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Introduction
Motivations
Les conditions d’états de mer interviennent de manière déterminante dans de nombreuses ac-
tivités humaines et influencent de nombreux phénomènes physiques. Ainsi, par exemple, elles
conditionnent le vieillissement des structures “offshore”, la faisabilité d’opérations en mer,
l’évolution d’une nappe de pétrole ou l’érosion d’une côte. Lorsque l’on veut dimensionner une
plate-forme pétrolière ou prévoir l’évolution d’un trait de cote à moyen terme, il est alors néces-
saire de caractériser ces conditions d’état de mer. 
Pour cela, on dispose de différentes sources de données. Tout d’abord, on peut utiliser les
données in-situ, c’est à dire obtenues par des mesures directes. Les deux principaux moyens
d’acquisition de ce type de donnée sont les bouées et les satellites. Ils permettent de mesurer le
vent et les vagues avec une bonne précision, mais souffrent de plusieurs inconvénients. Ainsi,
il y a généralement des données manquantes dans les données issues de bouées (dues aux pan-
nes) et l’échantillonnage temporel des données satellitaires est peu satisfaisant par rapport à
l’échelle temporelle des phénomènes météorologiques puisqu’il y a un délai de plusieurs jours
entre deux passages successifs d’un satellite au dessus d’un point donné. Les bases de données
obtenues sont alors difficiles à exploiter directement. De plus, ces moyens d’acquisition demeu-
rent relativement coûteux à mettre en oeuvre, et les bases de données sont généralement dispo-
nibles sur des périodes relativement courtes (quelques années). Une alternative consiste à
utiliser des données de “hindcast”, c’est à dire obtenues en assimilant les observations in-situ
dans les modèles numériques de prévision météorologique. Avec ces méthodes on peut recons-
tituer de manière relativement précise les conditions d’état de mer sur une période nettement
plus longue (jusqu’à 40 ans) qu’avec les moyens de mesure traditionnels. Nous avons choisi
d’utiliser ce type de donnée dans cette thèse (cf annexe A).
Selon l’application envisagée, différents types d’analyse statistique peuvent être menés sur
ces données. La plus usuelle d’entre elles consiste à caractériser les valeurs extrêmes. Ainsi, par
exemple, le dimensionnement d’une plate-forme pétrolière dépend principalement des valeurs
extrêmes de la hauteur des vagues et les ingénieurs ont alors besoin de connaître des périodes
de retour à 20, 50 ou 100 ans pour ce processus. Pour d’autres applications, la connaissance de
ces périodes de retour n’est pas suffisante. Ainsi, l’évolution d’un trait de côte, d’une fissure
dans une structure, ou la propagation d’une nappe d’hydrocarbure dépend non seulement des
événements extrêmes mais aussi de l’accumulation d’événements d’intensité moins importante.
Comme nous l’avons mentionné ci-dessus, les bases de données sont disponibles sur des pério-
des relativement courtes, et ne restituent donc qu’une partie de la forte variabilité des conditions
d’état de mer.
Il est alors naturel de chercher une méthode permettant de simuler des conditions d’état de
mer synthétiques ce qui permet d’enrichir de manière artificielle les bases de données disponi-
bles. L’évolution dans le temps et dans l’espace des états de mer ne pouvant être identifiée com-
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me un processus déterministe, il faut alors avoir recours à une modélisation probabiliste de ces
phénomènes. Le modèle construit est ensuite utilisé pour simuler de nouveaux historiques d’état
de mer artificiels, le nombre et la longueur de ces séquences simulées pouvant être choisis selon
l’application. Ces séquences artificielles peuvent alors être utilisées en entrée dans le modèle
d’évolution du phénomène considéré (par exemple, modèle de transport sédimentaire ou de dé-
rive d’une nappe de polluant) ce qui permet de calculer empiriquement la probabilité qu’un scé-
nario, tel que l’arrivée d’une nappe de pétrole en un endroit donné, se produise. Evidemment,
la qualité des résultats obtenus avec ce type de méthode va dépendre fortement du réalisme des
séquences simulées, et nous allons donc valider les modèles stochastiques à travers leurs capa-
cités à simuler des séries temporelles réalistes. La plupart des modèles introduits dans cette thè-
se peuvent aussi être utilisés pour combler des valeurs manquantes dans les bases de données
ou pour réaliser des prédictions à court terme.
Au cours de cette thèse, un exemple d’application à la rentabilité d’une ligne maritime a été
plus précisément développé dans le cadre d’un projet européen Egide. Des conditions d’état de
mer ont alors été simulées sur la ligne maritime reliant les ports du Pirée et de Héraklion en Mer
Egée. Ensuite ces séquences simulées sont utilisées en entrée d’un “simulateur de traversée”.
Ce simulateur permet de calculer, en fonction des conditions rencontrées sur la ligne et des ca-
ractéristiques du bateau à passagers considéré, si la traversée se fait dans des conditions norma-
les, ou, lorsque les conditions sont sévères, est retardée voir annulée. On en déduit alors des
quantités telle que la répartition des traversées annulées ou retardées au cours d’une période
donnée de l’année. La méthode utilisée ainsi que les résultats obtenus sont plus précisément dé-
crits dans Ailliot et al. (2003, [4]). D’autres exemples d’applications peuvent être trouvés dans
Brown et al. (1984, [27]), Castino et al. (1998, [31]) (évaluation de la production d’énergie par
une éolienne), O’Caroll et al. (1984, [91]), Monbet et al. (2001, [85]) (planification d’opéra-
tions off shore) Borgman et al. (1991, [18]), Waeles et al. (2004, [118]) (transport sédimen-
taire).
Notons que ce type d’approche est aussi couramment utilisé en hydrométrie. Des modèles
stochastiques sont utilisés pour simuler des séries temporelles de cumuls de précipitations, ce
qui permet, par exemple, d’étudier la production d’énergie par une centrale hydro-électrique ou
d’évaluer les risques de crue (cf Guttorp (1996, [54])).
Paramètres d’état de mer considérés
Un état de mer peut être décrit approximativement par une combinaison de plusieurs para-
mètres synthétiques. Les variables les plus utilisées dans les applications sont l’intensité du
vent , la direction du vent , la hauteur significative des vagues , la période des va-
gues  et la direction moyenne des vagues . Ces paramètres sont plus précisément défi-
nis dans l’annexe A. L’objectif final est de trouver une méthode permettant de simuler
l’évolution spatio-temporelle du processus . 
Cependant, il existe des relations physiques complexes entre ces différents paramètres et il
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semble difficile de trouver un modèle permettant de décrire directement l’évolution de ce pro-
cessus multivarié. Nous avons alors choisi, dans un premier temps, de nous intéresser unique-
ment au vent, c’est à dire au processus . Une première justification de ce choix est
pratique : les bases de données relatives au vent sont nettement plus nombreuses et générale-
ment disponibles sur des périodes plus longues que celles relatives aux autres paramètres d’états
de mer (cf annexe A). Une autre justification, plus physique, est que la manière dont évolue le
processus  en un point donné est généralement plus difficile à interpréter, son
évolution étant liée à la situation météorologique globale. Ainsi, par exemple, la manière dont
évolue le processus  dans le golfe de Gascogne dépend des conditions mé-
téorologiques sur tout l’océan Atlantique nord, les vagues pouvant se propager sur des milliers
de kilomètres. 
Les vagues sont principalement générées par le vent, et, en théorie, l’évolution du processus
 peut se déduire de manière déterministe de celle du processus . En pratique, une première
méthode consiste à utiliser un modèle numérique. De tels modèles sont, par exemple, utilisés
quotidiennement par les centres de prévisions météorologiques pour calculer les conditions
d’états de mer correspondant aux champs de vents prédits par les modèles météorologiques. Ce-
pendant, l’objectif étant de simuler les processus sur une longue durée (de l’ordre de quelques
centaines d’années par exemple) l’utilisation de ce type de modèle serait très coûteux en temps
de calcul. De plus, ces modèles numériques utilisent les champs de vent sur une zone étendue
pour prédire les conditions d’états de mer en un point donné (cf ci-dessus) et les modèles déve-
loppés dans cette thèse permettent uniquement de simuler les séries temporelles de vent en un
point fixé ou sur une zone de taille restreinte. Dans ce cas, la relation entre les processus  et
 ne peut plus être considérée comme déterministe et il semble naturel d’utiliser un modèle sto-
chastique. 
De tels modèles ont été développés au cours de cette thèse. Cependant, ce problème est rela-
tivement éloigné du thème central et nous avons choisi de les présenter uniquement en annexe
sous la forme de deux articles qui ont été publiés dans des actes de conférence. Dans Ailliot et
al. (2003, [5]) nous présentons une première méthode basée sur une recherche des plus proches
voisins dans une séquence d’apprentissage. Elle est utilisée pour reconstruire les conditions
d’état de mer sur une ligne maritime en Mer Egée à partir de la connaissance du vent en un point
situé au milieu de la ligne. Une méthode plus sophistiquée est présentée dans Marteau et al.
(2004, [79]). Cette méthode suppose que le processus  suit un modèle de chaîne de
Markov cachée dans lequel  désigne le processus observé et  la chaîne de Markov cachée.
Le noyau de transition de la chaîne de Markov cachée, ainsi que les probabilités d’émission,
sont ensuite estimés de manière non-paramétrique à partir d’une séquence d’apprentissage dans
laquelle les deux processus sont observés simultanément. Un algorithme de reconstitution, à sa-
voir l’algorithme de Viterbi, est ensuite utilisé pour calculer les valeurs les “plus probables” pri-
ses par le processus  connaissant une réalisation du processus .
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Plan de la thèse
Différents modèles sont proposés dans cette thèse pour les séries temporelles de vent, et par-
mi eux les modèles autorégressifs à changements de régimes markoviens jouent un rôle parti-
culier. La thèse est organisée de la manière suivante.
L’étude théorique des modèles autorégressifs à changements de régimes markoviens fait
l’objet du chapitre 1 de cette thèse. Ils ont été introduits il y a 15 ans en économétrie par Ha-
milton (1989, [55]), chaque régime correspondant à un état distinct de l’économie, puis utilisé
ensuite dans différents domaines d’applications. Cependant, de nombreux problèmes théoriques
les concernant n’ont été résolus que récemment. Dans un premier paragraphe nous définissons
ces modèles de manière générale, puis nous introduisons plus précisément les différents modè-
les qui sont utilisés dans les chapitres suivants pour les séries temporelles de vent. Ensuite nous
passons en revue différents problèmes théoriques liés à ce type de modèle : stabilité, calcul puis
propriétés asymptotiques des estimateurs du maximum de vraisemblance et enfin sélection de
modèle et validation. Pour chacun de ces problèmes, nous rappelons tout d’abord les résultats
existants, puis nous vérifions si ils s’appliquent aux modèles développés pour le vent. Nous ver-
rons que ce n’est pas toujours le cas, et nous démontrerons alors différents résultats pour ces
modèles spécifiques.
Le chapitre 2 est consacré à la modélisation des séries temporelles de vent en un point fixe.
La méthode usuelle consiste à supposer que le processus observé peut être rendu approximati-
vement gaussien via une transformation simple, et il suffit alors de simuler des processus gaus-
siens ce qui peut être fait en utilisant des approches paramétriques (modèle ARMA par
exemple) ou non-paramétriques. Cependant, nous allons voir que cette méthode ne permet pas
de modéliser certaines non-linéarités présentes dans les séries temporelles de vent, et en parti-
culier la manière dont se succèdent les tempêtes. Avant de proposer un modèle plus réaliste, il
faut étudier précisément les mécanismes d’évolution du processus considéré. Les conditions de
vent sont régies par les champs de pression, qui eux-mêmes dépendent de la position des gran-
des masses d’air (anticyclones, dépressions...). Il est généralement admis que les différentes
configurations peuvent être regroupées en quelques “types de temps”. Les données de vent sont
alors sujettes à des changements de régimes induits par ces types de temps : par exemple, dans
les conditions dépressionnaires les vents évoluent rapidement (forte volatilité) alors que dans
les conditions anticycloniques elles évoluent plus lentement. Comme nous ne disposons pas
d’observations de cette variable “type de temps”, cette dernière est introduite sous la forme
d’une variable cachée, que nous supposerons être une chaîne de Markov à espace d’état fini.
L’évolution de l’intensité du vent dans chaque type de temps est ensuite décrite par des modèles
autorégressifs distincts, et finalement nous proposons donc d’utiliser un modèle autorégressif à
changements de régimes pour décrire l’intensité du vent. A notre connaissance, ce type de mo-
dèle n’a jamais été proposé dans ce domaine d’application. Par ailleurs, afin de prendre en
compte la positivité de l’intensité du vent, des modèles autorégressifs originaux, construits à
partir de la loi gamma, sont utilisés. Nous validons ensuite ce modèle selon différents critères,
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et en particulier nous vérifions le réalisme des séquences simulées avec ce modèle en utilisant
une méthode originale introduite au chapitre précédent. Les résultats obtenus sont sensiblement
meilleurs que ceux obtenus avec la méthode usuelle. Ensuite, différentes extensions de ce mo-
dèle sont proposées. Dans ces extensions, la chaîne de Markov cachée devient non-homogène,
les probabilités de transition dépendant de variables “explicatives”. Nous montrons en particu-
lier que ce type de modèle permet de décrire la relation complexe entre l’intensité et la direction
du vent, ainsi que les composantes journalières créées par les différences de température entre
le jour et la nuit.
 L’évolution de certains phénomènes, tels que la dérive d’une nappe de polluants ou l’évolu-
tion d’un trait de côte, dépend de l’évolution du vent en plusieurs points simultanément, et il est
alors nécessaire de développer un modèle permettant de décrire l’évolution spatio-temporel des
champs de vent. Ce problème fait l’objet du chapitre 3. L’approche “usuelle” consiste à ajuster
un modèle autorégressif. Généralement, une analyse en composantes principales est effectuée
au préalable afin de diminuer la dimension de l’espace des observations. Ce type de modèle per-
met principalement de modéliser la structure du second ordre des champs de vent, mais ne per-
met pas de reproduire, par exemple, le déplacement de structures météorologiques. Nous
proposons alors d’utiliser, une nouvelle fois, un modèle autorégressif à changements de régimes
dans lequel la variable cachée représente le déplacement des masses d’air. Nous validons ensui-
te le modèle proposé en vérifiant sa capacité à réaliser des prédictions à court terme et à simuler
des champs de vent artificiels réalistes. Les résultats obtenus en prédiction à court terme sont
nettement meilleurs que ceux obtenus avec les modèles autorégressifs, mais par contre les
champs de vent simulés avec ce modèle ont des caractéristiques sensiblement différentes des
champs de vent initiaux.
Les chapitres 2 et 3 peuvent être lus indépendamment l’un de l’autre, mais font référence au
chapitre 1.
Dans l’annexe A, nous définissons les paramètres d’état de mer considérés dans cette thèse,
et nous décrivons les différentes bases de données qui sont utilisées dans cette thèse. Dans l’an-
nexe B, nous avons regroupé différents lemmes techniques sur la loi gamma. Ces lemmes sont
utilisés au premier chapitre et permettent d’étudier les propriétés théoriques du modèle utilisé
au deuxième chapitre pour décrire l’intensité du vent. Les annexes C et D sont deux articles qui
ont été publiés dans des actes de conférences, à savoir Ailliot et al. (2003, [5]) et Marteau et al.
(2004, [79]). Les problématiques étudiées dans ces deux articles ont déjà été mentionnées ci-
dessus.
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1. Modèles autorégressifs à changements de régimes markoviens
Ce chapitre est consacré à l’étude théorique des modèles autorégressifs à changements de ré-
gimes markoviens. 
Dans le premier paragraphe, nous définissons le modèle de manière générale, puis nous don-
nons différents exemples. Nous insistons en particulier sur les différents modèles utilisés aux
chapitres 2 et 3 pour décrire les séries temporelles de vent. La stabilité de ces modèles est étu-
diée au paragraphe 1.b, puis dans les deux paragraphes suivants, nous nous intéressons aux es-
timateurs de maximum de vraisemblance (EMV). Le paragraphe 1.c est consacré au calcul
numérique de ces estimateurs puis dans le paragraphe 1.d, nous nous intéressons à leurs proprié-
tés asymptotiques. Dans ces différents paragraphes, nous commençons par rappeler les résultats
existants, puis nous vérifions si ils s’appliquent aux modèles utilisés au chapitre 2 et 3. Nous
verrons que ce n’est pas toujours le cas, et nous prouvons alors certains résultats pour ces mo-
dèles spécifiques. 
 Enfin, au paragraphe 1.e, nous abordons les problèmes de la sélection et de la validation de
modèle. Nous proposons en particulier une méthode de validation générale, valable pour toute
méthode de simulation, qui permet de tester le réalisme des séquences simulées.
1.a Définitions et exemples
Les modèles autorégressifs à changements de régimes ont été introduits il y a 15 ans par Ha-
milton (1989, [55]) en économétrie, puis ont été ensuite largement utilisés en économétrie et en
traitement automatique de la parole (cf Krolzig (1997, [69]) et Douc et al. (2004, [42]) ainsi que
les références citées dans ces ouvrages). Ces modèles sont définis au paragraphe 1.a.1. Nous in-
troduisons aussi dans ce paragraphe diverses notations qui sont utilisées dans la suite de cette
thèse. 
Ces modèles englobent différents modèles largement répandus dans la littérature, tels que les
modèles de mélanges, les chaînes de Markov cachées et les modèles autorégressifs. Ces diffé-
rents modèles sont définis au paragraphe 1.a.2. Nous décrivons aussi dans ce paragraphe diffé-
rents modèles autorégressifs à changements de régimes particuliers, à savoir ceux qui sont les
plus couramment étudiés dans la littérature et ceux utilisés dans les chapitres 2 et 3.
1.a.1 Définitions
Un processus autorégressif à changements de régimes est un processus bivarié  où
 désigne une chaîne de Markov d’ordre 1 et pour lequel, conditionnellement à , 
est une chaîne de Markov non-homogène d’ordre , la distribution conditionnelle de  sachant
 et  dépendant uniquement de  et de . Lorsque  désigne un
processus quelconque, nous noterons  pour . 
Nous dirons que le processus  suit un modèle autorégressif à changements de régi-
mes markoviens (noté dans la suite  pour Markov Switching AutoRegressive model)
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•  est une chaîne de Markov à espace d’état . Dans la suite, cette chaîne pourra être
homogène ou non-homogène et nous noterons  le noyau
de transition de cette chaîne de Markov. Nous nous placerons, sauf mention contraire, dans
le cas où  est un ensemble fini. Nous supposerons alors que ,  désignant
le nombre de régimes. Nous noterons  et  la mesure comp-
tage sur .
•   est un processus à espace d’état  tel que pour , la loi conditionnelle
de  sachant  et  dépend uniquement de  et de . Nous supposerons en outre
que ces lois conditionnelles admettent une densité  par rapport à une même
mesure dominante  sur Y.
Nous supposerons que le paramètre  appartient à un sous ensemble compact et d’intérieur
non vide  de . Le processus  sera appelé régime. Lorsque nous nous intéresserons à
l’estimation du paramètre , nous supposerons que le processus  n’est pas observé (pro-
cessus caché), et l’inférence sur le paramètre  devra alors être faite uniquement à partir du
processus observé  (cf paragraphe 1.c).
Nous noterons  et . Le processus  ainsi défini est une chaîne
de Markov d’ordre 1 à valeurs dans , dont le noyau sera noté . Il est caractérisé, pour
 une fonction bornée sur ,  et , par
Lorsque la chaîne de Markov  est homogène, il en est de même de chaîne de Markov
 : les noyaux de transition de ces chaînes de Markov seront alors notés  et  respec-
tivement. Nous noterons  la loi induite sur  par la chaîne de Markov  lors-
que  et  l’espérance associée à cette loi. Nous serons amenés à plusieurs reprises à
faire l’hypothèse que le noyau  possède une unique probabilité invariante. Des conditions
permettant de garantir l’existence et l’unicité de cette probabilité invariante sont données au pa-
ragraphe 1.b. Dans ce cas,  désignera cette probabilité invariante et nous noterons
 et . 
Finalement,  désignera la densité par rapport à la mesure  sur  pour
. En pratique, nous noterons abusivement cette densité  pour les différentes valeurs de
, celle-ci étant généralement évidente.
Lorsque les modèles autorégressifs sont d’ordre , la relation entre les processus 
et  peut être résumée par le graphe d’indépendance conditionnelle représenté sur la figure
1.1. Une définition rigoureuse de ce type de graphe peut être trouvée dans Durand (2003, [43]).
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 figure 1.1 :  Graphe d’indépendance conditionnelle pour le modèle  d’ordre 1
1.a.2 Exemples
Les modèles autorégressifs à changements de régimes englobent différents modèles large-
ment répandus dans la littérature statistique. Ainsi, lorsque , le processus  de-
vient une Chaîne de Markov Cachée (noté  dans la suite) : la loi conditionnelle de 
sachant  et  dépend uniquement de  (cf figure 1.2). Ce type de modèle a été abon-
damment étudié et un état des lieux récents des résultats existant pour ce type de modèle peut
être trouvé dans Ephraim et al. (2002, [46]). Ils se sont révélées être particulièrement utiles dans
de nombreux domaines d’applications (cf [46] et MacDonald et al. (1997, [76]). Lorsque l’on
suppose en outre que le processus  est i.i.d., on obtient les modèles de mélange (cf figure
1.3).
 figure 1.2 :  Graphe d’indépendance conditionnelle pour le modèle CMC
 figure 1.3 :  Graphe d’indépendance conditionnelle pour les modèles de mélange
Lorsque l’espace S est réduit à un singleton, on obtient les modèles markoviens, qui englo-
bent en particulier les modèles autorégressifs. Les modèles autorégressifs les plus couramment
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utilisés dans la littérature s’écrivent sous la forme : 
  (1.1)
avec avec  et  un bruit blanc. Nous appellerons ces modèles autorégressifs
non linéaires ( ). Parmi ces modèles, on trouve en particulier le modèle autorégressif li-
néaire ( ), et qui correspondent au cas où la fonction  est une forme linéaire. Plus précisé-
ment, nous dirons que le processus  suit un modèle  d’ordre  lorsque
   (1.2)
avec ,  pour  et  un bruit blanc. Parmi les modè-
les , on peut aussi citer les réseaux de neurones ou encore certains modèles à seuil que nous
décrivons brièvement au chapitre suivant. Notons que dans le cas où le résidu possède une den-
sité par rapport à une mesure dominante, il en est de même pour les lois conditionnelles
. Par exemple, dans le cas où le résidu  est un bruit blanc gaussien
centré de variance  alors la loi conditionnelle de  sachant  est alors une loi
normale de moyenne  et de variance
.
Cependant, ce type de modèle n’est pas adapté pour décrire certaines séries temporelles et
notamment celles qui sont à valeurs dans sous ensemble donné de . Ainsi, dans le chapitre
2, nous nous focaliserons sur les séries temporelles correspondant à l’intensité et à la direction
du vent, et qui sont à valeurs respectivement dans  et . Supposons tout d’abord que
le processus  est à valeurs dans . Il semble alors naturel de remplacer la loi normale par
une loi dont le support est . Plus précisément, nous proposons d’utiliser le modèle autoré-
gressif gamma ( ) pour décrire l’évolution de l’intensité du vent. On suppose alors que la
loi conditionnelle de  sachant que  est une loi gamma de moyenne
  
avec  et  des paramètres et de variance . Si nous notons
 
la densité de la loi gamma, avec ,  des paramètres strictement positifs, sa moyenne  vaut
 et son écart type  vaut . On vérifie alors aisément que  et .
La densité de loi conditionnelle de  sachant  est alors  avec
 et , c’est à dire
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A notre connaissance, les propriétés théoriques de ce type de modèle ont été peu étudiées, la
littérature existant sur les modèles autorégressifs étant principalement consacrée aux modèles
. Dans la suite nous ne nous intéressons pas directement au modèle , mais plus géné-
ralement aux modèles autorégressif à changements de régimes dans lequel l’évolution dans cha-
que régime est décrit par un modèle . Les modèles  sont un cas particulier de ce type
de modèle, lorsque , et on peut alors déduire des résultats donnés aux paragraphes sui-
vants des conditions assurant la stabilité, ainsi que la consistance et la normalité asymptotique
des estimateurs du maximum de vraisemblance pour le modèle . 
Notons que le choix de la loi gamma est arbitraire, et que nous pouvons construire le même
type de modèle en utilisant une autre distribution à support dans  dont les paramètres sont
caractérisés par les moments d’ordre 1 et 2 (loi log-normale ou loi de Weibull par exemple).
Cependant, comme nous le verrons au chapitre 2, les résultats obtenus avec la loi gamma sont
satisfaisants pour les données de vent, et nous avons choisi de nous cantonner à ce modèle dans
la suite.
Nous reviendrons au chapitre 2 sur la modélisation des séries temporelles directionnelles,
c’est à dire à valeur dans . En particulier, différents modèles autorégressifs spécifi-
quement pour ce type de séries temporelles sont décrits au paragraphe 2.a.3. Enfin, notons que
la liste donnée ci-dessus est loin d’être exhaustive et de nombreux autres modèles autorégressifs
ont été proposés. On peut ainsi citer les modèles  qui sont décrits plus précisément au
paragraphe 2.a.3 et les modèles  définis au paragraphe 1.b.1. Une liste plus complète peut
être trouvée dans Grunwald et al. (1999, [52]) et Tong (1990, [115]).
Modèle autorégressif à changements de régimes markoviens
Dans le modèle  introduit par Hamilton, la chaîne de Markov cachée prend un nom-
bre fini de valeurs, chacune de ces valeurs correspondant à un état de l’économie et l’évolution
de la variable observée dans chaque régime est décrit par un modèle autorégressif linéaire avec
innovations gaussiennes. Nous dirons que  suit un modèle autorégressif linéaire à chan-
gements de régimes markoviens ( ) lorsque  suit un modèle  dans le-
quel la variable cachée est une chaîne de Markov homogène et que l’évolution du processus
observé dans chaque régime est décrite par un modèle autorégressif linéaire. On a alors, pour
 :
   (1.3)
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et  un bruit blanc vectoriel centré réduit. On peut réécrire l’équation (1.3) sous la forme 
  (1.4)
avec
 , , ,  et
 pour . Nous noterons aussi  pour . Cette écriture est
en particulier utilisée au paragraphe 1.b.1 puisqu’elle permet de ramener l’étude de la stabilité
des modèles  d’ordre  à celle des modèles  d’ordre 1. Au chapitre 3,
nous proposons un modèle  pour décrire l’évolution spatio-temporelle des champs
de vent. Une attention tout particulière est donc portée à ce modèle dans la suite de ce chapitre.
Un autre type de modèle largement étudié dans la littérature est le modèle autorégressif non-
linéaire à changements de régimes markoviens ( ) dans lequel l’évolution du pro-
cessus observé dans chaque régime est décrit par un modèle autorégressif non-linéaire. On sup-
pose alors que
  (1.5)
avec ,  pour  et  un bruit blanc.
Nous verrons en particulier qu’il existe de nombreux résultats théoriques pour ce type de mo-
dèle (stabilité, propriétés asymptotiques des estimateurs du maximum de vraisemblance...). 
Enfin, nous parlerons de modèle autorégressif gamma à changements de régimes marko-
viens d’ordre r ( ) lorsque l’évolution dans chaque régime est décrite par un modèle
. On suppose alors que la loi conditionnelle de  sachant que  et  est
une loi gamma de moyenne
 
et d’écart type  avec  et  pour  et . Nous montrons au
chapitre 2 que ce modèle est adapté pour décrire l’évolution de l’intensité du vent et nous por-
terons donc une attention toute particulière à l’étude de ce modèle dans les paragraphes ci-des-
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sous. Nous noterons  de telle manière que
 et  les paramètres servant à dé-
crire l’évolution du processus observé dans le  régime. Nous noterons aussi
  et  de telle manière que
.
Finalement, le modèle  sera paramètré par  avec
  
et  un sous espace compact de . Nous noterons aussi
 l’ensemble des paramètres servant à décrire l’évolution du processus ob-
servé dans les différents régimes et . 
Plus généralement, l’espace des paramètres  des différents modèles utilisés aux chapitres
2 et 3 peut se décomposer sous la forme  avec  l’espace des paramètres servant à
décrire l’évolution de la chaîne cachée  et  l’espace des paramètres servant à décrire
l’évolution du processus observé  dans les différents régimes. Par contre, dans le modèle
du chapitre 3, l’espace  ne peut pas se décomposer sous la forme , les mê-
mes paramètres servant à décrire l’évolution du processus observé  dans les différents ré-
gimes.
Il est parfois utile d’utiliser une autre paramétrisation pour la matrice de transition de la chaî-
ne cachée. En effet, avec celle donnée ci-dessus, on peut être amené à résoudre des problèmes
d’optimisation sous contraintes lors du calcul des estimateurs du maximum de vraisemblance
(cf paragraphe 1.c.3). Afin d’éviter ces problèmes d’optimisation sous contraintes, on peut uti-
liser les paramètres  pour . Ces paramètres sont bien définis si
les coefficients diagonaux  sont non nuls, ce qui en pratique ne semble pas contraignant
pour les applications envisagées dans la suite de cette thèse. Il est facile de vérifier que cette
nouvelle paramétrisation définit une bijection de
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dans , l’inverse de cette transformation étant donnée par
 si  et .
Le modèle  ne fait pas partie de la famille des modèles , qui est le type
de modèle généralement étudié dans la littérature. Dans les paragraphes suivants, nous éten-
drons différents résultats théoriques valables pour les modèles  aux modèles
.
Dans les différents modèles décrits ci-dessus, la chaîne cachée est supposée homogène. Ce-
pendant, nous verrons qu’il est parfois utile de la supposer non-homogène afin de modéliser, par
exemple, la relation entre le processus observé  et certaines variables explicatives (cf 2.c).
L’étude théorique de ces modèles est plus complexe et sera peu abordée dans ce chapitre et nous
nous placerons donc, sauf mention contraire, dans le cas où la chaîne  est homogène. Lors-
que la chaîne est non-homogène, nous noterons le modèle  (Non-Homogeneous
Markov Switching AutoRegressive model).
1.b Stabilité 
L’étude de la stabilité des modèles  est relativement complexe. Ainsi, même dans
le cas le plus simple des modèles  à deux régimes, des études numériques ont permis
de montrer qu’un modèle avec un ou deux régimes instables peuvent conduire à un modèle sta-
ble et que vice-versa, la stabilité des différents régimes ne garantit pas la stabilité du modèle (cf
Holst et al. (1994, [62])).
Nous supposerons que le paramètre  est fixé, et, afin de simplifier les notations, nous omet-
trons ce paramètre dans l’écriture des différents noyaux de transition dans la suite de ce para-
graphe. Ainsi, par exemple, nous noterons  au lieu de  le noyau de transition de la chaîne
de Markov .
Nous nous intéressons ici tout d’abord à chercher des conditions garantissant l’existence et
l’unicité d’une probabilité invariante pour ce noyau de transition. Supposons que la chaîne de
Markov  possède une probabilité invariante  et notons  la trace de cette probabilité
sur . On peut vérifier aisément que la chaîne de Markov  est stationnaire sous . Dans
la suite, nous supposerons que la chaîne de Markov  est irréductible et apériodique et nous
noterons  sa probabilité invariante. Nous donnons aussi des conditions ga-
rantissant l’existence de moments d’ordre  pour la loi stationnaire. Ceci nous servira en
particulier au paragraphe 1.d.2 pour montrer la consistance et la normalité asymptotique des
.
 Nous proposons tout d’abord un état des lieux des résultats existants sur la stabilité des mo-
dèles  et  aux paragraphes 1.b.1 et 1.b.2 respectivement, puis nous nous
focalisons ensuite sur le modèle . Les modèles d’ordre 1 sont étudiés au paragraphe
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1.b.3 et les modèles d’ordre supérieur au paragraphe 1.b.4.
Les principaux ouvrages de référence utilisés dans ce paragraphe, en ce qui concerne la sta-
bilité des chaînes de Markov, sont Meyn et al. (1993, [84]) et Robert (1996, [97]).
1.b.1 Stabilité des modèles MS-LAR
Afin de montrer la stabilité des modèles , on peut utiliser les résultats existants
sur les modèles autorégressifs à coefficients aléatoires ( ), c’est à dire de la forme 
   (1.6)
avec  et  des suites de matrices aléatoires. En effet, les modèles  définis par
l’équation (1.4) sont des cas particuliers de ces modèles avec  et
. Des conditions garantissant l’existence et l’unicité d’une solution station-
naire stricte pour les modèles  peuvent être trouvées dans Brandt (1986, [24]) et Bougerol
et al. (1992, [20]) lorsque le processus  est strictement stationnaire et ergodique. Il y
est démontré que si les deux conditions suivantes sont vérifiées :
(i)  et  (avec )
(ii) 
alors la série  converge p.s et le processus  ainsi défini est
l’unique solution stationnaire à l’équation (1.6). 
Dans les conditions (i) et (ii) ci-dessus,  désigne une norme quelconque sur  ainsi que
la norme matricielle associée. On peut en fait montrer que la quantité
 
qui intervient dans l’hypothèse (ii) est indépendante de la norme  choisie. La proposition
suivante est une conséquence immédiate de ce résultat.
Proposition 1.1  (stabilité des modèles )
Supposons que la chaîne de Markov  soit stationnaire. Si les conditions suivantes sont vé-
rifiées:
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(A1) 
alors le processus   défini par l’ équation (1.4) possède une unique solution
strictement stationnaire, qui est donnée par
 
Lorsque chaîne  prend un nombre fini de valeurs, la condition (i) de la proposition 1.1
est automatiquement vérifiée si . Par contre, la condition (A1) est difficile à vé-
rifier en pratique. En fait, il suffit de montrer qu’il existe  tel que
 mais cela peut s’avérer fastidieux. Toutefois, dans le cas
des modèles univariés d’ordre 1 (i.e ), pour lesquels , on peut faci-
lement vérifier que cette condition est équivalente à la condition (A1’) ci-dessous.
(A1’) 
On en déduit, en particulier, que si les différents régimes sont stables (i.e  pour
) alors le modèle à changements de régimes est stable, ce qui n’est pas vrai dans le cas
général (cf Holst et al. (1994, [62])). On peut aussi utiliser ce critère pour construire des modèles
 stables avec un ou plusieurs régimes instables. Il suffit pour cela que le temps
moyen passé dans les régimes instables soit suffisamment faible par rapport au temps passé dans
les régimes stables.
Dans le cas des modèles d’ordre supérieur à 1 ou multivarié, la condition (A1) n’est donc pas
satisfaisante. En outre, cette proposition ne garantit pas l’existence des moments d’ordre 2 à la
solution stationnaire, ce qui est utile pour montrer la consistance des estimateurs du maximum
de vraisemblance (cf Krishnamurthy et al. (1998, [68])). Le critère suivant est proposé dans
Holst et al. (1994, [62]) et démontré dans Yao (2001, [125]).
Proposition 1.2  (stabilité des modèles )
Si la condition suivante est vérifiée 
(A2)  avec 
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alors la condition (A1) est vérifiée. Si on suppose en outre que , alors la série
 converge p.s et dans . Le processus 
ainsi défini est l’unique solution stationnaire de l’ équation (1.4).
Cette proposition fournit donc un moyen pratique de vérifier la stabilité des modèles
 et donne aussi une condition suffisante pour que la loi stationnaire possède un mo-
ment d’ordre 2. 
1.b.2 Stabilité des modèles MS-NAR
Des conditions garantissant la stabilité des modèles  d’ordre  peuvent être
trouvées dans Francq et al. (1998, [49]) et Yao et al. (2000, [124]), dans les cas particuliers où
les fonctions  sont lispschitziennes ou sous linéaires pour .
Cas lipschitzien
Supposons tout d’abord que les fonctions  sont lispschitziennes, c’est à dire qu’il existe
des constantes  et une norme  sur , telles que pour  et , on ait 
Les propositions 1.3 et 1.4 ci-dessous sont démontrées dans Yao et al. (2000, [124]).
Proposition 1.3  (Stabilité des modèles  dans le cas Lipschitzien) 
Si la condition (A1’) est vérifiée et  alors l’équation (1.5) possède une uni-
que solution stationnaire et ergodique.
Proposition 1.4  (Existence de moments pour les modèles  dans le cas lipschitzien)
Si les conditions suivantes sont vérifiées
(i) Il existe  tel que 
(A3)  avec 
alors l’équation (1.5) possède une unique solution stationnaire et ergodique, et cette solution
possède un moment d’ordre .
La proposition 1.4 est démontrée également dans Francq et al. (1998, [49]) dans le cas particu-
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lier où . 
Dans Yao et al. (2000, [124]), il est montré que : 
 
On en déduit que si la condition (A3) est vérifiée avec  alors
 et la condition (A1’) est donc vérifiée.
Cas sous linéaire
Supposons maintenant que les fonctions  sont sous-linéaires, c’est à dire qu’il existe
des constantes  et  et une norme  sur , tel que pour  et , on ait 
Les proposition suivantes sont démontrées dans Yao et al. (2000, [124]).
Proposition 1.5  (Stabilité des modèles  dans le cas sous-linéaire)
Supposons que les conditions (i) et (ii) ci-dessous sont vérifiées :
(i) la variable  possède une densité par rapport à la mesure de Lebesgue et cette densité est
strictement positive sur .
(ii) il existe  tel que  soit fini.
Si de plus la condition (A1’) est vérifiée alors la chaîne de Markov  est géométriquement
ergodique.
Proposition 1.6  (Existence de moments pour les modèles  dans le cas sous-linéai-
re)
Si les conditions (i), (ii) de la proposition 1.5 et la condition (A3) sont vérifiées avec , alors
la solution stationnaire possède un moment d’ordre .
Si on compare les hypothèses des propositions 1.3 et 1.4 avec celles des propositions 1.5 et 1.6
respectivement, on peut remarquer que des hypothèses plus fortes sont faites sur le résidu dans
le cas sous-linéaire. La condition (i) de la proposition 1.5 permet de garantir que la chaîne 
est irréductible et fortement fellerienne. Elle pourrait être remplacée par d’autres conditions (cf
Yao et al. (2000, [124])). 
1.b.3 Stabilité des modèles MS-γAR d’ordre 1
Les propositions données au paragraphe précédent concernent uniquement les modèles
 et ne s’appliquent donc pas aux modèles . Nous allons cependant mon-
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trer que les techniques utilisées pour démontrer la proposition 1.5 s’adaptent à ce type de mo-
dèle et, afin de simplifier l’exposé, nous considérons dans un premier temps uniquement les
modèles d’ordre . 
Afin de montrer la stabilité des modèles  nous allons utiliser les résultats généraux
existants sur la stabilité des chaînes de Markov. Plus précisément, nous allons établir que le
noyau de transition de la chaîne de Markov  vérifie une condition de dérive de la forme
(D1).
(D1) Il existe une fonction , des constantes  et , un ensemble petit  tels que
   (1.7)
Il est montré dans Meyn et al. (1993, [84]) que si  est une chaîne de Markov -irréductible
et apériodique de noyau de transition  et que ce noyau vérifie la condition (D1) alors cette
chaîne de Markov est V-uniformément ergodique, et en particulier elle est géométriquement er-
godique. 
Il est parfois plus facile de montrer que le noyau  vérifie une condition de dérive. Plus
précisément, notons (D2) la condition ci-dessous:
(D2) Il existe une fonction , des constantes  et , un ensemble petit  et un
entier  tels que 
  (1.8)
On peut montrer que si  est une chaîne de Markov -irréductible et apériodique de noyau
de transition  et que ce noyau vérifie la condition (D2) alors la chaîne de Markov  est
V-uniformément ergodique, et en particulier elle est géométriquement ergodique (cf Meyn et al.
(1993, [84]) et Fonseca (2000, [48])).
Notons enfin que si l’une des conditions (D1) ou (D2) est vérifiée avec  alors la loi
stationnaire possède un moment d’ordre . 
La proposition 1.7 ci-dessous donne en particulier des conditions suffisantes garantissant
l’existence et l’unicité d’une loi stationnaire ergodique pour les modèles  d’ordre 1.
La preuve de cette proposition suit largement celle de la proposition 1.5 donnée dans Yao et al.
(2000, [124]).
Proposition 1.7  (Stabilité du modèle  d’ordre 1)
Si la condition (A1’) est vérifiée alors le modèle  est géométriquement ergodique.
Preuve
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L’irréductibilité de la chaîne de Markov  provient de celle de la chaîne cachée et du fait
que  pour    et . On cherche ensuite à montrer une iné-
galité de la forme (D2).
Par construction du modèle  on a . En itérant
cette relation, on obtient
En utilisant l’inégalité de Jensen et le fait que  pour  et n entier na-
turel, on en déduit alors que
puis
avec . Par ailleurs, comme la
chaîne  est irréductible et apériodique, on en déduit que pour toute condition initiale
,  p.s. Or, par hypothèse, cette quantité est stricte-
ment négative et on a donc, lorsque  :
 p.s
Par le théorème de convergence dominée, on obtient que pour ,
. On en déduit qu’il existe un entier naturel  et une cons-
tante  tels que  pour . Si on pose ,
on a finalement montré qu’il existe des constantes  et  tels que pour
 on a:
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Afin de conclure, nous allons utiliser le fait que la chaîne de de Markov est fortement fellerien-
ne, c’est à dire que si  est une fonction mesurable et bornée sur  alors  est continue. Ceci
découle aisément du théorème de convergence dominée, et du lemme B.3 (cf annexe B). On uti-
lise ensuite le même raisonnement que dans Meyn et al. (1993, [84]) (lemme 15.2.8). Posons
 et . On vérifie aisément que
 est un ensemble compact de , donc petit puisque la chaîne est fortement fellerienne,
et que l’inégalité suivante est vérifiée pour 
 
Par ailleurs, puisque , on a , et on a donc montré une inégalité de la forme (D2), ce
qui achève la démonstration.
          
Nous verrons au paragraphe 1.d.2 que l’étude des propriétés asymptotiques des estimateurs
du maximum de vraisemblance nécessite de faire des hypothèses sur l’existence de certains mo-
ments de la loi stationnaire. La proposition 1.8 ci-dessous donne des conditions nécessaires pour
que de tels moments existent.
Proposition 1.8  (Existence de moments pour la loi stationnaire d’un modèle  d’or-
dre 1)
Si la condition (A3) est vérifiée avec , alors la loi stationnaire possède un moment d’ordre
.
Preuve
Pour démontrer ce résultat nous allons vérifier que, sous les hypothèses de la proposition 1.8, le
noyau de transition vérifie une condition de dérive de la forme (D2) avec . Par défi-
nition du modèle , on a
avec  le moment d’ordre  d’une loi gamma de moyenne  et variance . D’après le
lemme B.1, on a:
On en déduit alors qu’il existe des constantes finies  et  telles que
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et des constantes finies  et  telles que
En utilisant ces deux relations, on peut montrer, grâce à un raisonnement par récurrence, une
majoration de la forme : 
 
avec  et  des constantes finies. Notons alors . On a
On peut vérifier alors que  avec  et . En
utilisant l’hypothèse (A3), on montre alors qu’il existe un entier  tel que
, ce qui implique que pour  et 
  (1.9)
On conclut alors de la même manière que pour la proposition 1.7, en utilisant le fait que les en-
sembles compacts sont petits, ce qui permet une inégalité de la forme (D2) avec .
          
Les propositions 1.7 et 1.8 donnent des conditions garantissant l’ergodicité géométrique et
l’existence de moments pour la loi stationnaire respectivement. Les hypothèses faites semblent
raisonnables si on les compare à celles des paragraphes 1.b.1 et 1.b.2. 
1.b.4 Stabilité des modèles MS-γAR d’ordre supérieur à 1
Dans ce paragraphe, nous proposons des critères garantissant la stabilité des modèles
 d’ordre . Comme dans le cas des modèles d’ordre 1, on peut vérifier aisément
que la chaîne de Markov  est irréductible et fortement fellerienne. Il reste en-
suite à trouver des conditions sur les coefficients du modèle pour qu’une condition de dérive de
la forme (D2) soit vérifiée. Posons  la norme Euclidienne sur . La proposition
1.9 est une généralisation immédiate de la proposition 1.7.
Proposition 1.9  (Stabilité du modèle )
Si la condition (A1’) est vérifiée avec  pour  alors le modèle  cor-
respondant est géométriquement ergodique.
Preuve: 
On utilise le même schéma de preuve que pour la proposition 1.7. Ecrivons tout d’abord que
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avec 
Par définition, on a  et . En particulier, on a :
 
On en déduit que
avec . On raisonne ensuite de la même manière que pour le modèle
d’ordre 1.
          
On vérifie aisément que les hypothèses de la proposition 1.9 impliquent la condition (A1)
puisque
En particulier, les conditions de la proposition 1.1, garantissant la stabilité du modèle
, sont plus faibles que celles de la proposition 1.9.
En s’inspirant des résultats de stabilité existants sur les modèles autorégressifs à seuil (cf
Tong (1990, [115]), Gueguan (1994, [53]), on peut donner d’autres critères garantissant la sta-
bilité des modèles . En effet, la structure de ces modèles est relativement proche de
celles des modèles  puisqu’il s’agit de modèles autorégressifs à changements de régi-
mes. La différence provient de la modélisation des changements de régimes : alors que dans les
modèles  ils sont indépendants de la manière dont évolue le processus observé, dans
les modèles à seuil, ils dépendent uniquement des valeurs passées du processus observé. 
Par exemple, on peut montrer aisément la proposition 1.10 ci-dessous, due à Hili (1992, [61])
dans le cadre des modèles autorégressifs à seuils. La preuve de ce résultat est similaire à celle
donnée dans [61] et [53] pour les modèles autorégressifs à seuils.
Proposition 1.10 (Stabilité du modèle )
Supposons que , alors le modèle  est géométriquement ergodi-
que. 
Notons que dans le cas de modèles d’ordre 1, cette condition est nettement plus forte que cel-
le de la proposition 1.7. De plus, si les conditions de la proposition 1.10 sont satisfaites, alors
les modèles autorégressifs correspondant aux différents régimes sont stables. Ces conditions pa-
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raissent donc très restrictives et pourrait sans doute être améliorées.
Par ailleurs, la généralisation de la proposition 1.8, qui garantit l’existence de moments d’or-
dre  pour la loi stationnaire des modèles  d’ordre , semble délicate. En effet,
la preuve de la proposition 1.8 repose sur une majoration de , ce qui semble
difficile à établir dans le cas des modèles d’ordre . 
1.c Calcul des estimateurs du maximum de vraisemblance
De nombreux algorithmes, permettant le calcul numérique des estimateurs du maximum de
vraisemblance (noté EMV dans la suite) dans les modèles à variables cachées, ont été proposés
dans la littérature. Nous avons choisi de nous principalement principalement sur 2 d’entre eux,
à savoir les algorithmes EM et quasi-Newton. L’objectif de ce paragraphe est de décrire préci-
sément comment nous avons utilisé ces deux algorithmes en pratique pour estimer les paramè-
tres des différents modèles introduits aux chapitres 2 et 3.
Ce paragraphe est structuré de la manière suivante. Dans la partie 1.c.1 nous définissons plus
précisément la fonction de vraisemblance pour les modèles , puis nous donnons diver-
ses expressions pour cette fonction ainsi que pour son gradient et son hessien. Ces formules se-
ront utilisées à plusieurs reprises dans la suite de ce paragraphe, ainsi qu’au paragraphe 1.d
lorsque nous nous intéresserons aux propriétés asymptotiques des EMV. 
Dans la partie 1.c.2, nous décrivons le principe général de l’algorithme EM puis nous dé-
taillons sa mise en place pratique de cet algorithme pour les modèles  utilisés aux cha-
pitres 2 et 3. Dans le paragraphe 1.c.3, nous décrivons rapidement la mise en place des
algorithmes du type quasi-Newton dans les modèles , puis dans le paragraphe 1.c.4
nous discutons les avantages et inconvénients respectifs de ces deux algorithmes. Cette discus-
sion aboutit à un algorithme “hybride”, dans lequel les deux algorithmes décrits précédemment
sont utilisés successivement. Enfin, dans le paragraphe 1.c.5, nous décrivons brièvement les
autres algorithmes d’estimation qui existent dans la littérature.
1.c.1 La fonction de vraisemblance dans les modèles MS-AR
Supposons tout d’abord que la chaîne de Markov  est homogène et que le noyau de tran-
sition  possède une unique probabilité invariante. Soit  une observation du
processus . La vraisemblance conditionnelle est définie, pour , par :
avec  la densité de la loi de  sachant  et .
En pratique, il est difficile de travailler directement avec cette vraisemblance, car elle fait in-
tervenir la probabilité  qui dépend de la loi stationnaire et que nous ne disposons pas
d’expression analytique pour cette quantité. Il est alors usuel de remplacer cette probabilité par
une probabilité arbitraire  sur  et donc de travailler avec la vraisemblance conditionnelle mo-
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difiée définie par
  (1.10)
Nous appellerons alors abusivement un estimateur de maximum de vraisemblance (EMV) une
valeur  qui maximise cette vraisemblance conditionnelle modifiée. D’après l’hypothè-
se de compacité faite sur l’espace des paramètres , ce maximum existe dès que la fonction de
vraisemblance est continue. Des conditions assurant la continuité de cette fonction sont données
au paragraphe 1.d. Nous noterons aussi  la log-vraisemblance condi-
tionnelle modifiée. Plusieurs choix sont possibles pour , mais nous verrons au paragraphe 1.d
que ce choix a peu d’influence sur la qualité de l’estimateur  si  est suffisamment grand,
le choix de  ne modifiant les propriétés asymptotiques de l’estimateur du maximum de vrai-
semblance. Dans la suite de ce paragraphe, afin de simplifier les notations, nous choisirons
 avec . La généralisation au cas où  est quelconque est immédiate.
On peut aussi noter que la formule (1.10) permet de définir une fonction de vraisemblance
dans le cas où la chaîne de Markov  ne possède pas une unique probabilité invariante. On
peut ainsi définir, par exemple, une fonction de vraisemblance pour les modèles .
Dans la suite du paragraphe, la chaîne de Markov cachée  pourra être homogène ou non.
Il existe plusieurs expressions permettant de calculer la fonction de vraisemblance. On peut
tout d’abord utiliser la formule (1.11) ci-dessous.
  (1.11)
avec 
la vraisemblance des données complètes. Le calcul de la vraisemblance avec cette expression
fait intervenir la somme de  termes et il est alors préférable d’utiliser la formule suivante :
  (1.12)
avec 
Les quantités  sont appelées probabilités de prédiction. Nous appellerons
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filtre de prédiction la probabilité . Nous verrons au paragraphe suivant que ces
quantités vérifient une relation de récurrence simple, et peuvent être calculées en effectuant un
nombre d’opérations de l’ordre de , ce qui permet de calculer rapidement la fonction de
vraisemblance. Notons que la formule (1.12) se réécrit sous la forme (1.13) ci-dessous.
  (1.13)
Nous verrons au paragraphe 1.d que cette formule permet aussi de montrer que la fonction de
log-vraisemblance vérifie un théorème de Shannon-McMillan-Breiman, étape nécessaire pour
établir la consistance des EMV.
Afin de calculer le gradient  de la log-vraisemblance, une première méthode con-
siste à dériver l’équation (1.13). L’expression obtenue fait intervenir le gradient du filtre de pré-
diction , et on peut montrer que cette quantité vérifie aussi une relation de
récurrence simple (cf Rynkiewicz (2000, [101])). Notons que cette formule est aussi utilisée
dans Legland et al. (2000, [72]) et Douc et al. (2001, [41]) pour montrer la normalité asympto-
tique des estimateurs dans les modèles .
Il existe une autre formule permettant de calculer le gradient de la log-vraisemblance : il
s’agit de l’identité de Fisher. Cette relation repose sur le fait que
  (1.14)
En dérivant une première fois l’égalité (1.14) par rapport à , puis en intégrant cette nouvelle
égalité par rapport à , si cela est possible, on obtient alors l’identité de Fisher :
   (1.15)
Pour obtenir cette identité, on utilisé le fait que 
Des conditions assurant la validité de la formule (1.15) sont discutées plus précisément à la fin
de ce paragraphe. Notons que cette cette formule se réécrit sous la forme
Elle permet d’exprimer simplement le gradient de la log-vraisemblance en fonction des quanti-
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tés  pour . Cette formule est utilisée au paragraphe 1.c.3 pour
évaluer le gradient de la log-vraisemblance. Elle est aussi utilisée dans Douc et al. (2004, [42])
pour montrer que la fonction  vérifie un T.C.L, première étape pour montrer
la normalité asymptotique des EMV (cf 1.d.3). 
En dérivant l’équation (1.14) une deuxième fois par rapport à , si c’est possible, puis en
intégrant de nouveau par rapport à , on obtient :
  (1.16)
Notons  la matrice d’information observée, ainsi que
 l’information observée pour les données complètes et
 l’information conditionnelle observée. 
L’équation (1.16) se réécrit alors sous la forme (formule de Louis ou principe de l’information
manquante)
Le dernier terme est généralement appelé “information manquante”, et interprété comme la
perte d’information due au fait que la chaîne  n’est pas observée. Notons que, puisque
, on a:
   (1.17)
On en déduit en particulier que l’information manquante est une matrice positive. En pratique,
la formule de Louis peut, par exemple, être utilisée pour calculer la matrice d’information ob-
servée à partir de l’algorithme E.M (cf paragraphe 1.c.2) ou pour montrer que 
vérifie une loi des grands nombres puis la normalité asymptotique des EMV (cf 1.d et Douc et
al. (2004, [42])).
La validité des formules (1.15), (1.16) (1.17) repose uniquement sur le fait que les différents
termes de l’équation (1.14) sont différentiables, et on peut vérifier que c’est le cas dès que la
condition ci-dessous est satisfaite :
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sont de classe 
Dans le cas où  est infini, il faut pouvoir intervertir les signes  (ou ) et . Des condi-
tions garantissant la validité des formules (1.14)-(1.16) dans ce cas peuvent être trouvées dans
Douc et al. (2004, [42]).
1.c.2  Algorithme EM
Il s’agit d’un algorithme récursif très couramment utilisé pour estimer les paramètres d’un
modèle à variables cachées. Il a été introduit initialement dans le cadre des modèles  par
Baum et al. (1970, [10]), puis étendu par la suite aux modèles à variables cachées plus généraux
par Dempster et al. (1977, [38]) et aux modèles  par Hamilton (1990, [56]). Il s’agit
d’un algorithme itératif partant d’une valeur initiale  des paramètres. A chaque itéra-
tion de l’algorithme, il y a deux étapes, à savoir l’étape E (Expectation) et l’étape M (Maximi-
sation). Nous décrivons ci-dessous plus précisément ces deux étapes dans le cas des modèles
.  désigne la valeur des paramètres après n itérations.
Etape E
Cette étape consiste à calculer la fonction intermédiaire  définie pour
 par :
  (1.18)
Cette fonction représente l’espérance de la log-vraisemblance complétée 
sous la loi conditionnelle . La log-vraisemblance complétée est donnée
par : 
Le calcul de la fonction  fait donc intervenir uniquement les quantités
 et
  
pour . Comme dans le cas des modèles , ces quantités peuvent être calculées
en utilisant l’algorithme Forward-Backward introduit par Chang et al. (1966) [33]. Décrivons
plus précisément cet algorithme dans le cas des modèles . Notons, pour , 
On peut vérifier que 
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avec , et donc que la connaissance des quantités  et
 permet de calculer la fonction . On peut montrer que ces quantités véri-
fient les formules de récurrence ci-dessous :
  et  
 et 
Lorsque la chaîne de Markov cachée prend un nombre fini de valeurs, les formules ci-dessus
permettent d’exprimer simplement  et , en fonction de  et , respectivement à
l’aide d’un produit matriciel. La première formule, qui permet de calculer récursivement la sé-
quence , donne lieu à l’algorithme Forward et la deuxième formule, qui aboutit au
calcul de  à l’algorithme Backward. Chacun de ces algorithmes nécessite d’effec-
tuer de l’ordre de  opérations.
En pratique, lorsque la longueur des séquences observées  est grande, on observe des dif-
férences d’ordre de grandeur importantes entre les coefficients  et , ce qui pose des pro-
blèmes numériques. En effet, notons . Nous verrons au
paragraphe suivant, que sous des conditions assez générales, la log-vraisemblance vérifie une
loi des grands nombres, c’est à dire que  converge presque sûrement vers
une fonction contraste  et que cette fonction est négative. On s’attend alors à ce que
, et en pratique on observe bien une décroissance de  à une vitesse expo-
nentielle. Il est alors usuel de travailler avec les quantités normalisées
 et . Des formules de récurrence simples pour les
quantités ,  et  peuvent se déduire aisément de celle données ci-dessus pour  et .
Dans le cas où la chaîne cachée est à valeurs continues, les formules précédentes restent va-
lables en remplaçant les signes  par des . Cependant, le calcul analytique des quantités 
et  est typiquement infaisable, sauf dans certains cas particuliers (cf Kunsch (2001, [70]).
Dans les autres cas, on peut utiliser une approximation stochastique de  (algorithme
MCEM). Une telle approximation peut être obtenue en utilisant un algorithme MCMC. Pour ce-
pθ' s t 1– st y1 r–
T
s
0
,,( ) αt 1– s t 1–( )qθ'
t( )
s
t 1–
s
t
,( )β
t
s
t
( )
pθ' y1
T
y
0
( )
------------------------------------------------------------------------
=
pθ' y1
T
y
0
s
0
,( ) α
T
s( )
s S∈
∑
= α
t
( )
t 1…T{ }∈
β
t
( )
t 1…T{ }∈ Q θ θ',( )
α
0
s( ) 1
s
0
{ } s( )= αt s( ) gθ' yt s y t 1–,( ) qθ'
t( )
s
t 1–
s,( )α
t
s
t 1–
( )
s S∈
∑
=
β
T
s( ) 1= β
t
s( ) q
s S∈
∑
θ'
t( )
s s
t 1+
,( )g y
t 1+
y
t
s
t 1+
,( )β
t 1+
s
t 1+
( )=
α
t
β
t
α
t 1–
β
t 1+
α
t
( )
t 1…T{ }∈
β
t
( )
t 1…T{ }∈
TM
2
T
α
1
α
T
N
t
α
t
s( )
s S∈
∑
pθ' y1
t
y
0
s
0
,( )= =
1
T
--
pθ' y1
t
y
0
s
0
,( )( )ln
H θ θ',( )
N
t
tH θ θ',( )( )exp≈ α
t
α
t
s( ) αt s( )
N
t
------------
p s
t
y
1 r–
t( )= = β
t
s( ) βt s( )
N
t
-----------
=
α
t
β
t
N
t
α
t
β
t
Σ  
∫
α
t
( )
β
t
( )
Q θ θ',( )
30               Chapitre 1.  Modèles autorégressifs à changements de régimes markoviens
                                       
la,  réalisations  de la loi  sont simulées, puis une estima-
tion de la fonction  est obtenue en moyennant la log-vraisemblance complétée
 correspondant à ces  réalisations. Une description plus précise
de cet algorithme peut être trouvée dans Wei et al. (1990, [120]), Booth et al. (2001, [17]) et
Douc et al. (2004, [42]).
Etape M
Dans cette étape, la valeur courante des paramètres est réestimée par
 
Dans certains modèles, tels que les modèles  avec innovations gaussiennes, on peut
trouver une expression analytique pour  (cf Hamilton (1990, [56])). Cependant, ce n’est pas
le cas pour tous les modèles, comme par exemple pour les modèles . On utilise alors
généralement un algorithme d’optimisation numérique pour calculer . Lorsque la nouvelle
valeur des paramètres  est telle que , on parle d’algo-
rithme GEM (Generalized EM). 
La méthode usuelle consiste à utiliser quelques itérations d’un algorithme d’optimisation du
type quasi-Newton pour calculer . D’autres approches ont été proposées. On peut citer par
exemple les algorithmes ECM dans lequel une succession de maximisations de problèmes plus
simples est utilisée (cf Meng et al. (1995, [81])). Un exemple d’utilisation de l’algorithme ECM
aux modèles  peut être trouvé dans Saxton et al. (1999, [103]). Pour les modèles que
nous avons utilisés en pratique, les algorithmes quasi-Newton sont faciles à mettre en oeuvre et
cette solution a été retenue.
Regardons plus précisément la mise en place de l’algorithme  dans le cas des modèles
 utilisés dans les chapitres 2 et 3. Dans ces différents modèles, on peut scinder les pa-
ramètres sous la forme  avec  les paramètres servant à décrire le noyau
de transition de la chaîne cachée et  ceux décrivant l’évolution du processus observé
dans les différents régimes. D’après l’équation (1.18), on a alors
 
avec
•
•
On est alors ramené à deux problèmes d’optimisation dans des espaces de plus petite dimension
puisque pour calculer , il suffit de chercher
 et . En effet, on a alors
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.
• Maximisation de :
Lorsque l’espace  est de cardinal fini et que le modèle est homogène on obtient
Si la matrice de transition est paramétrée par ses probabilités de transition c’est à dire si
, on peut vérifier par un calcul simple que
 est donné par
  (1.19)
On peut remarquer que ces formules sont intuitives, et c’est sans doute une des raisons princi-
pales de l’algorithme EM. Par contre, pour les modèles non-homogènes utilisés au chapitre 2
ainsi que pour le modèle (homogène) introduit au chapitre 3 nous n’avons pas trouvé d’expres-
sion analytique pour . Nous avons alors utilisé des algorithmes d’optimisation numérique du
type quasi-Newton.
• Maximisation de 
Plaçons-nous dans le cas où  est fini et supposons en outre, comme dans le cas des modèles
 utilisés au chapitre 2, que l’on puisse décomposer  sous la forme
 avec  les paramètres régissant l’évolution du processus ob-
servé dans le régime . On a alors  avec
 
On est alors amené à maximiser  fonctions dépendant d’un nombre restreint de paramètres.
Dans le cas des modèles , il n’existe pas d’expression analytique simple pour ces
quantités. Nous avons alors utilisé un algorithme quasi-Newton. Malgré ces optimisations nu-
mériques, l’algorithme reste simple à mettre en oeuvre et rapide puisque dans les faits on est
ramené à  problèmes d’optimisation sur des espaces de petite dimension (  dans le cas
des modèles ) et que les fonctions , ainsi que leurs gradients, peuvent se
calculer rapidement à partir des quantités  calculées dans l’étape E. 
Dans le cas du modèle  introduit au chapitre 3, l’espace des paramètres ne peut
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être décomposé sous la forme , puisque les mêmes paramètres servent à
décrire l’évolution du processus observé dans les différents régimes, et nous avons alors utilisé
directement un algorithme d’optimisation pour la fonction . Les temps de calculs peu-
vent alors devenir importants lorsque la dimension de l’espace des paramètres  est élevée.
1.c.3 Algorithme quasi-Newton
Une alternative naturelle à l’algorithme EM consiste à utiliser un algorithme d’optimisation
du type quasi-Newton. Ces algorithmes nécessitent l’évaluation de la fonction  et de son
gradient  en un nombre de points qui peut être important. Pour que l’algorithme soit
efficace, il faut alors pouvoir évaluer ces quantités rapidement.
La fonction  est généralement estimée à partir de la formule (1.13). Celle ci permet
d’exprimer simplement  en fonction du filtre de prédiction  et ces quan-
tités vérifient une relation de récurrence simple. En pratique, on retrouve l’algorithme Forward
décrit dans le paragraphe 1.c.2, et la fonction  peut être estimée en utilisant de l’ordre de
 opérations. 
Pour calculer la fonction , une première approche consiste à utiliser à nouveau la
formule (1.13): en la dérivant, on obtient une formule permettant de calculer le gradient
 à partir du filtre de prédiction et de son gradient , celui-ci pou-
vant être calculé récursivement. Cette approche est utilisée par exemple dans Rynkiewicz (2000,
[101]). Une deuxième approche consiste à utiliser la formule de Fisher (1.14). Cette formule
permet en effet d’exprimer  en fonction des quantités . On peut
alors calculer la quantité  de la même manière que la fonction auxiliaire  de
l’algorithme EM. 
En fait les deux approches ont la même complexité et utilisent de l’ordre de  pour cal-
culer à la fois  et . En pratique nous avons choisi d’utiliser la deuxième ap-
proche. 
1.c.4 Comparaison des algorithmes EM et quasi-Newton
Plusieurs raisons expliquent le succès de l’algorithme GEM. La première d’entre elles est
sans doute sa simplicité de mise en oeuvre dans de nombreux modèles. Par ailleurs, cet algo-
rithme possède de bonnes propriétés de stabilité numérique. Ceci provient en partie de la crois-
sance de la log-vraisemblance à chaque itération. En effet, en utilisant l’inégalité de Jensen, on
peut montrer que 
  (1.20)
On en déduit que  si , et cette
dernière condition est vérifiée pour les algorithmes GEM. De plus la convergence de cet algo-
rithme vers un extremum local de la fonction de log-vraisemblance a été établie dans le cas des
CMC par Baum et al. (1970, [10]) puis pour les modèles à variables cachées sous des hypothè-
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ses générales par Wu (1983, [123]).
Les algorithmes EM et GEM ont cependant certains inconvénients bien connus. Une premiè-
re limitation de cet algorithme est sa vitesse de convergence parfois lente au voisinage des ex-
trema locaux. Plus précisément, l’algorithme EM définit une transformation  de  dans 
tel que . Soit  un point fixe de  tel que , on a alors
Il est par ailleurs montré dans Dempster et al. (1977, [38]) que
. La vitesse de convergence asymptoti-
que de l’algorithme EM est donc linéaire, avec un taux de convergence qui dépend du rapport
entre les matrices d’information manquante et complète. Intuitivement, plus l’information man-
quante est importante, plus la vitesse de convergence asymptotique de l’algorithme  est len-
te.
De plus, l’utilisation d’un algorithme GEM au lieu de l’algorithme EM peut encore ralentir
la vitesse de convergence. On s’attend à ce que la vitesse de convergence dépende du nombre
d’itérations de l’algorithme d’optimisation numérique utilisée dans l’étape M. Lorsque le nom-
bre d’itérations est grand, la nouvelle valeur des paramètres  va être proche d’un extremum
de la fonction intermédiaire  et l’algorithme GEM va avoir un comportement pro-
che de l’algorithme EM, mais de tels algorithmes vont être coûteux en temps de calcul. Numé-
riquement, il semble que pour les premières itérations de l’algorithme GEM, lorsque  est
éloigné d’un point fixe de , un faible nombre soit préférable : l’utilisation d’un grand nombre
d’itérations modifie peu la valeur de  et est coûteuse en temps de calcul. Par contre,
lorsque  se rapproche d’un point fixe, il est plus efficace d’utiliser un plus grand nombre
d’itérations de l’algorithme quasi-Newton. En pratique, dans les premières boucles de l’algo-
rithme EM, nous avons utilisé une seule itération de l’algorithme d’optimisation numérique, ce
nombre d’itérations augmentant progressivement pour atteindre une dizaine d’itérations lorsque
la valeur des paramètres se rapproche d’un point fixe de . Des résultats théoriques sur la vi-
tesse de convergence de l’algorithme ECM peuvent être trouvés dans Meng (1994, [82]) et Sax-
ton et al. (1999, [103]). Par contre, à notre connaissance, il n’existe pas de résultat théorique sur
la vitesse de convergence de l’algorithme GEM lorsqu’un algorithme du type quasi-Newton est
utilisé dans l’étape M et ce problème pourrait être abordé ultérieurement.
La vitesse de convergence asymptotique des algorithmes du type quasi-Newton est super-li-
néaire, c’est à dire  quand . Il est alors nettement plus ef-
ficace d’utiliser ce type d’algorithme au voisinage des extrema locaux. Par contre, l’algorithme
EM semble plus efficace lorsque la valeur courante des paramètres est éloignée des maxima de
la fonction de vraisemblance.
Une deuxième limitation des algorithmes EM est liée au fait que la fonction de vraisemblan-
ce est généralement multimodale. La séquence  peut alors converger vers un extremum lo-
cal “peu intéressant” de la fonction de log-vraisemblance, selon la valeur initiale du paramètre
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. Il est alors primordial de bien choisir cette valeur initiale. Notons que ce problème est gé-
néral, et que les algorithmes du type quasi-Newton peuvent aussi converger vers des extrema
locaux “peu intéressants”. Plusieurs stratégies ont alors été proposées pour choisir . 
La première approche consiste à utiliser des “informations supplémentaires” afin d’obtenir
une première estimation des paramètres. Par exemple, dans le cas des modèles  du
chapitre 2, la variable cachée représente le “type de temps”. On pourra alors utiliser une classi-
fication en type de temps, effectuée au préalable afin de réaliser un premier découpage et obtenir
ainsi une première estimation des paramètres. De tels découpages pourraient soit être effectués
“à la main” en utilisant, par exemple, l’expertise d’un météorologue, ou des méthodes statisti-
ques de classifications. Dans le cas du modèle spatio-temporel introduit au chapitre 3, la varia-
ble cachée a une interprétation physique bien précise (déplacement des masses d’air), et une
première estimation des valeurs prises par cette variable est obtenue en utilisant les champs de
vent sur une zone plus grande.
Lorsque nous ne disposons pas d’informations supplémentaires permettant d’obtenir une
première estimation des paramètres, une alternative consiste à exécuter l’algorithme EM avec
plusieurs valeurs initiales choisies dans un ensemble de valeurs “raisonnables” en fonction du
phénomène observé. Plusieurs stratégies peuvent être utilisées pour choisir ces valeurs initiales,
soit sur une grille fixée par le modélisateur, soit aléatoirement. Nous avons utilisé cette dernière
solution pour les modèles du chapitre 2 et la manière dont sont choisis les paramètres initiaux
est décrite dans ce chapitre. Une autre méthode consiste à utiliser une variante stochastique de
l’algorithme EM. Une approximation stochastique de  remplace alors la valeur
exacte de cette fonction, ce qui peut permettre d’éviter de converger vers des extrema locaux
“peu intéressants”. Différentes méthodes ont été proposées pour construire cette approximation,
chacune de ces méthodes aboutissant à un algorithme différents (SEM, SAEM et MCEM par
exemple). Une comparaison expérimentale de ces algorithmes peut être trouvée dans Celeux et
al. (1995, [32]). 
Enfin, notons que l’algorithme EM, au contraire des algorithmes quasi-Newton, ne permet
pas de calculer directement la matrice d’information observée . Or nous
verrons au paragraphe 1.d que cette quantité est intéressante puisqu’elle permet d’estimer la va-
riance des EMV. Différentes approches ont été proposées pour calculer une approximation de
 à partir de l’algorithme EM. Elles reposent toutes sur la formule (1.16) qui permet de lier
l’information observée à l’observation des données complètes. Le premier terme de cette équa-
tion, à savoir  est égal à  et peut se calculer de la même ma-
nière que la fonction . Le deuxième terme, égal à , est plus
complexe. On y trouve, par exemple, des facteurs de la forme
 avec  quelconques (cf
(1.17)). Dans le cas des modèles  ou , il faut alors calculer les quantités
 pour  et le temps de calcul peut alors devenir important, notam-
ment lorsque la longueur de la séquence d’apprentissage  est grande. 
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Plusieurs méthodes ont alors été proposées pour calculer une approximation de ce terme en
un temps de calcul raisonnable. Une première méthode est décrite dans Hugues (1997, [64]).
Cette méthode suppose que pour les produits impliquant des termes correspondant à des dates
 et  bien séparées peuvent être considérés indépendants. Une deuxième méthode peut être
trouvée dans Meng et al. (1995, [81]). Elle repose sur le fait que si  est un point fixe de 
alors
Cette formule permet donc d’exprimer la matrice d’information manquante en fonction du gra-
dient de  et de la matrice d’information complète. Il suffit alors de construire une approxima-
tion de  afin d’obtenir une valeur approchée de . C’est ce qui est
fait dans [81] par différence finie.
Algorithme utilisé en pratique
Finalement, afin de calculer les EMV dans les modèles , nous avons utilisé un al-
gorithme hybride. Dans un premier temps, afin de localiser un extremum “intéressant” de la
fonction de log-vraisemblance, l’algorithme EM est utilisé avec plusieurs valeurs initiales choi-
sies de manière aléatoire. Dans un deuxième temps, l’algorithme quasi-Newton est utilisé, ce
qui permet d’accélérer la convergence de l’algorithme au voisinage du point fixe identifié par
l’algorithme EM et fournit directement une valeur approchée de la matrice d’information obser-
vée. L’algorithme utilisé est plus précisément décrit ci-dessous:
• Première étape: localisation d’un maximum intéressant de la fonction de log-vraisem-
blance. Pour cela, nous avons choisi aléatoirement  valeurs initiales pour les paramè-
tres dans un ensemble de valeurs “raisonnable” en fonction du phénomène physique
considéré. Ensuite,  itérations de l’algorithme EM sont utilisées pour chacune de ces
valeurs initiales, puis le meilleur jeu de paramètres est sélectionné. Cette étape n’est pas
nécessaire lorsqu’une première estimation des paramètres peut être obtenue par une autre
manière, comme c’est le cas au chapitre 3 par exemple. 
• Deuxième étape: estimation finale des paramètres. Pour cela, l’algorithme EM est tout
d’abord à nouveau utilisé avec comme valeur initiale le jeu de paramètres obtenu à l’issu de
l’étape précédente. On arrête l’algorithme EM lorsque
 , 
puis l’algorithme quasi-Newton est finalement utilisé pour obtenir la valeur finale des para-
mètres. En pratique, nous avons choisi .
1.c.5 Autres méthodes d’estimation
Outre les méthodes mentionnées ci-dessus, à savoir l’algorithme EM et ses variantes (GEM,
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ECM, MCEM,...) et les algorithmes du type quasi-Newton, une autre approche couramment uti-
lisée consiste à estimer récursivement les paramètres. Il s’agit des algorithmes utilisant une es-
timation récursive des paramètres. Dans cette méthode, la valeur de  est obtenue en utilisant
uniquement les  premières observations. Chaque nouvelle observation est ensuite utilisée pour
obtenir une nouvelle estimation des paramètres. Dans le cadre des modèles , une des-
cription de cette méthode peut être trouvée dans Holst et al. (1994, [62]) et Rynkiewicz (2000,
[101]). Une comparaison des résultats obtenus avec cet algorithme et les algorithmes EM et qua-
si-Newton figure dans [101]. Enfin notons que différents auteurs proposent d’utiliser une appro-
che bayésienne (cf Robert et al. (1993, [98]), Ephraim et al. (2002, [46]) et Kunsch (2001, [70])
ainsi que les références citées dans ces papiers). Ces différentes méthodes n’ont pas été testées
au cours de cette thèse.
1.d Propriétés asymptotiques des estimateurs du maximum de vraisem-
blance
Alors que de nombreux auteurs se sont intéressés au calcul numérique des EMV dans les mo-
dèles  et plus généralement  (cf paragraphe 1.c), il existe nettement moins de
littérature sur l’étude théorique du comportement asymptotique de ces estimateurs, et de nom-
breux résultats n’ont été démontrés que récemment.
Lorsque l’on veut montrer la consistance des EMV dans un modèle paramétrique quelcon-
que, il est usuel de commencer par vérifier l’identifiabilité des paramètres du modèle. Ce pro-
blème est abordé au paragraphe 1.d.1, et nous montrons en particulier que les paramètres du
modèle  sont identifiables.
Les paragraphes 1.d.2 et 1.d.3 sont consacrés à la consistance et à la normalité des EMV, res-
pectivement. La consistance des EMV a été établie simultanément par Krishnamurthy et al. et
Francq et al. en 1998 ([68] et [49] respectivement). Nous montrons que les hypothèses faites
dans [68] pour démontrer ce résultat sont vérifiées par le modèle . La normalité
asymptotique des EMV a été établie encore plus récemment par Douc et al. en 2004 ([42]). Les
modèles considérés dans [42] sont très généraux, et notamment l’espace d’état de la chaîne de
Markov cachée fini mais seulement compact. Les hypothèses faites par ces auteurs sont alors
relativement fortes et en particulier ne sont pas vérifiées par le modèle utilisé . Nous
proposons alors des hypothèses plus faibles, qui sont vérifiées par le modèle , et qui
semblent suffisantes lorsque la chaîne de Markov cachée est à espace d’état fini (la démonstra-
tion de ce résultat n’est pas donnée dans cette thèse).
Enfin, dans le paragraphe 1.d.4 nous vérifions, à l’aide de simulations numériques, le com-
portement des EMV lorsque la séquence d’apprentissage est d’une taille comparable à celles
disponibles en pratique pour les séries temporelles de vent. En particulier, nous regardons l’évo-
lution du biais et de la variance des estimateurs en fonction du nombre d’années de mesure et
nous vérifions que la variance empirique des estimateurs est proche de l’inverse de la matrice
d’information observée. 
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Dans la suite de ce paragraphe, nous supposerons que le processus  suit un modèle
 de paramètre  et nous supposerons que  appartient à l’intérieur du compact .
Nous supposerons aussi, sauf mention contraire, que la condition (K1) ci-dessous est vérifiée.
Des critères pratiques permettant de vérifier cette hypothèse sont donnés au paragraphe 1.b.
(K1) Pour tout , la matrice  est irréductible et le noyau  admet une unique proba-
bilité invariante et la solution stationnaire est ergodique.
1.d.1 Identifiabilité
Soit  la trace de  sur . Nous dirons que le paramètre  est identifiable si la condi-
tion (I) ci-dessous est vérifiée.
(I)  si et seulement si 
Cette condition est très générale et difficile à utiliser en pratique. Nous proposons dans cette par-
tie de l’expliciter concrètement pour certains modèles  particuliers. 
Il peut exister différentes sources de non-identifiabilité dans les modèles . Tout
d’abord, il est clair que la loi stationnaire est invariante par permutation de la numérotation des
états cachés. Plus précisément, dans la suite de ce paragraphe, nous allons supposer, comme
c’est le cas dans les modèles , que les paramètres peuvent se décomposer sous la for-
me  avec  les paramètres servant à décrire le noyau de transition de
la chaîne de Markov cachée et  les paramètres servant à décrire l’évolution du processus
observé dans le régime . Nous noterons alors ~ la relation d’équivalence définie par
 
si il existe une permutation  telle que  et 
pour tout . Il est clair que si  alors  et . Par ailleurs, lorsque
les  ne sont pas distincts deux à deux alors certains des paramètres du noyau de transition
de la chaîne cachée peuvent ne pas être identifiables. 
L’identifiabilité des modèles  a été étudiée par Leroux (1992, [73]). Il montre que
l’identifiabilité de ces modèles est équivalente à celle des mélanges de produits de densité cor-
respondants aux probabilités d’émission dans les différents régimes. Il utilise ensuite les résul-
tats de Teicher (1967, [113]) qui démontre que si une famille de densités est identifiable, alors
la famille des produits finis de ces densités est identifiable. 
Ces résultats ont ensuite été étendus aux modèles  avec innovation gaussienne par
Francq et al. (1998, [49]) et Krishnamurthy et al. (1998, [68]). Notons toutefois que la notion
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d’identifiabilité utilisée dans ces deux articles est moins générale et légèrement différente de
celle décrite ci-dessus. Par ailleurs, ces résultats ne s’appliquent pas directement au modèle in-
troduit au chapitre 3. Nous discutons plus précisément l’identifiabilité de ce modèle au paragra-
phe 3.b.3.
Proposition 1.11  (identifiabilité des modèles )
Soit  un processus qui suit un modèle  de paramètres
. Supposons que la condition (K1) est vérifiée et que 
pour  et . Alors  si et seulement si .
Preuve
Commençons par démontrer le lemme suivant, qui est utilisé à plusieurs reprises dans la suite
de ce chapitre.
Lemme 1.1
Soit  un processus qui suit un modèle  de paramètre . Si la condition (K1)
est vérifiée alors  pour tout  et .
Preuve
Fixons  et . La preuve du lemme repose sur la formule
suivante :
En utilisant l’irréductibilité de la chaîne de Markov cachée (cf (K1)), on peut construire un che-
min  tels que  pour . 
Soit alors  un tel chemin et posons alors  et
 pour  et . On a alors
En utilisant le fait que  pour , on peut vérifier aisément que
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 pour , et donc que que   par un ar-
gument de compacité. Par ailleurs, on a
. Or, si la condition (K1) est véri-
fiée, cette dernière probabilité est strictement positive. Il existe donc  tel que
. On conclut alors aisément.
          
Preuve de la proposition
Soit  avec . Il est évident que si 
alors . Examinons la réciproque.
Supposons que . On a alors en particulier ,  p.s, ce qui
implique que 
  p.s   (1.21)
En utilisant l’identifiabilité des mélanges de loi gamma (cf Teicher (1963, [112])), on en déduit
que 
  p.s
Or, d’après le lemme 1.1, on a  et  pour . On en dé-
duit qu’il existe un ensemble  tel que  (où  désigne la mesure de Le-
besgue) et pour lequel
,  tel que  et  
Puisque , on en déduit qu’il existe  tel que ,  et
. On montre de même que pour , il existe  tel que  avec
 et . Si l’on suppose en outre que les n-uplets
 sont distincts 2 à 2, on en déduit alors qu’il existe une permutation  tel que
 pour . 
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Il reste à vérifier que les coefficients de la matrice de transition sont identifiables. Pour cela, on
utilise le fait que   p.s, c’est à dire que
  p.s   (1.22)
En invoquant le résultat de Teicher (1967, [113] sur l’identifiabilité des mélanges de produits
de densité, on en déduit que 
  p.s
puis finalement que . 
          
Dans la preuve précédente, on a montré que si
 alors . Cela signifie que le paramètre
 peut être caractérisé de manière unique par la loi de . Remarquons aussi que
la preuve ci dessus s’adapte facilement à d’autres modèles, tels que les modèles 
avec innovations gaussiennes, par exemple.
1.d.2 Consistance
 Nous dirons alors que l’estimateur du maximum de vraisemblance est consistant si 
converge presque sûrement vers  pour toute mesure initiale  lorsque . Plusieurs ap-
proches ont été développées pour montrer la consistance des EMV dans les modèles  et
plus généralement , cependant toute ces preuves reposent sur le même schéma de dé-
monstration, à savoir :
• Prouver un théorème de Shannon-McMillan-Breiman, c’est à dire montrer la convergence
de  vers une fonction .
• Etablir que cette fonction limite vérifie  avec égalité si et seulement si
.
Les premiers résultats de consistance pour les modèles  ont été démontrés par Baum et
al. en 1966 ([9]) dans le cas ou  et  sont finis. Ces résultats ont été étendus au cas où  est
quelconque mais  fini par Leroux (1992, [73]). Afin de montrer que la fonction de log-vrai-
semblance vérifie une loi des grands nombres, il utilise un théorème ergodique pour les proces-
sus sous-additifs démontré dans Kingman (1976, [67]). Cette approche a ensuite été généralisée
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aux modèles  par Francq et al. (1998, [49]), dans le cas des modèles , et
Krishnamurthy et al. (1998, [68]) dans le cas des modèles  généraux. Dans ces deux
articles,  est supposé fini et il est montré que les différentes hypothèses énoncées s’appliquent
aux modèles  avec innovations gaussiennes, et donc que les EMV sont consistants
pour ce type de modèle. L’approche utilisée dans [68] est décrite plus précisément ci-dessous.
Dans le même temps, Mevel (1997, [83]) et Legland et al. (2000, [72]) ont utilisé une autre
méthode, basée sur l’ergodicité géométrique d’une chaîne étendue incluant le filtre de prédic-
tion, afin de montrer un théorème de Shannon-McMillan-Breiman puis la consistance des EMV
dans le cas des modèles CMC lorsque  est fini et  quelconque. Cette approche a ensuite été
étendue pour montrer la consistance faible des EMV dans le cas où  est un espace compact
par Douc et al. (2001, [41]) mais par contre n’a pas été étendue aux modèles .
Enfin, plus récemment, la consistance des EMV a été établie dans le cadre des modèles
 généraux, lorsque  est un ensemble compact non nécessairement fini par Douc et
al. (2004, [42]). La démonstration de ce résultat utilise les propriétés de la chaîne de Markov
non homogène  conditionnellement aux observations . Une condition de
minoration uniforme des noyaux permet de montrer l’oubli exponentiel des conditions initiales
de la chaîne  puis une loi des grands nombres pour la fonction de log-vraisemblance.
Nous verrons au paragraphe 1.d.3 que cette méthode permet aussi de montrer la normalité
asymptotique des EMV, ce que ne permet pas de faire l’approche utilisée dans Krishnamurthy
et al. (1998, [68]). Il est par ailleurs mentionné dans Douc et al. (2004, [42]) que la généralisa-
tion des techniques basées sur les chaînes de Markov étendues utilisées dans Mevel (1997, [83]),
Legland et al. (2000, [72]) et Douc et al. (2001, [41]) nécessiterait des hypothèses plus fortes.
Nous revenons aussi plus précisément sur cette approche dans la suite de ce paragraphe.
Intéressons nous, dans un premier temps, plus précisément au théorème démontré dans Kris-
hnamurthy et al. (1998, [68]). Introduisons tout d’abord les différentes hypothèses utilisées dans
cet article.
(K2)  et , il existe  tel que 
(K3)  et  la fonction  est continue sur 
(K4)  ,  p.s.
(K5)  la fonction  est continue sur 
(K6) ,  et , les fonctions  et  sont
continues sur 
On vérifie aisément que la condition (K6) implique la continuité de la fonction de log-vrai-
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semblance et donc que l’estimateur du maximum de vraisemblance est bien défini. Des hypo-
thèses de continuité similaires sont classiquement faites pour établir la consistance des EMV,
même dans le cas plus simple des variables i.i.d. 
Les hypothèses (K1) et (K2) permettent de montrer que la fonction de log-vraisemblance vé-
rifie une loi des grands nombres. La preuve de ce résultat est relativement simple. Elle repose
sur le fait que  est un processus sous-additif. Il
suffit alors d’appliquer le théorème ergodique pour les processus sous-additifs démontré dans
Kingman (1976, [67]). La deuxième étape consiste à montrer que la fonction limite 
vérifie les propriétés énoncées au début de ce paragraphe, ce qui s’avère plus difficile puisqu’on
ne dispose pas de représentation simple de cette fonction. On aboutit alors à une condition
d’identifiabilité moins explicite que celle donnée au paragraphe 1.d.1. 
Plus précisément, notons , avec , le filtre de pré-
diction. Dans [68], une mesure  est construite de telle manière que le processus 
soit stationnaire sous  et 
 
On peut alors utiliser cette représentation de  pour montrer que
 et que si , alors,  p.s, 
 
  (1.23)
Notons alors  et .
La proposition suivante est démontrée dans [68].
Proposition 1.12 : (consistance des EMV dans les modèles )
Si les conditions (K1-K6) sont vérifiées, alors pour toute mesure initiale  sur ,
  p.s. lorsque .
Afin de montrer la consistance des EMV dans un modèle donné, il faut alors vérifier les con-
ditions (K1-K6) puis identifier l’ensemble . Le cas des modèles  avec inno-
vations gaussiennes est traité dans [68]. Il y est montré que si la condition (K1) est vérifiée et si
la loi stationnaire possède un moment d’ordre 2, alors les conditions (K2-K6) sont vérifiées. De
plus, dans le cas où les paramètres  régissant l’évolution du processus observé dans les dif-
férents régimes sont distincts 2 à 2, alors  si et seulement si .
La proposition 1.13 ci-dessous traite le cas des modèles .
W
m n,
max
s
t
S∈ pθYm 1+
n
Y
m r– 1+
m
s
t
,( )( )ln=
H θ
0
θ,( )
ξ
t
ξ
t s,
( )
s S∈
= ξ
t s,
pθ ς,= St s= Y t r–
t 1–( )
P
˜ θ
0
θ, ξ
t
Y
t
,( )
P
˜ θ
0
θ,
H θ
0
θ,( ) E˜ θ
0
θ, ξ
1 s,
p
θ π
0
S( )
,
Y
1
Y
0
S
1
s=,( )
s S∈
∑
 
 
 
ln=
H θ
0
θ,( )
H θ
0
θ
0
,( ) H θ
0
θ,( )≥ H θ
0
θ
0
,( ) H θ
0
θ,( )= P˜ θ
0
θ,
Pθ
0
S
1
s Y
0
=[ ]pθ
0
Y
1
Y
2
Y
0
S
1
s=,,( )
s S∈
∑
E
˜ θ
0
θ, ξ
1 s,
Y
0
[ ]pθ Y1 Y2 Y0 S1 s=,,( )
s S∈
∑
=
D θ
0
( ) θ Θ H θ
0
θ,( ) H θ
0
θ
0
,( )=∈{ }= ρ θ θ
0
,( ) infθ
0
' D θ
0
( )∈ θ θ0'–( )=
MS AR–
ς S
ρ θˆ
T ς, θ
0
,( ) 0→ Pθ
0
T ∞→
D θ
0
( ) MS LAR–
θ
R 0,
i( )
H θ
0
θ
0
,( ) H= θ
0
θ,( ) θ
0
θ∼
MS γAR–
1.d. Propriétés asymptotiques des estimateurs du maximum de vraisemblance               43
                                         
Proposition 1.13 : (consistance des EMV dans les modèles )
Supposons que le processus  suit une modèle  de paramètres
 avec  pour . Supposons que la condition (K1) est
vérifiée et que la loi stationnaire possède un moment d’ordre . Alors les conditions (K2-
K6) sont vérifiées. Si de plus la condition (I) est vérifiée alors pour toute mesure initiale  sur
,   p.s. lorsque .
Remarques : 
1. Des conditions garantissant l’existence d’une solution stationnaire et ergodique possédant des
moments d’ordre  pour les modèles  sont discutées au paragraphe 1.b.
2. La condition (I) est discutée au paragraphe 1.d.1.
Preuve: 
Commençons par vérifier que, sous les hypothèses de la proposition 1.13, les hypothèses (K2-
K6) sont satisfaites. Les conditions de continuité (K3) et (K6) sont faciles à vérifier et la con-
dition (K4) est une conséquence directe du lemme 1.1 Afin de vérifier (K5), il suffit de montrer
que la fonction  est continue. En effet, il en est alors de même
pour les fonctions  et
. Or on a
 
En utilisant la condition (K3), on vérifie aisément que la fonction intégrée est continue, et on
peut majorer ce terme uniformément en  par une constante sur les ensembles de la forme
 grâce au lemme B.4 On conclut en utilisant le théorème de convergence dominée. 
La condition (K2) est plus technique à démontrer. Soit  et . Notons
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   (1.24)
Nous allons montrer que ces différents termes sont intégrables par rapport à  lorsque
 avec . Il est clair que si cette condition est vérifiée, alors
 et . En utilisant le fait que
, on vérifie de même que . Il reste à vérifier
l’intégrabilité du dernier terme de l’équation (1.24), qui découle facilement de celle de ,
 et  pour . Posons alors  pour 
une variable aléatoire suivant une loi gamma de paramètres . On a 
  (1.25)
On déduit alors du lemme B.2 qu’il existe des constantes  et  telles que pour  et
 on ait
   (1.26)
On en déduit que . On démontre de même, en
utilisant l’inégalité (1.26), que  et  pour
. 
Enfin, il reste à montrer que  si et seulement si . Ceci se fait à partir
de l’équation (1.23) et en utilisant le même raisonnement que dans la preuve de la proposition
1.11.
          
gθ Y1 Y0 s,( )( )ln a s( )Y0 b s( )+( ) 2 σ s( )( ) 2 Γ
a
s( )
Y
0
b
s( )
+( )2
σ
s( )( )2
------------------------------------
 
 
 
ln–ln–ln=
 
Y
1
a
s( )
Y
0
b
s( )
+( )
σ
s( )( )2
----------------------------------------
–
a
s( )
Y
0
b
s( )
+( )2
σ
s( )( )2
------------------------------------
1–
 
 
 
Y
1
a
s( )
Y
0
b
s( )
+( )
σ
s( )( )2
----------------------------------------
 
 
 
ln+
Pθ
0
Eθ
0
Y
t
( )c[ ] ∞< c 2>
Eθ
0
a
s( )
Y
0
b
s( )
+( )ln[ ] ∞< Eθ
0
Y
1
a
s( )
Y
0
b
s( )
+( )
σ
s( )( )2
---------------------------------------- ∞<
Γ x( )( )~
∞
x xlnln Eθ
0
Γ
a
s( )
Y
0
b
s( )
+( )2
σ
s( )( )2
------------------------------------
 
 
 
ln ∞<
Y
1
ln
Y
k
Y
1
ln Y
k
Y
l
Y
1
ln k l r– 1 … 0, ,+{ }∈, l α β,( ) E Xln[ ]= X
α β,( ) R+*( )2∈
Eθ
0
Y
1
ln[ ] Eθ
0
y
1
ln pθ
0
y
1
Y
0
S
1
,( )( ) y
1
d
R
+
∫
=
 Eθ
0
l
a
0
S
1
( )
Y
0
b
0
S
1
( )
+( )2
σ
S
1
( )( )2
----------------------------------------
σ
S
1
( )( )2
a
0
S
1
( )
Y
0
b
0
S
1
( )
+
---------------------------------,
 
 
 
 
=
A B s S∈
y
0
R
+( )r∈
l
a
0
s( )
y
0
b
0
s( )
+( )2
σ
s( )( )2
-----------------------------------
σ
s( )( )2
a
0
s( )
y
0
b
0
s( )
+
----------------------------,
 
 
 
A a
0
s( )
y
0
b
0
s( )
+( )ln B+≤
Eθ
0
Y
1
ln[ ] Eθ
0
A a
0
S
1
( )
Y
0
b
0
S
1
( )
+( )ln B+[ ] ∞<≤
Eθ
0
Y
k
Y
1
ln[ ] ∞< Eθ
0
Y
k
Y
l
Y
1
ln[ ] ∞<
k l r– 1 … 0, ,+{ }∈,
H θ
0
θ,( ) H θ
0
θ
0
,( )= θ θ
0
∼
 
1.d. Propriétés asymptotiques des estimateurs du maximum de vraisemblance               45
                                         
Dans Douc et al. (2004, [42]), on peut trouver des conditions garantissant la consistance des
EMV pour des modèles  plus généraux. Ainsi, l’espace d’état  de la chaîne cachée
n’est plus supposé fini, mais seulement compact. Pour démontrer ce résultat, les auteurs utilisent
les hypothèses (D1-D3) ci-dessous. Nous avons choisi de remplacer les signes  par des si-
gnes  pour insister sur le fait que ces conditions sont valables dans le cas ou  est continu. 
(D1) Pour tout , le noyau de transition  est apériodique et positif au sens de Harris.
(D2) 
(a)  et 
(b) ,  et 
(D3) 
(a) 
(b)  avec 
La proposition suivante est démontrée dans [42].
Proposition 1.14 (consistance des EMV dans les modèles )
Si les conditions (D1-D3), (I) et (K6) sont vérifiées alors pour toute mesure initiale  sur 
  p.s.
Une première différence notable avec la proposition 1.12, outre qu’elle s’applique à des mo-
dèles  plus généraux, est que la méthode utilisée pour montrer que la fonction de log-
vraisemblance vérifie une loi des grands nombres permet de construire une représentation ex-
plicite de la limite  et aboutit à des conditions d’identifiabilité plus facilement inter-
prétables. Toutefois, comme nous l’avons vu dans le cas des modèles , les conditions
d’identifiabilité données dans Krishnamurthy et al. (1998, [68]) sont généralement suffisantes
en pratique. Un autre avantage de cette méthode est qu’elle peut être étendue pour montrer la
consistance des EMV dans le cas où le processus  n’est pas stationnaire, c’est à dire lorsque
la loi de  est différente de la probabilité invariante . Dans les exemples consi-
dérés dans les chapitres 2 et 3, le processus observé sera supposé stationnaire et cette extension
n’est donc pas utilisée.
Cependant, pour les modèles utilisés aux chapitres suivants, les hypothèses (D1-D3) sont
plus restrictives que les hypothèses (K1-K6). Tout d’abord, l’hypothèse (D1) est plus forte que
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l’hypothèse (K1), et les propositions 1.1-1.4, qui traitent de la stabilité des modèles 
et  lipschitzien, permettent uniquement de montrer la condition (K1). Par contre les
propositions 1.5-1.10, valables pour les modèles  sous-linéaire et , per-
mettent de montrer directement l’hypothèse (D1) et donc en particulier l’hypothèse (K1).
Dans le cas où  est fini, l’hypothèse (D2)(a) est équivalente à ce que tous les coefficients
de transition de la matrice  soient non nuls. Pour les applications envisagées, cette hypothèse
ne semble pas trop restrictive. L’hypothèse (D2)(b) est vérifiée par de nombreux modèles com-
me les modèles  avec des innovations possédant une densité strictement positive sur
 et les modèles .
On peut montrer que la condition (D3) est vérifiée par les modèles  avec innovations
gaussiennes. Par contre, la condition (D3)(a) impose des contraintes relativement fortes sur les
coefficients des modèles . En effet, on peut vérifier que si 
alors , et donc que la condition (D3)(a) n’est pas vérifiée lorsque il
existe  tel que . Cependant, dans le cas où  est fini, la condition (D3)’ ci-
dessous semble suffisante:
(D3)’ 
(a)  avec 
(b)  avec 
On peut vérifier que la condition (D3)’ est vérifiée par les modèles  avec innovations
gaussiennes et les modèles  en s’inspirant de la preuve utilisée pour vérifier la con-
dition (K2). La preuve de la consistance des EMV sous les hypothèses (D1), (D2), (D3’), (I) et
(K6) et lorsque  est fini n’est pas donnée ici. Elle nécessiterait de reprendre la démonstration
de certains lemmes de Douc et al. (2004, [42]) et pourrait être faites ultérieurement.
1.d.3 Normalité asymptotique
 Les premiers résultats de normalité asymptotique dans les modèles  ont été démontrés
par Baum et al. (1966, [9]) dans le cas ou  et  sont finis. Ces résultats ont ensuite été étendus
par Bickel et al. (1998, [16]) dans le cas où  est infini puis par Jensen et al. (1999, [65]) lorsque
 et  sont infinis. Ce dernier cas est aussi traité dans Douc et al. (2001, [41]) en utilisant l’er-
godicité d’une chaîne de Markov étendue introduite dans Legland et al. (2000, [72]).
Dans le cadre des modèles , la normalité asymptotique a été établie dans Douc et
al. (2004, [42]) en étendant l’approche utilisée dans Bickel et al. (1998, [16]) et Jensen et al.
(1999, [65]). La preuve de ce résultat, découle d’un théorème central limite pour
 et d’une loi des grands nombres pour . Pour démontrer
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ces deux théorèmes limites, les auteurs utilisent l’identité de Fisher (1.15) et la formule de Louis
(1.16)-(1.17), respectivement, ainsi que l’oubli exponentiel des conditions initiales pour la chaî-
ne de Markov non-homogène  sachant  établie sous les hypothèses (D1-
D2). 
Afin de montrer la normalité asymptotique des EMV, on va supposer qu’il existe  tel
que les hyppothèses (D4-D6) ci-dessous soient vérifiées.
(D4) ,  et , les fonctions  et  sont de
classe  sur la boule de centre  et de rayon .
(D5)
(a)  et 
(b)  
(c) 
(D6)
(a)  pour  presque tout 
(b)  et 
pour  presque tout 
La proposition suivante est démontrée dans Douc et al. (2004, [42]).
Proposition 1.15 (Normalité asymptotique des EMV dans les modèles )
Si les conditions (D1-D6), (I) et (K6) sont vérifiées alors, pour toute mesure initiale  sur ,
  -faiblement.
De plus, ,  -p.s.
La première partie de cette proposition montre que les EMV sont asymptotiquement gaus-
siens, et la deuxième partie donne un moyen pratique d’estimer la variance asymptotique des
estimateurs à partir de la matrice d’observation observée. Dans la fin de ce paragraphe, nous dis-
cutons la validité des différentes hypothèses de la proposition 1.15 pour les modèles utilisés aux
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chapitres 2 et 3.
On vérifie aisément que la condition (D4) est vérifiée par les modèles  et
. En ce qui concerne la condition (D5), on peut montrer qu’elle est vérifiée par les
modèles  avec innovations gaussiennes lorsque  et par les modèles
 lorsque  avec . La preuve de ce résultat est relativement fasti-
dieuse et utilise les même techniques que celles utilisées pour montrer que ces modèles vérifient
la condition (K2).
Enfin, la condition (D6) est difficile à vérifier en pratique puisqu’elle nécessite le calcul de
 et . Cependant, cette hypothèse semble inutile lorsque  est fini.
En effet, cette hypothèse sert à garantir la validité des formules (1.15), (1.16) et (1.17). Or, dans
le cas où  est fini, ces formules sont valides dès que la condition (D4) est vérifiée (cf paragra-
phe 1.c.1). Par ailleurs, nous avons vu que la condition (D3) est vérifiée par les modèles
 avec innovations gaussiennes mais pas par les modèles . Là aussi, il sem-
ble que la condition (D3’) proposée ci-dessus soit suffisante, et cette condition est vérifiée par
les modèles . La preuve de ces conjectures, à savoir la normalité asymptotique des
EMV sous les conditions (D1), (D2), (D3’), (D4), (D5), (I) et (K6) dans le cas où  est fini,
n’est pas donnée dans cette thèse mais pourrait l’être ultérieurement.
1.d.4 Etude des estimateurs du maximum de vraisemblance par simulation
Les résultats donnés ci-dessus permettent de vérifier que les estimateurs du maximum de
vraisemblance ont de bonnes propriétés asymptotiques. Cependant, en pratique, il est aussi in-
téressant d’avoir une idée de la qualité des estimateurs lorsque la longueur de la séquence ob-
servée, , est fixée. Cela permet en effet de donner une idée sur la quantité de données
nécessaires pour avoir des estimateurs de qualité “raisonnable”. Pour cela nous avons utilisé une
méthode de Monte-Carlo. Plus précisément, nous avons réalisé l’expérience décrite ci-dessous:
• Choix de plusieurs valeurs de longueurs de séquences d’apprentissages, , correspondants
à des longueurs usuelles de mesures de séries temporelles de vent, à savoir 5, 10, 15, 20 et
50 ans. En pratique, nous supposerons qu’il y a 122 données dans chaque année et que les
séquences correspondants aux différentes années sont indépendantes (cf paragraphe 2.a.1).
En pratique, nous avons donc utilisé donc entre 5 et 50 séquences indépendantes de lon-
gueur 122 pour calibrer le modèle.
• Pour chacune de ces valeurs de , nous avons alors simulé  réalisations du
modèle choisi, puis les estimateurs du maximum de vraisemblance correspondant à ces
 séquences ont été calculées. En pratique, nous avons utilisé l’algorithme quasi-New-
ton décrit au paragraphe 1.c.3, avec pour valeur initiale la vraie valeur du paramètre. Ceci
revient implicitement à supposer que l’EMV est dans un voisinage de , et permet d’éviter
la recherche fastidieuse d’un extremum intéressant de la fonction de log-vraisemblance en
utilisant des conditions initiales aléatoires et l’algorithme EM (cf 1.c.4). Pour chacune des
séquences simulées, nous avons aussi calculé la matrice d’information observée.
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• Les estimations correspondant à chacune de ces séquences ont ensuite été utilisées pour cal-
culer le biais et la variance empiriques des estimateurs pour les différentes valeurs de .
Les résultats donnés dans les tableaux 1.1-1.2 correspondent à un modèle  d’ordre
 et avec  régimes. Nous avons choisi pour  l’EMV correspondant à une série
temporelle de vent. Les valeurs sont données dans la première colonne du tableau 1.1. On peut
vérifier, en utilisant la proposition 1.7, que ce modèle vérifie la condition (K1) et que la loi sta-
tionnaire possède des moments d’ordre strictement supérieur à 4 avec la proposition 1.8 (par
exemple, on peut vérifier numériquement que la condition (A3) est vérifiée avec , et
donc que la loi stationnaire possède un moment d’ordre 10), ce qui implique la consistance et la
normalité asymptotique des EMV. 
Le comportement global des estimateurs est satisfaisant. Ainsi, le biais et l’écart type des es-
timateurs sont relativement faibles et décroissent lorsque la taille des séquences d’apprentissage
augmente. Par ailleurs, la matrice d’information observée permet généralement de fournir une
bonne approximation de la variance des estimateurs. Nous avons aussi trouvé que les EMV sont
approximativement gaussiens dès que  est suffisamment grand. Cela justifie la construction
d’intervalles de confiance pour les estimateurs en utilisant les quantiles de la loi .
Une étude plus précise de ces tableaux montre que les paramètres associés au deuxième ré-
gime sont globalement moins bien estimés que ceux correspondant au premier régime. Deux
facteurs peuvent expliquer ce comportement. Tout d’abord, l’écart type de la loi conditionnelle
Vraie valeur
10*biais 
(5 ans)
10*biais 
(10 ans)
10*biais 
(15 ans)
10*biais
(20 ans)
10*biais 
(50 ans
0.97 0.0451 0.0121 0.0066 0.0119 -0.0001
0.96 -0.0710 -0.0142 -0.0052 -0.0089 0.0046
0.84 -0.1062 -0.0623 -0.0326 -0.0308 -0.0141
0.78 -0.1260 -0.0346 -0.0321 -0.0249 -0.0043
1.06 0.6293 0.3806 0.1952 0.1967 0.0743
2.10 1.2381 0.3392 0.2585 0.1907 0.0123
1.23 0.1334 0.0776 0.0479 0.0120 0.0168
2.30 -0.1301 -0.1170 -0.0765 -0.0643 -0.0672
Tableau 1.1 Evolution du biais des estimateurs en fonction du nombre de données disponibles
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 est plus grand que  et pour un modèle  usuel, on sait que la variance des estima-
teurs est proportionnelle à la variance du résidu. Par ailleurs, on a , et donc la
chaîne cachée passe en moyenne plus de temps dans l’état 1 que dans l’état 2. Pour étudier l’in-
fluence de ces différents facteurs, il faudrait réaliser des simulations avec d’autres valeurs . 
1.e Sélection de modèle et validation
Dans les paragraphes précédents, nous avons vu comment estimer les paramètres lorsque le
modèle est spécifié, c’est à dire lorsque l’ordre des modèles autorégressifs  et le nombre de
régimes  sont connus. Cependant, en pratique, lorsque l’on veut utiliser un modèle 
pour décrire un phénomène réel, ces quantités sont inconnues. Il faut alors trouver une méthode
permettant de sélectionner le “meilleur modèle”. Ce problème est abordé rapidement au para-
graphe 1.e.1.
Une fois le “meilleur modèle” sélectionné, il reste ensuite à vérifier son adéquation aux séries
temporelles observées. Ce problème est abordé au paragraphe 1.e.2. Après avoir rappelé les mé-
thodes de validation généralement utilisées, nous proposons une méthode générale permettant
de tester la capacité d’un modèle à simuler des séquences réalistes. Pour cela, une succession de
Vraie valeur 5 ans  10 ans 15 ans 20 ans 50 ans
0.96 0.072
(0.076)
0.041
(0.042)
0.031
(0.034)
0.028
(0.030)
0.017
(0.017)
0.97 0.136
(0.142)
0.050
(0.050)
0.037
(0.040)
0.033
(0.036)
0.020
(0.020)
0.84 0.101
(0.130)
0.072
(0.079)
0.051
(0.059)
0.049
(0.055)
0.033
(0.032)
0.78 0.131
(0.145)
0.082
(0.084)
0.068
(0.071)
0.058
(0.061)
0.037
(0.032)
1.06 0.779
(1.018)
0.516
(0.557)
0.375
(0.443)
0.337
(0.384)
0.201
(0.239)
2.10  1.317
(1.498)
0.797
(0.878)
0.599
(0.703)
0.499
(0.604)
0.304
(0.375)
1.23 0.295
(0.289)
0.190
(0.178)
0.150
(0.149)
0.126
(0.125)
0.078
(0.076)
2.30 0.491
(0.471)
0.319
(0.310)
 0.249
(0.276)
0.218
(0.216)
0.136
(0.137)
Tableau 1.2 Evolution de l’écart type des estimateurs en fonction du nombre de données 
disponibles. La première valeur correspond à 10 fois l’écart type empirique des estimateurs et 
la deuxième valeur (entre parenthèse) à 10 fois celui obtenu à partir de la matrice 
d’information observée (valeur moyenne sur les différentes réalisations)
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tests, utilisant des méthodes de Monte-Carlo pour estimer les lois des statistiques de test, est ef-
fectuée.
1.e.1 Sélection de modèle
De nombreux auteurs se sont intéressés récemment au problème de la sélection du nombre
de régimes dans les modèles à variables cachées. Nous renvoyons à Boucheron et al. (2003,
[19]), Durand (2003, [43]), Ephraim et al. (2002, [46]) pour un état des lieux récent sur cette
problématique pour les modèles  et à Krolzig (1997, [69]) pour des résultats plus spécifi-
ques aux modèles . En fait, le problème est difficile à résoudre d’un point de vue théo-
rique, et plusieurs auteurs ont alors proposé de tester la performance des différents critères
existants sur des données synthétiques. De telles études expérimentales peuvent être trouvées
par exemple dans MacKay (2002, [77]) et Durand (2003, [43]) pour les modèles  et dans
Psaradakis et al. (2003, [94]) pour les modèles . De ces différentes études, il ressort
que le critère  a généralement un bon comportement. Ce critère a été proposé initialement
par Schwarz en 1978 ([111]) puis utilisé dans de nombreux domaines par la suite. Il s’agit d’un
critère de log-vraisemblance pénalisée, qui est défini par
   (1.27)
avec  la fonction de log-vraisemblance,  l’estimateur du maximum de vraisemblance, 
le nombre de paramètres du modèle et  la longueur de la séquence observée. Le modèle sélec-
tionné sera alors celui pour lequel la valeur du critère  est la plus petite. Notons que le cal-
cul de ce critère est immédiat lorsque la valeur du maximum de la fonction de log-
vraisemblance est connue, et les algorithmes décrits au paragraphe 1.c permettent justement de
calculer ce maximum. Ce critère est donc facile à utiliser en pratique. 
L’étude du comportement théorique de ce critère reste un problème ouvert même dans le cas
plus simple des modèles . Afin de vérifier son efficacité sur les modèles spécifiques uti-
lisés dans cette thèse, nous pourrions tester son efficacité sur des données synthétiques comme
dans les articles mentionnés ci-dessus. Ces tests n’ont pas été réalisés, mais nous verrons dans
le chapitre 2 que ce critère fonctionne correctement sur les données de vent considérées, puis-
qu’il permet généralement de sélectionner des modèles parcimonieux et qui “s’ajustent bien aux
données”.
La sélection de l’ordre  des modèles autorégressifs est nettement moins délicate d’un point
de vue théorique. On pourra consulter par exemple Krolzig (1997, [69]), Hamilton (1993, [57])
et Hamilton (1996, [58]).
1.e.2 Validation de modèle
Il existe peu de critères permettant de vérifier le bon ajustement d’un modèle  à des
données réelles. Notons tout d’abord que le critère choisi peut dépendre de l’application envi-
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sagée. Ainsi, en économétrie, les modèles  sont généralement utilisés pour identifier
puis expliquer les cycles économiques Hamilton (1989, [55]), Krolzig (1997, [69]). Une atten-
tion toute particulière est alors portée à l’interprétabilité du modèle, chaque régime devant cor-
respondre à un état de l’économie. Dans le chapitre suivant, nous montrerons de même, pour
chacun des modèles proposés, que les valeurs prises par la chaîne cachée possède une interpré-
tation physique (type de temps). Toutefois, ce type de critère de validation reste purement qua-
litatif et est donc insuffisant.
Une méthode plus formelle, usuelle pour les modèles , consiste à calculer des résidus
conditionnels, puis à vérifier qu’ils sont non-corrélés. Cependant, dans le cas des modèles
 l’utilisation de ce type de méthode n’est pas justifiée théoriquement (cf Krolzig
(1997, [69])). On peut aussi regarder la variance empirique de ces résidus, ce qui permet d’éva-
luer la capacité du modèle à réaliser des prédictions à un pas de temps. Cette méthode est utilisée
au paragraphe 3.c.1 pour valider le modèle spatio-temporel introduit au chapitre 3. 
Finalement, la méthode la plus répandue consiste à comparer certaines statistiques calculées
à partir des observations avec les quantités théoriques correspondantes du modèle à valider. En
général, plusieurs critères sont considérés, tels que la fonction de répartition de la loi marginale
et la fonction d’autocorrélation, par exemple. Notons que ce type de méthode n’est pas particu-
lier au modèle .
 Il faut alors trouver une méthode permettant de décider si les écarts observés sont significa-
tifs ou non. Pour certains modèles simples, la loi de la statistique considérée peut être calculée
analytiquement, ce qui permet de construire des tests. Par exemple, dans le cas des variables 
on peut comparer les fonctions de répartition en utilisant un des nombreux tests d’ajustement
existant (Kolmogorov-Smirnov, Cramer-Von Mises, chi-deux...). Une première limitation de ce
type d’approche est que, généralement, seul le comportement asymptotique de la statistique de
test est connu, et il est alors valable uniquement lorsque la taille de l’échantillon est “suffisam-
ment” grande. Par ailleurs, lorsque le modèle devient plus complexe, la loi de la statistique con-
sidérée n’est plus calculable analytiquement. Dans ce dernier cas, la plupart des auteurs se
contentent alors de comparer visuellement les quantités théoriques à leurs versions empiriques.
Par exemple, afin de comparer deux fonctions de répartition, on peut tracer les quantiles théo-
riques en fonction des quantiles empiriques (qqplot). Dans le cadre des modèles , cette
méthode est plus précisément décrite dans MacKay (2002, [78]). Cependant, ce type de méthode
ne permet pas de quantifier la qualité de l’ajustement. Nous proposons ici une méthode généra-
le, dans laquelle des méthodes de Monte-Carlo sont utilisées afin d’estimer la loi des statistiques
de test.
Afin de simplifier l’exposé, plaçons-nous tout d’abord dans le cas où le critère considéré est
un scalaire, tel que l’espérance mathématique d’une composante de la loi marginale par exem-
ple. Notons  la valeur du paramètre correspondant au “vrai” processus physique et  la va-
leur du paramètre correspondant au modèle de simulation choisi. On veut alors tester
 contre . Pour cela, on choisit une statistique de test, notée . Dans
MS AR–
AR
MS AR–
MS AR–
iid
CMC
θ θ
0
H
0
 : θ θ
0
= H
1
 : θ θ
0
≠ S
1.e. Sélection de modèle et validation               53
                                         
l’exemple ci-dessus on pourra choisir la moyenne empirique. On note  le niveau de signifi-
cation de ce test, celui-ci dépendant de la forme de la région d’acceptation du test. Dans le cas
d’un test bilatéral, pour lequel la région d’acceptation est choisie de la forme ,
avec  le risque de première espèce et  le quantile d’ordre  de la loi de  sous  pour
, le niveau de signification du test est donné par : 
  (1. 28 )
avec  la valeur de la statistique calculée à partir de la séquence observée. Cette valeur re-
présente la plus petite valeur de  pour laquelle l’hypothèse  serait rejetée avec un risque de
première espèce . Pour calculer cette quantité, il faut connaître la loi de  sous . Or, lors-
que le modèle ou la statistique considérée est complexe, ou lorsque la longueur de la série ob-
servée est trop courte pour pouvoir utiliser les résultats asymptotiques, cette distribution est
inconnue. Il semble alors naturel d’estimer cette distribution en utilisant une méthode de Monte-
Carlo. Pour cela, le modèle considéré est utilisé afin de simuler  séries temporelles de même
longueur que la séquence observée, puis pour chacune de ces séquences la valeur de la statisti-
que de test est calculée. Ces valeurs sont notées . Elles sont ensuite utilisées pour
évaluer le niveau de signification du test, grâce à l’estimateur empirique suivant :
Dans la plupart des applications envisagées dans cette thèse, il est souhaitable que le modèle
considéré permette de restaurer la loi marginale du processus. Il faut alors tester 
contre  avec  la fonction de répartition de la loi marginale du processus observé
et  celle correspondant au modèle. Notons  la fonction de répartition empirique et
 celle calculée à partir de la séquence observée. Différentes approches pourraient être
envisagées pour réaliser un tel test. On peut tout d’abord utiliser une statistique de test scalaire
en utilisant une des nombreuses distances existant dans la littérature pour comparer des fonc-
tions de répartition. La plus populaire d’entres elles est sans doute la distance de Kolmogorov-
Smirnov, mais il est bien connu que cette distance est plus sensible près du centre que des
queues de la distribution. Pour cette raison, le test d’ajustement de Anderson-Darling est géné-
ralement préféré : la statistique de test correspondante donne plus de poids aux queues de la dis-
tribution. Cependant, il s’agit d’un critère intégré, comme la distance de Cramer-Von-Mises ou
la distance du chi-deux, il peut masquer des écarts significatifs pouvant exister entre  et
 pour certaines valeurs de . Ici, une approche légèrement différente a été utilisée. Notons
 le niveau de signification du test dont l’hypothèse nulle est , c’est à dire
  (1. 29 )
Nous avons ensuite utilisé comme statistique de test la statistique  définie ci-dessous :
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avec . Le minimum est pris sur l’intervalle  parce que la va-
riabilité de  est nulle sous  lorsque  ou . En pratique, nous avons
choisi . La distribution de la statistique de test  est évaluée empirique-
ment sous  à partir de séquences simulées puis cette distribution empirique est ensuite utili-
sée afin de construire la région de rejet du test, pour un risque de première espèce  fixé. Cette
région est de la forme  avec . En pratique, dans les chapitres suivants,
nous avons simulé 500 séquences afin d’estimer la distribution de  sous  en un nom-
bre fini de point , puis 500 séquences supplémentaires ont été simulées afin d’estimer
la distribution de la statistique de test  puis la région de rejet. 
Enfin, afin d’interpréter les défauts d’ajustement détectés par la méthode décrite ci-dessus,
nous avons tracé à plusieurs reprises dans les chapitres suivants, des figures sur lesquelles sont
représentées la fonction de répartition calculée à partir des observations, , et la fonction de
répartition “théorique” correspondant au modèle , celle-ci étant en pratique estimée en utili-
sant un grand nombre de séquences simulées. Afin de pouvoir comparer visuellement les quan-
tités  et  pour une valeur de  fixée, nous avons tracé sur ces figures des
intervalles de fluctuation (ou “de pari”) à 95%, notés . Ces intervalles sont tels que
. Ils ont été estimés par une méthode de Monte-Carlo. Pour cela,
un grand nombre de réalisations du modèle, de la même taille que la série temporelle observée,
ont été simulées, puis les valeurs de la statistique considérée ont été calculées pour chacune de
ces réalisations, et enfin nous avons utilisé les quantiles empiriques à  et à  de ces
quantités pour estimer respectivement les bornes inférieure et supérieure de l’intervalle .
En pratique, nous avons simulé 100 séquences pour estimer ces quantités.
A titre d’exemple, nous proposons ici de discuter rapidement les résultats obtenus avec un
modèle  à deux régimes pour l’intensité du vent (cf paragraphe 2.b.4). Pour cet exem-
ple, la valeur de la statistique de test est égale à , et la région de rejet, pour un risque
de première espèce de , est égale à . Le test rejette donc l’hypothèse
, et conclut donc à un écart significatif entre la fonction de répartition observée et
celle correspondant au modèle à valider. Sur la figure 1.4, nous avons représenté les quantités
,  ainsi que l’intervalle de fluctuation correspondant. On peut remarquer que la fonction
de répartition observée est au dessus de la borne supérieure de l’intervalle de fluctuation corres-
pondant au modèle pour les faibles valeurs de , ce qui signifie que le modèle a tendance à si-
muler trop peu de faibles valeurs. La nullité de la statistique de test signifie qu’il existe un point
 tel que la valeur de la fonction de répartition empirique observée en ce point, , est
supérieure ou inférieure à toutes les valeurs des fonctions de répartitions empiriques, correspon-
dant aux séquences simulées, en ce point.
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 figure 1.4 :  Exemple de comparaison d’une fonction de répartition observée (trait continu) 
avec celle d’un modèle . La fonction de répartition “théorique” correspondant au 
modèle est représenté en tirets, et l’intervalle de fluctuation à  correspondant est repré-
senté par les lignes pointillées.
On peut vérifier que si la fonction de répartition observée est à l’intérieur de l’intervalle de
fluctuation à 95% pour toutes valeurs de , alors l’hypothèse  est acceptée avec
la méthode de test décrite ci-dessus et un risque de première espèce de 5%. Par contre la réci-
proque n’est pas vraie, comme le montre la région de rejet obtenue.
La même démarche peut être utilisée pour comparer d’autres statistiques multivariées ou
fonctionnelles, telles que les fonctions d’autocovariance, par exemple.
La méthode décrite ci-dessus permet de quantifier l’adéquation de séquences observées à un
modèle quelconque, pour peu qu’on sache en simuler des réalisations. On peut alors comparer
différents modèles, éventuellement de natures différentes, entre eux. Ainsi, cette méthode est
utilisée aux paragraphes 2.b.4, 2.c.1, 2.c.2 et 3.c.2 pour valider les différents modèles 
introduits dans la suite et comparer ces modèles aux autres modèles existants dans la littérature.
Cette méthode, peut aussi être utilisée pour sélectionner le “meilleur” modèle . Cepen-
dant, en pratique, cela serait relativement coûteux en temps de calcul puisqu’il faudrait alors si-
muler un grand nombre de réalisations de chacun des modèles en compétition. En pratique, nous
avons alors utilisé le critère  défini au paragraphe précédent afin de réaliser une première
sélection de modèle, puis la méthode de validation décrite ci-dessus a ensuite été utilisée pour
comparer les meilleurs modèles au vu de ce critère (cf 2.b.4).
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2. Modèles en un point fixe
Cette partie est consacrée à la modélisation des séries temporelles de vent en un point fixe.
Dans un premier paragraphe, nous faisons une synthèse bibliographique des différents mo-
dèles existant pour les séries temporelles de vent en un point fixe. Nous décrivons aussi ceux
utilisés pour les processus  et  (hauteur significative et direction moyenne des vagues res-
pectivement), la manière dont évoluent ces paramètres étant généralement proche de celle de 
et  (intensité et direction du vent respectivement).
Les deux paragraphes suivants sont consacrés à l’utilisation des modèles  pour les
séries temporelles de vent. Dans le paragraphe 2.b, le modèle  est utilisé pour modé-
liser l’intensité du vent, et dans le paragraphe 2.c nous décrivons deux extensions originales de
ce modèle, dans lesquels la chaîne de Markov cachée n’est pas homogène.
Pour chacun des modèles proposés, nous justifions tout d’abord leur utilisation avec des ar-
guments physiques. En particulier, pour justifier l’introduction de la variable cachée, nous met-
tons en évidence l’existence de “régimes météorologiques” (que nous appellerons “type de
temps”) dans les séries temporelles de vent. La construction de ces modèles s’est avérée parti-
culièrement longue et les nombreuses tentatives infructueuses que nous avons faites ne sont pas
rapportées ici. Ensuite, nous expliquons brièvement comment nous avons estimé les paramètres
de ces modèles, puis nous vérifions que les différents régimes identifiés correspondent bien à
des régimes météorologiques distincts et réalistes. Enfin, ces modèles sont validés en utilisant
la méthode de test au paragraphe 1.e.2. Nous comparons aussi les résultats obtenus avec ceux
correspondant aux modèles généralement utilisés pour ce type de séries temporelles.
Tous les résultats de cette partie ont été obtenus en utilisant les 22 ans de données de la base
AES40 au point . Une carte montrant la position de ce point ainsi que des
détails supplémentaires sur la base de données AES40 sont présentés dans l’annexe A. 
2.a Principaux modèles existants
Avant de nous focaliser sur les modèles , nous proposons dans ce paragraphe une
synthèse bibliographique des différentes méthodes qui ont été proposées pour décrire et simuler
les séries temporelles d’état de mer. Une attention toute particulière est portée à deux d’entre
elles, à savoir une méthode utilisant des processus gaussiens transformés, et qui est la méthode
“usuelle” dans ce domaine, et une méthode de bootstrap.
Dans une première partie nous nous intéressons aux différentes composantes non-stationnai-
res qui peuvent être présentes dans les séries temporelles de vent, à savoir les composantes inter-
annuelle (tendance), saisonnière et journalière. Afin de prendre en compte ces non-stationnari-
tés, la méthode la plus usuelle consiste à filtrer ces composantes afin se ramener à une série tem-
porelle stationnaire. La méthode retenue dans la suite de ce chapitre est décrite et argumentée
dans le paragraphe 2.a.1.
Ensuite, nous nous focalisons sur la modélisation de la série temporelle stationnaire résiduel-
le. Nous avons regroupé les modèles existants en trois grandes catégories. La première d’entre
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elles regroupe les modèles basés sur l’hypothèse que le processus peut être considéré approxi-
mativement gaussien, quitte à lui appliquer une transformation préalable. Elle englobe en par-
ticulier la démarche de Box et Jenkins, qui est sans doute la méthode la plus couramment utilisée
pour décrire et simuler des séries temporelles, et en particulier les séries temporelles de vent.
Elle englobe aussi une autre méthode, non-paramétrique, couramment utilisée dans ce domaine
d’application. Nous donnons une description relativement détaillée de cette deuxième méthode
au paragraphe 2.a.2, puisque les résultats obtenus avec cette méthode seront comparés à ceux
correspondant aux modèles  dans les paragraphes suivants.
Dans la deuxième catégorie sont regroupés différents modèles paramétriques utilisant l’hy-
pothèse que le processus observé est markovien. Nous y décrivons en particulier différents mo-
dèles autorégressifs non linéaires. Ces modèles sont décrits au paragraphe 2.a.3.
 Enfin la dernière méthode décrite est une méthode de bootstrap, qui elle aussi suppose que
le processus observé est markovien, mais utilise ensuite une estimation non paramétrique du
noyau de transition. Certains résultats obtenus avec cette approche sont décrits au paragraphe
2.c.1.
2.a.1 Modélisation des composantes non-stationnaires
Selon les séries temporelles considérées, on peut identifier une ou plusieurs composantes
non-stationnaires dans les données de vent et plus généralement d’état de mer, à savoir une ten-
dance liée à l’évolution inter-annuelle du climat, des composantes annuelles induites par la sai-
sonnalité des phénomènes météorologiques et enfin des composantes journalières créées par les
différences de température existant entre le jour et la nuit. Chacune de ces composantes néces-
site un traitement spécifique, et ce problème est discuté dans la suite de ce paragraphe.
Composante interannuelle
De nombreux météorologues se sont intéressés récemment à la possible existence de tendan-
ces dans les phénomènes météorologiques. Les mécanismes physiques pouvant expliquer ce
genre de tendance sont diverses: phénomènes cycliques de quelques années tels que El Nino
dans le pacifique ou la NAO en Atlantique du nord, évolutions à plus long terme, qui peuvent
être “naturelles” ou liées à l’activité humaine... Ces tendances sont généralement difficiles à
mettre en évidence d’un point de vue statistique à cause du faible nombre d’années de mesures
disponibles par rapport à l’échelle temporelle de ces événements.
Toutefois, certains auteurs ont étudié la possible existence d’une tendance dans les séries
temporelles d’état de mer. Ainsi, Athanassoulis et al. (1995, [8]) trouve une augmentation de 
à  cm par an de la moyenne annuelle de la hauteur significative des vagues pour la période
couvrant les années 1956 à 1975, et ceci en différents points de l’Atlantique nord. Pour obtenir
ces résultats, une droite de régression est ajustée aux moyennes annuelles du processus. Les
moyennes annuelles correspondant à nos données d’intensité du vent sont représentées sur la
figure 2.1 et l’existence d’une telle tendance ne semble pas évidente. De plus, à notre connais-
sance, ces phénomènes sont encore relativement mal modélisés physiquement. Il nous semble
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donc, dans l’état actuel des connaissances, difficile de les inclure de manière réaliste dans nos
modèles. Dans la suite, nous avons alors choisi de négliger ces composantes.
 figure 2.1 :  Moyenne annuelle de l’intensité du vent pour la période 1979-2000. La moyenne 
annuelle de l’intensité du vent, en ordonnée, est exprimée en .
Saisonnalité
Par contre, les composantes saisonnières sont facilement observables sur les séries temporel-
les de vent considérées. Ainsi, lorsqu’on trace l’évolution de l’intensité du vent  au cours des
22 années pendant lesquels les données sont disponibles, on peut par exemple remarquer que
les vents sont généralement plus forts en hiver qu’en été (cf figure 2.2). 
 figure 2.2 :   Evolution de l’intensité du au cours des 22 années. Le temps, en abscisse, est ex-
primé en années, et l’intensité du vent, en ordonnée, en .
Cette saisonnalité peut aussi être observée sur la direction du vent . Ainsi, la distribution mar-
ginale de ce processus dépend fortement de la saison (cf figure 2.3). Au mois de janvier, cette
distribution est bimodale et il y a 2 directions de vent dominantes, à savoir les vents soufflant
du sud-ouest et les vents soufflant du nord-est. Chacun de ces modes correspond à un type de
temps (dépressionnaire et anticyclonique respectivement) souvent observé à cette période de
l’année. Une description plus précise de ces types de temps est donnée au paragraphe 2.b.1. Part
contre, au mois de juillet, on observe principalement des vents de secteur nord-ouest.
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 figure 2.3 :  Densité de la loi marginale du processus  au mois de janvier (à gauche) et juillet 
(à droite).
 Différents modèles ont été proposés pour enlever les composantes saisonnières dans les sé-
ries temporelles. Lorsque  désigne un processus d’état de mer, on trouve généralement la
décomposition suivante (cf Walton et al. (1990, [119]), Stephanakos (1999, [109])):
  (2.1)
 avec
•   et  des fonctions (déterministes) périodiques de période un an. Ces fonctions modéli-
sent respectivement la variation de la moyenne et de l’écart type de la loi marginale du pro-
cessus au cours de l’année.
•  un processus stationnaire.
Généralement, une transformation de Box-Cox est appliquée au préalable sur le processus 
afin d’obtenir un processus dont la loi marginale est approximativement gaussienne. Cette
transformation est plus précisément décrite au paragraphe 2.a.2.
Une alternative, couramment utilisée pour les séries temporelles de données météorologi-
ques, consiste à supposer que le processus est stationnaire par morceaux. En effet, il est géné-
ralement admis que ce type de séries temporelles, peut être supposée stationnaire mois par mois.
Pour chacun des 12 mois de l’année, on suppose alors que les observations collectées au cours
des différentes années de mesure sont des réalisations indépendantes d’un même processus sta-
tionnaire. Lorsque le nombre d’années de mesure disponible est trop faible pour ajuster un mo-
dèle différent pour chaque mois, on peut supposer les processus stationnaires sur une plus
longue période. Par exemple, dans Brown et al. (1984, [27]), les processus sont supposés sta-
tionnaires saison par saison. Selon les applications, on peut être soit intéressé par des statistiques
mensuelles (planifications d’opérations offshore ou production d’électricité par une éolienne
par exemple), auquel cas on peut utiliser directement les différents modèles pour évaluer les
quantités d’intérêts pour les différents mois. Par contre, pour d’autres applications (transport sé-
dimentaire, par exemple), il est nécessaire de simuler plusieurs années de données en continu.
Il faut alors développer une méthode permettant de “recoller” les séquences simulées avec les
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différents modèles, au début et à la fin de chaque mois. La méthode utilisée peut dépendre du
modèle choisi pour décrire l’évolution du processus dans les différents mois. Une méthode gé-
nérale, valable quelque soit le modèle choisi, est décrite dans Borgman et al. (1991, [18]).
L’avantage principal de la première méthode est que, une fois les fonctions  et  esti-
mées, on peut ajuster un modèle à la série résiduelle  avec relativement peu de données.
Par exemple dans Stephanakos (1999, [109]), les fonctions  et  sont estimées avec des
données satellitaires, puis un modèle ARMA est ajusté à la série résiduelle  avec seulement
2 années de données de bouée. Au contraire, avec la deuxième méthode, un modèle différent
étant ajusté pour chaque mois séparément, il faut généralement avoir une séquence d’apprentis-
sage plus longue. 
Cependant, les données utilisées dans cette thèse sont disponibles sur une période relative-
ment longue (22 ans) et nous avons alors choisi d’utiliser la deuxième méthode. En effet, la pre-
mière méthode est sans doute trop simple pour permettre de décrire de manière suffisamment
précise les différences existant entre les mécanismes régissant l’évolution des paramètres con-
sidérés aux différentes saisons. Ce modèle permet de modéliser que la moyenne et la variance
du processus dépendent de la saison, mais ne permet pas de prendre en compte, par exemple,
que la fonction d’autocorrélation décroît plus vite vers 0 en été qu’en hiver ou que le nombre et
la nature des types de temps (cf 2.b) peuvent dépendre de la saison. De plus, nous n’avons pas
réussi à adapter de manière satisfaisante la première méthode au processus directionnel .
Pour chaque mois, nous disposons alors de 22 séries temporelles indépendantes de longueur
122 pour calibrer les modèles.
Composantes journalières
 Les données d’états de mer, et notamment les données de vent, peuvent aussi être sujettes à
des variations journalières. Pour les données que nous avons utilisées, ces composantes sont
plus marquées en été et aux points proches de la côte. Par exemple, pour le point choisi, qui se
trouve à environ 20 km de la côte, le tracé de la fonction d’autocorrélation et surtout du pério-
dogramme permet clairement de mettre en évidence cette composante pour les mois de juillet
(cf figure 2.4)
.
 figure 2.4 :  Fonction d’autocorrélation empirique (à gauche) et périodogramme (à droite) de 
l’intensité du vent pour le mois de juillet.
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Les valeurs de la moyenne et de l’écart type empirique de loi marginale de  aux différents
moments de la journée sont données dans le tableau 2.1 : les vents moyens les plus forts sont
observés à minuit et les plus faibles à midi.
Pour enlever ces composantes journalières, la même méthode que celle utilisée pour enlever
les composantes saisonnières est généralement utilisée (cf Brown et al. (1984, [27]), Daniel et
al. (1991, [37])). On suppose alors que 
  (2.2)
 avec
•   et  des fonctions (déterministes) périodiques de période un jour. 
•  un processus stationnaire.
Les valeurs données dans le tableau 2.1 sont alors des estimateurs naturels des fonctions  et
.
Nous décrivons une autre méthode, utilisant les modèles , au chapitre 2.c. Dans ce
modèle, la chaîne de Markov cachée est supposée non-homogène, la matrice de transition dé-
pendant de l’heure de la journée. 
2.a.2 Modèles basés sur les processus gaussiens
Les processus d’état de mer ne peuvent généralement pas être considérés gaussiens. Par
exemple, la loi marginale du processus  est à support positif et généralement dissymétrique
avec un skewness positif (cf figure 2.5). Cependant, il est généralement possible de transformer
ces processus en des processus dont les lois marginales sont approximativement gaussiennes. Si
on fait l’hypothèse supplémentaire que ce processus transformé est gaussien, on peut alors uti-
liser les nombreuses techniques existant pour ce type de processus (modèles paramétriques du
type ARMA, méthodes de simulation exacte,...) 
0h 6h 12h 18h
Moyenne 5.03 4.85 4.29 4.93
Ecart type 1.94 1.93 2.38 2.14
Tableau 2.1 Moyenne et écart type de U aux différentes instants de la journée (mois de juillet)
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 figure 2.5 :  Répartition de l’intensité du vent au mois de janvier.
Plus précisément, soit  un processus multivarié stationnaire à valeurs dans  et
 une réalisation de ce processus. Les techniques décrites dans ce paragraphe sup-
posent qu’il existe un processus gaussien stationnaire , à valeurs dans , et une transfor-
mation  tel que . Les algorithmes de simulation utilisant cette
démarche peuvent être divisés en trois étapes:
• ajustement du modèle, qui consiste à estimer la fonction  et la structure du deuxième
ordre du processus gaussien . En pratique, on va choisir  de telle manière que les
lois marginales et les structures du second ordre des processus  et  coinci-
dent.
• simulation du processus gaussien, dans laquelle des réalisations du processus gaussien
 sont simulées.
• transformation, où la transformation  est appliquée aux échantillons simulés afin d’obte-
nir des réalisations du processus initial .
Méthode de Box et Jenkins
La méthode générale décrite ci-dessus englobe en particulier la méthode de Box et Jenkins
(cf Box et al. (1976, [23])). Il s’agit sans doute de la méthode la plus couramment utilisée pour
simuler les séries temporelles de vent (Brown et al. (1984, [27]), Daniel et al. (1991, [37]),
Nfaoui et al. (1996, [90])) et de paramètres d’état de mer (O’Carroll (1984, [91]), Stephanakos
(1999, [109]), Cunha et al. (1999, [36]), Yim et al. (2002, [126])). Elle est aussi très couramment
utilisée dans de nombreux autres domaines d’application. Cette méthode est décrite brièvement
ci-dessous.
Plaçons nous tout d’abord dans le cas où  (processus monovarié).  est choi-
sie dans la famille des transformations de Box-Cox, c’est à dire de la forme:
 
pour  et  et avec la convention . Le paramètre  est choisi de telle
manière que la loi marginale de  soit approximativement gaussienne. Différentes métho-
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des peuvent être utilisées pour estimer le paramètre  (cf [27] et [37] par exemple). Générale-
ment, lorsque , la transformation  est utilisée (cf [91] et [109] par
exemple), la loi marginale de ce processus étant généralement bien décrite par une loi log-nor-
male. Pour le processus , on trouve généralement un transformation de Box-Cox avec
 compris entre  et  (cf [27], [90]). Enfin, d’autres transformations paramétriques ont été
proposés. Par exemple, la transformation suivante est utilisée dans [91] pour le processus
:
Lorsque le processus  est multivarié, une transformation de Box-Cox est généralement
appliquée indépendamment sur les différentes composantes. Dans [91], une transformation plus
sophistiquée est proposée pour le processus  : la transformation de Box-Cox
usuelle est d’abord appliquée au processus , puis une transformation de Box-Cox tenant
compte de la spécificité de la loi conditionnelle  est ensuite appliquée au proces-
sus . 
Ensuite, une fois choisie la transformation , un modèle  est ajusté à la série tempo-
relle . Ainsi, pour le processus , les modèles suivants ont été proposés:
 ([91]),  ([109]),  ([36]) et  ([126]). Pour le processus
, des modèles  ([114]) ou  ([37], [89], [90]) sont généralement utilisés, les mo-
dèles plus complexes n’apportant pas d’améliorations notables. Ces modèles fournissent en gé-
néral une bonne approximation de la structure d’ordre 2 du processus  (cf [109]).
Méthode non paramétrique : 
Pour les paramètres d’états de mer, une autre approche, basée sur le même principe est aussi
couramment utilisée. Il s’agit d’une méthode non paramétrique, dans laquelle la fonction  est
choisie en s’inspirant de la transformation des scores normaux, puis le processus gaussien 
est simulé en utilisant des techniques de simulation exacte. Cette approche a été proposée ini-
tialement dans Walton et al. (1990, [119]) afin de simuler des réalisations du processus . Cet-
te méthode a ensuite été étendue aux processus d’état de mer multivariés par Borgman et al.
(1991, [18]), Monbet et al. (2001, [85]). Cette méthode a aussi été utilisée dans d’autres domai-
nes d’application. Par exemple, dans Gioffre et al. (2000, [50]) elle est utilisée pour simuler les
contraintes exercées par le vent sur un immeuble. Dans la suite, cette méthode sera notée TGP
(Translated Gaussian Process).
Transformation des scores normaux
Le lemme d’inversion permet de transformer une variable aléatoire  de loi uniforme sur
 en une variable aléatoire de loi quelconque dont la fonction de répartition est connue.
Plus précisément, soit  une variable aléatoire de fonction de répartition  et
 l’inverse généralisée de . Le lemme d’inversion nous dit que la
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variable aléatoire  suit la même loi que . Cette transformation est couramment utilisée
pour simuler des échantillons i.i.d. d’une loi quelconque, dont la fonction de répartition est con-
nue, à partir d’échantillons de la loi uniforme. En utilisant le même principe, on peut alors trans-
former une variable aléatoire  de loi  en une variable aléatoire qui admet pour fonction
de répartition . Pour cela, on peut utiliser la transformation des scores normaux qui est dé-
finie par
   (2.3)
avec  la fonction de répartition de la loi . 
Si  désigne un processus monovarié et stationnaire, nous noterons  la fonction de ré-
partition de sa loi marginale. Soit  un processus stationnaire à valeurs réelles qui admet
pour loi marginale la loi  et  la transformation définie par l’équation (2.3). On vérifie
alors aisément que les processus  et  ont la même loi marginale. Cette transfor-
mation est utilisée au paragraphe 2.b.4 pour simuler des réalisations du processus . La
fonction de répartition  a été estimée en utilisant la fonction de répartition empirique de la loi
marginale de . D’autres méthodes d’estimation, plus sophistiquées, pourraient être utili-
sées. Dans Borgman et al. (1991, [18]), des formes paramétriques sont ajustées sur les queues
de la distribution ce qui permet de mieux restaurer les valeurs “extrêmes” dans les séquences
simulées. Dans le cas des processus monovariés, une autre transformation, non paramétrique,
est proposée dans Rychlik et al. (1997, [99]). La fonction  est alors choisie de telle manière
que les nombres moyens de franchissements de niveaux du processus gaussien transformé coïn-
cident avec ceux de la série observée.
Plusieurs extensions ont ensuite été proposées pour les processus multivariés
 à valeurs dans , l’objectif étant de trouver une transformation  telle
que le processus  soit approximativement gaussien. Une première méthode consiste à
appliquer la transformation des scores normaux indépendamment sur les différentes composan-
tes. On prend alors  avec  et  la fonc-
tion de répartition de la loi marginale du processus  pour . Cette méthode est
utilisée par exemple dans Borgman et al. (1991, [18]) pour le processus  et dans
Gioffre et al. (2000, [50]) pour simuler les contraintes exercées par le vent sur un immeuble en
plusieurs points simultanément. Cependant, il est montré dans Monbet et al. (2001 ,[85]) que
cette transformation ne permet pas de restaurer la loi marginale bivariée du processus
 du fait de la forte relation existant entre ces deux paramètres. La transformation
suivante est alors utilisée:
    (2.4)
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où  désigne la fonction de répartition de  et  celle de la loi conditionnelle
. Si  est un processus stationnaire de loi marginale  alors le pro-
cessus  admet la même loi marginale que . 
Dans Ailliot et al. (2001, [3]), nous proposons une variante de la transformation (2.4) pour le
processus . Cette transformation tient compte de la spécificité du paramètre cir-
culaire . Cette transformation est définie par  avec
  (2.5)
où  désigne la fonction de répartition de la loi de Rayleigh,  celle de la loi marginale du
processus  et  celle de la loi conditonnelle  et  un inverse de la
fonction , définie sur  par:
Pour le processus , les résultats obtenus avec cette transformation ne sont pas sa-
tisfaisants, et le processus  ne peut pas être supposé gaussien. Ceci est sans doute dû
à la complexité de la loi marginale bivariée de ce processus (cf figure 2.8) : la forme de cette loi
entraîne que la loi conditionnelle  dépend fortement de , et la transformation
 induit alors une déformation complexe de l’espace d’état du processus initial. Nous avons
obtenu de meilleurs résultats avec une transformation légèrement différente, à savoir la trans-
formation  avec  définie par :
  (2.6)
où  désigne la fonction de répartition de la loi marginale du processus  et  celle
de la loi conditonnelle . On peut vérifier que, si  désigne un processus station-
naire de loi marginale , alors le processus  admet la même loi marginale que
, lorsque  avec  défini par l’équation (2.5) ou (2.6). 
Les résultats obtenus avec cette dernière transformation sont décrits plus précisément dans
le paragraphe 2.c.1. En pratique, les fonctions de répartition qui interviennent dans l’équation
(2.6) ont été estimées en utilisant la fonction de répartition empirique de la loi marginale du pro-
cessus . Nous noterons dans la suite  l’estimateur de  correspondant. 
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Estimation de la structure du second ordre
Supposons maintenant que la fonction  est fixée, il reste alors à estimer la structure du deuxiè-
me ordre du processus gaussien . Dans Borgman et al. (1991, [18]) et Monbet et al. (2001,
[85]) la fonction d’autocorrélation de ce processus est estimée par la fonction d’autocorrélation
empirique de la série temporelle transformée . Les simulations effectuées au
paragraphe 2.b et 2.c ont été obtenues avec ces estimateurs. A notre connaissance, il n’existe
pas de résultat théorique sur les propriétés asymptotiques de ces estimateurs.
Les résultats obtenus au paragraphe 2.c montrent que les séquences simulées ont des fonc-
tions d’autocorrélation significativement différentes de celles de la séquence initiale. Dans
Gioffre et al. (2000, [50]), dans le cas où la transformation  est la transformation des scores
normaux appliquée indépendamment sur chaque composante, ce problème est résolu de la ma-
nière suivante. On note, pour ,  avec  la transformation des sco-
res normaux associée à la  composante du processus et  un processus gaussien
stationnaire. On peut vérifier que, pour  et  on a
 
avec  la densité d’une loi normale de moyenne  et de matrice de varian-
ce-covariance 
 
et  la fonction d’autocorrélation du processus . La fonc-
tion d’autocorrélation du processus  est alors estimée par
 de telle manière que, pour  et
 : 
avec  la fonction d’autocorrélation empirique du processus . Avec cette méthode
d’estimation, le processus  va avoir comme fonction d’autocorrélation la fonction
d’autocorrélation empirique du processus observé. Une procédure itérative permettant de cal-
culer les  est décrite plus précisément dans Popescu et al. (1998, [93]). Il est par ailleurs
mentionné dans Gioffre et al. (2000, [50]) que la solution à ce problème n’existe pas toujours. 
 Ce type de méthode pourrait sans doute s’adapter à la transformation (2.6) ce qui permettrait
d’améliorer l’adéquation entre la structure d’ordre 2 des données et celle des séquences simu-
lées. 
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Simulation du processus gaussien
Enfin, il reste à simuler des réalisations du processus gaussien stationnaire  dont la loi
marginale est la loi  et dont la fonction d’autocorrélation est connue. Différentes métho-
des de simulation exacte ont été proposées pour les processus gaussiens. Dans la suite, nous
avons utilisé la méthode décrite dans Borgman et al. (1991, [18]) et Popescu et al. (1998, [93]).
Cette méthode utilise les propriétés de la transformée de Fourrier d’un processus gaussien, et a
l’avantage de pouvoir être implémentée rapidement en utilisant la transformée de Fourrier rapi-
de. D’autres techniques de simulations plus sophistiquées peuvent être trouvées dans Dietrich
et al. (1997, [40])). Les séries temporelles considérées en pratique sont relativement courtes
(122 données par mois) et l’utilisation de ces algorithmes ne semble pas justifiée. 
Finalement, les méthodes décrites dans ce paragraphe sont relativement simples à mettre en
oeuvre, et permettent de simuler rapidement des séquences artificielles qui possèdent une loi
marginale et une fonction d’autocovariance proche de celles des données. Cependant, comme
nous allons le voir au paragraphe 2.b et 2.c, ces méthodes ne permettent pas de reproduire cer-
taines non-linéarités qui sont présentes dans les données. Il faut alors utiliser des modèles plus
évolués.
2.a.3 Modèles markoviens
Dans ce paragraphe, nous avons regroupé différents modèles markoviens qui ont été propo-
sés pour les séries temporelles de vent et plus généralement d’état de mer. Notons tout d’abord
qu’il semble physiquement raisonnable de supposer que ces processus sont des chaînes de
Markov d’ordre restreint et nous avons vu qu’un modèle autorégressif linéaire d’ordre 1 ou 2
était généralement suffisant pour décrire la structure d’ordre 2 du processus . 
Dans un premier temps, nous nous intéressons aux chaînes de Markov à espace d’état fini,
puis dans une deuxième partie, nous décrivons brièvement une autre méthode développée au dé-
but de cette thèse afin de simuler le processus bivarié . Elle repose sur une approxima-
tion de la série temporelle initiale par une courbe linéaire par morceaux, chaque rupture pouvant
alors être interprétée comme le début ou le maximum d’une tempête. Le nouveau processus ob-
tenu est ensuite modélisé en utilisant une hypothèse markovienne. 
Enfin les deux parties suivantes sont consacrées aux modèles autorégressifs non-linéaires.
Nous décrivons tout d’abord différents modèles qui ont été proposés pour les séries temporelles
circulaires, c’est à dire à valeur dans le tore , puis nous nous intéressons à deux modèles
autorégressifs qui ont été proposés pour modéliser les processus  et , et en particulier à un
modèle autorégressif à seuil ( ) et un modèle hétéroscédastique .
Chaînes de Markov à espace d’état fini
Décrivons tout d’abord brièvement le principe général des méthodes décrites dans ce para-
graphe.
• lorsque le processus est à espace d’état continu, ce qui est généralement le cas pour les para-
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mètres d’état de mer, cet espace est tout d’abord discrétisé en un nombre fini de classes, ce
qui permet de se ramener à un processus à espace d’état fini. 
• ce nouveau processus est ensuite supposé être une chaîne de Markov dont la matrice de
transition est estimée à partir des séquences observées.
•  de nouvelles réalisations du processus sont finalement simulées à partir de cette matrice de
transition. 
Le succès de cette méthode est sans doute principalement dû à sa simplicité et à sa rapidité
de mise en oeuvre. La limitation principale est le nombre important de paramètres à estimer
lorsque l’espace d’état de la chaîne de Markov est grand, ce qui est le cas si une discrétisation
suffisamment fine de l’ensemble des valeurs prises par le processus initial est utilisée. Ainsi,
pour l’intensité du vent , des classes de largeur  sont sans doute acceptables pour les
applications envisagées, ce qui pour les données considérées dans cette thèse aboutirait à une
dizaine de classes (les vents observés varient entre  et environ , cf figure 2.5). Si
on ne fait aucune hypothèse sur la forme de la matrice de transition, il faut alors estimer une
centaine de paramètres pour un modèle d’ordre 1 et environ mille paramètres pour un modèle
d’ordre 2. 
Différents modèles ont été alors proposés pour réduire le nombre de paramètres. Ainsi, dans
Vik (1981, [117]) les valeurs prises par le processus  sont discrétisées en classes de largeur
 puis une chaîne de Markov d’ordre 1 est utilisée pour décrire le processus à espace d’état
fini correspondant. Afin de réduire le nombre de paramètres, la matrice de transition est suppo-
sée tridiagonale, c’est à dire que seules les transitions aux états voisins sont autorisées. Les coef-
ficients de la matrice de transition sont alors estimés de telle manière que la loi stationnaire de
la chaîne de Markov et les durées de persistance moyennes au dessus de certains seuils soient
celles calculées à partir de la base de données: on obtient alors un système d’équations qui per-
met de calculer les coefficients de la matrice de transition. Ce type d’hypothèse est sans doute
irréaliste pour l’intensité du vent puisque ce processus évolue rapidement.
Par contre, l’utilisation des chaînes de Markov à espace d’état fini semble plus adaptée pour
décrire la direction du vent. En effet, de nombreuses bases de données fournissent ce paramètre
directement sous forme de données discrétisées : il est habituel pour les météorologistes de re-
grouper les directions de vent en “secteur” (en général, 16 classes sont utilisées). De plus, com-
me nous le verrons dans la suite de ce chapitre, il existe relativement peu de modèles permettant
de décrire directement les séries temporelles circulaires. Ainsi, dans MacDonald et al. (1997,
[76]), une chaîne de Markov du premier ordre est utilisée pour décrire l’évolution de la direction
du vent. Ce modèle ne permettant pas de prendre en compte de manière satisfaisante la dépen-
dance temporelle de ce processus, ils proposent alors d’utiliser une chaîne de Markov d’ordre
2. Afin de limiter le nombre de paramètres ils utilisent le modèle de Raftery dans lequel les ma-
trices de transitions sont supposées être de la forme:
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avec  une matrice stochastique et  et  des paramètres positifs vérifiant la con-
trainte . Ce modèle possède un paramètre de plus que le modèle d’ordre 1 et une
comparaison basée sur des critères de log-vraisemblance pénalisée (BIC et AIC) montre une
meilleure adéquation de ce modèle en comparaison du modèle d’ordre 1. Ces résultats ont été
obtenus sur des données de vent à Koeberg (Afrique du Sud). 
Processus ponctuels marqués
Une autre approche, utilisant aussi les chaînes de Markov, a été développée au début de cette
thèse   afin de simuler des réalisations du processus . La première étape consiste à ap-
procher la série temporelle  par un processus linéaire par morceaux, que nous noterons .
Une telle approximation est relativement classique pour les données d’état de mer (Labeyrie
(1990, [71]), Arena (2002, [7])). Elle permet de découper la série initiale en une suite ”d’évé-
nements météorologiques” (tempête ou période de calmes par exemple), ce qui peut être plus
facile à modéliser. Dans Ailliot et al. (2001, [3]), les instants de rupture sont détectés aux dates
auxquelles la série temporelle atteint ses extrema locaux. Cette méthode fonctionne relative-
ment bien pour le processus  puisque ces ruptures ont une interprétation météorologique réa-
liste (arrivée ou maximum de tempêtes) et que la courbe linéaire par morceaux fournit une
bonne approximation de la série initiale. Un exemple de découpage obtenu avec la même mé-
thode pour le processus  est donné sur la figure 2.6. On voit nettement apparaître quelques
coups de vent au début de la séquence, et chacun d’entre eux est alors décrit par un triangle. Par
contre, à la fin de la séquence, de nombreuses ruptures, sans interprétations météorologiques
claires, sont détectées, et il faudrait alors utiliser un algorithme de détection de rupture plus so-
phistiqué. Cette approche n’a pas été approfondie plus en détail pour les données de vent. Des
détails supplémentaires peuvent être trouvés dans Ailliot et al. (2001, [3]). En particulier un mo-
dèle markovien est proposé pour le processus ponctuel marqué correspondant au processus bi-
varié (dates de rupture, hauteur significative aux dates de rupture). Nous donnons aussi une
comparaison des résultats obtenus avec cette méthode et avec la méthode  décrite au pa-
ragraphe 2.a.2.
 figure 2.6 :  Evolution de l’intensité du vent au cours du mois de janvier 1991 (en tiret) et ap-
proximation par un processus linéaire par morceaux (trait continu)
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Modèles autorégressifs pour les variables circulaires
L’analyse des variables aléatoires circulaires (c’est à dire à valeur dans le tore ) est
relativement classique (cf Mardia (1972, [75]) par exemple), mais par contre peu d’auteurs se
sont intéressés à l’analyse des séries temporelles de variables circulaires. Nous décrivons ici dif-
férents modèles autorégressifs paramétriques qui ont été proposés pour ce type de processus.
Une description plus détaillée de ces modèles peut être trouvée dans Breckling (1989, [25]) et
Fisher et al. (1994, [47]). Nous revenons au paragraphe 2.c.1 sur l’utilisation de ces modèles
pour nos données.
Soit  un processus stationnaire à valeurs dans . Principalement 3 types de mo-
dèles autorégressifs ont été proposés pour un tel processus:
• Les modèles obtenus par “pliage” d’un processus à valeurs réelles (Wrapped Autoregres-
sive model). On suppose alors que  avec  un processus à valeurs réelles
qui suit une modèle autorégressif.
• Les modèles obtenus en utilisant une “fonction lien”, c’est à dire une fonction
 strictement monotone et vérifiant  (on peut prendre par exemple
). On utilise alors cette fonction pour transformer un processus autoré-
gressif  à valeurs réelles en un processus  à valeurs dans le tore.
• Les modèles spécifiant directement la densité de la loi conditionnelle
. C’est par exemple le cas du modèle autorégressif de Von-Mises
proposé initialement dans Breckling (1989, [25]). La loi de Von-Mises de paramètres 
est définie par sa densité :
 
pour  avec  la concentration et  la direction moyenne. On défi-
nit alors le modèle autorégressif de Von-Mises de la manière suivante: on suppose que 
 suit une loi de Von Mises de paramètres  donnés par
 
avec  et  des paramètres. Dans ce modèle, la concentration 
 évolue au cours du temps (modèle hétéroscédastique). On peut préférer le modèle à 
concentration constante où  est défini de la même manière et  est choisi constant, 
égal à .
Modèles autorégressifs non linéaires pour  et 
Dans la fin de ce paragraphe nous décrivons plusieurs modèles autorégressifs paramétriques
non-linéaires qui ont été proposés pour les processus  et . Ces modèles ont été introduits
récemment afin de modéliser certaines non-linéarités présentes dans les données et qui ne peu-
vent pas être modélisées par l’approche introduite au paragraphe 2.a.2. 
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Réseaux de neurones
Différents auteurs ont proposé d’utiliser les réseaux de neurones afin de modéliser l’évolu-
tion des processus  (Stephos (2000, [110]), More et al. (2003, [89])) et  (Monbet et al.
(2001, [86])). D’après les résultats obtenus par ces différents auteurs, il semble que ces modèles
permettent d’obtenir des prédictions à court terme légèrement meilleures que celles obtenues
avec les modèles autorégressifs linéaires (cf [89]). 
Nous avons testé ces modèles sur nos données d’intensité du vent. En utilisant un perceptron
multi-couche avec 1 couche cachée et 5 unités (modèle avec 16 paramètres), la diminution de
la variance de l’erreur de prédiction à un pas de temps est inférieure à 1% par rapport à un mo-
dèle autorégressif linéaire d’ordre 1 (2 paramètres). L’introduction de ce modèle plus complexe
ne semble donc pas justifiée d’autant plus que ses paramètres sont difficiles à interpréter. Sur la
figure 2.7, nous avons représenté le nuage de point , et la relation entre ces deux va-
riables aléatoires semble approximativement linéaire.
 figure 2.7 :  Nuage de points . 
Modèles à seuil
Dans Scotto et al. (2000, [104]) un modèle  (Self-Exciting Threeshold AutoRegres-
sive model) est proposé pour représenter le processus . Ces auteurs supposent que:
 avec  si et seulement si . Ici,  sont des paramètres du
modèle et  désigne un bruit blanc gaussien. Il s’agit d’un modèle autorégressif à change-
ments de régimes, dans lequel la valeur du régime à l’instant  dépend uniquement des valeurs
passées du processus . Nous expliquons au paragraphe 2.b.1 pourquoi l’utilisation d’un
modèle  nous semble mieux adaptée pour décrire l’évolution de l’intensité du vent.
En pratique, le modèle identifié comporte 2 régimes, l’évolution dans chaque régime étant
décrite par un modèle  et , ce qui correspond à un retard de 21 heures. Les
auteurs comparent les résultats obtenus avec ce modèle et ceux obtenus avec un modèle
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. Les séquences simulées avec le modèle  semblent avoir des caractéristiques
“plus proches” de celles des données que celles simulées avec le modèle , notamment
en ce qui concerne la loi marginale et la fonction d’autocorrélation.
Modèles GARCH
Un modèle autorégressif non linéaire du type  est proposé dans Toll (1997, [114])
pour le processus . Il suppose alors que ce processus est markovien d’ordre , la loi con-
ditionnelle de  sachant que  étant décrite par une loi
gamma
• de moyenne 
• de variance 
Le modèle identifié est un modèle d’ordre et il est montré dans Toll (1997, [114]) que
le modèle obtenu permet de décrire l’hétéroscédasticité présente dans les séries temporelles
d’intensité du vent. Cette hétéroscédasticité est clairement visible sur le nuage de points montré
sur la figure 2.7 : le nuage est plus dispersé pour les vents de forte intensité que pour les vents
de faible intensité. Nous verrons dans le paragraphe 2.b.1 que les modèles  permettent
aussi de modéliser cette hétéroscédasticité et pourquoi ce dernier modèle nous semble mieux
adapté.
2.a.4 Local Grid Bootstrap
Dans ce paragraphe, nous décrivons une méthode de bootstrap qui permet de simuler des réa-
lisations d’un processus markovien stationnaire multivarié à espace d’état continu. Les techni-
ques de bootstrap ont été introduites par Efron (1979, [44]) dans le cas des variables i.i.d.
Récemment, différentes extensions ont été proposées pour les séries temporelles (Bühlmann
(2002, [29]), Politis (2003, [92]), Monbet et al. (2003, [88])). 
Décrivons plus précisément la méthode de “Local Grid Bootstrap” ( ) introduite dans
[88]. Soit  un processus stationnaire à valeur dans , que nous supposerons être une chaî-
ne de Markov et  une réalisation de ce processus. Afin de simplifier l’exposé,
nous nous plaçons dans la suite dans les cadre des chaînes de Markov d’ordre 1, l’extension au
cas des modèles d’ordre supérieur étant immédiate. Nous noterons  le noyau de transi-
tion de cette chaîne de Markov. Le principe de la méthode  consiste à construire un esti-
mateur non paramétrique de ce noyau, noté , puis à simuler des réalisations d’une
chaîne de Markov avec ce noyau empirique. 
Soit . Le noyau de transition  va être à support fini , la probabilité de
 étant donnée par :
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  (2.8)
avec
•  l’ensemble des point observés dans un voisinage
de  pour une certaine distance fixée .
•
•  l’ensemble des points qui peuvent être atteints par la chaîne de
Markov à partir de . Ici  représente une grille fixée contenant un nombre fini de points.
L’introduction de cette grille permet d’assigner des probabilités non nulles à des points non
observés dans la série initiale.
•  est un noyau sur  qui vérifie les hypothèses usuelles pour l’estimation de densité par
une méthode à noyaux (cf Monbet et al. (2003, [88]) et Silverman (1986, [106])).
•  avec  la variance de la  loi marginale du pro-
cessus  et  une constante fixée.
Une discussion sur le choix de ,  et  peut être trouvée dans Monbet et al. (2001, [87]).
Il y est par ailleurs montré, que sous certaines hypothèses, la chaîne de Markov associée au
noyau  est positive récurrente. De plus, le noyau de transition et la loi stationnaire de cette
chaîne de Markov convergent faiblement vers ceux de la chaîne initiale quand  tend vers .
Notons enfin qu’une généralisation de cette méthode aux processus cyclostationnaires peut
être trouvée dans Monbet et al. (2003, [88]). Avec cette extension, on peut simuler directement
des processus saisonniers, sans enlever les composantes saisonnières au préalable. Il est aussi
intéressant de noter que cette méthode peut être utilisée pour simuler des réalisations d’une série
temporelle circulaire : il suffit pour cela de choisir une distance  sur le tore. 
Les résultats obtenus avec cette méthode pour le processus , ainsi qu’une comparai-
son avec ceux obtenus avec les modèles  et  sont décrits au paragraphe 2.c.1. 
2.b Modèle MS-AR pour l’intensité du vent
Afin de modéliser l’évolution de l’intensité du vent, nous proposons d’utiliser un modèle
autorégressif à changements de régimes markoviens. A notre connaissance ce type de modèle
n’a jamais été proposé pour les processus d’état de mer.
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Le premier paragraphe est consacré à la justification physique du choix de ce modèle en in-
troduisant la notion de “type de temps”. En particulier, nous expliquons pourquoi l’emploi d’un
modèle  nous semble plus adapté que les modèles autorégressifs non-linéaires intro-
duits au paragraphe 2.a.3.
Dans le deuxième paragraphe, nous nous expliquons brièvement comment nous avons ajusté
le modèle aux données, puis les deux derniers paragraphes sont consacrés à la validation du mo-
dèle identifié. Dans le troisième paragraphe, nous vérifions l’interprétabilité physique de ce mo-
dèle, et nous montrons en particulier que les valeurs prises par la variable cachée correspondent
à des types de temps réalistes. Enfin, dans le paragraphe 2.b.4, nous montrons, en utilisant la
méthode de validation introduite au paragraphe 1.e.2, que les modèles  permettent de
restituer les principales caractéristiques des données de vent et améliorent sensiblement les ré-
sultats obtenus avec la méthode “usuelle”, à savoir la méthode .
2.b.1 Description du modèle et justification physique
Nous avons déjà évoqué à plusieurs reprises l’existence de “type de temps” dans le paragra-
phe 2.a. Il s’agit d’une notion couramment utilisée par les météorologues afin de décrire la cli-
matologie d’une région donnée (cf Bénichou (1995,[12])). Ainsi, il est généralement admis que
les différentes configurations météorologiques peuvent être regroupées en quelques classes,
chacune d’entre elles étant caractérisée par la position des principaux centres d’action (anticy-
cloniques et dépressionnaires) qui gouvernent le climat de la région considérée. Cela se traduit
de différentes manières sur les séries temporelles de vent.
Ainsi, sur la figure 2.8, nous avons représenté la loi marginale bivariée du processus
 au mois de janvier. Cette densité est clairement bimodale, avec un mode correspon-
dant à des vents de nord-est relativement faibles et un mode correspondant à des vents de sud-
ouest et qui sont de plus forte intensité. Notons que cette bimodalité peut aussi être observée sur
la répartition de la direction du vent (cf figure 2.3). 
 figure 2.8 :  Densité empirique de la loi marginale du processus  au mois de janvier. Les 
courbes superposées sur le nuage de points représentent certaines lignes de niveau de la densité 
empirique estimée par une méthode à noyau.
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En fait, chacun de ces modes correspond à un type de temps (ou “régime climatologique”) cou-
ramment observé à cette époque de l’année. Ces deux types de temps sont décrits ci-dessous:
• le type de temps «ouest perturbé»: dans ce type de temps, le centre d’action positif est une
zone anticyclonique s’étendant du sud des Açores au sud du continent Européen et le centre
d’action négatif est une vaste zone dépressionnaire sur le nord-est de l’Atlantique. Ce type
de temps est souvent fortement perturbé. Les perturbations contournent les grands centres
d’action décrits précédemment et elles ont donc généralement des trajectoires orientées
ouest-est. Leurs vitesses de déplacement sont généralement comprises entre 40 et 80 km/h
mais peuvent atteindre jusqu’à 130 km/h dans les régimes les plus perturbés. Nous revien-
drons sur l’étude de ces déplacements au chapitre 3, lorsque nous décrirons le modèle spa-
tio-temporel. Ces dépressions se succèdent avec une période de 48 heures en général, cette
périodicité pouvant s’abaisser jusqu’à 24 heures dans les régimes les plus perturbés. Les
vents de sud-est à sud-ouest à l’avant de la perturbation tournent au secteur ouest ou nord
ouest à l’arrière. Ces perturbations peuvent amener des vents violents et des mers grosses
sur la côte Atlantique française. Finalement, l’évolution du vent dans ce type de temps peut
se résumer approximativement de la manière suivante :
• le processus  évolue rapidement (forte volatilité) lors du passage des groupes de per-
turbations et peut prendre de fortes valeurs.
• les vents soufflent généralement de l’ouest-sud-ouest avec une rotation plus ou moins 
rapide lors du passage des perturbations.
• le type de temps «nord-est anticyclonique»: ce régime est généralement caractérisé par la
présence d’un anticyclone à l’ouest des îles Britanniques se prolongeant par une dorsale en
direction du large ouest du Golfe de Gascogne. Ce type de temps peut durer plusieurs
semaines. Il est généralement faiblement perturbé, cependant des coups de vent y sont par-
fois associés lorsque le gradient de pression se renforce sur la face sud-est de l’anticyclone.
L’évolution du processus  dans ce type de temps est caractérisée par
• une évolution lente du processus  (faible volatilité) et des valeurs généralement moins 
fortes que dans le type de temps “ouest perturbé”.
• les vents soufflent généralement du nord-est.
Une classification plus fine, utilisant un plus grand nombre de types de temps peut être trouvée
dans [105]. 
Nous proposons d’introduire cette notion de type de temps sous la forme d’une chaîne de
Markov cachée à espace d’état fini. Différents auteurs ont déjà proposé d’utiliser des modèles
 afin d’introduire la notion de régime climatologique pour des séries temporelles de don-
nées climatologiques (cf Hugue et al. (1999, [63]) et MacDonald et al. (1997, [76]), par exem-
ple). Dans ces modèles, les valeurs prises par la variable observée sont supposées être
indépendantes conditionnellemment à la chaîne cachée. Nous avons trouvé que ce type de mo-
dèle ne permettait pas de reproduire la forte dépendance existant entre deux valeurs successives
de l’intensité du vent, et nous proposons alors d’utiliser un modèle . Il reste ensuite à
U
U Φ,( )
U
CMC
MS AR–
2.b. Modèle MS-AR pour l’intensité du vent               77
                                         
choisir la forme des modèles autorégressifs qui vont permettre de décrire l’évolution de l’inten-
sité du vent dans les différents types de temps. Comme ce processus est à valeurs positives, l’uti-
lisation d’un modèle  avec innovations gaussiennes n’est pas appropriée. Une
première alternative consiste à appliquer une transformation préalable sur nos données, comme
dans l’approche de Box et Jenkins décrite au paragraphe 2.a.2. L’inconvénient principal de cette
méthode est que la série temporelle transformée ne correspond plus à un paramètre météorolo-
gique et que son évolution est alors plus difficile à interpréter. Nous avons alors préféré utiliser
un modèle . Nous avons choisi d’utiliser la loi gamma parce qu’elle a pour support
 et qu’elle est caractérisée par ses moments d’ordre 1 et 2. Nous avons déjà mentionné au
paragraphe 1.a.2 que ce choix est arbitraire et que d’autres distributions ayant les même carac-
téristiques (loi log-normale par exemple) pourraient être utilisées. Nous n’avons trouvé ni évi-
dences physiques ni critères statistiques rigoureux permettant de choisir entre ces différentes
distributions. Cependant, nous avons obtenu de bons résultats avec la loi gamma (cf 2.b.4), ce
qui semble justifier à posteriori le choix de ce modèle.
Le modèle  décrit au paragraphe 2.a.3 permet aussi d’introduire la notion de régime mé-
téorologique puisqu’il s’agit d’un modèle autorégressif à changements de régimes dans lequel
le processus  est endogène, la valeur prise par cette variable aléatoire étant uniquement dé-
terminée par les valeurs passées du processus observé. Au contraire, dans les modèles
, les régimes évoluent de manière autonome : conditonnellement au passé, le régime
à l’instant  ne dépend que du régime à l’instant . Ce deuxième modèle nous semble plus
naturel pour l’intensité du vent puisqu’il semble physiquement difficile de prévoir les change-
ments de types de temps en utilisant l’intensité du vent aux instants précédents.
Le modèle  décrit au paragraphe 2.a.3 permet de décrire l’hétéroscédasticité du pro-
cessus  induite par les changements de types de temps. Ainsi, il permet de modéliser le fait
qu’à certaines périodes le processus évolue lentement (par exemple dans les régimes anticyclo-
niques), ce qui est modélisé par une faible valeur de , alors qu’à d’autres périodes, lors du
passage d’un groupe de perturbations, il évolue plus rapidement, ce qui se traduit par une forte
valeur de . Cependant, dans ce modèle, la notion de type de temps n’est pas directement in-
troduite et ses paramètres semblent plus difficilement interprétables.
2.b.2 Calibration
La phase de calibration consiste à identifier le modèle qui s’ajuste le mieux aux données : il
faut alors choisir le nombre de régimes  et l’ordre des modèles autorégressifs  (sélection du
“meilleur” modèle), et estimer la valeur des paramètres de ce modèle. Pour cela, nous avons tout
d’abord calculer les  pour différentes valeurs de  et . Pour cela, nous avons utilisé l’al-
gorithme décrit au paragraphe 1.c.4. Pour initialiser cet algorithme, nous avons tiré aléatoire-
ment, de manière indépendante,  valeurs des paramètres en utilisant les lois
suivantes :
• de loi uniforme sur 
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•  de loi uniforme sur 
•  de loi uniforme sur 
•  avec  des coefficients de loi uniforme sur .
Le choix de ces lois a été guidé par la connaissance physique du phénomène, ce qui nous don-
ne notamment un ordre de grandeur pour les valeurs des paramètres ,  et  qui ser-
vent à décrire l’évolution du processus observé dans les différents régimes. Pour la matrice de
transition , nous avons choisi des matrices aléatoires ayant des valeurs relativement élevées
sur la diagonale puisqu’on s’attend à ce que les types de temps aient une durée de persistance
moyenne de l’ordre de quelques jours. Pour les données utilisées, il semble que surtout le choix
des paramètres régissant l’évolution du processus observé dans les différents régimes détermine
la position finale des paramètres, alors que le choix de  a peu d’influence.
Nous avons ensuite calculé le critère  afin d’effectuer une première sélection de modèle
(cf paragraphe 1.e.1). Les valeurs obtenues pour les modèles  pour  et
 sont données dans le tableau 2.2. Parmi ces modèles, le critère  sélectionne le
modèle avec , mais on peut remarquer que l’écart avec le modèle à deux régimes est re-
lativement faible. A titre de comparaison, les valeurs du critère  pour les différents modèles
sont données dans le tableau 2.2. Ce critère décroît avec le nombre de paramètres et sélectionne
donc un modèle avec un nombre de régimes supérieur ou égal à 5. Or ces modèles sont physi-
quement peu réalistes, puisque, par exemple, ils possèdent des matrices de transitions avec de
très faibles valeurs sur la diagonale (inférieur à 0.1) ce qui correspond à des régimes avec des
durées moyennes de persistance faibles. Nous avons aussi testé ces modèles en simulation avec
la méthode introduite au paragraphe 1.e.2, et les résultats obtenus sont moins bons qu’avec les
modèles à 2 et 3 régimes.
Nous avons aussi calculé la valeur du critère  pour les modèles d’ordre  et la com-
paraison est nettement favorable aux modèles d’ordre . Afin de tester si ceci est dû à la
contrainte , nous avons fait les mêmes calculs pour le modèle  avec innova-
tions gaussiennes et la comparaison des critères  est toujours nettement favorable aux mo-
dèles d’ordre . Nous avons par ailleurs trouvé que la valeur des paramètres obtenus pour
ce dernier type de modèle est très proche de celle obtenue pour les modèles . En pra-
tique, il semble alors possible d’utiliser les modèles  avec innovations gaussiennes
afin d’inférer la forme du modèle  (sélection de modèle, première estimation de la
M 1 2 3 4 5
BIC 10485 10316 10307 10343 10387
AIC 10467 10273 10207 10184 10168
Tableau 2.2 Critères AIC et BIC pour les modèles  avec  (mois de janvier).
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valeur des paramètres...). Pour ces modèles, le calcul les EMV est nettement plus rapide, puis-
que nous disposons d’expressions analytiques pour les maxima dans l’étape M.
2.b.3 Interprétabilité du modèle
Comme nous l’avons vu ci-dessus, le critère  sélectionne le modèle  à 3 ré-
gimes, mais la valeur de ce critère pour le modèle à 2 régimes est relativement proche. Nous
proposons d’étudier plus en détail ces deux modèles et dans la suite de ce paragraphe 2.b. Nous
allons tout d’abord vérifier l’interprétabilité physique de ces deux modèles.
Modèle  à deux régimes
Considérons tout d’abord le modèle à deux régimes. Les valeurs des différents paramètres de
ce modèle sont données dans les tableaux 2.3 et 2.5.
On peut tout d’abord remarquer que l’écart type de la loi conditionnelle  du premier ré-
gime est nettement plus faible que celle du deuxième régime  et la volatilité est donc plus
importante dans le deuxième régime que dans le premier. Le deuxième régime va donc permet-
tent de décrire les conditions dépressionnaires. Or nous avons vu au paragraphe 2.b.1 que l’in-
tensité du vent évolue plus rapidement dans les conditions dépressionnaires que dans les
conditions anticycloniques, à cause du passage successif de perturbations. On peut alors propo-
ser l’interprétation suivante pour les deux régimes :
• le premier régime décrit les conditions peu perturbées associées principalement aux condi-
tions anticycloniques.
• le deuxième régime décrit les conditions perturbées associées principalement aux condi-
tions dépressionnaires.
 Nous proposons ci-dessous différent critères qui confortent cette interprétation. On peut tout
d’abord remarquer que les pentes  relativement proches dans les deux régimes, mais par
contre que l’ordonnée à l’origine du deuxième régime, , est nettement plus grande que celle
du premier régime, et on s’attend alors à ce que le moyenne de la loi stationnaire du deuxième
régime soit plus grande que celle du premier régime. En effet cette moyenne est donnée, pour
, par
Régime 1 (s=1) 1.37 [0.058] 0.79 [0.015] 1.46 [0.105]
Régime 2 (s=2) 2.40 [0.089] 0.77 [0.021] 2.24 [0.224]
Tableau 2.3 Paramètres des modèles autorégressifs dans les différents régimes (modèle 
 avec , mois de janvier). Les valeurs entre crochets correspondent à un écart 
type estimé à partir de la matrice d’information de Fischer observée.
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   (2.9)
Les valeurs numériques sont données dans le tableau 2.4 : on obtient bien une moyenne signi-
ficativement supérieure dans le deuxième régime. On retrouve donc que les vents sont généra-
lement plus forts dans le régime perturbé. Nous donnons aussi, à titre indicatif, les écarts types
 de ces lois stationnaires dans le tableau 2.4. Ils sont donnés, pour , par la formule:
 
La matrice de transition qui régit l’évolution de la variable cachée possède des valeurs assez
fortes sur la diagonale (cf tableau 2.5), ce qui implique que les régimes ont de grandes durées
de persistance moyenne, celles-ci étant données, pour , par la formule :
En effet, on peut vérifier que les durées de séjour dans l’état  suivent une loi géométrique de
paramètre , la moyenne de cette loi étant donnée par la formule ci-dessus. Les résul-
tats obtenus, ainsi que la loi stationnaire de la chaîne de Markov  sont donnés dans le ta-
bleau 2.6. Le premier régime a une durée de persistance environ égale à 2 semaines et le second
de l’ordre de 1 semaine. On trouve donc que les régimes peu perturbés durent en général plus
longtemps que les régimes dépressionnaires : ceci est en accord avec la climatologie de la région
considérée.
Moyenne écart type
Régime 1 7.11 2.26
Régime 2 9.84 3.77
Tableau 2.4 Moyenne et écart type de la loi stationnaire dans les différents régimes (modèle 
 avec , mois de janvier).
0.98 [0.0074] 0.02 [0.0074]
0.03 [0.0103] 0.97 [0.0103]
Tableau 2.5 Matrice de transition de la chaîne de Markov cachée (modèle  avec 
, mois de janvier).
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Afin de vérifier l’interprétation des paramètres donnée ci-dessus, on peut aussi calculer la sé-
quence cachée  la “plus probable” connaissant les observations. Différentes no-
tions de chaîne cachée la plus “probable” peuvent être utilisées, la plus courante consistant à
prendre : 
Comme dans le cas des modèles , cette séquence la plus probable peut être calculée rapi-
dement en utilisant l’algorithme de Viterbi. 
Un exemple de découpage obtenu avec cet algorithme est montré sur la figure 2.9. A titre de
comparaison, les probabilités de lissage  sont représentées sur la figure 2.10 et on
peut voir que les découpages obtenus avec cette deuxième méthode sont légèrement différents.
Visuellement, ces découpages semblent généralement réalistes, les dates associées au premier
régime correspondant effectivement à des périodes ou l’intensité du vent évolue lentement et
celles associées au deuxième à des périodes ou l’intensité du vent évolue plus rapidement à cau-
se du passage de perturbations successives.
.
 figure 2.9 :  Intensité du vent au cours du mois de janvier 1991 (en bas) et type de temps le plus 
probable correspondant calculé avec l’algorithme de Viterbi (en haut). Le temps, en abscisse, 
est exprimé en jours (modèle  avec ).
Durées de pers. moyenne Loi stationnaire
Régime 1 13.5 jours 0.65
Régime 2 7.23 jours 0.35
Tableau 2.6 Durées de persistance moyenne et loi stationnaire de la chaîne de Markov cachée 
(modèle  avec , mois de janvier).MS γAR– M 2=
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 figure 2.10 :  Intensité du vent au cours du mois de janvier 1991 (en bas) et probabilités de 
lissage . (en haut) et  (au milieu). Le temps, en abscisse, 
est exprimé en jours (modèle  avec ).
Enfin, en utilisant les découpages effectués ci-dessus, on peut tracer la répartition empirique
de la direction du vent dans les différents régimes. Les résultats obtenus sont montrés sur la fi-
gure 2.11. La répartition de la direction du vent dans les deux régimes est bien distincte, ce qui
confirme que les deux régimes identifiés correspondent bien à des régimes météorologiques
bien distincts. On obtient que les conditions perturbées, décrites par le deuxième régime, sont
principalement associées à des vents de secteur sud-ouest, et ceci est conforme à la climatologie
de la région étudiée. Par contre, le premier régime est associé à toutes les orientations de vent. 
 figure 2.11 :  Répartition de la direction du vent dans le régime 1 (à gauche) et dans le régime 
2 (à droite). (modèle  avec , mois de janvier).
Modèle  à trois régimes
Intéressons-nous maintenant au modèle sélectionné par le critère , à savoir le modèle à
trois régimes. Au vu des tableaux 2.7 et 2.8 et de la figure 2.13, on peut proposer l’interprétation
suivante pour les différents régimes:
• le premier régime est caractérisé par une faible volatilité (cf tableau 2.7) et est principale-
ment associé à des vents de faible intensité (cf tableau 2.8) et soufflant du nord-est (cf figure
2.13). Ce régime correspond donc principalement au type de temps “nord-est anticycloni-
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que” décrit au paragraphe 2.b.1.
• le deuxième régime a une volatilité proche de celle du premier régime. Par contre, la
moyenne de la loi stationnaire de ce régime montre qu’il est généralement associé à des
vents de plus forte intensité, et sur la figure 2.13, on peut voir que ce régime est principale-
ment associé à des vents soufflant du sud-ouest. Ce régime permet donc de décrire les con-
ditions dépressionnaires faiblement perturbées.
• dans le troisième régime, l’intensité du vent varie rapidement et les vents soufflent principa-
lement du secteur ouest-sud-ouest. Ce régime est associé aux conditions dépressionnaires
fortement perturbées.
Un exemple de découpage obtenu avec l’algorithme de Viterbi est représenté sur la figure
2.12. On retrouve visuellement l’interprétation donnée ci-dessus.
La matrice de transition a des valeurs moins élevées sur la diagonale que celle du modèle
avec  (cf tableau 2.9), les régimes ont donc des durées de persistance moyennes plus fai-
bles (cf tableau 2.10). On peut aussi remarquer que les probabilités de transition entre les régi-
mes  et  sont très faibles.
Régime 1 (s=1) 1.24 [0.051] 0.71 [0.012] 1.55 [0.121]
Régime 2 (s=2) 1.44 [0.073] 0.77 [0.023] 2.73 [0.346]
Régime 3 (s=3) 2.84 [0.165] 0.74 [0.035] 2.18 [0.213]
Tableau 2.7 Paramètres des modèles autorégressifs dans les différents régimes (modèle 
 avec , mois de janvier). Les valeurs entre crochets correspondent à un écart 
type estimé à partir de la matrice d’information de Fischer observée.
Moyenne écart type
Régime 1 5.31 1.76
Régime 2 11.79 2.26
Régime 3 8.41 4.22
Tableau 2.8 Moyenne et variance de la loi stationnaire dans les différents régimes (modèle 
 avec , mois de janvier).
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.
 figure 2.12 :  Intensité du vent au cours du mois de janvier 1991 (en bas) et type de temps le 
plus probable correspondant calculé avec l’algorithme de Viterbi (en haut) (modèle  
avec ).
0.91 [0.026] 0.08 [0.050]
 [0.0325]
0.12 [0.023] 0.77 [0.015] 0.11 [0.023]
 [0.023]
0.21 [0.046] 0.79 [0.038]
Tableau 2.9 Matrice de transition de la chaîne de Markov cachée (modèle  avec 
, mois de janvier).
Durée de pers. moyennes Loi stationnaire
Régime 1 2.85 jours 0.49
Régime 2 1.08 jours 0.34
Régime 3 1.17 jours 0.17
Tableau 2.10 Durées de persistance moyenne et loi stationnaire de la chaîne de Markov 
cachée (modèle  avec , mois de janvier).
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 figure 2.13 :  Répartition de la direction du vent dans les différents régimes du modèle 
 avec  : régime 1 à gauche, 2 au milieu et 3 à droite (mois de janvier).
2.b.4 Validation en simulation
Finalement, les modèles  avec  et  semblent largement interpréta-
bles, les différents régimes correspondant à des types de temps bien distincts et physiquement
réalistes. Afin de choisir entre ces deux modèles, nous allons utiliser la méthode de validation
introduite au paragraphe 1.e.2. A titre de comparaison, les résultats obtenus avec la méthode
 sont aussi donnés.
Afin de comparer ces trois modèles, les critères suivants ont été utilisés:
• : fonction de répartition empirique de la loi marginale du processus . Il s’agit sans
doute d’un des critères principaux pour les applications, le comportement de la plupart des
phénomènes considérés étant fortement conditionné par la répartition de l’intensité du vent. 
• : fonction d’autocorrélation empirique du processus . Ce critère permet de vérifier
si une certaine forme de dépendance temporelle est bien restituée dans les séquences simu-
lées.
• : fonction de répartition empirique des maxima mensuels, ce qui permet de vérifier si
la forte variabilité inter-annuelle du processus est bien restituée.
• : fonction de répartition empirique des durées de persistance des tempêtes.
Nous définissons une tempête grâce à un seuil : nous appelons alors “tempête” un événe-
ment pendant lequel l’intensité du vent dépasse ce seuil . La durée de persistance d’une
tempête est alors définie comme le temps de séjour au dessus de ce seuil. En pratique, nous
avons choisi pour seuil , avec  la valeur maximale observée pendant les
22 années de mesure, et qui vaut environ . Notons que cette définition de tempête
n’est pas celle habituellement utilisée en météorologie : celle-ci correspond à un seuil
.
• : fonction de répartition empirique des durées d’inter-arrivée entre les tempê-
tes. Il s’agit de la fonction de répartition des temps de séjour en dessous du seuil
. Ce critère permet de vérifier si la manière dont se succèdent les tempêtes est
bien restituée dans les séquences simulées. 
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• : fonction de répartition empirique des durées des périodes de calme. Il s’agit
de la fonction de répartition des temps de séjour en dessous du seuil . Ce critère
peut être important pour certaines applications, tel que la programmation d’une opération
offshore, par exemple, qui nécessite de longues périodes de calme.
Nous avons ensuite calculé, pour chacun des trois modèles en compétition, la valeur de la
statistique de test correspondant à ces différents critères ainsi que la zone de rejet correspondan-
te (cf paragraphe 1.e.2). Les résultats obtenus sont donnés dans le tableau 2.11. 
Globalement, il semble que les différents modèles permettent de reproduire avec succès les
différentes caractéristiques sélectionnées, à deux exceptions près. 
Tout d’abord, le modèle  ne permet pas de reproduire la fonction de répartition des du-
rées de persistance des temps de séjours en dessous du seuil  et qui peuvent être inter-
prétées comme les durées séparant deux tempêtes successives. Afin d’analyser ce manque
d’adéquation, nous avons représenté sur la figure 2.14 les fonctions de répartition empirique de
ces durées de persistance, ainsi que celle correspondant au modèle. Le modèle  ne permet
pas de reproduire la forme particulière de cette fonction de répartition et en particulier a tendan-
ce à simuler trop peu de faibles durées de persistance. Ceci semble indiquer que ce modèle ne
permet pas de reproduire le fait que les perturbations arrivent généralement en groupe. En fait,
il est fréquent que ce modèle ne permette pas de bien reproduire à la fois les durées de persis-
tances des calmes ou des tempêtes. En effet, pour un processus gaussien stationnaire, centré et
monovarié, il est facile de vérifier que les durées de persistance des séjours au dessus d’un seuil
 ont la même distribution que les durées de persistance en dessous du seuil . Les processus
TGP M=2 M=3
0.808 [0.012] 0.000 [0.012] 0.641 [0.024]
0.062 [0.012] 0.057 [0.009] 0.086 [0.022]
0.068 [0.008] 0.010 [0.008] 0.371 [0.022]
0.053 [0.012] 0.367 [0.032] 0.080 [0.016]
0.002 [0.006] 0.284 [0.002] 0.053 [0.009]
0.124 [0.031] 0.009 [0.031] 0.346 [0.004]
Tableau 2.11 Comparaison des modèles  et  avec 2 et 3 régimes. La première 
valeur correspond à la valeur observée de la statistique de test et la deuxième, entre crochets, 
à la borne de la région critique pour un risque de première espèce  : l’hypothèse  
est acceptée si la première valeur est supérieure à la valeur entre crochets.
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gaussiens transformés vont alors avoir le même type de caractéristiques lorsque la transforma-
tion utilisée est monotone, ce qui est le cas pour la transformation des scores normaux. Lorsque
le processus considéré ne possède pas cette propriété de symétrie, la méthode  ne permet
alors pas de reproduire à la fois les durées de persistance des calmes et des tempêtes.
 figure 2.14 :  Comparaison des fonctions de répartitions des durées d’interarrivée (en jour) des 
tempêtes (seuil ).  données,  séquences simulées,  intervalle de fluctuation à 
95%. Modèle  à gauche et  avec  à droite.
Les résultats obtenus avec le modèles  à deux régimes sont nettement meilleurs
en ce qui concerne ce critère. L’introduction de deux régimes, l’un servant à décrire les condi-
tions peu perturbées et l’autre les conditions perturbées semble donc permettre de reproduire de
manière plus réaliste la façon dont se succèdent les coups de vent (cf figure 2.14). Par contre ce
modèle ne restitue pas correctement la fonction de répartition marginale du processus. Sur la
figure 2.15, nous avons représenté la fonction de répartition empirique ainsi que les fonctions
de répartition obtenues avec les modèles  pour  et  : le modèle à deux
régimes a tendance à simuler trop de vent de faible intensité, par contre les résultats obtenus
avec le modèle à trois régimes sont largement satisfaisants.
 figure 2.15 :  Comparaison des fonctions de répartitions de la loi marginale de .  don-
nées,  modèle,  intervalle de fluctuation à 95%. Modèle  avec  à gau-
che et  à droite.
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Finalement, seul le modèle  à trois régimes permet de reproduire les différents cri-
tères sélectionnés (cf tableau 2.11). On peut par ailleurs noter qu’il s’agit du modèle sélectionné
par le critère . Les figures correspondant à ce modèle, pour les différents critères sélection-
nés, sont données ci-dessous. Elles permettent de vérifier la bonne adéquation entre les statisti-
ques calculées à partir des données et des séquences simulées. En ce qui concerne les fonctions
d’autocorrélation (cf figure 2.16), le pic observé sur la fonction d’autocorrélation empirique
 pour  ne semble pas bien restitué. Toutefois cet écart n’est pas significatif au
risque de première espèce 5% (cf tableau 2.11) et l’interprétation physique de ce pic n’est pas
claire. Le modèle semble aussi permettre de restituer la forte variabilité interannuelle des don-
nées (cf figure 2.17), ainsi que les principales caractéristiques des calmes et des tempêtes (cf
figure 2.17 et figure 2.18). On peut cependant noter, en comparant les figures 2.15 et 2.18 que
les résultats obtenus avec ce modèle semble légèrement moins bons que ceux obtenus avec le
modèle à deux régimes en ce qui concerne les durées de séjour au dessous du seuil .
 
 figure 2.16 :  Fonction d’autocorrélation. Le temps est exprimé en jour. La figure de droite re-
présente la fonction d’autocorrélation sur les 4 premiers jours uniquement. Modèle  
avec ,  données,  modèle,  intervalle de fluctuation à 95%.
 figure 2.17 :  Fonction de répartition des maxima annuels à gauche et fonctions de répartitions 
des durées de persistance (en jour) des tempêtes (seuil ) à droite. Modèle  
avec ,  données,  modèle,  intervalle de fluctuation à 95%.
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 figure 2.18 :  Comparaison des fonctions de répartitions des durées de persistance des “pério-
des de calme”: seuil  à gauche et  à droite. Modèle  avec ,  
données,  modèle,  intervalle de fluctuation à 95%.
Conclusion
Finalement, les modèles  permettent de décrire les principales caractéristiques du
processus , et améliorent les résultats obtenus avec la méthode . En particulier, nous
avons montré que l’introduction de changements de régime permet de mieux décrire la manière
dont se succèdent les périodes de calmes et les coups de vent, ce qui peut être important pour
certaines applications (transports sédimentaires, fatigue de structure offshore...). Nous revenons
sur la comparaison de ces deux modèles au paragraphe 2.c.1, dans le cadre de la simulation du
processus bivarié . Une discussion plus générale est donnée dans ce paragraphe : nous
y comparons en particulier les avantages respectifs des approches paramétriques et non paramé-
triques, les temps de calculs...
Par ailleurs, nous avons vu, sur cet exemple, que le critère  permet de sélectionner des
modèles parcimonieux, dont les paramètres sont physiquement interprétables, et qui permettent
de simuler des séries temporelles d’intensité du vent réalistes. Nous avons testé le modèle
 sur des données relatives à d’autres saisons et à d’autres régions, avec des climato-
logies différentes (cf Ailliot et al. (2003, [5])), et sur ces différents exemples, le critère 
s’est avéré être un critère efficace pour effectuer une première sélection de modèle. 
2.c Deux exemples d’utilisation de modèle NHMS-AR
Dans cette partie nous décrivons deux exemples d’utilisation des modèles autorégressifs à
changements de régimes markoviens non-homogènes ( ) pour les séries temporel-
les de vent.
 Dans un premier temps, ce modèle est utilisé afin de décrire la relation existant entre les pro-
cessus  et . Pour cela, nous proposons une extension du modèle  décrit au
paragraphe 2.b. Dans ce modèle, la matrice de transition , qui régit l’évolution de la variable
cachée à l’instant , dépend de la direction du vent, l’évolution de l’intensité du vent dans cha-
que régime étant toujours décrite par un modèle . Dans un deuxième temps, ce modèle est
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utilisé afin de décrire les composantes journalières du processus : la matrice de transition
 est alors une fonction périodique de période un jour.
Pour chacun de ces modèles, nous reprenons les différentes parties du paragraphe 2.b. Après
avoir décrit plus précisément le modèle en justifiant, si possible, physiquement la construction
du modèle, nous décrivons rapidement comment nous avons calibré le modèle, puis nous véri-
fions que l’interprétabilité physique du modèle obtenu et enfin sa capacité à simuler des séquen-
ces réalistes. 
2.c.1 Modélisation de la relation entre l’intensité et la direction du vent
Description du modèle
Au paragraphe 2.b, seule la modélisation du processus  a été abordée. Cependant, dans
certaines applications, l’évolution du phénomène étudié dépend aussi de la direction du vent, et
la connaissance de son intensité n’est alors plus suffisante. Nous avons donc cherché à étendre
les modèles décrits aux paragraphes précédents au processus bivarié . 
Modélisation de la direction du vent
Intéressons nous tout d’abord uniquement au processus directionnel . Nous avons es-
sayé de trouver un modèle paramétrique simple pour ce processus, mais ces tentatives se sont
révélées infructueuses. Les principales difficultés que nous avons rencontrées sont décrites briè-
vement ci-dessous.
La première d’entre elles a déjà été mentionnée : il s’agit de la nature de ce paramètre. Les
modèles utilisés classiquement pour les séries temporelles à valeurs réelles ne peuvent pas s’ap-
pliquer directement à ce processus. Plusieurs modèles spécifiques ont été proposés dans la lit-
térature, et ceux-ci sont décrits au paragraphe 2.a. Plus précisément, à notre connaissance,
principalement deux catégories de modèle ont été proposées pour ce type de série temporelle, à
savoir les chaînes de Markov à espace d’état fini et différents modèles autorégressifs spécifi-
ques. La première méthode utilise un grand nombre de paramètres et semble donc peu satisfai-
sante.
La deuxième difficulté est liée à la complexité des phénomènes physiques régissant l’évolu-
tion de ce paramètre. Ceci se traduit, par exemple, par la bimodalité de la loi marginale du pro-
cessus (cf figure 2.3), chaque mode étant associé à un type de temps. Il est clair que les différents
modèles autorégressifs pour variables circulaires décrits au paragraphe figure 2.a.3 ne permet-
tent pas de reproduire cette bimodalité. Il semble alors naturel, une nouvelle fois, d’utiliser des
modèles à changements de régimes. Tout d’abord, nous avons utilisé un modèle . Ce type
de modèle a été proposé dans MacDonald et al. (1997, [76]) pour décrire la direction du vent à
Koeberg (Afrique du Sud). Dans cet ouvrage, les valeurs prises par le processus  sont dis-
crétisées puis les probabilités d’émission  sont paramétrées par des lois à support fini.
Nous avons testé ce type de modèle en supposant que ces probabilités d’émission sont a support
continu et suivent une loi de Von-Mises. Le modèle obtenu permet bien d’identifier les diffé-
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rents modes de la distribution de  mais ne permet pas de restituer la forte dépendance existant
entre deux valeurs successives. Cette limitation est aussi notée dans [76]. Afin de remédier à ce
problème, nous avons ajusté un modèle , l’évolution dans chaque régime étant décrite
par un modèle autorégressif de Von-Mises (cf paragraphe 2.a.3). Les résultats obtenus avec ce
modèle ne sont pas satisfaisants non plus, les mécanismes physiques régissant l’évolution de ce
paramètre étant sans doute trop complexes pour être décrits par quelques régimes. 
Ainsi, afin de décrire l’évolution de la direction du vent, Breckling (1989, [25]) propose de
séparer l’évolution du processus  à différentes échelles de temps, avec une composante
“géostrophique”, que nous noterons , qui est directement associé à la positon des
grands centres d’actions (anticyclones et vastes zones dépressionnaires), et une composante ré-
siduelle  qui correspond au passage d’événements météorologiques de
plus faible emprise spatio-temporelle (perturbations, composantes journalières...) et qui font
fluctuer la direction du vent autour de la direction géostrophique. Dans [25], la composante
géostrophique est identifiée en lissant la série initiale, et il est montré, à l’aide d’une analyse
météorologique de la position des principales masses d’air à chaque date, que le processus ainsi
obtenu correspond bien à une composante géostrophique physiquement réaliste. Différentes
techniques de lissage, adaptées au processus circulaire, sont décrites dans [25]. Dans la suite,
nous avons choisi  de telle manière que
  (2.10)
où  désigne une constante de normalisation. En pratique nous avons choisi  et 
représente alors la direction associée au vent moyen calculé sur un intervalle de 24 heures centré
en . Des exemples d’évolution de ce processus sont donnés sur la figure 2.19. Visuellement,
on peut observer des paliers correspondant à des situations météorologiques où les centres d’ac-
tion sont à des positions stables et des périodes pendant lesquelles la direction géostrophique
évolue plus ou moins lentement, ce qui correspond aux périodes de transition pendant lesquelles
la position des centres d’action évolue.Il semble difficile de trouver un modèle paramétrique
simple permettant de reproduire ce type de comportement. 
Finalement, des différentes méthodes testées pour simuler des réalisations du processus
, seule la méthode  décrite au paragraphe 2.a.4. a permis d’obtenir des résultats sa-
tisfaisants. Les résultats obtenus avec cette méthode sont plus précisément décrits dans la suite
de ce paragraphe.
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.
 figure 2.19 :  Exemples d’évolution des processus  (en noir) et  (en rouge).
Modélisation de la relation entre l’intensité et la direction du vent
Intéressons-nous maintenant au processus bivarié . Une première approche consis-
te à utiliser les coordonnées cartésiennes , ce qui permet de se ramener à une série tem-
porelle à valeurs dans . Cependant, la loi marginale de ce processus est complexe (cf figure
2.8: bimodalité, peu de valeurs proches de l’origine...) et l’interprétation physique de l’évolu-
tion de ces paramètres est plus délicate, et nous avons alors préféré travailler directement sur le
processus . 
Au paragraphe 2.b, nous avons utilisé un modèle  pour décrire le processus 
et nous avons montré que les valeurs prises par la variable cachée sont interprétables et que cel-
les-ci correspondent à la notion de “type de temps” couramment utilisée en météorologie. En
particulier, nous avons mentionné qu’il existe une forte relation entre la direction du vent et les
valeurs prises par la chaîne cachée : ainsi, par exemple, les régimes perturbés sont principale-
ment associés à des vents de sud-ouest, et les régimes peu perturbés principalement à des vents
de nord-est (cf figure 2.11 et figure 2.13). Afin de lier l’évolution des processus  et ,
nous proposons alors d’utiliser la chaîne cachée . Nous allons supposer qu’il s’agit d’une
chaîne de Markov non-homogène dont la matrice de transition dépend de la direction du vent.
Un modèle chaîne de Markov cachée non-homogène est proposée dans Hugue et al. (1999, [63])
afin de prévoir les précipitations locales à partir de variables météorologiques globales. Nous
nous sommes inspirés de ce modèle pour construire le modèle décrit dans la suite de ce paragra-
phe.
Dans la suite de ce paragraphe,  représentera un processus circulaire, qui en pratique
sera soit égal à  soit obtenu en appliquant une transformation sur ce processus. Nous allons
supposer que  suit un modèle  dans lequel
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•  est une chaîne de Markov non-homogène dont la matrice de transition à l’instant ,
 dépend uniquement de . En pratique, nous avons utilisé la paramétrisation suivante:
  (2.11)
 avec  une matrice stochastique,  des paramètres strictement posi-
tifs et  des paramètres dans . Une justification empirique du choix de 
cette paramétrisation est donnée ci-dessous.
• l’évolution du processus  dans chaque régime est décrite par un modèle  comme
au paragraphe 2.b.
Dans la suite, ce modèle sera noté . Dans ce modèle, le processus  est con-
sidéré comme une variable explicative et le modèle permet alors de décrire l’évolution du pro-
cessus  en fonction de celle de ce processus. En particulier, ce modèle ne fait aucune
hypothèse sur l’évolution . Lorsque les modèles autorégressifs sont d’ordre , la re-
lation entre les différents processus ,  et  peut être résumée par le graphe d’in-
dépendance conditionnelle représenté sur la figure 2.20..
 figure 2.20 :  Graphe d’indépendance conditionnelle pour le modèle  d’ordre 1
En particulier, pour , on a  et
. La première relation implique que l’évolution du processus
 est conditionnellement indépendante de celle de  connaissant  et la deuxième
que la variable cachée  est une chaîne de Markov non-homogène. La paramétrisation du
noyau de transition de la chaîne cachée est décrite par l’équation (2.11). Ce choix s’est fait en
s’inspirant de la relation suivante, obtenue grâce à la formule de Bayes :
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Si on fait l’hypothèse supplémentaire que  suit une loi de Von-Mi-
ses de paramètres  alors on obtient la paramétrisation 
En fait, nous avons trouvé que le modèle plus parcimonieux décrit par l’équation (2.11), dans
lequel  et  pour , donne des résultats comparables, et nous avons
donc choisi d’utiliser ce dernier modèle. Finalement, on a donc
    (2.12)
La matrice de transition est donc paramétrée par , et ce
modèle possède  paramètres supplémentaires par rapport au modèle  homogène
avec le même nombre de régimes.
Calibration
Afin d’estimer les différents paramètres du modèle, nous avons utilisé le même type d’algo-
rithme que celui utilisé paragraphe 2.b, les différents algorithmes d’optimisation utilisés dans
ce paragraphe (GEM et quasi-Newton) se généralisant sans problème pour ce modèle (cf
paragraphe1.c). Par contre, les temps de calculs sont nettement plus longs. En effet, dans l’étape
M de l’algorithme EM, nous n’avons pas trouvé d’expression analytique pour les paramètres 
régissant l’évolution de la variable cachée, et nous avons alors dû utiliser une procédure d’op-
timisation numérique. Pour l’algorithme quasi-Newton, les temps de calculs sont plus grands à
cause du nombre plus élevé de paramètres. Afin de limiter les temps de calcul, il semble assez
naturel d’utiliser les modèles homogènes afin d’obtenir une première estimation des paramètres,
puis d’utiliser cette estimation comme valeur initiale des paramètres. Cependant, en pratique ce
choix ne semble pas judicieux (convergence vers un extremum local non optimal). Nous avons
alors choisi  valeurs initiales de manière aléatoire, tous les paramètres étant
choisis indépendamment en utilisant les lois suivantes:
•  de loi uniforme sur 
•  de loi uniforme sur  
•  de loi uniforme sur  
•  avec  des coefficients de loi uniforme sur 
•  de loi uniforme sur 
•  de loi uniforme sur 
Différents processus  ont été testés en entrée du modèle. Tout d’abord, nous avons
choisi  avec  afin de détecter des possibles décalages temporels
existant entre ces deux processus, puis nous avons pris , avec  la composante
géostrophique définie au début de ce paragraphe. Cette variable pourrait en effet être plus adap-
P Ψ
t
ψ S
t 1–
= i S
t
, j= =( )
ψ
i j,
κ
i j,
,( )
qθ
t( )
i j,( ) p
i j,
κ
i j,
Ψ
t
ψ
i j,
–( )cos( )exp∼
ψ
i j,
ψ j( )= κ
i j,
κ
j( )
= i j S∈,
qθ
t( )
i j,( ) pi j, κj Ψt ψj–( )cos( )exp
p
i k,
k S∈
∑
κ
k
Ψ
t
ψ
k
–( )cos( )exp
-----------------------------------------------------------------------
=
θ
s
p
i j,
( )
i j S∈,
ψ j( )( )
j S∈ κ
j( )( )
j S∈, ,( )=
2M MS γAR–
θ
S
N
init1
30 M
2
×=
a
i
s( )
0 1,[ ]
b
s( )
0 5,[ ]
σ s( ) 1.5, 4[ ]
P I
M
R+∼ R r
i j,
( )= 0 1,[ ]
κ
s( )
0.5 5,[ ]
ψ s( ) 0 2π,[ ]
Ψ
t
{ }
Ψ
t
Φ
t k+
= k 3 … 3, ,–{ }∈
Ψ
t
Φ
t
geos
= Φ
t
geos
2.c. Deux exemples d’utilisation de modèle NHMS-AR               95
                                         
tée pour prédire le type de temps, puisque plus directement lié à la situation météorologique glo-
bale (cf [25]). Afin de choisir le “meilleur” processus , ainsi que le nombre de régimes ,
nous avons une nouvelle fois utilisé le critère . Les résultats obtenus sont donnés dans le
tableau 2.12. Ce critère sélectionne le modèle avec  et , et les vérifications
effectuées montre que ce modèle est en effet le “meilleur” en simulation.
Interprétabilité du modèle
Comme dans le cas des modèles , on peut vérifier que les différents régimes cor-
respondent à des types de temps réalistes. Les valeurs de ces paramètres sont données dans les
tableaux 2.13, 2.15 et 2.16. Les valeurs données entre crochets correspondent aux valeurs dia-
gonales de l’inverse de la matrice d’information observée. A notre connaissance, aucun résultat
théorique ne permet de vérifier si ces valeurs correspondent approximativement à la variance
des estimateurs, comme c’était le cas dans les modèles . Ces valeurs sont donc don-
nées à titre indicatif. Les paramètres régissant l’évolution de la variable cachée en fonction de
la direction du vent, dont les estimations sont données dans les tableaux 2.15 et 2.16, sont dif-
ficilement interprétables directement. Sur la figure 2.21, nous avons alors tracé l’évolution des
probabilités de transition  en fonction de  et sur la figure 2.22 l’évo-
lution de la probabilité invariante de la chaîne de Markov homogène de noyau de transition
 en fonction de . 
A partir de ces différents éléments, on peut proposer l’interprétation suivante pour les diffé-
rents régimes:
M 2 3 4 5
9805 9778 9898 9952
9810 9731 9720 9803
9800 9732 9738 9801
9793 9740 9708 9783
9790 9697 9679 9771
9788 9674 9681 9777
9787 9716 9782 9797
9796 9754 9803 9867
Tableau 2.12 Critère BIC pour le modèle .
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• le premier régime correspond à des vents dont l’intensité évolue lentement (type de temps
peu perturbé) et il peut être associé avec des vents venant de toutes les directions.
• le deuxième régime est moyennement perturbé, et est généralement associé à des vents de
faible intensité ou faiblissant. Il peut aussi être associé à des vents de différents secteurs.
Cependant, quand les vents basculent au secteur ouest, la chaîne cachée a tendance à bascu-
ler vers le troisième régime.
• le troisième régime correspond à des vents perturbés, et est principalement associé à des
vents de secteur ouest. Ainsi, la probabilité de rester dans l’état 3 alors que les vents sont de
secteur est est très faible, et les probabilités de passer des régimes 1 ou 2 au régime 3 sont
très faibles, excepté quand les vents soufflent de l’ouest. 
On peut noter que les régimes identifiés sont nettement différents de ceux identifiés avec le
modèle homogène, ce qui peut paraître surprenant. Afin de vérifier l’interprétation donnée ci-
dessus, on peut calculer, comme dans le cas des modèles homogènes, la chaîne cachée la “plus
probable” connaissant les observations, en utilisant par exemple l’algorithme de Viterbi qui se
généralise sans problème au cas non-homogène. Un exemple de découpage obtenu est donné à
la figure 2.23.
   
Régime 1 (s=1) 1.1654[0.0003] 0.8469[0.0002] 1.1745[0.0003]
Régime 2 (s=2) 1.5323[0.0095] 0.5640[0.0011] 1.8588[0.0457]
Régime 3 (s=3) 1.8534[0.0052] 0.7393[0.0012] 3.4436[0.1915]
Tableau 2.13 Paramètres des modèles autorégressifs dans les différents régimes (modèle 
, mois de janvier). Les valeurs entre crochets sont les termes diagonaux de 
l’inverse de la matrice d’information observée)
Moyenne écart type
Régime 1 7.67 2.22
Régime 2 4.36 1.95
Régime 3 14.00 2.52
Tableau 2.14 Moyenne et variance de la loi stationnaire dans les différents régimes (modèle 
, mois de janvier)
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.
 
 figure 2.21 :  Evolution des probabilités de transition  en 
fonction de . La figure en haut et à gauche correspond à , en haut et au milieu à 
 et ...(modèle , mois de janvier).
0.8643[0.0008] 0.1292[0.0008] 0.0065[0.0001]
0.1828[0.0124] 0.6705[0.0057] 0.1467[0.0208]
0.2970[0.0173] 0.1819[0.0288] 0.5211[0.0234]
Tableau 2.15 Matrice de transition (modèle , mois de janvier). Les valeurs entre 
crochets sont les termes diagonaux de l’inverse de la matrice d’information observée).
Régime 1 (s=1) 4.3215[0.3842] 0.5401[0.2324]
Régime 2 (s=2) 5.6934[1.0392] 0.4373[0.0385]
Régime 3 (s=3) 6.0873[0.0262] 2.1222[0.3022]
Tableau 2.16 Valeur des paramètres  et  (modèle , mois de janvier). Les 
valeurs entre crochets sont les termes diagonaux de l’inverse de la matrice d’information 
observée).
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 figure 2.22 :  Evolution de la loi stationnaire de la chaîne de Markov de noyau de transition 
 en fonction de  (modèle , mois de janvier). Premier régime en haut, 
deuxième régime au milieu et troisième régime en bas.
 figure 2.23 :  Intensité et direction du vent au cours du mois de janvier 1991 (en bas et en haut 
respectivement) et type de temps le plus probable correspondant calculé avec l’algorithme de 
Viterbi (au milieu) (modèle , mois de janvier).
Validation du modèle en simulation
Dans la fin de ce paragraphe, nous proposons finalement de comparer les modèles
,  et . Avant de nous focaliser sur les résultats obtenus avec la méthode
de validation introduite au paragraphe 1.e.2, nous commençons par une discussion générale sur
les inconvénients et avantages respectifs de ces trois méthodes. Une première différence notable
provient de la nature des modèles, à savoir paramétrique ( ) et non-paramétrique
(  et ). Nous proposons tout d’abord un examen général des avantages respectifs de
ces deux approches dans le cadre de la simulation de processus. Un avantage incontestable du
modèle paramétrique est son interprétabilité, comme nous l’avons vu au début de ce paragraphe.
Il peut ainsi être utilisé afin de mieux comprendre la climatologie de la région considérée. Au
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contraire, le pouvoir explicatif des modèles non-paramétriques est inexistant. Un autre incon-
vénient de ce deuxième type d’approche est la difficulté liée à l’estimation des différents para-
mètres, puisque cette étape semble difficile à automatiser. Il faut alors choisir les différents
paramètres “à la main”, et ici cela a été fait de telle manière que les séquences simulées soient
“réalistes” en fonction des critères choisis. Cette étape peut s’avérer fastidieuse, un grand nom-
bre de tests pouvant s’avérer nécessaire avant d’obtenir des séquences simulées ayant les pro-
priétés voulues.
Dans le cadre des modèles , les paramètres sont estimés automatiquement en
utilisant les estimateurs du maximum de vraisemblance. Notons toutefois que cette procédure
peut s’avérer coûteuse en temps de calcul. Cependant, en ce qui concerne les modèles paramé-
triques, l’étape la plus fastidieuse est la construction du modèle, cette étape nécessitant en effet
une étude précise du phénomène physique considéré. Par ailleurs, le modèle construit permet
généralement de décrire uniquement ce phénomène précis, alors que les méthodes non-paramé-
triques sont plus générales et peuvent être utilisées sans modification pour d’autres types de pro-
cessus.
En pratique, les temps de calcul en simulation des modèles  et  sont com-
parables. Ils sont supérieurs pour le modèle , puisque les noyaux de transition sont estimés
localement pour chaque nouvelle valeur générée, alors que pour les deux autres modèles consi-
dérés l’estimation est faite au préalable. Pour que les temps de calculs de la méthode  de-
meurent raisonnables, une attention particulière doit alors être portée afin d’optimiser
l’algorithme de simulation, notamment dans la recherche des plus proches voisins. Les résultats
montrés ci-dessous ont été obtenus en utilisant l’algorithme développé dans Monbet et al.
(2003, [87]). La recherche de plus proche voisin est effectuée en utilisant l’algorithme kd-tree
(cf Bentley (1975, [13])).
Nous proposons maintenant de comparer ces différents modèles en utilisant la méthode dé-
crite au paragraphe 1.e. Pour cela, les critères suivants ont été choisis:
• ,  et  les fonctions de répartition des lois marginales des processus ,
 et  respectivement.
•  et  les fonctions d’autocorrélations des processus  et  respectivement.
Nous avons choisi de regarder la structure d’ordre 2 du processus  au lieu de celle
de  directement. En effet, il faudrait alors prendre en compte la nature du proces-
sus . Diverses définitions de la fonction d’autocorrélation d’un processus circulaire
peuvent être trouvées dans Breckling (1989, [25]), toutefois celles-ci sont relativement diffi-
ciles à interpréter.
• , ,  et . Ces quantités sont définies au paragraphe
2.b.4. 
Les résultats obtenus pour ces différents critères sont donnés dans le tableau 2.17 pour les
trois modèles considérés. Ces résultats ont été obtenus en simulant l’équivalent de 1000 fois 22
mois de janvier. En ce qui concerne le modèle , nous avons utilisé des modèles d’ordre
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. Par ailleurs, afin de simuler des réalisations du processus  avec le modèle
, il faut fournir des séquences de direction simulées en entrée du modèle. Pour
cela, nous avons utilisé les séquences fournies par l’algorithme . Dans la suite nous utili-
serons l’abréviation  pour désigner les séquences simulées avec cette mé-
thode.
Le tableau 2.17 montre que la méthode  permet de bien restaurer la distribution margi-
nale du processus bivarié. En fait, cette méthode est construite de telle manière que cette distri-
bution marginale ainsi que la structure du second ordre coïncident. Il peut alors paraître
surprenant que ce modèle ne permette pas de reproduire les fonctions d’autocovariance. Ce pro-
blème pourrait sans doute être résolu en utilisant une méthode d’estimation plus sophistiquée
pour la structure du second ordre du processus transformé (cf 2.a.3). Cette méthode ne permet
pas non plus de restaurer les durées de persistance des périodes de calme. Les résultats obtenus
sont plus précisément décrits sur la figure 2.24, et le modèle semble simuler trop peu de longues
durées de persistance. Ce problème est discuté plus précisément au paragraphe 2.b.4.
0.662 [0.012] 0.432 [0.012] 0.143 [0.004]
0.704 [0.008] 0.392 [0.004] 0.392 [0.004]
0.542 [0.002] 0.094 [0.004] 0.124 [0.002]
0.000 [0.006] 0.068 [0.016] 0.234 [0.006]
0.000 [0.002] 0.000 [0.008] 0.000 [0.004]
0.668 [0.014] 0.182 [0.012] 0.342 [0.004]
0.031 [0.008] 0.182 [0.012] 0.292 [0.008]
0.016 [0.006] 0.054 [0.006] 0.046 [0.009]
0.000 [0.004] 0.118 [0.004] 0.502 [0.006]
Tableau 2.17 Comparaison des modèles  et  et . La première 
valeur correspond à la valeur observée de la statistique de test et la deuxième à la borne de la 
région critique : l’hypothèse  est acceptée avec un risque de première espèce  si la 
première valeur est supérieure à la valeur entre crochets.
r 2= U
t
Φ
t
,{ }
NHMS γAR–
LGB
LGB NHMS γAR–+
TGP LGB
LGB + 
NHMS γAR–
F
U
FΦ
F
U Φ,( )
C
u
C
v
F
extr
F
U 2 3U
max
⁄>
F
U 2 3U
max
⁄<
F
U 1 3U
max
⁄<
TGP LGB LGB NHMS γAR–+
H
0
α 5%=
TGP
2.c. Deux exemples d’utilisation de modèle NHMS-AR               101
                                         
 figure 2.24 :  Comparaison des fonctions de répartitions des durées de persistance des “pério-
des de calme”: seuil  à gauche et  à droite. Modèle ,  données,  mo-
dèle,  intervalle de fluctuation à 95%.
Intéressons nous maintenant à la méthode . On peut tout d’abord noter
que ce modèle permet de restaurer la loi marginale bivariée du processus, et la variable cachée
semble donc à même de capter la relation complexe existant entre les processus  et .
Sur la figure 2.25, nous avons représenté la loi bivariée de la série observée ainsi que celle cor-
respondant aux séquences simulées, et il semble que la forme générale de cette distribution soit
bien restaurée (bimodalité, peu de valeurs près de l’origine...). Il est cependant difficile de com-
parer précisément les deux distributions à partir de cette figure, et nous avons alors tracé l’évo-
lution des deux premiers moments de la loi conditionnelle  avec  sur la figure
2.26. On retrouve sur cette figure que les vents de secteur ouest sont généralement d’intensité
plus forte et variable que ceux de secteur est, ce qui est bien reproduit par les séquences simu-
lées.
 
 figure 2.25 :  Densité empirique de . Donnée à gauche, simulée à droite.
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 figure 2.26 :  Moyenne (à gauche) et variance (à droite) de la loi conditionnelle . 
 données,  modèle,  intervalle de fluctuation à 95%.
Ce modèle permet aussi de reproduire la fonction d’autocorrélation de la composante zonale
, mais pas celle de . Afin d’interpréter ce manque d’adéquation, nous avons représenté ces
fonctions d’autocorrélation sur la figure 2.27. Le modèle sous-estime significativement la forte
corrélation existant à 3-4 jours pour la composante . Nous avons par ailleurs trouvé que cette
forte corrélation se retrouve sur plusieurs bases de données, mais son interprétation physique
n’est pas claire. Enfin, comme dans le cas des modèles  homogènes, les durées de
persistance sont bien restituées.
 figure 2.27 :  Fonction d’autocorrélation de  (à gauche) et  (à droite).  données,  
modèle,  intervalle de fluctuation à 95%.
Les résultats obtenus avec l’algorithme  sont proches de ceux obtenus avec le modèle
, et les différentes caractéristiques choisies sont bien restituées, exceptée la fonc-
tion d’autocorrélation de la composante méridienne . Il semble donc qu’un modèle markovien
d’ordre 2 soit à même de reproduire les principales caractéristiques des données. On peut ce-
pendant noter que la qualité des simulations est très sensible aux choix des paramètres. De plus,
cette méthode a tendance à reproduire des séquences observées dans les données, notamment
dans les régions où il y a peu d’observations : ainsi, les tempêtes simulées sont généralement
similaires à celles observées. Ce problème est plus précisément discuté dans Monbet et al.
(2001, [87]). Même si cela semble difficile à quantifier, le modèle paramétrique parait plus
adapté pour générer des “nouveaux” événements.
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Conclusion
Finalement, l’algorithme  est l’algorithme le plus rapide et facile à mettre en oeuvre.
Cette méthode permet principalement de bien modéliser la loi marginale du processus et sa
structure du deuxième ordre. Cependant, il ne permet pas de reproduire certaines non-linéarités
qui peuvent être présentes dans les données, et celles-ci peuvent être importantes pour certaines
applications, notamment lorsque la manière dont se succède les événements (tempêtes, périodes
de calmes...) est importante. Il est alors préférable d’utiliser l’une des deux autres méthodes
(  ou ). En effet, les critères sélectionnés montrent que ces deux mé-
thodes permettent de mieux reproduire la chronologie des événements. 
2.c.2 Modélisation des composantes journalières
Dans ce paragraphe, nous décrivons plus brièvement un deuxième exemple d’utilisation des
modèles  pour les séries temporelles de vent. 
Description du modèle
Les résultats montrés aux paragraphes 2.b ont été obtenus à partir des données relatives aux
mois de janvier. Nous avons aussi testé les modèles  sur des données relatives aux
autres mois. Globalement, nous avons trouvé le même type de résultats pour les données relati-
ves aux mois d’hiver, d’automne et de printemps. 
Cependant, pour les mois d’été, le modèle sélectionné avec le critère  est le modèle avec
 régimes (cf tableau 2.18). Ceci semble peu compatible avec la climatologie de la ré-
gion, puisque en été principalement un régime climatologique est observé, à savoir le type de
temps «nord-ouest anticyclonique». Dans ce type de temps, l’anticyclone des Açores est situé
au nord de sa position moyenne et s’étend alors sur le golfe de Gascogne. L’intensité du vent
est relativement faible et évolue généralement lentement (faible volatilité). Les vents sont gé-
néralement de secteur nord-ouest (cf figure 2.28). 
 figure 2.28 :  Densité de la loi marginale du processus  au mois de juillet: l’intensité et 
la direction du vent ont été discrétisées (classes de  et  respectivement), la couleur 
de chaque secteur représentant le pourcentage d’observation correspondante.
De plus, les différents régimes du modèle identifié sont peu interprétables, avec des durées
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de persistance moyenne faibles (quelques heures) dans les différents régimes et les tests de com-
paraisons donnent des résultats nettement moins bons que ceux décrits au paragraphe 2.b.4. Ce
manque d’adéquation est dû à l’existence de composantes journalières : les différents régimes
identifiés permettent alors de décrire l’évolution du processus aux différents moments de la
journée.
Au paragraphe 2.a.1, nous avons décrit comment l’existence de ces composantes se traduit
sur les données, ainsi que la méthode généralement utilisée pour les modéliser. Dans ce para-
graphe, nous proposons une autre méthode. Pour cela, nous allons utiliser un modèle
 dans lequel la matrice de transition de la chaîne de Markov cachée dépend de
l’heure de la journée. Plus précisément, nous allons supposer que le processus  suit
un modèle  dans lequel
•  est une chaîne de Markov non-homogène, dont la matrice de transition  est une
fonction périodique de période un jour. En pratique, nous avons utilisé la paramétrisation
suivante:
  (2.13)
avec  une matrice stochastique,  des paramètres strictement posi-
tifs,  des paramètres dans  et  (de telle manière que la périodi-
cité de  soit de 1 jour).
• l’évolution du processus  dans chaque régime est décrit par un modèle  comme au
paragraphe 2.b.
Ce type de modèle a déjà été proposé pour décrire des processus non-stationnaires par Mac-
donald et al. (1997, [76]). Ils proposent d’utiliser un modèle  non-homogène à deux régi-
mes afin de décrire les composantes saisonnières et journalières de la direction du vent à
Koeberg (Afrique du Sud). On peut vérifier que la paramétrisation utilisée dans [76] pour la ma-
trice de transition  est un cas particulier de celle proposée ci-dessus lorsque .
Calibration
L’estimation des paramètres peut être effectuée en utilisant les mêmes algorithmes qu’au pa-
ragraphe 2.c.1. Le tableau 2.18 donne les valeurs du critère  pour le modèle  (ho-
mogène) et . On peut tout d’abord remarquer que les paramètres supplémentaires
introduits dans le modèle  sont largement justifiés au vu de ce critère. Le modèle
sélectionné avec ce critère est le modèle avec cinq régimes et une nouvelle fois, il s’agit du mo-
dèle donnant les meilleurs résultats en simulation. 
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Nous avons réalisé la même expérience en utilisant les données relatives aux mois de janvier.
On a trouvé que l’utilisation du modèle  n’est pas justifiée au vu du critère .
En fait, le modèle identifié ne détecte pas de composantes journalières significatives et le mo-
dèle obtenu est alors proche d’un modèle  (homogène), la matrice  étant quasi-
ment constante.
Interprétabilité du modèle
Les paramètres de ce modèle sont difficiles à interpréter, en partie à cause du nombre impor-
tant de paramètres. Dans le tableau 2.19, nous donnons les paramètres des modèles autorégres-
sifs servant à décrire l’évolution de l’intensité du vent dans les différents régimes. Ensuite, afin
de décrire de manière synthétique comment évolue la matrice de transition de la chaîne cachée
aux différents moments de la journée, nous avons calculé les lois stationnaires des chaînes de
Markov homogènes   : ces quantités sont notées . On peut aisément
vérifier que ces chaînes de Markov homogènes admettent comme matrice de transition les ma-
trices , ce qui permet le calcul des quantités  pour .
Les résultats sont donnés dans le tableau 2.20. Il reste cependant relativement difficile d’inter-
préter les différents régimes.
M 1 2 3 4 5 6
Homogène 10043 9816 9786 9781 9786 9797
Non homogène 10043 9631 9549 9451 9436 9521
Tableau 2.18 Critère BIC pour les modèles  et  (mois de juillet).
Régime 1 (s=1) 1.35 0.62 2.99
Régime 2 (s=2) 1.33 0.39 1.13
Régime 3 (s=3) 0.74 0.54 2.81
Régime 4 (s=4) 1.08 0.91 0.86
Régime 5 (s=5) 1.01 0.80 0.21
Tableau 2.19 Paramètres des modèles autorégressifs dans les différents régimes (modèle 
NHMS-AR avec , mois de juillet).
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.
Validation du modèle en simulation
Finalement, afin de valider ce modèle, nous avons vérifié le réalisme des séquences simulées.
Tout d’abord, sur la figure 2.29, nous avons tracé la fonction de répartition empirique de la loi
marginale de la série temporelle observée ainsi que la fonction de répartition théorique corres-
pondant aux modèle identifiés. On peut vérifier visuellement que la fonction de répartition ob-
servée est située dans l’intervalle de fluctuation à 95% obtenu pour le modèle, ce qui montre
que l’écart entre les deux fonctions de répartition n’est pas significatif (si on réalise un test avec
un risque de première espèce de 5%). Ensuite, afin de vérifier si ce modèle permet de restaurer
les composantes journalières, nous avons comparé la moyenne et l’écart type de la répartition
du vent aux différentes heures de la journée : les résultats obtenus sont donnés dans les tableaux
2.21 et 2.22 respectivement. On peut vérifier à nouveau que les valeurs observées sont situées
dans un intervalle de fluctuation à 95% calculé à partir du modèle, et donc que les différences
observées peuvent être expliquées par les erreurs d’échantillonnage. Finalement, nous avons
comparé les structures d’ordre 2 (cf figure 2.30 pour la fonction d’autocorrélation et le figure
2.31 pour le périodogramme) et les résultats obtenus sont aussi satisfaisants. 
.
 figure 2.29 :  Comparaison des fonctions de répartition de la loi marginale de  (modèle 
 avec , mois de juillet).  données,  modèle,  intervalle de fluc-
tuation à 95%.
00:00h 06:00h 12:00h 18:00h
s=1 0.130 0.100 0.111 0.477
s=2 0.006 0.014 0.418 0.126
s=3 0.265 0.119 0.007 0.210
s=4 0.252 0.295 0.365 0.187
s=5 0.347 0.472 0.099 8.80e-05
Tableau 2.20 Loi stationnaire de la chaîne de Markov  aux différents moments de la 
journée (modèle NHMS-AR avec , mois de juillet).
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 figure 2.30 :  Fonction d’autocorrélation. Le temps est exprimé en jours. La figure de droite 
représente la fonction d’autocorrélation sur les 4 premiers jours. Modèle NHMS-AR avec 
, mois de juillet,  données,  modèle,  intervalle de fluctuation à 95%.
0h 6h 12h 18h
Moyenne (séquences simulées) 5.02 4.87 4.26 4.98
Quantile empirique à 2.5% 4.84 4.67 4.06 4.77
Quantile à 97.5% 5.23 5.05 4.49 5.24
Moyenne (données) 5.03 4.85 4.29 4.93
Tableau 2.21 Moyenne de la loi marginale de l’intensité du vent aux différentes instants de la 
journée (modèle NHMS-AR avec , mois de juillet).
0h 6h 12h 18h
Ecart type (séquences simulées) 1.91 1.92 2.15 2.18
Quantile empirique à 2.5% 1.80 1.81 1.99 2.06
Quantile empirique à 97.5% 2.05 2.09 2.28 2.32
Ecart type (données) 1.94 1.93 2.26 2.14
Tableau 2.22 Ecart type de la distribution marginale de l’intensité du vent aux différentes 
instants de la journée (modèle NHMS-AR avec , mois de juillet).
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 figure 2.31 :  Périodogramme. Le temps est exprimé en . La figure de droite représente 
la fonction d’autocorrélation sur les 4 premiers jours. Modèle NHMS-AR avec , mois 
de juillet,  données,  modèle,  intervalle de fluctuation à 95%.
Conclusion
Le modèle présenté ci-dessus permet donc de modéliser correctement, au vu des critères con-
sidérés, les composantes journalières qui sont présentes dans les séries temporelles de vent. Par
contre, alors que les modèles identifiés dans les paragraphes 2.b et 2.c.1 sont largement inter-
prétables, nous n’avons pas trouvé de signification météorologique simple pour les différents
régimes de ce modèle. Il est aussi intéressant de noter que le critère  permet une nouvelle
fois de sélectionner un “bon modèle”, c’est à dire un modèle permettant de simuler des séquen-
ces réalistes. Les expériences effectuées montrent que les autres modèles donnent des résultats
nettement moins satisfaisants.
Nous avons donc présenté deux exemples d’application des modèles  aux séries
temporelles de vent. Dans le premier exemple, la variable cachée permet de modéliser la rela-
tion entre deux processus (l’intensité et la direction du vent), alors que dans le deuxième exem-
ple elle sert à modéliser des composantes non-stationnaires. D’autres applications pourraient
être envisagées. Par exemple, on pourrait utiliser ce type de modèle pour décrire les composan-
tes saisonnières, en supposant que la matrice de transition de la variable cachée est une fonction
périodique de période un an, ou faire dépendre la matrice de transition de plusieurs facteurs si-
multanément, tels que la direction du vent et l’heure de la journée par exemple.
Ce type de modèle semble donc être un outil efficace permettant de décrire des phénomènes
sujets à des changements de régimes, ceux-ci étant liés à une variable explicative. Les propriétés
théoriques de ces modèles, non étudiées au cours de cette thèse, pourront faire l’objet d’études
ultérieures. 
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3. Modèle spatio-temporel
Dans le chapitre précédent, nous nous sommes uniquement intéressés à la modélisation des
séries temporelles d’état de mer en un point fixe. Cependant, lorsque l’on veut prévoir l’évolu-
tion de certains phénomènes, tel que la propagation d’une nappe de polluant par exemple, il est
nécessaire de connaître les paramètres d’état de mer en plusieurs points simultanément. Il peut
alors être intéressant de disposer d’un modèle spatio-temporel permettant de décrire l’évolution
des champs de vent. Pour cela nous proposons, une nouvelle fois, d’utiliser un modèle
. Ce choix est justifié dans le paragraphe 3.a.
Dans le modèle proposé, la variable cachée est introduite pour décrire le déplacement des
structures météorologiques. En pratique, cette variable va prendre un nombre important de va-
leurs (de l’ordre de quelques centaines). De plus, le processus observé, à savoir le champ de
vent, est un processus multivarié dont le nombre de composantes peut aussi être important, se-
lon la zone d’étude choisie. Afin d’obtenir un modèle avec un nombre raisonnable de paramè-
tres, il est alors nécessaire d’utiliser des formes paramétriques parcimonieuses pour décrire
l’évolution de la chaîne de Markov cachée ainsi que celle du processus observé dans les diffé-
rents régimes. La paramétrisation choisie est plus précisément décrite au paragraphe 3.b.
Enfin, au paragraphe 3.c, nous validons le modèle obtenu de deux manières différentes. Nous
montrons tout d’abord qu’il améliore nettement les résultats obtenus avec les modèles autoré-
gressifs linéaires en prédiction à court terme, puis nous vérifions sa capacité à simuler des
champs de vents réalistes en utilisant la méthode décrite au paragraphe 1.e.2.
3.a Introduction
Alors que de nombreux auteurs se sont intéressés à la modélisation des séries temporelles de
paramètre d’états de mer en un point fixe, la modélisation de l’évolution spatio-temporelle de
ces paramètres a été peu abordée. Les modèles proposés dans la littérature peuvent être regrou-
pés en deux grandes catégories:
• les approches “lagrangiennes”, dans laquelle on va suivre le déplacement des entités
météorologiques (tempêtes, zones de calmes...). Chaque entité est alors vue comme un évé-
nement dont il faut modéliser l’évolution dans l’espace et le temps. 
• les approches “eulériennes”, dans laquelle on cherche à modéliser directement l’évolution
du processus en un ensemble de points fixés.
Nous avons choisi d’utiliser une approche eulérienne. Avant de nous focaliser sur cette appro-
che, nous justifions brièvement ce choix au paragraphe 3.a.1.
Ensuite, au paragraphe 3.a.2, nous décrivons plus précisément la zone d’étude : nous avons
choisi un domaine situé dans le golfe de Gascogne et pour lequel nous disposons des données
en 35 points distincts. Le champ de vent sur ce domaine, à un instant donné, est alors décrit par
un vecteur de taille 70, les conditions de vent en chaque point étant décrites par un vecteur bi-
varié.
L’approche eulérienne “classique” consiste à ajuster un modèle autorégressif linéaire à ce
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processus multivarié. Généralement, une analyse en composantes principales est effectuée au
préalable, ce qui permet de réduire le nombre de composantes du processus initial et donc le
nombre de paramètres du modèle. Nous mettons en évidence, au paragraphe 3.a.3, deux incon-
vénients de ce type de modèle, à savoir le manque d’interprétabilité des paramètres et son inca-
pacité à reproduire le déplacement des structures météorologiques. Nous proposons alors
d’utiliser un modèle  avec innovations gaussiennes dans lequel la variable cachée re-
présente le déplacement des masses d’air.
3.a.1 Approches lagrangiennes
Les approches lagrangiennes ont été utilisées pour simuler différents types de phénomènes
météorologiques. Ainsi, Casson et al. (1998, [30]) s’intéressent aux champs de vent dans les cy-
clones tropicaux, Boukhanovsky et al. (2003, [22]) à la hauteur significative dans les tempêtes
en mer de Barens et dans [96] ce sont les champs de vent dans les tempêtes en Mer du Nord qui
sont considérés. Ce type d’approche a aussi été utilisé pour simuler les précipitations dans les
cellules pluvieuses (Willems (2001), [122]).
Afin de mettre en oeuvre ce type de méthode, il faut tout d’abord définir les structures mé-
téorologiques d’intérêt. Usuellement, en météorologie, les structures sont définies à partir des
champs de pression. On distingue généralement six types de structures météorologiques (cf
Mayencon (1982), [80]): 
• les anticyclones: zones de hautes pressions, généralement de grande taille et pouvant sta-
tionner au même endroit pendant plusieurs jours. Le vent tourne autour du centre dans le
sens des aiguilles d’une montre dans l’hémisphère nord.
• les dépressions: zones de basses pressions. On distingue généralement deux types de
dépressions, à savoir les perturbations qui sont des minima dépressionnaires de petite taille
et mobiles (elles peuvent se déplacer à une vitesse pouvant atteindre ) et les vas-
tes zones dépressionnaires dont la position est approximativement stationnaire. Dans ces
structures le vent tourne autour du centre dans le sens contraire des aiguilles d’une montre
dans l’hémisphère nord.
• les cols: zone séparant deux dépressions, associés généralement à des vents faibles.
• les talwegs: excroissance d’une dépression, les isobares s’emboîtent les uns dans les autres
en forme de V. Généralement, le champ de vent est discontinu au voisinage de ces talwegs
(intensité et direction). Ils sont généralement associés aux fronts dans les dépressions.
• les dorsales: excroissance d’un anticyclone, les isobares s’emboîtent les uns dans les autres
en forme de U. Les vents y sont généralement faibles.
• les marais barométriques: région où les isobares sont espacés et désorganisés. Elles sont
généralement associées à des vents faibles et de direction variable.
La figure 3.1 représente un exemple de carte isobarique sur laquelle ces différentes structures
sont présentes. 
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 figure 3.1 :  Exemple de situation météorologique où les principales structures météorologi-
ques sont présentes. Les lignes noires représentent les isobares (lignes de niveau du champ de 
pression).
Dans les différents articles mentionnés ci-dessus, seules les dépressions sont considérées.
Ceci permet, par exemple, de calculer des périodes de retour pour les vents extrêmes puisque
les vents les plus forts sont observés dans ce type de structure météorologique. Cependant, pour
certaines applications, les vents de faible ou moyenne intensité sont également importants et il
faudrait alors considérer les autres types de structures.
Il faut ensuite trouver une méthode permettant de détecter ces structures dans la base de don-
nées disponible. Dans [30] et [96] les tempêtes sont identifiées à la main par un météorologue.
Celui-ci fournit alors une nouvelle base de données dans laquelle sont répertoriées les différen-
tes tempêtes ainsi que leurs évolutions au cours du temps. Nous avons cherché à automatiser
cette phase d’identification. Dans [22] une tempête est définie comme un ensemble de points
pour lequel la hauteur significative des vagues dépasse un seuil donné. Ce type de définition ne
convient pas pour les données de vent puisque la répartition de l’intensité du vent dans une per-
turbation est généralement complexe, avec, par exemple, des vents faibles près du centre (cf fi-
gure 3.2).
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 figure 3.2 :  Situation du 4 Janvier 1998 à midi. Une dépression est centrée approximativement 
sur le point de coordonnée 25°O 48°N.
Il faut alors utiliser des méthodes plus sophistiquées. Nous avons testé les techniques de dé-
tection automatique de points singuliers dans les champs de vecteur développées par Corpetti
(2002, [34]) sur les champs de vent ECMWF. Des exemples de résultats peuvent être trouvés
dans [34] (page 188). Cette méthode semble fonctionner correctement et le centre des principa-
les structures est généralement bien identifié. Il reste cependant plusieurs problèmes à régler.
Ainsi, cette méthode a tendance à détecter un grand nombre de structures, certaines sans inter-
prétation météorologique claire, et il faudrait trouver un moyen permettant de sélectionner uni-
quement celles qui sont “intéressantes”. Par ailleurs, cette méthode ne permet pas de suivre les
structures entre 2 instants successifs.
Une fois les structures d’intérêt identifiées, la deuxième étape consiste à trouver un modèle
paramétrique permettant de décrire leur apparition dans le domaine d’étude puis leur évolution
spatio-temporelle. Pour cela, une étape préliminaire consiste à trouver des formes paramétri-
ques simples permettant de décrire de manière réaliste la répartition des champs de vent dans
les structures météorologiques considérées. La méthode la plus usuelle consiste à paramétrer les
champs de pressions puis à utiliser ensuite la formule du “vent géostrophique” (3.1) afin de cal-
culer les champs de vents correspondants:
  (3.1)
avec  le vecteur vent,  le champ de pressions,  la masse spécifique de l’air,  le paramètre
de Coriolis et  le vecteur unitaire vertical. Avec cette formule le vent obtenu est donc de di-
rection orthogonale au gradient de pression et d’intensité proportionnelle à ce gradient. Cette
formule est approximative mais donne tout de même une bonne idée de la forme des champs de
vent dans les structures (cf Mayencon (1982, [80])). Dans Breckling (1989) ([25]), les champs
de pression sont choisis de la forme suivante:
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avec  les positions des centres des  structures météorologiques influant sur la pres-
sion au point ,  la pression atmosphérique normale et  des paramètres qui dé-
pendent de la masse d’air. En pratique,  représente la distance jusqu’à laquelle la structure 
a une influence et les valeurs suivantes sont choisies dans [25]:  si la  structure
est un anticyclone et  si la  structure est une dépression. Des paramétrisations
basées sur le même principe peuvent être trouvées dans Casson et al. (1998, [30]) pour les cy-
clones tropicaux. Malheureusement, ces modèles semblent largement trop simples pour décrire
de manière réaliste les perturbations de l’Atlantique Nord. En effet, la forme des champs de vent
dans ces perturbations est généralement complexe comme on peut le voir sur l’exemple de la
figure 3.2 (fortes dissymétries, présence de discontinuités dues aux fronts...). 
Dans [96], différents types d’analyses en composantes principales sont testés afin de décrire
la forme des champs de vent dans les perturbations. Cependant, cette méthode ne permet pas
d’obtenir des paramétrisations parcimonieuses, le nombre de composantes principales à retenir
pour obtenir une description suffisamment fine des champs de vent dans les perturbations étant
relativement important. Finalement, il semble donc difficile de trouver des modèles paramétri-
ques simples permettant de décrire ces structures. Ceci provient de la complexité et de la forte
variabilité de la forme des champs de vent dans ce type de structures.
Il semble donc difficile de trouver un modèle paramétrique permettant de décrire le passage
des dépressions dans le golfe de Gascogne. De plus, un tel modèle ne serait pas totalement sa-
tisfaisant pour les applications envisagées, puisqu’il ne permettrait pas de décrire, par exemple
les périodes de calme, et plus généralement ne semble pas adapter pour simuler les champs de
vent sur une grille spatio-temporelle fixe. Dans la suite, nous avons donc choisi d’utiliser une
approche eulérienne.
3.a.2 Zone d’étude et notations
 Dans cette thèse, nous avons choisi de nous intéresser à une zone comprise entre les latitudes
45°N et 50°N et les longitudes 23°O et 31°O, soit une zone d’environ 600km par 600km. Ce
choix est arbitraire puisque nous disposons des données sur tout le globe (cf annexe A). En fait,
nous avons choisi cette zone d’une taille “raisonnable” au vu des applications envisagées et de
l’échelle des phénomènes météorologiques considérés et relativement éloignée de la côte afin
d’éviter les problèmes liés à la déformation des champs de vent au-dessus de la terre.
La zone considérée contient  points de la grille du modèle ECMWF.
 désignera l’ensemble de ces points. Nous noterons  les coordonnées
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du point .  désignera l’ensemble des points de la grille ECMWF compris entre les latitudes
 et  et les longitudes  et  (cf figure 3.3).
 figure 3.3 :  Grille du modèle . La zone d’étude choisie  est l’ensemble des points 
situés à l’intérieur du rectangle rouge.
Plus généralement, si  un ensemble de points quelconque de la grille ECM-
WF, nous utiliserons l’ordre suivant pour numéroter les sites : si  représente les coordon-
nées du point , alors  si  ou  et . Avec cette numérotation, le point
 est donc situé au sud-ouest de la zone ,  est au nord-ouest,  au sud-est...Si ,
nous noterons  la variable aléatoire  où
 et  désignent respectivement les composantes zonale et méridienne du vent au
point  et à la date . Nous noterons aussi  et
. Enfin, nous noterons .
3.a.3 Approches eulériennes
L’objectif est donc de trouver un modèle stochastique décrivant l’évolution du processus
, qui est à valeurs dans . Comme au chapitre précédent, nous supposerons que ce pro-
cessus est stationnaire mois par mois et nous allons nous intéresser uniquement au mois de Jan-
vier. Nous supposerons que les 10 mois de Janvier disponibles dans la base de données ECMWF
sont des réalisations indépendantes d’un même processus stationnaire. Sur la figure 3.4, la
moyenne empirique du processus  est représentée. Les différences observées entre les
différents sites sont dues à la position moyenne des grands centres d’action qui influencent la
climatologie de la région à cette époque de l’année. Au sud de la zone, on a généralement des
conditions anticycloniques associées à l’anticyclone des Açores: les vents sont généralement
faibles et enroulés dans le sens des aiguilles d’une montre. Par contre, au nord de la zone, on a
généralement une vaste zone dépressionnaire et donc des vents généralement plus forts. En ce
qui concerne la zone d’étude  (entourée par un rectangle sue la figure 3.4) la moyenne semble
relativement homogène. 
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 figure 3.4 :  Moyenne empirique du champ  (mois de janvier). Les points correspon-
dants à la zone d’étude  sont ceux à l’intérieur du rectangle.
D’après l’hypothèse de stationnarité temporelle, la structure d’ordre 2 du processus  est
caractérisée par sa fonction d’autocovariance  définie, pour , par
   (3.2)
Ces matrices ont la structure par bloc suivante :
avec ,  et
. Pour , nous noterons  la fonction d’autocorréla-
tion. Celle-ci est définie, pour , par  avec
  pour 
Sur la figure 3.5, les estimations usuelles  et  de  et  respectivement sont
représentées. On retrouve tout d’abord sur ces figures la structure par bloc mentionnée ci-des-
sus. On peut aussi remarquer que les valeurs correspondant aux points situés au nord-ouest de
la zone semblent significativement plus fortes que celles correspondant à ceux situés au sud-est,
et il semble donc abusif de supposer que le processus est spatialement stationnaire.
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 figure 3.5 :  Matrice  et .
Sur la matrice , les plus fortes valeurs sont observées sur la diagonale de la matrice, et
la corrélation entre les différents points décroît ensuite logiquement avec la distance entre ces
points. On peut cependant remarquer que la corrélation entre les points, même éloignés les uns
des autres, reste relativement forte. On s’attend alors à ce qu’une analyse en composantes prin-
cipales (ACP) permette de réduire efficacement la dimension de l’espace des observations. Les
vecteurs principaux de l’ACP vont alors correspondre aux vecteurs propres de la matrice .
En météorologie, ces vecteurs sont généralement appelés “Empirical Orthogonal Functions”
(EOF). Sur les données ci-dessus, les 5 premiers axes principaux expliquent environ 95% de la
variance totale (cf tableau 3.1). L’ACP permet donc de réduire efficacement la dimension de
l’espace des observations puisqu’on peut alors décrire approximativement les champs de vent à
une date donnée par les composantes principales associées aux quelques axes principaux les
plus significatifs. Une approche naturelle, pour modéliser l’évolution spatio-temporelle des
champs de vent, consiste alors à ajuster un modèle à la série temporelle correspondant aux com-
posantes principales sélectionnées. Ainsi, dans Boukhanovsky et al. (2003, [21]), un modèle
autorégressif linéaire multivarié avec innovations gaussiennes est utilisé.
Nombre de composantes 1 2 3 4 5
Pourc. de var. expliquée 43 40 7 3 3
Pourc. cumulé de var. expliquée 43 83 90 93 96
Tableau 3.1 Pourcentage de variance expliquée par les 5 premières composantes principales.
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 figure 3.6 :  Les 4 premiers axes principaux de l’ACP. Le premier est représenté en haut à gau-
che, le deuxième en haut à droite...
Sur la figure 3.6, nous avons représenté les quatre premiers axes principaux. L’interprétation
physique de ces axes n’est pas claire. Ainsi, par exemple, lorsqu’une perturbation passe à proxi-
mité de la zone , les champs de vent sont généralement complexes et la manière dont évolue
les composantes principales est alors difficile à interpréter. Différentes variantes de l’ACP tra-
ditionnelle ont été proposées afin de renforcer l’interprétabilité de la décomposition (cf Jolliffe
et al. (2002), [66]). Certaines de ces méthodes ont été testées sans succès sur nos données et il
nous a alors semblé préférable de chercher à modéliser directement l’évolution du processus
.
Nous avons déjà mentionné que les structures météorologiques, et notamment les perturba-
tions, peuvent se déplacer entre deux instants successifs. Ceci peut se voir de différentes maniè-
res sur nos données. Ainsi, la matrice  (cf figure 3.5) est nettement dissymétrique avec des
valeurs plus élevées au dessus de la diagonale. Ceci est dû au fait que les structures météorolo-
giques se déplacent généralement de l’ouest vers l’est. Ce comportement est aussi illustré par
l’exemple de la figure 3.7.
 
 figure 3.7 :  Situation du 4 Janvier 1998: la dépression située sur la zone  (points en rouge) 
à 12 heure se retrouve, légèrement déformée, sur une zone située plus à l’est à 18 heure.
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Afin de modéliser l’évolution du processus  nous avons alors choisi d’introduire ce dé-
placement sous la forme d’une variable cachée. Plus précisément, nous proposons d’utiliser un
modèle  avec innovations gaussiennes, c’est à dire de la forme:
   (3.3)
avec ,  et  pour ,  un
bruit blanc gaussien et  une chaîne de Markov homogène qui représente le déplacement entre
les instants  et  de la structure météorologique présente sur la zone  à l’instant .
Nous supposerons par ailleurs que le processus non observé, , est à valeurs dans un sous
ensemble fini  de  correspondant à des déplacements sur la grille ECMWF
avec une vitesse inférieure à  (cf Mayencon (1982, [80]), p 77).
Le cardinal de  est relativement important (de l’ordre de 300) et le processus observé est à
valeurs dans . Afin d’obtenir un modèle parcimonieux, il faut alors trouver des formes pa-
ramétriques simples pour décrire l’évolution du processus observé dans les différents régimes
ainsi que celle de la variable cachée. C’est l’objet du paragraphe suivant.
3.b Paramétrisation du modèle
Pour paramétrer efficacement l’évolution du processus observé dans les différents régimes,
il faut avoir une idée de la manière dont évoluent les champs de vent conditionnellement au dé-
placement des masses d’air. Pour cela, nous avons estimé ces déplacements, en utilisant le fait
que nous connaissons les champs de vent sur une zone plus large que . La technique utilisée
est plus précisément décrite au paragraphe 3.b.1. 
Ensuite, au paragraphe 3.b.2, nous nous servons de ces valeurs estimées afin de choisir des
formes paramétriques parcimonieuses pour les matrices ,  et  ainsi que pour le
noyau de transition de la variable non observée. Ces valeurs sont aussi utilisées afin d’obtenir
une première estimation des paramètres du modèle. Dans un deuxième temps, ces paramètres
sont réestimés via l’algorithme EM. Cette étape est plus précisément décrite au paragraphe
3.b.3.
3.b.1 Calcul du déplacement des masses d’air
Dans ce paragraphe nous décrivons une méthode permettant de calculer une suite
 d’éléments de  qui représente approximativement le déplacement des champs
de vent entre deux instants successifs. 
Par définition de , le champ de vent observé sur la zone  à l’instant  doit alors être
proche du champ observé sur la zone  à l’instant , c’est à dire qu’on doit avoir
. Il semble alors naturel de prendre : 
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 Cependant, lorsque l’on choisit  de cette manière on obtient à certaines dates des
valeurs physiquement irréalistes. Par exemple, lorsque les champs de vents sont homogènes ou
complexes, la fonction  peut posséder plusieurs minima locaux et
le minimum absolu ne correspond pas forcément à un déplacement réaliste. En particulier, la
séquence  obtenue avec cette méthode présente de nombreuses “ruptures” (cf fi-
gure 3.8) alors qu’on s’attend à ce que le processus  évolue lentement. 
Afin de filtrer ces valeurs aberrantes, nous avons alors calculé
  (3.5)
avec
  (3.6)
Le paramètre  est un paramètre de lissage temporel : lorsque , le premier terme
de l’équation (3.6) disparaît et on obtient alors la suite  définie par l’équation (3.4),
et lorsque , ce terme devient infini et la séquence  devient constante. 
En pratique, la maximisation de la fonction  peut être effectuée rapidement en utilisant l’al-
gorithme de Viterbi. En effet, la forme de la fonction à maximiser est similaire à celle de la vrai-
semblance complète d’une chaîne de Markov cachée, à savoir : 
Nous avons choisi empiriquement  et . Un exemple de séquence 
obtenue avec ces paramètres est représentée sur la figure 3.8. Sur cette figure, la séquence ob-
tenue avec l’équation (3.4) est aussi représentée. 
 figure 3.8 :  Séquences  obtenues avec les méthode décrites par l’équation (3.4) (trait fin) et 
l’équation (3.5) (trait épais). La figure du haut représente la composante zonale et la figure du 
bas la composante méridienne. Mois de Janvier 1992.
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Afin de valider cette méthode, nous avons vérifié visuellement le réalisme physique de la sé-
quence construite, et les résultats semblent globalement bons. Un exemple est donné sur la fi-
gure 3.9.
 figure 3.9 :  Situation du 4 Janvier 1998 (suite): le champ en rouge correspond à la situation 
à 18 heure, le vecteur bleu représente le vecteur de translation calculé  et le champ en noir la 
situation observée à 12 heure sur la zone  (points en bleu).
La densité empirique de la séquence  (cf figure 3.10) montre que les déplacements ont gé-
néralement lieu de l’ouest-sud-ouest vers l’est-nord-est, ce qui est conforme à la climatologie
de la région. Comme aucun déplacement important vers l’est, le nord et le sud n’a été observé,
le domaine  a été réduit afin de limiter les temps de calculs dans la suite. Le domaine retenu
est montré sur la figure 3.10 : cet ensemble est de cardinal 147.
.
 figure 3.10 :  Densité empirique de .
Comme nous l’avons déjà mentionné dans l’introduction de ce paragraphe, nous allons prin-
cipalement nous servir de cette séquence afin d’inférer la manière dont évoluent les champs de
vent sur la zone  conditionnellement aux déplacements des structures météorologiques. Pour
cela nous allons estimer différentes caractéristiques de la loi conditionnelle .
Ainsi, sur la figure 3.11, nous avons représenté un estimateur de la moyenne conditionnelle de
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 sachant  pour différentes valeurs de . Pour cela, nous avons utilisé l’estimateur:
avec  le plus petit réel positif  tel que  et  un entier
positif fixé (dans la suite ).
 
 figure 3.11 :  Champs de vents moyens pour  et .
La figure 3.11 permet de mettre en évidence que les valeurs prises par  sont fortement liées
à la position des grands centre d’action qui régissent la météorologie de l’Atlantique Nord-Est.
Ainsi lorsque  (déplacement nul) la moyenne conditionnelle correspond à une situa-
tion où les vents sont généralement faibles et de secteur sud-sud-est sur la zone , un anticy-
clone étant positionné au centre de la zone  comme le montre l’enroulement des champs de
vent dans le sens des aiguilles d’une montre. Pour  (déplacement important vers
l’est), les vents sont généralement assez forts, de secteur ouest-sud-ouest, et correspondent à une
situation où une vaste zone dépressionnaire est située sur le nord de la zone .
Finalement, la méthode décrite ci-dessus permet de calculer rapidement une première esti-
mation du déplacement des masses d’air et les vecteurs obtenus semblent généralement réalis-
tes. Ces valeurs vont nous servir à inférer des formes paramétriques simples pour les matrices
,  et  qui servent à décrire l’évolution du processus observé dans les différents ré-
gimes, puis à obtenir une première estimation des différents paramètres introduits. Dans un
deuxième temps, les valeurs prises par le processus “déplacement des masses d’air” seront à
nouveau supposées non-observées et les différents paramètres du modèle seront réestimés par
maximum de vraisemblance. Il semble donc “inutile” de développer des algorithmes plus so-
phistiqués pour calculer ces vecteurs de déplacement. Notons enfin qu’une autre méthode, basée
sur des techniques de déformation d’images, est proposée dans Aberg (2002, [1]).
3.b.2 Paramétrisation des modèles autorégressifs dans les différents régimes
Nous cherchons à écrire un modèle de la forme (3.3) pour modéliser l’évolution des champs
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de vent conditionnellement au déplacement des masses d’air. Afin de limiter le nombre de pa-
ramètres du modèle, nous proposons dans ce paragraphe des formes paramétriques simples pour
,  et  (avec ) et le noyau de transition de la chaîne cachée. Les différents
choix effectués sont motivés, et en particulier nous mentionnons les hypothèses qui nous sem-
blent les plus restrictives. 
Paramétrisation de A
(s)
Par définition du processus , on sait que si  alors . On va
alors choisir  comme une matrice permettant d’extrapoler le champ de vent sur la zone 
à partir de la connaissance du champ sur la zone .
Notons  la déformation du champ de vent entre les instants
 et . On va supposer que  est indépendant de  et noter . En s’inspirant
de l’estimateur des moindres carrés pour les modèles de régressions linéaires, on va choisir les
matrices  de la manière suivante, pour  :
  (3.7)
En pratique, les différentes matrices de covariance intervenant dans l’équation ci-dessus peu-
vent être estimées en utilisant l’hypothèse de stationnarité temporelle des champs de vent ainsi
que les séquences  calculées au paragraphe précédent. On obtient ainsi des estimations des
matrices , et dans la suite de ce chapitre, nous allons supposer que les matrices  sont
fixées, égales à ces valeurs. L’estimateur  de la matrice  est montré sur la figure 3.12.
 figure 3.12 :  Matrice de covariance empirique .
Un exemple de champ prédit avec cette méthode est donné sur la figure 3.13. Nous avons
tracé le même type de figures pour différentes dates, et nous avons ainsi pu vérifier visuellement
que la méthode d’extrapolation linéaire décrite ci-dessus permet généralement de prédire la for-
me générale du champ de vent sur la zone . Diverses méthodes d’extrapolation non-linéaires
ont aussi été essayées. Celles-ci n’ont pas apporté d’améliorations notables sur la qualité de la
prédiction. De plus, l’utilisation de ces méthodes aboutirait à un modèle  au lieu
d’un modèle  et ces modèles sont plus difficiles à manipuler en pratique.
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 figure 3.13 :  A gauche: champ à l’instant  sur la zone  (en couleurs), le champ  
(en noir) est dessiné sur la zone translaté , le champ extrapolé  est re-
présenté en bleu sur la zone .
Nous avons vu, au chapitre 1, que la stabilité du modèle  défini par l’équation
(3.3) dépend des matrices  et de la manière dont évolue la chaîne . Avec le choix fait
ci-dessus, on peut vérifier numériquement que  pour  et  la norme matricielle
associée à la norme euclidienne. On en déduit en particulier que le critère (A1) de la proposition
1.1 est vérifié. Par contre, si nous choisissons  dans l’équation (3.7), le rayon spectral
des matrices  peut être supérieur ou égal à 1, notamment lorsque l’intersection des zones
 et  est non vide. En effet, il existe alors  tel que  et on
peut vérifier alors que les vecteurs de  dont toutes les composantes sont nulles sauf la i
ème
sont des vecteurs propres associés à la valeur propre 1. Les simulations numériques effectuées
montrent que les modèles  correspondants sont instables. 
Le choix fait ci-dessus suppose implicitement que les matrices de covariance
 et  sont indépendantes de . Cette
hypothèse est sans doute abusive. En effet, en utilisant les déplacements calculés au paragraphe
3.b, on peut estimer ces matrices de covariances conditionnelles. Ces estimations montrent qu’il
existe une relation entre la matrice de covariance de la déformation des structures. Ainsi, dans
les conditions dépressionnaires, qui correspondent à des déplacements importants des masses
d’air vers l’est, les déformations sont généralement plus importantes que lorsque les conditions
sont anticycloniques. Cependant, ces relations semblent difficiles à modéliser et les tests effec-
tués n’ont pas permis d’apporter d’améliorations notables à la qualité de la prédiction. 
Une extension naturelle de ce modèle est présentée dans Ailliot et al. (2003, [4]). Ce modèle est
plus précisément décrit ci-dessous. Notons
  
le champ obtenu par extrapolation linéaire comme décrit ci-dessus, c’est à dire
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 avec  la matrice définie par l’équation (3.7). Dans [4] la matrice 
est choisie de telle manière que 
 avec, pour  :
 
où  et  représentent des matrices de paramètres. Dans ce mo-
dèle, les matrices  sont obtenues comme combinaison linéaire de 2 matrices, la première
d’entre elles permettant d’extrapoler le champ sur la zone  à partir de la connaissance du
champ sur la zone  et donc de modéliser le déplacement des structures météorologiques
et la deuxième décrivant l’évolution résiduelle du processus en chaque point via un modèle
autorégressif bivarié. Ce type de modèle, dans le cas des champs scalaires et lorsqu’il n’y a pas
de changements de régimes, est proposé dans Cressie (1993, [35]) (modèle STAR). Lorsque
 pour , nous retrouvons les matrices  définies par (3.7). Nous
avons trouvé que l’utilisation de ce type de modèle n’est pas justifiée pour nos données, l’intro-
duction des nouveaux paramètres ne permettant pas de diminuer significativement l’erreur de
prédiction. 
Paramétrisation de B
(s)
Le choix de  doit permettre notamment de modéliser le fait que la moyenne de la loi sta-
tionnaire du régime , définie par , dépend fortement de  (cf figure
3.11).  s’écrit sous la forme  où
 et  désignent respectivement la moyenne de la composante zonale et de la com-
posante méridienne au point . Nous allons supposer que  et 
pour , c’est à dire que la moyenne de la loi stationnaire est identique en tous les
points de . Cette hypothèse est sans doute contraignante puisque, par exemple, on s’attend à
ce que la moyenne soit plus forte aux points situés au nord de la zone dans les conditions dé-
pressionnaires. Cependant, ceci semble difficile à décrire avec un modèle paramétrique simple.
Si on suppose que les estimateurs des moyennes conditionnelles  donnés au pa-
ragraphe 3.b fournissent une estimation raisonnable de , on peut en déduire une estimation
 de  en moyennant les valeurs obtenues pour les différents points de
. On obtient ainsi un champ de vecteur  qui est représenté sur la figure 3.14. On re-
trouve, en particulier, que le vent moyen dans un système météorologique est lié à sa direction
de propagation. Par exemple, dans les systèmes se déplaçant vers l’est les vents soufflent géné-
ralement dans la même direction, et plus la vitesse de déplacement est grande plus les vents
moyens sont forts.
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 figure 3.14 :  champs de vecteurs  (à gauche) et  (à droite).
Afin de modéliser ce champ de vecteurs en utilisant un nombre restreint de paramètres, nous
allons faire l’hypothèse supplémentaire que pour :
  (3.8)
avec  et  des matrices de paramètres. Nous avons obtenu une premiè-
re estimation de ces matrices, notées  et , en utilisant les estimateurs des moindres carrés.
Sur la figure 3.14., nous avons représenté les champs de vecteur  et . La
comparaison de ces champs de vecteur montre que l’hypothèse (3.8) est sans doute simplifica-
trice mais permet tout de même de modéliser le comportement général de .
Choix de Σ(s)
Il reste à modéliser les matrices de covariances des résidus. Notons que ce terme est impor-
tant, puisqu’il permet modéliser la partie du champ de vent non prédite par le champ de vent à
l’instant précédent et va donc permettre de modéliser, entre autres, l’arrivée de nouveaux “évé-
nements” (perturbations par exemple) et la déformation des structures entre deux instants suc-
cessifs. Ce terme va donc avoir une influence sur le réalisme des séquences simulées avec le
modèle. 
A partir des séquences  calculées au paragraphe 3.b et des estimateurs de  et  décrits
aux deux paragraphes précédents, nous avons calculé des estimations  de
  pour 
La figure 3.15 montre la matrice  obtenue pour . A première vue, la structure de
cette matrice semble complexe. Nous allons nous intéresser dans un premier temps uniquement
à la diagonale de cette matrice. 
Sur la figure 3.15, nous avons représenté la variance empirique de l’erreur de prédiction pour
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la composante méridienne aux différents points du domaine , c’est à dire la fonction
. Cette figure montre que les erreurs les plus importantes sont commises sur les
points situés à l’ouest de la zone, et donc les plus éloignés de la zone , et les erreurs les
plus faibles sont commises pour les points appartenant à . 
En fait, cette erreur est due principalement à deux facteurs, à savoir l’erreur d’extrapolation et
la déformation des structures entre deux instants successifs. Or, l’erreur d’extrapolation a ten-
dance à augmenter avec la distance entre le point où on veut faire la prédiction et la zone sur
laquelle on dispose de l’information.
 figure 3.15 :  Matrice de covariance empirique  pour , et répartition spatiale 
de l’erreur sur la composante méridienne .
Ce comportement est plus précisément mis en valeur sur la figure 3.16 où est représentée l’évo-
lution de l’erreur  en fonction de la distance entre le point  et la zone translatée
. Afin de modéliser les coefficients diagonaux de la matrice , nous avons alors fait
les hypothèses suivantes:
  (3.9)
avec  et  des fonctions à valeurs positives définies sur  et  la distance euclidienne sur
. L’équation (3.9) signifie que l’erreur commise en un point  dépend uniquement de
la distance entre ce point et la zone “translatée” . 
Des estimations empiriques  et  de  et  respectivement peuvent être obtenues à partir
des matrices  et . Celles-ci sont représentées sur la figure . 
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 figure 3.16 :  Evolution de l’erreur  en fonction de la distance  (en km) 
entre le point  et la zone .
En s’inspirant des modèles couramment utilisés pour modéliser les variogrammes (cf Cressie
(1993, [35])), nous avons testé différentes formes paramétriques pour les fonctions  et  et
finalement, nous avons retenu le modèle exponentiel, à savoir 
avec ,  et  des paramètres (et de même pour ). Nous avons obtenu une
première estimation de ces paramètres en ajustant les formes paramétriques aux estimations em-
piriques  et  par la méthode des moindres carrés. Les résultats obtenus sont représentés sur
la figure .
 figure 3.17 :  Estimations  et  (en bleu) et ajustement du modèle exponentiel (en rouge).
Il reste ensuite à modéliser les matrices de corrélation  associées à la matrice de cova-
riance , c’est à dire définie par  pour  et
. Notons que ces matrices admettent la même structure par bloc que les ma-
trices de covariance , et s’écrivent donc sous la forme 
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Un exemple de matrice de corrélation empirique est donné à la figure 3.18. Nous allons sup-
poser que 
  (3.10)
avec  et  des fonctions définies de  dans , vérifiant . Les deux
premières hypothèses signifient que la corrélation entre les erreurs commises sur les composan-
tes zonale et méridienne respectivement en deux points différents dépend uniquement de la dis-
tance entre ces deux points. La dernière hypothèse signifie que les erreurs commises sur les
deux composantes sont non corrélées, ce qui est sans doute abusif au vu de la figure 3.18. Dans
la suite, nous avons choisi : 
 avec  un paramètre. Ce choix assure que les matrices  et donc  sont définies po-
sitives pour  (cf Cressie (1993, [35]) p 89). Une première estimation de  a été choisie
empiriquement égale à . 
 figure 3.18 :  Matrice de corrélation empirique  pour .
Finalement, nous avons modélisé les matrices de covariances du résidu dans les différents
régimes avec un total de 7 paramètres. Un exemple de comparaison de la matrice de covariance
empirique avec sa version paramétrique est donné à la figure 3.19. Sur cet exemple, qui corres-
pond au déplacement , la paramétrisation choisie permet de bien reproduire la forme
générale des matrices de covariance empirique. Nous avons vérifié visuellement qu’il en était
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de même pour les autres valeurs de .
 figure 3.19 :  Matrice  à gauche et matrice paramétrique correspondante à droite pour 
.
Paramétrisation de la matrice de transition de la variable cachée
Nous avons déjà mentionné que la chaîne de Markov cachée peut prendre un nombre relati-
vement élevé de valeurs : avec les choix effectués au paragraphe 3.b, nous avons
. Afin d’avoir un nombre de paramètres raisonnables, nous allons suppo-
ser que, pour ,
  (3.11)
avec 
et , ,  et . Le premier terme de l’équation (3.11) permet de
modéliser le fait que les probabilités de transition décroissent avec la distance entre les éléments
de  et le deuxième terme est introduit afin de modéliser la loi stationnaire de la chaîne de
Markov  (une estimation empirique de cette loi est donnée sur la figure 3.10). Avec le
choix fait ci-dessus, on peut vérifier que  pour  et donc que la chaîne de
Markov est donc irréductible et apériodique.
Notons enfin qu’une extension naturelle consisterait à supposer que la variable cachée est à
valeurs continues (dans un sous espace de ).
3.b.3 Estimation des paramètres
Finalement, afin de modéliser l’évolution du processus , nous proposons d’utiliser un
modèle  avec innovations gaussiennes de la forme 
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•  pour . Ces matrices sont fixées.
•  pour . La fonction  est paramétrée par les matrices
 et  soit un total de 6 paramètres. Notons .
•  pour . La fonction  est paramétrée par
.
•  une chaîne de Markov à valeurs dans  de matrice de transition . Ce noyau
de transition est paramétrée par .
Le modèle proposé possède donc un total de 19 paramètres. Nous noterons alors 
l’ensemble des paramètres avec  l’ensemble des paramètres servant à décrire
l’évolution des champs de vent dans les différents régimes.
Nous avons déjà mentionné que ce modèle vérifie la condition (A1) de la proposition 1.1 et
que la chaîne de Markov cachée est irréductible et apériodique. En utilisant la proposition 1.1,
on en déduit donc l’existence et l’unicité d’une solution stationnaire. Si on veut établir la con-
sistance des estimateurs du maximum de vraisemblance, il reste à vérifier deux choses, à savoir
que la loi stationnaire possède un moment d’ordre 2 et l’identifiabilité des paramètres. Pour éta-
blir le premier point on pourra utiliser la proposition 1.2. Par contre, l’identifiabilité des para-
mètres de ce modèle semble difficile à établir. En effet, les mêmes paramètres servent à décrire
l’évolution du processus observé dans les différents régimes, et on ne peut alors pas adapter di-
rectement le raisonnement utilisé dans la preuve de la proposition 1.11. On peut tout de même
appliquer la proposition 1.13, mais on ne sait plus caractériser l’ensemble  qui représente
l’ensemble des limites possibles de la suite des estimateurs du maximum de vraisemblance
.
Nous avons tout de même calculé les EMV en utilisant l’algorithme . Nous avons pris
pour valeur initiale des paramètres les estimations obtenues à partir de la séquence
. Rappelons que l’étape  requiert de l’ordre de  opérations, et est donc net-
tement plus longue à mettre en oeuvre que dans les exemples développés au chapitre précédent.
En ce qui concerne l’étape , on peut écrire la fonction à maximiser sous la forme (cf paragra-
phe 1.c.2) : 
On est alors ramené à maximiser indépendamment ces deux fonctions. Pour aucune des deux,
il n’existe d’expression analytique pour la valeur réalisant le maximum. Nous avons donc utilisé
quelques itérations d’un algorithme quasi-Newton sur les fonctions  et
 pour réestimer les paramètres à chaque itération de l’algorithme . La
maximisation de  est relativement rapide, mais par contre celle de
 est nettement plus fastidieuse du fait du nombre important d’opérations néces-
saires pour calculer cette fonction ainsi que son gradient. Les temps de calculs demeurent tout
de même raisonnables, et la convergence de l’algorithme est obtenue après quelques heures de
calcul sur un PC avec un processeur Intel Pentium de 1700 MHz et 512 MO de RAM.
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3.c Validation du modèle et discussion
Dans le chapitre 2, afin de valider les différents modèles introduits nous avons principale-
ment testé leurs capacités à simuler des séquences réalistes. Une autre méthode de validation
usuelle d’un modèle consiste à vérifier son aptitude à réaliser des prédictions à court terme.
Dans la première partie de ce paragraphe, nous montrons que le modèle introduit améliore net-
tement la qualité des prédictions par rapport à un modèle autorégressif linéaire, puis dans une
deuxième partie, le modèle est validé en simulation en utilisant la méthode développée au para-
graphe 1.e.
3.c.1 Validation en prédiction
Afin de prédire le champ de vent à l’instant  à partir de la connaissance des champs de
vent jusqu’à l’instant  avec le modèle  identifié, nous avons calculé l’espérance con-
ditionnelle . Nous décrivons ci-dessous comment nous avons calculé cette
espérance conditionnelle. Afin de simplifier l’exposé, nous considérons uniquement le cas
 (prévision à un pas de temps). La généralisation est immédiate, et on pourra consulter
Krolzig (1997, [69]) pour des détails supplémentaires.
On peut vérifier aisément que
  (3.12)
Le calcul de l’espérance conditionnelle  fait donc intervenir uniquement les
probabilités de prédiction . Ces probabilités sont données par
   (3.13)
Le calcul de ces quantités est généralement infaisable puisque la distribution 
fait intervenir la loi stationnaire du processus  et que celle-ci est inconnue. Nous avons
alors remplacé ces probabilités par une loi arbitraire  dans l’équation (3.13). En pratique, nous
avons choisi  égale à la loi stationnaire de la matrice de transition . Il reste alors à calculer
les quantités , ce qui peut être fait en utilisant l’algorithme Forward-
Backward décrit au paragraphe 1.c.2. 
Sur la figure 3.20, nous avons représenté la matrice de covariance empirique du résidu pour
le modèle  décrit au paragraphe 3.b.2 et celle correspondant à un modèle 
dont les paramètres ont été estimés par la méthode des moindres carrés. La comparaison directe
de ces matrices n’est pas aisée. Nous avons alors tracé les erreurs de prédiction sur les compo-
santes zonales et méridiennes aux différents points du domaine  sur la figure 3.21. 
t k+
t MS AR–
Eθ Y
t k+
Y
0
t
y
0
t
=[ ]
k 1=
Eθ Y
t 1+
Y
0
t
y
0
t
=[ ] Pθ S
t 1+
s y
0
t
=[ ]E Y
t 1+
S
t 1+
s Y
t
,=[ ]
s S∈
∑
=
  Pθ S
t 1+
s y
0
t
=[ ] A s( )Y
t
B
s( )
+( )
s S∈
∑
=
Eθ Y
t 1+
Y
0
t
y
0
t
=[ ]
Pθ S
t 1+
s y
0
t
=( )
Pθ S
t 1+
s y
0
t
=( ) Pθ S
t 1+
s y
0
t
S
0
s=
0
,=( )Pθ S
0
s
0
y
0
t
=( )
s
0
S∈
∑
=
Pθ S
0
s
0
y
0
t
=( )
S
t
Y
t
,{ }
ς
ς Qθ
Pθ St 1+ s y0
T
S
0
s=
0
,=( )
MS LAR– AR 1( )
R
0
132               Chapitre 3.  Modèle spatio-temporel 
                                       
Le modèle  améliore sensiblement la qualité de la prédiction en tous les points du
domaine, l’amélioration étant toutefois plus nette pour les points situés à l’est de la zone , et
qui sont donc généralement plus proches de la zone translatée  puisque le déplacement
des structures météorologiques se fait généralement vers l’est. En ces points, l’erreur de prédic-
tion est proche des valeurs obtenues pour la matrice représentant la déformation des structures
météorologiques (cf figure 3.12). L’erreur commise est nettement plus importante pour les
points situés à l’ouest du domaine. Ces points sont généralement plus éloignés de la zone trans-
latée , et il semble donc normal qu’on ait plus de difficulté à prédire les conditions de
vent en ces points.
 figure 3.20 :  Matrice de covariance de l’erreur de prédiction. Modèle  à gauche et 
 à droite.
 figure 3.21 :  Variance de l’erreur de prédiction commise aux différents points de . Compo-
sante zonale à gauche et méridienne à droite. Trait épais: modèle MS-AR. Trait fin : modèle AR.
Nous avons aussi calculé les prédictions à plusieurs pas de temps ( , ,...) avec les
deux modèles. Afin de comparer ces résidus, nous avons calculé la norme de Perron-Frobenius
de leurs matrices de covariance empiriques. Cette norme est définie, pour , par
. Les résultats obtenus sont donnés dans le tableau 3.2 et on peut voir que le
modèle  améliore nettement les résultats obtenus avec le modèle AR.
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Nous avons donc montré que l’introduction de la variable “déplacement des masses d’air”
sous la forme d’une variable cachée permet d’améliorer sensiblement la qualité des prédictions
par rapport aux modèles .
3.c.2 Validation en simulation
Afin de tester la capacité de ce modèle à simuler des champs de vents réalistes, nous avons
procédé comme au chapitre précédent, à savoir que nous avons simulé un grand nombre de réa-
lisations de ce modèle, puis nous avons comparé certaines propriétés de ces séquences simulées
avec celles des données. Dans ce paragraphe, comme au paragraphe 2.c.2, nous avons choisi de
montrer uniquement certains résultats graphiques.
Plus précisément, nous avons tout d’abord comparé les séquences simulées aux différents
points du domaine  avec les données correspondantes. Pour cela, nous avons utilisé les mê-
mes statistiques qu’au chapitre précédent, et nous avons comparé les lois marginales, les durées
de persistance des périodes de calme et des tempêtes ainsi que les fonctions d’autocorrélation
en ces différents points. Certains des résultats obtenus pour le point  (point situé au centre
du domaine ) sont montrés sur les figures 3.22-3.25. Ces résultats ne sont pas satisfaisants,
sauf en ce qui concerne les durées de persistance des tempêtes qui sont relativement bien resti-
tuées par le modèle (cf figure 3.25).
Tout d’abord, le modèle  ne permet pas de reproduire la complexité de la loi mar-
ginale du processus  (cf figure 3.22). Notamment, la fonction de répartition
de l’intensité du vent est mal reproduite (cf figure 3.23) avec trop peu de vent de faible intensité.
Par contre, la fonction de répartition de la direction du vent est bien restaurée. Afin de remédier
à ce problème, on pourrait soit essayer d’appliquer une transformation initiale sur les données
dans le but de rendre ces lois marginales approximativement gaussiennes comme au paragraphe
2.a.2 soit tester d’autres types de modèles autorégressifs afin de décrire l’évolution des champs
de vent dans les différents régimes. 
Les fonctions d’autocorrélation des processus  et  ne sont pas bien res-
taurées non plus (cf figure 3.24). Les fonctions d’autocorrélations empiriques calculées à partir
des données sont complexes. Ainsi celle du processus  décroît nettement moins vite
que celle de  et cette deuxième possède de nombreux extrema, dont la répartition sem-
ble périodique (période comprise entre 1 et 2 jours d’après une étude spectrale). L’interprétation
physique de cette périodicité n’est pas claire. 
1 2 3 4 5
MS-AR 151 538 952 1263 1498
AR 300 981 1719 2257 2560
Tableau 3.2 Evolution de la norme de P.F en fonction de l’intervalle de prédiction.
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 figure 3.22 :  Loi marginale bivariée du processus . Données à gauche, mo-
dèle à droite.
 figure 3.23 :  Répartition de l’intensité (à gauche) et de la direction du vent (à droite) au point 
.  données,  modèle,  intervalle de fluctuation à 95%.
 figure 3.24 :  Fonctions d’autocorrélation de  (à gauche) et de  (à droite). 
 données,  modèle,  intervalle de fluctuation à 95%.
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 figure 3.25 :  Fonctions de répartitions des durées de persistance des tempêtes (à gauche) et 
des inter-arrivées de tempêtes (à droite) au point  (seuil ).  données,  modèle, 
 intervalle de fluctuation à 95%.
Ensuite, afin de vérifier si le modèle permet de reproduire la relation existant entre les diffé-
rents points, nous avons comparé les structures d’ordre 2 des champs de vent observés et simu-
lés. Sur les figure 3.26 et 3.27, nous avons représenté les estimations de  et  calculées
à partir des séquences simulées et des données. Visuellement, ces matrices ont des caractéristi-
ques proches. Notamment, la comparaison des matrices  montre que le modèle semble re-
produire le déplacement moyen des structures météorologiques vers l’est. On pourrait utiliser la
méthode de test générale introduite au paragraphe pour tester si les écarts entre ces matrices est
significatif ou non.
.
 figure 3.26 :  Matrice de covariance  (données à gauche et simulée à droite).
0 0.5 1 1.5 2 2.5
0
0.2
0.4
0.6
0.8
1
0 10 20 30
0
0.2
0.4
0.6
0.8
1
r
18
0
16ms
-1
  
 
Σ 0( ) ρ 1( )
ρˆ 1( )
20 40 60
20
40
60
−20
0
20
40
60
20 40 60
20
40
60
−20
0
20
40
60
Σ
ˆ
0( )
136               Chapitre 3.  Modèle spatio-temporel 
                                       
.
 figure 3.27 :  Matrice de corrélation  (données à gauche et simulée à droite).
Evidemment, ces critères simples ne permettent pas de tester, par exemple, si la forme des
champs de vent simulés sont physiquement réalistes. Par exemple, on peut se demander si le
modèle permet de reproduire les formes des champs de vent dans les perturbations. Ces carac-
téristiques sont plus difficiles à quantifier.
Conclusion
Dans ce chapitre, nous proposons donc un modèle original pour décrire l’évolution spatio-
temporel des champs de vent. Il s’agit d’un modèle  dans lequel la variable cachée re-
présente le déplacement des structures météorologiques. Nous avons montré que l’introduction
de cette variable cachée permet d’obtenir des prévisions à un ou plusieurs pas de temps nette-
ment meilleures qu’avec les modèles autorégressifs linéaires. 
En revanche, la comparaison des séquences simulées avec ce modèle et de la série temporelle
initiale donne des résultats décevants. Ces résultats pourraient sans doute être améliorés en uti-
lisant d’autres paramétrisations. Nous avons ainsi mentionné au paragraphe 3.b.2 différentes li-
mitations de celle qui a été choisie. Nous avons testé diverses paramétrisations alternatives sans
succès. Ces tests sont relativement fastidieux, principalement à cause des temps de calculs né-
cessaires pour estimer les paramètres du modèle et du manque de critère numérique synthétique
permettant de quantifier la qualité d’un modèle.
Enfin, dans ce chapitre, nous avons considéré uniquement une zone éloignée de la côte, ce
qui permet d’éviter les problèmes liés à la déformation des champs de vent au-dessus de la terre.
Ces déformations posent des problèmes notamment lorsque l’on veut calculer le déplacement
des masses d’air (cf paragraphe 3.b.1) et estimer les matrices  qui permettent d’extrapoler
les champs de vent. Il faudrait alors réfléchir à l’implémentation de ce type de modèle en zone
côtière. 
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Conclusion et perspectives
Dans cette thèse plusieurs modèles originaux sont proposés pour les séries temporelles de
vent. Parmi ceux-ci une attention particulière est portée aux modèles autorégressifs à change-
ments de régimes markoviens ( ).
Nous proposons tout d’abord d’utiliser ce type de modèle pour décrire l’intensité du vent en
un point fixe, la variable cachée étant introduite afin de modéliser les changements de régimes
induits par les types de temps. L’originalité du modèle développé provient de la forme des mo-
dèles autorégressifs qui servent à décrire l’évolution du processus observé dans les différents
régimes. En effet, ceux-ci sont paramétrés en utilisant une loi gamma (modèle ), ce
qui permet de prendre en compte directement la positivité du processus considéré. 
Ensuite, deux extensions de ce modèle sont développées, dans lesquelles la chaîne de
Markov cachée devient non-homogène (modèle ). Dans la première d’entre elles,
la matrice de transition dépend de la direction du vent, ce qui permet de modéliser la relation
existant entre le type de temps et la direction du vent alors que dans la deuxième, nous suppo-
sons qu’il s’agit d’une fonction périodique, de période un jour, ce qui permet d’introduire les
composantes journalières. D’autres extensions pourraient être envisagées par la suite.
Enfin, nous proposons un modèle  pour décrire l’évolution spatio-temporelle des
champs de vent, la variable cachée représentant le déplacement des structures météorologiques.
Conditionnellement à ces déplacements, les champs de vent sont supposés suivre un modèle
autorégressif linéaire avec innovations gaussiennes (modèle ). Des formes paramé-
triques parcimonieuses sont utilisées pour ces modèles autorégressifs.
Dans le chapitre 1, les propriétés théoriques de ces différents modèles sont étudiées. Les ré-
sultats existants s’appliquent directement au modèle . On dispose ainsi de critères
pratiques permettant de vérifier la stabilité de ce modèle ainsi que le bon comportement asymp-
totique des estimateurs du maximum de vraisemblance. Cependant, avec la paramétrisation
choisie pour décrire les champs de vent, l’identifiabilité des paramètres du modèle n’a pu être
vérifiée et on ne peut alors pas caractériser explicitement l’ensemble des limites possibles de la
suite des estimateurs du maximum de vraisemblance. Ce problème pourrait être étudié plus pré-
cisément par la suite.
Par contre, les résultats existants ne s’appliquent pas directement aux modèles , et
nous démontrons alors différents résultats spécifiques. Tout d’abord, nous proposons des con-
ditions garantissant la stabilité de ces modèles. Elles pourraient probablement être améliorées,
notamment en ce qui concerne ceux d’ordre strictement supérieur à 1. Ensuite, nous nous inté-
ressons aux propriétés asymptotiques des EMV. Après avoir prouvé l’identifiabilité des para-
mètres, nous montrons que ce modèle vérifie les conditions du théorème énoncé dans
Krishnamurthy et al. (1998), ce qui implique la consistance des EMV. En ce qui concerne la
normalité asymptotique, à notre connaissance le seul résultat existant est énoncé dans Douc et
al. (2004), et les modèles  ne vérifient pas les hypothèses faites par ces auteurs. Nous
MS AR–
MS γAR–
NHMS γAR–
MS AR–
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138              Conclusion       
                                       
proposons alors des hypothèses plus faibles, vérifiées par le modèle , et qui semblent
suffisantes dans le cas où le nombre de régimes est fini. La preuve de la normalité asymptotique
des EMV sous ces hypothèses plus faibles n’est pas donnée dans cette thèse, mais pourrait être
développée ultérieurement. Nous vérifions ensuite, en utilisant des techniques de Monte-Carlo,
le bon comportement de ces estimateurs lorsque la longueur des séquences d’apprentissage est
d’une taille comparable à celles des bases de données disponibles en pratique. L’étude théorique
des modèles , non abordée dans cette thèse, pourrait l’être postérieurement.
A la fin du premier chapitre, nous abordons un problème important en pratique, qui est celui
de la sélection et de la validation de modèles. A notre connaissance, il n’existe pas de résultats
théoriques sur la convergence des critères de sélection du type “log-vraisemblance pénalisée”,
tel que le critère , pour ce type de modèle. Cependant, diverses études de Monte-Carlo ont
permis de montrer le bon comportement de ce critère sur des données synthétiques. Nous avons
pu vérifier qu’il en était de même sur les données de vent et que ce critère permet généralement
de sélectionner des modèles parcimonieux qui s’ajustent bien aux données. Ensuite, nous pro-
posons une méthode originale permettant de tester l’adéquation d’un modèle à des données. Il
s’agit d’une méthode générale puisqu’elle est valable pour n’importe quel modèle pour peu
qu’on sache en simuler des réalisations. Elle permet de comparer certaines statistiques de la sé-
quence observée à celles correspondant aux séquences simulées et ainsi de vérifier le réalisme
des séquences simulées avec le modèle à valider. 
Dans le chapitre 2, nous décrivons plus précisément les résultats obtenus avec les modèles
 et  pour des données de vent en un point situé près de la côte vendéen-
ne. Après avoir vérifié l’interprétabilité météorologique des différents modèles obtenus, nous
testons le réalisme des séquences simulées avec la procédure introduite à la fin du premier cha-
pitre. Les résultats sont comparés avec ceux correspondant à deux autres modèles de simulation
non-paramétriques, à savoir la méthode  qui suppose que le processus observé peut être
rendu gaussien via une transformation simple et la méthode  qui est une méthode de boots-
trap pour les séries temporelles. Nous mettons ainsi en évidence que les modèles  per-
mettent de modéliser certaines non linéarités présentes dans les séries temporelles d’intensité du
vent et améliorent ainsi les résultats obtenus avec l’approche usuellement utilisée dans ce do-
maine ( ). Les modèles  semblent notamment être plus à même de reproduire la
manière dont se succèdent les tempêtes et les périodes de calme, ce qui peut être important pour
certaines applications, telle que l’évolution d’un trait de côte, par exemple. Une étude plus pré-
cise de ce type de phénomène pourrait être menée afin de vérifier l’influence de la chronologie
des événements sur son évolution. Dans ce chapitre, nous abordons aussi le problème de la mo-
délisation de la direction du vent. Aucun des modèles paramétriques proposés ne donne des ré-
sultats satisfaisants. Ce problème particulier pourrait être approfondi ultérieurement.
Enfin, dans le chapitre 3, nous décrivons plus brièvement les résultats obtenus avec le modèle
 pour des données de champs de vent dans le Golfe de Gascogne. Il est montré que
ce modèle permet d’améliorer nettement la qualité des prédictions à court terme par rapport à
MS γAR–
NHMS γAR–
BIC
MS γAR– NHMS γAR–
TGP
LGB
MS AR–
TGP MS AR–
MS LAR–
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un modèle autorégressif linéaire. Par contre, si nous utilisons la méthode de validation du pre-
mier chapitre, les résultats obtenus sont nettement moins convaincants, puisque, par exemple,
les séquences simulées avec ce modèle ont des lois marginales et des fonctions d’autocorréla-
tion significativement différentes de celles des données. Plusieurs limitations de la paramétrisa-
tion choisie sont mentionnées au chapitre 3, et la qualité des séquences simulées pourrait
probablement être améliorée en utilisant des paramétrisations plus complexes. De telles para-
métrisations pourraient être développées et testées ultérieurement.
Par ailleurs, un problème important en pratique, à savoir le calcul des conditions d’état de
mer associées aux séries temporelles de vent simulées, n’a pas été mentionné dans cette thèse
et est laissé en annexe. Une méthode de filtrage non-linéaire, utilisant des noyaux non-paramé-
triques, donne des résultats satisfaisants en pratique. Différents problèmes théoriques soulevés
par cette méthode sont actuellement étudiés.
Enfin, la mise en oeuvre des méthodes présentées dans cette thèse a conduit au développe-
ment d’une boite à outil sous Matlab. Celle-ci regroupe des programmes permettant d’ajuster,
de simuler puis de valider les différentes modèles présentés dans cette thèse. Une version plus
élaborée de cette boîte à outil sera bientôt disponible, puis diffusée par l’IFREMER.
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Annexe A : Bases de données
Définition des paramètres océano-météo d’intérêt
Un état de mer est généralement décrit par plusieurs paramètres synthétiques. Dans cette thè-
se, seuls les 7 paramètres ci-dessous sont considérés :
Paramètres pour le vent
• : intensité du vent en mètre par seconde. Ce paramètre est à valeurs dans R
+
. Il repré-
sente usuellement l’intensité moyenne du vent sur une période variant de 10 minutes à 1
heure selon la base de données.
• : direction du vent en degré. Ce paramètre est à valeurs dans le tore . Il repré-
sente l’écart angulaire, en degré, entre le nord et la direction moyenne de laquelle vient le
vent (sens anti-trigonométrique). Par exemple,  correspond à un vent venant de
l’est et  à un vent de sud.
• : composante zonale du vecteur vent moyen (positive dans le sens ouest-est) et com-
posante méridienne du vecteur vent moyen (positive dans le sens sud-nord). Ces deux
paramètres sont exprimés en mètre par seconde.
Les paramètres , ,  et  sont liés par la relation
 
Paramètres d’états de mer
• : hauteur significative en mètre. Il s’agit d’un paramètre à valeurs dans R
+
. Il est défini
à partir du spectre d’énergie du champs de vague. Sous certaines conditions (spectre à
bande étroite), il est approximativement égal à la moyenne du tiers des plus hautes vagues.
• : direction moyenne de propagation de l’état de mer en degré. Ce paramètre est à
valeur dans le tore . Il est aussi défini à partir du spectre d’énergie. Intuitivement,
il représente la direction moyenne dans laquelle vont les vagues.
• : période en seconde. Paramètre à valeurs dans R
+
. Il existe plusieurs définitions pour
la période d’un état de mer. Selon l’application et la base de données,  peut désigner la
période pic, la période moyenne...
Cette liste est loin d’être exhaustive, mais il s’agit sans doute des paramètres les plus cou-
ramment utilisés en pratique. Une liste plus complète est donnée dans Tucker (1991).
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Bases de données utilisées
Différentes méthodes peuvent être utilisées pour réaliser des mesures directes (ou “in-situ”)
des paramètres d’état de mer : satellites, bouées, bateaux... Cependant, ces données ne sont gé-
néralement pas directement exploitables. En ce qui concerne les satellites, les données sont dis-
ponibles avec une discrétisation temporelle trop large (de l’ordre de quelques jours entre deux
mesures successives au même point). Les bouées fournissent des données en continu, mais les
bases de données sont généralement disponibles sur des périodes de temps relativement courtes
et il peut y avoir de nombreuses données manquantes. Notons enfin que pour le vent, il existe
de nombreuses bases de données pour des points situés à terre (sémaphores, aéroports...).
Pour cette thèse, nous avons préféré utiliser des données issues de modèles météorologiques.
La qualité de ces données dépend de plusieurs facteurs, et en particulier du modèle lui-même
ainsi que de la manière dont sont assimilées les mesures “in-situ”. On parle de données de “fo-
recast” quand uniquement les données disponibles jusqu’à l’instant t sont utilisées pour prévoir
la situation aux instants t+1, t+2..., de données de “nowcast” lorsqu’à chaque date toutes les
données in-situ disponibles jusqu’à cette date sont utilisées et de “hindcast” lorsque les données
passées, présentes et futures sont utilisées pour prévoir la situation à un instant donné. Ce sont
donc les données de hindcast qui sont les plus fiables. L’évolution en temps et en espace des
champs de vent dépend de la climatologie de la région considérée. Les modèles développés dans
cette thèse l’ont été principalement pour une région de référence, à savoir le golfe de Gascogne.
Il n’est alors pas évident que ces modèles soient adaptés pour d’autres régions. Notons cepen-
dant que dans le cadre d’un projet Européen, les méthodes développées ont été aussi testées pour
des données en mer Egée (cf Ailliot et al. (2004, [5])). Trois bases de données, disponibles à
l’IFREMER, permettent de décrire les conditions d’états de mer dans ces deux régions. 
• La base de données fournie par ECMWF (European Centre for Medium-Range Weather
Forecast). Elle décrit les champs de vents sur tout le globe avec une donnée toutes les 6 heu-
res depuis 1992. Les données sont fournies sur une grille fixe avec une discrétisation spa-
tiale de 1.125 degré en latitude et longitude (cf figure 1). En particulier, cette base de
données couvre les deux régions d’étude (Golfe de Gascogne et Mer Egée). Ce sont des
données de nowcast. Elles sont utilisées au chapitre 3.
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 figure A.1 :  Grille du modèle ECMWF.
• La base de données AES40 fournie par OCEANWEATHER. Dans cette base de données,
on a accès à de nombreux paramètres synthétiques d’états de mer, et en particulier aux 7
paramètres définis ci-dessus. Ces données sont disponibles toutes les 6 heures, depuis 1979,
sur une grille fixe le long de la côte Atlantique française (cf figure 2). Il s’agit de données de
Hindcast. Elles sont utilisées au chapitre 2.
 figure A.2 :  Grille du modèle AES40. Les données utilisées au chapitre 2 concernent le point 
de coordonnées  représenté par un carré rouge.
• La base de données fournie par le NCMR (National Center for Marine Research). Cette
base a été fournie dans le cadre d’un projet Européen Egide. Elle décrit les conditions d’état
de mer depuis Septembre 1999 en Mer Egée. En particulier, les 7 paramètres définis ci-des-
sus sont disponibles, avec une donnée toutes les 3 heures et tous les  degré. Ce sont
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des données de forecast : tous les jours, à minuit, les données in-situ disponibles sont utili-
sées pour établir une prévision pour la journée suivante. Un discussion sur la qualité de ces
données peut être trouvée dans Soukissian et al (2002). Cette base de données est utilisée
dans Ailliot et al. (2004).
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Annexe B : Quelques lemmes techniques sur la loi gamma
Etude de la fonction gamma
La fonction gamma est définie sur  par 
Cette fonction est décroissante sur  puis croissante sur  avec  et
. Un développement asymptotique de cette fonction
au voisinage de  est donné par (formule de Stirling) :
Notons  la dérivée logarithmique de la fonction . On a alors la relation :
  pour 
On en déduit en particulier que: 
Moments de la loi gamma
La densité de la loi gamma est donnée par
avec  et  des paramètres strictement positifs. Le moment d’ordre  d’une loi gamma de
paramètres  est donné par
  (2.1)
En particulier, sa moyenne  vaut  et son écart type  vaut . Les deux premiers mo-
ments de la loi gamma détermine donc les paramètres de manière unique. Cette remarque per-
met de paramétrer la densité de la loi gamma par  et  via le changement de variable
 et . Le lemme ci-dessous donne le comportement asymptotique du
moment d’ordre  d’une loi gamma de moyenne  et de variance  lorsque . Il est
utilisé pour démontrer la proposition 1.8, qui donne des conditions garantissant l’existence de
moment pour la loi stationnaire du modèle .
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Lemme B.1 
Soit  le moment d’ordre  d’une variable aléatoire de loi gamma de moyenne
 et d’écart type . On a alors .
Preuve:
On utilise le fait que  et le développement asymptotique de la
fonction .
          
Le lemme suivant porte aussi sur la majoration des moments de la loi gamma. Il est utilisé
pour démontrer la condition (K2) puis la consitance des EMV.
Lemme B.2
Notons  pour  une variable aléatoire suivant une loi gamma de paramè-
tres . On a alors la majoration suivante:
,  tels que   
Preuve:
Remarquons tout d’abord que . Par ailleurs,
on a : 
. 
On en déduit aisément que . On conclut alors en
utilisant le fait que, d’après le théorème de convergence dominée, la fonction  est
continue sur .
          
Majorations pour le noyau du modèle 
Le modèle  est défini dans le paragraphe 1.a.2. On dit que le processus  suit un mo-
dèle  lorsque, conditionnellement à son passé,  suit une loi gamma de moyenne
 et de variance  avec ,  et 
des paramètres. On a alors 
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Ce modèle ne vérifie pas les hypothèses couramment faites pour les modèles autorégressifs.
En effet, on suppose généralement que (modèle ) :
 
avec  une séquence i.i.d , et les modèles  ne peuvent pas s’écrire sous cette forme. Afin
d’étudier la stabilité des modèles , on est généralement amené à faire des hypothèses sur
le bruit . Par exemple, si on suppose que cette densité est bornée, on vérifie alors aisément
que  et on en déduit que la chaîne de Markov associée est fortement fel-
lerienne. 
On vérifie aisément que pour les modèles , on n’a plus  dès que
, et il faut alors utiliser des majorations plus fines. On déduit aisément du lemme B.3 ci-
dessous que les noyaux de transition associés aux modèles  sont fortement felleriens,
ce qui sert pour démontrer la stabilité des modèles  (cf proposition 1.7).
Lemme B.3
Soit  un processus suivant un modèle  de paramètre
. Soit  et  une norme quelconque sur . Il
existe une fonction  définie sur  , intégrable et telle que  :
 
Preuve
Il suffit de montrer que le lemme est vrai avec la norme euclidienne . On vérifie
alors que la fonction 
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Le lemme ci-dessous est utilisé pour montrer que les modèles  vérifient la condi-
tion (K5) (cf proposition 1.13).
Lemme B.4
 Soit  un processus suivant un modèle  de paramètre
. On a alors, , 
 
Preuve
Notons  la densité de loi gamma de moyenne  et variance  et fixons . Il
est facile de vérifier que :
 
Soit . L’étude des variations de la fonction  montre que
• cette fonction est décroissante sur  si , et par conséquent, si cette condition est
vérifiée, on a :
• elle atteint son maximum en  si . Par suite : 
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ABSTRACT
This paper deals with a method of studying the profitability of a mari-
time line under the service of a specific ship when the data describing
the sea state along it are available only for a short period of time or are
missing. As a specific example, the line Piraeus - Heraklion at Aegean
Sea is considered, where wave data are available for a very short period
(3 years). The method developed is based on the use of another larger
wind database (11 years) providing realistic artificial sea-state condi-
tions for a wider time period. This is accomplished in two steps: First, by
developing a stochastic simulator of wind conditions in a point corre-
sponding to the most severe conditions of the line (this is performed us-
ing a non-homogeneous Markov model) and second, by establishing a
simple non-parametric method associating the simulated wind condi-
tions at this point to sea-state conditions along the line. Finally, the prof-
itability of the line is examined by combining the simulated sea-state
conditions along the line with the seakeeping behavior of the ship pre-
sented in the form of a suite of polar diagrams which provide the opera-
ble regime of speed and heading of the ship for each sea-state condition. 
KEYWORDS
Time series, Maritime line, Sea state simulation, Wind speed and direc-
tion, Switching autoregressive model, Non homogeneous Markov mod-
el.
INTRODUCTION
In order to assess the profitability of a maritime line, the knowledge of
the sea-state climatology along the line is necessary as well as the limit-
ing operation criteria defining the acceptable parameters (speed, direc-
tion) of the ship. For a precise calculation, a very large number of
sea-states histories which could be encountered by the ship must be
used. Unfortunately, these histories are limited in number by the period
of simulation of the numerical models (hind-, now- or fore-cast), which
generally covers several years (1 up to 40 years). To overcome this con-
straint the development of a simulator of sea-state histories, statistically
realistic, would be of great interest.
The wave data used in the present work, have been produced by the
NCMR (National Center for Marine Research, Athens). They describe
sea-state conditions along the line Piraeus-Heraklion during the period
from October 1999 to September 2002. On the other hand, the behaviour
of ship in waves and the operability limiting criteria are combined in
speed polar diagrams corresponding to each particular sea state and de-
fining acceptable and unacceptable regions of ship service. These dia-
grams have been produced by HRS (Hellenic Register of Shipping).
These polar diagrams, in conjunction with the sea state data, will permit
us to assess, if the ship service, a given day, is possible and, in the case
of positive answer, the duration of the trip. These results will be used in
a last step to estimate the profitability of the maritime line.
To evaluate accurately the profitability of the line, results for a longer
time period than the three years, where data are available from the
NCMR database, are required. So, a stochastic model which describes
the sea-state history conditions along the line has been developed. This
task was accomplished in two steps: At first, a non homogeneous Mark-
ov model (NHMM) has been fitted to the time series of a larger database
(11 years, now-cast) of wind speed and wind direction at a point near the
line where the most severe conditions were observed. This model has
been used to simulate artificial wind conditions at this point. In a second
step, a quick and simple algorithm has been developed in order to esti-
mate the sea-state conditions corresponding to the simulated wind data.
Finally, these synthetic sea-state conditions have been used in order to
assess the operability of the ship and thus, the profitability of the mari-
time line.
WIND AND WAVE FORECASTING FOR THE AEGEAN 
SEA 
A main part of the POSEÏDON system, Soukissian et al. (1999), is the
POSEÏDON forecasting system, which consists of the weather and the
wave forecasting system. The weather forecasting system is based on the
SKIRON model, developed at the University of Athens (Kallos (1997),
Nickovic (1998)). For a detailed description of the system see Soukiss-
ian et al. (2002). The wave-forecasting model running operationally in
NCMR is the WAM-cycle 4 wave model, providing forecasts for the
Aegean Sea since October 1999. The complete theory, on which WAM
is based, is described in detail in WAMDIG (1988), while the descrip-
tion of the physics and the numerical schemes used by WAM-cycle 4
can be found in Komen et al. (1994). The WAM implementation for the
Simulation of sea state parameters process to study the profitability of a maritime line
P. Ailliot and M. Prevosto
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Brest, France
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Aegean Sea is based on a nested version, where the outer nest covers the
Mediterranean Sea and the inner nest the Aegean Sea. Thus, the bound-
ary conditions for the Aegean Sea are obtained through the WAM-Med-
iterranean model. In table 1 the operational characteristics of the WAM
model are summarized.
The WAM model runs operationally once a day giving forecasts for
3 hour intervals up to 72 hours ahead. The forecasts presented here cor-
respond to the first 24 hours of the model output for the period from Oc-
tober 1999 to September 2002.
The experience obtained so far by using WAM model is that it can suffi-
ciently describe the trends of the wave climate, but its key shortcoming
is the underestimation of the severe sea states. 
Table 1. Operational characteristics of the WAM model 
STOCHASTIC SIMULATION OF SEA-STATE CONDITIONS
We will assume that the WAM model provides an acceptable descrip-
tion of the sea-state conditions along the examined line during the last 
years. With these data, we could estimate the joint distribution of ,
 and , where ,  and  represents respectively the signifi-
cant wave height, the peak period and the mean direction, on the mari-
time line. With this distribution we could calculate the probability that
severe conditions (according to some criteria giving by the polar dia-
grams) occurs on the line, and thus, for example, the percentage of can-
celled or delayed crossings. 
However this method would fail if we are interested in estimating more
complicated quantities, like the mean time of crossing, where the knowl-
edge of the space-time structure of the sea-state along the line is neces-
sary. On the contrary, if we find an efficient way of simulating artificial
sea-state conditions on the line on a long period of time, we will be able
to simulate a great number of scenario of exploitation of the line, and so,
will be able to provide reliable assessment of the profitability.
Simulation of sea-state conditions
At first, let , with N equal 17, be points on the grid of the
WAM model lying also along the maritime line Piraeus-Heraklion
(Fig. 1). The distance between adjacent points is about 12 nautical miles.
We now use another data base, produced by ECMWF, giving only the
wind conditions but having the advantage to contain data for a longer pe-
riod of time (11 years). In particular, this data base describes wind con-
ditions in the period January 1992-December 2002, with a time step of
6 hours at the point (36N 27.75E), denoted by ,which is closed to the
line and in the area where the most severe conditions were observed
(figure 1).
We first used ECMWF data in order to simulate artificial wind condi-
tions at the point . To perform these simulations, a stochastic model
(described below) of the time evolution of the bivariate process
, has been developed (  the wind speed,  the wind direc-
tion).
In a second step, a simple algorithm has been used in order to associate
realistic sea-state conditions at the points , corresponding to
these artificial wind conditions.
Fig. 1. : Points  (dotted) and point  (star)
Stochastic model for the wind
Model for . Several authors have worked on the problem of modelling
and simulating the process  (Brown, 1984). As this process is usually
nonstationary (seasonal and diurnal components) and non-Gaussian, a
transformation is usually first applied to the data in order to get a station-
ary and Gaussian time series. Then, an ARMA model can be fitted to the
transformed time series. 
Fig. 2. : Evolution of the wind speed (11 years of data, ECMWF)
Elimination of the nonstationary components. In our data base, no sig-
nificant daily nonstationarity has been observed but there are important
seasonal variations (figure 2) with, for example, more severe storms in
winter than in summer. Several models have been proposed in order to
describe this non-stationarity (Cunha (1997)). In present work, these
models have not been applied, but instead of this, we made the assump-
tion that the data are strictly stationary within each month, that is all
months of January are statistically similar, as are months of February,
March, ... (in other words, we assume that there is no long-term trend in
the data). Thus, a different model has been adjusted for each month and
each of them has been fitted by using 11 (11 years) time series, assumed
independent, of length 122 (one average month, each 4 hours). This
method seems to work satisfactorily when the available data cover a rel-
atively long period of time.
The results shown in the present work were obtained by considering data
for the month of January.
Autoregressive model for . The process  is non-Gaussian (figure 3).
Its distribution is defined on the positive real axis and is generally posi-
tively skewed. In order to fit an autoregressive model to , a transfor-
mation is usually first applied to the data in order to get a process with a
Gaussian distribution (Brown, 1984). In this work, the non-Gaussian
character of the data has been directly modelled using a Gamma autore-
Domain of application Mediterranean Sea (34
0 N – 410 N) 
Aegean Sea (200 E – 290 E)
Grid 1.25
0
 (Mediterranean Sea) 
0.050 (Aegean Sea)
Time step 180 sec 
Spectral discretization
16 discrete directions
30 discrete frequencies (logarithmically) 
0.05054 - 0.66264 Hz
Wind input POSEÏDON weather forecasting system 
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gressive model of order  (Gamma AR(k)). More precisely, we will as-
sume that (Toll (1997))
 (1)
with density
 (2)
where
 and  (3)
and  and  represent respectively the conditional mean and
standard deviation of and are given by the following equations:
 (4)
 (5)
The parameters have been estimated using numerical maximum likeli-
hood conditionally to the first  observations for each of the 11 se-
quences.
Validation of the model. In order to check the ability of this model to de-
scribe the non-Gaussian character of the process, we have simulated
with this model 500 sequences of length 122 (it corresponds to 500
months of January) and we have compared the distribution of these syn-
thetic data with the one of the original data. The two distributions are in
a good agreement (figure 3). Other characteristics of these simulated se-
quences are shown in figure 5 and figure 6. For these simulations, the
model with  has been selected, according to the BIC criterion (see
below table 2).
Fig. 3. : Comparison of the data distribution (solid line). Comparison 
with a gamma distribution (dashdotted line) and with the Gamma 
AR(3) model (calculated by simulation, dotted line) - Month of Jan-
uary
Switching gamma autoregressive model with Markov regime. The pre-
vious model seems to be able to restore the non-Gaussian distribution of
the data, but an other important feature of the data is not catch. In fact, a
closer look at the data reveals an other important characteristic of the
process: depending on the meteorological situation, in some period the
wind speed evolves slowly whereas in other ones there is more variabil-
ity (figure 4). In order to describe this feature, we have used a switching
autoregressive model with Markov regime. We assume that there exists
a hidden variable, called “weather type”, which governs the evolution of
the observable process  by modifying the parameters of the Gamma
AR model. The “weather type”,  will be assumed to have a finite
state space . More formally, let  represent the sequence of
the process  from time 1 to : ( ), and similarly
for . A switching Gamma AR(k) with Markov regime is defined by
the following assumptions:
 (6)
 (7)
The assumption (6) means that the weather type , which is not observ-
able, is a first order homogeneous Markov chain with regime transitions
independent of previous observations. 
Let  denote the transition probabilities,
 the  transition matrix,  and
 the  vector representing the initial distribution.
Equation (7) states that  evolves like an autoregressive model of or-
der  with parameters depending on the current value of the weather
type . More precisely, we have assumed that
 (8)
with  and  given by (3) and
 (9)
 (10)
The maximum likelihood estimates of the parameters have been calcu-
lated with the E.M (Expectation Maximization) algorithm, with a nu-
merical optimization in the Maximization step. As the likelihood
function can be multi-modal, the E.M algorithm may converge to a local
maximum. In order to avoid these local maxima, we run the algorithm
several time with different, randomly chosen, initial values. 
Model selection. In order to select the best model, which means select-
ing  the number of regime and  the order of the autoregressive
models, we have found that the Bayes Information Criterion (BIC) is
useful in the sense that it identifies relatively parsimonious models
which fit the data well. This criterion is defined as
 (11)
with  the log-likelihood of the model,  the number of parameters
and  the number of observations.
Table 2. Comparison of the different models
This criterion selects the model with  (2 weather types) and
. 
The conditional standard deviations of this model are  and
. Thus, the first weather type is associated to wind speed
evolving slowly whereas the second is associated to periods with a more
important variability (stronger conditional standard deviation). In order
to visualize it, we have applied the Viterbi algorithm to the data: it per-
mits to calculate the most likely values of the process  according to
the observations (figure 4).
k
X t( ) γ α t( ) β t( ),( )∼
γ x α β,;( ) αβ
Γ β( )-----------e
αx– xβ-1=
α t( ) µ t( )
σ t( )2------------= β t( )
µ t( )2
σ t( )2------------=
µ t( ) σ t( )
X t( )
µ t( ) α1X t 1–( ) …αkX t k–( ) β+ +=
σ t( ) σ =
k
k 3=
0 5 10 15 200
0.02
0.04
0.06
0.08
0.1
0.12
0.14
X t( )
W t( )
1…M{ } Xt
M=1 M=2 M=3
k=1
N=3
LL=-2641.1
BIC=5305.8
N=9
LL=-2506.6
BIC=5186.0
N=17
LL=-2543.8
BIC=5210.1
k=2
N=4
LL=-2640.1
BIC=5309.0
N=11
LL=-2559.1
BIC=5197.5
N=20
LL=-2540.0
BIC=5222.4
k=3
N=5
LL=-2619.9
BIC=5295.9
N=13
LL=-2556.4
BIC=5206.4
N=23
LL=-2535.1
BIC=5235.8
X t Xt X 1( ) … X t( ), ,( )=
Wt
P W t( ) Wt 1– Xt,( ) P W t( ) W t 1–( )( )=
P X t( ) Xt 1– Wt,( ) P X t( ) X t 1–( ) … X t k–( ) W t( ), , ,( )=
W
ai j, P W t( ) j W t 1–( ) i==( )=
A ai j,( )= M M× πj P S1 j=( )=
π πj{ }= M 1×
X t( )
k
W
P X t( ) X t 1–( ) … X t k–( ) W t( ) i=, , ,( ) γ α t( ) β t( ),( )∼
α t( ) β t( )
µ t( ) α1
i( )X t 1–( ) …αki( )X t k–( ) β i( )+ +=
σ t( ) σ i( )=
M k
BIC 2LL– N T( )log+=
LL N
T
M 2=
k 1=
σ 1( ) 1.56=
σ 2( ) 2.96=
W
162               Annexe C 
                                       
Validation of the model. With the selected model we have generated 500
artificial time series of length 122 (each corresponding to a month of
January), and we have compared some statistical properties of these arti-
ficial sequences with the original ones of the database. We also com-
pared these results to the ones previously obtained with the only use of
the Gamma AR(3) model (best model for  according to the BIC
criterion; see Tab. 2).
Fig. 4. : Wind speed for the month of January 1995 and correspond-
ing values of . Dates with  are represented with a dashed 
line and  with a continuous line
Fig. 5. : Comparison of the autocorrelation functions. Observations 
(continuous line), Gamma  model (dotted line), switching 
Gamma  model (dashdotted line)
Fig. 6. : Distribution function of the storm duration (Wind speed 
above ). Observations (continuous line), Gamma  
model (dotted line), switching gamma  model (dashdotted 
line)
The statistical properties of the simulated sequences with the two mod-
els are close to the properties of the original data; compare e.g., the prob-
ability density functions, the autocorrelation functions (figure 5) or the
time of duration of the storms (figure 6). For these data, the benefits of
the more elaborated model with switching parameters are not obvious
(except a better fit of the autocorrelation functions). However, in other
works on wind data in the Bay of Biscay, where the difference between
the weather type is more significant, this model outperforms more clear-
ly the simple autoregressive model with fixed parameters.
Model for . There may exist a strong relation between the wind
speed and the wind direction. In order to link the evolution of these two
processes, we have used a non-homogeneous Markov model (NHMM)
in which the wind direction modify the transition probabilities of the
hidden Markov chain which represents the weather type. A NHMM
model has also been proposed by Hughes (1999) for relating broad scale
atmospheric circulation to local rainfall occurrences. More precisely, we
will assume that (7) still holds and that
 (12)
 (13)
The assumption (12) means that  is a first order Markov chain. In order
to parameterize , we could use one of the autoregres-
sive models for circular data proposed in Brecling (1989) or Fisher
(1994). However these models are not suitable when the distribution of
the process is multi-modal, as it is the case in Aegean sea (figure 8).
Here, one of the modes corresponds to wind blowing from the north and
the other one from the west. For this application (profitability of the
maritime line), a precision of 20° on the wind direction seems sufficient.
Thus the wind direction has been classified into 18 sectors  of
equal widths. Let  be the  transition matrix of the Markov
chain ( ). MacDonald (1997) pro-
posed to use a second order Markov chain model (the Raftery model).
This model outperforms the simple first order Markov chain for wind
data in Koeberg (South Africa). As the results we have obtained with the
first order Markov chains were satisfactory, this more elaborate model
has not been tested.
Fig. 7. : Example of time series of wind direction. Data (top) simulat-
ed with a first order Markov chain (bottom)
Assumption (13) states that given the history of the weather type up to
time  and of the wind speed and direction up to time , the weather
type at time  depends only on the previous weather type and the current
wind direction. The wind direction at time  is thus used to modify the
transition probabilities of the hidden process. 
Models using the weather type to link the relation between the wind di-
rections and the wind speed has already been used (for example in Casti-
no, 1998). The weather type is calculated as a deterministic function of
the wind direction (the directions are usually divided in 2 or 3 sectors)
and a different model is fitted to the wind speed in each of these weather
types. These models can be written as special cases of the NHMM by
forcing  to be degenerate.
In order to parameterize , we used the fact that:
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 (14)
Then, we used the following assumption:
 (15)
with density (Von Mises distribution)
 (16)
Finally we get
 (17)
with the constraints  to ensure identifiability of the parame-
ters.
The maximum likelihood estimates of the parameters have been calcu-
lated with the E.M algorithm (Hughes). This algorithm is computation-
ally expensive because of the numerical optimization used in each step
of the algorithm. As it was the case for the Switching Gamma AR(k)
model, we used randomly chosen initial values in order to initialize the
algorithm, and we used the BIC criterion in order to choose the best
model. The model with  and  has been selected.
Validation of the model. In order to validate the model, we have simulat-
ed 200 realisations of length 122. At first, we have compared the bivari-
ate distribution of the original data with the one of the simulated
sequences (figure 8).
Fig. 8. : Joint distribution of the wind speed and the wind direction. 
Observation (left), simulated (right)
The observed distribution is bimodale, with 2 prevailing directions (west
and north). The simulated distribution is a good approximation of the
observed one. Other characteristics, like the autocovariance functions of
the wind speed and the time of duration of the storms and the direction in
which the wind is blowing in these events, have also been compared and
are in a good agreement.
Simulation of sea-state conditions from wind conditions
This part describes a simple non-parametric method linking the temporal
evolution of the wind conditions at the point  (input data) to the
sea-state conditions all along the line (output data). 
Notations. Let
 (18)
where ,  and  represent respectively the
significant wave height, the peak period and the mean direction of the
sea-state at time  for the point ( ) as calculated by the
WAM model. The time index  is supposed to be in  with 
the number of available data during the three years the forecast model
was operational.
 will represent the sea-state condi-
tions at the different points along the line at time . 
Let  where  and  denote respectively the
meridional and the zonal component of the wind at time  for the point
 as given by ECMWF data base.
Algorithm. We need to develop a quick and efficient algorithm which
associates artificial sea-state conditions  along the maritime line
to the input sequence , , representing simulat-
ed wind conditions at the point . The observed conditions  and 
will be used to train the algorithm.
• Initialisation: let 
 (19)
be the date in the training sequence when the wind conditions are the
more similar to the current wind conditions and let
 (20)
• Recursion: suppose we have already calculated . Let
 (21)
be the date in the training sequence when the conditions (wind and
wave) are the more similar to the current conditions according to the
distance  and let .
The distance  has been chosen as
 (22)
where  is the point of the line closest to , the  are
fixed weights, and
 (23)
and similarly for .
Validation of the model. In order to check the ability of this algorithm
to simulate realistic sea-state sequences, we used the data of the first two
years (sea-states from POSEÏDON and wind from ECMWF) and we
predicted sea-state conditions of the third year using the wind conditions
at the point .
Fig. 9. : Comparison of  and  for the month of January 2002 
at the point . WAM data (dotted line), and calculated from EC-
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MWF data (solid line)
The weights have been chosen by numerical experimentation. It was
found that the values ,  and  give good results
(figure 9).
The comparison of these simulated sea-state conditions with the original
data by the POSEÏDON system shows that this very simple algorithm is
able to predict efficiently the sea-state conditions at the different points
 from the wind conditions at  (figure 9). For example, if
 is the error of prediction on significant
wave height for the point , we get  and .
The comparison at the other points of the line gives also good results.
PROFITABILITY OF THE MARITIME LINE
Polar Diagrams
Ship responses in a seaway, as a result of the wave induced motions,
should not exceed specific limiting values in order to allow safe sailing,
not only from the structural point of view but also from the crew effec-
tiveness and passenger comfort aspects. These operability limiting crite-
ria (named also seakeeping criteria) define the level of ship responses at
which appropriate actions by the shipmaster are to be taken in order to
reduce their magnitude and consequently their effects. The most impor-
tant seakeeping criteria concern vertical and lateral motions and acceler-
ation, rolling, and also phenomena like bow slamming, propeller raising
and deck wetness. Proposed limiting values may be found in the litera-
ture (e.g. Karpinen, 1987). In the present work, in order to study the
profitability of the maritime line, two criteria were used: the vertical ac-
celeration at forward perpendicular below  and the roll angle be-
low .
A convenient way to depict those combinations of ship speeds and head-
ing angles that lead to exceedance of a certain seakeeping criterion or
combinations of criteria, in a specific sea state, is by means of polar dia-
grams (figure 10). The unshaded areas in a polar diagram show to the
captain the operable regime of speeds and headings. It is clear that at cer-
tain ship-waves heading angles operability is independent of speed. On
the other hand, with speed fixed there are some headings that are opera-
ble and others that are not. In practice the shipmaster can be provided on
line by a suite of such diagrams. For different locations along the ship
route, he uses them in order to design ship route in a manner that ship re-
sponses are acceptable (Politis et al., 2002).
Fig. 10. : Polar diagram for  and .
The polar diagrams presented in this paper were derived by using the
seakeeping software SWAN. SWAN is based on a three-dimensional
Rankine Panel Method, according to which quadrilateral panels are dis-
tributed over the ship hull and part of the surrounding free surface. The
free surface conditions implemented in SWAN linearize the wave poten-
tial above the double body flow. The numerical solution algorithms were
derived using a rational stability analysis that leads to convergent and ef-
ficient wave flow simulation, free of numerical dissipation. The theory
underlying SWAN is presented in Sclavounos (1996).
Route simulation
In order to simulate the voyages of the ship which leave the port at time
, we used the following algorithm. Suppose you know , the time
when the ship is at the point :
• calculate the sea state conditions at this time and for this point by 
temporal linear interpolation;
• use the polar diagrams in order to calculate the maximum speed (we 
assume that the direction is given) at which the ship can sail in order 
to reach the next point, if it is possible. If the conditions are too severe, 
the voyage is cancelled;
• from this maximum speed and the distance between the points  
and , calculate . And so on.
Results
We have simulated the sea-state conditions along the examined line for
the equivalent of 500 months of January, and then, for each month, we
have calculated the times of voyage from Piraeus to Heraklion for a dai-
ly departure at 6 o’clock (figure 11).
Then, we have compared the results obtained with these simulated se-
quences to the one obtained with the 3 year WAM data (table 3). We
have found a higher frequency of cancelled and delayed voyages with
the simulated data than given by the WAM database. This is explained
by the fact that less severe storms have been observed in January in the
period where the WAM model was operational (figure 2, WAM data are
available during the last 3 years). The mean delay as calculated with
WAM data is 22 minutes and 26 minutes with the simulated data.
Fig. 11. : Distribution of the percentage of cancelled crossing (left), 
delayed crossing (middle) and distribution of the mean delay in 
minute (right) for the 500 simulated months of January
CONCLUSION
In order to assess the profitability of a maritime line in Aegean sea, we
used data produced by a numerical model. As these data were available
on a too short period of time, we have developed a stochastic simulator
of sea-state conditions along the line. At first, a new model has been pro-
posed to describe and simulate the bivariate time series of wind speed
and wind direction. This non homogeneous Markov model introduces a
w1 2= w2 3= w3 1=
x1 ... xN, ,( ) x0
ε t( ) Hs xi0 t,( ) Hsim xi0 t,( )–=
xi0
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Table 3. Frequencies of delayed and cancelled crossings
WAM simulated
cancelled 0.00% 0.58%
delayed 11.1% 13.5%
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non-observable variable, the weather type, in order to relate the two
processes with a non homogeneous Markov model. It has been applied
to a long time series of wind conditions available at a point near the line
where the most severe conditions were observed. Then, a simple method
has been used in order to associate realistic sea-state conditions to these
simulated wind conditions.
Finally, polar diagrams, which give the acceptable maximum speed of
the ship for each sea state conditions, have been used to estimate the du-
rations of the voyages of the ship. The results obtained with the original
and the simulated data have been compared. This comparison shows
that, because of the strong variability of the climatological conditions,
the 3 years of data were not sufficient in order to get a reliable estimation
of the profitability of the line and demonstrates the interest of the simu-
lation strategy. 
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Notations
Mathématiques
Paramètres océano-météo (cf annexe A)
ensemble des matrices symétriques de taille  à coefficients réels
ensemble des matrices symétriques positives de taille  à coefficients réels
rayon spectral de la matrice 
fonction indicatrice sur 
cardinal de l’ensemble 
maximum de  et de 
gradient de la fonction  en 
hessien de la fonction  en 
masse de Dirac en 
loi normale de moyenne  et de matrice de variance-covariance 
i.i.d indépendant et identiquement distribué
intensité du vent
direction du vent
composante zonale du vent
composante méridienne du vent
hauteur significative des vagues
période des vagues
direction de propagation des vagues
S
n
R( ) n n×
S
n
+
R( ) n n×
ρ M( ) M
1
A
A
card X( ) X
ln
+
x( ) x( )ln 0
∇θf θ( ) f θ
∇θ
2
f θ( ) f θ
δ
x
x
N m Σ,( ) m Σ
U
Φ
u
v
H
s
T
m
Θ
m
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Modèles
modèle autorégressif à changements de régimes (cf page 7)
modèle chaîne de Markov cachée (cf page 9)
modèle autorégressif linéaire (cf page 10)
modèle autorégressif non linéaire (cf page 10 )
modèle autorégressif gamma (cf page 10)
modèle autorégressif linéaire à changements de régimes (cf page 11)
modèle autorégressif non-linéaire à changements de régimes (cf page 12)
modèle autorégressif gamma à changements de régimes (cf page 12)
modèle autorégressif à changements de régimes non-homogènes (cf page 14)
modèle autorégressif gamma à changements de régimes non-homogènes (cf 2.c)
modèle autorégressif à moyenne mobile d’ordre 
processus gaussien transformé (cf page 64)
local grid bootstrap (cf page 73)
MS AR–
CMC
LAR
NAR
γAR
MS LAR–
MS NAR–
MS γAR–
NHMS AR–
NHMS γAR–
ARMA p q,( ) p q,( )
TGP
LGB
