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Abstract: A procedure for the numerical solution of the one-dimensional inverse heat conduction problem, based on 
the computaion of the solution associated with a suitable filtered version of the noisy data by discrete mollification is 
presented and a parameter choice criterion, which automatically determines the radius of mollification as a function of 
the amount of noise in the data, is introduced. Several numerical examples of interest are also analyzed, showing the 
accuracy and stability properties of the method. 
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1. Introduction 
The inverse heat conduction problem (IHCP) involves the calculation of surface heat flux 
and/or temperature histories from transient, measured temperatures inside solids. The inverse 
problem arises in a number of situations in engineering practice: quenching of solids in a fluid, 
measurement of aerodynamic heating in wind tunnels and rocket nozzles, experimental de- 
termination of thermophysical properties of materials and infrared computerized axial tomogra- 
phy. The IHCP has been discussed by many authors and a number of solution methods have 
been proposed. See, for example, Beck [l], Manselli and Miller [5], Murio [6], Hensel and Hills 
[4], Weber [9], Beck and Murio [2] and the references therein. 
It is well known that the IHCP is unstable and not well-posed in the sense of Hadamard [3]; 
that is, small errors in the data induce large errors in the computed surface heat flux history. The 
inverse problem can be stabilized if, instead of attempting to find the point values of the surface 
heat flux, we content ourselves with attempting to reconstruct a mollified version of the surface 
heat flux [5,6]. In this paper we present another method of solution, suggested in [4], based on a 
different interpretation of the approach originally presented in [6]. We show that a formally 
stable version of the IHCP is obtained by initially filtering the noisy data by discrete convolution 
with a suitable averaging kernell. Our solution is then generated by solving the corresponding 
integral representation associated with the regularized problem. 
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In Section 2 we describe the stabilized version of the linear semi-infinite one-dimensional 
IHCP. Our main result is presented in Section 3, where we introduce a new automatic algorithm 
to uniquely determine the radius of mollification as a function of the amount of noise in the 
data. This parameter selection criterion is a very important practical detail when attempting to 
solve a real problem and leads naturally to a simple and powerful computational technique. 
Section 4 describes in detail the numerical method. The efficiency of our algorithm is demon- 
strated in Section 5, where we investigate a test case of a semi-infinite body exposed to a heat 
flux that is initially zero, has a step increase and then drops to zero. In order to determine the 
stability of the numerical procedure, the response of the method to pure noise as a function of 
the radius of mollification is also illustrated. 
2. Stabilized inverse problem 
We consider a semi-infinite slab with one-dimensional symmetry. After obtaining a measured 
transient temperature history f(t) at the interior point x = 1, the boundary heat flux q(t) is 
recovered. 
Linear heat conduction with constant thermal properties is assumed and without loss of 
generality, the problem is normalized by using dimensionless quantities. 
The unknown temperature u( x, t) satisfies 
u, = u,,, o<x<co, o<t<oo, 
u(I, t) =f(t) with corresponding approximate data function f(t) 
O,(t<co, 
24(x,0)=0, o~xxcQ, 
-u,(o, t)=q(t), O<t<co, 
@a> 
(lb) 
(14 
(14 
u(x, t) bounded as x + 00, 0e) 
where t is time and x is the distance measured from the heated surface. The objective is to 
estimate the surface heat flux history, q(t), given the interior temperature measurements at 
x = 1, denoted j(t). 
In order to use Fourier integral analysis, we extend f(t), f(t) and q(t) to the whole real t-axis 
by defining f, f and q to be zero for t < 0. We assume that all the functions involved are L2 
functions in ( - 00, 00) and use the corresponding L2 norm to measure errors. If the Fourier 
transform of f(t) is given by 
f(w) = &/_+mf(t) epiwtdt, (2) 
00 
it is shown in [6] that the inverse problem attempting to go from f(t) = Aq( t) to q(t), magnifies 
an error in a high frequency component by the factor m exp ({K), i.e., the inverse 
problem is greatly ill-posed in the high frequency components. In order to stabilize the inverse 
problem, instead of attempting to find the pointwise values of q, we seek instead for some 
meaningful and useful functional of q which strongly damps the high frequency part of g(w). 
One such useful functional is J,q( t), the ‘S-mollification’ of q at time t, defined as 
Q(t) = (Ps * 4)(t), (3) 
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where 
1 
p,(t) = - 
6 
e-t=/S2 
(4 
is the Gaussian kernel of ‘blurring radius’ S. 
We notice that ps falls to nearly zero outside a few 6 radii from its center (= 3S), is positive 
and has total integral 1. The Fourier transform of J,q is given by 
J,^q( w ) = 21~& . $ = e-“‘“““a( w). (5) 
This mollification damps those Fourier components of q with wavelength ~IT/W much shorter 
that 276; the longer wavelengths are damped hardly at all. In this setting, it is quite natural to 
assume that the unknown function q(t) satisfies the L2 data error bound 
II AC?(t) -f(t) II = II f(d -m II G c. (6) 
If J,q and J,q, denote the &mollification of the heat fluxes associated with the exact data f(t) 
and the noisy data f(t) respectively, then 
I Jdt) - Jdt) I 
fit 
G J;; 8 exp(l/m). 
This shows that the error can be guaranteed to go down in Lipschitz 
We thus have the following stabilize problem: Attempt to find the 
some time t of interest and for some assigned blurring radius 6 > 0, 
function satisfying I] Aq, -f 11 G E. The proof of (7) is given in [6]. 
Problem (1) is equivalent to the Volterra integral equation of the 
f(t) = J-)%1, t - s)q(s) ds = (k * q)(t), 
where 
and 
k(1, t - s) = &$(l, t - s>/at 
+(l, t) = -J&J? exp( - 1/4t) - erfc(l/2fi) 
7l 
(7) 
fashion as E + 0 for fixed 6. 
linear functional J,q,( t) at 
given that q, is a particular 
first kind 
(8) 
(9) 
(10) 
represents the temperature response at x = 1 for a unit step rise of the surface heat flux at t = 0. 
Since the convolution operation is associative, it follows from (8) that 
(Ps *f)(t) = (k * (Ps * 4))(t) @Ia> 
or 
U(t) = (k * Jdt), (W 
which means that J,q, the mollified heat flux function, satisfies a regularized, stable version of 
(8) with f(t) replaced by a suitable ‘filtered’ data function J,f( t). Having restored continuity 
with respect to the data, we shall concentrate on the numerical solution of 
J&t> = (k * Jd(t)- 04 
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3. Parameter selection 
In this section we indicate a procedure to determine the radius of mollification, 8, as a 
function of the amount of noise in the data, E, based only on properties of the filtered data 
function ps * J! 
The mollification of the data function J(t) by convolution with the Gaussian kernel ps( t) is 
actually an averaging process that satisfies the following: 
Lemma 1. The following conditions are all equiualent. 
(a) 8, > f?j2 > 0. 
(b) IIJ8,fII < ll4,Sll. 
(c) II J,,f -f II ’ II 4&f II. 
(4 II Jag, II < II Jag, II) with Jag, given b (12). 
Proof. We notice that from (5)_, 6, > 8, is equivalent to I] &, ]I < ]I k8, ]I . The lemma follows from 
the convolution -theorem, J,^f= 21~6, .[, Parseval’s identity, )( J&f II = 1/(2~) ]I J,^f 11, and the 
fact that ]I J8f -f II + 0 as 6 + 0. 0 
The monotonicity properties in Lemma 1 show that there is a unique 8 such that 
II J&f II = 6. (13) 
This particular parameter choice criterion is characterized by selecting, among all possible 
mollifiers of f satisfying I] J,f -f II d 6, the mollifier of the heat flux function with minimum 
L2-norm. More precisely, 
Theorem 1. MinilJ~-~,, Gr II Jiq, II = II 6s IL w h ere 8 is the unique solution of (13). 
Proof. Suppose there exists 8 such that 
,,J6Fmi,<C II J89, II = II J89, II and II J&h G c. 
Then ]I J8f-fII < II Jsf-f II and by Lemma 1, it follows that ]I Jsq, II -C II J&q, II _ •I 
The parameter selection (13) determines 8 in a manner consistent with the amount of noise in 
the data function f. We notice that if I] f-f II < C, then ]I J&-f II d 2~ and, moreover, J8f also 
has minimum L2-norm in the following precise sense: 
Theorem 2. Min ,,~~-~,,srll J,fll = II J&l> w h ere 8 is the unique solution of (13). 
Proof. Same as in Theorem 1. 0 
Much of the preceding_ analysis was based on the Fourier transform assuming an infinitely 
long temperature history f(t). In practice, however, only a finite record is available. Without loss 
of generality, let us assume that the data function J(t) is known only in the interval I = [OJ]. We 
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need to extend the data function to all R in such a way that f(t) decays smoothly to zero in 
I, - I, where 1, = [0, 1 + a] for some a > 0, and it is zero in R - I,. For instance, we can define 
~(r)=f(1)exp[(t-1)*/((t-1)*-~*)], ldt<l+a. (14) 
With the data function extended as indicated, Theorem_ 2 still holds if we replace ( - cc), co) by 
I = [O,l] when evaluating the L*-norms, even though J,f( t) is defined on the whole real line and 
should be computed on a sufficiently large interval containing 1,. The radius of mollification 8 is 
now determined by solving 
II J&f II I = 6 05) 
and the mollified heat flux function, J,q,, is recovered in the interval [0, 1 - 361. The computa- 
tional details are presented in the next section. 
4. Numerical method 
Since in practice only a discrete set of points is generally available, we assume in what follows 
that the data function f is a discrete function in I = [O,l], measured at the N + 1 sample points 
t, = iAt, i = 0, 1,. . . , N, Nht = 1. Given a > At, we use (14) to extend the data to I, = [0, 1 + a] 
and since the data is defined to be zero in R - I,, we consider the extended discrete data 
function f defined at equally spaced sample points on any interval of interest containing I,. 
The parameter selection procedure is implemented by solving the discrete version of (15) using 
the bisection method. The following steps summarized the algorithm. 
Step I. Let 6,, = At, S,, = 0.5 and choose an initial value of 8 between 6,” and a,,. 
Step 2. Compute J,f= ps * f by discrete convolution on a sufficiently large interval containing 
1, = [O, 1 + a]. 
Step 3. If F(6) = [(l/( N + l))CE”=,( J,f( ti) - j( ti))*ll’* = E &- 71, where 77 is a given tolerance, 
exit. 
Step 4. If F(S,) - 6 < -TJ, set 6,” = 6. If F(6) - c > 9, set a,, = 6. The updated value of 6 is 
always given by $( 6,, + S,,). 
Step 5. Return to Step 2. 
Once the radius of mollification 8 and the discrete data function J,f are determined, we need 
to discretize the intergral equation (12) to approximately compute the discrete function J8q, at 
the sample points of the interval [0, 1 - 381. 
There are several ways to discretize the integral equation (12). Here we consider a very simple 
one, the midpoint method with N At = 1 and ti = iAt, i = 1, 2,. . . , M, where M At f 1 - 36 < 
(M + 1)At. We obtain the system of linear equations 
Kx = b, (16) 
where K is a square, lower triangular M x M matrix. The components xi of the vector x are 
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approximations of .&qC( fi_1,2), and bj = .@( ti), i = 1, 2,. . . , M. The matrix K is a Toeplitz 
matrix 
K= 
kl 
k, k, 
k, k, k, 
k M-l 
KM kc, 
with entries k, = +(l, t,) = +(l, ti_l), i = 1, 2, . . . , M, where +(l, t) is given by (10). 
Instead of solving (16), it is desirable to solve the symmetric positive definite system 
(K*K+ pl)~=K*b, 
(17) 
where K * is the transpose of the matrix K, I is the A4 X M identity matrix and /3 is a fixed, 
‘0’. 00 ol.20 ol.40 ON.60 o'.ao 
TIME 
Fig. 1. Reconstructed surface heat flux, (r = 0.01, 8 = 
0.12125, At = 0.01. 
i 
1. 
I I 
00 0.20 
I 
0.40 
1 
0.60 0.60 
TIME 
Fig. 2. Reconstructed surface heat flux, CJ = 0.005, 8 = 
0.05125. At = 0.01. 
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‘small’, positive real number introduced to avoid the algorithmical singularity of K *K when M 
is taken large enough (i.e., At too small). We do not use /? as a regularization parameter to 
determine the smoothness of the solution depending on the amount of noise in the data, as it is 
certainly the situation in standard regularization methods (Tikhonov [7], Varah [8]). The 
least-squares approximation (17) allows us to use Choleski’s method when solving the linear 
system of equations and it is the natural option if the matrix K is rectangular, as is the case if the 
sample intervals in the data space and the solution space are different. 
5. Numerical results 
In this section we discuss the implementation of our numerical method and the tests which we 
have performed in order to investigate the accuracy and stability of the numerical procedure. 
The approximate reconstruction of a surface heat flux is investigated for a semi-infinite body 
which is exposed to a heat flux of value 1 between t = 0.2 and t = 0.6 and is zero at other times. 
In all cases, AT = 0.01, the time interval of interest is I = [O,l] and the discrete data function is 
\/- I V 
A 
I” 
I I I I 
00 0.20 0.40 0.60 0.80 
TIME 
Fig. 3. Reconstructed surface heat flux, (J = 0.00, 8 = 
0.00, At = 0.01. 
i 
i 
L 
I I I I 
00 0.20 0.40 0.60 0.80 
TIME 
Fig. 4. Reconstructed surface heat flux, CY = 0.00, S = 
0.02. At = 0.01. 
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extended to I, = [0, 1 + a }, as explained in Section 4, with a = 0.1. The exact temperature data is 
always denoted by f(t) and the noisy data f(t) is obtained by adding a random error to f( t;), 
ti = i At, i = 0, i ,..., N, (N + 1) At = 1. Thus, 
f(tJ =.W + cr> (18) 
where E, is a Gaussian random variable of variance u2. The exact data temperature for this 
problem is 
f(t) = $(l, t - 0.2) - +(l, t - 0.6), 
where ~(1, t) is given by (10). The average perturbations used in our tests are for u = 0.01 and 
0.005 and corresponds to approximately 5% (2.5%) of the maximum true temperature which is 
about 0.2. After extending the discrete data function to I, = [0, 1 + a], the parameter selection 
criterion was implemented with the tolerance q, used in Step 3 of the algorithm, set to reflect a 
5% error in the satisfaction of the constraint. In both cases, independently of the initial choice of 
6, convergence to the value 8 determined by the selection criterion was reached in no more than 
8 iterations. After finding M such that M At < 1 - 38 < (M + 1) At, we set J8f( t,) = b;, i = 1, 
Fig. 
” : 
: 
I I I 1 
10 0.20 0.40 0.60 0.80 
TIME 
= = 5. Reconstructed surface heat flux, 0 0.01, 6 
0.02, At = 0.01. 
1,:..:. 0.20 0.40 
TIME 
Fig. 6. Reconstructed surface heat flux, CI = 0.01, 6 = 
0.04, At = 0.01. 
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/ I I I 
00 0.20 0.40 0.60 0.80 
TIME 
10 
Fig. 7. Reconstructed surface heat flux, a = 0.01, 8 = 
0.08, At = 0.01. 
Fig. 8. Response to noise for 0 = 0.01, At = 0.01. 
2 >..*, M, and the discrete numerical approximation to JGqr(ti_1,2) = xi, i = 1, 2,. . . , M, is 
obtained by solving the system of linear equations (17) with j? = 10P8. In what follows, we use 
I] 4 ]( to represent the sample root mean square norm {(l/M)C;“=, 1 q(ti) I 2]1’2 in the interval 
[0, 1 - 361. The solutions obtained for u = 0.01 and (J = 0005 are plotted in Fig. 1 and Fig. 2 
respectively. The corresponding radii of mollification are S = 0.12125 and 8 = 0.05125 and the 
associated error norms, ]I J8q, - q 11, are given approximately by 0.20 and 0.16. Considering the 
relative high noise level used in these examples, the resolution of the method is quite good. 
Figure 3 shows the solution obtained with the same parameters as before, but with exact data 
((J = 0) and no filtering (S = 0). The small oscillations are eliminated in Fig. 4 by setting 
6 = 0.02. This shows that p in (17) is not used as a regularization parameter in these examples. 
Moreover, what happens in the case of noisy data? If we change u from 0 to 0.01, we get the 
‘solution’ illustrated in Fig. 5. However, filtering the data does indeed stabilize the problem: 
Figs. 6 and 7 were obtained with 6 = 0.04 and S = 0.08 respectively. 
Finally, we investigated the stability of our numerical method by determining the ‘amplifica- 
tion factor’ associated with errors in the data when using the numerical procedure. If we set 
f( ti) = 0 in (18) we can compute the response of the method to pure noise as a function of the 
radius of mollification and thereby get a measure of the amplification factor. Since all of the 
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response norms are essentially proportional, we only show in Fig. 8 a representative curve for 
e = 0.01. Notice that the heat flux is reconstructed approximately in the interval [0, 1 - 361 for 
each 8 and all the norms have been computed in the interval [0, 1 - 34,,,] = [0, 1 - 0.31. 
6. Conclusions 
The discrete convolution filtering technique that automatically adjusts the radius of mollifica- 
tion to the amount of noise in the data can be effectively used to formally stabilize the linear, 
one-dimensional inverse heat conduction problem. 
For the two-dimensional IHCP, the filtering procedure can be extended in a natural way but 
the corresponding integral representation associated with the regularized problem should prob- 
ably be chanbed to a marching finite difference or finite element type of approach to avoid the 
large dimensionality of the matrices involved. 
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