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Abstract
We consider a wireless device-to-device (D2D) network where n nodes are uniformly distributed at random over
the network area. We let each node with storage capacity M cache files from a library of size m ≥M . Each node
in the network requests a file from the library independently at random, according to a popularity distribution, and
is served by other nodes having the requested file in their local cache via (possibly) multihop transmissions. Under
the classical “protocol model” of wireless networks, we characterize the optimal per-node capacity scaling law for
a broad class of heavy-tailed popularity distributions including Zipf distributions with exponent less than one. In
the parameter regimes of interest, we show that a decentralized random caching strategy with uniform probability
over the library yields the optimal per-node capacity scaling of Θ(
√
M/m), which is constant with n, thus yielding
throughput scalability with the network size. Furthermore, the multihop capacity scaling can be significantly better
than for the case of single-hop caching networks, for which the per-node capacity is Θ(M/m). The multihop
capacity scaling law can be further improved for a Zipf distribution with exponent larger than some threshold > 1,
by using a decentralized random caching uniformly across a subset of most popular files in the library. Namely,
ignoring a subset of less popular files (i.e., effectively reducing the size of the library) can significantly improve the
throughput scaling while guaranteeing that all nodes will be served with high probability as n increases.
Index Terms
Caching, device-to-device networks, multihop transmission, scaling laws.
I. INTRODUCTION
Internet traffic has grown dramatically in recent years, mainly due to on-demand video streaming [1]. While
wireless is by far the preferred way through which users connect to the Internet, today’s cellular technology and
service providers do not support seamless cost-effective on-demand video streaming. For example, most monthly
cellular data plans would be completely consumed by a single streaming session of a standard definition movie from
a typical services such as Netflix, iTune, or Amazon Prime (duration 1h:30, size 2GB). It is evident that in order
to fill in the gap between the users’ expectation and the limitations of the provided services, a dramatic technology
paradigm shift is required. In this perspective, it has been recently recognized that caching at the wireless edge,
i.e., caching the content library directly in the wireless nodes (femtocell base stations or user devices), has the
potential of solving the problem of network scalability by providing per-node throughput that scales much better
than conventional unicast transmission, in a variety of scenarios.
One important feature of on-demand video streaming is that user demands are highly redundant over time
and space. As an example, consider a university campus where n ≈ 10000 users (distributed over a surface of
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2≈ 1km2) stream movies from a library of ≈ 100 files, such as the weekly top-of-the chart titles of Netflix, iTune, or
Amazon Prime. For such scenario, each user demand can be satisfied by local communication from a cache, without
cluttering a cellular base station with thousands of unicast sessions, or without requiring to deploy a large number
of small cell access points, each requiring costly high-throughput backhaul. Intuitively, caching can effectively take
advantage of the inherent redundancy of the user demands, although, differently from live streaming, in on-demand
streaming users do not request the same content at the same time (this type of redundancy is referred to in [2]–[4]
as asynchronous content reuse).
A. Related Work
1) Conventional ad-hoc networks: Since the seminal work of Gupta and Kumar [5], the capacity scaling laws
of wireless ad-hoc networks has been extensively studied (e.g., [6]–[8]). The model introduced in [5] consists of n
nodes placed uniformly at random on a planar region and grouped into source–destination (SD) pairs at random.
Assuming an interference avoidance constraint referred to as the protocol model (see Section II), it was shown in [5]
that the per-node capacity must scale as O( 1√
n
) (i.e., upper bound). Furthermore, a simple “straight-line” multihop
relaying scheme achieves the per-node throughput scaling of Ω( 1√
n logn
). The same results were confirmed in [6]
by using a simpler and more general analysis technique. Later, the 1/
√
log n gap factor between converse and
achievability was closed in [8], by showing that the per-node throughput scaling of Θ( 1√
n
) is indeed achievable by
using a more refined multihop strategy based on percolation theory.
Beyond the protocol model, the capacity scaling law of wireless ad-hoc networks has been also studied in an
information theoretic sense, considering a physical model that includes distance-dependent propagation path-loss,
fading, Gaussian noise, and signal interference (e.g., [9]–[13]). While the protocol model is scale-free, the physical
model behaves differently depending on whether the network is “extended” (constant node density, with the network
area growing as Θ(n)), or “dense” (constant network area, with the node density growing as Θ(n)). In [9], [10], the
achievability schemes are based on multihop strategy, point-to-point coding, and treating interference as (Gaussian)
noise. For the extended network model, it was shown that if the path-loss exponent is greater than or equal to three,
then the scaling law is the same as for the protocol model and the multihop strategy is sufficient to achieve the
optimal scaling. In contrast, for the extended network model with the path-loss exponent less than three and for
the dense network model (in this case the path-loss exponent is irrelevant) the multihop strategy is suboptimal. In
these cases, the hierarchical cooperation scheme proposed in [13] (see also improved and optimized hierarchical
cooperation scheme in [14], [15]) achieves an almost optimal throughput scaling within a factor of nǫ, where ǫ can
be made arbitrarily small as the number of hierarchical stages increases.
2) Caching networks: Motivated by the considerations made at the beginning of this section, wireless caching
networks have been the subject of recent intensive investigation [2]–[4], [16]–[25]. The single-hop device-to-device
(D2D) case was considered in [3], [4], [17], where n user node request files from a library of m files according
to a common demand or popularity distribution and each node has cache capacity constraint equal to the size of
M ≤ m files. The delivery scheme (i.e., the coordination of transmissions in order to serve the users’ requests) is
restricted to be one-hop, i.e., either the requested file is found in the cache, or it is directly downloaded from a
neighbor node through a D2D wireless link. Under a Zipf popularity distribution [26] with parameter less than one
and the protocol model of [5], it was shown in [3], [4], [17] that the per-node throughput scales as Θ(M/m). This
can be achieved by an independent and random caching placement and a TDMA-based link scheduling scheme, at
the expense of a positive outage probability, due to the random nature of the caching placement scheme. However,
in the relevant regime where nM ≫ m, this outage probability can be kept under control, i.e., the system can be
designed in order to achieve any target outage probability ǫ > 0, for sufficiently large n. It is remarkable to notice
that the per-node throughput in this case scales much better than in the case of general ad-hoc networks under the
protocol model. In fact, while in the general case the per-node throughput converges to zero with the size of the
network as 1/
√
n, here it is constant with n and directly proportional to the fraction of cached files M/m. This
much better scaling can be explained as an effect of the dense spatial spectrum reuse allowed by caching, for which
the requested content is found within a short communication radius, and therefore a large number of simultaneous
D2D links can be active on the same time slot. Furthermore, an information theoretic study of the one-hop D2D
caching network in the case of worst-case arbitrary demands is provided in [27], where the same throughput scaling
3of Θ(M/m) is achieved through inter-session network coded multicasting only scheme, spatial reuse only scheme
without inter session coding as in [3], or a combination of both schemes.
A different one-hop caching network topology has been studied in [19]–[22], where a single transmitter (i.e., a
base station with all files in the library) serves n user nodes through a common noiseless link of fixed capacity
(bottleneck link). The scheme proposed in [19], [20] partitions each file into packets and each node stores subsets of
packets from each file. This provides “side information” at each node such that, for the worst-case demands setting,
the base station can compute a multicast network-coded messages (transmitted via the common link) such that each
node can decode its own requested file from the multicast message and its cached side information. Also in this
case, the per-node throughput scaling under the worst-case arbitrary demands model is again given by Θ(M/m),
which is remarkably identical with the throughput scaling achieved by single-hop D2D caching networks. In this
case, the caching gain is explained in terms of “coded multicasting gain”, i.e., in the ability of turning unicast traffic
into coded multicast traffic, such that one transmission satisfies multiple nodes. Further, when the user demands
are random and follow a Zipf distribution, the order optimal average rate was characterized in [22]. This behaves
as a function of all the system parameters including the number of users, the library size, the memory size and
the popularity distributions. Remarkably, in all the regimes of system parameters, the cache memory size M can
provide a multiplicative gain, which can be linear, sub-linear, or super-linear, depending on the cases. A number of
extensions, such as multiple number of requests, hierarchical network structures, and extension to multiple servers
under various topology assumptions, can be found in [23]–[25], [28]–[30].
B. Contributions
In this paper, we study a natural extension of the single-hop D2D network by allowing multihop transmission.
As a related work, a multihop transmission scheme for wireless caching networks has been studied in [16] under
the protocol model. The key differences between the present paper and [16] are as follows. First, the main objective
of [16] is to minimize the average number of flows passing through each node. Such average number of flows
is proportional to the reciprocal of the average per-node throughput only for certain network model; on the other
hand, we directly derive the optimal scaling law of the per-node throughput. Second, a centralized and deterministic
caching placement was proposed in [16] according to the popularity distribution; in contrast, we present a completely
decentralized random caching placement according to a uniform distribution over the whole file library, which is
“universal” since it is independent of the specific popularity distribution. Remarkably, while the placement and
the achievability scheme of [16] would break under a node layout permutation, such that one should re-allocate
the cache content when the nodes are in the presence of node mobility, our scheme is robust since any random
permutation of the nodes would generate the same caching distribution, and therefore yields the same throughput
scaling with high probability. Third, the file delivery scheme in [16] allows for multihop SD paths (i.e., between
nodes caching a given file and nodes demanding such file) of the order of √n, i.e., the delivery paths are allowed
to traverse the whole network. In contrast, in this paper we consider a more practical achievability scheme called
local multihop protocol, where the number of hops between any SD pairs are independent of the number of nodes
and decreases when the storage capacity per node increases.
The proposed caching placement and delivery scheme yield a per-node capacity scaling of Θ(
√
M/m), which
is order-optimal when the popularity distribution has the “heavy tail” property (see Definition 3 in Section II-B).
For example, this is the case of a Zipf distribution with exponent less than one [26].1 This result shows that
multihop yields a much better per-node capacity scaling than single-hop D2D networks, which is given by Θ(M/m).
Furthermore, we show that for other popularity distributions, where the “heavy tail” property is not satisfied or the
user demands strongly concentrate, a further improvement of the per-node throughput scaling beyond Θ(
√
M/m)
is achievable, similar to the case of single-hop D2D networks in [16], [22].
C. Paper Organization
In Section II, we provide our network model and some definitions to be used throughout the paper. Section III
states the main results of this paper on the per-node capacity scaling laws for caching wireless D2D networks. In
1Throughout the paper, an “order-optimal” scheme means that it achieves the optimal throughput scaling law within a multiplicative gap
of nǫ for any ǫ > 0.
4Section IV, we present an achievable scheme which is universal independently from a popularity distribution. An
upper bound is provided in Section V. In Section VI, we further improve the throughput scaling laws for a Zipf
distribution with exponent larger than a certain threshold. Some concluding remarks are provided in Section VII.
II. PROBLEM FORMULATION
In this section, we provide the model of the network under investigation and define achievable throughput and
system scaling regimes. Generally speaking, for a sequence of events {En : n = 1, 2, 3, . . .} we say that En
“occurs with high probability” (whp) if limn→∞ P(En) = 1, where it is understood that these events are defined in
an appropriate probability space, with probability measure generally indicated by P(·). For notational convenience,
let
whp
≥ and
whp
≤ denote that the corresponding inequalities hold whp. We will also use the following order notations
[31].
• f(n) = O(g(n)) if there exist c > 0 and n0 > 0 such that f(n) ≤ cg(n) for all n ≥ n0.
• f(n) = Ω(g(n)) if g(n) = O(f(n)).
• f(n) = Θ(g(n)) if f(n) = O(g(n)) and g(n) = O(f(n)).
A. Caching in Wireless Multihop D2D Networks
We consider a wireless multihop D2D network consisting of a population U of n = |U| nodes, distributed
uniformly and independently over a unit square area [0, 1] × [0, 1]. Let d(u, v) denote the distance between nodes
u, v ∈ U . It is assumed that communication between nodes follows the protocol model of [5]: the transmission
from node u to node v is successful if and only if: i) d(u, v) ≤ r, and ii) no other active transmitter must be in a
circle of radius (1 +∆)r from the receiver node v. Here, r,∆ > 0 are given protocol parameters. Also, each node
sends its packets at some constant rate W bits/s/Hz.
We consider a library F = {W1, · · · ,Wm} of m = |F| files (information messages), such that messages Wf are
drawn at random and independently with a uniform distribution over a message set FB2 (binary strings of length
B), for some arbitrary integer B. It follows that each file in F has entropy H(Wf ) = B bits. Consistently with
the current information theoretic literature on caching networks (see Section I), a caching scheme is formed by
two phases: caching placement and delivery. The file library is generated, and then maintained fixed for a long
time. Each network node (user) has an on-board cache memory of capacity MB bits, i.e., expressed in “equivalent
file-size” the cache capacity is equal to M files. The problem consists of storing information in the caches such
that the delivery is as efficient as possible. It is important to note that the caching placement phase is performed
beforehand, when the file library is generated. Then, each node u ∈ U demands a file with index fu ∈ {1, · · · ,m},
and the network must coordinate transmissions (in particular, in this paper we consider multihop D2D operations
according to the above defined protocol model), such that each demand is satisfied, i.e., each user u is able to
decode its desired files fu from the content of its own cache and from what it receives from the other nodes.
In general, the caching phase is defined by a collection of n maps Zu : FBm2 → FBM2 , such that Zu(F) is the
content of the cache at node u ∈ U . Notice that the cache content is independent of the demand vector (f1, · · · , fn),
reflecting the fact that the caching phase is performed beforehand. In this sense, the caching placement can be
regarded as part of the “code set-up”. In the achievability strategies considered in this paper we consider only
caching of entire files (M files per node). As a result, as in [2], [4], [16], the parameter B (file size) is irrelevant
for our achievability results.2
Restricting caching to entire files, a caching placement realization is uniquely defined by a bipartite graph
G = (U ,F , E) with “left” nodes U , “right” nodes F and edges E such that (u, f) ∈ E indicates that file Wf is
assigned to the cache of node u. A bipartite cache placement graph G is feasible if the degree of each node u ∈ U
is not larger than the cache constraint M . Let G denote the set of all feasible bipartite graphs G. Then, we define
a random cache placement as a probability mass function Πc over G. In particular, if Πc is induced by randomly
and independently assigning M files to each user node u ∈ U , we say that the cache placement is “decentralized”.
For a decentralized caching placement, each user node chooses its own M files independently of the other nodes.
After the caching functions are computed and the result is stored in the user nodes’ caches, the network is
repeatedly used in rounds. At each round, each node requests a file in the library, and the network must satisfy
2Notice that this is not the case for other schemes such as in [19], [20], [27], where the file size plays an important role (see [32].
5such requests. Since the network resets itself at the end of each delivery cycle, by the renewal–reward theorem [33]
the per-node throughput is given by the reciprocal of the time needed to deliver the files (up to a multiplicative
constant that depends on W , on the system bandwidth, and on the file size). Two models for the user demands have
been investigated in the literature: arbitrary and random. In the first case, the users’ demand vector (f1, · · · , fn)
is arbitrary, and the delivery time is defined for the worst-case demand configuration [18]–[20]. In the second
case, the demands are generated at random and the delivery time is averaged over the users’ demand distribution
[2]–[4], [22]. In this paper, we consider the random demands setting. In particular, we assume that the users’
demands are independently and uniformly distributed according to a common probability mass function {pr(f) :
f ∈ {1, · · · ,m}}. The probability mass function pr(·) is referred to in the following as the popularity distribution.
Without loss of generality, we assume a descending order between request probabilities, i.e, pr(i) ≥ pr(j) if i ≤ j for
i, j ∈ {1, · · · ,m}. For instance, a Zipf popularity distribution with exponent γ > 0 is defined by pr(i) = i−γ∑m
j=1 j
−γ
for i ∈ {1, · · · ,m} [26].
In the following, all events regarding a network of size n = 1, 2, 3, . . . are defined on a common probability space
generated by the random placement of the nodes, indicated by P, the random placement of the caches, indicated
by G, and the random demand vector, indicated by f.
B. Achievable Throughput and System Scaling Regime
In order to study capacity scaling of the caching wireless multihop D2D network defined before, we consider m
and M expressed as functions of n as
m = a1n
α and M = a2nβ, (1)
where α, a1, a2 > 0 and β ∈ [0, α]. We assume that a1 > a2 if α = β because the delivery phase becomes trivial
if α = β and a1 ≤ a2 (each node is able to store the entire library F for this case).
Before entering the analysis, it is important to clearly define the concept of outage event and symmetric
throughput. For a given node placement P, cache placement G, and demand vector f, a feasible delivery strategy
consists of a sequence of activation sets, i.e., sets of active transmission links, {At : t = 1, 2, 3, . . .}, such that at
each time t the active links in At do not violate the protocol model. For a given feasible delivery strategy, we let
Tn denote the corresponding per-node symmetric throughput, i.e., the rate (in bit/s/Hz) at which the request of any
node in the network can be served with vanishing probability of error, as B → ∞. If for some node u ∈ U the
message probability of error is lower bounded by some positive constant for all B, we say that the network is in
outage. In this case, conventionally, we let Tn = 0.
A sufficient condition for outage is that there exists some u ∈ U for which Wfu cannot be reconstructed from
the whole cache content {Zv : v ∈ U}. Within the assumptions of our model, it is easy to see that the above
condition also necessary. In fact, by contradiction, notice that if for all u ∈ U the requested message Wfu can be
reconstructed from {Zv : v ∈ U}, then there exists some delivery strategy that conveys all the cache messages to
all the user nodes by an appropriate multihop schedule, such that all nodes can decode their own desired file. This
is an immediate consequence of the fact that the transmission in any single active link of the network is error-free,
and that any node can communicate with any other node, by letting the transmission radius r sufficiently large. Of
course, conveying the global cache content to all nodes may take a very long delivery time, yielding low throughput.
As a matter of fact, studying the behavior of the optimal Tn as n→∞ is precisely the goal pursued in the rest of
this paper.
From what said above, Tn is a random variable, function of P, f, and G. In general, the cumulative distribution
function of Tn takes on the form:
FTn(x) = P(Tn = 0)u(x) + F
+
n (x)
where u(x) is the (right-continuous) unit-step function with jump at x = 0, the probability mass at 0, P(Tn = 0),
is the outage probability, and F+n (x) is some right-continuous non-decreasing function of x continuous at x = 0,
such that limx→+∞ F+n (x) = 1− P(Tn = 0).
For a given delivery strategy, we say that no outage occurs whp if limn→∞ P(Tn = 0) = 0. In addition, we say
that a deterministic sequence {glbn } is achievable if Tn
whp
≥ glbn . Also, a throughput upper bound whp is defined by
a deterministic sequence {gubn } such that Tn
whp
≤ gubn . This leads to our definition of achievable throughput scaling
laws:
6Definition 1 (Throughput Scaling Law: Achievability): Given a deterministic sequence {glbn }, the scaling law
Tn = Ω(g
lb
n ) is achievable whp if there exists a cache placement strategy and delivery protocol such that Tn
whp
≥ glbn
and limn→∞ P(Tn = 0) = 0. ♦
Definition 2 (Throughput Scaling Law: Converse): Given a deterministic sequence {gubn }, we say that Tn =
O(gubn ) is a converse throughput scaling law whp if for any cache placement strategy and delivery protocol Tn
whp
≤
gubn . ♦
Obviously, a tight characterization of the throughput scaling law is obtained when Tn = Ω(glbn ) is achievable
whp, and we can exhibit a converse whp Tn = O(gubn ) such that when gubb = Θ(glbn ).
III. MAIN RESULTS
This section states the main results of this paper. We first introduce throughput scaling laws of caching wireless
multihop D2D networks achievable for any popularity distribution in Theorem 1 and compare with those of caching
wireless single-hop D2D networks. In Theorem 2, we then establish upper bounds on throughput scaling laws for
a class of heavy-tailed popularity distributions. In Theorem 3, we further improve the throughput scaling laws
achievable for a Zipf popularity distribution when its exponent is larger than a certain threshold. For ease of
exposition, we partition the entire parameter space into five regimes as follows:
• Regime I: α− β > 1.
• Regime II: α− β = 1 and a1 > a2.
• Regime III: α− β = 1 and a1 ≤ a2.
• Regime IV: α− β ∈ (0, 1).
• Regime V: α− β = 0 and a1 > a2.
Notice that shifting from Regimes I to V tends to increase the relative caching capability at each node, compared
to the library size (recall the relation between m and M in (1)).
The following scaling laws hold universally for any popularity distribution.
Theorem 1: For the caching wireless D2D network defined in Section II, the achievable throughput satisfies whp
the scaling laws:
Tn =


0 for Regimes I and II,
Ω(n−
1
2
−ǫ) for Regime III,
Ω(n−
α−β
2
−ǫ) for Regime IV,
Ω(n−ǫ) for Regime V,
(2)
where ǫ > 0 is arbitrarily small.
Proof: The lower bound for Regimes I and II is trivial. For the non-trivial part, the proof for Regimes IV and
V is given in Section IV-A and for Regime III in Section IV-B.
Corollary 1: Consider the caching wireless D2D network defined in Section II. If the file delivery is restricted
to single-hop transmission, then the achievable throughput satisfies whp the scaling laws:
Tn =


0 for Regimes I and II,
Ω(n−1) for Regime III,
Ω(n−(α−β)−ǫ) for Regime IV,
Ω(n−ǫ) for Regime V,
(3)
where ǫ > 0 is arbitrarily small.
Proof: The proof is given in Section IV-C.
Fig. 1 compares the achievable throughput scaling laws of the caching wireless D2D network between multihop
and single-hop file deliveries in (2) and (3), respectively, where we omitted the term n−ǫ for simplicity. Regimes I
and II correspond to the case where the overall cached files in the entire network is strictly less than the number of
files in the library, i.e., Mn < m. Thus, an outage is inevitable even if a centralized caching is used, which results
in Tn = 0. As the relative caching capability increases compared to the library size, i.e., α − β decreases, each
node can find its requested file in the network and thus, a non-zero Tn is achievable for Regimes III and IV. As it
7α− β
Θ
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)
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√
n
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Fig. 1. Achievable throughput scaling laws in (2) for caching wireless multihop D2D networks (solid curve) and (3) for caching wireless
single-hop D2D networks (dashed curve).
will be clear from the achievability delivery strategies of Section IV, the geometric interpretation of this behavior
is as follows: as α− β decreases (i.e., the storage capacity M increases), the file delivery distance decreases, such
that the network achieves larger and larger spatial reuse (multiple links can be active at the same time, compatibly
with the protocol model). As a result, Tn increases as α − β decreases for both (2) and (3). Finally when α = β
(i.e., Regime V), each node can find its requested file from its nearest neighbors. Thus, the delivery distance is
O(1/
√
n) and Tn = Θ(1) is achievable.
One of the most important facts is that single-hop file delivery is order-optimal only for Regime V. For almost
all parameter space of interest (Regimes III and IV), multihop file delivery significantly improves the throughput by
a factor
√
m
M . Intuitively, spatial reuse is much more effective with multihop transmissions, namely, we can have
more concurrent transmissions in the network. At the same time, the cost of duplicated transmissions by multihop
is not very significant comparing with the gains obtained by the simultaneously active links. It is worthwhile to
mention that, for a Zipf popularity distribution with γ < 1, our result is well matched with that in [16], even if
we use a random caching and a local multihop schemes (see Section IV) rather than a centralized caching and
a possibly “whole-network traversing” multihop schemes presented in [16]. Furthermore, due to the universality
of the proposed scheme (random and independent caching), the same throughput scaling laws in Theorem 1 and
Corollary 1 are achievable for random mobile networks since the network caching distribution is invariant with
respect to node permutation.
In order to establish upper bounds on throughput scaling laws, we define a class of popularity distributions with
the “heavy tail” property.
Definition 3 (Heavy-tailed popularity distributions): Define a class of popularity distributions such that, for any
0 < c1 < a1, there exists c2 > 0 satisfying that
lim
n→∞
c1nα∑
i=1
pr(i) ≤ 1− c2, (4)
where c1 and c2 are some constants and independent of n. ♦
Lemma 1: The Zipf distribution with exponent less than one (i.e., γ ≤ 1) [26] satisfies the condition in Definition
3.
Proof: Letting f(n) =∑ni=1 i−γ , we have that
c1nα∑
i=1
pr(i) =
c1nα∑
i=1
i−γ∑a1nα
j=1 j
−γ =
f(c1n
α)
f(a1nα)
.
Using the bounds ∫ n
1
x−γdx ≤ f(n) ≤ 1 +
∫ n
1
x−γdx,
8we have:
lim
n→∞
f(c1n
α)
f(a1nα)
≤ lim
n→∞
c
(1−γ)
1 n
α(1−γ) − γ
a
(1−γ)
1 n
α(1−γ) − 1
,
where the upper bound converges to
(
c1
a1
)(1−γ)
, which is strictly less than 1 since c1 < a1 and γ < 1.
For the above class of popularity distributions, ignoring a small portion of requests in the tail of the distribution
yields a non-vanishing outage probability. Hence, almost all files in F should be cached in the network in order to
achieve a non-zero Tn. This is the main idea underlying the throughput upper bound in the following theorem.
Theorem 2: Consider the caching wireless D2D network defined in Section II and assume that demands dis-
tribution satisfies the condition in Definition 3. Then the throughput of any scheme must satisfy whp the scaling
laws:
Tn =


0 for Regimes I and II,
O(n−
1
2
+ǫ) for Regime III,
O(n−
α−β
2
+ǫ) for Regime IV,
O(1/ log n) for Regime V,
(5)
where ǫ > 0 is arbitrarily small.
Proof: The proof is given in Section V-A for Regimes I and II, Section V-B for Regimes III and IV and
Section V-C for Regime V.
For all five regimes, the multiplicative gap between the achievable Tn in Theorem 1 and its upper bound in
Theorem 2 is within nǫ for any arbitrarily small ǫ > 0. Therefore, the throughput scaling law depicted in Fig.
1 (solid curve) is order-optimal for the class of heavy-tailed popularity distributions in Definition 3. As we will
explain in Section IV, in the parameter regimes of interest, such order-optimal throughput scaling is achievable
by fully decentralized random caching uniformly across F . Similarly, from the following corollary, the throughput
scaling law depicted in Fig. 1 (dashed curve) is order-optimal for the class of heavy-tailed popularity distributions
in Definition 3 when the file delivery is restricted to single-hop transmission.
Corollary 2: Consider the caching wireless D2D network defined in Section II and assume that demands distri-
bution satisfies the condition in Definition 3. If the file delivery is restricted to single-hop transmission, then the
throughput of any scheme must satisfy whp the scaling laws:
Tn =


0 for Regimes I and II,
O(n−1+ǫ) for Regime III,
O(n−(α−β)+ǫ) for Regime IV,
O(1/ log n) for Regime V,
(6)
where ǫ > 0 is arbitrarily small.
Proof: The proof is given in Section V-D.
As the deviation between the request probabilities in the popularity distribution increases (e.g., γ increases in
a Zipf distribution), the condition in Definition 3 may not be satisfied. In this case, it can be expected that the
throughput scaling law may be improved by a more refined caching strategy, biased towards the files requested
with higher probability. In particular, we consider caching only an appropriately optimized subset of most popular
files, while guaranteeing that the aggregate “tail” probability of the least popular files vanishes, such that we still
get no outage whp. In the following, we demonstrate the above statement for a Zipf popularity distribution with
γ > 1 + 1α .
Theorem 3: Consider the caching wireless D2D network defined in Section II and assume that the demands
follow a Zipf popularity distribution with exponent γ > 1 + 1α . Then the achievable throughput satisfies whp the
scaling law:
Tn = Ω
(
n−
1−min(1,β+1−1/(γ−1))
2
−ǫ
)
for Regime IV, (7)
where ǫ > 0 is arbitrarily small.
Proof: The proof is given in Section VI.
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Fig. 2. Achievable throughput scaling laws in (7) (solid curve) and (2) (dashed curve) with respect to γ for Regime IV.
In Fig. 2, we compare the improved scaling laws in (7) and the scaling laws in (2) for Regime IV, where the
term n−ǫ is omitted. When the demands follow a Zipf popularity distribution, the improved throughput scaling
Θ(1/
√
n
1/(γ−1)−β
) is achievable instead of Θ(1/
√
n
α−β
) in (2) if γ > 1 + 1α and eventually Θ(1) scaling is
achievable when γ ≥ 1 + 1β (see Fig. 2). As we will explain in Section VI, a fully decentralized random caching
still achieves the improved throughput scaling laws in Theorem 3, by appropriately reducing the effective library
size, i.e., decentralized random caching uniformly across a subset of popular files. Namely, in this regime, we can
rule out some files from the library, each of which probability is small enough such that an outage does not occur
with probability approaching one as n→∞.
Comparison with the results in [16]: In order to compare our results with these summarized in Table III of
[16], we need to let α ≤ 1 (n = Ω(m)) and M be a constant or β = 0 (M = Θ(1)), then by ignoring the ǫ
in the scaling law exponent, we obtain that Tn = Ω
(√
M
n
1
γ−1
)
= Ω
(
n−
1/(γ−1)
2
)
under the condition γ > 1 + 1α
from Theorem 3, which can be either better or worse than the results in [16]. For example, if we let α = 1 and
nM −m = Θ(1), then the throughput in [16] is Ω
(
1√
n
)
, which is smaller than Ω
(
n−
1/(γ−1)
2
)
for γ > 2, which
is feasible since α = 1. Remarkably, in this regime, a simple decentralized strategy consisting of caching the files
at random with a uniform distribution over the most popular files, while discarding the tail of the distribution,
can achieve a better throughput than the centralized caching scheme of [16]. On the other hand, for α < 1, the
throughput in [16] behaves as Ω(1), which is better than Ω
(
n−
1/(γ−1)
2
)
. In this case, the decentralized random
caching strategy might not be sufficient to achieve order optimality under Definition 1, i.e., the symmetric rate
under no outage. Whether it is possible to achieve order-optimal throughput scaling with decentralized random
caching, allowing for more general caching distributions (not just uniform over a subset of most probable files) is
an interesting question which is left for future research.
IV. UNIVERSALLY ACHIEVABLE THROUGHPUT
In this section, we prove Theorem 1. In particular, we present file placement policies and transmission protocols
for Regimes III, IV, and V and analyze their achievable throughput scaling laws.
A. Regimes IV and V
In this subsection, we prove that
Tn = n
−α−β
2
−ǫ (8)
is achievable whp for Regimes IV and V, where ǫ > 0 is arbitrarily small.
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Fig. 3. The proposed multihop routing protocol for file delivery after the source node selection.
1) File placement policy and transmission protocol: In these regimes, a decentralized file placement and a local
multihop protocol are proposed as follows.
Decentralized file placement: Each node u stores M distinct files in its cache, chosen uniformly at random
from the library F , independently of other nodes.
Local multihop protocol: We first explain how each node finds its source node having the requested file (source
node selection):
• Divide the entire network into square traffic cells of area ac = n−η for some η ∈ [0, 1), where η will be
determined later on.
• Each node chooses one of the nodes having the requested file in the same traffic cell as its source node. If
there are multiple candidates, choose one of them uniformly at random.
From Definition 1 and the above source node selection, all nodes should find their source nodes within their own
traffic cells whp, in order to achieve a non-zero Tn. Lemma 3 below characterizes such a condition of the area of
traffic cell ac (i.e., η) such as η ∈ [0, 1− (α− β)).
For the ease of exposition, we refer to the pair formed by a node and its source node as source–destination
(SD) pair. Notice that in our model, each SD pair is located in the same traffic cell while in the conventional
wireless ad-hoc network, SD pairs are randomly located over the entire network. Thanks to caching, we can reduce
the distance of each SD pair (see Lemma 3). Also, differently from the conventional ad-hoc network model, each
node can be a source node of multiple destinations, which make the throughput analysis more complicated (see
Lemma 5).
Next, we explain the proposed multihop transmission scheme for the file delivery between n SD pairs, see also
Fig. 3 (multihop transmission):
• Divide each traffic cell into square hopping cells of area ah = 2 lognn .
• Define the horizontal data path (HDP) and the vertical data path (VDP) of a SD pair as the horizontal line
and the vertical line connecting a source node to its destination node, respectively. Each source node transmits
the requested file to its destination by first hopping to the adjacent hopping cells on its HDP and then on its
VDP.3
3If a source node and its destination node are in the same hopping cell, then the source node directly transmits to its destination.
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• Time division multiple access (TDMA) scheme is used with reuse factor J for which each hopping cell is
activated only once out of J time slots.
• A transmitter node in each active hopping cell sends a file (or fragment of a file) to a receiver node in an
adjacent hopping cell. Round-robin is used for all transmitter nodes in the same hopping cell.
In this scheme, each hopping cell should contain at least one node for relaying as in [5], [34], which is satisfied
whp since ah = 2 lognn (see Lemma 2 (a)).
Lemma 2: The following properties hold whp:
(a) Partition the network region [0, 1]× [0, 1] into cells of area 2 lognn . Then the number of nodes in each cell
is between 1 and 4 log n.
(b) Partition the network region [0, 1] × [0, 1] into cells of area n−a, where a ∈ [0, 1). For any δ > 0, the
number of nodes in each cell is between (1− δ)n1−a and (1 + δ)n1−a.
Proof: The proofs of first and second properties are given in [34, Lemma 1] and [13, Lemma 4.1], respectively.
Lemma 3: Suppose Regimes IV and V. If η ∈ [0, 1− (α−β)), then all nodes are able to find their source nodes
within their traffic cells whp.
Proof: Let Ai denote the event that node i establishes its source node within its traffic cell, where i ∈ [1 : n].
Then, we have:
P
(∩i∈[1:n]Ai) = 1− P (∪i∈[1:n]Aci)
≥ 1−
∑
i∈[1:n]
P (Aci )
whp
≥ 1− n
(
m−M
m
)(1−δ)nac
, (9)
where the first inequality follows from the union bound and the second inequality is due to the fact that the
number of nodes in each traffic cell is lower bounded by (1− δ)nac whp (see Lemma 2 (b)) and hence, P(Aci )
whp
≤(
m−M
m
)(1−δ)nac
.
Thus, for Regime IV,
P
(∩i∈[1:n]Ai) whp≥ 1− n
((
1− a2
a1
1
nα−β
) a1
a2
nα−β
) a2(1−δ)
a1
n1−η−α+β
(10)
and from the fact that
lim
n→∞
(
1− a2
a1
1
nα−β
) a1
a2
nα−β
=
1
e
, (11)
P
(∩i∈[1:n]Ai)→ 1 as n→∞, since η < 1− α+ β is assumed in this lemma. Similarly, for Regime V,
P
(∩i∈[1:n]Ai) whp≥ 1− n(a1 − a2a1
)(1−δ)n1−η
, (12)
which again converges to one as n → ∞, since a1 > a2 for this regime and η < 1 − α + β is assumed in this
lemma. In conclusion, all nodes are able to find their source nodes within their traffic cells whp under the condition
where η ∈ [0, 1− (α− β)).
2) Achievable throughput: We now show that the proposed scheme in Section IV-A1 achieves (8) whp for
Regimes IV and V. From Lemma 3, we assume η ∈ [0, 1 − (α − β)) to achieve a non-zero Tn by the proposed
scheme in Section IV-A1. The following lemmas are instrumental to proof.
Lemma 4: Suppose Regimes IV and V and assume that η ∈ [0, 1 − (α− β)). Let Rn denote the aggregate rate
achievable for any hopping cell. If J ≥ (2⌈(1 + ∆)√5⌉+ 1)2, then Rn = WJ is achievable.
Proof: This lemma is a well-known property, e.g., see [34, Lemma 2]. For completeness, we briefly review proof
steps here. Consider an arbitrary transmission pair consisting of a transmitter node and its receiver node illustrated
in Fig. 4. Clearly, the hopping distance is upper bounded by
√
5ah and hence, we choose the transmission range
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r =
√
5ah in the protocol model. Thus, the transmission is successful if there is no node simultaneously transmitting
within the distance of (1+∆)
√
5ah from the receiver node. This is satisfied if J ≥
(
2⌈(1 + ∆)√5⌉+ 1)2. That is,
the aggregate rate of WJ is achievable if J ≥
(
2⌈(1 + ∆)√5⌉+ 1)2. Since this holds for all hopping cells, Rn = WJ
is achievable if J ≥ (2⌈(1 + ∆)√5⌉+ 1)2.
Lemma 5: Suppose Regimes IV and V and assume that η ∈ [0, 1 − (α − β)). For ǫ > 0 arbitrarily small, each
node can be a source node of at most n1−η−(α−β)+ǫ nodes in its traffic cell whp.
Proof: Let Bi(k) denote the event that node i becomes a source node for less than k nodes. Denote n1 =
(1 + δ)n1−η . Then, we have
P
(∩i∈[1:n]Bi(k)) = 1− P (∪i∈[1:n]Bci (k))
whp
≥ 1− n
n1∑
j=k
(
n1
j
)(
M
m
)j (
1− M
m
)n1−j
≥ 1− n exp
(
−n1D
(
k
n1
∥∥∥∥Mm
))
= 1− n exp
(
−k log
(
km
n1M
)
− (n1 − k) log
(
m(n1 − k)
n1(m−M)
))
= 1− n exp (−k)
(
km
n1M
)− ln(2)
︸ ︷︷ ︸
:=A
exp (−(n1 − k))
(
m(n1 − k)
n1(m−M)
)− ln(2)
︸ ︷︷ ︸
:=B
(13)
if Mm <
k
n1
< 1, where D(a‖b) = a log(ab ) + (1 − a) log(1−a1−b ) denotes the relative entropy for a, b ∈ (0, 1). Here
the first inequality follows from the union bound and holds whp since the number of nodes in each traffic cell is
upper bounded by n1 whp from Lemma 2 (b), and the second inequality is due to the fact that for X ∼ B(n, p),
P(X ≥ k) ≤ exp (−nD (k/n‖p)) if p < k/n < 1. (14)
First consider Regime IV. Suppose that k = nτ for τ ∈ (0, 1]. Then the condition Mm < kn1 < 1 is given by
a2(1+δ)
a1
n1−η−(α−β) < nτ < (1 + δ)n1−η , which is satisfied as n increases if
1− η − (α− β) < τ ≤ 1− η. (15)
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Since τ > 0,
A = n exp (−nτ )
(
a1
a2(1 + δ)
nτ−1+η+(α−β)
)− ln(2)
(16)
converges to zero as n increases. Furthermore
B =exp
(−((1 + δ)n1−η − nτ ))( a1nα((1 + δ)n1−η − nτ )
(1 + δ)n1−η(a1nα − a2nβ)
)− ln(2)
(17)
converges to zero as n increases if τ ≤ 1− η. In summary, P (∩i∈[1:n]Bi(nη)) converges to zero as n increases if
(15) holds. Therefore, P (∩i∈[1:n]Bi(n1−η−(α−β)+ǫ))→ 0 as n→∞ by setting τ = 1− η− (α− β) + ǫ for ǫ > 0
arbitrarily small, implying that each node becomes a source node of at most n1−η−(α−β)+ǫ nodes whp for Regime
IV.
Now consider Regime V. Suppose again that k = nτ for τ ∈ (0, 1]. Then the condition Mm < kn1 < 1 is given by
a2(1+δ)
a1
n1−η < nτ < (1 + δ)n1−η , which is satisfied by setting τ = 1− η since a1 > a2 for Regime V so that we
can find δ > 0 satisfying a2(1+δ)a1 < 1, see Lemma 2 (b). For this case, we have
A = n exp
(−n1−η)( a1
a2(1 + δ)
)− ln(2)
(18)
and
B = exp
(−δn1−η)( a1δ
(a1 − a2)(1 + δ)
)− ln(2)
.
Hence, A→ 0 and B → 0 as n→∞ since η < 1. Therefore, each node becomes a source node of at most n1−η
nodes whp for Regime V.
Based on Lemma 5, we derive an upper bound on the number of data paths that should be carried by each
hopping cell in the following lemma, which is directly related to achievable throughput scaling laws.
Lemma 6: Suppose Regimes IV and V and assume that η ∈ [0, 1 − (α − β)). For ǫ > 0 arbitrarily small, each
hopping cell is required to carry at most n
3(1−η)
2
−(α−β)+ǫ data paths whp.
Proof: First consider the number of HDPs that must be carried by an arbitrary hopping cell, denoted by Nhdp.
By assuming that all HDPs of the nodes in the hopping cells located at the same horizontal line pass through the
considered hopping cell, we have an upper bound on Nhdp. Since the total area of these cells is given by
√
acah =
√
n−η
2 log n
n
= n
1−η
2
1√
2 log n
2 log n
n
, (19)
the number of nodes in that area is upper bounded by
n
1−η
2
1√
2 log n
2 log n = n
1−η
2
√
2 log n (20)
whp from Lemma 2 (a). Moreover, each of these nodes may become a source node of multiple nodes within the
same traffic cell. Therefore, from Lemma 5 and (20)
Nhdp
whp
≤ n1−η−(α−β)+ǫ′n 1−η2
√
2 log n
= n
3(1−η)
2
−(α−β)+ǫ′√2 log n (21)
for ǫ′ > 0 arbitrarily small. The same analysis holds for VDPs. In conclusion, each hopping cell carries at most
n
3(1−η)
2
−(α−β)+ǫ data paths whp for ǫ > 0 arbitrarily small, which completes the proof.
We are now ready to prove that (8) is achievable whp for Regimes IV and V. Let ǫ′ > 0 be an arbitrarily small
constant satisfying that 1− (α− β)− ǫ′ > 0, which is valid for Regimes IV and V since α− β ∈ [0, 1). Then set
η = 1− (α−β)− ǫ′, which determines the size of each traffic cell. From Lemma 3, every node can find its source
node within its traffic cell whp. From Lemma 4, setting J =
(
2⌈(1 + ∆)√5⌉+ 1)2, each hopping cell is able to
achieve the aggregate rate of
Rn =W/
(
2⌈(1 + ∆)
√
5⌉+ 1
)2
. (22)
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Furthermore, from Lemma 6, the number of data paths that each hopping cell needs to perform is upper bounded
by
n
3(1−η)
2
−(α−β)+ǫ′ = n
α−β
2
+ 5
2
ǫ′ (23)
whp, where we used η = 1− (α− β)− ǫ′.
Since each hopping cell serves multiple data paths using round-robin fashion, each data path is served with a
rate of at least (22) divided by (23) whp. Therefore, an achievable per-node throughput is given by
Tn =
W(
2⌈(1 +∆)√5⌉+ 1)2n−
α−β
2
− 5
2
ǫ′ ≥ n−α−β2 −ǫ (24)
whp for ǫ > 0 arbitrarily small. In conclusion, (8) is achievable whp for Regimes IV and V.
B. Regime III
In this subsection, we prove that
Tn = n
− 1
2
−ǫ (25)
is achievable whp assuming that α − β = 1 and a1 = a2, where ǫ > 0 is arbitrarily small. Hence the same Tn is
also achievable whp for α− β = 1 and any a1 ≤ a2, which corresponds to Regime III.
From now on, assume that α − β = 1 and a1 = a2. For this case, the total number of files that can be stored
by n nodes (i.e., the total number of files stored in the network) is exactly the same as the number of files in the
library (i.e., nM = m). We propose a centralized file placement and a globally multihop protocol as follows.
Centralized file placement: It can be seen that a distributed file placement might result in an outage, as seen
from the analysis in Lemma 3. Instead, we employ a simple centralized file placement for which all distinct m
files (in the library) are randomly stored in the total memories of n nodes. Hence, the network can contain all m
files, thus being able to avoid an outage.
Globally multihop protocol: As explained before, the traffic cell should be equal to the entire network (i.e.,
η = 0 in Section IV-A), in order to avoid an outage. Namely, n SD pairs are located over the entire network.
Hence, we can expect the same scaling result with the conventional wireless ad-hoc network in [5], namely, no
caching gain is expected.
We briefly explain how to achieve (25) whp, since the procedures of proof are almost similar to Regimes IV and
V. Similarly to Lemma 5, we can show that each node is able to be a source node of at most nǫ nodes whp for
ǫ > 0 arbitrarily small. Then, following the analysis in Section IV-A2, we can easily prove that (25) is achievable
whp for Regime III.
C. Single-Hop File Delivery
In this subsection, we prove Corollary 1. First consider Regimes IV and V. We apply the same file placement
and source node selection policy described in Section IV-A1. Then Lemma 3 holds guaranteeing no outage whp by
setting η = 1−(α−β)−ǫ′, where ǫ′ > 0 be an arbitrarily small constant satisfying that 1−(α−β)−ǫ′ > 0. Consider
the file delivery. Instead of multihop routing within each traffic cell, each source directly transmits the required file
to its destination within each traffic cell. Then, from the same analysis in Lemma 4, each traffic cell achieves the
aggregate rate of Rn = W(2⌈(1+∆)√5⌉+1)2 by TDMA between traffic cells with reuse factor
(
2⌈(1 + ∆)√5⌉+ 1)2.
Since there are at most (1+δ)n(α−β)+ǫ′ nodes in each traffic cell whp (Lemma 2 (b)), the rate of Rn1+δn−(α−β)−ǫ
′ is
achievable whp for each file delivery. Therefore, Tn = n−(α−β)−ǫ is achievable whp for Regimes IV and V, where
ǫ > 0 is arbitrarily small.
Now consider Regime III. As the same reason in IV-B, we assume α − β = 1 and a1 = a2, and then apply
the same file placement and source node selection policy described in Section IV-B, which guarantees no outage.
Then, from the direct file delivery by time-sharing between n SD pairs, Tn = 1n
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V. CONVERSE
In this section, we prove the upper bounds in Theorem 2 assuming that the popularity distribution satisfies the
condition in Definition 3. We first introduce the following technical lemma.
Lemma 7: Let X follow a binomial distribution with parameters l and p, i.e., X ∼ B(l, p). Then, for k ∈ [0 : lp],
P(X ≤ k) ≤ exp
(
− 1
2p
(lp − k)2
l
)
. (26)
Proof: The proof follows immediately from the Chernoff bound.
A. Regimes I and II
We introduce the following lemma, which demonstrates that a non-vanishing outage probability is inevitable for
Regimes 1 and 2 even if centralized caching were allowed. Therefore, a non-vanishing outage probability implied
by Lemma 8 yields that Tn = 0 whp for Regimes I and II.
Lemma 8: Suppose Regimes I and II. Let Nout,1 denote the number of nodes that they cannot find their requested
files in the entire network. Then, we have Nout,1 ≥ c3n whp for some constant c3 > 0 independent of n.
Proof: The total number of files that are able to be stored by the entire network is given by nM = a2n1+β .
Hence the probability that each node cannot find its requested file in the entire network is lower bounded by
1−
a2n1+β∑
i=1
pr(i) := pout,1. (27)
Then, for µ ∈ [0, pout,1], we have
P(Nout,1 ≥ µn)
(a)
≥
n∑
i=µn
(
n
i
)
piout,1(1− pout,1)n−i
≥ 1−
µn∑
i=1
(
n
i
)
piout,1(1 − pout,1)n−i
(b)
≥ 1− exp
(
−(pout,1 − µ)
2
2pout,1
n
)
, (28)
where (a) follows from (27) and the fact that each node requires a file independent of other nodes and (b) follows
from Lemma 7. Here, the condition µ ∈ [0, pout,1] is required to apply Lemma 7.
Now consider pout,1 defined in (27). Notice that a2n1+β < a1nα as n→∞ for both regimes because α−β > 1
for Regime I and α− β = 1 and a1 > a2 for Regime II. Hence, from Definition 3, limn→∞ pout,1 ≥ c4 for some
constant c4 > 0 independent of n. Then setting µ = c42 in (28), which satisfies µ ∈ [0, pout,1] as n → ∞, yields
that P
(
Nout,1 ≥ c42 n
)→ 1 as n → ∞. Therefore, Nout,1 ≥ c3n whp for some constant c3 > 0 independent of n.
B. Regimes III and IV
The key ingredient to establish the upper bounds in Theorem 2 for Regimes III and IV is to characterize the
minimum distance for file transmission that a non-zero fraction of SD pairs must go through, which is given in
Lemma 9 below. Then, as a consequence of the protocol model which does not allow concurrent transmission
within a circle of radius (1+∆)r around each intended receiver, we are able to determine how many SD pairs can
be simultaneously activate at a given time slot, which is directly related to the desired throughput upper bounds.
Lemma 9: Suppose Regimes III and IV. For ǫ > 0 arbitrarily small, let Nout,2 denote the number of nodes
that they cannot find their requested files within the distance of n−
1−(α−β)
2
−ǫ from their positions. Then, we have
Nout,2 ≥ c5n whp for some constant c5 > 0 independent of n.
Proof: Let ǫ′ > 0 be an arbitrarily small constant satisfying that 1− (α − β) + ǫ′ ∈ [0, 1), which is valid for
Regimes III and IV since α − β ∈ (0, 1]. For simplicity, denote ζ = 1−(α−β)+ǫ′2 . Let Nfile be the total number of
files that are able to be stored by the area of radius n−ζ . From Lemma 2 (b), the number of nodes in that area is
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Fig. 5. A lower bound on the exclusive area occupied by the multihop transmission of a SD pair with distance n−
1−(α−β)+ǫ
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.
upper bounded by (1 + δ)n1−2ζ whp because 2ζ ∈ [0, 1). Hence Nfile ≤ (1 + δ)n1−2ζM = a2(1 + δ)nα−ǫ′ whp.
Then the probability that each node cannot find its requested file within the radius of n−ζ is lower bounded by
1−
Nfile∑
i=1
pr(i)
whp
≥ 1−
a2(1+δ)nα−ǫ
′∑
i=1
pr(i) := pout,2. (29)
Then similarly to (28), we have
P(Nout,2 ≥ µn)
whp
≥ 1− exp
(
−(pout,2 − µ)
2
2pout,2
n
)
(30)
for µ ∈ [0, pout,2]. From Definition 3, limn→∞ pout,2 ≥ c6 for some constant c6 > 0 independent of n. More
specifically, we can apply Definition 3 because a2(1 + δ)nα−ǫ
′
< a1n
α as n→∞. Hence setting µ = c62 in (30),
which satisfies µ ∈ [0, pout,2] as n → ∞, yields that P
(
Nout,2 ≥ c62 n
) → 1 as n → ∞. Therefore, Nout,2 ≥ c5n
whp for some constant c5 > 0 independent of n.
Based on Lemma 9, we can prove that the throughput of any scheme must satisfy
Tn
whp
≤ n−α−β2 +ǫ (31)
for Regimes III and IV, where ǫ > 0 is arbitrarily small. Specifically, from Lemma 9, for ǫ′ > 0 arbitrarily small,
there are at least c5n SD pairs whose distances are larger than n−
1−(α−β)
2
−ǫ′ whp, where c5 > 0 is some constant
and independent of n. Then, we restrict only on the delivery of the requests of such SD pairs, obtaining clearly
an upper bound on the per-node throughput. First, we consider the exclusive area (i.e., the area to prohibit the
transmission for other SD pairs) occupied by the multihop transmission of a SD pair with distance n− 1−(α−β)2 −ǫ′ . In
order to obtain a lower bound on such area, we assume that ∆ = 0 and each receiver node is located at the distance
of r from its transmitter node along with the SD line (see Fig. 5). Then, the exclusive area is lower bounded (i.e.,
only taking the shaded areas in Fig. 5) such as
2πr2n−
1−(α−β)
2
−ǫ′
2r
= πrn−
1−(α−β)
2
−ǫ′ . (32)
Hence, the maximum number of SD pairs guaranteeing a rate of W over the entire network of a unit area is upper
bounded by 1πrn
1−(α−β)
2
+ǫ′ whp. As a result, the sum throughput Sn (summing the rate of all users) is upper bounded
by Sn
whp
≤ Wπrn
1−(α−β)
2
+ǫ′
. Notice that for a given sum throughput Sn, the symmetric per-user rate is trivially upper
bounded by Tn ≤ Sn/n. Hence, we have
Tn ≤ Sn
n
whp
≤ W
πr
n
−1−(α−β)
2
+ǫ′ . (33)
That the above bound on Tn increases as r decreases. On the other hand, it was shown in [5, Section V] that the
absence of isolated nodes is a necessary condition for a non-zero Tn requiring that
r
whp
≥ c7
√
log n/n (34)
for some constant c7 > 0 independent of n. Therefore, from (33) and (34), we have an upper bound on the per-node
throughput as
Tn
whp
≤ W
πc7
n−
α−β
2
− log logn
2 logn
+ǫ′
≤ n−α−β2 +ǫ (35)
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for ǫ > 0 arbitrarily small. In conclusion, the upper bound in (31) holds whp for Regimes III and IV.
C. Regime V
In this subsection, we prove that the throughput of any scheme must satisfy
Tn
whp
≤ c8
log n
(36)
for Regime V, where c8 > 0 is some constant independent of n. The following lemma shows that at least a constant
fraction of nodes have to download their requested files from other nodes, which will be used as the key ingredient
to prove the upper bound in (36).
Lemma 10: Suppose Regime V. Let Nout,3 denote the number of nodes that they cannot find their requested files
in their own cache memories. Then, we have Nout,3 ≥ c9n whp for some constant c9 > 0 independent of n.
Proof: Similar to the proof in Lemmas 8 and 9, we have
P(Nout,3 ≥ µn) ≥ 1− exp
(
−(pout,3 − µ)
2
2pout,3
n
)
(37)
for µ ∈ [0, pout,3], where pout,3 = 1−
∑a2nα
i=1 pr(i). Since a2 < a1 for Regime V, limn→∞ pout,3 ≥ c10 for some con-
stant c10 > 0 independent of n from Definition (3). Hence setting µ = c102 in (37) yields that P
(
Nout,3 ≥ c102 n
)→ 1
as n→∞. Therefore, Nout,3 ≥ c9n whp for some constant c9 > 0 independent of n.
From Lemma 10, a non-vanishing fraction of nodes have to download their requested files from other nodes
and, as a result, (34) should be satisfied for successful file delivery, see [5, Section V]. From the protocol model,
then, the rate of each file delivery is upper bounded by W bits/sec/Hz and there are at most 1πc27
n
logn concurrent
file deliveries in the network whp, from the bound in (34). Therefore, Sn
whp
≤ Wπc27
n
logn and Tn ≤ Snn
whp
≤ Wπc27
1
logn . In
conclusion the upper bound in (36) holds whp for Regime V.
D. Single-Hop File Delivery
In this subsection, we prove Corollary 2. For Regimes I and II, Lemma 8 still holds, resulting that Tn = 0 whp
for these regimes. Also, the same argument in Section V-C holds, resulting that (36) whp for Regime V.
Now consider Regimes III and IV. From Lemma 9, if the file delivery for SD pairs with distance at least
n−
1−(α−β)
2
−ǫ is restricted to single-hop transmission, the exclusive area occupied by each of those SD pairs is lower
bounded by
πn−(1−(α−β))−ǫ
′ (38)
whp for ǫ′ > 0 arbitrarily small. Then, as the same analysis in Section V-B, we have Sn
whp
≤ Wπ n1−(α−β)+ǫ
′
,
resulting that Tn
whp
≤ n−(α−β)+ǫ for ǫ > 0 arbitrarily small for these regimes.
VI. IMPROVED ACHIEVABLE THROUGHPUT
In this section, we prove Theorem 3 by assuming that user demands follow a Zipf popularity distribution with
exponent γ > 1 + 1α .
A. File Placement and Delivery
Similar to the case of Regime IV in Section IV-A, i.e., α − β ∈ (0, 1), a distributed file placement and a local
multihop protocol are performed. In order to describe the proposed file placement, let ǫc > 0 be an arbitrarily small
constant satisfying that
β + 1− 1
γ
− ǫc > 0, (39)
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which is valid because β + 1 − 1γ−1 > 1 − (α − β) > 0, where the first inequality holds from the assumption
γ > 1 + 1α and the second inequality holds for Regime IV since α− β ∈ (0, 1). Then, define
n2 = n
1−min(1,β+1−1/(γ−1))+ǫc/2 (40)
and let Fsub ⊆ F denote the subset of the first (most probable) (Mn2) files in the library. During the file placement
phase, each node stores M distinct files in its cache, chosen uniformly at random from Fsub independently of other
nodes.
During the file delivery phase, the same local mulithop described in Section IV-A is performed. To determine
the size of each traffic cell, we set
η = min
(
1, β + 1− 1
γ − 1
)
− ǫc, (41)
which is valid since η ∈ (0, 1) from (39). Then the number of nodes in each traffic cell is upper bounded by
(1 + δ)n2n
ǫc/2 (42)
whp and lower bounded by
(1− δ)n2nǫc/2 (43)
whp from Lemma 2 (b).
B. Achievable Throughput
In this subsection, we prove that
Tn = n
− 1−min(1,β+1−1/(γ−1))
2
−ǫ (44)
is achievable whp for Regime IV, where ǫ > 0 is arbitrarily small. The overall procedure is similar to the case of
Regime IV in Section IV-A. In the following, we first show that all nodes can find their required files within their
traffic cells whp by setting η as in (41).
Lemma 11: Suppose Regime IV and η = min
(
1, β + 1− 1γ−1
)
−ǫc. Then all nodes are able to find their sources
within their traffic cells whp.
Proof: Denote P =∑Mn2i=1 pr(i), where the definition of n2 is given by (40). For i ∈ [1 : n], denote Ni ⊆ [1 : n]
as the set of nodes in the traffic cell that node i is included and Ai as the event that node i establishes its source
node in Ni. Then the outage probability P(Aci ) is given by
P(Aci ) = P(node i requests fi ∈ Fsub)P(fi /∈ ∪j∈NiMj |node i requests fi ∈ Fsub)
+ P(node i requests fi /∈ Fsub)
= P
(
Mn2 −M
Mn2
)|Ni|
+ (1− P )
whp
≤ P
(
1− 1
n2
)(1−δ)n2nǫc/2
+ (1− P ), (45)
where |Ni| denotes the cardinality of Ni. Here, the second equality holds since each node i stores M distinct files
in its local memory Mi, chosen uniformly at random from Fsub independently of other nodes and the inequality
holds from (43).
Then, following the analysis in (9), we have:
P
(∩i∈[1:n]Ai) whp≥ 1− n
(
P
(
1− 1
n2
)(1−δ)n2nǫc/2
+ (1− P )
)
≥ 1− n
(
1− 1
n2
)(1−δ)n2nǫc/2
− n(1− P )
= 1− n
((
1− 1
n2
)n2)(1−δ)nǫc/2
− n(1− P ). (46)
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From (11) and the fact that n2 →∞ as n→∞, the term n
((
1− 1n2
)n2)(1−δ)nǫc/2
in (46) convergeges to zero
as n increases. Furthermore,
n(1− P ) (a)= n
(∑m
i=Mn2+1
i−γ∑m
i=1 i
−γ
)
(b)
≤ n
(∫m
Mn2
x−γdx∫m
1 x
−γdx
)
(c)
=
nα(1−γ)+1 − n(β+1−min(1,β+1−1/(γ−1))+ǫc/2)(1−γ)+1
nα(1−γ) − 1 , (47)
where (a) follows from the definition of P , (b) follows because
∑b
i=a+1 i
−γ ≤ ∫ ba x−γdx and ∑bi=a i−γ ≥∫ b
a x
−γdx, and (c) follows from the definition of n2. Notice that nα(1−γ) and nα(1−γ)+1 in (47) converge to zero
as n increases since γ > 1 + 1α . Also,
n(β+1−min(1,β+1−1/(γ−1))+ǫc/2)(1−γ)+1 ≤ n(β+1−(β+1−1/(γ−1))+ǫc/2)(1−γ)+1
= n
ǫc/2
1−γ (48)
converges to zero as n increases because ǫc/21−γ < 0. Therefore, the term n(1−P ) in (46) also converges to zero as
n increases.
In conclusion, from (46), P (∩i∈[1:n]Ai) converges to zero as n increases.
As proved in Lemma 11, we set η = min
(
1, β + 1− 1γ−1
)
− ǫc from now on, which determines the size of each
traffic cell guaranteeing no outage at all nodes whp. Notice that Lemma 4 holds regardless of the file popularity
distribution. Hence, a non-vanishing aggregate rate is achievable for any hopping cell by TDMA between hopping
cells with some constant reuse factor. We then derive the same statement in Lemma 5 in the following lemma.
Lemma 12: Suppose Regime IV and η = min
(
1, β + 1− 1γ−1
)
− ǫc. Then each node can be a source node of
at most nǫc nodes in its traffic cell whp.
Proof: Let Bi(k) denote the event that node i becomes a source node for less than k nodes. From the same
analysis in (13), we have
P
(∩i∈[1:n]Bi(k)) whp≥ 1− n (1+δ)n2n
ǫc/2∑
j=k
(
(1 + δ)n2n
ǫc/2
j
)(
1
n2
)j (
1− 1
n2
)(1+δ)n2nǫc/2−j
≥ 1− n exp
(
−(1 + δ)n2nǫc/2D
(
k
(1 + δ)n2nǫc/2
∥∥∥∥ 1n2
))
= 1− n exp
(
−k log
(
k
(1 + δ)nǫc/2
))
· exp
(
−((1 + δ)n2nǫc/2 − k) log
(
(1 + δ)n2n
ǫc/2 − k
(1 + δ)n2nǫc/2 − (1 + δ)nǫc/2
))
= 1− n exp(−k)
(
k
(1 + δ)nǫc/2
)− ln(2)
︸ ︷︷ ︸
:=C
· exp(−((1 + δ)n2nǫc/2 − k))
(
(1 + δ)n2n
ǫc/2 − k
(1 + δ)n2nǫc/2 − (1 + δ)nǫc/2
)− ln(2)
︸ ︷︷ ︸
:=D
(49)
if 1n2 <
k
(1+δ)n2nǫc/2
< 1, where D(a‖b) = a log(ab )+(1−a) log(1−a1−b ) denotes the relative entropy for a, b ∈ (0, 1).
Suppose that k = nǫc . Then the condition 1n2 <
k
(1+δ)n2nǫc/2
< 1 is satisfied because (1 + δ)nǫc/2 < nǫc <
(1 + δ)n1−min(1,β+1−1/(γ−1))+ǫc . Furthermore, we have
C = n exp(−nǫc)
(
nǫc/2
1 + δ
)− ln(2)
→ 0 as n→∞. (50)
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Similarly, from the definition of n2 in (40),
D = exp(−((1 + δ)n1−min(1,β+1−1/(γ−1))+ǫc − nǫc))
·
(
(1 + δ)n1−min(1,β+1−1/(γ−1))+ǫc − nǫc
(1 + δ)n1−min(1,β+1−1/(γ−1))+ǫc − (1 + δ)nǫc/2
)− ln(2)
→ 0 as n→∞ (51)
because ((1 + δ)n1−min(1,β+1−1/(γ−1))+ǫc − nǫc) → ∞ as n → ∞ and (1+δ)n1−min(1,β+1−1/(γ−1))+ǫc−nǫc(1+δ)n1−min(1,β+1−1/(γ−1))+ǫc−(1+δ)nǫc/2 → 1
as n →∞. Therefore, P (∩i∈[1:n]Bi(nǫc)) → 1 as n → ∞, meaning that each node becomes a source node of at
most nǫc nodes whp.
Lemma 13: Suppose Regime IV and η = min
(
1, β + 1− 1γ−1
)
− ǫc. For ǫ > 0 arbitrarily small, each hopping
cell is required to carry at most n
1−min(1,β+1−1/(γ−1))
2
+ǫ data paths whp.
Proof: Let Nhdp denote the number of HDPs that must be carried by an arbitrary hopping cell. From the same
analysis in (19) and (20) and Lemma 12, we have
Nhdp
whp
≤= n 1−min(1,β+1−1/(γ−1))2 +ǫc
√
2 log n. (52)
The same analysis holds for VDPs. In conclusion, each hopping cell carries at most n
1−min(1,β+1−1/(γ−1))
2
+ǫ data
paths whp for ǫ > 0 arbitrarily small, which completes the proof.
We are now ready to prove that (44) is achievable whp for Regime IV. From Lemma 11, every node can find
its source node within its traffic cell whp. From Lemma 4, setting J =
(
2⌈(1 + ∆)√5⌉+ 1)2, each hopping cell
is able to achieve the aggregate rate in (22). Furthermore, from Lemma 13, the number of data paths that each
hopping cell needs to perform is upper bounded by
n
1−min(1,β+1−1/(γ−1))
2
+ǫ′ (53)
whp for ǫ′ arbitrarily small. Therefore, an achievable per-node throughput is given by at least (22) divided by (53)
whp. In conclusion, (44) is achievable whp for Regime IV.
VII. CONCLUDING REMARKS
We considered a wireless ad-hoc network in which nodes have cached information from a library of possible
files. For such network, we proposed an order-optimal caching policy (i.e., file placement policy) and multihop
transmission protocol for a broad class of heavy-tailed popularity distributions including a Zipf distribution with
exponent less than one. Interestingly, we showed that a distributed uniform random caching is order-optimal for
the parameter regimes of interest as long as the total number of files in the library is less than the overall caching
memory size in the network. i.e., α − β ∈ (0, 1]. Also, it was shown that a multihop transmission provides a
significant throughput gain over one-hop direct transmission as in the conventional wireless ad-hoc networks. As
a future work, the complete characterization of the optimal throughput scaling laws for this network with random
demands following a Zipf distribution with an arbitrary exponent γ (in particular, with γ ≥ 1) remains to be
determined. In this regime, decentralized uniform random caching over a subset of most probable files is generally
not order-optimal, and gains can be achieved by more refined random decentralized caching policies. Whether these
can achieve the same scaling laws of the deterministic centralized strategy of [16] in all regimes remains also to
be seen.
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