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A comprehensive analytical model of an indirect internal reforming type tubular Solid Oxide
Fuel Cell (IIR-T-SOFC) has been developed. Two-dimensional axisymmetric multicomponent
gas flow fields and quasi-three-dimensional electric potential/current fields in the tubular cell
are simultaneously treated in the model with consideration of the involved phenomena such as
internal reforming, electrochemical reactions and radiative heat transfer. By using this model,
the characteristics of the operating state of an IIR-T-SOFC were numerically examined. As a
result, it was shown how the thermal field and power generation characteristics of the cell were
affected by the gas inlet temperature, air flow rate, steam-methane ratio, reforming catalyst
distribution and thickness of the electrodes. In particular, the optimized catalyst distribution
greatly reduced both the maximum temperature and temperature gradients of the cell with
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With the rapid progress of computer technology in these years, numerical analysis has become
an ”easy-to-use” tool for academic research and technical development of fuel cells, which are
expected to play an important role as clean and efficient energy conversion devices in the
near future. Simulation of the fuel cells, however, is essentially very complicated due to a
variety of phenomena involved in them such as multicomponent gas flow, heat/mass transfer,
electrochemical reactions and generation of the electric current. Therefore, how to model those
involved phenomena is a critical issue in the numerical analysis of the fuel cells. Improving the
model should lead to increase in the ”real utility” of the numerical analysis, and consequently to
advance in the fuel cell technologies. From this viewpoint, an original comprehensive numerical
model of an indirect internal reforming type tubular Solid Oxide Fuel Cell (IIR-T-SOFC) has
been developed in the present study. The first objective is to propose an appropriate numerical
analytical method applicable to a wide variety of fuel cells, and the second one is to actually
examine the feasibility of this advanced type of fuel cells.
Among several types of fuel cells, Solid Oxide Fuel Cells (SOFCs) have an advantage that
they can operate with not only hydrogen but also common hydrocarbon fuels. This is due
to the oxide ion conductivity of the electrolyte. High operation temperature is also a major
advantage of the SOFCs, which makes it possible to employ hybrid systems with gas turbines
or the like, and accordingly to improve overall energy conversion efficiencies [1][2]. In addition,
steam reforming of the hydrocarbon fuels is possible in the SOFC systems with the aid of the
high operation temperatures. When the reforming reaction takes place on the anode of the cell
with heat and steam supplied directly from the electrochemical reaction, the process is referred
to as direct internal reforming (DIR). In this case, the cell structure is relatively simple because
no additional catalyst except the anode is needed. However, there are still some difficulties in
properly controlling both reforming and electrochemical reactions with the anode itself [3][4][5].
On the other hand, the case in which the reforming reaction proceeds on the catalysts added
inside the system but apart from the anode is referred to as indirect internal reforming (IIR). In
this case, a variety of commercial materials can be used as a catalyst for the reforming reaction.
Furthermore, it could be possible to control the thermal field in the system by the endothermic
effect of the reforming reaction, judging from the earlier studies [6][7][8].
Another advantage of the SOFCs is that the electrolyte is solid, not liquid. This results
in the geometric flexibility of the cell. At present there are several types of the cells proposed
and tested for the SOFCs. Among them, tubular-type SOFCs are one of the most practically
developed ones. The two major advantages of the tubular cells are that they have relatively
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good thermal shock resistance and that there is no need for special sealing treatment. Owing
to these advantages, a long-term operation test of an atmospheric pressure 100-kW tubular
SOFC system has been successfully performed [9]. In this conventional system, natural gas
fuel is fully reformed in ”in-stack” reformers, which are placed between the cell bundle rows
composed of many tubular cells and heated indirectly by them (hence, this SOFC system is
also referred to as a kind of IIR-T-SOFC systems).
The concept of the IIR-T-SOFCs to be focused on in this study is that the hydrocarbon fuels
are reformed indirectly in ”each” tubular cell, rather than in the conventional in-stack reformers
or the like. In the present case, the cell structure becomes a little more complicated in geometry
due to the catalyst to be embedded in it, but the stack structure becomes fairly simple. That
is, arbitrary number of the cells can be stacked both in electrical series and parallel in principle
because there are no in-stack reformers. This should be a great advantage in producing SOFC
systems of various output levels. Additionally, it could become possible with this type of fuel
cell to control the thermal field in the system on a ”per-cell” basis depending on how the
catalyst is allocated in the cell. At present this type of fuel cell is just an idea, therefore it
should be so meaningful to study the feasibility of it numerically.
For the development process of the high-temperature fuel cell systems, to predict the cell
thermal field in detail is particularly important in order to avoid the risk of thermal crack
failures caused by excessively high temperatures and too-large temperature gradients. At the
same time, to figure out the details of the power generation characteristics of the cell is also
very useful for further improvement of the energy conversion efficiencies of the system. Those
detailed information on the operating state of the cell, however, cannot be obtained by general
experimental methods. This is also the reason why numerical analysis is suitable for the research
of the fuel cells. Only recently have the numerical studies on the IIR-T-SOFCs been reported in
literature, such as Aguiar et al. [7] and Nagata et al. [10]. However, the numerical models used
in their studies were rather simplified ones. For example, the multicomponent thermo-fluid field
within the cell was basically treated as one-dimensional in their models. In order to achieve the
maximum benefit from the numerical analysis, all the involved phenomena within the cell need
to be modelled as accurate as possible because they are closely related to each other. Hence
in the present study, two-dimensional axisymmetric gas flow field and quasi-three-dimensional
electric current field in the cell have been simultaneously considered in the model. Moreover,
all the effects of the internal reforming, electrochemical reactions, radiative heat transfer and
porous media flow have been properly taken into account. In the following chapters, general
remarks on the mechanism of the IIR-T-SOFCs will be described first, then the details of the
model will be explained in a methodical way, and finally the calculated results, especially for
the thermal field and power generation characteristics of the cell, will be examined.
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Chapter 2
General Remarks on the Mechanism of
IIR-T-SOFC
Prior to describing the numerical modelling and the simulated results, general remarks on the
mechanism of the IIR-T-SOFCs will be given in this chapter. In contrast to the conventional
tubular SOFCs extensively developed in some industrial firms such as Siemens Westinghouse
Power, the IIR-T-SOFCs to be examined in this study are one of the most advanced (but not
matured) types of fuel cells. Many advantages are shared with the conventional SOFCs (e.g.
high operating temperature, oxide ion conductivity of the electrolyte, etc.) while the concept of
indirect internal reforming in ”each” cell is unique and less well known. Hence the mechanism
of the IIR-T-SOFCs, particularly for the cell structure and internal reforming/electrochemical
reactions, will be described below.
2.1 Tubular Cell
Figure 2.1 shows a schematic view of a single cell of IIR-T-SOFCs to be focused on in the
present study. The cell consists of a cell tube and a feed tube, basically following a design of
conventional tubular SOFCs [11]. The cell tube is composed of anode, cathode, electrolyte and
support layers. Electrochemical reactions take place inside and outside the cell tube, and then
electricity is generated accordingly. The variation from the conventional cell design is that the
feed tube is filled with a porous medium containing the catalyst for the steam reforming, and
that the hydrocarbon fuel, not air, flows inside the feed tube to be reformed ”indirectly” in each
tubular cell. That is to say, the fuel is reformed inside the feed tube, changes flow direction
at the closed end of the cell tube, reacts electrochemically on the anode, and then flows out of
the cell. Meanwhile, air flows outside the cell tube and reacts on the cathode. One drawback
of this cell design is that the interconnects are exposed to the high-temperature air, that can
cause serious oxidization of the interconnects. However, this problem is being resolved due
to the development of new interconnect materials such as doped-lanthanum chromite series in
recent years [12][13].
This tubular cell is stacked in both electrical series and parallel direction as shown in Fig.
2.2. The number of the cells can be decided depending on the required output power. When
the number of the cells is sufficiently large, the operating condition of each tubular cell should
be almost the same except for the cells located on the peripheral part of the stack. In other
words, most of the cells are expected to be equally burdened. This is a big advantage in terms
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Figure 2.1: Schematic view of a single cell of IIR-T-SOFCs.
Figure 2.2: Schematic view of a cell stack.
of both design and maintenance of the cells because there is no need to consider where they are
positioned in the cell stack. Therefore, the most important issue in the development of such
IIR-T-SOFCs is to figure out the complicated phenomena seen in each tubular cell, which is
the reason why a single cell, not a cell stack, is focused on in this study.
2.2 Internal Reforming Process
One of the important phenomena which take place in the tubular cell is the internal reforming
of fuel. As mentioned above, the tubular cell is designed to reform hydrocarbons inside the feed
tube. Although there are a variety of hydrocarbon fuels, only methane, a major component of
natural gas, is focused on as fuel in this study.
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For the methane fuel, methane-steam reforming process is widely known as a conventional
process for producing hydrogen [14][15]. This reforming process, which takes place on the
catalysts such as nickel-alumina, can be described by the following two chemical reactions:
¿ Steam Reforming of CH4 À
CH4 + H2O ←→ 3H2 + CO (2-1)
¿ Shift Reaction of CO À
CO + H2O ←→ H2 + CO2 (2-2)
The steam reforming reaction, described by eqn (2-1), is a strongly endothermic reaction. From
the viewpoint of chemical equilibrium, the methane is almost totally reformed at the operation
temperature of the SOFCs, 700◦C or higher in general. In other words, the equilibrium con-
stant of the steam reforming is very large at such high temperatures. However, the reaction
rate depends on not only temperature but also partial pressure of each chemical species and
amount of the catalysts. Therefore, how the methane is reformed inside the feed tube is highly
dependent on those locally-variable factors. Meanwhile, the water-gas shift reaction, described
by eqn (2-2), is a weak exothermic reaction. Hence the equilibrium constant becomes larger as
temperature becomes lower. Additionally, the shift reaction is always close to the equilibrium in
the entire fuel path because the reaction rate is much faster than that of the steam reforming.
2.3 Electrochemical Process
Another important phenomenon in the tubular cell is a series of events associated with the
electrochemical reaction. In the case where methane is used as fuel and is totally reformed
inside the feed tube, the electrochemical process on the anode and cathode can be described
by the following reactions:
¿Anode Reaction of H2 À
H2 + O
2− −→ H2O + 2e− (2-3)
¿Anode Reaction of CO À
CO + O2− −→ CO2 + 2e− (2-4)




− −→ O2− (2-5)
These anode and cathode reactions are also described collectively as follows:




O2 −→ H2O (2-6)




O2 −→ CO2 (2-7)
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Figure 2.3: Basic concept of the electrochemical process.
Figure 2.3 illustrates the mechanism of the electrochemical process in the tubular cell. On the
cathode side, oxygen molecules in the air combine with electrons to be oxide ions. The oxide
ions move through the solid electrolyte to the anode side, and combine with hydrogen or carbon
monoxide (CO) molecules in the fuel there. The electrons released through the anode reactions
move to the cathode of the neighboring cell, and eventually return to the original location via
an external circuit - i.e. electric current is generated through the tubular cells.
The amount of the electric current, which directly relates to the rates of the electrochemical
reactions and the heat/mass generations involved, depends on several factors. Those factors
can be roughly classified into three groups: electromotive force (EMF), internal resistance, and
external load of the cell.
The EMF is largely determined by the composition of the fuel gas mixture. In general,
the EMF decreases as hydrogen/CO are consumed and steam/CO2 are produced. As for the
internal resistance, oxide ionic resistivity of the electrolyte is one of the important factors. It
tends to decrease as the temperature rises, which is said to be the main reason for the high
operation temperature of the SOFCs. Electric resistivities of the electrodes are also important
because the electric current flows largely in the circumferential direction in the electrodes as
shown in Fig. 2.3, that is due to the geometric condition of the cell. The energy losses caused
by the above resistances are called ohmic losses or ohmic overpotentials. In addition to this,
activation and concentration overpotentials also arise in the electrochemical process of fuel cells,
details of which can be found in a number of texts (e.g. Larminie et al. [16]).
The EMF and internal resistances vary from place to place because temperature and gas
composition are non-uniform in the cell. Therefore, how the electric current flows in the cell is
generally very complicated. Finally, the external load of the cell is closely related to the cell
terminal voltage as well as to the amount of the electric current: the electric current becomes
larger and the terminal voltage becomes lower as the external resistance decreases, and the
output power of the cell reaches a peak at a certain point.
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2.4 Summary
In this chapter, the mechanism of the IIR-T-SOFCs has been briefly explained. The key points
are that the rates of both internal reforming and electrochemical reactions are mutually related
to the thermal/concentration fields in the cell, and that they are essentially non-uniform in
the cell. In fact, this non-uniformity is exactly one of the critical issues in the development
of the high-temperature fuel cells. This is because thermal crack failures of the cell, which is
composed of several different materials as shown in Fig. 2.1, can be caused by excessively high
temperatures and too-large thermal gradients in the cell.
Generally speaking, there are three fundamental problems to be solved in the development
of the fuel cells: how to improve the power generation performance, how to prevent thermal
crack failure, and how to reduce the production cost. Among them, the thermal crack issue is
an especially suitable one to be tackled with the numerical analysis because a lot of detailed
data on the thermal field of the cell can be obtained. Those data are quite useful for considering
the possibility of the thermal cracks, and are hard to be obtained from general experimental
analysis. The thermal field in the IIR-T-SOFCs is largely determined by the balance of the
following three phenomena: heat generation by the electrochemical process, heat absorption by
the internal reforming process, and heat removal by the air flow. Therefore, in the numerical
analysis, we have to calculate both the thermo-fluid and electric current fields as accurate as
possible to obtain the reasonable data on the thermal field. For the gas flow fields, at least
two-dimensional (axial and radial direction) analysis would be required to consider the heat
and mass transfer appropriately. Meanwhile, the electric current should be calculated also in
the circumferential direction because the current flows basically in that direction as shown in
Fig. 2.3. What to assume and how to integrate those two calculations are the key points of the




This chapter presents details of the numerical model for a cell of IIR-T-SOFCs. The compu-
tational code developed and used in the present study originates in that for the Siemens-type
tubular SOFCs by Li et al. [17][18]. This primary code had been extended into the code for
multicomponent gas systems by Komori [19], and further development was carried out in this
study to conduct the numerical analysis for the cell of IIR-T-SOFCs. In particular, the porous
media flow, internal reforming and radiation models were newly adopted and the electrochem-
ical model was greatly improved in this study. For the sake of convenience, description of the
model is presented here in such an order that the gas flow fields are discussed first and then
the other factors are mentioned subsequently. Additionally, an overall picture of the model is
presented at the end of the chapter.
3.1 Calculation of Gas Flow Field
The gas flow fields, which include momentum, heat and mass transfer, are resolved in this
study by using the Finite Volume Method (FVM) based on the solution algorithm suggested
by Patankar [20]. Although it is not included in ”gas” flow, heat conduction in ”solid” is also
described here because the same solution can be used to solve it.
3.1.1 Computational Domain and Assumptions
A longitudinal sectional view of the tubular cell is shown in Fig. 3.1 with the dimensions and
chemical equations to be considered in this study. The calculation is performed with a two-
dimensional cylindrical coordinate system, and the computational domain is indicated by the
broken line plotted in the figure. The cell tube and feed tube are solid while the inside the feed
tube is filled with a porous medium. To simplify the problem, it is assumed that an adiabatic
cylindrical wall is placed outside the cell tube, so that the air flows through an annular space
confined by the wall and the cell tube. It is also assumed that the cell tube end is flat, not
spherical. The dimensions of the cell indicated in Fig. 3.1 are fixed in this study except for
special calculation cases mentioned later.
The fuel is composed of hydrogen, steam, CO, CO2 and methane, and the air is composed
of oxygen and nitrogen in this study. Both the fuel and air are assumed to be incompressible
and Newtonian fluids, and the gas flows are assumed to be laminar, steady and symmetric with
respect to the cell axis (the Reynolds number is less than 200 in the present study). The effect
of gravity is excluded.
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Figure 3.1: A longitudinal section of the cell and chemical reactions
considered in this study.
3.1.2 Governing Equations
The governing equations for momentum/heat/mass transfer to be solved are different among
the three kinds of areas: gas, solid and porous areas. For the gas area, those are the continuity,
Navier-Stokes, energy and mass transfer equations described as follows:






















































































































In the above equations, Ux and Ur are the x- and r-components of the velocity, and Yj is the mass
fraction of chemical species j. Djm is the mass diffusivity of species j in the multicomponent
gases. All of the gas properties are treated as variables dependent on local temperature and
mass fraction of each chemical species, details of which will be described in Section 3.1.4.
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Support tube (CSZ) 1.1
Feed tube (CSZ) 1.1
Table 3.2: Parameters of the porous medium.
² [−] 0.9
K [m2] 1.0× 10−7
f [−] 0.088
λs [W/mK] 10.0





Q and Sj in eqns (3-4) and (3-5) denote the source terms, which will also be discussed
later. The effects of the internal reforming and electrochemical reactions on the thermal and
concentration fields are considered through those source terms. The effect of radiative heat
transfer is also included there. However, viscous dissipation in heat transfer and thermal and
pressure diffusions in mass transfer are neglected in this study.
For the solid area, the governing equation to be solved is the heat conduction equation:




















where λs is the thermal conductivity of the solid. The practical data of λs of each material
used in the present study are shown in table 3.1.
As for the porous area, the method of volume-averaging is applied to derive the governing
equations because the microstructure of porous media is generally too complicated to be con-
sidered directly in the computations. In this method, the physical values are locally-averaged
at a representative elementary volume (REV), which is sufficiently larger than the scale of the
fine structure of the porous medium and is sufficiently smaller than the scale of the porous
medium itself [21]. Consequently, the following transport equations of the averaged physical
values can be derived:
























































































































































where ρ, µ, P , Cp and Yj represent the local ”intrinsic” phase average value of the gas (average
over the gas volume, rather than over the total volume) while Ux and Ur denote the local
phase average velocity of the gas. T is the local average temperature of both the gas and solid
(local thermal equilibrium between the two phases is assumed here). ² and K are the porosity
and permeability of the porous medium, respectively. f is the inertia coefficient depending on
the Reynolds number and the microstructure of the porous medium [22]. λeff and Deffjm are
the effective thermal conductivity and the effective mass diffusivity of species j, respectively.
The practical data of those parameters used in the present study are shown in table 3.2. The
material of the porous medium is assumed to be nickel-alumina.
3.1.3 Boundary Conditions
The above three pairs of governing equations are properly conjugated on the inner boundaries
between the three kinds of areas: gas, solid and porous. Hence only the no-flux condition for
the velocity and concentration fields is given on the gas-solid and porous-solid interfaces (except
for the electrode surfaces), and no other artificial conditions are given on the inner boundaries
(e.g. constant heat transfer coefficient is not given). For the electrode surfaces, mass generation
or consumption caused by the electrochemical reaction is considered as a boundary condition,
details of which are discussed in Section 3.4.
The outer boundary conditions are summarized in Table 3.3. As a basis of comparison
between several different calculation cases, fuel mean velocity at the inlet is always set to such
a value that an average current density is capped at 5000A/m2 (e.g. 0.923m/s when the inlet
temperature is 800◦C). In contrast, air mean velocity at the inlet is basically set at 2.0m/s
except for special cases. The inlet temperatures and molar fractions of the gases are different
among the calculation cases, which are mentioned in Chapter 4. The closed end temperature
of the cell tube is set equal to that of the air inlet.
Table 3.3: Boundary conditions for the gas flow field.
Velocity Temperature Molar fraction Total pressure
Fuel inlet Poiseuille flow Uniform Uniform 110000 [Pa]
Air inlet Plug flow Uniform Uniform 110000 [Pa]
Outlets Neumann Neumann Neumann Neumann
Closed end Non-slip Uniform No-gradient No-gradient
Adiabatic wall Non-slip Adiabatic No-gradient No-gradient
Central axis Axisymmetric Axisymmetric Axisymmetric Axisymmetric
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3.1.4 Gas Properties
In the cell of IIR-T-SOFCs, the multicomponent gas properties, ρ, Cp, µ, λ, and the mass
diffusivity, Djm, noticeably change depending on both the gas temperature and composition,
the effects of which should be considered in the numerical model accordingly. The methods for
estimating those properties are described below. Note that all the units of the physical values
used in the following equations are summarized in the symbol table at the end of the thesis.
Density











Xj and Mj represent the molar fraction and molecular weight of species j, respectively.
Specific Heat at Constant Pressure
Specific heat of multicomponent gas mixtures, Cp, is easily calculated by taking a mass average





Cpj represents the specific heat of species j, which can be estimated with an approximating
polynomial function of temperature derived from a handbook of gas properties [23].
Viscosity
Viscosity of the gas mixtures, µ, is estimated by the following semi-empirical formula [24] with









In the above equation, µj denotes the viscosity of a single gas of species j, which can also be
estimated with a polynomial function of temperature derived from the property handbook [23].



























This approximation is well enough at (or below) atmospheric pressure. Under high pressure
conditions, a correction term suggested by Dean and Stiel [26] is added to the above:
µ = µ0 + 5.08× 10−8 P
2/3











where µ0 represents the viscosity of the gas mixture obtained by eqns (3-15) and (3-16). Pcr
and Tcr denote the molar averaged critical pressure and temperature of the gas mixture, which
are given as Pcr = ΣXjPcrj and Tcr = ΣXjTcrj , respectively. ρre is the reduced density defined
as ρre = ρ/ρcr, where ρcr is the molar averaged critical density of the gas mixture given as
ρcr = ΣXjρcrj .
Thermal conductivity
Thermal conductivity of the gas mixtures, λ, can be estimated in a similar way to viscosity:
using the following semi-empirical formula [24] with the thermal conductivity of each pure









Here λj is the thermal conductivity of species j, which can also be estimated with a polynomial
function of temperature derived from the property handbook [23]. Ψjk is the dimensionless




























Θj = 1.5Tbj , Θjk = C
q
ΘjΘk (3-20)
Tbj denotes the boiling temperature of each pure species. C is unity except when either or both
components j and k are very polar, in which C = 0.73 is recommended. This approximation is
well enough at (or below) atmospheric pressure. At high pressures, a correction term suggested
by Stiel and Thodos [28] is added to the above:





cr (M × 103)1/2
Z−5cr [exp (βρre) + γ] (3-21)
ρre < 0.5 : α = 2.702 , β = 0.535 , γ = −1.000
0.5 < ρre < 2.0 : α = 2.528 , β = 0.670 , γ = −1.069
2.0 < ρre < 2.8 : α = 0.574 , β = 1.155 , γ = 2.016
where λ0 represents the thermal conductivity of the gas mixture obtained by eqns (3-18) to
(3-20). Zcr is the critical compressibility factor defined as Zcr = PcrM/ρcrR0Tcr .
Diffusivity
Diffusivity of species j in the multicomponent gas mixture, Djm, can be estimated using the





Djk is the binary diffusivity of the gas mixture composed of species j and k. Although there
are several ways to predict those binary diffusivities, the Fuller-Schettler-Giddings’ equation










P [(Σvj × 106)1/3 + (Σvk × 106)1/3]2
(3-23)
where Σvj represents the diffusion volume of the molecules of species j, which can be found in
a chemical handbook [31].
3.1.5 Discretization Method
In order to solve the governing equations numerically, some sort of discretization process is
indispensable. Among a variety of discretization schemes available, the Finite Volume Method
(FVM) with the staggered grid system [20] is adopted in the present study. In the staggered
grid system, two types of grid arrangements are provided: grids for the velocity components
(velocity grids) and grids for the other scalars such as pressure, temperature and concentrations
(normal grids). The velocity grids are shifted from the normal grids as illustrated in Fig. 3.2
to obtain the stable solution of the velocity and pressure fields. The discretization process on
this grid system is described here.
Except for the continuity equation described by eqns (3-1) and (3-7), all the governing
equations described in Section 3.1.2 can be expressed in the following general form:


























in which φ represents the variable of interest. ρˆ and Γ are the coefficients of the convection
term and the diffusion term, respectively. Sˆ denotes the source term. Details of these factors
are summarized in table 3.4. Integrated over each control volume for the normal grids, painted
grey in Fig. 3.2, the general transport equation (3-26) can be discretized as follows:































∆xP + Sˆ rP∆rP∆xP
Figure 3.2: Staggered grid for the Finite Volume Method.
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Table 3.4: Variables and coefficients of each governing equation.
φ ρˆ Γ Sˆ
Eqn (3-2) Ux ρ µ −
∂P
∂x





(3-4) T ρCp λ Q
(3-5) Yj ρ ρDjm Sj





































(3-10) T ρCp λeff Q
(3-11) Yj ρ ρDeffjm Sj
where the subscripts e, w, n and s indicate the interface position of the control volume focused
on, and P the grid point. Note that how to take a control volume is different from the above
when the velocity is considered as variable φ (due to the staggered grid system).
In order to interpolate the fluxes of convection and diffusion on the interfaces expressed by
e, w, n and s, the Power-Law scheme suggested by Patankar [20] is adopted here. As a result,






rP∆rP = aE (φP − φE) (3-26)
Pee < −10 :
aE
De = − Pee rP∆rP








0 ≤ Pee ≤ 10 :
aE
De = (1− 0.1Pee)
5 rP∆rP
Pee > 10 :
aE
De = 0
Pe is the Peclet number, which indicates the ratio of the convection conductance, F , to the
diffusion conductance, D, as follows:
Pee =
Fe







Here Γe is calculated by the distance-weighted harmonic mean of ΓP and ΓE , while (ρˆUx)e is
calculated by the distance-weighted arithmetic mean of (ρˆUx)P and (ρˆUx)E .
The interpolation process described by eqns (3-26) and (3-27) is an example for the interface
e, and the similar process can be adopted on the other interfaces, w, n and s. Consequently,
eqn (3-26) can be rewritten into the following algebraic equation:
aPφP = aEφE + aWφW + aNφN + aSφS + b (3-28)
where
aP = aE + aW + aN + aS (3-29)
b = Sˆ rP∆rP∆xP (3-30)
The above discretized equations of velocity, temperature and concentration have to be solved
simultaneously due to the temperature- and concentration-dependent gas properties (and also
the source terms). However, the velocity field cannot be resolved unless the pressure field is
revealed because the pressure gradient is included in the momentum equations. In order to
solve both the velocity and pressure fields concurrently, the SIMPLE algorithm put forward by
Patankar et al. [20] is adopted in this study.
3.1.6 Solution Algorithm
In the SIMPLE algorithm, the discretized equation for the pressure field is derived from the
combination of the momentum and continuity equations, that is briefly described below.
According to the discretization process described above, the momentum equations can be
discretized as follows:
aUxe Ux,e = a
Ux
ee Ux,ee + a
Ux























This is an example for Ux,e, and the similar equations can be obtained for Ux,w, Ur,n and Ur,s.
Note that the pressure gradient, −∂P
∂x
, is subtracted from Sˆ in the term bUx , and the last term
of eqn (3-31) is added as a substitute.
The discretized equations for the velocity, however, cannot be resolved unless the correct
pressure field is given. That is, an ”imperfect” velocity field U∗x (and U
∗
r not exemplified here),
which does not satisfy the continuity equation, is obtained based on a ”guessed” pressure field




















Ux + (P ∗P − P ∗E) rP∆rP (3-34)
Here the velocity correction U 0x and the pressure correction P
0 are introduced as U 0x = Ux −U∗x
and P 0 = P −P ∗ (in which Ux and P represents the correct velocity and pressure, respectively).






















P − P 0E) rP∆rP (3-35)
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In the above equation, the neighbor terms of e can be dropped so as to obtain the following
(verification of this action can be found in [20]):

















P − P 0E) (3-38)
This equation shows how the correct velocity is calculated based on the imperfect velocity and
the pressure correction. Ux,w, Ur,n and Ur,s can also be described in a similar way.
Next, the continuity equation is discretized to derive the equation for the pressure correction.
Integrated over each control volume for the normal grids, the continuity equations (3-1) and
(3-7) can be discretized as follows:
{(ρˆUx)e − (ρˆUx)w} rP∆rP + {(rρˆUr)n − (rρˆUr)s}∆xP = 0 (3-39)
Substituting the equations represented by eqn (3-38) for Ux,e, Ux,w, Ur,n and Ur,s in the above

























































= {(ρˆU∗x)w − (ρˆU∗x)e} rP∆rP + {(rρˆU∗r )s − (rρˆU ∗r )n}∆xP (3-46)
From the solution of the above equations, we obtain the pressure correction P 0. Consequently,
the velocity and pressure fields can be solved concurrently through the iteration process sum-
marized as follows:
1. Give the initial (guessed) pressure field P ∗.
2. Give the initial temperature and mass fraction fields to obtain the initial gas properties
and source terms.
3. Solve a series of algebraic equations for U∗x and U
∗
r such as eqn (3-34).
4. Solve a series of algebraic equations for P 0 such as eqn (3-40).
5. Calculate P by adding P 0 to P ∗, and then consider the obtained P as a new P ∗.





0 by using the velocity-correction formulas such
as eqn (3-38).
7. Solve a series of algebraic equations for temperature and mass fraction such as eqn (3-28)
to calculate the gas properties and source terms again.
8. Return to step 3 (and repeat the procedure until a converged solution is obtained).
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In addition to the iteration process mentioned above, each series of the algebraic equations
itself also needs some sort of iterative method to be solved (because direct methods for two-
or three-dimensional problems are generally very complicated). In other words, two kinds of
iteration process are required: one is for calculating the coefficients of the discretized equations
(as described above by the step 1 to 8), which results from the nonlinearity of the problem;
the other is for solving the discretized equations, which results from the multidimensionality of
the problem. In the present study, the Alternating Direction Implicit (ADI) method coupled
with the Tri-Diagonal Matrix Algorithm (TDMA) [32] is adopted to solve the above discretized
equations.
3.2 Radiation Model
From here the numerical models for the other factors of the cell, which are related to the above
thermo-fluid computation through the source terms of the governing equations, are described.
At the beginning, the effect of radiative heat transfer is focused on in this section.
In this study, the radiative heat transfer between the inner surface of the cell tube and
the outer surface of the feed tube is considered. This plays an important role in transferring
the heat generated by the electrochemical reactions from the cell tube to the feed tube. For
simplicity, the two surfaces are assumed to be gray bodies with the emissivity (or the total
hemispherical emittance) e1 = e2 = 0.5 , and the fuel gas mixture completely transparent.
Owing to the extremely large aspect ratio of the cell, the temperature gradient of both two
surfaces is sufficiently small in the axial (x) direction on the basis of the distance between them.
Based on this, the following assumptions are introduced in the calculation of the local radiant
fluxes emitted by the two surfaces:
1. The radiative heat transfer between the two surfaces is considered only in the region of
0.05 ≤ x ≤ 0.5 m, where the feed tube exists.
2. In this region, the temperatures of the two surfaces are considered to be uniform at the
same temperature as their own in the intended axial position (e.g. for the local radiant
fluxes emitted by a point P1 on the cell tube surface and P2 on the feed tube surface, in
which P1 and P2 are at the same axial position, the cell tube temperature is considered
to be uniform at TP1 , and the feed tube temperature TP2).








+ (1− e2) (JP1F21 + JP2F22) (3-48)
where JP1 and JP2 are the radiosity, which means the sum of the radiant fluxes reflected and
emitted from the two surfaces. The subscripts 1 and 2 indicate the cell tube side and the feed
tube side, respectively. F11, F12, F21 and F22 are the configuration factors, and the values for
infinite co-axial tubes are employed here. σ is the Stefan-Boltzmann constant. Calculating the
radiosity JP1 and JP2 by the above equations, we can obtain the net radiant fluxes emitted by
the two points as
qradP1 = JP1 − (JP1F11 + JP2F12) (3-49)
qradP2 = JP2 − (JP1F21 + JP2F22) (3-50)
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The above equations are given also independently in each axial position, and these radiant
fluxes are included in the thermo-fluid computation as a part of the source term.
3.3 Internal Reforming Model
Next the effects of the internal reforming reactions are described. As shown in Fig. 3.1, the
steam reforming reaction described by eqn (2-1) and the water-gas shift reaction described by
eqn (2-2) are considered inside the feed tube. The shift reaction is considered also outside the
feed tube. The reaction rates of the two reactions, Rsteam and Rshift, are locally calculated as
follows:












shiftPCOPH2O − k−shiftPH2PCO2 (3-52)
Eqn (3-51) is based on an empirical formula suggested by Odegard et al. [10]. Wcat is the mass
density of the catalyst for the steam reforming, which differs among the calculation cases as
mentioned in Chapter 4. Eqn (3-52) is also based on an empirical formula suggested by Lehnert
et al. [33]. k+shift and k
−
shift denote the velocity constants of forward and backward water-gas shift
reactions, respectively. These constants are so large that the shift reaction is always close to





where Kshift is the equilibrium constant of the shift reaction calculated based on the Gibbs free
energy change, which is locally estimated with a polynomial function of temperature derived
from a property handbook [34].
Based on the above reaction rates, the thermodynamic heat generations by the reforming
reactions are calculated as
Qsteam = −∆HsteamRsteam (3-54)
Qshift = −∆HshiftRshift (3-55)
∆Hsteam and ∆Hshift are the enthalpy changes for each reaction, locally estimated with a poly-
nomial function of temperature derived from the handbook [34]. The mass generations of each
chemical species by each reaction, Ssteamj and Sshiftj, are also calculated as shown in table 3.5.
Table 3.5: Mass generation rates of each species by the reforming reactions.
H2 H2O CO CO2 CH4
Ssteamj 3RsteamMH2 −RsteamMH2O RsteamMCO 0 −RsteamMCH4
Sshiftj RshiftMH2 −RshiftMH2O −RshiftMCO RshiftMCO2 0
HereMj is the molecular weight of species j. These heat and mass generations are also included
in the thermo-fluid computation as a part of the source terms.
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3.4 Electrochemical Model
The last and probably the most important factor in the source terms of the thermo-fluid
computation is the heat and mass generation associated with the electrochemical process. The
way of calculating the heat/mass generation is described over the next two sections.
As mentioned in the preceding section and shown in Fig. 3.1, the electro-chemical reactions
of hydrogen and CO, described by eqns (2-6) and (2-7), are considered in the present study.
The electromotive forces, E, generated by these reactions are calculated locally (that is, in each
axial position) based on the Nernst equation as follows:





























The subscripts ”hyd · oxy” and ”co · oxy” indicate the electrochemical reactions of eqns (2-6)
and (2-7), respectively. ∆G0hyd·oxy and ∆G
0
co·oxy are the standard Gibbs free energy changes for
each reaction, which are locally estimated with a polynomial function of temperature derived
from the property handbook [34]. F denotes the Faraday constant. Note that the local partial
pressures on the two electrode surfaces are assigned to the above equations, which means that
the concentration overpotentials in the fuel and air paths are implicitly included in the decrease
in the electromotive force. For reference, the electromotive force Ehyd·oxy and Eco·oxy obtained
under specific conditions are plotted in Fig. 3.3(a) and (b).
The electrochemical reactions expressed by eqns (2-6) and (2-7) can be divided into the
electrode reactions, expressed by eqns (2-3), (2-4) and (2-5). It is necessary for the proper
modelling to consider the activation overpotential, η, accompanied with each electrode reaction,
which directly affects the consumption ratio between hydrogen and CO. In this study, those














































where ihyd·oxy and ico·oxy are the current densities in the electrolyte arising from the reactions
of eqns (2-6) and (2-7), respectively. Note that the electric current is assumed to flow only
radially in the electrolyte, details of which will be described in Section 3.5. The coefficients
khyd, kco and koxy are given as khyd = 2.13× 108, kco = 2.98× 108 and koxy = 1.49× 1010 A/m2.
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Aa and Ac are the activation energy: Aa = 1.1× 105 and Ac = 1.6× 105 J/mol. For reference,
ηhyd, ηco and ηoxy obtained under specific conditions are plotted in Fig. 3.3(c)
Ohmic resistivities of the electrolyte and electrodes of the cell are also calculated in each
axial position. In the present study, empirical formulas suggested by Bessette [36] are adopted
to consider the temperature dependency of them:

















in which Re is the oxide ionic resistivity of the electrolyte. Ra and Rc are the electric resistivities
of the anode and cathode, respectively. The resistivities obtained from the above equations are
plotted in Fig. 3.3(d).
Here the following relations exist between the electromotive force, activation overpotential,
ohmic resistivity of the electrolyte, current density in the electrolyte, and the electric potentials
of the anode and cathode, Va and Vc :
Ehyd·oxy − (ηhyd + ηoxy)− iRehe = Vc − Va (3-66)
Eco·oxy − (ηco + ηoxy)− iRehe = Vc − Va (3-67)
where
i = ihyd·oxy + ico·oxy (3-68)
he is the thickness of the electrolyte. From the above relations, the local current density can be
obtained if the local potential difference Vc− Va is given, and vice versa. In this study, the cell
terminal voltage is given as a boundary condition and both the current density and potential
fields in the cell are calculated based on an equivalent electrical circuit model. Ra and Rc are
included in that circuit model, details of which will be discussed in the next section.
Based on the local current densities obtained from the above electrochemical models, the
















E˜ = Ehyd·oxy − (ηhyd + ηoxy) = Eco·oxy − (ηco + ηoxy) (3-71)
The mass generations of each chemical species by each reaction, shyd·oxyj and sco·oxyj, are also
calculated as shown in table 3.6. Note that these heat and mass generations have non-uniform
distributions in the circumferential direction because the current densities are non-uniform in
that direction (as discussed in the next section). Hence these heat and mass generations are
averaged in that direction to be included in the two-dimensional thermo-fluid computation.
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(a) pressure ratio vs. EMF (b) temperature vs. EMF
(c) temperature vs. activation overpotential (d) temperature vs. ohmic resistivity
Figure 3.3: Characteristics of EMF, activation overpotential and ohmic resistivity.
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Table 3.6: Mass generation rates of each species by the electrochemical reactions.





















The heat generations described by eqns (3-69) and (3-70) are considered as a source term
of the energy equation in the electrolyte layer of the cell tube. However, The mass generations
shown in table 3.6 cannot be directly treated as source terms of the mass transfer equations
because they affects not only the concentration field but also the velocity field. In other words,
the effects of the mass generations by the electrochemical reactions should be treated as inner
boundary conditions for the velocity and concentration fields:
Ur,a = −















where Ur,a and Ur,c are the velocities of the gas mixtures on the anode and cathode surfaces,
and naj and ncj represent the mass fluxes of species j from the anode and cathode surfaces to
the gas areas, respectively.
3.5 Calculation of Equivalent Electrical Circuit
Here the solution of both the electric current and potential fields of the cell is described. In
the present study, it is assumed that the electric current flows only in the circumferential (θ)
direction in the electrodes and only radially in the electrolyte. This is based on the two facts:
one is that the aspect ratio of the cell is extremely large, and the other is that the ohmic
resistivities of the electrodes are basically much smaller than that of the electrolyte as shown
in eqns (3-63) to (3-65). This assumption permits the electric current and potential fields to be
resolved on a fairly simple equivalent electrical circuit shown in Fig. 2.3. In addition, influences
of the interconnects are excluded in this study, so that the potential difference between the
anode at θ = 0◦ and the cathode at θ = 180◦ is referred to as the cell terminal voltage.
Figure 3.4 illustrates the grid system for the equivalent electrical circuit in the cell tube.
According to the Kirchhoff’s law, the following discretized equations can be derived for both
the anode and cathode layers:
(iu − id)ha − iPP 0 · re∆θP = 0 (3-76)
(iu0 − id0)hc + iPP 0 · re∆θP = 0 (3-77)
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Figure 3.4: Grid for the equivalent electrical circuit.
where iu, id, iu0 and id0 are the current densities in the anode or cathode on the interfaces u,
d, u0 and d0 of the control volume focused on, respectively. iPP 0 is the current density in the
electrolyte between the intended grid points P and P 0, which corresponds to i defined by eqn
(3-68) in the previous section. ha and hc represent the thicknesses of the anode and cathode,
and re is the distance from the cell axis to the middle of the electrolyte layer.
According to the Ohm’s law, the current densities in the anode and cathode can be repre-














VP 0 − VD0
Rcrcδθd
(3-81)
Meanwhile, the current density in the electrolyte can be represented by the local potential
difference and E˜ defined by eqn (3-71) as
iPP 0 =
E˜PP 0 − (VP 0 − VP )
Rehe
(3-82)
This corresponds to eqns (3-66) and (3-67) in the previous section. Using eqns (3-78) to (3-82),







PP 0VP 0 − b (3-83)
aVP 0VP 0 = a
V
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V









These equations can be solved by using TDMA with the cell terminal voltage given as a bound-
ary condition. Consequently, the current density and electric potential fields are obtained, and













QohmPP 0 = i
2
PP 0Re (3-95)
These heat generations are non-uniform in the θ-direction, so that they are averaged in that
direction to be included in the 2-D thermo-fluid computation as a part of the source term.
3.6 Definitions for the Cell Performance Analysis
The purpose of the electrical computation describe above is to calculate not only the heat
and mass generation rates but also the power generation performance of the cell. Hence the
definition of terms relating to the cell performance is described in this section.
Average Current Density
Average current density of the cell, iav, is calculated based on the local current densities in the











where L is the length of the cell tube, 0.5m in the present study, and Icell means the total
electric current of the cell.
Terminal Voltage
The cell terminal voltage, Vcell, means the potential difference between the anode at θ = 0◦ and
the cathode at θ = 180◦ in this study:
Vcell = Vc (θ=180◦) − Va (θ=0◦) (3-97)
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Average Electromotive Force
Although two types of electromotive force, Ehyd·oxy and Eco·oxy, are individually calculated as
described in Section 3.4, there is little difference between the two because the shift reaction is
very close to the equilibrium everywhere in the cell, that will be shown in Chapter 4. Here, for






Ehyd·oxy,P ≥ Eco·oxy,P : Emax,P = Ehyd·oxy,P
Ehyd·oxy,P < Eco·oxy,P : Emax,P = Eco·oxy,P
Average Activation Overpotential









η hyd,PP 0 ≥ ηco,PP 0 : ηmax,PP 0 = η hyd,PP 0 + ηoxy,PP 0
η hyd,PP 0 < ηco,PP 0 : ηmax,PP 0 = ηco,PP 0 + ηoxy,PP 0
where Eav and ηav satisfy













θ=0 (iRehe)PP 0 ∆θP∆xP
πL
(3-101)
while cell-averaged ohmic loss in the anode and cathode, ζa av and ζc av, are defined as













− Vc (θ=180◦) (3-103)
where ζe av, ζa av and ζc av satisfy the following relation:
ζe av + ζa av + ζc av = E˜av − Vcell (3-104)
Output Power
Output power of the cell, P , is calculated based on the cell terminal voltage and the total
electric current as follows:
P = VcellIcell (3-105)
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Fuel Utilization Factor
Fuel Utilization Factor, U fuel, is calculated based on the molar flow rates of hydrogen, CO and
methane at the inlet and outlet of the cell:
U fuel =
"
1− (NH2 +NCO + 4NCH4)outlet
(NH2 +NCO + 4NCH4)inlet
#
× 100 (3-106)
where Nj represent the molar flow rate of species j through a cross section of the flow path, and
the subscripts ”inlet” and ”outlet” indicate the inlet of the feed tube and outlet of the cell tube,
respectively. Note that the value of NH2 +NCO+4NCH4 is not changed by the steam reforming
and shift reactions as shown by eqn (2-1) and (2-2). This means that NH2 + NCO + 4NCH4 is
constant inside the feed tube, and that U fuel can be calculated also based on the total electric
current as
U fuel = Icell
2F (NH2 +NCO + 4NCH4)inlet
× 100 (3-107)
In this regard, however, the fuel mean velocity at the inlet of the feed tube is always set to
such a value that the average current density is capped at 5000A/m2 as mentioned in Section
3.1.3. Therefore, in the present study, U fuel can be obtained also as











where the subscripts ”inlet” and ”outlet” indicate the inlet and outlet of the air path, respec-









where Hj is the lower heating value (LHV) of species j, and ∆Nj is the change in the molar
flow rate of species j between the outlet of the feed tube and the outlet of the cell tube. Hence
E means the efficiency of the electrochemical process itself, and Nj inlet should be used instead
of ∆Nj in the above equation if the thermal efficiency of the entire cell is required.
Reforming Rate
Reforming rate of methane, R, (not the reforming ”reaction” rate Rsteam or Rshift) is defined as









In closing of this chapter, an overall picture of the model is presented in Fig. 3.5. One of the
main parts of this numerical model is the multicomponent thermo-fluid computation conducted
with a two-dimensional cylindrical coordinate system. Based on the obtained temperature and
concentration fields, the electromotive force and resistivities are locally calculated to be involved
in the quasi-three-dimensional computation of the electric potential/current fields, which is the
other main part of this model. From the results for the electric current fields, the heat and
mass generations associated with the electrochemical process are calculated to be averaged in
the circumferential direction of the cell, and be fed back to the thermo-fluid computation. In
addition to this, the multicomponent gas properties, reforming reaction rate and radiant flux
are also interrelated with the thermo-fluid fields. Therefore, all of the above calculations are
iterated simultaneously to obtain the whole results including the data on the power generation
performance of the cell, such as the average current density, output power and efficiency.
Finally, the validity of this numerical analytical model is referred to. The validity of the
results from the present IIR-T-SOFC model is admittedly not supported by experimental data
or the like because the IIR-T-SOFCs focused on in this study is currently just an idea. In this
model, however, each fundamental factor involved in the cell is properly treated on a theoretical
or an experimental basis, and those individual factors are combined in a rational way. This
should be enough to support the ”utility” of the model as a tool for predicting the operating
state of the cell on the planning stage.




This chapter presents the calculation results and discussion on the operating state of the cell of
IIR-T-SOFCs obtained by using the numerical model described in the preceding chapter. The
results include details of the thermal/concentration fields, electric potential/current fields and
power generation characteristics of the cell. The effects of several controllable factors on the
cell thermal field, such as gas inlet temperature, air flow rate and distribution of the reforming
catalyst, are also numerically investigated.
4.1 Computational Parameters
Computational parameters for all the calculation cases examined in this study are summarized
in Tables 4.1 to 4.4. Among them, the ”Base case” is for studying the fundamental charac-
teristics of the operating state of the cell, which will be discussed in Section 4.2. In addition,
the Base case serves as a standard for comparison with the other 10 cases, in which several
parameters expected to influence the characteristics of the cell are changed.
Table 4.1: Computational parameters for all the calculated cases.
Temperature Mean velocity Mean velocity
Gas Catalyst Electrode
Case (fuel/air inlets) (fuel inlet) (air inlet)
composition distribution thickness
[◦C] [m/s] [m/s]
Base 800 0.923 2.0 Normal Normal Normal
T-750 750 0.880 2.0 Normal Normal Normal
T-850 850 0.966 2.0 Normal Normal Normal
AF-10 800 0.923 1.0 Normal Normal Normal
AF-40 800 0.923 4.0 Normal Normal Normal
SM-11 800 0.692 2.0 SM-11 Normal Normal
SM-41 800 1.385 2.0 SM-41 Normal Normal
CD-1 800 0.923 2.0 Normal CD-1 Normal
CD-2 800 0.923 2.0 Normal CD-2 Normal
E-0075 800 0.923 2.0 Normal Normal E-0075
E-0300 800 0.923 2.0 Normal Normal E-0300
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Table 4.2: Gas composition at the inlets of fuel and air (Xj : molar fraction).
XH2 [−] XH2O [−] XCO [−] XCO2 [−] XCH4 [−] XO2 [−] XN2 [−]
(fuel inlet) (fuel inlet) (fuel inlet) (fuel inlet) (fuel inlet) (air inlet) (air inlet)
Normal 0.200 0.500 0.020 0.030 0.250 0.209 0.791
SM-11 0.2667 0.3333 0.0267 0.040 0.3333 0.209 0.791
SM-41 0.1333 0.6667 0.0133 0.020 0.1667 0.209 0.791
Table 4.3: Reforming catalyst distribution.
Wcat(x) [g/cm





Figure 4.1: Catalyst distribution.
Table 4.4: Thickness of the electrodes, electrolyte and support tube.
Cathode Electrolyte Anode Support tube
[mm] [mm] [mm] [mm]
Normal 1.0 0.050 0.150 1.500
E-0075 1.0 0.050 0.075 1.575
E-0300 1.0 0.050 0.300 1.350
In Case T-750 and T-850, the inlet temperature of both fuel and air is changed. The gas
inlet temperature is one of the main factors governing the operating temperature and eventually
the power generation performance of the cell, that will be discussed in Section 4.3. Case AF-10
and AF-40 are for examining the effects of air flow rate on the thermal field of the cell. The
air flow rate also greatly affects the cell thermal field as will be described in Section 4.4.
Composition of the fuel gas mixture pumped into the cell may also be a key factor because
it directly affects both the electrochemical and internal reforming reaction rates. Table 4.2
shows the gas composition conditions for Case SM-11, SM-41 and the other cases, details of
which will be described in Section 4.5. Note that the fuel mean velocity at the inlet is always
set in such a way that the upper limit of the average current density is 5000A/m2, thus the fuel
velocity in Case T-750, T-850, SM-11 and SM-41 is different from that in the Base case.
The reaction rate of the steam reforming is directly affected also by the mass density of
the catalyst, Wcat, as expressed by eqn (3-51). Hence the thermal field of the cell could be
successfully controlled by adjusting the amount and distribution of the reforming catalyst inside
the feed tube. Table 4.3 and Fig. 4.1 show the catalyst distributions for Case CD-1, CD-2 and
the other cases. The results will be discussed in Section 4.6.
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Finally, the effects of the electrode thickness (practically, the anode and support tube thick-
ness) will be investigated based on the results for Case E-0075 and E-0300. Table 4.4 presents
the thickness of each layer composing the cell tube. Note that the total thickness of the anode
and support tube is set constant in every case so that the area of the electrolyte layer and the
dimension of the cell tube itself are not changed depending on those cases. The details will be
described in Section 4.7.
In addition to the conditions summarized in Table 4.1 to 4.4, the cell terminal voltages of
various levels are given in each case as a boundary condition for the electric current/potential
fields in order to change the average current density of the cell. This means that a variety
of external loads are implicitly given to change the output power of the cell. In the following
sections, the results in which the average current density is about 4000A/m2, and accordingly
the fuel utilization factor is about 80% as is clear from eqn (3-108), will be particularly focused
on. This is a standard operating condition of SOFCs developed and tested today.
4.2 Fundamental Characteristics of the Cell
This section discusses the fundamental characteristics of the operating state of the cell based
on the calculation results for the Base case. In the Base case, the inlet temperature of fuel and
air is set at 800◦C as shown in Table 4.1. The air mean velocity at the inlet is 2.0m/s, which
supplies sufficient amount of oxygen for the cathode reaction so that the cell performance should
not be substantially reduced by the shortage of oxygen. The reforming catalyst is uniformly
included in the porous medium embedded inside the feed tube, and its mass density is set at
2.0 g/cm3 for the methane fuel to be almost completely reformed even when the average current
density iav is 0 A/m
2 (which means that the electrical circuit is open).
Table 4.5 shows the cell performance results for the Base case under five representative
operating conditions. In this section, these five conditions will be focused on first to discuss
the essential effect of the average current density. Then the case of iav = 3926 will be taken up
in order to study a standard thermal/concentration and electric potential/current fields of the
cell in detail. Finally, the power generation characteristics of the cell will be described.
Table 4.5: Cell performance results for the Base case.
Case Base case
Average current density, iav [A/m
2] 0 980 1958 2942 3926
Terminal voltage, Vcell [V] − 0.755 0.665 0.608 0.55
Output power, P [W] 0 19.9 35.1 48.2 58.2
Energy conversion efficiency, E [%] − 55.7 49.7 45.8 41.6
Fuel utilization factor, U fuel [%] 0 19.6 39.2 58.8 78.5
Air utilization factor, Uair [%] 0 3.5 7.0 10.5 14.0
Reforming rate, R [%] 98.5 99.7 100.0 100.0 100.0
Maximum temperature of the electrolyte [◦C] 800.0 832.6 894.6 967.3 1047.0
Average temperature of the electrolyte [◦C] 752.7 798.2 850.0 901.2 957.6
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4.2.1 Thermal and Concentration Fields
First of all, the velocity vectors of the gas mixtures in and around the cell tube for the cases of
iav= 0 and 3926 are shown in Fig. 4.2 (a) and (b), respectively. Note that these figures are not
in scale: the radial (r) direction is described ten times longer than the axial (x) direction. From
this figure, it can be seen that the overall gas flow characteristics for the two cases are quite
similar. That is, the fuel gas mixture accelerates inside the feed tube due to an increase in the
number of the total moles caused by the steam reforming. Then the flow changes its direction
mainly near the outlet of the feed tube, so that some of the fuel stagnates at the bottom of the
cell tube. The reason why the air accelerates only in the case of iav = 3926 is simply that it
expands as its temperature rises.
The thermal field of the cell, however, considerably changes depending on the average
current density of the cell. Figure 4.3 shows the cell temperature contours obtained under the
conditions of five different average current densities. Note that the darker tone corresponds
to the higher temperatures. In the case of iav = 0, which has been exceptionally calculated
by giving i = 0 to every grid point rather than solving the equivalent electrical circuit, the
cell temperature decreases below 700◦C near the fuel inlet. This is because of the endothermic
effect of the steam reforming. When the electric current flows in the cell, the temperature
increases due to the thermodynamic and ohmic heats generated by the electrochemical process.
As the average current density becomes larger, the overall cell temperature becomes higher and
the temperature gradients also become larger. This can be confirmed also in Fig. 4.4 which
presents the local temperature of the electrolyte layer and the feed tube.
The above thing is an essential effect of the average current density on the temperature
field of the cell. Although the cases for the average current densities of about 4000A/m2 will
(a) iav = 0 A/m
2
(b) iav = 3926 A/m
2
Figure 4.2: Velocity vector plots for the Base case.
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(a) iav = 0 A/m
2
(b) iav = 980 A/m
2
(c) iav = 1958 A/m
2
(d) iav = 2942 A/m
2
(e) iav = 3926 A/m
2
Figure 4.3: Temperature contours for the Base case.
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(a) Electrolyte layer (b) Feed tube
Figure 4.4: Temperature gradients for the Base case.
be extensively described in the later sections, this effect is common to all the calculation cases
shown in Table 4.1. In general, such a high temperature and large temperature gradients as
shown in Fig. 4.3 (e) should be avoided because they can cause thermal crack failures of the
cell (actually 1050◦C is said to be an upper limit for the cell tube temperature). Hence it is
quite useful for the actual development/operation of fuel cells to predict the cell thermal field
in detail as presented above. Furthermore, it is very meaningful to examine how to reduce
both the maximum temperature and temperature gradient of the cell tube with keeping the
cell output level as high as possible. This is the topic we focus in the later sections.
As clearly shown in Fig.4.3, the cell thermal field is greatly affected by the internal reforming
and electrochemical reactions (and also the air flow rate as will be discussed in Section 4.4).
Therefore, the concentration field in the cell is focused on next in order to figure out the
characteristics of those chemical changes. Figure 4.5 shows the molar fraction contours of each
chemical species for the case of iav = 3926. Note that the color tone level differs among each
chemical species. From this figure, it can be seen that most of the methane is reformed (with
the production of hydrogen/CO and the consumption of steam) near the inlet of the feed tube.
This is because the amount of the catalyst embedded there, which is optimized for the open-
circuit state as mentioned before, is excessive for the operating cell. That is, the operating cell
needs less catalyst for the reforming than the open-circuit cell owing to the higher temperatures.
Figure 4.6 shows the molar flow rate of each chemical species for the case of iav = 0 and 3926.
Comparing (a) with (c), we can see a big difference in the progress of the steam reforming
between the open-circuit cell and the operating cell. The slight changes in the amounts of CO2
inside the feed tube indicate the effect of the water-gas shift reaction.
Meanwhile, outside of the feed tube, hydrogen and CO are consumed while steam and CO2
are produced as shown in Fig. 4.5 (a) to (d) and also Fig. 4.6 (d). These chemical changes are
derived from both the electrochemical and water-gas shift reactions. In the case of iav= 0, only
the effect of the shift reaction can be recognized with the slight changes outside the feed tube
as shown in Fig. 4.6 (b). The reason for the considerable changes at the bottom of the cell tube
shown in Fig. 4.5 (a) to (d) is that the fuel flow stagnates while the electrochemical reactions
take place there. As for the air side, oxygen is consumed by the cathode reaction as seen in Fig.
4.5 (f). Compared to the fuel side, it can be seen that the ratio of the concentration gradient
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(a) H2 in the fuel path
(b) H2O in the fuel path
(c) CO in the fuel path
(d) CO2 in the fuel path
(e) CH4 in the fuel path
(f) O2 in the air path
Figure 4.5: Molar fraction contours of each chemical species for the Base case
(iav = 3926 A/m
2).
in the x-direction to that in the x-direction is considerably larger in the air side. This is due to
the large velocity and small diffusivity of the air gas mixture. However, the magnitude of the
concentration gradient is not so large because an enough amount of air for the electrochemical
reactions is supplied.
In contrast to the steam reforming reaction, it is rather difficult to give an intuitive ex-
planation on where the electrochemical reactions actively proceed. This is because the elec-
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(a) inside the feed tube ( iav = 0 A/m
2 ) (b) outside the feed tube ( iav = 0 A/m
2 )
(c) inside the feed tube ( iav= 3926 A/m
2 ) (d) outside the feed tube ( iav= 3926 A/m
2 )
Figure 4.6: Molar flow late of each chemical species for the Base case.
trochemical reactions are strongly related to the electrical conditions of the cell. For a more
comprehensive understanding of the characteristics of the electrochemical process and also the
thermal field of the cell, the calculation results on the electric potential/current fields will be
described next.
4.2.2 Electric Potential and Current Fields (θ-averaged)
Figure 4.7 shows the current density distribution in the electrolyte layer for the Base case
with the operating condition of iav = 3926. Note that the data plotted in this figure have
been averaged in the θ-direction. The original results including the θ-way information will be
presented in Section 4.7. From this figure, it can be observed that the distribution of the local
electric current arising from the two electrochemical reactions, shown by eqns (2-6) and (2-7),
are quite similar all over the cell despite the different consumption rate of hydrogen and CO
(and also the production rate of steam and CO2) shown in Fig. 4.6 (d). This means that
the water-gas shift reaction proceeds in such a direction that hydrogen/CO2 are consumed
and CO/steam are produced outside the feed tube. It is also seen from Fig. 4.7 that the
electrochemical reactions proceeds actively in the middle of the cell rather than near the inlet
and outlet of the cell. To clarify the reason of this, the distributions of electromotive force
(EMF), activation overpotential and ohmic loss are presented next.
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Figure 4.8 shows the EMF distributions for the same case. From this figure, it can be seen
that the EMF generated by the two electrochemical reactions are also quite similar all over the
cell due to the effect of the shift reaction. It is also seen that the EMF has a clear peak near the
outlet of the feed tube because the molar fractions of hydrogen and CO also have peaks there
as shown in Fig. 4.5. The EMF basically becomes lower toward both the end and outlet of the
cell tube as hydrogen/CO are consumed and steam/CO2 are produced by the electrochemical
reactions. However, it becomes a little higher near the outlet of the cell tube owing to the lower
temperatures stemming from the steam reforming.
Judging from the EMF distribution, it seems that the current density should also have a
peak near the outlet of the feed tube, but it does not. The primary reason of this is in the
strong temperature dependency of the activation overpotential. Figure 4.9 shows the activation
overpotential distributions for the same case. Note that the data plotted in this figure also have
been averaged in the θ-direction. In this figure, it can be seen that the activation overpotentials
accompanied with the anode reactions of hydrogen and CO, expressed by eqns (2-3) and (2-
4), are also quite similar all over the cell. In addition, it can be observed that the activation
Figure 4.7: Current density distribution in
the electrolyte (Base case, iav= 3926 A/m
2).
Figure 4.8: EMF distribution for the Base
case (iav = 3926 A/m
2).
Figure 4.9: Activation overpotential distri-
bution for the Base case (iav= 3926 A/m
2).
Figure 4.10: Ohmic loss distribution for the
Base case (iav = 3926 A/m
2).
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Figure 4.11: Distribution pattern of all the factors causing the voltage drop of the cell
(Base case, iav = 3926 A/m
2).
overpotentials (especially for the air side) are significantly reduced around x = 0.3 to 0.4, where
the peak of the cell temperature exists as shown in Fig. 4.4. This is the main reason why the
larger current densities are generated in the middle of the cell despite the lower EMF compared
to near the outlet of the feed tube. To put it another way, the current density distribution
depends on the cell thermal field as well as, or more than, on the concentration field of each
chemical species. At the same time, however, it is also true that the cell temperature becomes
higher where the larger current is generated. Therefore, the key point is that a kind of enhancing
interaction exists between rise in temperature and increase in electric current density, which
generally encourages the non-uniformity of the cell thermal field.
In addition to the activation overpotentials, the ohmic losses in the anode, cathode and
electrolyte layers should also be described here for a more precise understanding. Figure 4.10
shows the θ-averaged ohmic loss distributions for the three layers. Note that the losses in
the anode and cathode layers are generated by the θ-way current flows while the loss in the
electrolyte layer is by the r-way current flow. From this figure, it can be seen that the ohmic loss
in the two electrodes are larger than that in the electrolyte. This is because the circumferential
lengths of the electrodes are much larger than the thickness of the electrolyte. The difference
in the ohmic loss for the two electrodes arises from that in the ohmic resistivity and also in
the thickness of them, which are closely related to the θ-way distribution of the current density
as will be discussed in Section 4.7. The important thing at this point is that the (x-way)
distribution features of the ohmic losses in the anode and cathode are similar to that of the
current density shown in Fig. 4.7. This is because the ohmic resistivities of the two electrodes
are not so changed depending on temperature. On the other hand, the feature of the ohmic
loss distribution in the electrolyte is similar to that of the activation overpotential because
its ohmic resistivity noticeably becomes smaller as the temperature rises. Hence it can be
said that the temperature dependency of the resistivity of the electrolyte also contributes to
the enhancing interaction described above, though the effect of this is less than that of the
activation overpotential.
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As a summary of the above, all the distributions of the losses/overpotentials causing the
voltage drop of the cell are collectively shown in Fig. 4.11 with the EMF distribution and
the cell terminal voltage. In this figure, the range between the lines indicates the magnitude
of each loss/overpotential. From this figure, we can see clearly how the proportion of each
loss/overpotential spatially varies in the cell, which governs the current density distribution
and eventually the cell thermal field of the cell as mentioned above. By the way, if the data
plotted in Fig. 4.11 are averaged not only in the θ-direction but also in the x-direction, several
cell-averaged values for the cell performance analysis, defined in Section 3.6, are obtained.
4.2.3 Power Generation Characteristics
As a final topic on the fundamental results for the Base case, the power generation character-
istics of the cell are examined. The results for more than ten different operating conditions
including the five shown in Table 4.5 are presented here. Figure 4.12 shows the pattern of
changes in the cell-averaged EMF, activation overpotential, ohmic loss and the cell terminal
voltage against the cell-averaged current density. Note that this figure shows what is called
”I-V curves” of the cell under the constant gas inlet conditions (as shown in Table 3.3 and 4.1),
rather than under constant operating temperature nor constant fuel utilization factor. From
this figure, it can be seen that the strong temperature dependency of both the activation over-
potential and ohmic loss in the electrolyte greatly affects not only the temperature distribution
patterns mentioned before but also the power generation characteristics of the cell. That is,
the activation overpotential and the ohmic loss in the electrolyte do not increase proportionally
to the average current density due to rise in the cell operating temperature, and accordingly
the cell terminal voltage does not decrease proportionally to the average current density. In
addition to this, it can be seen from Fig. 4.12 that the ohmic loss in the two electrodes becomes
a principal factor causing the voltage drop as the average current density becomes larger.
Figure 4.12: Cell terminal voltage and losses/overpotentials vs. average current density
under the constant gas inlet conditions rather than under the constant cell
operating temperature (Base case).
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Figure 4.13: Efficiency and output power
vs. average current density (Base case).
Figure 4.14: Electrolyte temperature vs.
average current density (Base case).
Figure 4.13 shows the pattern of changes in the LHV-based energy conversion efficiency, E ,
and the cell output power, P , against the average current density. From this figure, it can be
confirmed that the energy conversion efficiency decreases in a similar way to the cell terminal
voltage shown in Fig. 4.12 with increase in the average current density. On the other hand, the
cell output power increases as the average current density increases, though the rate of increase
in the output power falls due to decrease in the cell terminal voltage. Finally, the pattern of
changes in the maximum and average temperatures in the electrolyte layer against the average
current density is shown in Fig. 4.14. From this figure, it can be confirmed that the maximum
and average temperatures become higher as the average current density becomes larger, and
the gap between the two temperatures also becomes larger.
Considering the temperature dependency of both the activation overpotential and ohmic
loss in the electrolyte, it can be expected that the power generation performance of the cell
should be degraded with decrease in the average temperature of the cell tube. Meanwhile, it
is preferable that the maximum temperature and also the temperature gradients of the cell be
reduced in order to avoid the risk of thermal crack failures as mentioned before. Therefore, how
to reduce the gap between the two curves shown in Fig. 4.14 (in other words, how to bring the
cell temperature field close to uniform) is important for the development/operation of the cell.
This is a key point in the parametric studies given in the following sections.
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4.3 Effect of Gas Inlet Temperature
This section discusses the effects of gas inlet temperatures on the thermal field and power
generation performance of the cell based on the calculation results for Case T-750 and T-
850. In these cases, the inlet temperatures of both fuel and air are set at 750◦C and 850◦C,
respectively. The other conditions are same as those for the Base case except for the fuel inlet
velocity, which is adjusted to keep the upper limit of the average current density 5000A/m2,
and the cell terminal voltage (see Table 4.1).
First of all, the cell performance results for Case T-750 and T-850 obtained under the
standard operating conditions (iav ' 4000) are shown in Table 4.6. Compared to the results
for the Base case of iav = 3926 in Table 4.5, it can be seen that the cell terminal voltage,
which provides an indication of the cell performance under the same average current density, is
clearly changed under the influence of the gas inlet temperature. In connection with this, both
the maximum and average temperatures of the electrolyte are also changed. However, the gap
between the maximum and average temperatures seems to become a little smaller as the gas
inlet temperature becomes higher. The reasons for the above are examined below.
Table 4.6: Cell performance results for Case T-750 and T-850.
Case T-750 T-850
Average current density, iav [A/m
2] 3922 3922
Terminal voltage, Vcell [V] 0.485 0.58
Output power, P [W] 51.2 61.3
Energy conversion efficiency, E [%] 36.7 43.9
Fuel utilization factor, U fuel [%] 78.4 78.4
Air utilization factor, Uair [%] 13.3 14.6
Reforming rate, R [%] 100.0 100.0
Maximum temperature of the electrolyte [◦C] 1013.1 1093.0
Average temperature of the electrolyte [◦C] 906.1 1011.7
Figure 4.15 shows the temperature contours for Case T-750 and T-850. From this figure,
it can be seen that the overall characteristics of the thermal field for the two cases are not so
different: the cell temperature has a peak around x = 0.3 to 0.4 while it significantly decreases
near the inlet of the feed tube. However, the temperature gradient pattern seems to be a
little different. Figure 4.16 shows a comparison of the electrolyte temperature between Case
T-750, T-850 and the Base case. From this figure, it can be seen that the local temperature
differences between the three cases are larger around x = 0.1 rather than around the peak of the
temperature. This is not due to the differences in the progress of the steam reforming because
they are quite small as shown in Fig. 4.17. It is true that the progress of the steam reforming
becomes slightly faster/slower due to the higher/lower temperature, but the fact remains that
the methane is fully reformed near the inlet of the feed tube in all the three cases.
The main reason for the differences in the temperature gradient patterns for the three cases
are those in the progress of the electrochemical reactions. Figure 4.18 shows a comparison of
the current density distribution in the electrolyte between the three cases. From this figure, it
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(a) Case T-750 ( iav = 3922 A/m
2 )
(b) Case T-850 ( iav = 3922 A/m
2 )
Figure 4.15: Temperature contours for Case T-750 and T-850.
Figure 4.16: Temperature gradients for
Case T-750, T-850 and the Base case.
Figure 4.17: Molar flow rate of hydrogen
and methane for Case T-750, T-850 and
the Base case.
can be observed that the peak of the current density moves toward the outlet of the cell tube,
which means that the peak of the heat generation also moves, as the gas inlet temperature
decreases. The reason of this is indicated by Fig. 4.19 showing the distribution pattern of
the losses/overpotentials for Case T-750 and T-850. In Case T-750, the effect of activation
overpotential is severe especially near the outlet of the feed tube due to the low temperatures.
Meanwhile, in Case T-850, the activation overpotential is not so large even near the outlet of
the feed tube, therefore the larger current flows there owing to the higher EMF. Additionally,
it is also seen from Fig. 4.19 that the difference in the extent of the activation overpotential
directly affects the magnitude of the cell terminal voltage.
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Figure 4.18: Current density distribution in the electrolyte for Case T-750,
T-850 and the Base case.
(a) Case T-750 ( iav = 3922 A/m
2 ) (b) Case T-850 ( iav = 3922 A/m
2 )
Figure 4.19: Distribution pattern of all the factors causing the voltage drop
of the cell (Case T-750 and T-850).
Here the power generation performance for Case T-750 and T-850 is examined in a little more
detail by showing the results for several different average current densities. Figure 4.20 shows
the pattern of changes in the cell terminal voltage against the average current density for Case
T-750, T-850 and the Base case. From this figure, it can be seen that the gas inlet temperature
affects the cell performance especially for the low-output conditions. This is mainly due to the
temperature dependency of the activation overpotential: it tends to increase exponentially as
the cell temperature falls, particularly below 800◦C.
Finally, the pattern of changes in the maximum and average temperature in the electrolyte
against the average current density for the three cases is shown in Fig. 4.21. From this figure, it
can be found that the maximum temperature difference between the Base case and Case T-750
becomes a little smaller as the average current density increases, while the average temperature
increases almost proportionally to the average current density similarly in the three cases. This
implies that the non-uniformity of the cell thermal field tends to be expanded with increase in
the average current density especially in the cases of lower gas inlet temperatures.
As described above, the gas inlet temperature affects the thermal field and power generation
characteristics of the cell in various forms. Generally speaking, however, the most fundamental
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Figure 4.20: Cell terminal voltage vs. average current density for Case T-750,
T-850 and the Base case.
(a) Maximum temperature (b) Average temperature
Figure 4.21: Electrolyte temperature vs. average current density for Case T-750,
T-850 and the Base case.
effect of the gas inlet temperature is still to change the overall cell temperature. That is, we can
reduce the maximum temperature of the cell by reducing the gas inlet temperatures, but cannot
reduce the temperature gradient of the cell. Furthermore, the cell performance is necessarily
degraded due to decrease in the average temperature of the cell.
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4.4 Effect of Air Flow Rate
In this section, the effect of air flow rate on the thermal field of the cell is discussed based on
the calculation results for Case AF-10 and AF-40. In these cases, the air mean velocity at the
inlet is set at 1.0 and 4.0 m/s (which correspond to 22.8 and 91.2 L/min in terms of volumetric
flow rate), respectively. The other conditions are same as those for the Base case except for
the cell terminal voltage (see Table 4.1).
In the cell of IIR-T-SOFCs focused on in this study, the air flow rate is one of the most
important factors affecting the operating temperature of the cell. This is due to the large heat
capacity flow rate of the air. For example, in the Base case of iav = 3926, the heat capacity
flow rate of the air at the inlet is about 0.3 W/K while that of the fuel is about 0.04 W/K. In
the same case, for comparison, the thermodynamic/ohmic heat generation rate for the entire
cell by the electrochemical reaction is about 90 W while the heat absorption rate for the entire
cell by the steam reforming reaction is about 30 W. From these data, it can be easily expected
that the air flow rate should significantly affect the temperature field of the cell. This is the
reason why the air flow rate is taken up in this section.
Table 4.7 shows the cell performance results for Case AF-10 and AF-40 obtained under
the standard operating conditions. Compared to the previous cases, it is confirmed that the
electrolyte temperature is greatly affected by the air flow rate. In Case AF-10, the maximum
temperature rises to over 1200◦C, which is definitely over the limit for the cell tube. On the
other hand, in Case AF-40, the average temperature is reduced to the same level as Case T-
750, and more noteworthy is the maximum temperature reduced further than Case T-750. This
means that the non-uniformity of the cell temperature is fairly reduced.
Table 4.7: Cell performance results for Case AF-10 and AF-40.
Case AF-10 AF-40
Average current density, iav [A/m
2] 3969 3920
Terminal voltage, Vcell [V] 0.565 0.5
Output power, P [W] 60.4 52.8
Energy conversion efficiency, E [%] 42.9 37.8
Fuel utilization factor, U fuel [%] 79.4 78.4
Air utilization factor, Uair [%] 28.3 7.0
Reforming rate, R [%] 100.0 100.0
Maximum temperature of the electrolyte [◦C] 1215.9 968.0
Average temperature of the electrolyte [◦C] 1075.8 909.5
Figure 4.22 shows the temperature contours for Case AF-10 and AF-40. Note that the color
tone level is exceptionally a little different in Case AF-10 due to the too-high temperatures. The
following Fig. 4.23 shows a comparison of the electrolyte temperature between Case AF-10,
AF-40 and the Base case. From these figures, it can be seen that the cell temperature, especially
the maximum one, is drastically changed depending on the air flow rate, and accordingly the
temperature gradients are also changed. In general terms, the air flow rate basically affects
”how close” the overall cell temperature is to the air inlet temperature. This is in contrast to
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(a) Case AF-10 ( iav = 3969 A/m
2 )
(b) Case AF-40 ( iav = 3920 A/m
2 )
Figure 4.22: Temperature contours for Case AF-10 and AF-40.
Figure 4.23: Temperature gradients for
Case AF-10, AF-40 and the Base case.
Figure 4.24: Molar flow rate of hydrogen
and methane for Case AF-10, AF-40 and
the Base case.
the gas inlet temperature affecting ”how high” the overall cell temperature is. By the way, the
progress of the steam reforming is still not so changed as shown in Fig. 4.24.
Figure 4.25 presents the distribution pattern of losses/overpotentials causing the voltage
drop of the cell for Case AF-10 and AF-40. Note that the distribution pattern of the ohmic
loss in the electrodes for each case is similar to that of the current density shown in Fig. 4.26
owing to the weak temperature dependency of the resistivities of the electrodes. In Case AF-
10, the activation overpotential becomes quite small around x = 0.3 to 0.4, but concurrently
the EMF remarkably decreases there due to the extremely high temperatures. Meanwhile, in
Case AF-40, the activation overpotential is not so small even around x = 0.3 to 0.4. However,
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(a) Case AF-10 ( iav = 3969 A/m
2 ) (b) Case AF-40 ( iav = 3920 A/m
2 )
Figure 4.25: Distribution pattern of all the factors causing the voltage drop
of the cell (Case AF-10 and AF-40).
Figure 4.26: Current density distribution
in the electrolyte for Case AF-10, AF-40
and the Base case.
Figure 4.27: Cell terminal voltage vs. aver-
age current density for Case AF-10, AF-40
and the Base case.
(a) Maximum temperature (b) Average temperature
Figure 4.28: Electrolyte temperature vs. average current density for Case AF-10,
AF-40 and the Base case.
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compared to Case T-750 shown in Fig. 4.19, the activation overpotential is a little smaller near
the outlet of the feed tube, therefore the cell terminal voltage is kept a little higher than that
in Case T-750.
Figure 4.27 shows the pattern of changes in the cell terminal voltage against the average
current density for Case AF-10, AF-40 and the Base case. The difference between Case AF-
40 and the Base case can be explained with the temperature dependency of the activation
overpotential in a similar way to the previous section. The large voltage drop in the very low-
output region for Case AF-10 is also caused by the larger activation overpotentials due to the
lower temperatures as is shown in Fig. 4.28, while the steeper voltage drop in the high-output
region is caused by the drastic fall in the EMF due to the extremely high temperatures.
Paying attention to Fig. 4.28, it is observed that the air flow rate clearly affects the rate of
increase in the electrolyte temperature, especially in the maximum one, associated with increase
in the average current density. It is also observed that the curves of the average temperature
vs. average current density for the three cases cross each other at about 800◦C, the air inlet
temperature. This also indicates the fact that the air flow rate basically affects ”how close”
the overall cell temperature is to the air inlet temperature.
To sum up the matter, we can reduce both the maximum temperature and temperature
gradients of the operating cell by increasing the air flow rate. On the contrary, shortages of the
air supplied to the cell can cause a disastrous rise in temperature as shown above. The air flow
rate is a quite effective factor in controlling the thermal field of the cell. In this connection,
however, it should be noted that the range of air flow rate will be limited to some degree by
the requirements from the topping/bottoming devices or the like in practical use. In addition,
the higher pumping powers are required to supply the larger amounts of air to the cell.
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4.5 Effect of Steam-Methane Ratio
In this section, the effect of steam-methane ratio in the fuel gas mixture supplied to the cell
is discussed with the calculation results for Case SM-11 and SM-41. As mentioned in the
preceding section, the heat capacity flow rate of the fuel gas mixture is basically much smaller
than that of the air, therefore the heat removal effect by the fuel gas flow should be rather
small even if the flow rate is changed to some extent. However, the composition of the fuel gas
mixture supplied to the cell, especially the ratio of steam to methane, may considerably affect
the cell thermal field through the effects on both the internal reforming and electrochemical
processes. The main purpose of this section is to figure out the above thing.
In the present study, the flow rate of fuel gas mixture is decided in such a way that the
upper limit of the average current density is 5000A/m2 as a basis of comparison between the
different calculation cases summarized in Table 4.1. To examine the effects of steam-methane
ratio with keeping this basis, the inlet molar flow rate of only steam is changed here. To be
specific, in Case SM-11, the inlet molar flow rate of steam is reduced to half of the Base case
to change the inlet steam-methane ratio from ”2 : 1” to ”1 : 1”. Meanwhile, in Case SM-41,
the inlet molar flow rate of steam is set to double the Base case, and accordingly the inlet
steam-methane ratio ”4 : 1”. Note that the fuel mean velocity at the inlet is 0.75 times the
Base case in Case SM-11, and 1.5 times the Base case in Case SM-41.
Table 4.8 shows the cell performance results for Case SM-11 and SM-41 obtained under
the standard operating conditions. Compared to the Base case of iav = 3926 shown in Table
4.5, it can be found that both the maximum and average temperatures of the electrolyte are
little changed depending on the steam-methane ratio, contrary to the expectation mentioned
above. However, the cell terminal voltage is affected by the steam-methane ratio. For a deeper
understanding, the thermal and electrical fields for these two cases are described below.
Table 4.8: Cell performance results for Case SM-11 and SM-41.
Case SM-11 SM-41
Average current density, iav [A/m
2] 3958 3953
Terminal voltage, Vcell [V] 0.57 0.52
Output power, P [W] 60.8 55.4
Energy conversion efficiency, E [%] 42.9 39.8
Fuel utilization factor, U fuel [%] 79.2 79.1
Air utilization factor, Uair [%] 14.1 14.1
Reforming rate, R [%] 100.0 100.0
Maximum temperature of the electrolyte [◦C] 1049.2 1046.4
Average temperature of the electrolyte [◦C] 960.2 960.8
From the detailed results shown in Fig. 4.29 and also in Fig. 4.30, it can be seen that the
steam-methane ratio in the supplied fuel has little effect on not only the maximum temperature
but also the entire thermal field of the cell. This is due to the fact that the steam-methane ratio
does not affect the progress of neither the steam reforming nor the electrochemical reactions
substantially. Figure 4.31 shows the molar flow rate of hydrogen and methane inside the feed
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(a) Case SM-11 ( iav = 3958 A/m
2 )
(b) Case SM-41 ( iav = 3953 A/m
2 )
Figure 4.29: Temperature contours for Case AF-10 and AF-40.
Figure 4.30: Temperature gradients for
Case SM-11, SM-41 and the Base case.
Figure 4.31: Molar flow rate of hydrogen
and methane for Case SM-11, SM-41 and
the Base case.
tube for the same cases. From this figure, it is confirmed that there is little difference in
the progress of the steam reforming between the three cases. As indicated by eqn (3-51), the
reaction rate of the steam reforming is moderated by lower partial pressures of methane and
lower gas temperatures (and also smaller mass densities of the catalyst as will be discussed in
the next section). Owing to the effect of the partial pressure of methane, the reaction rate is
basically decreased with larger steam-methane ratios. However, considering only the effect of
the gas temperature, the consequence is that the reaction rate should be increased with larger
steam-methane ratios due to the larger amount of heat convected into the cell. This is one of
the reasons why the reaction rate of the steam reforming is not so changed depending on the
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(a) Case SM-11 ( iav = 3958 A/m
2 )
(b) Case SM-41 ( iav = 3953 A/m
2 )
Figure 4.32: Molar fraction contours of hydrogen for Case SM-11 and SM-41.
(a) Case SM-11 ( iav = 3958 A/m
2 ) (b) Case SM-41 ( iav = 3953 A/m
2 )
Figure 4.33: Distribution pattern of all the factors causing the voltage drop
of the cell (Case SM-11 and SM-41).
Figure 4.34: Current density distribution
in the electrolyte for Case SM-11, SM-41
and the Base case.
Figure 4.35: Cell terminal voltage vs. aver-
age current density for Case SM-11, SM-41
and the Base case.
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(a) Maximum temperature (b) Average temperature
Figure 4.36: Electrolyte temperature vs. average current density for Case SM-11,
SM-41 and the Base case.
steam-methane ratio. By the way, the slight differences in the molar flow rate of hydrogen are
generated through the water-gas shift reaction. Note that the molar ”fraction” of hydrogen is
much larger in Case SM-11 than in Case SM-41 as shown in Fig. 4.32, though the molar flow
rate of hydrogen is slightly larger in Case SM-41 than in Case SM-11.
As for the electrochemical process, Fig. 4.33 shows the distribution pattern of EMF and
losses/overpotentials for Case SM-11 and SM-41. In this figure, it is observed that the magni-
tude of EMF differs between the two cases, especially near the outlet of the feed tube. This
is due to the difference in the molar fraction of hydrogen shown in Fig. 4.32 (and also CO,
CO2 and steam not presented here). Under the influence of these different EMF distributions,
the current density distribution also differs between the two cases as shown in Fig. 4.34, but
not enough to change the characteristics of the temperature field of the cell. It follows that
the distribution pattern of both the activation overpotential and ohmic loss is not so changed
depending on the inlet steam-methane ratio, so that the cell terminal voltage simply decreases
with EMF as the inlet steam-methane ratio increases.
Figure 4.35 shows the pattern of changes in the cell terminal voltage against the average
current density for Case SM-11, SM-41 and the Base case. From this figure, it is confirmed that
the power generation performance of the cell is enhanced by reducing the inlet steam-methane
ratio in fuel. As mentioned above, the differences in the performance between the three cases
directly result from those in the magnitude of EMF rather than the activation overpotential.
Finally, the pattern of changes in the electrolyte temperature against the average current density
for the three cases is shown in Figure 4.36. From this figure, it can be seen at a glance that the
inlet steam-methane ratio in the fuel gas mixture has very little effect on the maximum and
average temperatures of the cell.
As a conclusion, it has been revealed that the steam-methane ratio in the supplied fuel
affects the power generation performance of the cell, but does not affect the temperature field
of the cell substantially. This is quite a contrast to the effects of both the gas inlet temperature
and air flow rate, which directly affect the thermal field of the cell and consequently the power
generation performance of the cell as discussed in the previous sections.
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4.6 Effect of Catalyst Distribution
In this section, the effects of the distribution pattern of the reforming catalyst, which is included
in the porous medium embedded inside the feed tube, on the cell thermal field are discussed
with the calculation results for Case CD-1 and CD-2. This is an interesting topic specific to
the IIR-type fuel cells, and also one of the unique topics in the present study.
As referred to in the beginning of Section 4.4, in the Base case of iav = 3926, the amount
of heat absorbed by the steam reforming for the entire cell per unit time is equivalent to about
one-third of the amount of heat generated by the electrochemical reactions for the entire cell
per unit time. This means that the internal reforming process has a decent impact on the
characteristics of the overall cell thermal field. However, for all the standard operating cases of
iav ' 4000 shown in the previous sections, the steam reforming has been completed near the
inlet of the fuel, and accordingly the cell temperature has drastically fallen only there. This is
mainly because the amount of the reforming catalyst has been optimized for the open-circuit
cell rather than for the operating cell. Therefore, in Case CD-1, the amount of the catalyst is
optimized for the operating conditions of iav ' 4000 : the amount of the catalyst is reduced
to one-tenth of the Base case in order to reduce the reaction rate of the steam reforming and
consequently to reduce the thermal gradients of the operating cell. Additionally, in Case CD-2,
the distribution pattern of the catalyst is changed to the linear one rather than the uniform one
as shown in Fig. 4.1. The intention of this will become apparent in the course of the following
discussion.
Table 4.9 shows the cell performance results for Case CD-1 and CD-2 under the standard
operating conditions. Compared to the results for the Base case, it is seen that the maximum
temperature of the electrolyte is largely reduced while the average temperature is not so reduced
by the adjustment of the amount/distribution of the reforming catalyst. This is also clearly
seen by comparing Case CD-2 with A-40 shown in section 4.4: the maximum temperatures are
almost the same while the average temperatures obviously differ between the two cases.
Table 4.9: Cell performance results for Case CD-1 and CD-2.
Case CD-1 CD-2
Average current density, iav [A/m
2] 3911 3930
Terminal voltage, Vcell [V] 0.54 0.525
Output power, P [W] 56.9 55.6
Energy conversion efficiency, E [%] 41.0 39.9
Fuel utilization factor, U fuel [%] 78.2 78.6
Air utilization factor, Uair [%] 13.9 14.0
Reforming rate, R [%] 96.5 95.0
Maximum temperature of the electrolyte [◦C] 995.4 966.0
Average temperature of the electrolyte [◦C] 942.6 931.6
The effects of the smaller amount and the linear distribution of the catalyst on the thermal
field of the cell are shown in Fig. 4.37. In this figure, it can be seen that the drastic decrease
in temperature near the inlet of the fuel is inhibited by reducing the amount of the reforming
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(a) Case CD-1 ( iav = 3911 A/m
2 )
(b) Case CD-2 ( iav = 3930 A/m
2 )
Figure 4.37: Temperature contours for Case CD-1 and CD-2.
Figure 4.38: Temperature gradients for
Case CD-1, CD-2 and the Base case.
Figure 4.39: Molar flow rate of hydrogen
and methane for Case CD-1, CD-2 and the
Base case.
catalyst. In addition, it is seen that the linear distribution contributes to make the thermal
field almost uniform in a larger region of the cell. These effects are also obvious in Fig. 4.38,
which shows the temperature distribution in the electrolyte for the two cases and the Base case.
In comparison with the Base case, the maximum temperature is reduced while the temperature
near the inlet of the fuel increases in Case CD-1, and further in Case CD-2.
These positive changes in the characteristics of the thermal field of the cell are clearly
explained in Fig. 4.39, which shows how the steam reforming proceeds inside the feed tube in
the three cases. In Case CD-1, the steam reforming of methane proceeds at a lower rate than
in the Base case due to the smaller amount of the catalyst, and is completed near the outlet of
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(a) Case CD-1 ( iav = 3911 A/m
2 ) (b) Case CD-2 ( iav = 3930 A/m
2 )
Figure 4.40: Distribution pattern of all the factors causing the voltage drop
of the cell (Case CD-1 and CD-2).
the feed tube. This means that the amount of the catalyst in Case CD-1 is optimum for the
operating state of iav ' 4000, or put it another way, the results for Case CD-1 show a kind
of limit to the improvement of the thermal field by adjusting the amount of the catalyst with
”uniform” distributions. If the amount of the catalyst is reduced further, the methane cannot
be fully reformed inside the feed tube. Meanwhile, in Case CD-2, the steam reforming proceeds
at a much lower rate than in Case CD-1 near the inlet, and is still completed near the outlet
of the feed tube. This is the intention of the ”linear” distribution of the catalyst, and actually
results in the improvement of the cell thermal field as shown in Fig. 4.37 and 4.38.
The distinctive advantage of adjusting the amount and distribution pattern of the catalyst
is that the maximum temperature and temperature gradients of the cell are reduced with
little decrease in the power generation performance. Figure 4.40 shows the local EMF and
losses/overpotentials for the two cases. Compared to the Base case shown in Fig. 4.11, it can
be seen that the activation overpotentials in the two cases are a little larger around x = 0.3
to 0.4, but on the contrary, they are kept smaller near the outlet of the cell tube due to the
higher temperatures. This results in the slight differences in the cell terminal voltage between
the two cases and the Base case. Therefore, to adjust the amount and distribution pattern of
the reforming catalyst is a very effective way to control the thermal field of the cell.
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4.7 Effect of Electrode Resistivity and Thickness
This section examines the importance of the ohmic resistivity and thickness of the two electrode
layers in the tubular cell. In the previous sections, all the calculated results concerning the
electric potential/current fields were averaged in the circumferential (θ) direction to be shown
for the purpose of discussing the correlation with the cell thermal gradients in the axial (x)
direction, and also with the power generation performance of the cell. As one of the results,
it was revealed that the ohmic losses in the two electrodes were responsible for a considerable
part of the voltage drop in the operating cell (e.g. see Fig. 4.11). This means that the ohmic
resistivity and thickness of the electrodes have a great impact on the cell performance.
The electrode resistivity and thickness, however, affect not only the overall cell performance
but also the electric potential/current distributions (and consequently the heat generation dis-
tributions) in the θ-direction of the cell significantly. The ”non-axisymmetry” of the thermal
field of the cell cannot be investigated in this study due to the two-dimensional axisymmetric
treatment in the thermo-fluid computation in the model. Nevertheless, it should be quite use-
ful for understanding the distinctive feature of the tubular cell to examine how the electrode
resistivity and thickness affect the electric potential/current fields in the θ-direction of the cell.
Hence, the non-axisymmetry of the electric potential/current fields will be examined first with
the results for the Base case, and then the effects of the electrode resistivity and thickness are
discussed with the results for Case E-0075 and E-0300, in which the anode thickness is different
from the Base case.
4.7.1 Non-Axisymmetry of the Electric Current Field
Figure 4.41(a) shows the r-way current density field in the electrolyte layer for the Base case of
iav = 3926 (the θ-averaged data of which are shown in Fig. 4.7). Note that θ=0◦ indicates the
terminal side of the anode and θ=180◦ the cathode as shown in Fig. 2.3. The half circumference
of the electrolyte layer is about 27mm, so that the vertical scale of Fig. 4.41(a) corresponds to
the length in the θ-direction described ten times longer than that in the x-direction. From this
figure, it can be seen that the current density field in the electrolyte layer, or the distribution
pattern of the thermodynamic heat generations caused by the electrochemical reactions, is very
non-uniform in the θ-direction of the cell. It is also seen that the current density is particularly
larger near the cathode terminal side of the cell. These non-axisymmetry of the current density
in the electrolyte is deeply related to that of the electric potential and current fields in the two
electrodes as shown in Fig. 4.41(b) to (g). Note that the contours shown in Fig. 4.41(b) to (d)
indicate the θ-way current per axial unit length of the cell, rather than the current density, for
convenience of comparison between the two electrodes of different thicknesses.
To discuss the characteristics of those non-axisymmetry in more detail, the electric potential
and current distributions in the θ-direction in the cross section of x = 0.3 m are shown in Fig.
4.42. As shown in this figure, the r-way current density in the electrolyte layer is larger near
the cathode terminal (θ=180◦) than near the anode terminal (θ=0◦), and at the same time, the
θ-way current flows more in the anode layer than in the cathode layer. Note that these current
fields in the three layers are directly interrelated to each other through the Kirchhoff’s first law
(current conservation). The reason why the θ-way current flows more in the anode than in the
cathode, or why the current density in the electrolyte is larger near the cathode terminal, is
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(a) Current density in the electrolyte
(b) Anode current (e) Anode potential
(c) Cathode current (f) Cathode potential
(d) Total current (g) Potential difference
Figure 4.41: Electric potential/current fields for the Base case of iav = 3926 A/m
2 : (a)
r-way current density in the electrolyte, (b) θ-way current per axial unit length in the
anode, (c) θ-way current per axial unit length in the cathode, (d) total θ-way current
per axial unit length in the two electrodes, (e) electric potential in the anode, (f) electric
potential in the cathode, (g) potential difference between the two electrodes.
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(a) Current density in the electrolyte
(b) Current in the electrodes (c) Potential in the electrodes
Figure 4.42: Electric potential/current distributions in the cross section of x = 0.3 m:
(a) r-way current density in the electrolyte, (b) θ-way currents per axial unit length
in the two electrodes, (c) electric potentials in the two electrodes and the difference
between them (Base case, iav = 3926 A/m
2).
Figure 4.43: Distribution pattern of the ohmic resistivity of the electrodes divided by
the thickness (Base case, iav = 3926 A/m
2).
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that the ohmic resistance to the θ-way current in the cathode is larger than that in the anode.
Figure 4.43 shows the distribution pattern of the ohmic resistivity of the two electrodes divided
by each thickness. From this figure, it is seen that the ohmic resistance to the θ-way current
in the cathode is about twice as large as that in the anode.
The effect of the difference in the ohmic resistance between the two electrodes is also seen
in Fig. 4.42(c), which shows the electric potentials in the two electrodes and the difference
between them. The ohmic loss in the cathode is larger than that in the anode due to the larger
resistance. This was also shown in Fig. 4.10 in the θ-averaged manner. But the more important
thing found in Fig. 4.42(c) is that the potential difference between the two electrodes has a
peak between the two terminals, θ=0◦ and θ=180◦, due to the concave-upward distribution
of the anode potential and the convex-upward distribution of the cathode potential shown in
the figure. The reason of those potential distributions is that the θ-way current decreases in
the anode and increases in the cathode monotonously toward the cathode terminal, and this is
also the fundamental reason why the current density in the electrolyte has a minimum value
between the two terminals.
4.7.2 Effect of Electrode Thickness
For the practical development of the tubular cell, it is relatively easy to change the thickness
of the electrodes compared to the ohmic resistivity of them. Hence it should be very useful to
study the effect of the electrode thickness on the electric current field and also on the power
generation performance of the cell. As shown in Table 4.4. in Case E-0075, the anode thickness
is half of that in the Base case (0.075mm). Meanwhile, in Case E-0300, the anode thickness
is twice that in the Base case (0.300mm). Note that the thickness of the support tube is also
changed in the two cases so as not to change the area of the electrolyte layer and also the
dimension of the cell tube itself.
Table 4.10 shows the cell performance results for the two cases obtained under the standard
operating conditions of iav ' 4000. It is seen that the cell terminal voltage is substantially
changed while the maximum and average temperatures of the electrolyte layer not so changed
depending on the anode thickness. As shown in Fig. 4.44, the electrolyte temperature distri-
butions for the two cases are similar to that for the Base case. Also the θ-averaged current
Table 4.10: Cell performance results for Case E-0075 and E-0300.
Case E-0075 E-0300
Average current density, iav [A/m
2] 3929 3964
Terminal voltage, Vcell [V] 0.49 0.58
Output power, P [W] 51.9 61.9
Energy conversion efficiency, E [%] 37.1 43.9
Fuel utilization factor, U fuel [%] 78.6 79.3
Air utilization factor, Uair [%] 14.0 14.1
Reforming rate, R [%] 100.0 100.0
Maximum temperature of the electrolyte [◦C] 1061.9 1044.1
Average temperature of the electrolyte [◦C] 971.1 952.9
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Figure 4.44: Temperature gradients for
Case E-0075, E-0300 and the Base case.
Figure 4.45: θ-averaged current density
distribution in the electrolyte layer for
Case E-0075, E-0300 and the Base case.
(a) Case E-0075 ( iav = 3929 A/m
2 ) (b) Case E-0300 ( iav = 3964 A/m
2 )
Figure 4.46: Distribution pattern of all the factors causing the voltage drop
of the cell (Case E-0075 and E-0300).
density distribution in the electrolyte is not so affected by the differences in the anode thickness
as shown in Fig. 4.45. The effect of the anode thickness visible in the θ-averaged data is only
the magnitude of the ohmic loss as shown in Fig. 4.46. In this figure, it is seen that the cell
terminal voltage decreases as the anode becomes thinner due to the larger ohmic losses.
For the θ-direction, however, the anode thickness greatly affects the characteristics of the
current density field. Figure 4.47 shows the current density fields in the electrolyte for the two
cases. The current density and potential distributions in the cross section of x = 0.3 m are
shown in Fig. 4.48 and 4.49, respectively. In Case E-0075, the ”anode-cathode asymmetry” is
almost eliminated due to the same level of the ohmic resistances to the θ-way currents in the
two electrodes as shown in Fig. 4.50(a). But the remarkable ”non-axisymmetry” in the electric
potential/current fields still exist. On the other hand, in Case E-0300, the anode-cathode
asymmetry is further extended due to the larger difference in the ohmic resistances in the two
electrodes as shown in Fig. 4.50(b).
Although the non-axisymmetry of the thermal field of the cell cannot be investigated in the
present study due to the axisymmetric thermo-fluid computation, it is a notable result that the
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(a) Case E-0075 ( iav = 3929 A/m
2 ) (b) Case E-0300 ( iav = 3964 A/m
2 )
Figure 4.47: r-way current density fields in the electrolyte for Case E-0075
and E-0030.
(a) Case E-0075 ( iav = 3929 A/m
2 ) (b) Case E-0300 ( iav = 3964 A/m
2 )
Figure 4.48: Current density distribution in the electrolyte in the cross section of
x = 0.3 m for Case E-0075 and E-0030.
(a) Case E-0075 ( iav = 3929 A/m
2 ) (b) Case E-0300 ( iav = 3964 A/m
2 )
Figure 4.49: Electric potential distributions in the cross section of x = 0.3 m for
Case E-0075 and E-0030.
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(a) Case E-0075 ( iav = 3929 A/m
2 ) (b) Case E-0300 ( iav = 3964 A/m
2 )
Figure 4.50: Distribution pattern of the ohmic resistivity of the electrodes divided
by the thickness (Case E-0075 and E-0300).
Figure 4.51: Cell terminal voltage vs. average current density for Case E-0075,
E-0300 and the Base case.
(a) Maximum temperature (b) Average temperature
Figure 4.52: Electrolyte temperature vs. average current density for Case E-0075,
E-0300 and the Base case.
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electric current field essentially shows a significant non-axisymmetry despite the axisymmetric
thermal/concentration fields in the cell. Considering the enhancing interaction between rise in
temperature and increase in electric current found in the x-way characteristics in Section 4.2.2,
the thermal field should also show a high non-axisymmetry in real tubular cells.
Finally, the patterns of changes in the cell terminal voltage and in the maximum/average
electrolyte temperatures against the average current density are shown in Fig. 4.51 and 4.52,
respectively. Owing to the weak temperature dependency of the ohmic resistivity of the anode,
the differences in the cell terminal voltage among the three cases increase almost proportionally
to the average current density. The differences in the electrolyte temperatures are not much,
but also grow as the average current density increases due to the differences in the amount of




In the present study, a comprehensive analytical model of an IIR-T-SOFC has been developed
with the objectives of (i) proposing an appropriate numerical analytical method applicable to
a wide variety of fuel cells and (ii) examining the feasibility of this advanced type of fuel cell.
The achievements and findings obtained in this study are summarized below:
Achievements in the Numerical Modelling
• A quasi-three-dimensional equivalent electrical circuit model was developed to be properly
combined with an existing two-dimensional multicomponent thermo-fluid model.
• Effects of the internal reforming of methane, porous media flow inside the feed tube, and
radiative heat transfer between the cell/feed tubes were newly built into the model.
• The electrochemical model was greatly improved so that the electrochemical reactions of
both hydrogen and carbon monoxide were properly treated in the model.
Findings from the Numerical Analysis
• Larger air flow rates contribute to the uniformization of the cell thermal field while lower
gas inlet temperatures reduce the overall cell temperature.
• Lower steam-methane ratios improve the power generation performance of the cell and
do not affect the characteristics of the cell thermal field substantially.
• The optimized amount and distribution pattern of the reforming catalyst greatly reduce
both the maximum temperature and temperature gradients of the cell with little decrease
in the power generation performance of the cell. This is a distinctive advantage of IIR-
T-SOFCs focused on in this study.
• The electric current field in the cell essentially shows a high non-axisymmetric pattern,
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Nomenclature
a coefficient in the discretized equations
A activation energy [J/mol]
b source term in the discretized equations
Cp specific heat at constant pressure [J/kg K]
Cpj specific heat at constant pressure of species j [J/kg K]
Djk binary diffusivity for a gas mixture composed of species
j and k
[m2/s]
Djm diffusivity of species j in a multicomponent gas mix-
ture
[m2/s]
Deffjm effective diffusivity of species j in a multicomponent




E electromotive force [V]
E0 standard electromotive force [V]
E˜ substantial electromotive force defined by eqn (3-71) [V]
Eav average electromotive force [V]
E energy conversion efficiency [%]
f inertia coefficient [−]
F Faraday constant, 96486.7 [C/mol]
F11, F12, F21, F22 configuration factors [−]
F convection conductance
h thickness [m]
Hj lower heating value of species j [J/mol]
i electric current density [A/m2]
iav average current density [A/m
2]
Icell total electric current [A]
J radiosity [W/m2]
khyd, kco, koxy coefficients in eqns (3-60) to (3-62) [A/m2]
k+shift, k
−
shift velocity constants of the water-gas shift reaction [mol/m
3Pa2s]
K permeability [m2]
Kshift equilibrium constant of the water-gas shift reaction [−]
L cell length [m]
Mj molecular weight of species j [kg/mol]
M molar averaged molecular weight [kg/mol]
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naj mass flux of species j from the anode surface to the
fuel flow
[kg/m2s]
ncj mass flux of species j from the cathode surface to the
air flow
[kg/m2s]
Nj molar flow rate of species j [mol/s]
P total pressure [Pa]
Pj partial pressure of species j [Pa]
Pcr critical pressure [Pa]
Pcrj critical pressure of species j [Pa]
P output power [W]
Pe Peclet number [−]
qhyd·oxy, qco·oxy thermodynamic heat generations by the electrochemi-
cal reactions (per unit area of the electrolyte)
[W/m2]
qrad net radiant flux [W/m
2]
Q heat generation [W/m3]
Qohm ohmic heat generation [W/m
3]
Qsteam, Qshift thermodynamic heat generations by the reforming re-
actions
[W/m3]
r radial coordinate [m]
R ohmic resistivity [Ωm]
Rsteam, Rshift reaction rates of the reforming reactions [mol/m
3s]
R0 universal gas constant, 8.31434 [Pa m
3/mol K]
R reforming rate [%]
shyd·oxyj , sco·oxyj mass generations of species j by the electrochemical
reactions (per unit area of the electrolyte)
[kg/m2s]
Sj mass generation of species j [kg/m
3s]
Ssteamj, Sshiftj mass generations of species j by the reforming reac-
tions
[kg/m3s]
Sˆ source term in the general transport equation
T temperature [K]
Tbj boiling temperature of species j [K]
Tcr critical temperature [K]
Tcrj critical temperature of species j [K]
Ux, Ur velocity components [m/s]
U fuel fuel utilization factor [%]
Uair air utilization factor [%]
V electric potential [V]
Vcell cell terminal voltage [V]
Wcat catalyst mass density [g/cm
3]
x axial coordinate [m]
Xj molar fraction of species j [−]
Yj mass fraction of species j [−]
Zcr critical compressibility factor [−]
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Greek letters
α,β, γ coefficients in eqn (3-21) [−]
Γ diffusivity in the general transport equation
δr range between grid points for r direction [m]
δx range between grid points for x direction [m]
δθ range between grid points for θ direction [rad]
∆G0hyd·oxy,∆G
0
co·oxy standard Gibbs free energy changes for the electro-
chemical reactions
[J/mol]
∆Hhyd·oxy,∆Hco·oxy enthalpy changes for the electrochemical reactions [J/mol]
∆Hsteam,∆Hshift enthalpy changes for the reforming reactions [J/mol]
∆Nj variation of the molar flow rate of species j [m]
∆r range of a control volume for r direction [m]
∆x range of a control volume for x direction [m]
∆θ range of a control volume for θ direction [rad]
² porosity [−]
ζe av, ζa av, ζc av average ohmic losses in the electrolyte, anode and cath-
ode
[V]
η activation overpotential [V]
ηav average activation overpotential [V]
θ circumferential coordinate [rad] or [ ◦ ]
Θj,Θjk parameters defined by eqn (3-20) [K]
λ thermal conductivity [W/m K]
λeff effective thermal conductivity in porous area [W/m K]
λs thermal conductivity of solid [W/m K]
λj thermal conductivity of species j [W/m K]
µ viscosity [Pa s]
µj viscosity of species j [Pa s]
ρ density [kg/m3]
ρcr critical density [kg/m3]
ρcrj critical density of species j [kg/m3]
ρre reduced density [−]
ρˆ density in the general transport equation
σ Stefan-Boltzmann constant, 5.667×10−8 [W/m2K4]
Σvj diffusion volume of the molecules of species j [m3/mol]
φ variable in the general transport equation








cell cell terminal/total value
co anode reaction of CO: eqn (2-4)




feedout outlet of the feed tube
fuel fuel gas
hyd anode reaction of H2: eqn (2-3)
hyd·oxy electrochemical reaction of H2: eqn (2-6)
inlet inlet of the cell
outlet outlet of the cell




steam steam reforming reaction: eqn (2-1)
shift water-gas shift reaction: eqn (2-2)
1 inner surface of the cell tube
2 outer surface of the feed tube
e, w, n, s, Ee,Ne, Se velocity grid points
E,W,N, S normal grid points
u, u0, d, d0 grid points for i
U, U 0, D,D0 grid points for V
P, P 0 intended grid points
P1, P2 intended position on the cell/feed tube surfaces
PP 0 electrolyte between the grid points P and P 0
Superscripts
P 0 superscript for a and b in the algebraic equations of P 0
Ux superscript for a and b in the algebraic equations of Ux
Ur superscript for a and b in the algebraic equations of Ur
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