Different noise sources in fMRI acquisition can lead to spurious false positives and reduced sensitivity. We have developed a biophysically-based model (named FIACH: Functional Image Artefact Correction Heuristic) which extends current retrospective noise control methods in fMRI. FIACH can be applied to both General Linear Model (GLM) and resting state functional connectivity MRI (rs-fcMRI) studies. FIACH is a two-step procedure involving the identification and correction of non-physiological large amplitude temporal signal changes and spatial regions of high temporal instability. We have demonstrated its efficacy in a sample of 42 healthy children while performing language tasks that include overt speech with known activations. We demonstrate large improvements in sensitivity when FIACH is compared with current methods of retrospective correction. FIACH reduces the confounding effects of noise and increases the study's power by explaining significant variance that is not contained within the commonly used motion parameters. The method is particularly useful in detecting activations in inferior temporal regions which have proven problematic for fMRI. We have shown greater reproducibility and robustness of fMRI responses using FIACH in the context of task induced motion. In a clinical setting this will translate to increasing the reliability and sensitivity of fMRI used for the identification of language lateralisation and eloquent cortex. FIACH can benefit studies of cognitive development in young children, patient populations and older adults.
Introduction

The Problem of noise in fMRI
The question of how to separate signal from noise in fMRI is one of crucial importance. This is primarily due to the fact fMRI signals are weak in magnitude (a few percent) and are therefore easily concealed by increased noise levels. Whether the noise is due to subject motion, physiological processes or scanner hardware it all can lead to spurious results (Murphy et al., 2013) . Specifically with regards to subject motion error variance is increased resulting in reduced sensitivity (Friston et al., 1996) and false positives (see Fig. 1 ). In rs-fcMRI has been demonstrated that noise due to head motion can result in a spurious increase in local connectivity (Van Dijk et al., 2011) and that many of these issues are not remedied fully by regression of the realignment parameters (RPs) from the signal (Power et al., 2011) .
Motion
To account for the effects of motion induced noise a variety of retrospective methods have been proposed. Many motion-focused correction methods rely on modelling some transformation of the parameters attained from volumetric spatial realignment or from some measure of signal intensity across the whole brain such as DVARS (Derivative of VARiation) or mean global signal (Friston et al., 1996; Smyser et al., 2010; Desjardins et al., 2001; Lemieux et al., 2007; Wilke, 2012) .
The use of methods incorporating global signal have been debated in the literature ever since it was demonstrated that regressing out global signal can result in spurious negative correlations (Murphy et al., 2009) . Furthermore, if an artefact's structure is spatially specific (as is the case in Fig. 1b ) it will only be partially reflected in the global signal. This will result in less efficient control of the artefact when it comes to the regression stage of the analysis. This viewpoint is supported by Beall and Lowe (2014) who demonstrate that global signal is a poor reflection of motion related signal changes at each voxel. They conclude that it is not justifiable as a Methods that control for physiological noise have been developed. These include utilising external monitors of physiological processes, modelling mean white matter and CSF signals, modelling principal components from white matter, grey matter and temporally unstable areas (Glover et al., 2000; Birn et al., 2006 : Satterthwaite et al., 2013 Behzadi et al., 2007) .
However, the efficacy of these techniques is debated. Power et al. (2014) have described the utility of using PCA to create nuisance regressors from white matter and CSF signals as not producing encouraging results. Whereas Muschelli et al. (2014) have described utilising the aCompCor approach described by Behzadi et al. (2007) as just as effective as full frame-censoring approach (Siegel et al., 2014) . The efficacy of external monitors is also debated as it has been suggested that datadriven techniques such as tCompCor, aCompCor and multi-echo ICA denoising provide comparable or more efficient noise reduction without external monitoring (Behzadi et al., 2007; Kundu et al., 2012) .
It must be noted that some of these techniques do not purely model physiological noise. For instance modelling signals from white matter, grey matter and temporally unstable areas may also contain information concerning motion. Furthermore techniques such as ICA denoising and Robust Weighted Least Squares (RWLS) may model both physiological noise and motion artefacts (Beckmann & Smith, 2004; Salimi-Khorshidi et al., 2014; Diedrichsen and Shadmehr, 2005) .
There are also practical limitations to these methods as well. For instance external monitoring and multi-echo EPI are acquisition dependent and while promising cannot be applied retrospectively. As for ICA denoising the process is not easily automated as it requires a training dataset that may be difficult to create. The focus of this paper is both automatic and retrospective techniques and these methods shall not be discussed further.
Methodological aims and hypothesis
Considering there is wide agreement that modelling volumetric RPs is useful (Lund et al., 2005; Power et al., 2014; Satterthwaite et al., 2013 ) the question becomes how to extend this approach to address the issue of physiological noise and localised large amplitude signal changes (where there is less agreement). We propose to develop a biophysical framework that can be used for identifying and addressing both of these issues. This model will be applicable regardless of sequence, hardware, field strength and subject population. It is hypothesised that a method developed to these specifications will provide improvements in correction of data over existing available methods. Fig. 1 . The effect of through-plane motion. Through-plane motion produces a spurious observation in the time series (a). This artefact presents spatially with a slice-specific profile (b). The effect on the time series is not reflected in the through plane derivative of the realignment parameter despite the fact that the effect of the motion is predominantly in this direction. The red sphere shows the time point where the motion occurred (c). The resulting statistical map shares the same spatial location as the artefact (d) due to motion-task correlation. The contrast is an F-contrast across the canonical haemodynamic response and its derivatives thresholded at FWE (p b .05).
Theory
Identifying large amplitude signal changes
We define non-physiological large amplitude signal changes as those that display signal changes larger than the possible BOLD response. To estimate the signal we simulate gradient echo signal decay as follows:
where S = signal, S = 100 (to describe signal changes in % change), TE = echo time and
where R2 = transverse relaxation rate of grey matter and R2′ is the contribution to the relaxation rate from the local magnetic field inhomogeneities. R2 is estimated using empirical results (Uludag et al., 2009 ):
where B0 is the magnetic field strength in Tesla (T). The following theoretical model is adopted for estimating R2′ (Yablonskiy and Haacke, 1994) :
where ς = blood volume fraction and δω is the characteristic frequency of the object causing the magnetic field inhomogeneities. ς can be estimated using the following empirical equation presented by Grubb et al. (1974) :
where CBF = cerebral blood flow (ml 100 g
−1
). We can estimate δω according to Yablonskiy and Haacke (1994) by assuming the static dephasing regime and a random distribution of vessel orientation as:
where γ = gyromagnetic ratio of the proton, Δχ = the volume susceptibility difference between oxygenated and deoxygenated blood, Hct = haematocrit, and Y = fraction of oxygenated blood. To simulate activation we solve the following equation:
The difference between R2 Ã Activation and R2 Ã baseline is that we allow both Y and ς to vary. To calculate the expected response magnitude we allow Y to vary from .6 to .9. The baseline of .6 is assumed so as to be similar to other studies employing this model (Yablonskiy and Haacke, 1994; Buxton, Wong & Frank, 1998; Winawer et al., 2010; Mildner et al., 2001) . The second value of Y determines the threshold for the detection of non-physiological signal changes. We assume a value of .9 for the second value of Y as the typical range from rest to strong activation is .6-.8 (Obata et al., 2004) . This was chosen to make the threshold robust in children and in clinical populations where there may be greater variation in response magnitudes and to be conservative in terms of how much data is corrected.
For calculating ς we assume 100% change in CBF from a baseline of 55 ml 100 g − 1 min − 1 . The resulting values estimated for ς (3.667-4.77%) are in good agreement with empirical values of vascular density which have been measured as having a mean value of~3.5% and a maximum of~4.5% (Lauwers et al., 2008) . The remaining parameters assumed to calculate δω are as follows: Δχ = 4π × 1.8 × 10 Eq. (7) for a 1.5 T scanner acquiring data with a TE of 30 ms produces the following threshold of 4.9%. Fig. 2 illustrates this process.
Identifying physiological noise
The model to identify large amplitude signal changes assumes a low blood volume fraction (typically b 5%). This assumption is violated in brain regions with large vascular density and is therefore not applicable in these areas. However, by using the same framework as was used to identify spurious signal changes we can identify these brain regions and model their effects. If we assume that δω stochastically fluctuates with time we can describe the variable by a distribution (D) characterised by a centrality (C D ) and variability (V D ) parameter as follows:
As R2′ ∝ ς then R2′(t) will be time varying with a distribution R that is a scaled version of D:
where
(1) in terms of R2′(t) we find that:
To investigate the effect of R2′(t) on S(t) we take the partial derivative of Eq. (10) with respect to R2′. We assume R2 to be constant.
The partial derivative implies that for positive values of R2′ S(t) will be decreasing. Therefore the resulting voxel time-series will be characterised by a centrality parameter ðC S Þ that decreases and a variability parameter (V S Þ that increases as R2′ increases. Therefore, an area of higher blood volume could be characterised by signal with lower centrality and higher variability compared to areas with lower blood volume. By taking the ratio of these parameters C S /V S we create a parameter that is sensitive to blood volume and temporal stability.
Theory implementation
Step 1: physiological noise control Physiological noise is identified automatically using the expectationmaximisation (EM) algorithm to fit a mixture of gaussians on a measure of robust temporal signal to noise ratio (rTSNR). We define rTSNR as the median/median absolute deviation of the realigned images (i.e. the C S / V S parameter discussed in section 'Identifying physiological noise') which have slow drifts removed by a high pass filter. The high pass filter consists of a basis set of cosines defaulting to remove frequencies with a period greater than 128 s. However this filter cut-off can be altered to better suit one's study design. Once the mixture model is estimated a mask is created from the voxels that have a CS = VS parameter less than the .05 quantile of the larger distribution. The first 6 principal components (PCs) are then extracted from within the mask. These components can then be included in the first level analysis as a parsimonious noise model. Fig. 3 illustrates this process. This step is similar to temporal component based noise correction (tCompCor) developed by (Behzadi et al., 2007) . However, both the image used to identify the physiological noise and methods of segmentation differ.
Step 2: large amplitude signal change correction
To identify a time point in a voxel as artefactual we add a measure of noise (2 × median absolute deviation) to the theoretically derived threshold for a biologically plausible signal change in the presence of noise. Signal changes relative to the previously calculated median exceeding this threshold are then interpolated using a natural cubic spline with the two time points on either side. If consecutive time points of the same voxel are corrupted the spurious change is replaced with the median to avoid interpolation errors. This method is implemented using the R statistical programming language (R Core team, 2013) and is freely available as as an R package (FIACH). It is distributed via the Comprehensive R Archive Network (CRAN) and details for installation and use can be found at the first author's website (http://www.homepages.ucl. ac.uk/~ucjttie/index.html). The following packages were used: Rcpp, RcppArmadillo and RNiftyReg (Eddelbuettel and Francois, 2011; Eddelbuettel and Sanderson, 2014; Clayden, 2015) . This method can be applied to both GLM style analysis and rs-fcMRI. Fig. 4 graphically explains the analysis pipeline. The only requirement is that the images are realigned prior to usage. Subsequently any fMRI analysis method can be applied with the addition of the derived regressors.
Theory summary
The theory proposed for artefact identification can be broken down into two sub-models: One that identifies instances of abrupt temporal instability and one that identifies consistent temporal instability. These models form a two-step procedure for retrospective artefact correction in fMRI. We will refer to this model from now as the Functional Image Artefact Correction Heuristic (FIACH: The Irish verb to hunt).
Method
Participants
Forty two children with no history of psychological, neurological or sensory impairment (21 males) aged 5-16 years (mean = 11, sd = 4) were recruited from local schools via poster advertisement.
Task and stimuli
The two tasks reported here were performed as part of a larger fMRI task battery investigating the development of language. In each task, twenty four stimuli were presented in a blocked event related design. The four task blocks were separated by 16 s of rest (with fixation to cross hairs). In each task block six stimuli were presented every 6 s, with a total task block duration of 36 s. Each task lasted 3 min and 49 s.
Sentence comprehension and naming task
This comprehension task was designed to induce complex auditory processing, sentence level semantic and syntactic processing from phonological input, word retrieval and articulation. Participants were asked to listen to sentence level auditory descriptions of objects and animals and then name the object or animal.
Sentence generation
This sentence generation task was designed to induce visual processing, syntactic processing from visual input, and articulation. Participants were asked to describe what was happening in a picture, using one simple sentence with a subject-verb-object (S-V-O) structure. Each 350 × 350 pixel colour picture showed a subject and an object, with the subject involved in one of four actions; eating, drinking, jumping or falling.
Data acquisition
Functional data were acquired using a 1.5 Tesla Siemens Avanto System (Erlangen, Germany), equipped with a 12 channel head coil. Signal changes were measured using a 2D gradient echo sequence (TR = 2160 ms, TE = 30 ms, flip angle = 75 degrees, FoV = 210 mm, 3 mm slice and 1 mm inter-slice gap, slices = 30 (axial acquisition in ascending order), voxel size = 3.3 × 3.3 × 4 mm). The first two volumes were discarded as dummy scans resulting in 104 volumes per task. Stimuli were presented using Cogent 2000 software; Cogent 2000 team at the Welcome Trust Centre for Neuroimaging (WTCN) and the UCL Institute of Cognitive Neuroscience (www.vislab.ucl.ac.uk) . Auditory stimuli were transmitted through MR compatible headphones equipped with an active noise cancellation system and speech responses were transmitted using a sensitive head-mounted microphone (http://www. mrconfon.de/en/technology.html). Visual stimuli were presented via an MR-compatible wall-mounted screen behind the scanner, and were viewed through a mirror fixed to the head coil.
FIACH validation
In order to validate FIACH we analysed data obtained from healthy children while performing two different language tasks. This population was chosen for three reasons; 1) Paediatric populations typically present with large amounts of motion. 2) There is considerable evidence in the literature as to what constitutes valid activations with regards language tasks (Price, 2010) . 3) Both tasks induced task correlated motion as the children engaged in overt speech. This approach is similar to the one employed by Lund et al. (2005) for assessing the impact of motion on fMRI data.
To compare the different methods we identified regions of interest (ROI), a priori, which were likely to be active in the sentence comprehension and naming task from Price (2010) and Price (2012) . These expected regions consisted of the following: left inferior frontal gyrus, bilateral superior temporal gyrus, bilateral middle temporal gyrus, bilateral primary motor, bilateral somatosensory, bilateral cerebellum, bilateral temporal pole, left hippocampus and supplementary motor area. With regards to the sentence generation task the regions were as follows: bilateral cerebellum, bilateral fusiform gyrus, bilateral middle occipital gyrus, bilateral inferior occipital gyrus, bilateral inferior temporal gyrus, bilateral middle temporal gyrus, supplementary motor area, bilateral primary motor, bilateral somatosensory, bilateral lingual gyrus, bilateral hippocampus, bilateral parahippocampal gyrus, and bilateral superior occipital gyrus. The AAL atlas (Tzourio-Mazoyer et al., 2002) was used to assist in anatomical localisation.
Binomial tests and Wilcoxon signed-rank tests were used to assess whether FIACH produced greater t-values and cluster extents than the other methods in the a priori defined regions of interest. All hypothesis tests, unless stated otherwise, are corrected for multiple comparisons using methods described by Hochberg (1988) at p = .05. All statistical maps, unless stated otherwise, are thresholded at FWE (p b .05) with a cluster extent threshold = 0.
Data analysis pipelines
Five other methods of automatic retrospective noise control were also investigated to compare the performance of FIACH. The first method was spatial realignment followed by the regression of the RPs (we will refer to this as the SPM method). We also analysed the autoregressive polynomial expansion of the RPs and scan nulling (Friston et al., 1996; Lemieux al, 2007) . The threshold for scan nulling (also termed frame censoring) was set at 1 mm volume-volume displacement measured using the volumetric realignment parameters. This value is similar to the value of .9 mm described in Siegel et al. (2014) as producing the most optimal results. We will refer to this method as realignment parameter expansion (RPE).
At this point we also calculated the percentage of volumes that were censored for comparison with the percentage of data that the FIACH Step 2 (the filter and the 6 RPs, no physiological noise regression) altered. The fraction of data changed was calculated as follows. 
The third method was motion fingerprint (MFP). This method contrasts with RPE as it reduces the motion model complexity. It also accounts for the varying effect of motion across the brain which RPE does not (Wilke, 2012) . We also compared FIACH against two methods not reliant on the RPs, RWLS (Diedrichsen and Shadmehr, 2005) and tCompCor (Behzadi et al., 2007) . We did not compare against aCompCor as in the original manuscript tCompCor is described as producing better results.
Results
Illustrative example
We provide examples of both steps; 1) the physiological noise correction and 2) the correction for large amplitude signal changes. First we present a subject performing the sentence comprehension and naming task. This subject displayed no large amplitude signal changes. In Fig. 5 bilateral motor and artefactual activations in the cerebellum can be seen (the lower most portion of the cerebellum was not acquired. This resulted in signal instability due to motion interacting with the normalisation). After applying FIACH the motor cortex activations have increased statistics and additional activations in the right superior temporal gyrus and the inferior temporal lobe are revealed (Fig. 5b) . The cerebellar artefact is corrected due to the variance extraction in this area (Fig. 5c, axial image) . In Fig. 5d we cap the maximum display values of Fig. 5c at F = 60 to examine the spatial distribution of the regressors effect. Maxima are now seen in the transverse sinus, inferior sagittal sinus, fourth ventricle, brain stem and the inferior temporal lobe. All these areas exhibit large and consistent variability: the sinuses due to blood volume, as predicted in section 'Identifying physiological noise', the brain stem and fourth ventricle due to pulsatile motion. The inferior temporal signal instability is due susceptibility related artefacts that interact with bulk and pulsatile head motion. It is therefore suggested that the improvement (Fig. 5b) is a result of modelling these effects.
In Fig. 6 we show an example of the effect of the large amplitude signal change correction on a corrupted voxel time series. The artefact seen in Fig. 6a is corrected in Fig. 6b . No other time points are altered and neither are spatial locations outside the affected slice (see Fig. 4 for corrected image and Fig. 1 for the corrupted image).
Group level results
In the sentence comprehension and naming task FIACH produced the highest t-value in 8 out of the 16 ROIs specified. This was found to be a statistically significant effect using a binomial test (p b .05). The probability of the proposed method having the highest t-value in the ROIs = 0.5 (95% CI [0.247, 0.753]). FIACH had the maximum number of voxels in 11 out of the 16 areas specified. This was found to be a statistically significant effect using a binomial test (p b .05). The probability of the proposed method having the greatest extent in the region of interest = 0.688 (95% CI [0.413, 0.89]). Fig. 8 and Table 1 summarise the results obtained for the sentence and naming task using all 6 approaches.
In the sentence generation task FIACH had the highest t-value in 19 out of the 25 areas specified. This was found to be a statistically significant effect using a binomial test (p b .05). The probability of the proposed method having the highest t-value in the regions of interest = 0.76 (95% CI [0.549, 0.906]). FIACH had the maximum number of voxels in 21 out of the 25 areas specified. This was found to be a statistically significant effect using a binomial test (p b .05). The probability of the proposed method having the greatest extent in the regions of interest = 0.84 (95% CI [0.639, 0.955]). Fig. 8 and Table 2 summarise the results obtained for the sentence generation task using all 6 approaches To compare the change in t-values and cluster extent (k) in both tasks Wilcoxon signed-rank tests were used. The hypothesis that FIACH would outperform each of the other methods was tested. We also tested the hypothesis that FIACH Step 2 (the filter and the 6 RPs, no physiological noise regression) would provide improvements relative to the SPM approach in order to demonstrate the individual contribution of this step. All these hypotheses were found to be statistically significant at p b .05. The summaries of these tests are provided in Table 3 .
As there was a large discrepancy between the percentage of data changed using FIACH compared to the percentage of data censored using scan nulling (see Fig. 7 ) we conducted further Wilcoxon signed rank tests to directly compare the FIACH (Step 2) only with RPE. It was found that using the FIACH (Step 2) in combination with 6 RPs resulted in more voxels and greater t-values in the sentence comprehension and naming task compared to the RPE approach (V = 103, p b .05; V = 116:5, p b .05). The same result was found in the sentence generation task (V = 195, p b .05; V = 224, p b .05).
Discussion
Summary of findings
We have evaluated the efficacy of 5 currently available automatic retrospective noise corrections methods in the context of paediatric fMRI where motion control is problematic. We have developed a method that performs favourably in comparison with these methodologies. FIACH produced increased t-value and cluster extent in plausible task related areas. Moreover this effect was largely consistent across brain areas. This was not the case for the other methodologies which had variable performance across brain areas (see Table 1 & 2 and Fig. 8 ). We will now discuss some of the key findings from each task.
Sentence comprehension and naming
Of substantial interest is the varying performance of the reviewed methodologies in identifying activation in the inferior frontal gyrus. This area is of particular interest as it can be used to assess language laterality in candidates for brain surgery (Liegeois, 2002) . It has also been documented that activations in this area correlate most with the results of the Wada test (Lehericy et al., 2000) . A potential reason for this areas vulnerability to motion artefact is due to its position (regions further from the neck experience greater displacement when an individual rotates/ nods their head). Due to its anterior position a rotation through plane is quite likely to result in the more anterior position of the slice being excited twice in rapid succession leading to magnetisation saturation and a large signal reduction. It is also possible that the FIACH PCs are modelling the signal variance effects produced by the large vessels located near the gyrus. This would explain the large difference between the improved results of FIACH in this area compared to the other methodologies.
An interesting difference was also observed between the methodologies concerning the left inferior temporal gyrus. In this area the signal is very unstable due to its position at the brain's edge and the local susceptibility induced distortions which are exacerbated by motion. By the application of the Step 2 alone and a substantial activation is yielded (28 voxels, see Table 1 ). By applying both steps of FIACH the cluster size increases by a factor of~3 (38 voxels) compared to the next most competitive method (see Table 1 ). The increased efficacy of FIACH is most likely due to the noise regressors being a reasonable model of the signal instability in these areas (see Figs. 5d & b, axial images) . It has previously been reported that due to the high magnetic susceptibility effects in the areas next to the air-filled sinuses it would be more appropriate to use small volume corrections for observing activations in these areas (Devlin et al., 2000) . Furthermore, in the same study it was shown that these activations are observable with PET and less so with fMRI. Optimised sequences have also been developed for observing activations in these areas (Weiskopf et al., 2006) which produce moderate improvement in signal levels. However, we show that by directly modelling the temporal instability (see Fig. 9a and Table 1 ) in these areas it is possible to recover the activations at high statistical thresholds. This suggests that it is not sufficient to recover signal in these areas but also necessary to model sources of signal instability to recover activations in these regions. Another brain region of interest for speech/language is the cerebellum. The cerebellum has been heavily implicated in articulation and language and substantial activations would be expected in this area (Price, 2010) . The large difference in activation strength between FIACH and the other methods is due to the use of the FIACH PCs. These regressors typically model information from the transverse sinuses which are adjacent to the cerebellum. The sinuses cause local disruptions to the main (B0) magnetic field and can therefore corrupt the surrounding area. This problem has been identified previously by Winawer et al. (2010) in the context of fMRI studies of the visual system.
Sentence generation
This task was more corrupted by motion as the children overtly produced entire sentences. This also served to increase the correlation of the task with the motion parameters. It is unsurprising therefore that the t-values of the RPE method decrease in 19 of the 25 areas compared to the standard SPM method and that the cluster extent decreases in 21 out of the 25 areas. The overall poor performance of RPE can potentially be explained by the limitations of the RPs. In this task the head motion was task correlated and as a result it is likely that the correction methods 
(a) Sentence comprehension and naming (b) Sentence generation t = t-value, k = cluster extent. Statistic (V) = is the non-parametric equivalent of a t-value in the Wilcoxon-signed rank test. ⁎⁎⁎ Significant at p b .001. ⁎⁎ Significant at p b .01. ⁎ Significant at p b .05.
Fig. 7. Comparison of FIACH (
Step 2) with Frame Censoring across both tasks. The histograms demonstrate that traditional frame censoring using a 1 mm threshold results in on averagẽ 20 times more data changes than using FIACH. Mean(FIACH) = 0.25%, mean (censored) = 6:18%, range (FIACH) = 0-3.41%, range (censored) = 0-65.38%.
derived from these parameters regress true information from task related areas. MFP, although similarly derived from motion parameters, reduces model complexity and therefore is more sensitive than RPE. The reduction in model complexity is not a trivial issue as, on average, the lower bound for the amount of real signal variance removed by chance will be rank (nuisance regressors)/number of scans (Friston et al., 1996) . The difference between FIACH and the other methodologies is much more pronounced in this task (see Table 2 ). This is because the majority of expected activations (inferior temporal, fusiform, occipital) all are next to areas of pronounced susceptibility (air filled sinuses, transverse sinus). Furthermore, the increased period of overt speech in this task leads to far more through plane movements which FIACH is optimally suited to correct. This is particularly important as the use of overt tasks has been advocated over covert tasks (Croft et al., 2013) . The other methods lack the spatial specificity to substantially correct these artefacts.
An interesting and unexpected finding was FIACH's ability to identify activations in the inferior parietal regions where other methods failed to do so (see Fig. 9b ). The inferior parietal lobe has recently been implicated in cross-modal semantic processing (Binder et al., 2009; Seghier, 2013) . However, parietal activations have only been reported previously in two studies of sentence production in adults (Muller, 1997; Blank et al., 2002) . As such, we did not hypothesise activation in these regions. Crucially, the fact that FIACH may be able to enhance activation of these regions is encouraging, as it may enable us to better understand the neural substrates of language production. Activation in the IFG was not hypothesised for this task as results from previous studies in adults are variable (Awad et al., 2007; Tremblay and Small, 2011) . Further, functional neuroanatomical models of language predict tasks with a large semantic load induce activation of the IFG (Price, 2012) . However, the semantic and syntactic demands of the sentence generation task were relatively low; participants were asked to construct a sentence based on images which contained animals and objects with high word frequency, using a limited set of only four common verbs.
Local and global signal changes.
A large difference was observed between the amount of data that was changed by FIACH step 2 and by frame censoring. This highlights that aggressive cleaning strategies may be sub-optimal. This may be attributed to the most damaging effects of motion being local (due to repeated excitation of the same tissue or in regions of spatially fast changing signal intensity such as at the edges of the brain) while the average signal changes across the brain are much lower in magnitude. The results of Fig. 7 suggest that when an individual meets the threshold for a frame to be censored the image does not always exhibit widespread signal changes large enough to be discriminated from BOLD signal amplitudes.
This difference could also be attributed to the limited accuracy in using volumetric realignment parameters as models of motion. This has been previously highlighted by Beall and Lowe (2014) who had ground truth measures of motion which we do not have in this study.
It should also be noted that the FIACH model is very conservative in terms of data correction so a direct comparison between FIACH step 2 and RPE is difficult. Less conservative thresholds for FIACH step 2 or more conservative thresholds for censoring will result in more comparable amounts of data being changed/censored. Furthermore FIACH may correct artefacts due to electrical noise which frame censoring (based on RPs) cannot. As such this further limits the comparison. Bearing in mind these limitations the application of FIACH step 2 was still seen to increase t-values and cluster extent relative to the RPE method. This highlights that there may be diminishing returns to using expansions of the realignment parameters.
More widespread signal changes that are lower in magnitude may become more problematic in less efficient designs such as in those seen in studies of epilepsy where the method of censoring used in this paper was developed (Lemieux et al., 2007) . As such the combination of FIACH step 2 and censoring may be beneficial in these situations. Furthermore if there are global changes still present in the data after FIACH step 2 (or censoring) a statistically elegant strategy would be to use a weighted least squares approach such as RWLS as a subsequent step to FIACH.
Methodological considerations and limitations
A primary limitation of FIACH is the single imputation of values for corrupt time points. While we do show improvements in observed activations a more statistically optimal strategy would be to use a multiple imputation framework (Rubin, 1987) . A potential secondary benefit of multiple imputation would be for spectral analysis of rs-fcMRI which can potentially be affected by single imputation/scrubbing (replacing with mean/median). Future work will focus on the development of this approach in the context of fMRI.
It is also worth considering the choice of model parameters used in this study. In this work we deliberately chose to estimate the maximum possible magnitude of the BOLD response. This was done to deliberately minimise data alteration, and in the knowledge that children and patients may have responses greater than the range typically found in healthy adults. More realistic parameters could be chosen but we demonstrate that FIACH still performs favourably in comparison with other methods even with a conservative approach to data correction. We have demonstrated that applying FIACH produces superior results in both tasks compared to the other methods reviewed.
However, we have not explored the possibility of combining FIACH with other methods for a more optimal method. For instance one could combine the FIACH regressors with motion estimates from Motion Fingerprint and then estimate the model using RWLS. Framecensoring/scan nulling could also be applied. This is because the results presented are not primarily intended to be comparative but highlight the potential gains from utilising a biophysical framework for extending traditional approaches.
Conclusion
We have developed a biophysical framework for extending the traditional approach of using volumetric measures of motion to control for noise in fMRI. It can be integrated as a pre-processing step within current standard strategies for mass-univariate GLM based analysis and rs-fcMRI. This method is a two-step procedure involving the identification and correction of large amplitude signal changes and modelling the effects of regions of high temporal instability.
We have demonstrated its efficacy in a paediatric population during overt speech where subject motion is a severely limiting factor in both research and clinical applications of fMRI. We have shown that FIACH reveals additional brain areas involved in language at the group and individual level. It also substantially increases the statistical power in language related areas relative to other methods. Furthermore, this methodology is capable of improving results in regions of low SNR due to local field inhomogeneities (inferior temporal and high blood volume regions). These areas have proven particularly problematic for fMRI and FIACH provides the opportunity to improve knowledge of the function within these areas.
