Abstract. A methodology is developed for data analysis based on empirically constructed geodesic metric spaces. The population version defines distance by the amount of probability mass accumulated on traveling between two points and geodesic metric arises from the shortest path version. Such metrics are then transformed in a number of ways to produce families of geodesic metric spaces. Empirical versions of the geodesics allow computation of intrinsic means and associated measures of dispersion. A version of the empirical geodesic is introduced based on the graph of some initial complex such as the Delaunay complex. For certain parameter ranges the spaces become CAT(0) spaces and the intrinsic means are unique. In the graph case a minimal spanning tree obtained as a limiting case is CAT(0). In other cases the aggregate squared distance from a test point provides local minima which yield information about clusters. This is particularly relevant for metrics based on so-called metric cones which allow extensions to CAT(k) spaces. After gaining some theoretical understanding the methods are tested on small artificial examples.
Introduction
For a random variable X on a metric space M endowed with a metric d(·, ·) the general intrinsic mean is defined by µ = arg min In general the means,μ, are not unique, but for so-called CAT(0) spaces, which (trivially) include Euclidean spaces, they are. Even when they are not unique, the mean function,μ(m) can yield useful information, for example about clustering. We can also define second order quantities:
Key words and phrases. intrinsic mean, extrinsic mean, CAT(0), curvature, metric cone, cluster analysis, non-parametric analysis. The key concept in the analysis of such problems is that metrics are global geodesic metrics, that is metrics based on the shortest path between points measured by integration along a path with respect to a local metric. The interplay between the global and the local will concern us to a considerable extent.
This paper is largely about empirical metrics and hence we will need to define empirical geodesics. We start with a natural geodesic defined via a probability density function in which the distance along a path is the amount of density "accumulated" along that path. Then, an empirical version is defined whenever a density is estimated. We might have based the paper on using kernel density estimates, rather we have preferred to use a very geometric construction based on objects such as the the Delaunay complex and its skeleton graph. The Delaunay complex has come to prominence with the areas of discrete tube theory and persistent homology [10] .
Into this framework of geodesics defined by accumulation of density we introduce three transformations of the metric based on parameters α, β, γ. The α parameter is a local transformation, a dilation of the local metric, and β and γ are applied globally, to the geodesic metric. It turns out that α and β have a strong connection to the notion of a CAT(0) space. In the limit as α → −∞ all the geodesics live on a special tree which is (i) the minimal spanning tree of both the skeleton graph of the Delaunay complex and the complete graph defined by the inter-point edges and (ii) the tree is a CAT(0) space. The parameter β gives an extrinsic mean of a so-called metric cone which can be applied to any geodesic metric space. We show that it preserves the CAT(0) property in a strong sense and leads to a new family of means, even in one dimension. The γ parameter defines a simple power transformation of the metric.
We also cover the more general CAT(k) spaces giving some new results related to "diameter" and give conditions for the existence of intrinsic means not requiring the spaces to be CAT(0).
Our long range aim is to use the results for data analysis, of the type mentioned in the first paragraph. For this we need fast algorithms. Our favourite short cut is to use the Delaunay graph, that is the one-dimensional edges of the Delaunay complex, and to apply α, β, γ, and generate geodesics using these edges, rather than enter the interior of the Delaunay cells. But even then we need to find the Delaunay graph, for which most authorities say needs a O(n d/2 ) for n points in d > 3 and O(n log n) for d = 2 [8] [6] . The fact that the Delaunay graph contains the minimal spanning tree, mentioned above, gives it added status, in our eyes and we give a new proof of this fact. But we do also give a more accurate algorithm based on the true geodesics on the full Delaunay complex, which we use for benchmarking the graph method.
If data analysis is an art form then the art here is to experiment with α, β, γ in order to reveal structure in the data. It is here that theoretical understanding of what to expect is useful. It points to intrinsic means, local minimal of the mean functionμ(m), minimal spanning trees, multidimensional medians and so on.
1.1. Curvature. The underlining effect of manipulating the α, β and γ parameters is to change curvature. There are a number of simple geometric examples where curvature is critical and where discussion on intrinsic and extrinsic means is helpful [3] [17] .
For the circle with length of the arc distance and the uniform measure, the Frechet intrinsic mean is the whole circle. In the terminology used in this paper, we can say the non-uniqueness arises because the space is not CAT(0). Although the curvature is zero there are other consideration related to "diameter" which prevents it having the CAT(0) property [14] . If we use the Euclidean distance rather than the arc distance, we have the extrinsic mean, but again obtain the whole perimeter. See for [3] more on the intrinsic and extrinsic means.
The empirical case is also problematical. For example two data points on a diameter with arc length as distance give means on the perpendicular diameter. Simple geometry shows that the empirical extrinsic mean is the whole circle. Interestingly, changing the β parameter (see below) radically changes the solution. It splits into four symmetrically placed points, two moving to the one data point and the other two moving to the other as β decreases. Although multiple means may seem awkward, we shall show in the data analysis that they reveal local clusters.
Trees are among the first examples in statistics in which CAT(0) properties have been used in statistics and bioinformatics [4] . The set of trees (the tree space) becomes a geodesic metric space (to be defined) when for each tree the edge lengths are allocated to entries in a vector of sufficient dimension to capture all the tree structures. The metric is then the Euclidean geodesic distance on the fan which is induced by the tree structure: the geodesics are the shortest piecewise linear paths in the fan. Such spaces had already been shown to be CAT(0) [4] by Gromov's theory [12] . The intrinsic mean lies on the fan and corresponds to a unique tree. This is the starting point for some theory, for example, asymptotic theory for random phylogenetic tree [21] and also for fast algorithms [23] .
Euclidean space itself is trivially CAT(0) and the intrinsic mean for a distribution is the standard population mean and for data is the sample mean. This even applies when the population is multi-modal and when data falls into clusters.
Geodesics, extrinsic and intrinsic mean
The fundamental object in this paper is a geodesic metric space. This is defined in two stages. First define a metric space X with a metric d called the base data space, or data space for short which we write (X, d). Sometimes X will be a Euclidean space E d of dimension d, containing the data points. But it may be some special objects such as a graph or manifold including the data. The second stage is to define geodesics between points in the usual way and so that the distance between two points is the length of the geodesic connecting the points. The space X endowed with the geodesic metric is called the geodesic metric space with base space (X, d * ). The interplay between (X, d) and (X, d * ) will be critical for this paper and, as mentioned, we will have a number of ways of constructing d * . One of the ways to change the metric from d to d * is to study the different means and other statistical quantities.
It is important to understand difference between extrinsic and intrinsic means. Intrinsic mean is defined by
and extrinsic mean is defined by
A third possibility is where the data and the space X is embedded in a larger space (X + , d + ) and the mean is
We refer to µ 3 also as an extrinsic mean since d + is not typically a geodesic distance of X. If d + is a geodesic metric, the intrinsic mean in (
But to obtain a mean in X from µ 4 , some kind of projection is needed and it may not yield µ 3 .
2.1. CAT(0) spaces. CAT(0) spaces, a generalization of a constant negative curvatures spaces, are important here because they have the property that the intrinsic means are unique. The CAT(0) property is as follows. Take any three points {a, b, c} in a geodesic metric space X and consider the "geodesic triangle" of the points based on the geodesic segments connecting them. Construct a triangle in Euclidean 2-space with vertices {a ′ , b ′ , c ′ }, called the comparison triangle, whose Euclidean distances,
are the same as the corresponding geodesic distances, just described:
On the geodesic triangle select a point x on the geodesic edge between b and c and find the point x ′ on the Euclidean triangle such that d(b, x) = b ′ − x ′ . Then the CAT(0) condition is that for all a, b, c and all choices of x:
In a CAT(0) space (i) there is a unique geodesic between and two points, (ii) the space is contractible, in the topological sense, to a point and (iii) the intrinsic mean in terms of the geodesic distance is unique. CAT(k) spaces, a generalization of CAT(0) spaces, are explained in section 5.
2.2.
Geodesic metrics on distributions. Let X be a d-dimensional random variable absolutely continuous with respect to Lebesgue measure, with density f (x). Let Γ = {z(t), t ∈ [0, 1]} be a parametrised integrable path between two points
, which is rectifiable with respect to Lebesgue measure. Let
with appropriate modification in the non-differentiable case, be the local element of length along Γ. The weighted distance along Γ is
The geodesic distance is
Here we consider a random variable on Euclidean space but this can be generalized for Riemannian manifold and even for singular spaces with a density with respect to a base measure naturally defined by the metric. It may happen, for example, when the density does not exist that the geodesic may be piecewise smooth. From the geodesic distances on distribution we shall develop in three main direction.
(1) Transform the geodesic metrics in various ways with parameters α, β, γ to obtain a wide class of metrics (2) Discover CAT(0) and CAT(k) spaces for certain ranges of the parameters (3) Apply empirical versions of the metrics based on graphs of certain complexes
There is an important distinction in the transformations between global transformation applied to the whole distance between points and local transformations applied to dilate the distance element. 
By changing α essentially change the local curvature. Roughly speaking when α is more negative (positive) so curvature is more negative (positive).
In the next subsection, we look at the one-dimensional case. Although this case is elementary, good intuition is obtained by rewriting the standard version in terms of a geodesic metric.
3.1. One dimensional means and medians. Assume X is a continuous univariate random variable with probability density function f (x) and cumulative distribution function F (x). The mean µ = E(X) achieves min m E{(X − m) 2 }. Here we are using Euclidean distance:
The median is defined by ν = F −1 (1/2). We can use the geometric idea to say that ν achieves min
2 , where we use a metric which measures the amount of probability between x and z:
Carrying out the calculations:
, which achieves a minimum of 1 12 at F (m) = 1 2 , as expected. Now let us consider the sample version. Let x (1) , . . . , x (n) be the order statistics, which we assume are distinct. One of the first exercises in statistics is to show that µ = 1 n i x i =x minimises (x i − m) 2 , with respect to m. For the median, first consider using the first of the two approaches with the empirical cdfF (x). We obtain various definitions depending on our definition of F andF −1 , or just using convention. Using the metric approach the natural metric is to take:d
where i(m) = max{i :
, when n is odd and x ( n+2 2 ) when n is even. Another approach for the median would be to take a piece-wise linear approximation to F which is equivalent to having a density,f , which is proportion to
when n is odd and
), when n is even. We can think of this last result in another way. Consider the points y i =F (x (i) ) = i n as points in [0, 1] , take the empirical mean of the points and transform back with the cdf corresponding tof , namely the piecewise linear approximation.
The idea of weighting the intervals should provide intuition when we extend intervals to edges on a graph, because edges are one dimensional.
3.2. The d α metric for graphs. There are a number of options to produce an empirical version of the d α metric based on the data. One such would be to produce a smooth empirical density f (t) and numerical integration and optimization to compute geodesics. We prefer a much simpler method based on a graph constructed from the data. All geodesic computation is then restricted to the graph. We list some candidates, see appendix A.1 for a description of the second two (1) Complete graph with vertices at the data points and all edges, (2) The edge graph (1-skeleton) of the Delaunay simplicial complex with vertices at the data points, (3) Gabriel graph with vertices at the data points.
The discussion below applies to the complete graph, or any connected sub-graph. For any such graph, define a version of the d α distance, just for edges
where d ij is the Euclidean distance from x i to x j . This can be explained by making a transformation
We refer to this as edge regularization. We then apply α in the usual way to obtain:
The new "length" of each edge e ij is obtained by integrating this "density" along the edge. In this sense, d ij also plays a role of density estimation. Though we need a regularization d
with respect to the dimension p for density estimation [18] , we manage the regularization by rescaling the parameter α. Note that α = 1 gives the unit length and α = 0 restores the original length.
Now we consider only the set of edges E of the graph G(V, E) as a metric space with metric defined by the geodesic:
where the infimum is taken over all (connected) paths Γ between x 0 and x 1 . Note that even if d
can estimate the local density well, it does not imply that the metric d α can be approximate by the metricd α since edge lengths d ij on each path Γ are not independent. It is suggested that further theoretical work is necessary. Here we will admitd α as an approximation of d α .
If the graph is not a complete Euclidean graph with weights equal to the Euclidean length of edges, some edges may not be in any edge-geodesics between any pair of vertices. Definition 3.1. For an edge-weighted graph G with weights {d ij } on the graph G * which is the union of all edge-geodesics between all pairs of vertices is called the geodesic sub-graph of G.
We will see how the geodesic graphs transform as the value of α changes. We make an important general position assumption that the set of values {d ij | (i, j) ∈ E} are distinct, that is there are no ties. This is an additional general position assumption to that given for the Delaunay cells, see appendix A.1. We order the values, using only a single suffix for simplicity:
Now consider geodesics as α → −∞. Recall that a circuit in a graph is a connected path which begins and ends in some vertex and an elementary circuit is a circuit which visits a vertex no more than once. Consider an edge (i, j) ∈ E which has the following property which we call Q: it is in an elementary circuit C of the graph in which all other edges have smaller values of d ij namely
Then the path Γ(i, j) (within the circuit) from x i to x j , not containing the edge (i, j) has length smaller thand α,ij for α sufficiently negative:
From this argument we see that for sufficiently large |α| as α goes to −∞ every edge which has property Q is removed from the geodesic sub-graph and we obtain a tree.
Let us summarize this algorithm, which applies to a general edge-weighted graph with distinct edges. We refer to this algorithm as the backwards algorithm. It clearly gives a tree.
(1) Let |E| = M and label the edges e 1 , . . . , e M in increasing order of their weights. (2) Starting with edge e M , remove e M if it is in a cycle otherwise continue to e M−1 . (3) (General step). Continue downwards at each stage removing an edge if it is in a cycle of the remaining subgraph. (4) Stop if no more edges can be removed using step 3. There is also a natural forwards algorithm which also yields a tree as follows.
(1) Let |E| = M and label the edges e 1 , . . . , e M in increasing value of their weights. Proof. Let T 1 and T 2 be the trees generated by the backward and forward algorithms respectively. Any edge of G not in T 1 cannot be in T 2 , because it is in a circuit of edges with lower weights than itself, by the forward construction. This is enough since each tree has the same number of edges. In fact the tree can be constructed by the simple rule: remove all edges which are in a circuit with "smaller" edges; it makes no difference in which order the edges are removed.
We now show that the tree T * (G) is the minimal spanning tree in a strong sense.
Theorem 3.3. Let G(V, E) be a graph with, |V | = n and distinct edge-weights
There is a unique spanning tree T * (G) whose ordered weights
are the ordered weights of any other spanning tree then:
with strict inequality for at least one i = 1, . . . , n − 1. Moreover T * (G) is given by the forward (or backward) algorithms.
Proof. The proof is by contradiction. Let T * be the tree constructed by the forward algorithm. let T ′ be another spanning tree with ordered weights d 
. In the sequence e 1 , . . . , e M let e * (j) = e r and e ′ (j) = e s , then we must have s < r. By the nature of the forward algorithm new vertices are used only when an edge is included by the algorithm: all unused edges form circuits and therefore use edges of the tree constructed up to that point. Thus the subgraph of G(V, E) with edges e 1 , . . . , e r has exactly j + 1 vertices, reaching this value on the addition of the last edge e r . But T ′ which is a subgraph of G(V, E), reaches j + 1 vertices at e s with s < r which is a contradiction.
The ordering property in Theorem 3.3 is familiar from the theory of stochastic ordering: if the empirical cdf of the distances {d * i } and {d ′ i } are G * and G ′ respectively then G * ≥ G ′ with strict inequality for at least one value (in fact over at least one non-empty interval). Thus it is not only true that i d *
For α sufficiently negative the tree T itself, that is the tree as a metric space with metric d α , is a CAT(0) space. We need to extend the metric somewhat so that it applies to the edges, in addition to the nodes. Thus for any two points x, x ′ on the tree define
where the integral along the (unique) path Γ(x, x ′ ) on the tree and w(s) = We see that for α sufficiently negative every geodesic defined with the d α metric lies in the tree T * . In fact, although we started with a general connected graph, any graph for which the edges can be mapped into a Euclidean interval gives a CAT(0) tree with using this construction.
There are some well-known algorithms and a considerable literature for minimal spanning trees. Remarkably, the minimal spanning tree for a complete Euclidean graph is the same as the minimal spanning tree for the Delaunay graph and is therefore a subgraph of the Delaunay graph. Versions of this result are known in two dimensions [1] , but the authors had some difficulty finding a concise proof in the literature. We give a proof in appendix A.3.
Thus any algorithm to find the minimal spanning tree of a graph will give the minimal spanning tree of the Delaunay graph, without having to find the full Delaunay complex for any Euclidean space into which the points can be embedded. And, as we have seen, the minimal spanning tree has the strong minimal property in the sense of Theorem 3.5.
3.3. The double α-chain. We may study the geometry as α increases away from −∞. Following Theorem 3.3 we are interested in two cases: when the graph of interest is the Euclidean Delaunay graph and the complete Euclidean graph. In both cases we consider the d α metric. Theorem 3.6. Let G α be an edge-weighted graph with distinct weights {d 1−α ij } and let G * α be its geodesic subgraph then:
Proof. This follows from consideration of geodesics. An edge (i, j) in G is not in G * α if it is not a geodesic. In this case there is an alternative path Γ from i to j such that d
r,s . But this inequality is preserved if α is decreased, so that 1 − α is increased. Thus an edge absent from G * α is absent from G * α ′ .
α and CAT(k).
Let C(X, p, r) := {x ∈ X | d(p, x) ≤ r} be a geodesic disc of the radius r ≥ 0 centred at p ∈ X. Define the maximum radius D k (X, x) of the disk centred at x being CAT(k), that is
If X is a metric graph, D k (X, x) = sup{r ≥ 0 | X ∩ C(X, x, r) does not include a cycle whose length is less than 2π/ max(k, 0)}.
Consider a rescaling of X such that the shortest (longest) edge length is 1 and denote itX for α ≤ 1 (α > 1, respectively).
Proof. Since the α-chain is increasing for α < 1, each cycle inḠ * α is removed one by one as α decreases. Furthermore, each cycle length increases as α decreases since by the rescaling every edge length is larger than 1 and it becomes longer as α decreases. This results the decreasing property of D k (Ḡ * α , x) for α ≤ 1. We can prove the result for α > 1 similarly.
By the theoremḠ * α becomes "more CAT(k)" for a smaller α < 1. Since rescaling of the graph does not affect the uniqueness of the intrinsic mean, G * α tends to have a unique mean for a smaller α < 1.
3.5. Geodesic graphs in 2-d with different α. Figures 1 (a) -(f) are geodesic graphs with different values of α for 50 samples of the standard 2-d Normal distribution. We give two cases in which we decrease α starting with the Delauney graph in Fig. 1 and with the complete graph in Fig. 2 . By the time α = −0.3 the cases are indistinguishable and the same minimal spanning geodesic graph for large negative values of α as expected. This is predictable from Theorem 3.5 and 3.6 and gives an important practical strategy: when the dimension is high and α is small, use the complete graph rather than the Delaunay graph since the former requires computational cost only proportional to d, but the later requires O(n d/2 ).
The d β metric
As we mentioned on a Euclidean space in the introduction, the uniqueness of the intrinsic mean caused by CAT(0) property avoids to capture the multiple local means for multi-modal distributions. A concave transformation of the metric can 
2 for each sample point x is represented by the color: red (small), blue (large) and the minimum is represented by a square. play the role to modify the base data space "less CAT(0)" and we introduce d β metric by g β transformation as a candidate for that.
For any geodesic metric space (X, d * ) with metric d(x 0 , x 1 ) and a parameter β > 0, we can define the following metric with The metric has the effect of downsizing large distances to unity. Since, as we will see soon, d β can be recognized as a geodesic metric of a cone embedding X, we refer to the mean
as the β-extrinsic mean.
We consider a scheme in which the real line, or part of it, is mapped into the unit circle, where it can be represented by an angle θ. In the unit disk, D, a point is represented by polar coordinates: (y 1 , y 2 ) = (r cos(θ), r sin(θ)).
We consider the top half of the unit disk, for which y 2 ≥ 0, namely
We will now give a rule for the travelling from a point y = (y 1 , y 2 ) in D to the point P:(1, 0).
(C1) If y ∈ D + then travel in a straight line to P. This is the geodesic for the Euclidean metric (C2) If θ > π go first in straight line to the origin (0, 0) and then in a straight line from (0, 0) to P.
We now apply a similar rule to points y = (r cos(θ), r sin(θ)) and y ′ = (r ′ cos(θ ′ ), r sin(θ ′ )).
(D1) If | θ − θ ′ |≤ π we take Euclidean distance
′ |> π we take r + r ′ , indicating a route to the origin and out to the other point. Now consider two points at θ and θ ′ on the circumference of the circle then in case (D1) above the distance between them is
When | θ − θ ′ |> π we obtain the value 2. Now, keeping D + fixed, let us rescale the distance inside the argument. In terms of the two points just described we place the first point at P so that θ = 0 and scaling the second with a factor 1 β . Then, lazily not changing notation, and removing the factor of 2 we have sin( πθ 2β ). Then β > 1 implies that we may use Euclidean distance for a wider interval. Case (D2) above corresponds to the distance 2 before rescaling and the new version sin( πθ 2 ), achieves the value 1. This corresponds precisely to the d β metric of this section.
4.1.
The β-extrinsic mean: one dimension. The extrinsic mean keeps the mean within the original data space but uses the d β metric. We will see below that the d β metric involves, even in the general case, an extension of the original space by a single dimension. This distinguishes it from the embeddings for extrinsic means used in the literature which involves high-dimensional Euclidean space, for example the case of the tree space.
Controlling β, as we will see below, controls the value of k when the embedding space is considered as a CAT(k) space. We have an indirect link between clustering and CAT(k) spaces. As β decreases while the embedding space becomes more CAT(0) (k decreasing) the original space becomes less CAT(0). This demonstrates, we believe, importance of CAT(k) property in geodesic based clustering.
In a Euclidean space, the standard Euclidean distance dose not exhibit multi local means since the space is trivially CAT(0). But using d β -metric with a sufficiently small β, the space can have multi-local means as in Figure 3 . Figure 4 is a plot of the local minima of f (x) = i d β (x i , x) 2 with respect to β for the same samples as Figure 3. 4.2. The general case: Cone metric. The above construction is a special case of a general construction which applies to any geodesic metric space and hence to those of this paper. Let X be a geodesic metric space with a metric d X . A metric coneX β with β ∈ (0, ∞) is a cone X × [0, 1]/X × {0} with a metric
The intuitive explanation is as follows. Let X β be a subset {(x, 1) | (x, t) ∈ X β } with the geodesic metric on it. Then X β is a rescaling of the metric on X by β. For any (x, s), (y, t) ∈X β , their projections (x, 1), (y, 1) give two points x, y ∈ X β , respectively. For a geodesic γ ⊂ X β between x and y, consider a cone {(x, s) | x ∈ γ, s ∈ [0, 1]} spanned by γ. This cone can be isometrically embedded to an "extended unit circular sector", i.e. a covering {(r, θ) | r ∈ [0, 1], θ ∈ (−∞, ∞)}/{(0, θ) | θ ∈ (−∞, ∞)} of the unit disk corresponding to θ ∈ [0, πd X (x, y)/β]. Then (x, s) and (y, t) are also mapped to the extended unit circular sector, the distanced β ((x, s), (y, t)) for β = 1 corresponds to the case (D2) of a disk if we set (r, r ′ ) = (s, t) and (θ, θ ′ ) = (πx, πy). For more on metric cones, [9] is a good summary. (1) If X is a CAT(0) space, the metric coneX β is also CAT(0) for every β ∈ (0, ∞).
The proof is in appendix A.2.
CAT(k) spaces, curvature, diameter and existence of means
A CAT(k) space for k ∈ R is a geodesic-metric space satisfying following CAT(k) condition. Take for any geodesic triangle ∆abc whose perimeter is less than 2π/ max(k, 0) on it and for any point x on a geodesic bc. Let ∆a ′ b ′ c ′ be a comparison triangle, which has the same edge length as ∆abc, on a surface with a constant curvature k, i.e. a sphere with radius 1/ √ k for k > 0, a plane for k = 0 and a hyperbolic space for k < 0. Set
Then the CAT(k) condition is that for all a, b, c and all choices of x, | ax| ≤ | a ′ x ′ |. Thus every CAT(k) space is a CAT(k ′ ) space for k < k ′ . Every metric graph is CAT(k) for k > 0 iff there is no loop shorter than 2π/ √ k since every metric tree is CAT(0) and, therefore, CAT(k) for k > 0.
Let X be a geodesic metric space and fix it throughout this section. The diameter of a subset A ⊂ X is defined as the length of the longest geodesic in A. We define classes C convex , C Lγ and C geodesic in the following manner.
(1) C convex : the class of the subsets A ⊂ X such that the geodesic distance function f p (x) := d(p, x) is strictly convex on A for each p ∈ A. Here, "convex" means geodesic-convex, i.e. a function f on X is convex iff for every geodesic {γ(t) | t ∈ (t 0 , t 1 )} on X , f (γ(t)) is convex with respect to t. (2) C Lγ for γ ∈ [1, ∞]: the class of the subsets A ⊂ X such that for any probability measure whose support is in A and non-empty, intrinsic L γ -mean exists uniquely. We call C L2 as C mean , especially. (3) C geodesic : the class of the subsets A ⊂ X such that for every pair p, q ∈ A, the geodesic between p and q is unique.
Lemma 5.1.
is a strictly convex function on A for each y ∈ A, so d(y, x)dµ Y is strictly convex for any probability measure µ whose support is in A and non-empty. Thus A ∈ C Lγ . Next assume B / ∈ C geodesic and x, y ∈ B, then there are at least two different geodesics γ 1 and γ 2 between x and y. Thus there are two points x ′ and y ′ in γ 1 ∩ γ 2 such that there is no intersection of γ 1 and γ 2 between x ′ and y ′ . Then the mid points of x ′ and y ′ on each geodesic become intrinsic L γ -means of the measure with two equal points mass on x ′ and y ′ . This implies B / ∈ C Lγ . Let D convex , D Lγ and D geodesic be the largest values (including ∞) such that every subset whose diameter is less than the value belongs to C convex , C Lγ and C geodesic , respectively. Then evidently from Lemma 5.1, (
The proof is in appendix A.4. By Theorem 5. 6. The α, β, γ: a summary Combine the three deformations by α, β and γ, a novel Frechet mean is proposed:
We summarise some materials and add additional comments in three main areas (i) Cat(0) and CAT(k) aspects (ii) existence of means and (iii) robustness against outlying data values. In this discussion we will concentrate on cases which arise from the Euclidean graph, considered as a basic metric space from which we can construct a geodesic metric space using the d α or as the geodesic space for the cone-order extension using the d β approach.
It should be said that this is a restriction of a very general approach which would start with a density, f or a smooth empirical densityf and first construct the geodesic metric d α and then, possibly apply the β-cone method to that geodesic metric space. But we shall prefer the graph approach because it leads to tractable mathematics and much faster computation; and we are able to capture some of the structure of the data using the complete Euclidean graph, the Delauney graph and the Gabriel graph.
6.1. CAT(0), CAT(k). As mentioned we restrict ourselves to the case where the base space is the Euclidean graph, which is the case α = 0. It holds that as α → −∞, all geodesics end up on the minimal spanning tree which is CAT(0). As α increases at some point it ceases to be CAT(0) but will be CAT(k) for some k which depends on α and, indeed, increase with α.
It should be stressed that the theorems on β are completely general. That is they cover arbitrary metric cones based on a geodesic metric space. If we start with the Euclidean graph as our geodesic space then this may not be CAT(0), but it can be shown that it is a CAT(k) space for some k and will eventually be CAT(0) for β sufficiently small. 6.2. means. While the space is CAT(0) the intrinsic mean is unique and lives on the minimum spanning tree. For larger values of α there may not be a unique intrinsic mean lying on the geodesic graph, but Theorem 5.2 suggests that the mean may be unique for values of the diameter, of the data, small enough relative to k − 1 2 . For d = 1, at α = 0 and α = 1 we obtain the Euclidean intrinsic mean and the median, respectively, and these, again, may not be unique.
As noted above, the metric cone embedding the original data space becomes CAT(0) for β sufficiently small. The following is a possible strategy: start with the Euclidean graph apply the cone method decreasing β until the intrinsic mean is unique (this may happen at a larger value of β than that required to be CAT(0)). Then project that unique mean back onto the original graph; the projection is unique by construction if the intrinsic mean is not at the apex of the cone. Rather than judge this method now we will wait for some empirical studies.
In the β case rather than the projection of the intrinsic mean in the cone back to the original geodesic space, we prefer the extrinsic mean in which (i) the mean lies in the geodesic space but (ii) we use the β cone metric d β . As we decrease β we tend to get more local minima. This is the antithesis of obtaining a CAT(0) space.
Because the β metric becomes more concave as β decreases for very small β, each data point will yield a single "local mean". For reasonable value of β, each data cluster will have a local mean because the function g β is locally linear and intra-cluster distances are small. But the intra-cluster distances are larger, the concavity dominates, and we obtain multiple local minima. 
2 less convex and then can lead to multiplicity of the local means. Figures 6 demonstrate the difference between the effects caused by positive α and finite β. Compared with the original geodesic distance ( Figure  6 (a) ), both (b) and (c) have multiple local minima of the function f . In (b), the three small bunches of the samples in the right-top side are dealt as one cluster and have a unique local minimum in them. Meanwhile in (c), even each of three small bunches has local minimum. However (c) tends to have local minima on a ridge of each cluster. By tuning both α and β as in (d), we can get local minima at the center of each cluster. 6.4. Robustness by α, β and γ. At the beginning of Section we show how the univariate median can be considered as an intrinsics mean with respect to a geodesic metric, both in the population case and the empirical case. Since the univariate median is well know to be robust against outliers we can expect means base on empirical geodesics also to be robust. In particular the flattening of large distance when β is small is an indication that this where to look for robust means. This flattening idea is not course of new. Huber [15] introduced a similar function to our g β function, quadratic in a spherical the neighbourhood of zero and flat outside. If the generalised mean is computed as a Frechet mean we should take the square root of the Huber loss function. Various generalisations, including a smoothed version of Huber loss function, have been proposed see for example [13] .
Figures 7 are a geodesic graph and the value of f (x) = i d β (x i , x) 2 for 19 samples from N(0,1) and one outlier at (0, 30). Figure 7 (a) uses ordinary geodesic distance and the sample closest to the outlier sample attains the minimum of f . All of α = 1 for (b), β = 1 for (c) and γ = 1 for (d) attain the minimum of f around the mean of the normal distribution and we can see their robustness. It is interesting that all α, β and γ can control the trade-off between uniqueness of the mean and robustness of the estimation. In Euclidean space this trade-off is typically studied via the convexities of the loss function, whereas we are making the perhaps novel suggestion that the curvature is an appropriate vehicle.
Appendix A.
A.1. Delauney and Gabriel graphs. The Delauney complex is usually defined via the Voronoi diagram. Let {x i , i = 1, . . . , n} be distinct points in R d . Define the for i = j, i, j = 1, . . . , n the d − 1 hyperplane A ij perpendicular to and bisecting the line from x i to x j . Again for i = j let H ij be the half space with boundary by A ij and containing x i . Then the Voronoi cell of x i is
The elementary definition is that V i is all those no further from x i that any other x j . The Delauney complex is the simplicial complex with vertices at the x i and one-dimensional edges between x i and x j if and only H ij is a face of V i (and V j ). The vertices x i and the edge set then defines the Delauney graph: the graph of the complex. Note that in the text we shall assume general position when no more than d + 1 Voronoi cells can have a common point and this guarantees that the Delauney complex has maximum simplexes of dimension d, has d + 1 vertices A well known property of the Voronoi construction, in the general position case, is that the circumscribed sphere of a Delauney simplex contains only the d+1 vertices of the simplex, and in fact this is a defining property of the maximal simplexes. The Gabriel graph is defined in an intuitively similar way: the edge from x i to x j is included if and only if the unique sphere whose diameter is that edge contains no third point x k . It is straightforward to show that the Gabriel graph is a subgraph of the Delauney graph. See [22] 
Since the unit sphere has a positive constant curvature and X β is CAT(0), (2) Assume 0 < β 1 < β 2 < ∞ and a metric coneX β1 is not CAT(0) for proving the later half of the theorem by contradiction. Then again there are a geodesic triangle ∆a 1 b 1 c 1 inX β1 and a point x 1 on a geodesic b 1 c 1 such that the geodesic a 1 x 1 is longer than the corresponding geodesic of a comparison triangle. By defining
in a similar way to the above, we can say , each of A 1 , B 1 , C 1 or X 1 corresponds to a point in X β1 and we can consider corresponding points A 2 , B 2 , C 2 and X 2 in the other metric coneX β2 . When we restrict to X β1 , a geodesic A 1 X 1 is just a rescaling of A 2 X 2 and
is a geodesic triangle on the unit sphere, but after rescaling by . By a known result on spherical triangles with the same edge lengths on different spheres, a larger radius implies a "thinner" triangle and
Combining all the arguments gives
Select a non-degenerate geodesic triangle inX β2 by selecting arbitrary points a 2 , b 2 and c 2 on the geodesics OA 2 , OB 2 and OC 2 inX β2 , respectively, and set x 2 be the intersection point of OX 2 and b 2 c 2 . Then by
This impliesX β2 is not CAT(0) and (2) of the theorem is proved. (3) For k = 0, the statement holds by (1) . For k > 0 and β ≤ π, it is sufficient to prove for β = π/ √ k by (2) . Let ∆abc be a geodesic triangle inX β and let ∆ABC be a geodesic triangle in X β A, B, C be the projection of a, b, c, respectively. If the perimeter of ∆ABC is longer than or equal to 2π, the cone spanned by the perimeter becomes CAT(0) by the same argument as for (1) . Therefore ∆abc is on CAT(0) and satisfying the CAT(0) property.
If the perimeter of ∆ABC is smaller than 2π, since X is CAT(k) and X β is CAT(1), for any X ∈ BC, BX is shorter than the corresponding great arc B ′ X ′ of a comparison triangle ∆A ′ B ′ C ′ , which is a spherical triangle on the unit sphere. Since a comparison triangle ∆a ′ b ′ c ′ of ∆abc can be embedded on the cone spanned by ∆A ′ B ′ C ′ , bx is shorter than the corresponding line segment b ′ x ′ . This means ∆abc satisfies CAT(0) property.
A.3. Proof of Theorem 3.5. The proof is by contradiction. We need to show that if we take an edge of the complete graph which is not a edge of the Delauney graph then it can be replaced by a shorter edge which is in the Delauney graph. Let e ij be our test edge from vertex i to vertex j. The edge cannot be a boundary edge of the convex hull of the vertices, since it is well known that every such edge is in the Delauney graph. So one of vertices i or j must be an interior point, say i. Consider the edge e ij as it leaves i. Since i is completely surrounded by Delauney cells with have i as a vertex it must pass through one such cell which we call D.
Replace one vertex say i ′ of D, other than i, by the vertex j. We now have still have n + 1 vertices D * = {D \ i ′ } ∪ j and we can construct its their (unique) circumscribing sphere S. Now Delauney cells are uniquely determined by being those sets of n + 1 vertices whose circumscribing sphere do not contain any other points. From this we see that i ′ cannot be out side S, because otherwise its circumscribing sphere would contain j. Our claim is that any n − 1 dimensional hyperplane H that contains the edge e ij their is at least one edge of {D \ i}, say e ir , that must be on the "small side" of H in relation to S; that is the side not containing the centre of S. Any such edge, and therefore, e ir must be shorter than e ij . Then if e ij were in the minimal spanning tree we could replace it by e ir , giving a contradiction.
The proof for the Gabriel graph is more straightforward. We need to show that the minimal spanning tree has the Gabriel property. Take any edge e ij of the tree if the diametric sphere contains the third vertex k then we can replace e ij by e ik or e jk which both have a shorter "length" than e ij . This gives a contradiction.
A.4. Proof of Theorems 5.2. (1) Though this is a known result, for example [19] [11], we show a short proof. Since a comparison triangle for CAT(k) property is on a sphere with radius 1/ √ k. First consider the unit sphere S 2 and the geodesic distance d on that. Take three points a, b, c ∈ S 2 and think of the convexity of d(x, a) for x ∈ bc. Without losing generality, assume a is on the plane y = 0 and bc is on the plane z = 0 and let b = (cos θ 0 , sin θ 0 , 0), x = (cos θ, sin θ, 0) and a = (cos ψ, 0, sin ψ) for θ 0 , θ ∈ (−π, π],ψ ∈ [−π/2, π/2]. If X is CAT(k) and has a diameter at most π/(2 √ k), there is a comparison triangle ∆a ′ b ′ c ′ on a sphere with radius 1/ √ k such that its perimeter is at most 3π/(2 √ k) and d(a ′ , x ′ ) is convex of d(b ′ , x ′ ) for each x ′ ∈ b ′ c ′ because of the argument above after scaling by 1/ √ k. (2) is well known. See [11] . (3) We show an example of the probability measure with a three-points support on S 2 such that the diameter is larger than π/2 but can be arbitrarily close to π/2 and the uniqueness of the intrinsic L 1 -mean fails.
Take Q = (1, 0, 0), P 1 = (− sin θ, cos θ sin ψ, cos θ cos ψ), P 2 = (− sin θ, cos θ sin ψ, cos θ cos ψ) and X = (− sin θ, 0, cos θ) with θ, ψ ∈ (0, π/2) as in Figure 9 . Let Y = (− sin θ ′ , 0, cos θ ′ )
be the mid point of P 1 P 2 for θ ′ > θ. Put the point masses m 1 at Q and M at P 1 and P 2 and assume there is a unique intrinsic median µ.
By the symmetry, µ must be on the arc QY , and if we change the ratio M/m, µ moves continuously on QY . Thus we can set µ = X by tuning M/m adequately. However, L 1 -dispersion from X becomes S X = md(θ, X) + M d(P 1 , X) + M d(P 2 , X) = m(π/2 + θ) + 2M ψ and L 1 -dispersion from P 1 becomes S P1 = md(θ, P 1 ) + M d(P 2 , P 1 ) = m(π/2 + θ) + 2M ψ. This contradicts the assumption of X being the unique L 1 -intrinsic mean. Since we can set θ and ψ arbitrarily small positive number, D L1 ≤ π/(2 √ k). But by (1) , Proof. The proof is similar to Theorem 5.2(3). We consider two cases of arrangement of three points Q, P 1 , P 2 .
C1: Q = (1, 0, 0), P 1 = (− sin θ, cos θ sin ψ, cos θ cos ψ), P 2 = (− sin θ, − cos θ sin ψ, cos θ cos ψ) where ψ = arccos 1 − 1 2(1−sin θ) 1/2 as in Fig. 9 . This satisfies | P 1 Q| = | P 1 P 2 |.
C2: Q = (1, 0, 0), P 1 = (− sin θ, cos θ, 0),P 2 = (− sin θ, − cos θ, 0) as in Fig. 10 .
We put point masses m at Q and M at P 1 and P 2 . , we consider C1. As in the proof of Theorem 5.2(3), we can set µ = X = (− sin θ, 0, cos θ). Denote L γ -dispersion S X and S P1 from X and P 1 , respectively. Then S X = m(π/2 + θ) γ + 2M {arccos(1 − cos 2 θ(1 − cos ψ))}, S P1 = m(π/2 + θ) γ + M {arccos(1 − 2 cos 2 θ sin 2 ψ)}.
Therefore, S X < S P1 is equivalent to arccos(1 − 2 cos 2 θ sin 2 ψ) < 2 1/γ arccos{1 − cos 2 θ(1 − cos ψ)}. By setting ψ = arccos{(1 − 1/2(1 − sin θ)) 1/2 }, this is equivalent to γ < γ 0 (θ) and also θ < θ 0 (γ). Thus if we set θ ≥ θ 0 (γ), C1 becomes an example of non-unique intrinsic L 1 -mean with the diameter θ + π/2.
For C2, S X < S P1 is equivalent to π − 2θ < 2 1/γ arccos(sin 2 θ) and we can prove that becomes a similar example. After scaling by 1/ √ k, these examples give the upper-bound on D Lγ .
