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Abstract
Majority of the modern meta-learning methods for few-
shot classification tasks operate in two phases: a meta-
training phase where the meta-learner learns a generic rep-
resentation by solving multiple few-shot tasks sampled from
a large dataset and a testing phase, where the meta-learner
leverages its learnt internal representation for a specific
few-shot task involving classes which were not seen during
the meta-training phase. To the best of our knowledge, all
such meta-learning methods use a single base dataset for
meta-training to sample tasks from and do not adapt the
algorithm after meta-training. This strategy may not scale to
real-world use-cases where the meta-learner does not poten-
tially have access to the full meta-training dataset from the
very beginning and we need to update the meta-learner in an
incremental fashion when additional training data becomes
available. Through our experimental setup, we develop
a notion of incremental learning during the meta-training
phase of meta-learning and propose a method which can be
used with multiple existing metric-based meta-learning al-
gorithms. Experimental results on benchmark dataset show
that our approach performs favorably at test time as com-
pared to training a model with the full meta-training set and
incurs negligible amount of catastrophic forgetting.
1. Introduction
The natural occurrence of classes in the world is a long
tailed distribution [33, 29, 31]. Most classes are rare and
are not as widely present as a few classes that are abun-
dant. Modern deep learning methods [11, 6, 9] have shown
significant improvements in performance on classes with
large amount of data such as dogs and cats. However, these
methods do not perform well when trained on long tail dis-
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tributions [29] and are not applicable for the tail classes with
a few examples. This has led to a recent interest in few-shot
learning methods [17, 2, 23, 30, 27, 12, 18, 5].
Humans can seamlessly learn new concepts from only
a few examples. It is often argued that this ability arises
from lifelong observation of many objects under different
conditions. Motivated by this, modern meta-learning meth-
ods for few-shot classification use a relatively large dataset
(called the base or the meta-training set) from which several
few-shot tasks are sampled to mimic real-world few-shot
classification tasks. The meta-learner is trained on these
tasks to learn a generalized representation which can be later
used to solve a new few-shot task at test-time.
However, once these methods have been meta-trained
on the base set, they do not have a provision to update the
meta-learner if any additional dataset becomes available.
In real-world, it might not be often possible to retrain the
meta-learner everytime we collect a new dataset compris-
ing images from one or more novel categories either due
to restricted access to the previous meta-training dataset or
scarcity of computing resources. In order to alleviate this is-
sue, in this paper, we propose the first (to our knowledge) in-
cremental learning algorithm for metric-based meta-learners
that can generalize to many of the existing metric-based
meta-learning algorithms.
In parallel to meta-learning, incremental learning algo-
rithms have also gained interest in the last few years. This is
because it is not realistic to expect all the data to be available
at one go and often the process of collecting a dataset is
a continuous process, and so is model improvement. Such
algorithms typically train a network with a set of base classes
and adapt this network using an incremental set of classes
to obtain a single model that can identify both base and in-
cremental classes. A key challenge for these algorithms is
handling catastrophic forgetting, where learning new classes
leads to forgetting what the network learned before. This is
mitigated either by strong regularization of the weights of
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the network [10] or by reusing samples from the base dataset
during incremental training [19]. Increase in retention of
data samples often leads to improvement in performance
of the incrementally trained network, though this comes at
a cost of higher memory requirement and longer training
duration.
Unfortunately, existing incremental learning methods can-
not be directly applied in a meta-learning setup. The goal of
incremental learning is to learn new class identities i.e. if a
network is trained with cats and during incremental training
it is presented with cows, the network now tries to learn
the notion of a cow, while preserving the notion of a cat.
However, as we discuss later, metric-based meta-learning
methods do not learn the notion of a class identity but instead
learn to discriminate between different classes irrespective
of what the class label is i.e. during meta-training on base
tasks, the network learns how to distinguish between a dog
and cat or a cat and a mouse and during incremental learn-
ing, it needs to distinguish between a cow and a cat. This
adds an extra challenge in developing incremental learning
algorithms for a meta-learning setup.
1.1. Contributions
In this paper we propose the following contributions:
1. We propose the first (to our knowledge) incremen-
tal meta-learning algorithm that generalizes to several
metric-based meta-learning algorithms [12, 27, 18].
2. We show that by retaining only a single datapoint from
the base dataset, we can achieve competitive perfor-
mance when compared to retaining many more sam-
ples.
3. As there are no previous methods for direct comparison,
we propose several baselines and compare performance
against all of those.
4. We show experimental results on standard few-shot
testing benchmarks such as mini-ImageNet [30] and
tiered-ImageNet [21].
5. Finally, we introduce a new dataset called domain-
ImageNet to clearly study the effect of incremental
learning when the incremental dataset contains classes
which are both in-domain and out-of-domain. This
result helps us to understand better the scenarios in
which catastrophic forgetting affects a meta-learner and
what data should be used to incrementally improve the
meta-learner over time.
2. Related Work
Incremental learning, also know as continual learning or
lifelong learning, aims at building learning systems that can
process more and more concepts over time from a stream of
data. The fundamental challenge in this setup is how to pre-
vent catastrophic forgetting [4], which has been described
as an inevitable downside of connectionist models. To learn
classifiers in a class-incremental way where new classes are
added progressively, [19] proposed keeping exemplars from
base classes based on their representation power and the
computational budget. [13] used knowledge distillation to
preserve the model’s capabilities on base dataset when only
new task data is accessible. [14] and its extension [1] lever-
aged a small episodic memory and learned over continuums
of data to alleviate forgetting. [10] selectively slowed down
learning on the weights that were important for old tasks by
a regularization term, while [25] extended it by training a
knowledge base and an active column in alternating phases.
Alternatively, meta-learning studies the mechanism for
learning to learn [28, 15, 24]. The goal for artificial intel-
ligence systems is to learn and adapt quickly from only a
few examples by leveraging prior knowledge obtained from
solving similar tasks. By applying meta-learning to few-shot
classification, recent works tend to solve the problem of sep-
arating categories from an open set when only few labeled
data-points are available. [17, 2, 23] proposed gradient-
based methods that aimed at learning a good initialization
for quick adaptation. On the other hand, [30, 27, 12, 18]
proposed metric-learning based methods, which focused on
learning feature embeddings with high discriminative power
that generalized well to novel categories. All these works
had one meta-training phase and did not explore the possi-
bility of continually improving the model’s meta-learning
ability. Recently, [3] introduced an online gradient based
meta-learning method where the learning agent was exposed
to new set of tasks at every round in a sequential manner
instead of all tasks being available from the very beginning.
One may perceive their experimental setup to be similar to
ours, however, the major difference lies in the fact that [3] re-
tained data from all previous tasks seen so far and leveraged
it for meta-training, thus taking catastrophic forgetting out
of the equation, whereas in our experimental setup we retain
very minimal amount of information from the base dataset.
Also, they used a gradient-based meta-learner which can not
be applied for metric-based meta-learning.
In parallel, a multitude of approaches emerged to solve
the problem of how to improve a model by incrementally
training it on few-shot datasets. Their goal, same as tra-
ditional incremental learning, was to adapt the model to
a larger number of classes/attributes without affecting its
performance on the previously learned ones. [5] unified
the recognition of both novel and base classes using atten-
tion based few-shot classification weight generator. Simi-
larly, [20] used recurrent back-propagation to train a set of
new weights to achieve good overall classification perfor-
mance on both base and novel classes. [32, 26] extended
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this kind of class-incremental framework to other visual
recognition tasks like semantic segmentation and attribute
recognition. None of these methods investigated whether the
model’s meta-learning capability improved after the incre-
mental training phase. Therefore, although some of these
works named themselves as incremental few-shot learning,
it will be more accurate to state they were doing incremental
learning by few-shot examples.
3. Incremental Learning for Meta-Learning
3.1. Problem Formulation
Let us consider the set B = {(xi, yi)}Mi=1, with yi ∈
{1, . . . , B} as the base set or the large scale meta-training
set. In the training phase of metric-based meta-learning algo-
rithms, a parametric representation (feature or embedding)
ψw(x) is learnt leveraging the few-shot tasks sampled from
base training set. In our case, in addition to the set B, we
are also provided with a second set C = {(xi, yi)}Mi=1, with
yi ∈ {B + 1, . . . , B + C}, called the incremental set. Our
goal is to learn a representation ψw(x) from B and adapt
it to ψ˜w(x) using C. If both B and C are available at the
same time, the problem statement reduces to training a meta-
learning model over the set B ∪ C. However, in our case, we
first have access to B and then later we have access to C with
potentially restricted access to B. Without loss of generality,
we also assume that the sets are disjoint with respect to the
classes.
Our goal is to use the embedding to classify new data
in a few-shot setting. Following the notation of [18], let
F = {{(xj , yj)}N(k)j=1 }Kk=1 be the few-shot training set, with
k ∈ N the classes, or “ways,” and N(k) the “shots,” or
samples per class. The few-shot classes can belong to B,
C, be unseen classes denoted by U , or potentially a mixture
of the classes from any of these sets. The embedding is
obtained by meta-training on either B or C or B ∪ C.
In this paper, we restrict our attention to meta-learning
methods that are metric based [27, 18, 12]. These methods
typically learn a task-agnostic ψw(x) which is used at test-
time without any adaptation. We first outline how meta-
training is performed in these methods and later introduce
our method.
3.2. Metric Based Meta-Learning Methods
Metric based meta-learning methods, in addition to the
data representation ψw(x), define two other function namely
φ, the class representation function and χ, the class as-
sociation/membership function. The class representation
function maps the feature representation of all the im-
ages that share the same label to a representative ck i.e.
ψw : RF ·N(k) → RC
ck = φw ({zj | yj = k}) (1)
where zj = ψw(xj) ∈ RF . The class membership function
χw : RF × RC → R, represents the measure of similarity
between a test datum and the class representation.
These methods assume that the posterior probability of a
datum belonging to a class is parameterized with an expo-
nential family as follows
Pw(y = k|xj) = exp (−χw(zj , ck))∑
k exp(−χw(zj , ck))
(2)
During meta-training on the set B, a task T is sampled
from B. A task T is defined as a K-way N -shot1 few-shot
classification problem. Each task instance Ti is a classifica-
tion problem that contains K classes and is composed of a
support set and a query set. The support set has N support
image and label pairs per class, while the query set has Q
query image and label pairs per class. We now write the
empirical cross-entropy loss as
L(w,T ) =
K∑
k=1
(xi,yi)∈T ⊂B
−P (y = k|xi) logPw(y = k|xi)
=
∑
(xi,yi)∈T ⊂B
− logPw(yi|xi)
=
∑
(xi,yi)∈T ⊂B
χw(zi, cyi)
+ log
K∑
k=1
exp(−χw(zi, ck)) (3)
where P (y = k|xi) = δ(k − yi) and K represents the
number of classes in the task. Different choices of class
representation and class identify functions result in different
methods and we outline some of them below.
Prototypical Networks [27]: In the case of Prototypical
Networks, the class representation function is defined as
ck = φw ({zj | yj = k}) = 1
N
∑
(zn,yn)
δ(k − yn)zn (4)
the Euclidean mean and class membership function
χw(zj , ck) = ‖zj − ck‖2 is the Euclidean distance.
Embedded class models and shot-free meta training [18]:
In this method, the class-identity function ck is implic-
itly learned and there is no functional form for it and
χ
W
(zj , ck) = ‖Wφ˜(xj)− ck‖2 is a metric distance, where
W is also learned during meta-training.
1WLOG, we assume that N(k) = N
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Meta-Opt Net [12]: The class representation function is
a hyperplane that is learned while training an SVM on the
task. ck = φw ({zj | yj = k}) s.t. c>k zj > 0. Membership
is then calculated based on the distance to each hyperplane.
3.3. Base Training
Irrespective of the choice of the meta-learning method,
during the base meta-training stage, tasks are sampled from
the base set of classes and the loss is calculated as in (3).
The weights are updated based on the gradients, new tasks
are sampled again and the meta-training progresses in an
episodic manner. Hence, we obtain ψw(x) by minimizing
the classification loss l(w, T ), which is defined as:
w = argmin
w
∑
Ti⊂B
L(w, Ti) (5)
4. Training the Meta-Learner Incrementally
In the traditional setting of training a classification model,
the goal is to preserve the class identities during incremental
training. However, for the model trained using meta-learning,
we are interested not in preserving the class identity, but the
ability of the model to adapt to new few-shot tasks. This
means that we need to preserve or improve the the method’s
ability to discriminate between classes. Consequently, most
existing methods in incremental learning cannot be directly
applied here.
4.1. Using Base Class-Identity Functions
We assume that we have access to the base training class
representations i.e. ck. As alluded earlier, the incremental
meta train model does not need to propagate these identities
but instead propagate its discriminating abilities. Given a
new sample xi which belongs to C, we sample a set of K
classes from base training set and calculate the posterior
Pw(y = k|xi) using the base network. We then calculate
the same posterior but now using the representation of the
data points in the incremental network as P˜w(y = k|xi). If
these two posteriors are the same, the incremental network
can learn the relationship between base classes from the
base network. More specifically, we calculate the first poste-
rior using χw(ψw(x), ck) and the second probability using
χw(ψw˜(x), ck). We enforce this by using the following loss
function during incremental training
Ld(Tnew) =
∑
xi∈Tnew⊂C
H(Pw(y = k|xi), P˜w(y = k|xi))
(6)
There are several choices forH such as the Bregman diver-
gence, Kullback-Leibler divergence, cross entropy etc. This
process is referred in the literature as knowledge distillation
[7, 8] and has several applications such as network com-
pression, network quantization etc. In this context, the base
model is described as the teacher network and the incremen-
tally trained model as the student network.
In addition to the above loss, we need to ensure that
the incremental network is able to discriminate between
the incremental classes. For this we use the standard meta-
learning loss as shown in (3).
w˜ = argmin
w
∑
Ti
L(w, Ti ⊂ C) + λLd(Tnew) (7)
Our approach is shown in Figure 1. The distillation loss,
Ld, does not use labels of the base classes or incremen-
tal classes. This allows us to train using any set of incre-
mental classes (unseen or base classes or a mixture) and
further does not require any mapping between base labels
and incremental labels. Furthermore, the amount of data
we need to keep from the base training reduces to a single
identity/representation per class and therefore scales linearly
with the number of classes. We later show in the experimen-
tal section that this leads to a large reduction in the amount
of base training data that needs to be stored. Lastly, our
approach makes connections between the new class features
of the incremental network and that of the base class features
from the base model. We also respect the episodic nature of
training of the base model and use the relative nature of this
training scheme while seamlessly incorporating the base and
incremental set. However, we do not allow the embedding of
the base classes to change based on the incremental classes
during incremental training. We propose a modification of
our approach below to address this concern.
Teacher/Base Network
Student/Incremental Network
Feature Extractor
Class 
Identity
Pw(y = k|xi)
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Figure 1: Overview of our method by retaining the class
identify functions: This figure shows an overview of our
method during training. The base network is shown on top
and the incremental network is shown on the bottom. Here
{ci} represents the class identities of the base classes and
{c˜i} represents class identity of the incremental classes.
4.2. Using Base Exemplars
We propose the following modification to our method by
retaining more samples (after the base meta-training stage)
which will serve as exemplars. They are used in the incre-
mental meta-training phase so that the model can recognize
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the changes of the embeddings of the base classes. In each
episode of the incremental meta-training, we sample two
types of tasks. The first task is sampled from the base classes
using the few reserved exemplars. We then calculate the pos-
terior probability of these samples using the base network
i.e. Pw(y = k|xi) and using the incremental network i.e.
Pw˜(y = k|xi). To make these two probabilities similar, we
use an additional loss as described below:
Ld(Tbase) =
∑
xi∈Tbase⊂B
H(Pw(y = k|xi), P˜w(y = k|xi))
where Pw(y = k|xi) = χw(ψw(xi), ck), Pw˜(y = k|xi) =
χw(ψw˜(xi), c˜k). Note here both ck and c˜k are com-
puted using the sampled base class exemplars, either by
the base network or the incremental network. It can be
written as: ck = φw ({(ψw(xi) | yi = k)}) and c˜k =
φw ({(ψw˜(xi) | yi = k)}). This allows us to transfer the
knowledge about the base classes that are stored in the base
network to the incremental network and at the same time al-
lows for the base class embeddings to incorporate additional
information from the incremental set.
The second task is sampled from the incremental classes.
Similarly, we perform the same operation for the data from
the new classes and ensure that the posterior probability from
both the networks are the same.
Ld(Tnew) =
∑
xi∈Tnew⊂C
H(Pw(y = k|xi), P˜w(y = k|xi))
Here k is one of the base classes and we plug in the represen-
tations ck and c˜k obtained in task one (these are learnt using
only the base classes) to calculate these posterior probabili-
ties. This helps the incremental network to learn/remember
the relationship between base classes.
The last component is the meta-learning loss on the new
classes using the incremental network, and in total our loss
function is as follows:
w˜ = argmin
w
∑
Ti
L(w, Ti ⊂ C)
+ λ1Ld(Tbase) + λ2Ld(Tnew)
The overview of our approach is shown in Figure 2.
5. Experiments
We test our algorithm on three datasets: mini-ImageNet
[30], tiered-ImageNet [21] and another variant of ImageNet
[22] which we call domain-ImageNet. The mini-ImageNet
dataset consists of images of size 84 × 84 sampled from
100 classes of the ILSVRC dataset [22], with 600 images
per class. We used the data split outlined in [17], where
64 classes are used for training, 16 classes are used for
validation, and 20 classes are used for testing. We further
Teacher/Base Network
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Figure 2: This figure shows an overview of our method
during training. The base network is shown on top and the
incremental network is shown on the bottom. Here {ci}
represents the class identities of the base classes, {c˜i} rep-
resents class identity of the incremental classes and {c˜i}are
the class identities of the base classes calculated through the
incremental network.
split the 64 training classes randomly into 32 classes for
base meta-training, and the rest 32 for incremental meta-
training. 16 validation classes are only used for measuring
generalizability during base and incremental meta-training
phase.
tiered-ImageNet is a larger subset of ILSVRC, and con-
sists of 779, 165 images of size 84 × 84 representing 608
classes that are hierarchically grouped into 34 high-level
classes. This dataset is split to ensure that sub-classes of
the 34 high-level classes are not spread over the training,
validation and testing sets, thus minimizing the semantic
overlap between training and test sets. The result is 448, 695
images in 351 classes for training, 124, 261 images in 97
classes for validation, and 206, 209 images in 160 classes
for testing. For a fair comparison, we use the same training,
validation and testing splits as specified in [21] and use the
classes at the lowest level of the hierarchy. Similar to mini-
ImageNet, we randomly pick 176 classes from the training
set as our base meta-training set, and use the rest 175 classes
for incremental meta-training.
To further investigate the role of domain gap in incremen-
tal meta-learning, we build our own dataset called domain-
ImageNet, following the setting of mini-ImageNet. Domain-
ImageNet has 32 base meta-training classes, 32 incremen-
tal meta-training classes, 16 meta-validation classes and 20
meta-test classes. All classes are sampled from the ILSVRC
dataset, but base, incremental and test set have two sub-
divisions, one sampled from natural categories, the other
sampled from man-made categories. By choosing the meta-
set from different semantic domains for incremental meta-
training and meta-test, we can investigate how domain gap
affects incremental meta-learning performance.
5
5.1. Baselines
To the best of our knowledge, there is no existing method
that addresses our specific problem scenario. Hence, in order
to compare how our algorithm performs, we propose the
following baselines and compare against these.
Continued Training: In this approach, we start with the
meta-learning model trained using only the base classes and
continue to train further with the incremental classes without
any additional constraint. We expect this model to suffer
from catastrophic forgetting and consequently deteriorate
its performance in discriminating classes from the base set
while continuing to increase the influence of the classes from
the incremental set.
Full Training: As an upper bound, we train a meta-
learning model comprising of all the data from both the
base and incremental set. There is no incremental training
in this model and this model represents the upper bound in
terms of performance that we can expect if we have access
to all the data from the very beginning.
Feature Regularization: Our third baseline ensures that
the features trained using the incremental set remains close
to the features from the base model. We pass the data from
the incremental set through the base network as well as the
incremental network and ensure that the features produced
by the base model match that of the incremental model by
adding a constraint. In addition to the classification loss
written in (3), we use Mean Square Error (MSE) to con-
trol the change of the feature embedding before and after
incremental meta-training:
L(Tnew) =
∑
Ti⊂C
L(w, Ti)
+ λ
∑
xi∈Tnew⊂C
‖ψw(xi)− ψw˜(xi)‖
5.2. Implementation Details
We test our algorithms on each dataset for two popular
few-shot classification scenarios: 5-shot 5-way and 1-shot
5-way. During the meta-test phase, in each episode, we
first sample 5 classes from C and then sample N support
samples and 15 query samples for each class, which leads
to a support set of 5×N images and a query set of 5× 15
images. Final performance of the meta-learner is reported as
the mean and 95% confidence interval of the classification
accuracy comprising of 2000 such episodes.
We perform extensive comparison using Prototypical Net-
works for all our methods and datasets. In order to demon-
strate that our method is not limited to Prototypical Net-
works and works across multiple metric-based meta-learning
methods, we also perform experiments using the network
described in [18].
Instead of setting the backbone feature extractor to be
the four convolution layered network used in the origi-
nal Prototypical Networks, we use a variant of ResNet [6]
called ResNet-12 following the implementation of [16]. The
ResNet-12 backbone consists of four residual layers each
consisting of 3× 3 convolutional layers followed by a max-
pooling layer. During the meta-training phase, we use a total
of 100 iterations to train the model where in each iteration,
we sample 800 few-shot training episodes containing 5 (1)
support examples per class for 5-shot 5-way (1-shot 5-way)
and we use 15 query samples per class for computing the loss
to update the network parameters. We use SGD with Nes-
terov momentum of 0.9 and we use an initial learning-rate
of 0.1 which gets reduced by a factor of 0.5 when perfor-
mance on the validation set does not improve for more than
5 iterations. We use a dropout of 0.1 and a weight-decay of
0.0005 for all our models. We use cross-entropy loss with
temperature as our loss function and set the temperature to
2.0 following [13].
During incremental training, our class-identity function
is the mean of the samples belonging to the particular class
across the entire training set for [27]. Since [18] already
calculates the class identity implicitly during training, we
use these trained class identities from the base training during
incremental training.
5.3. Quantitative Results
We evaluate our methods on the standard 1-shot 5-way
and 5-shot 5-way setup by sampling tasks consisting of
classes from the held-out test set, base set and the incre-
mental set. As opposed to the standard practice found in
few-shot learning literature, we are not only interested in
performance on the held-out test set but also on the classes
from the base train set as well as the incremental train set
to measure catastrophic forgetting. Therefore, we report
numbers on the test set, base set and the incremental set to
demonstrate performance of the model on novel classes as
well as previously seen classes. The result on “Base classes”
(randomly sampled episodes from classes present in base
set) reflects how much information the model retains from
its base training, while the result on “Incremental classes”
(randomly sampled episodes from classes present in incre-
mental set) illustrates how much new knowledge is obtained
during incremental training. The result on “Meta test” shows
how the model generalizes to unseen classes from the test
set and how much its meta-learning ability gets enhanced
when compared to meta-train with only “Base classes”. We
compare the two variants of our incremental meta-training
methods with four baselines namely: base model, continued
training, feature distillation and full training.
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mini-ImageNet: We show the results of using incremen-
tal meta-learning with Prototypical Networks as the meta-
learning algorithm in Table 1 and using [18] in Table 2.
From this table we notice that continued training and feature
distillation diminish the performance on base classes as com-
pared to the base model for both 1-shot 5-way and 5-shot
5-way. While we expect this for continued training due to
catastrophic forgetting, we notice a similar effect for feature
distillation too. Additionally, this is true for both the meta-
learning algorithms. We notice that our proposed methods
diminish the performance on incremental classes as com-
pared to continued training and feature distillation and this is
primarily because continued training and feature distillation
methods majorly focus on the incremental classes and this
gain comes at the cost of performance on the base classes.
This is consistent with both the meta-learning algorithms and
the different shot and way setting we have used. Incremental
training using any method improves the performance on both
incremental classes as well as test classes when compared
to the base model. Overall, we empirically observed that
incremental training by retaining class identifies performs
better than incremental training using exemplars. Hence for
the rest of the experiments, we focused on this method.
tiered-ImageNet: In Table 3, we show the results of our
method for meta-learning using [27] on tiered-ImageNet.
From this table, we notice that the improvement by using
more classes (base vs full) is relatively smaller compared
to mini-ImageNet. When the number of classes used for
base training is high, the generalization ability of the net-
work is better. Consequently, we see very little catastrophic
forgetting and increase in meta-learning performance. We
also see the that our proposed method and the baselines are
very similar. This further strengthens our argument for the
lack of catastrophic forgetting in this dataset. This raises the
question if incremental learning is always effective during
meta-training and what type of new classes could potentially
help in improving the performance of incremental training.
Our experiments on domain-ImageNet attempt to answer
this question.
domain-ImageNet: The result of meta-training and test-
ing using a 5-shot 5-way on domain-ImageNet is shown in
Table 4 and also in Table 5, 6, 7, 8, 9, 10, 11 in the sup-
plementary material. Here, we base train using classes that
belong natural objects and incrementally train using classes
that belong to man-made objects and vice-versa. Hence,
there is significant domain shift between base training and
incremental training. We test on three different sets: unseen
classes from natural objects, unseen classes from man-made
objects and unseen classes from a mix of both. We show the
results when we use the natural images as a base domain and
incremental domain as man-made classes in Table 4, Table 5,
Table 6 and Table 7. Furthermore, we show results when we
use man-made classes as base domain and natural classes as
incremental domain in Table 8, Table 9, Table 10 and Table
11.
These tables show that the accuracy on the joint test set
improves significantly when compared to the base model.
But if we analyze the performance for seen and unseen do-
mains, we see that most of the gain is for the unseen domain
i.e. man-made objects. Also, catastrophic forgetting is quite
large here since there is a significant domain shift from be-
tween the base and incremental classes for the baseline meth-
ods. This effect is also seen on testing with unseen classes
on the same domain. We see that our proposed method is
able to show improvement across the board when compared
to the base model. The numbers for 1-shot 5-way way and
the results using the reverse domain training i.e. base train
using man-made objects and incremental test using natural
objects on the 3 sets for the incremental meta-learning al-
gorithms show similar trends. This suggests what is used
for incremental training matters, specifically adding classes
with sufficiently different image level statistics is the best
way to obtain improvements. Adding unseen classes when
they belong to the same domain marginally improves the per-
formance. This might seem intuitive and our experimental
results reaffirm this. While this trend is expected for samples
belonging to the same classes, we surprisingly find it to be
same for samples belonging to unseen classes from the same
domain. Our method is successfully able to mitigate catas-
trophic forgetting to a large extent and perform well across
different domains.
5.4. Additional Experiments
Varying λ while training with base class-identity func-
tions: When we retain the class-identity function for each
of the base classes, we can maintain a trade-off between the
knowledge distillation loss and the standard meta-learning
loss. This is controlled by the λ parameter as specified in
eq. 6. In this experiment, we investigate how changing the
value of λ affects the model’s meta-learning ability on base,
incremental and the meta-test set. We investigated this in
the 5-shot 5-way setup for mini-ImageNet using [27]. We
chose λ ∈ {0.0, 0.25, 0.5, 0.75, 1.0, 2.0, 5.0, 10.0}. In our
original experiments, we used λ = 1.0. Outcome of this
experiment can be visualized in Figure 3 where we can see
that as λ is increased, the model’s performance on base set
improves while its performance deteriorates on the incre-
mental set. This is intuitive as knowledge distillation loss
adds additional constraint for the incremental model to be
similar to the model learnt on base set and increasing its
contribution in the overall loss enhances model’s ability to
perform better on base set. However, for the same reason,
it diminishes the impact of standard meta-learning loss on
the overall loss and hence, performance on incremental set
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Model
1-shot 5-way 5-shot 5-way
Base data
Base classes
Incremental
classes
Meta-test Base classes
Incremental
classes
Meta-test
Base 73.84± 0.50 49.05± 0.48 50.55± 0.42 91.17± 0.18 68.35± 0.39 68.60± 0.33 −
Continued 60.64± 0.49 72.61± 0.51 53.60± 0.42 82.25± 0.26 89.63± 0.22 72.13± 0.33 0
Distillation 60.77± 0.49 72.23± 0.51 53.81± 0.42 82.53± 0.26 89.32± 0.22 72.07± 0.33 0
Identity 66.54± 0.49 71.92± 0.51 54.86± 0.42 89.14± 0.21 87.32± 0.25 75.11± 0.31 1/600
Exemplar 68.95± 0.50 71.43± 0.52 55.52± 0.43 90.20± 0.20 86.91± 0.25 74.39± 0.50 15/600
Full 74.65± 0.49 75.85± 0.50 56.88± 0.43 91.77± 0.17 92.49± 0.17 74.80± 0.31 600/600
Table 1: Results of classification accuracy on different sets of mini-ImageNet using our method and meta-training using [27].
The evaluation is performed on 2000 episodes and we report the mean and the 95% confidence interval.
Model
1-shot 5-way 5-shot 5-way
Base data
Base classes
Incremental
classes
Meta-test Base classes
Incremental
classes
Meta-test
Base 73.82± 0.43 53.00± 0.43 52.77± 0.37 89.38± 0.38 71.90± 0.36 71.57± 0.36 −
Continued 63.71± 0.43 75.05± 0.43 56.00± 0.38 82.90± 0.21 89.37± 0.21 74.29± 0.32 0
Distillation 64.66± 0.42 75.71± 0.43 56.68± 0.39 83.37± 0.21 89.70± 0.21 74.69± 0.31 0
Identity 72.52± 0.42 68.43± 0.44 57.13± 0.39 88.46± 0.27 85.45± 0.27 75.55± 0.30 1/600
Full 74.40± 0.40 75.74± 0.42 59.02± 0.39 89.68± 0.21 89.93± 0.21 77.60± 0.30 600/600
Table 2: Results of classification accuracy on different sets of mini-ImageNet using our method and meta-training using [18].
The evaluation is performed on 2000 episodes and we report the mean and the 95% confidence interval.
gets diminished. At λ = 0.0, the model only trains with the
standard meta-learning loss and its performance is identical
to our baseline named “Continued Training”. At λ value
of 10.0, knowledge distillation loss is dominating and the
performance is similar (not fully identical though) to the
model trained only using base set. While measuring perfor-
mance on the test set, we observed that the ideal value of
λ lies somewhat between the values of λ that provides best
performance on the test set and the values of λ that work
best for the incremental set.
Figure 3: Performance of the model’s meta-learning ability
on base, incremental and test set with λ varying from 0.0 to
10.0. Performance on base class improves when λ increases
while it worsens the performance on incremental set. Best
performance is obtained roughly in the middle, around 1.0.
Varying number of samples while training with base ex-
emplars: While using base exemplars to retain informa-
tion about the base classes for meta-training our model in-
crementally, we kept the number of exemplars fixed to 15.
We investigate the effect of storing more exemplars per class
and see if it helps to avoid catastrophic forgetting on the base
set. We again investigated this in the 5-shot 5-way setup for
mini-ImageNet using [27]. We chose the number of samples
as {15, 30, 60, 120}. Outcome of this experiment is depicted
in Figure 4 which shows that increasing the number of ex-
emplars per class does not yield much positive advantage on
either of the segments i.e. base, incremental or the meta test-
set. This is in accordance with our observations on others
dataset as well that retaining more exemplars from base set
does not help much and retaining only an identity representa-
tion per class can be sufficient while performing incremental
meta-learning without incurring catastrophic forgetting to a
large extent.
6. Conclusion
In this paper, we proposed an algorithm for incremental
learning within a meta-learning setup. Incremental learning
during meta-training provides a more realistic scenario for
real-world few-shot applications where more and more rare
classes are seen over time. To the best of our knowledge,
we are the first to propose such an experimental setup using
existing few-shot classification datasets. We show empirical
results on standard benchmark datasets and show that our
algorithm is very close to the performance obtained by using
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Model
1-shot 5-way 5-shot 5-way
Base data
Base classes
Incremental
classes
Meta-test Base classes
Incremental
classes
Meta-test
Base 73.10± 0.52 66.18± 0.43 56.82± 0.50 89.03± 0.27 81.97± 0.37 75.78± 0.43 −
Continued 71.87± 0.52 71.03± 0.52 58.63± 0.50 87.77± 0.29 87.60± 0.30 78.20± 0.42 0
Distillation 72.03± 0.51 70.83± 0.53 58.81± 0.50 87.82± 0.29 87.38± 0.30 78.11± 0.42 0
Identity 72.65± 0.51 70.17± 0.53 58.71± 0.50 89.03± 0.27 86.91± 0.31 78.40± 0.42 1/600
Full 78.57± 0.51 77.43± 0.50 61.87± 0.51 91.05± 0.24 90.44± 0.26 80.58± 0.40 600/600
Table 3: Results of classification accuracy on different sets of tiered-ImageNet using our method and meta-training using [27].
The evaluation is performed on 2000 episodes and we report the mean and the 95% confidence interval.
Seen classes
from base
domain
Seen classes
form incremental
domain
Unseen classes
from base
domain
Unseen classes
from incremental
domain
Unseen classes
from both
domains
Base 86.94± 0.22 49.14± 0.36 57.66± 0.38 51.72± 0.32 59.59± 0.35
Continued 64.42± 0.35 84.80± 0.28 50.72± 0.38 71.16± 0.32 65.44± 0.40
Distillation 65.12± 0.35 83.95± 0.29 51.33± 0.38 70.46± 0.33 65.52± 0.40
Identity 81.26± 0.27 82.06± 0.30 59.32± 0.39 70.61± 0.32 70.36± 0.36
Full 87.44± 0.22 88.77± 0.25 58.59± 0.37 74.46± 0.32 74.02± 0.37
Table 4: Results of 5-shot 5-way classification accuracy of our method on different sets of domain-ImageNet using [27] as
meta-learning algorithm. The evaluation is performed on 2000 episodes and we report the mean and the 95% confidence
interval.
Figure 4: Performance of the model on the number of exem-
plars kept while meta-training was done using base exem-
plars. Increasing number of exemplars to retain did not yield
any positive advantange.
all the data at once. We also suggest additional baselines
to test incremental learning for metric-based meta-learning
which is robust to catastrophic forgetting. We would like to
point out that our algorithm is quite generic and can work in
conjunction with multiple existing meta-learning algorithms.
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Supplementary Materials
Here we report some additional experimental results on the domain-ImageNet dataset which explain the effects of domain
gap better while using the baseline methods and our proposed algorithm.
Seen classes
from base
domain
Seen classes
from incremental
domain
Unseen classes
from base
domain
Unseen classes
from incremental
Domain
Unseen classes
from both
domains
Base 87.86± 0.20 56.71± 0.39 63.30± 0.38 58.10± 0.35 66.09± 0.35
Continued 67.35± 0.34 89.68± 0.20 55.37± 0.38 74.00± 0.31 69.98± 0.39
Distillation 69.33± 0.33 88.72± 0.22 57.06± 0.38 73.97± 0.31 70.77± 0.38
Identity 86.09± 0.22 81.82± 0.28 64.22± 0.38 69.92± 0.33 72.64± 0.33
Full 86.83± 0.22 88.84± 0.21 65.77± 0.38 75.98± 0.31 77.31± 0.33
Table 5: Results of 5-shot 5-way classification accuracy of our method on different sets of domain-ImageNet using [18] as
meta-learning algorithm. The evaluation is performed on 2000 episodes and we report the mean and the 95% confidence
interval.
Seen classes
from base
domain
Seen classes
from incremental
domain
Unseen classes
from base
domain
Unseen classes
from incremental
domain
Unseen classes
from both
domains
Base 56.32± 0.50 32.88± 0.34 37.90± 0.37 33.91± 0.33 39.56± 0.40
Continued 37.12± 0.36 61.34± 0.56 32.81± 0.32 46.61± 0.43 42.91± 0.42
Distillation 37.20± 0.37 60.23± 0.55 32.32± 0.32 46.12± 0.44 42.20± 0.41
Identity 42.57± 0.41 59.31± 0.55 35.01± 0.35 45.55± 0.43 43.91± 0.42
Full 62.23± 0.50 67.25± 0.53 40.06± 0.39 50.78± 0.45 54.57± 0.48
Table 6: Results of 1-shot 5-way classification accuracy of our method on different sets of domain-ImageNet using [27] as
meta-learning algorithm. The evaluation is performed on 2000 episodes and we report the mean and the 95% confidence
interval. Base domain is natural and incremental domain is man-made classes.
Seen classes
from base
domain
Seen classes
from incremental
Domain
Unseen classes
from base
domain
Unseen classes
from incremental
domain
Unseen classes
from both
domains
Base 72.58± 0.40 39.68± 0.37 45.33± 0.39 40.43± 0.34 46.72± 0.39
Continued 48.54± 0.40 76.46± 0.43 39.37± 0.35 54.93± 0.41 51.64± 0.43
Distillation 49.83± 0.40 74.63± 0.43 40.36± 0.36 54.80± 0.41 52.32± 0.43
Identity 69.82± 0.41 62.56± 0.44 46.22± 0.39 49.83± 0.40 53.03± 0.41
Full 70.10± 0.42 73.70± 0.44 46.81± 0.40 55.19± 0.41 57.97± 0.42
Table 7: Results of 1-shot 5-way classification accuracy of our method on different sets of domain-ImageNet using [18] as
meta-learning algorithm. The evaluation is performed on 2000 episodes and we report the mean and the 95% confidence
interval. Base domain is natural and incremental domain is man-made classes.
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Seen classes
from base
domain
Seen classes
from incremental
domain
Unseen classes
from base
domain
Unseen classes
from incremental
domain
Unseen classes
from both
domains
Base 91.75± 0.18 50.67± 0.37 70.94± 0.35 45.04± 0.34 62.57± 0.44
Continued 71.41± 0.31 84.40± 0.30 57.11± 0.32 59.61± 0.43 63.40± 0.38
Distillation 73.51± 0.31 83.31± 0.31 58.87± 0.32 59.64± 0.42 64.36± 0.37
Identity 88.39± 0.23 81.24± 0.34 70.83± 0.34 60.82± 0.39 71.13± 0.38
Full 90.35± 0.21 87.11± 0.27 73.03± 0.34 62.44± 0.42 75.27± 0.38
Table 8: Results of 5-shot 5-way classification accuracy of our method on different sets of domain-ImageNet using [27] as
meta-learning algorithm. The evaluation is performed on 2000 episodes and we report the mean and the 95% confidence
interval. Base domain is man-made and incremental domain is natural classes.
Seen classes
from base
domain
Seen classes
from incremental
domain
Unseen classes
from base
domain
Unseen classes
from incremental
domain
Unseen classes
from both
domains
Base 72.45± 0.51 33.41± 0.34 51.48± 0.48 32.32± 0.31 43.88± 0.45
Continued 46.08± 0.42 61.72± 0.56 39.90± 0.39 42.38± 0.43 44.85± 0.43
Distillation 48.35± 0.44 58.13± 0.56 40.66± 0.40 41.30± 0.41 44.04± 0.42
Identity 58.98± 0.47 58.90± 0.56 46.33± 0.44 43.14± 0.42 48.33± 0.44
Full 73.31± 0.50 68.54± 0.55 52.29± 0.45 44.28± 0.45 58.11± 0.50
Table 9: Results of 1-shot 5-way classification accuracy of our method on different sets of domain-ImageNet using [27] as
meta-learning algorithm. The evaluation is performed on 2000 episodes and we report the mean and the 95% confidence
interval. Base domain is man-made and incremental domain is natural classes.
Seen classes
from base
domain
Seen classes
from incremental
domain
Unseen classes
from base
domain
Unseen classes
from incremental
domain
Unseen classes
from both
domains
Base 59.58± 0.40 91.91± 0.16 73.04± 0.32 53.20± 0.37 68.12± 0.40
Continued 87.66± 0.24 72.11± 0.31 61.39± 0.31 63.87± 0.40 67.91± 0.35
Distillation 82.45± 0.31 77.01± 0.29 62.91± 0.32 62.31± 0.42 67.79± 0.36
Identity 79.80± 0.33 90.43± 0.19 74.04± 0.31 61.31± 0.39 72.60± 0.37
Full 85.66± 0.28 89.44± 0.20 74.60± 0.32 66.12± 0.39 76.92± 0.35
Table 10: Results of 5-shot 5-way classification accuracy of our method on different sets of domain-ImageNet using [18] as
meta-learning algorithm. The evaluation is performed on 2000 episodes and we report the mean and the 95% confidence
interval. Base domain is man-made and incremental domain is natural classes.
Seen classes
from base
domain
Seen classes
form incremental
domain
Unseen classes
from base
domain
Unseen classes
from incremental
domain
Unseen classes
from both
domains
Base 42.27± 0.38 79.97± 0.40 53.49± 0.42 37.67± 0.34 49.74± 0.42
Continued 73.37± 0.47 51.59± 0.40 42.22± 0.35 47.09± 0.42 48.64± 0.41
Distillation 66.49± 0.50 56.71± 0.42 43.68± 0.36 46.29± 0.43 49.12± 0.41
Identity 60.64± 0.46 76.91± 0.41 54.02± 0.42 44.01± 0.39 53.16± 0.42
Full 68.86± 0.47 73.87± 0.43 53.91± 0.42 48.00± 0.42 58.00± 0.43
Table 11: Results of 1-shot 5-way classification accuracy of our method on different sets of domain-ImageNet using [18] as
meta-learning algorithm. The evaluation is performed on 2000 episodes and we report the mean and the 95% confidence
interval. Base domain is man-made and incremental domain is natural classes.
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