ABSTRACT: This study presents an interactive coupling system of the regional climate model RegCM3 and the chemistry transport model CAMx, called RegCMCAMx. This system provides an advancement from offline coupling methods already in use. In RegCMCAMx, the radiative effects of tropospheric ozone, sulfates and black and organic carbon were considered. A series of annual sensitivity simulations were carried out for the year 2005 over a European domain, where ozone and/or aerosols were interactively coupled (taking their radiative feedbacks into account). The simulated concentrations of ozone, nitrogen dioxide, sulfur dioxide, sulfate and carbonaceous aerosol were validated against surface measurements. The coupling was evaluated by simulating 2 m temperature as well. The model satisfactorily reproduced near-surface ozone, especially in summer, and made reasonable predictions for monthly sulfate aerosol concentrations. Deficiencies were identified in simulating nitrogen (underprediction), sulfur oxides (overprediction) and carbonaceous aerosols (underprediction). The performance of the coupling system compared to non-coupled data was analyzed, and significant improvement of the model was found in terms of reproducing 2 m temperature, mainly for interactively coupled ozone. The short-term climate response of interactively coupled chemistry/aerosol was analyzed for the first time by this coupling model as well. The seasonally averaged temperature perturbation caused by coupled ozone/aerosols ranged from −1.5 to +1.5°C, not only near the surface but also at higher altitudes. Despite expectations, the surface radiative forcing due to aerosols did not correlate with the induced temperature changes, reflecting the complexity of the processes when ozone and/or aerosols perturb the overall dynamics of the atmosphere. The limitations of the newly established coupling system and the potential for future development are discussed. 
INTRODUCTION
Recently, the ties between climate and air composition have been studied intensively and assessed in a common modeling framework, with offline and online climate−chemistry models (CCM) being developed and applied (Lawrence et al. 2005 , Baklanov 2010 ). Many of these modelling tools operate on a global scale; however, due to the usually local and regional character of the climate−chemistry interactions, an increasing number of models consider regional climate/weather coupled with atmospheric chemistry, e.g. ENVIRO-HIRLAM (Baklanov et al. 2008) , WRF-Chem (Grell et al. 2005) . A new re search branch, chemical weather forecasting (Law rence et al. 2005) , has emerged from the demand to treat meteorology and chemistry simultaneously (see also Grell & Baklanov 2011) . Increased computational resources have become available, supporting the above-mentioned effort.
Many studies have applied these models in order to understand the processes that interconnect climate and atmospheric chemistry; several studies have also focused how the meteorological conditions expected with climate change will affect air quality. Future ozone, nitrogen di oxide and sulfur dioxide changes have been assessed on global (Hauglustaine et al. 2005 , Stevenson et al. 2006 ) and regional scales (Racherla & Adams 2008 , Hedegaard et al. 2008 . Using offline/online CCMs, several authors (e.g. Zlatev 2009 ) have predicted more frequent ozone threshold violation in the future for particular regions.
Increasing effort is being made to explain how atmospheric gases and aerosols influence climate at all spatial and temporal scales. CCMs run with feedback of the chemistry and, particularly, the radiative effects of ozone (Liao et al. 2004 , Shindell et al. 2005 and the effect of aerosols (Liao et al. 2004 , Zanis 2009 ) have been studied.
The present study aims to contribute to the currently used CCMs by establishing an interactive coupling system for the regional climate model (RCM) RegCM Version 3 (RegCM) and the state-of-the-art chemistry transport model (CTM) CAMx, allowing us to consider the radiative feedbacks of atmospheric chemistry/aerosols. Neither RegCM Version 3 nor its upgraded Version 4 (which was not used in our study) contains photochemistry to resolve realistic tropospheric ozone distribution; instead, a predefined background profile is considered. Further, RegCM contains an aerosol module that is coupled online to the core atmospheric model, but it is very simple, to keep the calculations sufficiently short, and incorporates only a limited number of agents (Solmon et al. 2006) . The main motivation for the study was to replace the simple aerosol module with complex considerations of chemistry and aerosol that will be calculated by the chosen CTM. This approach would allow us to include additional gases and aerosols in the coupling, enabling interactive treatment of the radiatively active ones.
Our study introduces the new RegCMCAMx modeling system, applied over a 50 × 50 km res olution European domain, and assesses the system's ability to accurately simulate the key species con centrations near the surface, including ozone (O 3 ), nitrogen dioxide (NO 2 ), sulfur dioxide (SO 2 ), sulfate aerosol (SO 4 −2 ) and carbonaceous aerosols (black and organic carbon: BC, OC). We compare the modeled concentrations to European Airbase and European Monitoring and Evaluation Programme (EMEP) measurements. To analyze potential improvements of the model performance achieved by interactive treatment of ozone/aerosols, we also compared simulated 2 m temperature to measurements for different cases when e.g. only the standard (non-coupled) version of the RCM was run and when ozone and/or aerosol were coupled interactively.
The present study also includes the first results obtained by the coupling system regarding the regional meteorological response of interactively coupled ozone and/or anthropogenic aerosols. The results are compared with the case when the already available RegCM aerosol module is activated. Zanis (2009) presented a similar analysis of the meteorological effects of anthropogenic aerosol over Europe for the year 2000 using only the RegCM internal aerosol module.
MODELS

Model RegCM
The regional climate model integrated in the coupling system is RegCM Version 3 (Pal et al. 2007 ). RegCM was originally developed by Giorgi et al. (1993a,b) and has undergone a number of improvements (described by Giorgi et al. 1999) . The dynamic core of the RegCM is derived from the hydrostatic version of the meso-scale model MM4 and uses terrain following σ-levels. Surface processes are represented via the Biosphere-Atmosphere Transfer Scheme (BATS), and the boundary layer physics are formulated following a non-local vertical diffusion scheme (Giorgi et al. 1993a ). Resolvable scale precipitation is represented via the scheme taken from Pal et al. (2000) , which includes a prognostic equation for cloud water and allows for fractional grid box cloudiness, accretion and re-evaporation of falling precipitation. Convective precipitation is represented using a mass flux convective scheme detailed by Giorgi et al. (1993b) .
The model chemistry is limited to a simplified anthropogenic aerosol module and a dust scheme that is coupled online to the core atmospheric model, including 2-way interactions (Solmon et al. 2006) . The aerosol module includes SO 2 , SO 4 −2 , hydrophobic and hydrophilic carbonaceous aerosol (BC and OC) . The chemical processes in gaseous and aqueous phase responsible for the conversion of SO 2 to SO 4 −2 are described by Qian et al. (2001) . Two states for BC and OC, hydrophobic and hydrophilic, are considered, because carbonaceous particles play an important role in wet removal processes, cloud optical properties and cloud condensation nuclei formation. Therefore, a total of 6 tracers are taken into account by the aerosol module. RegCM additionally offers the use of a natural dust scheme following Alfaro & Gomes (2001) , but we do not consider natural dust in the present study.
The radiative transfer is computed using the radiation package of the NCAR Community Climate Model Version 3 (Kiehl et al. 1996) . This scheme describes the effect of different greenhouse gases, cloud water and cloud ice. Cloud radiation is calculated in terms of cloud fractional cover and cloud water content, and the fraction of cloud ice is diagnosed by the scheme as a function of temperature. The radiative properties of the sulfate aerosol are calculated according to Kiehl et al. (2000) . For carbonaceous aerosols, optical properties were extracted from the biomass-burning study of Reid et al. (2005) , considering the hygroscopic growth effect on radiation following Kasten (1969) . No photochemistry option is included in RegCM; the zonally averaged atmospheric ozone profile is prescribed following the results of Dütsch (1978) .
Model CAMx
The chemistry model adopted in the present study was CAMx V4.40, which is a state-of-the-art Eulerian photochemical dispersion model developed by ENV-IRON Int. Corp. (www.camx.com) . CAMx includes multiple gas phase chemistry mechanism options: SAPRC99 (Carter 2000) and carbon bond mechanisms -CB-IV (Carter 1996) and, in up-to-date versions of the model, the improved CB-V (Yarwood et al. 2005) . It is also capable of evolving multi-sectional or static 2-mode particle size treatments, dry/wet deposition of gases and particles and includes a plume-in-grid (PiG) module for sub-grid treatment of selected point sources. The ISORROPIA thermodynamic equilibrium model (Nenes et al. 1998 ) is implemented in CAMx to calculate the composition and phase state of an ammonia-sulfate-nitrate-chloridesodium-water inorganic aerosol system in equilibrium with gas phase precursors.
A meteorological preprocessor utility (RegCM2 CAMx; described and applied by, e.g. Krüger et al. 2008 , Katragkou et al. 2010 ) was developed earlier to convert RegCM output fields into the fields that CAMx requires for driving its transport, diffusion, deposition and chemistry data.
INTERACTIVE COUPLING BETWEEN THE MODELS AND EXPERIMENTAL DESIGN
Coupling technique
The 2 models described above are coupled with the method of access coupling defined by Baklanov (2010) . It would be a rather complicated task to take chemistry into account at every time-step of the RCM (online coupling), requiring significant intervention in the current RegCM and CAMx computer codes and, basically, the creation of a single model. Thus, we ran the 2 models separately and ensured data exchange after a certain time period. Meteorological data are supplied on an hourly basis utilizing the RegCM2CAMx interface. According to Grell & Baklanov (2011) , this is a reasonable updating interval for the resolution used in the present study. Regarding the updating time for chemical concentrations (T c ) in the RegCM's radiation module, we considered a lower limit dictated by the technical obstacles involved in restarting RegCM after a short time. The upper limit is given by the requirement to resolve the daily variation in species concentrations for radiation calculation purposes. Considering these 2 limitations we have chosen a T c equal to 6 h. The coupling procedure thus consists of the following steps: (1) RegCM runs for 6 h with background species concentrations; (2) for the same period, CAMx is run, initialized also by background values, and at the end of the run the new concentrations are saved; (3) RegCM is restarted, reading in the new concentrations, and runs for another 6 h and so on. With this procedure, the CAMx-simulated 3-dimensional fields of ozone, sulfate and carbonaceous aerosols are supplied to the RegCM radiation module (CCM3) every 6 h. Hereafter, we will use the names 'RegCMCAMx' and 'RegCMaero' to refer to the newly established coupling model between RegCM and CAMx and to RegCM coupled online with aerosols using its own aerosol module, respectively.
Experimental design
The domain for the present study has been selected to cover most of Europe and a part of northern Africa, with a spatial resolution of 50 × 50 km and 100 × 100 grid points. It is divided into 23 vertical levels reaching up to 5 hPa. For convection, we have in voked the Grell scheme (Grell 1993) . The models are initialized and driven by the ERA-Interim reanalysis (Simmons et al. 2007 ). The time steps for the integration are 150 s for the climate model and 15 min for CAMx. Earlier, Halenka et al. (2006) demonstrated the capability of RegCM to capture the regional climate at a similar resolution (45 × 45 km) and with a similar configuration to that used in our study (they used the same physical options, but the NCAR/NCEP reanalysis was employed for initial and boundary conditions).
In CAMx, 12 vertical levels are defined, matching the first 12 levels of RegCM reaching up to ~6000 m. For chemical calculations, the Carbon Bond 4 chemistry package has been invoked. For aerosols, we have activated the ISORROPIA scheme with static 2-mode particle size treatment. The EMEP anthropogenic emissions (Vestreng et al. 2007 ) are implemented using the same temporal allocation factors and chemical speciation as in Katragkou et al. (2010) . The model RegCM, with its aerosol module, does not consider temporal allocation of annual emissions, so they are distributed uniformly across the year in simulations with RegCMaero. Biogenic emissions of hydrocarbons (isoprenes and monoterpenes) are calculated using the RegCM2CAMx interface following the approach of Guenther et al. (1993) . All emissions were treated as area sources injected into the lowest model layer. PiG was not used. For initial and boundary chemical conditions we used constant average background fields with no temporal variation, following Simpson et al. (2003) . For ozone, NO 2 and CO, values of 40, 1 and 200 ppb, respectively, were set, as in Katragkou et al. (2010) . Aerosol concentrations are zero at the boundaries. The impacts of chemical top and lateral boundary conditions on the surface ozone were examined in a series of sensitivity studies by Katragkou et al. (2010) .
We performed several simulations over the period from July 2004 until the end of 2005 (summarized in Table 1 ). The 2004 part of the simulations serves as a spin-up time for stabilizing the climate model and to ensure that the chemistry model's atmosphere 'fills' up by species. Therefore, we only consider the results from 2005.
Simulations 1 to 4 are carried out by RegCMCAMx. In Simulation 5, the RegCMaero model is employed, and, finally, a combination of RegCMaero and RegCMCAMx is run. The NOCPL (an acronym for 'no couple') simulation serves as a reference simulation, with radiative feedbacks of the background ozone profile, but no aerosol feedbacks. In the experiment EXPozone, only ozone is coupled interactively with feedbacks. The experiment EXPaer only couples aerosols interactively, and, in EXPall, both ozone and aerosols are coupled interactively with radiative feedbacks; this simulation served to validate nearsurface species concentrations. Carbonaceous aerosols in the coupling are considered hydrophilic, which is a reasonable assumption (Seinfeld & Pandis 1998) . The experiment EXPint represents the RegCM internal aerosol run without using the new coupling. EXPint_aer is a hybrid simulation that combines the internal aerosol module and CAMx. As CAMx is operating on 12 levels, in our case, only these levels are 'filled' up by aerosol fields in the experiment EXPaer. However, with the RegCM aerosol module, all 23 levels are carrying aerosols. Therefore, in the radiation calculation of the EXPint_aer run, the lowest 12 levels contain the CAMx aerosol fields, while the upper levels carry the aerosols computed by the RegCM aerosol module (i.e. by RegCMaero).
There are several limitations and simplifications that need to be considered. The first limitation arises from the fact that only the direct effects of aerosols are taken into account. The indirect effects can be as important as the direct; however, they still bear considerable uncertainty (Lohmann & Feichter 2005) . Secondly, the radiative feedbacks of nitrate aerosols were not included. As claimed by Bauer et al. (2007) , these can contribute significantly to aerosol radiative forcing, gaining importance in the future due to the decline in sulfate aerosol. Thirdly, in our simulations, lateral and top boundary concentrations are kept constant in time and space, thus disregarding longrange species transport into the studied domain, which can significantly contribute to their final concentrations over Europe (Derwent et al. 2008 , Fiedler et al. 2009 ).
Further, the chemical model in RegCMCAMx is run on only 12 levels (up to ~6000 m). Therefore, when passing aerosol fields carried by these levels to the RegCM radiation module, we reduce the total aerosol optical depth, as only the lower and middle tropo spheric aerosols are considered. However, the radiative effects of the upper tropospheric and stratospheric aerosols can be neglected over Europe, as shown by Guibert et al. (2005) who measured the vertical profiles of the total aerosol extinction coefficient. It should be noted here that, when ozone is passed from CAMx to the RegCM radiation scheme, the Dütsch (1978) concentrations are retained over the 12th level. The last limitation concerns the first results of the meteorological response of interactively coupled ozone/ aerosols presented in the current study. To establish a climatic signal for ozone and aerosol radiative forcing, an annual run, as set in the present study, is not sufficiently long. This was also emphasized by Zanis (2009) , who referred to a longer simulation previously presented by Zanis et al. (2010) . However, yearly runs may reveal some short-term signals of interactively coupled ozone and aerosols.
MODEL PERFORMANCE EVALUATION
The simulated key species
This section presents the validation of simulated near-surface ozone, nitrogen dioxide as its main precursor, sulfate aerosol and its precursor sulfur dioxide, and, finally, carbonaceous aerosol distributions. For O 3 , NO 2 and SO 2 , we analyzed average seasonal and monthly concentrations, the diurnal variation of species concentrations and the probability distributions of hourly values. For sulfate aerosols, no diurnal variation was evaluated, as hourly measurements for the selected period (2005) are very limited and, in case of carbonaceous aerosols, monthly values are compared to measurements. Furthermore, selected statistical mea sures were evaluated for hourly, daily, daily maxima and/or monthly species concentrations: the correlation coefficient (r), root mean square error (RMSE), normalized mean square error (NMSE), the ratio of standard deviations (σ r , calculated as σ observed divided by σ model ) and fractional bias (FB) (as defined by Borrego et al. 2008) . These metrics were statistically identified as the most important in assessing air-quality model accuracy.
The . For carbonaceous aerosols, the monthly data from the BC/OC measurement campaign In order to identify differences in model accuracy in different parts of the domain, we split the stations into 3 groups representing 3 regions. The western region (Region 1) encompasses stations west of 12°E longitude and north of 45°N latitude. East of 12°E longitude (but north of 45°N latitude) was defined as the eastern region (Region 2), and the rest of the domain (and stations; south of 45°N) belongs to the southern region (Region 3). This division was applied for ozone and NO 2 ; the basic motivation was to show the influence of geographical latitude, and therefore the average temperature and solar radiation, on model accuracy. Further, the influence of the constant boundary conditions imposed (when e.g. strong zonal winds occur) is believed to be identifiable if we evaluate the model separately for western and eastern stations (Region 1 vs. Region 2). For SO 2 , the division considered the western countries with generally low SO 2 pollution (Region 1) and the eastern ones (Region 2) as still having high concentrations of this pol lutant. The dividing longitude was again 12°E. For SO 4 −2 and BC/OC, a limited number of stations was available; therefore, we did not apply any spatial division.
Finally, we carried out the validation, not only for the whole year, but for individual seasons as well; these are denoted DJF (December, January, February), MAM (March, April, May), JJA (June, July, August) and SON (September, October, November). Different photochemical regimes govern different parts of the year, as well as the circulation patterns. The performance of our modeling system may, thus, be different in each season.
For validation, we used results from the simulation EXPall (Simulation 4, see Table 1 ) are shown. The columns (from left) correspond to winter, spring, summer and autumn. The horizontal axes correspond to observations, the vertical, to model results. Each point, representing a station, is colored according to the region to which it belongs. In winter, western stations show the best agreement (i.e. the modeled seasonal averages are closer to the measured ones); however, at southern stations (Region 3), ozone is overpredicted by the model, and, over the eastern part of the domain, seasonal averages are underpre-dicted. In spring, the model generally underpredicts measurements over most of Region 3. In summer, the underprediction is even larger and applies to each region. During autumn, the model tends to predict higher seasonal values than the measurements for all regions.
The monthly values for ozone averaged over all stations ( Fig ). In winter, the model simulates higher or lower values depending on the region: in December, overprediction occurs mainly over the southern region, while, in January and February, monthly ozone is modeled lower by 20 µg m −3 over the western and eastern regions. , for spring and summer, respectively. This underprediction corresponds to the spring and summer plots for ozone shown in Fig. 1 . , on average; the same overestimation was seen in the seasonal scatter plots and monthly variation plots as well (in Figs. 1 & 2, respectively) .
In order to analyze the model's ability to capture measured extremes and, in general, the probability of occurrence of certain values, we plotted the measured and modeled probability distributions for ozone in Fig in winter and 50 µg m −3 in summer), that is more affected by the constant boundary values which are subjected to western advection into the domain.
We evaluated the statistical measures mentioned earlier (taken from Borrego et al. 2008 ) for hourly, daily and daily maximum ozone concentrations for each season and region for every observation− model pair in the corresponding temporal and spatial Table 2 . On an hourly basis, our model achieves annual correlations of up to 0.57, 0.44 and 0.53 for Regions 1, 2 and 3, respectively. The highest correlations are detected during summer and autumn (0.4 to 0.6); these are lower in winter (0.16 to 0.32). Correlation coefficients are highest over Region 1 in every season. Similar values are noted for the correlation of daily averages, with 0.6, 0.45 and 0.55 for annual data for the 3 regions, with the highest (the lowest) values in summer (winter). Finally, the daily maximum ozone concentration is modeled with the highest annual correlations (0.72, 0.60 and 0.68 for Regions 1, 2 and 3, respectively). In summer and autumn, correlations are around 0.6; in winter, they are substantially weaker (as low as 0.13 for Region 3).
The RMSE values for hourly, daily, or daily maxima ozone lie around 20 to 30 μg m −3 and are the lowest in Region 1. The highest values are achieved in spring and summer, especially for the daily maxima. In the case of NMSE, the opposite holds true, the lowest values are achieved in these seasons, due to high absolute values. NMSE is lower for daily maxima in summer (10 to 11%), and the highest values are found in the hourly data in winter (around 50%), when the absolute values are low.
The ratio of standard deviations (σ r ) indicates that the model underpredicts the observed variability of near-surface ozone, especially in the hourly and daily maximum data, with σ r often exceeding 1.5. The largest values are modeled for the southern stations (Region 3) and in summer (up to 1.8−1.9). For the daily maxima in summer, the underprediction of variability is the most serious, exceeding 2.0 for Region 3.
The FB reveals model underestimation of observed ozone values, which are highest in spring (−20 to −30%). Only in autumn, does the model tend to overpredict measurements, resulting in a FB of around 14−26% for hourly data. The numbers further indicate that Region 2 (eastern region) has FB values furthest from the perfect value of zero, except in autumn.
Nitrogen dioxide
In Fig. 1 (Fig. 2 , middle row) confirm that the model underpredicts measured data by up to 5 µg m −3 and 2 to 3 µg m −3 over Regions 1 and 2, respectively, except in December and January. Over the southern part of the domain (Region 3), the discrepancy between the modeled and observed monthly means is the greatest: the model predicts lower (by 10 to 15 µg m −3 ) concentrations throughout the year.
The average diurnal variations in NO 2 for individual seasons are plotted in Fig. 3 (middle row) , where the errors bars again represent the standard deviation of the average over the stations. The main feature of the measured diurnal variation is the first maximum in the morning hours, attributable to increased NOx emissions from transportation, an early afternoon minimum, probably connected to lower emissions and increased destruction of NO 2 by photolysis. The second maximum of NO 2 in the early evening occurs when traffic emissions start to increase for the second time and when ozone production stops and NO 2 is produced from the reaction between nitrogen monoxide and ozone while not being destroyed by solar radiation. The model succeeds in capturing both maxima and the afternoon minimum, but predicts lower concentrations, especially in the morning hours, of up to 5 to 10 µg m −3 in spring and summer. With regards to the evening NO 2 maximum, however, the model produces results closer to the measured values.
The measured and modeled probability distributions for NO 2 are plotted in Fig. 4 (middle row) for winter, spring, summer and autumn (from left). The vertical axis denotes the fraction of the measured/ simulated values in the interval (x − 1 µg m
) in percent. The winter distribution confirms that the model overestimates NO 2 concentrations in Regions 1 and 2, as also seen in the monthly variation plots (Fig. 2, second row) , with a modus of between 10 and 15 µg m Fig. 2 ) and, to a lesser extent, also for Region 2.
The same statistical measures are evaluated for NO 2 as for ozone, with the exception of daily maximum NO 2 values. The results are summarized in Table 2 . Correlations are rather low, compared to those for ozone. For annual hourly data, r = 0.39 for all regions. Highest correlations are achieved in autumn, 0.36, 0.42 and 0.4 for Regions 1, 2 and 3, respectively. Even higher correlations are obtained from daily values: on an annual basis 0.44, 0.46 and 0.46, for the 3 regions, and, again, autumn is modeled with the best accuracy, with correlations of 0.4, 0.5 and 0.46. RMSE values lie between 5 and 26 µg m −3 and are lowest over the eastern region for both hourly and daily values. On the other hand, RMSE is higher over the southern region, reflecting the large bias seen in monthly values (Fig. 3) . The lowest RMSE is modeled in summer, when the smallest differences are identified in monthly values as well. For the NMSE, it is again Region 3 where the model is less accurate. Furthermore, higher values are achieved in summer, in contrast to the RMSE. This is due, however, to the low absolute values of NO 2 in summer.
The ratios of standard deviations (σ r ) are usually >1.0, showing underprediction of observed variability by the model. Only in summer over Region 2, does the model slightly overpredict the standard deviation (0.96). Again, Region 3 shows the highest values of σ r (often exceeding 2.5, especially for daily averages), while, in Region 2, the model performs with higher accuracy (1.0 to 1.3).
FB values are in line with the negative model bias seen in Fig. 2 and are around −20%, and less in the case of Regions 1 and 2. In Region 3, underprediction is even more profound (with a FB of around −80%). Only in winter over the northern regions (Regions 1 and 2) does the model simulate higher NO 2 levels, leading to FB values of 10−20%.
4.1.3. Sulfur dioxide Fig. 1 (lower row) shows the scatter plots for average seasonal concentrations of SO 2 (in µg m −3 ). In The average diurnal variations in SO 2 concentrations for indi vidual seasons are plotted in Fig. 3 (lower row). The average ob served diurnal variation in SO 2 is characterized by a maximum at around 10:00 to 12:00 h local time, identifiable in every season. This is probably connected with the accumulation of SO 2 from increasing emissions during the morning hours and before the elevated mixing in the afternoon hours that offsets this accu mulation. The modeled temporal profile shows a different picture. In winter, during the morning hours, SO 2 concentrations increase, overpredicting the measured values substantially (by 100%). These elevated levels persist during the rest of the day, leading to the overall overprediction of winter SO 2 shown in Fig. 2 (lower row) . During spring, our model captures the late morning maximum seen in the measured data; however, it also predicts elevated SO 2 by onset of evening. In summer, the model fails to reproduce the maximum and gives elevated SO 2 only for evening hours, and, in general, predicts lower values, as also seen in Fig.  2 (lower row) . Finally, in autumn, the model overpredicts measurements, reproducing the late morning maximum as just a local one and, again, giving highest concentrations during evening. ), corresponding to the overprediction seen in monthly values, as well as the diurnal variation (Figs. 2 & 3, lower rows) . Better agreement is achieved in spring and summer, but, in summer, the model predicts low values more often than those measured, leading to the underprediction seen in monthly plots.
For hourly and daily sulfur dioxide, we evaluated the statistical metrics used for ozone and NO 2 . Results are summarized in Table 2 . The modeled hourly and daily SO 2 data show almost no or only weak correlation with the measurements. Highest values are achieved for Region 2 (the region with high SO 2 pollution) for winter, spring and on an annual basis (r = 0.43 in all cases). In general, it is Region 2 where the correlation coefficient has the highest values. For the RMSE, a higher model error is encountered again for Region 2 and in winter (>10 µg m
−3
). In contrast, a smaller RMSE is achieved in summer (~5 µg m −3 ), reflecting the annual variation in SO 2 pollution. Due to lower absolute values, however, NMSE is highest in summer and over Region 1 (with low SO 2 pollution). On an annual basis, our model underpredicts the measured variability over Region 1, mostly during summer with an σ r of almost 4 and 3 for hourly and daily data, respectively. Over Region 2, the summer overprediction is lower, and, except in summer and spring, the model tends to overpredict the measured variability (σ r = 0.7 to 0.8). Finally, the FB values confirm the model bias seen in the monthly plots (Fig. 2) . FB is negative in summer (−60%) when the model underpredicts measurements and highest in winter and autumn (reaching 56%). Spring time seems to be modeled with minimal bias.
4.1.4. Sulfate aerosol A summary of the values of the statistical metrics for average monthly sulfate aerosols can be found in Table 3 . Our model achieved relatively high correlations with the measured monthly values for summer and winter (0.75 and 0.63), and the lowest value is for autumn (0.44). In summer, the model performs most accurately according to the RMSE as well, with the lowest value in this month (0.34). Although lower values of SO 4 −2 occur in summer, the NMSE remains the smallest in summer as well. The ratio of the standard deviation suggests that the model overpredicts the measured variability, mostly in autumn (σ r = 0.72). The overprediction of winter and autumn sulfate aerosols is confirmed by the FB values as well (63 and 61%, respectively). On the other hand, in summer, the model gives lower values, on average, than those measured.
Carbonaceous aerosol
The scatter plot of modeled and measured seasonal averages is presented in Fig. 6 . We did not evaluate the metrics as in the case of the previous species, but the main model deficiency is evident from these scatter plots. For black carbon (left panel), the highest values are modeled in winter, and the lowest, in summer, ranging up to 1.5 µg m . In every season, the model clearly underestimates the measured values, approximately by a factor of 2; however, there are a few stations for which the model predicts the measured seasonal value well (e.g. Virolahti, Finland; Kollumerwaard, Netherlands).
Flagrant underestimation occurs, however, in the case of organic carbon (Fig. 6, right panel) ) appearing in Fig. 1 is smaller than the range seen in Fig. 7 due to the fact that the available stations did not cover the regions with high SO 2 pollution.
The modeled concentrations of sulfate aerosol (second column) are higher in winter (reaching 3 to 3.5 µg m −3 over eastern Europe) than in summer (up to 2.5 µg m −3
), reflecting higher precursor emissions, but the summer values are not substantially lower (as was the case for SO 2 ), reflecting increased SO 4 −2 production from SO 2 due to higher temperatures (Qian et al. 2001) .
The levels of black carbon (third column) reach 3 to 4 µg m −3 and 1 µg m −3 in winter and summer, respectively, and are higher than 0.5 (0.2) µg m −3 over much of Europe in winter (summer). The modeled organic carbon is higher by approximately a factor of 2, but the highest values are of similar magnitude as in the case of BC (4 µg m
−3
). For both aerosols, summer levels are lower, again due to lower emissions and stronger mixing.
Validation of the modeled temperature
One of the main goals of coupling the chemistry model to an existing climate model is to improve the accuracy of the climate model by accounting for the actual radiative feedback of the gases and aerosols present in the modeled air. Therefore, in this section, we did not focus our evaluation on the justification of our modeling system, but rather tried to prove that, by introducing coupled ozone and aerosols into the RegCM, the model more accurately reproduces the state of the atmosphere. For comparing model results with measurements, we used daily averaged 2 m temperatures from 33 stations all over Europe, obtained from the European Climate Assessment & Dataset (ECA&D) project (http://eca.knmi.nl/).
We selected 4 statistical measures that reflect model−observation agreement according to Section 4.1. First, we evaluated the model correlation (r) with observations. To compare the variability of measurements and model results, we used the ratio of the standard deviations σ m (model per observation). For model error assessment, we selected the RMSE. Model bias is expressed in terms of FB.
We evaluated these measures for 2 m temperature from each of the 6 experiments (Table 1) separately for every season and summarized the results in Table 4 . Knowing very little of the nature of the distribution of the statistical quantities we examined, we applied a simple non-parametric sign test (e.g. Mendenhall et al. 1989) .
The achieved correlations are in the range of 0.69 to 0.88. Models correlate less with observations in summer (0.69 to 0.72) and winter (0.71 to 0.75). Higher r-values are achieved in spring (0.87 to 0.88) and autumn (0.83 to 0.86), which can be contributed to the stronger influence of the annual cycle in these seasons. Considering σ m values, models usually underestimate the measured variability. The best result is obtained in summer when σ m values are closest to 1.0 (0.97 to 1.02), the value of a perfect model. The largest underestimation occurs in winter, with values between 0.73 and 0.77. The RMSE is highest in spring and summer (4 to 4.5°C), but is > 3°C in other seasons as well. Finally, the FB indicates that the models provide slightly colder values in each run than the measurements; the coldest FB values are in spring and summer at around −1% (note that FB was evaluated in Kelvin; thus, 1% change stands for 2 to 3°C).
In terms of correlation, when the radiative effects of interactively coupled ozone and aerosols were considered, the accuracy of the model increased in each season, except in autumn. However, the in crease is statistically significant only for the EXPozone experiments (i.e. when the default climatological ozone profile is replaced by coupled ozone dis tribution), in winter for EXPaer, EXPint and EXPint_aer, and for EXPint_aer in spring and summer, as well as for EXPall in spring.
Statistically significant improvement of the ratio of standard deviations has been achieved only for sum- 
METEOROLOGICAL EFFECT OF INTER -ACTIVELY COUPLED OZONE AND AEROSOLS
This section presents the first results regarding the effect of the 2-way coupled ozone and/or aerosols in RegCMCAMx on temperature and the quantities related to radiation. In order to examine the robustness of the results, we evaluated the effects achieved by the default RegCMaero model as well (in the case of coupled aerosols).
Coupled ozone
The surface temperature response in winter and summer after introducing coupled ozone into the RegCM is evaluated here, as the difference between EXPozone and NOCPL experiments. Radiative feedbacks of aerosols are not considered. In Fig. 8 , winter (upper row) and summer (lower row) average ozone differences between internal and modeled ozone fields at 3 model levels are presented. Although Dütsch (1978) provides ozone vertical profiles for each month, RegCM uses an annually averaged profile. Looking at the differences at the lowest model levels (Fig. 8, first and second columns), it is clear that the simulated ozone concentrations are higher over the sea by up to 20 ppbv (parts per billion by volume) and much lower (by 15−20 ppbv) over particular regions of the continent. At higher model levels (above the 5th level), CAMx ozone values become larger than the internal RegCM profile over almost the entire domain (Fig. 8, third column) .
The different ozone distribution introduced by the coupling will result in modified long-wave radiative balance calculated by the RegCM radiation code. Consequently, the temperature is expected to vary as well. Indeed, Fig. 9 , illustrating the average 2 m temperature response in winter (left panel) and summer (right panel), shows that the average temperature difference spans the interval from −1.5 to +1.5°C in both seasons. In winter, higher temperatures are modeled with the coupling at the southeastern and eastern part of the domain affecting the Balkans, western Turkey, eastern Europe and Russia. In summer, central and western Europe encounter temperature increases exceeding 1°C over large regions. Temperature decreases are seen mainly during summer over western Russia, reaching −1.5°C.
Coupled aerosols
In further simulations, we included the radiative feedbacks of aerosols as well. In experiment EXPall, both ozone and aerosols are coupled with 2-way interaction, but the meteorological response is rather similar to the case when only aerosols are 2-way Fig. 10 . As expected, aerosols reflect and/or absorb solar radiation, resulting in negative surface RF. In absolute values, RF is higher in summer (right column) due to more intense radiation (as low as −12 W m −2 in RegCMCAMx and −15 W m −2 in RegCMaero). In winter, RF is ≥ −7 W m −2 in both models (simulations). The values from the new coupling are somewhat smaller compared to the default aerosol option in RegCM. Differences in the spatial pattern are modeled as well: while for EXPaer the maximum RF in summer is located over Germany, in EXPint it appears over Poland and eastern Europe.
According to Fig. 11 , the change of 2 m temperature due to aerosol RF (seen in Fig. 10 ) lies in the interval between −1.5 and +1.5°C, similar to the coupled ozone. The simulated effect is very similar between the 2 models and resembles a dipole pattern. In winter (left column), decrease in temperature is modeled in southern Europe, and a smaller de crease, in the northeastern part of the continent. The opposite occurs in summer (right column), when a temperature increase is modeled over a large part of southern Europe, more pronounced (+ 0.6 to +1.5°C) in EXPaer. Over western Russia, temperature de creases in both models (often by 0.4°C and more).
To obtain a picture of the aerosolinduced changes in the middle troposphere, we plotted temperature changes at the 850 and 500 hPa isobaric levels. The differences in temperature at 850 hPa between the 2 simulations shown in Fig.  12 are of smaller magnitude (from −0.8 to + 0.8°C), but the spatial pattern is similar to that simulated at 2 m, preserving the dipole character of the changes for both models. The tem perature changes are, however, smaller at 500 hPa, spanning from −0.5 to + 0.5°C. The dipole-like pattern is recognized only in summer, but the warming is pushed in the RegCMaero (simulation EXPint) model westwards over western Europe. It is expected that through their direct ability to perturb the atmosphere radiative balance, and thus temperature, aerosols can further indirectly modify overall atmospheric circulation, cloud formation and precipitation. Here, we present the modeled changes in circulation patterns in terms of wind speed and direction.
To evaluate the aerosol-induced changes in atmospheric circulation, we first plotted the average winter and summer wind speed and direction at the isobaric levels 500 and 300 hPa (Fig. 13) . The circulation pattern in winter (left column) is characterized by westerly and northwesterly winds. The simulated subtropical jet stream lies over northern Africa and has a magnitude of up to 25 and 44 m s −1 at 500 and 300 hPa, respectively. In summer, the jet stream is shifted northward. One branch starts over France and ends over the southern Balkan (jet exit), reaching wind speeds of up to 13 and 17 m s −1 at 500 and 300 hPa, respectively. The second branch occurs over Asia Minor and the Caucasus and is stronger, with wind speeds of up to 15 and 25 m s −1 at 500 and 300 hPa, respectively.
The above-presented circulation patterns change when introducing the anthropogenic aerosol's direct radiative feedbacks in both RegCMCAMx and RegCMaero models (experiments EXPaer and EXPint). First, we analyzed the aerosol-induced changes in the zonal winds in the middle and upper troposphere. At 500 hPa (Fig. 14) , the zonal wind changes range from −1.5 to +1.5 m s −1 and the models perform very similarly. Smaller changes occur in winter, with a decrease in the prevailing wind (by 0.2 to 0.6 m s ) over the Baltic. The spatial variability in wind changes, however, is very large. A more pronounced effect is calculated in both models during summer (Fig. 14) , with a clearly detectable tripole pattern encompassing a weakening of the zonal wind over the Mediterranean Sea (from −0.2 to −0.8 m s Looking at the zonal wind changes at 300 hPa (Fig. 14) , a similar change can be seen compared to the 500 hPa level. The winter changes do not provide a clear picture, with scattered areas of wind decrease and increase and generally very small changes compared to the absolute magnitude of winds. In summer, the clear tripole pattern persists in terms of location and the peak magnitude of changes is around 2 m s −1 . The meridional wind change pattern at 500 hPa (Fig. 15) shows a clearer signal in summer (right column) in both models. It is characterized by 3 distinct areas. An intensification of meridional flow (see Fig. 13 ) occurs east of 30°E longitude of up to 1.5 m s ; however, recalling the absolute wind speed values (Fig. 13) , this means a larger north−south wind component in this area. Finally, west of the 10°E longitude, an increase is modeled (of up to 0.8 m s ) that represents, in fact, a decrease in the northern component of the winds (see Fig. 13 ). This third area is, however, clearly detectable only in the experiment EXPaer. The winter change pattern is spatially more complex, and its magnitude is smaller as well. In EXPaer, the tripole-like pattern from summer is visible, but, in EXPint, it is far from being clear. 6. DISCUSSION
Model performance evaluation
The resulting correlations for ozone are highest in summer, indicating that our CTM performs better in warm conditions when photochemistry is more intensive. Other evaluation studies recently came to the same conclusion (Katragkou et al. 2010 , Zanis et al. 2011 ). This also holds true for the values of RMSE, NMSE and FB, for which our model is most successful in summer. However, due to its inability to accurately predict peak summer ozone levels, our model fails to reproduce the measured variability in summer (seen on the diurnal plots; Fig. 3) , especially over the southern region where the diurnal ozone amplitude is much larger. Zanis et al. (2011) evaluated ozone from a 10 yr long simulation using the offline version of our model at the same resolution and physical parameteriza- ) and direction for the NOCPL run at 500 hPa (top) and 300 hPa (bottom) levels in winter 2004−2005 (left) and summer 2005 (right) tions as in our study. He achieved higher correlations (often exceeding 0.7). One of the reasons could lie in the duration of the data for comparison. In a 10 yr long timeframe, the annual and mainly diurnal variation of the species concentrations that the model is able to reproduce can contribute to the overall correlation in a significant way (Hogrefe et al. 2001 ).
In our simulation, time-invariant and spatially constant boundary conditions were imposed (40 ppbv for ozone). As showed by Katragkou et al. (2010) , this can greatly influence the final ozone levels over the entire domain (they used a domain of similar size and the same resolution). The simulated differences in monthly variations (Fig. 2) could be caused by this artificial constraint at the boundaries. The strong constraining effect of constant boundary conditions is evident from the underestimation of standard deviation (especially over southern region) and also from the probability distributions (Fig. 4) , which have a narrow and similar shape in every season.
In the case of NO 2 , the correlations achieved are small or there is no correlation at all. Species concen- ) change at 500 hPa as EXPaer−NOCPL (top) and EXPint−NOCPL (bottom) in winter (left) and summer (right) trations are greatly influenced by the driving meteorology that is a result of an annual climate model run. This cannot accurately reproduce the hour-to-hour or day-to-day weather features; however, it is expected that it maintains model climate close to reality in terms of averaged quantities and the ability to capture extremes (Halenka et al. 2006) . Consequently, it is very difficult to achieve a higher degree of agreement -especially in the case of precursor species that are modeled with larger uncertainties -and differences between chemistry mechanism in predicting precursors are large, while in ozone prediction they provide very similar results (Kuhn et al. 1998) .
One characteristic feature was the underestimation of NO 2 in every season except winter and over every region, but particularly over the southern stations. This problem has been identified in other models as well (Sarwar et al. 2008) . It can be caused by overall underestimation of NOx emissions in the emission inventory used, and also by suppressed NO to NO 2 conversion due to the volatile organic compounds that were identified in the CB-IV mechanism by Zaveri & Peters (1999) . These authors found that CB-IV underestimated NO 2 due to inadequate treatment of organic nitrates and alkyl peroxy radicals; this was improved in the updated version of this mechanism (Sarwar et al. 2008) . Further, this underestimation occurs mainly during night and mor ning. A conclusion of many studies was that chemistry in air-quality models works more accurately during daylight (Zanis et al. 2011 and references therein) .
Among the southern stations, the underestimation is most evident and is similar to the model underestimation by Baldasano et al. (2011) identified for Spain (where many of our Region 3 stations are located). These authors produced values of around 10 µg m −3 , which they attributed to disregarding lightning and biomass burning NOx emissions sources. This can also explain the underestimation in our case, as these emissions were not considered in our analysis and are of greater importance under the warmer climate expected at the southern stations.
Our model significantly overestimated SO 2 values in winter, often by a factor of 2 in monthly averages. The most probable explanation for this is the treatment of SO 2 emissions as area sources that are released at the lowest model level. Most SO 2 is emitted from stacks (point sources) above local layers of inversion, with the observation stations located below the inversions. Consequently, more rapid mixing in the model may result in overestimation of SO 2 concentrations at these sites (Yu et al. 2006) . However, reduced deposition can also contribute to this overproduction (Baker & Scheff 2007) . In summer, when the mixing is sufficient to remove the SO 2 from the surface layer, we achieved better agreement with observations in terms of RMSE and NMSE, but, on average, SO 2 is underestimated, possibly indicating too intensive vertical mixing in the model.
Due to the large overestimation of its precursor species, sulfate aerosol is overpredicted in winter and autumn, but the general agreement is much better compared to the seasonally averaged SO 2 values. Further, monthly values show relatively high correlation, reaching 0.7 in summer and 0.63 in winter. Recall that the ozone was simulated more successfully than its precursor counterpart (NO 2 ) as well. The same conclusion, i.e. that precursor species are always simulated with lower accuracy than secondarily formed pollutants, was arrived at by Baker & Scheff (2007) , who used CAMx with the same chemistry mechanism and aerosol module (ISORROPIA) as we did.
Carbonaceous particles were underpredicted by our model: BC often by a factor of 2, less in winter and autumn, similarly Schaap et al. (2004b) presented similar underprediction, while our absolute predicted values are similar to theirs. As we applied the validation over rural sites only, this is not likely caused by local sources, rather it is probably connected with the coating processes of BC that involve considerable uncertainties. The timescale at which BC becomes hydrophilic determines its duration in the atmosphere regarding wet deposition.
Even more striking, underproduction was achieved in the case of OC. This may have 2 reasons. Mechanisms that lead to OC formation, including gas-toparticle partitioning, are very uncertain and include a large number of tunable parameters leading to great uncertainty in the results (Simpson et al. 2007) . Secondly, the measurements by Yttri et al. (2007) were affected by biomass burning (which occurred in August 2002 in Russia, Belarus, the Ukraine and the Baltic states) that our model did not account for, since we simulated the year 2005. Therefore, the evaluation of OC could be misleading, and our model could perform with better accuracy if biomass burning emissions were included.
Comparing surface spatial distributions of SO 2 and aerosols with previous studies, the spatial pattern is captured reasonably well, but the magnitude of the concentrations is higher here due to the deficiencies in SO 2 emission treatment. Huszar et al. (2011) calculated similar values due to the same emission treatment; however, Barbu et al. (2009) benefited from considering large SO 2 point sources as elevated ones, and obtained much lower concentrations of SO 2 that were closer to measurements than the values in our simulations. The simulated SO 4 −2 in their study fits well with our results. Although obtaining higher values due to the earlier emission year used (1995), Schaap et al. (2004a) ). Regarding OC, RegCMCAMx provides concentrations smaller than the values by e.g. Simpson et al. (2007) ; however, they considered biomass burning emissions. For present day conditions the above authors modeled OC concentrations often exceeding 1.5 µg m −3 over large parts of Europe. In our simulation, OC concentrations were usually between 0.5 and 1 µg m −3 and were higher only in some isolated areas, particularly over Paris and Moscow where they reach 4 µg m −3 . Comparing measured 2 m temperature with modeled values showed that a better model−observation match is achieved when ozone and aerosols are coupled with 2-way interactions. The increase in correlation indicates that in order to improve the model's performance, we have to ac count for the radiative effects of short-term agents like ozone and aerosols. A prescribed climatic profile may not suffice. However, the improvement in certain metrics is not always statistically significant. Overall, the bold numbers in Table 4 indicate that evident improvement was achieved when ozone was coupled interactively. Coupling aerosols interactiv ely using the new model improved model accuracy significantly only in winter and spring. In general, the picture is not unequivocal and one cannot clearly conclude that interactive coupling of anthropogenic aerosols significantly improves the model results in terms of surface temperatures. This is probably caused by the model deficiencies identified in the validation, especially the pronounced underprediction of carbonaceous aerosols.
Meteorological effect of interactively coupled ozone/aerosols
The effect of coupled ozone and aerosols with radiative feedbacks on seasonal 2 m temperature was in the range of −1.5 and +1.5°C in our simulations. At higher isobaric levels, this interval was −0.8 to + 0.8°C, and at 500 hPa it decreased to between −0.5 and + 0.5°C. Zanis (2009) found similar differences for summer. The net infrared downward radiative flux difference follows the interactive ozoneinduced temperature changes only partly. The calculated surface aerosol radiative forcings are similar in the 2 models in terms of magnitude. Taking the winter−summer average, we are in the interval (−3 to −12 W m −2 ) that was previously estimated for Europe by integrating satellite and ground level measurements with global models (Chung et al. 2005) . As the modeled concentrations were very similar between RegCMCAMx and RegCMaero in our simulations, the differences in the placement of the RF maxima between the 2 models and, in general, the lower values in RegCMaero are probably connected to the different coupling periods for updating the aerosol concentrations in the radiation code. While in RegCMaero updating is done online (i.e. at every model time step), in RegCMCAMx it is performed every 6 h. Déandreis et al. (2011) recently found that the coupling of the radiative model with the aerosol model can have a large impact on both direct and indirect effects, as well as the spatial pattern of the corresponding RF.
The fact that these negative forcings and radiative flux changes did not clearly follow the temperature changes over the corresponding regions indicates that the processes that interconnect aerosol/ozone radiative forcing and atmospheric temperature are more complex than expected and their introduction perturbs overall atmospheric dynamics. We are convinced that, in order to calculate clearer forcing signals, longer simulations are required. In similar regional modeling studies that successfully attempted to capture the climate signal of aerosol radiative effects, multi-annual runs were performed .
The aerosol-induced changes in atmospheric circulation are in a good agreement between the 2 models (RegCMCAMx and RegCMaero). The tripole pattern of the zonal wind change in summer encompasses a decrease over the Mediterranean, an increase over central Europe and a decrease over northern Europe. This can be attributed to the additional temperature gradient that was introduced by the decrease of temperatures over northeastern Europe (mainly Russia) and increase over the Balkans and Mediterranean. This gradient may increase baroclinity and cyclogenesis. The zonal wind increase primarily at 500 hPa in the latitudinal belt 40 to 55°N substantiates this. Further, meridional wind increases in eastern Europe due to aerosol; this provides additional evidence for increased cyclonal circulation over Russia, where a large temperature decrease due to aerosols was modeled. In winter, the strengthening of the zonal wind near 60°N and the weakening near 30°N is in line with the findings of Allen & Sherwood (2010) , although they also considered natural aerosol.
In Zanis (2009) , the summer temperature change pattern was the opposite of that we found. He modeled a decrease over southern Europe and an increase over the northeastern part of the continent. Furthermore, he found that zonal wind increases over the Mediterranean and decreases over central Europe, i.e. a substantially different change than in our simulations. He attributed the changes to the southward shift of the subtropical jet stream. Indeed, some studies claim that introducing aerosol in climate models offsets the reduction of atmosphere baroclinity due to the positive radiative forcing of greenhouse gases. Greenhouse gases cause a northward shift in the jet stream (IPCC 2007) , which is compensated for by the introduction of aerosol cooling, as claimed by e.g. Fischer-Bruns et al. (2009) .
Our study did not confirm any southward shift of the jet stream. This is a long-term signal that is connected with global circulation and the modification of the Hadley cell (Allen & Sherwood 2010) . In each simulation, the same boundary conditions were introduced. The aerosol-induced perturbation in the model atmosphere may have been suppressed by this constraint; thus, a long-term signal could not evolve. Further, the different results we obtained for summer compared to those obtained by Zanis (2009) were not caused by inter-model variability; there was good agreement between the models we used, and Zanis (2009) employed the same version of RegCM with the internal aerosol module corresponding to our EXPint run. The deviation is more likely connected to the overall differences in climatic conditions between summer 2000 and 2005 (Shein 2006).
SUMMARY AND CONCLUSIONS
The present study aimed to contribute to the available regionally coupled climate−chemistry models by establishing an interactive coupling between the regional climate model RegCM and the state-of-theart chemistry transport model CAMx. Our main challenge was to extend the simple aerosol processes included in the default aerosol scheme in RegCM into the full gaseous and heterogeneous chemistry that is offered by CAMx, and thus improve the model's performance.
The validation of simulated species concentrations showed that the model simulates secondary species at a better accuracy than their precursors. We showed that our model reasonably reproduces nearsurface ozone, especially in the diurnal variation. The best performance was achieved in summer.
The model systematically underpredicts nitrogen dioxides, especially over southern Europe. This has been attributed to suppressed NO-to-NO 2 conversion in the chemical scheme used, as well as a disregard of natural and biomass burning sources identified by other authors. Our model, on the other hand, largely overpredicted sulfur dioxide concentrations, especially during winter, while in the summer better agreement was achieved, with a slight underprediction. The former has been connected with the improper treatment of SO 2 emissions, which are considered as surface-area emissions. In reality, SO 2 is emitted by large point sources (chimneys), often above the inversion layers, leading to accumulation of SO 2 over the surface.
Due to overprediction of SO 2 , more sulfate aerosol is produced than measured. However, the overprediction is not as substantial as in the case of its precursor, and our model performs reasonably well with respect to the monthly averages.
Finally, underprediction of BC and especially OC occurs systematically in our model. This is partly caused by not taking biomass burning into account. In the case of BC, ageing mechanisms that lead to a coating effect and more efficient deposition represent another factor which may cause rapid removal. The underprediction of OC is a common problem in models and is based on the complicated and yet not well-understood mechanisms that lead to airborne organic matter formation.
We further showed that surface temperature is modeled more accurately when the climate model is interactively coupled to the chemistry model. Statistically significant improvement was however achieved only in case of coupled ozone. Coupling aerosols did not bring a distinct improvement. This is in accordance with our validation, which showed good model performance in modeling ozone, but less accuracy or even significant deficiency in case of sulfate and carbonaceous aerosols.
Our coupled simulations showed that seasonal temperature changes due to ozone/aerosol feedbacks can reach 1.5°C in an absolute sense. Large variation also occurred in wind speeds, both zonal and meridional. However, we need to emphasize again that a year-long simulation is too short to draw general conclusions about the climate signal caused by the aerosols. Each year contains specific climatic anomalies that may influence the results. The differences in the aerosol-induced temperature and wind changes between the simulations of Zanis (2009) and in the present study are likely to be caused by this intra-annual variability. Therefore, the next step that needs to be carried out would include multi-annual simulations with the couple presented in this study. The evaluation has to be done for a multi-annual simulation as well, to evaluate whether model accuracy and improvement after introducing inter actively coupled ozone and/or aerosols is robust and occurs on a year-to-year basis.
During the validation, 4 main limitations were identified that have to be addressed in model development. Realistic boundary conditions, e.g. based on a global chemistry model, have to be imposed instead of constant background values. Instead of CB-IV, its newer version, CB-V, should be used as it better represents O 3 -VOC-NOx chemistry. Elevated point-source emissions have to be introduced for large SO 2 emission sources, instead of area emission. Finally, emissions from biomass burning and lightning NOx, which are now widely available, need to be considered as well.
Further, there are several additional issues that we need to consider to improve the coupling system. First of all, considerable limitation arises from the long coupling intervals, i.e. 1 h for the driving meteorology and 6 h for updating the species in the radiation code (Déandreis et al. 2011 ). In the future, the 6 h update time should be reduced to 1 or at least 3 h; the 1 h update time for meteorology is reasonable (Grell & Baklanov 2011) . Further development of the coupling has to include additional aerosols to be calculated by CAMx. Among others, these could be nitrate aerosols which are becoming increasingly important with the decline of sulfate and ammonium aerosols at the same time, as claimed by Bauer et al. (2007) . Finally, the simulation should also consider dust and sea salt, as numerous studies have claimed their radiative importance for regional climate conditions (e.g. Konare et al. 2008 . 
