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Abstrakt
Dokument se zaměřuje především na technologie webových služeb a jejich testování pomocí
metod pro injekci poruch. Práce se z části zaobírá i servisně orientovanou architekturou,
jakožto používaným standardem pro implementaci webových služeb, a také testováním
softwaru obecně. Praktická část projektu zahrnuje návrh a realizaci nástroje, který podle
zadaných kritérií dokáže testovat nejpoužívanější typy webových služeb. Pro demonstraci
jeho funkčnosti byly ve výsledku provedeny testy několika ukázkových a veřejně dostupných
webových služeb.
Abstract
This document is especially aimed at web services technologies and testing them using fault
injection methods. The work deals with Service-Oriented Architecture, used as a standard
for web service implementation, and with software testing in general. Practical part of the
project includes the design and realization of a tool, which is able to test the most common
types of web services according to setup criteria. To demonstrate its functionality, some of
the sample and public web services were tested.
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Kapitola 1
Úvod
S příchodem internetu a World Wide Web technologií se lidem otevřelo mnoho možností
jak získávat, zveřejňovat a zpracovávat informace téměř odkudkoliv na světě. Zmíněné
technologie se postupem času stávaly čím dál složitějšími, přičemž byl kladen stále větší
důraz na jejich spolehlivost a interoperabilitu. Vzhledem k těmto rostoucím požadavkům
bylo nutné vyvíjet techniky a standardy, které budou zaručovat jejich kvalitu a bezpečnost.
Následující kapitoly se snaží detailněji představit dvě na první pohled různorodé pro-
blematiky. První z nich jsou webové služby, které se v současné době těší značné popularitě
mezi svými uživateli a jimž je přisuzován do budoucna velký potenciál. Druhou popisovanou
problematikou jsou metody pro injekci poruch, které jsou součástí výzkumu mnoha institucí
a univerzit, jež přináší novou koncepci pro testování softwaru. Injekce poruch neboli vklá-
dání chyb přímo do programového kódu či komunikačního protokolu přináší nový způsob
uvažování v souvislosti s validací složitějších systémů, které bylo dříve považováno za nad-
standard v oblasti testování, avšak nyní se ukazuje, že pro zaručení vyšší míry robustnosti
vyvíjeného softwaru se stává jeho nezbytnou součástí.
Tato práce se pokusí čtenáři vysvětlit výhody, které s sebou přináší tato forma testování
a její použitelnost a vhodnost pro ověřování bezchybovosti webových služeb. Pro praktickou
demonstraci zmíněných testovacích technik byl v rámci diplomového projektu realizován
nástroj, jenž dokáže pomocí vkládání poruch na specifická místa infikovat komunikační
protokol a ověřit tak chování webových služeb během vyjímečných a stěží očekávaných
stavů.
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Kapitola 2
Webové služby
Na úvod by bylo vhodné definovat si pojem webové služby. Jedná se o interakci dvou soft-
warových komponent na síti, přičemž jedna poskytuje své služby jiné. Služba je softwarový
prostředek, který by měl být k dispozici širokému spektru aplikací bez ohledu na jejich
platformu nebo účel. Webové služby dělíme do několika skupin, nejčastěji podle stylu užití:
• RPC webové služby
• SOAP webové služby
• REST webové služby
Následující podkapitoly popisují všechny tři zmíněné typy webových služeb, ukazují
celkový náhled na jejich způsob komunikace s okolím a její realizaci pomocí zavedených
protokolů.
2.1 RPC webové služby
Jedná se o množinu distribuovaných funkcí vzdáleně volaných z jiných systémů v síti. Tento
způsob interakce bývá standardně označován jako RPC (Remote Procedure Call). Hlavní
formou komunikace je procedura. První webové služby, které spatřily světlo světa, byly
vytvořeny právě na základech RPC, nicméně nyní bývají často kritizovány za přílišnou
vázanost na konkrétní programovací jazyky a implementační prostředí.
Původní systém vzdáleného volání procedur (RPC) se později začal jevit jako nevhodný
pro řadu webových služeb, zejména kvůli jeho platformní závislosti. Následně vznikaly
tendence realizovat služby tak, aby byly autonomní a nezávislé. K odstranění vazeb na
konkrétní platformu byly zprávy posílané mezi producenty a konzumenty služeb transfor-
movány do podoby XML, přičemž nový styl získal pojmenování XML-RPC.
2.2 SOAP webové služby
Zmíněné XML-RPC služby vynikají svou jednoduchostí, avšak pro mnoho složitějších sys-
témů přestaly splňovat základní požadavky, mezi které patří například dohledatelnost slu-
žby, nízká vazba s okolím nebo zajištění kvality. Mnohé významné společnosti a organizace
zajímající se o technologie webových služeb začaly společně hledat standard, který by nově
vzniklé požadavky splňoval a mohl být univerzálně použit v jakémkoliv systému.
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Důsledkem toho byl vytvořen nový typ webových služeb spadající do konceptu servisně
orientovaných architektur (SOA). Na rozdíl od RPC je zde hlavní jednotkou komunikace
zpráva, která je stejně jako u XML-RPC reprezentována XML dokumentem, který je ovšem
jednoznačně definován a zajišťuje nezávislost na implementačním prostředí. Název typu slu-
žby vychází z použitého komunikačního protokolu SOAP (Simple Object Access Protocol).
Zmíněný systém přeposílání zpráv mezi službami a klienty byl zaveden a je podporován
mnoha firmami a výrobci s nejrůznějším zaměřením. Děje se tomu tak zejména z toho dů-
vodu, že SOA standardy upřednostňují princip existence co nejméně vazeb mezi službami,
což usnadňuje případnou znovupoužitelnost, a protože největší pozornost je věnována ni-
koliv implementačním detailům, nýbrž plněním zadaných byznys cílů v podobě kontraktů.
2.2.1 Co je to servisně orientovaná architektura?
Definice SOA se liší v mnoha směrech v závislosti na tom, zda je interpretována pro soft-
warového architekta, programátora, manažera firmy, atd. Pojem servisní orientace je často
používán místo SOA, ovšem stejně jako u SOA, existuje široké spektrum vysvětlení, oč
vlastně jde. Servisní orientace, jinak řečeno orientace na služby, reprezentuje způsob my-
šlení ohledně služeb v kontextu s byznysem a IT.
Z pohledu vedoucího podnikové informatiky (anglicky Chief Information Officer) SOA
představuje cestu zajišťující snížení ceny životnosti aplikačního portfolia a maximální ná-
vratnost investice v technologické i programové zdroje, což také kromě jiného redukuje
množství času potřebného pro získání řešení daného IT problému.
Naopak z pohledu IT architekta jde o architektonické řešení integrující různé systémy
do jednoho celku, které slibuje lepší znovupoužití komponent a datových zdrojů.
Pro vývojáře SOA znamená programátorský model či paradigma, kde kontrakty a webové
služby tvoří hlavní interoperabilitu vyvíjeného systému. Jsou to právě webové služby, které
se nabízí svému okolí a jejichž prostřednictvím mohou mezi sebou komunikovat společnosti
a jejich zákazníci bez potřeby hlubší znalosti IT systému toho druhého.
Obecně lze tedy říci, že servisně orientovaná architektura představuje architektonický
styl, ve kterém jednotlivé služby zapouzdřují logické celky systému. Logika služby může
zahrnovat logiku jiných služeb a v takovém případě společně tvoří kolektiv služeb.
2.2.2 Konceptuální model SOA
Primární model SOA představuje následující scénář komunikace mezi poskytovatelem slu-
žby a jejím spotřebitelem:
• Poskytovatel služby nabízí své služby okolí, přičemž daná služba je jednoznačně
specifikována popisem.
• Spotřebitel služby hledá konkrétní službu na základě jejího popisu.
Poskytovatel službu implementuje a je zodpovědný za její bezporuchovost. Popis služby
(URI, komunikační rozhraní, protokol) je k dispozici přes tzv. registr služeb, jehož prostřed-
nictvím poskytovatel uveřejňuje nabízené služby. Spotřebitel vyhledá požadovanou službu
v registru a dle získaných informací komunikuje s danou službou na straně poskytovatele.
Zmíněnou interakci popisuje obrázek 2.1.
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Obrázek 2.1: Konceptuální model SOA (převzato z [18])
2.2.3 Struktura a základní vlastnosti SOA
Základním kamenem pro SOA je služba. Z pohledu vývoje softwarového inženýrství se
postupně míra abstrakce zvyšovala. Z objektově orientovaného přístupu se přešlo ke kom-
ponentně založenému modelu a následně až k nynějšímu servisně orientovanému pohledu.
Každý z těchto abstraktních modelů stavěl na výhodách předchozích, přičemž SOA přístup
poskytuje nejvyšší míru abstrakce a vychází z nejpoužívanějších praktik obou předešlých
modelů (viz obr. 2.2).
Podle míry abstrakce také dělíme SOA do jednotlivých vrstev:
• Vrstva komponent - komponentami rozumíme základní stavební bloky realizující
funkčnost služeb a zajištění požadované kvality (QoS). Funkce komponent jsou do-
stupné pouze přes aplikační rozhraní.
• Vrstva služeb - služby za běhu sestavují dohromady funkce komponent a nabízí své
vlastní funkce prostřednictvím popisu služby.
• Vrstva byznys procesů - byznys proces si lze představit jako posloupnost kroků
(provedení několika služeb) respektujících byznys pravidla vedoucích k hmotnému či
nehmotnému zisku.
Služby v servisně orientované architektuře obvykle mívají následující vlastnosti:
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Obrázek 2.2: Úrovně abstrakce (převzato z [12])
• Bezstavovost - služby si neuchovávají stavové informace, což znamená, že si nepama-
tují ani poslední věc, na kterou byly dotazovány, ani jaký další dotaz bude následovat.
Stejně jako například u protokolu HTTP, SOA služby se nachází stále ve stejném stavu
a při totožných dotazech vrací stejné výsledky.
• Dohledatelnost - služba musí být dohledatelná spotřebitelem. Pokud služba není
zveřejněná, nelze pak očekávat, že bude jakkoliv užitečná a sama o sobě postrádá
smysl. Služby jsou publikovány jejich poskytovateli přes SOA registr, pomocí kterého
jsou objevovány a volány konzumenty.
• Kompozice - služby je možno skládat do větších funkčních celků. Jedna služba může
být složena z několika jiných.
• Znovupoužitelnost - službu lze použít v různých kontextech. Měla by být navržena
tak, aby byla jednoduše použitelná pro různé jiné služby s rozlišným zaměřením.
• Volné vázání - mezi službami by mělo existovat co možná nejméně vztahů. Tato
vlastnost zároveň souvisí s kompozicí a znovupoužitelností. Pokud by služba obsa-
hovala mnoho vazeb na jiné služby, nebylo by možné ji brát jako samostatný celek
použitelný ke kompozici větších celků.
• Nezávislost - služby fungují nezávisle na svém okolí.
• Abstrakce - SOA služba je navenek zpřístupněna přes své komunikační rozhraní, vše
ostatní je zapouzdřeno uvnitř služby.
• Standardizace - existuje jednotný způsob popisu služeb zajišťující jejich kompatibi-
litu, který je intuitivně nabízen spotřebitelům.
Kromě toho, pro SOA jsou charakteristické znaky:
• Hrubozrnnost - míněno z pohledu funkční granularity, kde služby nabízí bohatou
nabídku funkcí. Čím více je služba hrubozrnná, tím je z hlediska funkčnosti bohatší.
Hrubozrnné služby snižují komplexnost pro systémové vývojáře tak, že redukují nutný
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počet kroků k tomu, aby programátor získal požadovaný výsledek, a mimo jiné snižují
míru síťové komunikace mezi ním a serverovým systémem, na kterém služba běží.
• Asynchronnost - asynchronní komunikace služby s okolím. V tomto případě se ne-
jedná o podmínku, že služba musí umět komunikovat asynchronně, avšak pokud to
dokáže, zvýší to její výkonnostní potenciál. Neočekávaná prodleva na síti může snížit
rychlost odezvy dané služby kvůli její distribuované koncepci. V případě asynchron-
ního volání služba může pokračovat v plnění zadaného úkolu, dokud nepřijde očeká-
vaná odpověď.
2.2.4 Webové služby jako implementace SOA
Webové služby jsou konkrétní a nejznámější realizací SOA, avšak nelze říci, že jde o totéž.
SOA je především architektura, která může být implementována za použití různých tech-
nologií. Z hierarchického hlediska lze brát webové služby jako podmnožinu SOA. Webové
služby reprezentují jak zavedené standardy, tak souhrn technologií použitých pro invokaci
služby a její součinnost s ostatními službami.
Obrázek 2.3 ukazuje korespondenci mezi architekturou orientovanou na služby a kon-
krétní webovou službou. Levá část ilustruje systém pomocí SOA v době návrhu, přičemž
pravá část představuje webovou službu ve fázi implementace. V tomto případě je pro zveřej-
nění služby použit jazyk WSDL (Web Service Description Language), kterým se budeme
zabývat později, a realizace komponent pomocí EJB (Enterprise Java Beans) [12].
Obrázek 2.3: Vztahy mezi SOA a webovou službou (převzato z [12])
V korespondenci s konceptuálním schématem SOA zde opět existují základní entity:
spotřebitel služeb, poskytovatel služeb a registr služeb. Interakci mezi těmito skupinami
zajišťují standardy (viz obrázek 2.4):
• UDDI - Mechanismus pro zveřejňování a vyhledávání popisů služeb.
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• WSDL - Jazyk určený pro popis webových služeb.
• SOAP - Komunikační protokol pro zasílání zpráv mezi službami.
Obrázek 2.4: Realizace SOA pomocí webových služeb (převzato z [18] a pozměněno)
Následující sekce detailněji popisují všechny tři zmíněné protokoly.
Registr služeb UDDI
Projekt UDDI (Universal Description Discovery and Integration) vznikl díky poptávce po
určitém systému katalogizace služeb, kdy počet webových služeb ve společnostech vzrostl na
takovou hranici, při které bylo obtížné se mezi jednotlivými službami orientovat a veřejně
je sdílet. UDDI specifikace přináší možnosti standardizace pro publikování a vyhledávání
informací o webových službách. Registr UDDI vznikl jako společná iniciativa několika fi-
rem směřující k vytvoření platformě nezávislé a otevřené struktuře pro popis a objevování
webových služeb.
Také technologii UDDI webové služby vděčí za svou popularitu. Společnosti nabízejí
své služby jiným společnostem a ty zase můžou zprostředkovávat danou službu dalším
účastníkům v obchodním řetězci. UDDI zajišťuje jednotný pohled na webové služby, kterými
konkrétní firma disponuje a značnou měrou přispívá k jejich přehlednosti.
Z koncepčního hlediska lze rozdělit UDDI do tří částí:
1. Bílé stránky - Obsahují základní informace o společnosti nabízející služby přes UDDI
(kontaktní informace - název firmy, adresa, atd.)
2. Žluté stránky - Poskytují informace o webových službách z pohledu kategorizace
(např. výroba vozidel či prodej vozidel).
9
3. Zelené stránky - Technická data o chování, funkcionalitě a fyzickém umístění webo-
vých služeb [13].
Popis služby pomocí WSDL
Jak již bylo zmíněno, služby jsou definovány svým popisem, kde jsou obsaženy informace
především o způsobu komunikace a jejich funkčnosti. Nejpopulárnějším standardem pro
popis webových služeb se stal jazyk WSDL (Web Service Definition Language), který svou
koncepcí zajišťuje nezávislost na protokolu, pomocí nějž si služby mezi sebou vyměňují
zprávy. WSDL je XML dokument určující kontaktní bod poskytovatele webových služeb,
což udává jejich fyzické umístění a koncové rozhraní.
WSDL dokument lze logicky rozdělit do dvou částí na abstraktní popis a konkrétní
popis. První z nich uvádí vlastnosti rozhraní webové služby bez uvedení konkrétní tech-
nologie pro přenos zpráv mezi nimi. Tímto způsobem je dosaženo ochrany integrity popisu
v případě, že technologická platforma v pozadí je modifikována. Prvek <definitions> je
kořenovým elementem každého WSDL a kromě několika dalších elementů obsahuje přede-
vším definice použitých jmenných prostorů v dokumentu. Abstraktní část zahrnuje násle-
dující elementy:
• Element <types> určuje používané datové typy webových služeb popsané pomocí
XSD schémat. Může obsahovat odkazy na externí XSD ve značce <import> nebo
schémata přímo vložená. Tento prvek je volitelný, protože se lze na jednotlivé typy
odkazovat přímo (viz značka <message>).
• Element <message> reprezentuje zprávu, kterou má daná služba přijímat či ode-
sílat. Tento prvek přiřazuje zprávě jméno a je později spojen s elementem operation,
čímž dojde k přiřazení vstupních a výstupních zpráv k dané operaci.
– Element <part> používá atributy type nebo element k identifikaci typu dat
dané části zprávy (lze mu přiřadit i složený datový typ). Nepovinný atribut
element pak obsahuje přímý odkaz na XSD schéma definující datový typ.
• Element <portType> představuje kolekci operací, neboli rozhraní dané služby. Ve
WSDL 2.0 je tento prvek přejmenován na <interface>.
– Element <operation> definuje jednu operaci a její jméno v rámci interakce.
∗ Element<input> obsahuje atribut message, ve kterém je stanovena vstupní
zpráva operace (dotaz), jež musí odpovídat některé zprávě z prvku <message>.
∗ Element <output> opět zahrnuje atribut message udávající výstupní
zprávu operace (odpověď). Opět musí korespondovat s elementem message.
Prvek <output> je nepovinný, tudíž daná operace může definovat jednoce-
stnou výměnu zpráv.
Všechny zmíněné značky patří do abstraktní části popisu služby, která určuje její chování
bez ohledu na technologický způsob výměny zpráv. Následující prvky již patří do konkrétní
části WSDL a jednoznačně určují použité komunikační protokoly:
• Element <binding> reprezentuje spojení konkrétního komunikačního mechanismu
s definovaným rozhraním. K tomuto účelu zde existuje atribut type zahrnující jméno
odpovídající značky <portType> (resp. <interface> ve WSDL 2.0).
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– Element <soap:binding> určuje spojení komunikace služby s SOAP proto-
kolem. Zahrnuje atribut style, který definuje, zda se mají SOAP zprávy pro
danou operaci formátovat ve stylu XML dokumentu nebo RPC.
– Element <operation> obsahuje atribut name, který odpovídá operaci z ab-
straktní části.
∗ Element <soap:operation> v atributu soapAction udává SOAP hla-
vičku pro tuto operaci a atribut style určuje typ obsahu zprávy, zda bude
použit RPC nebo XML styl.
· Element <input> je značkou definující vstupní rozhraní SOAP. Ob-
sahuje prvek <soap:body>, jehož atributy určují, jak budou části SOAP
zprávy vypadat (pomocí XSD schémat určují obsah SOAP).
· Element <output> je analogickou značkou, která určuje typ výstup-
ních zpráv. Platí pro ni stejná pravidla jako pro <input>.
· Element <fault> určuje podobu SOAP chybových značek, které se
používají pro signalizaci vzniklé závady v systému.
Mnoho dalších užitečných informací o struktuře WSDL lze nalézt zde [6].
Komunikace přes SOAP
Veškerá komunikace mezi službami je založena na zprávách, a tudíž je nutné standardi-
zovat strukturu zprávy tak, aby všechny služby, bez ohledu na původ, používaly stejný
formát a přenosový protokol. Navíc v servisně orientované architektuře je kladen důraz
na co největší nezávislost zpráv, které zapouzdřují část aplikační logiky a logiky řízení.
Z těchto a jiných důvodů je od systému výměny zpráv vyžadována maximální flexibilita
a rozšiřitelnost.
Specifikace SOAP zpráv se stala nejpopulárnější variantou splňující výše zmíněné poža-
davky, přičemž SOAP protokol je nyní obecně uznávaným mechanismem k zasílání zpráv
mezi webovými službami. Ačkoliv SOAP je zkratkou pro Simple Object Access Protocol,
hlavním cílem specifikace je standardizace formátu zpráv, nikoliv samotných objektů.
Struktura SOAP zprávy je následující: Všechen obsah SOAP zprávy je umístěn v tzv.
obálce, kterou reprezentuje konstrukt <Envelope>, jenž zpravidla obsahuje tyto značky:
• Element <Header> symbolizuje hlavičku SOAP zprávy. Tento element je nepo-
vinný, avšak v naprosté většině případů je využíván.
Základní podstatou hlaviček u SOAP je důraz na inteligenci a samostatnost zpráv,
která je požadavkem servisně orientované architektury. Nezávislost zpráv je imple-
mentována právě pomocí bloků hlaviček, tedy struktur pomocných metadat ulože-
ných v hlavičce obálky. Hlavička vybavuje zprávu všemi informacemi vyžadovanými
službami, se kterými zpráva přijde do styku, tak, aby tyto služby mohli zpracovat
získané metainformace a případně směrovat zprávu dál k jejímu oficiálnímu příjemci.
Díky blokům hlaviček lze ve zprávě definovat metainformace pro konkrétní služby a za-
jistit tak její polymorfní zpracování. Webové služby pak lze navrhnout tím způsobem,
aby se jejich zpracovávací funkčnost odvíjela na základě metainformací získaných ze
zpráv. Webové služby mohou během komunikace plnit funkci prostředníka, který dy-
namicky mění obsah hlaviček zpráv tak, aby byla zpráva doručena podle příslušných
pravidel, což do jisté míry může připomínat funkci routerů a paketů v počítačových
sítích.
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Díky hlavičkám se později vyvinulo velké množství rozšíření pro webové služby, nejčastěji
označovaných jako WS-*, které jsou nazývány druhou generací webových služeb při-
nášejících řadu nádstavbových specifikací pro SOAP.
• Element <Body> je druhou částí SOAP, nicméně tentokrát se jedná o povinný
prvek. Obsahuje tělo zprávy v podobě XML, které je definováno rozhraním webové
služby v jazyce WSDL. Zatímco hlavičku SOAP lze dynamicky měnit během pře-
nosu zprávy, tělo zprávy by mělo zůstat nedotčené a dorazit v původní podobě ke
koncovému příjemci. Pokud je tomu dovoleno, je možno číst obsah zprávy zprostřed-
kovávacími službami.
– Element <Fault> je volitelný a představuje připravené chybové rutiny, které
se přidávají do prvku <Body>. Pomocí techniky zachytávání vyjímek lze nastavit
službu tak, aby při vzniku konkrétní chyby reagovala podle jasně stanovených
pravidel. Konstrukt <Fault> je volitelný a může obsahovat následující prvky:
∗ Element <faultcode> představuje identifikační kód chyby. SOAP speci-
fikace nabízí předdefinovanou množinu chybových kódů:
· VersionMismatch - byl nalezen chybný jmenný prostor v SOAP obálce.
· MustUnderstand - indikuje, že služba zpracovávající zprávu nero-
zuměla hlavičce, přičemž daná zpráva stanovuje povinnost pro službu
této zprávě rozumět (pomocí SOAP atributu mustUnderstand).
· Client - klientská chybová třída indikuje, že zpráva byla špatně sesta-
vena nebo postrádá požadované informace (kupříkladu autentifikační
informace).
· Server - serverová chybová třída oznamuje, že zpráva nemohla být zpra-
cována z důvodů nikoliv špatného obsahu zprávy, avšak kvůli samotnému
procesu zpracování.
∗ Element <faultstring> udává čitelný textový popis chyby, který není
určen pro strojové zpracování. Pro element <Fault> je povinný a nelze jej
vynechat.
∗ Element<faultactor> určuje, kdo je zodpovědný za chybu vzniklou během
posílání zprávy. Hodnotou prvku je URI odkaz na zdroj chyby.
∗ Element <detail> je používán k objasnění chyby týkající se těla SOAP
obálky. Podle specifikace se musí vztahovat pouze k tělu a nesmí obsahovat
informace o chybách v hlavičce. Může zahrnovat další prvky charakterizující
druh chyby [10, 9].
2.3 REST webové služby
Architektura orientovaná na služby přinesla mnoho užitečných zdokonalení webových služeb
především v oblastech kompozice služeb, ale také bezpečnosti. Nicméně některé použité
standardy (SOAP, WSDL, atd.) se mohou jevit jako relativně složité pro vývoj jednodušších
služeb. K realizaci servisně orientované webové služby je zapotřebí znát větší množství
používaných technologií a obecně uznávaných postupů, což se celkově promítá do doby
potřebné k návrhu služby a implementaci. Jednodušší alternativu k SOA nabízí tzv. REST
(Representative State Transfer) přístup.
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Webové služby označované jako REST (případně RESTful) využívají ke své komunikaci
protokol HTTP, přičemž pro interakci samotnou jsou použity standardní HTTP metody.
RESTful služby přichází s jednoduchou point to point komunikací přes HTTP pomocí
obyčejných XML dokumentů. REST je architektonický styl, který lze popsat následovně:
HTTP metody představují slovesa (GET, POST, PUT, DELETE) a zdroje přístupné přes síť
představují podstatná jména odkazovatelná pomocí URI. Zmíněná slovesa mají následující
sémantiku:
• GET - čti (operace read)
• PUT - vytvoř (operace create)
• POST - pozměň (operace update)
• DELETE - smaž (operace delete)
Použití pak může vypadat kupříkladu takto: Služba poskytující informace o uživate-
lích systému obdrží GET požadavek na http://example.org/users/dsmith. Jako odpověď
pošle zpět přes HTTP informace i uživateli dsmith. V hlavičce HTTP lze v požadavku uvést
typ požadované odpovědi, což bývá kvůli strojovému zpracování nejčastěji XML. Odpověď
pak může obsahovat další odkazy na jiné služby nebo zdroje:
2.3.1 Vlastnosti REST webových služeb
Mezi charakteristické vlastnosti REST služeb patří tyto:
• Klient-Server komunikace - standardní komunikační schéma, kdy klient zahajuje
komunikaci a zasílá dotazy na server, který odpovídá.
• Bezstavovost - každý požadavek na server musí obsahovat všechny potřebné in-
formace k získání požadované služby (nepředpokládá se uchovávání relace ze strany
serveru).
• Kešování - pro zajištění efektivity síťové komunikace jsou odpovědi označovány jako
kešovatelné.
• Jednotné rozhraní - všechny zdroje jsou přístupné přes obecné rozhraní (HTTP
GET, POST, PUT, DELETE).
• Pojmenování zdrojů - v daném systému jsou všechny zdroje řádně pojmenovány
pomocí URL.
• Propojenost jmen zdrojů - jednotlivé zdroje jsou propojeny sítí odkazů, přes které
k nim lze přistupovat.
• Vrstvenost komponent - komunikační prostředníci, jako například proxy servery
nebo síťové brány, mohou být vloženi mezi klienty a servery pro zajištění výkonnosti
a bezpečnosti.
S těmito vlastnostmi souvisí i několik výhod a nevýhod REST webových služeb. Mezi
výhody patří především jednoduchost z pohledu vývoje oproti SOA. Je kladen menší důraz
na vývojové nástroje, které jsou naopak pro SOAP webové služby důležité. Dále jazyková
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a platformní nezávislost, kterou postrádají RPC služby. Svou koncepcí jsou blíže filozo-
fii webu, kdy stejně jako u webových stránek je interakce založena především na HTTP
protokolu a odkazováním se přes hypertextové odkazy.
Jednoduchost je sama o sobě dvousečnou zbraní a pokud mluvíme o jejích výhodách, je
třeba zmínit i vyplývající nevýhody takového přístupu. Zejména point to point komunikace
se může v některých případech jevit jako velmi vhodná, ovšem jindy tomu tak být nemusí.
Kupříkladu v distribuovaných systémech, kde zpráva může procházet přes mnoho prostřed-
níků, než se dostane ke svému adresátovi, je point to point přístup prakticky nepoužitelný.
Mezi další nevýhody patří bezesporu nedostatek standardů pro zajištění bezpečnosti, fi-
remních postupů a spolehlivého zasílání zpráv, přičemž služby s nároky na tyto požadavky
REST přístup neuspokojí a je třeba je zajišťovat jinou, mnohdy komplikovanější cestou,
než kdyby byly realizovány pod taktovkou SOA [1, 20, 8].
2.4 Kvalita služeb (QoS)
Pokud mluvíme o SOA architektuře, je třeba zmínit i další aspekty, které jsou také součástí
tohoto standardu. Jde především o kvalitativní požadavky na služby, jejichž plnění mnohdy
bývá pro vývojáře během na dlouhou trať. Tyto požadavky jsou definovány pomocí zkratky
QoS (Quality of Service) a jsou dnes využívány jak SOAP, tak REST službami. Může
se jednat o výkon, spolehlivost, škálovatelnost, kapacitu, robustnost, zpracování výjimek,
přesnost, integritu, přístupnost, dostupnost, interoperabilitu, bezpečnost a QoS požadavky
spojené se síťovým provozem. V následující části můžeme nalézt jejich popis:
• Výkon (Performance) - Výkon webové služby je reprezentován rychlostí, s jakou je
webová služba schopna splnit požadavek. Lze jej měřit z hlediska:
– Propustnosti - počet obsloužených požadavků na webovou službu v daném
časovém intervalu.
– Doby odezvy - čas potřebný k dokončení jednoho požadavku.
– Latence - obousměrné zpoždění RTD (Round-Trip Delay) mezi odesláním poža-
davku a obdržením odpovědi.
– Času provedení - čas vyžadovaný webovou službou ke zpracování sledu čin-
ností.
– Času transakce - čas potřebný ke zpracování a dokončení jedné kompletní
transakce. Transakční čas může záviset na definici transakce webové služby.
Ve zkratce, webové služby vysoké kvality by měly zajišťovat vysokou propustnost,
rychlou odezvu, nízkou latenci, krátký prováděcí a transakční čas.
• Spolehlivost (Reliability) - Webové služby by měly být poskytovány s vysokou spo-
lehlivostí. Spolehlivost zde představuje schopnost webové služby plnit požadované
funkce za stanovených podmínek v rámci určeného časového intervalu. Spolehlivost
je schopnost webové služby udržet kvalitu svých služeb. Celková míra spolehlivosti
webové služby se odvíjí od počtu poruch za den, týden, měsíc nebo rok. Spolehlivost
také souvisí s požadavky a zajištěním dodávek zpráv mezi žadateli a poskytovateli
služeb.
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• Škálovatelnost (Scalability) - Vysoká škálovatelnost je jednou z klíčových vlastností
webových služeb. Škálovatelnost představuje možnost navýšení výpočetní kapacity
počítačového systému poskytovatele služby. Zároveň se tak zvýší schopnost systému
zpracovat více požadavků uživatelů, operací nebo transakcí v daném časovém inter-
valu, což také souvisí s výkonem. Webové služby by měly být škálovatelné, pokud jde
o počet podporovaných operací a transakcí.
• Kapacita (Capacity) - Webové služby by měly nabízet požadovanou kapacitu. Ka-
pacita je limit počtu požadavků, které přijdou ve stejný okamžik a které by měly být
obslouženy s garantovaným výkonem. Webové služby by měly podporovat požadovaný
počet simultánních připojení.
• Robustnost (Robustness) - Mezi základní požadavky kladené na webové služby se
řadí i vysoká míra robustnosti. Ta zde reprezentuje míru, do jaké může webová slu-
žba fungovat bez problémů za přítomnosti neplatných, neúplných nebo konfliktních
vstupů. Webové služby by měly spolehlivě fungovat, i když jsou při volání služby
poskytovány neúplné parametry.
• Zpracování vyjímek (Exception Handling) - Funkce zpracování výjimek patří mezi
zásadní nástroje, kterými by měla být webová služba vybavena. I přesto, že není
možné, aby návrhář služby předem specifikoval všechny možné výsledky a alternativy
(zejména u různých speciálních případů a neočekávaných možností), zpracování výji-
mek by mělo být řádně ošetřeno. Hodnocení zpracování výjimek úzce souvisí s tím,
jakým způsobem služba s těmito výjimkami nakládá.
• Přesnost (Accuracy) - U webových služeb se předpokládá vysoká přesnost. Přesnost
je zde definována jako míra chybovosti generovaná webovou službou. Počet chyb, které
služba vytváří v časovém intervalu, by měl být minimalizován.
• Integrita (Integrity) - Integrita webové služby by měla být zajištěna tím, že se systém
nebo jeho součást budou schopni bránit proti neoprávněnému přístupu či narušení
programů nebo dat. Rozlišujeme dva typy integrity:
– Datová integrita určuje, zda jsou přenášená data během tranzitu pozměněna.
– Transakční integrita odkazuje na postup nebo soubor postupů, které jsou
schopny zaručit zachování integrity databáze při prováděné transakci.
• Přístupnost (Accessability) - Poskytování kvalitních webových služeb je dáno také
vysokou přístupností, jež zde představuje schopnost webové služby obsloužit poža-
davky klienta. Vysoké přístupnosti lze dosáhnout např. návrhem vysoce škálovatel-
ných systémů.
• Dostupnost (Availability) - Webová služba by měla být připravena (tj. k dispozici,
dostupná) pro okamžitou spotřebu. Dostupnost by se dala charakterizovat jako prav-
děpodobnost, že je systém funkční ve vztahu ke spolehlivosti. Hodnota TTR (Time-to-
Repair) je spojena s dostupností a představuje čas potřebný k opravě webové služby.
Služba by měla být k dispozici v okamžiku, kdy je volána.
• Interoperabilita (Interoperability) - Webové služby by měly být interoperabilní mezi
různými vývojovými prostředími používanými k implementaci služby. Cílem je usnad-
nění práce vývojářům, kteří tyto služby využívají. Díky interoperabilitě nemusejí pře-
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mýšlet o tom, jaký programovací jazyk byl použit k vytvoření služby nebo na jakém
operačním systému služba běží.
• Bezpečnost (Security) - V dnešní době se klade zásadní důraz na zabezpečení webo-
vých služeb. S nárůstem využívání služeb, které jsou poskytovány přes internet, vzrůs-
tají i obavy o jejich bezpečnost. Poskytovatel webové služby může aplikovat různé
přístupy a úrovně bezpečnostní politiky v závislosti na odběratelích služby.
Zabezpečením pro webové služby se rozumí poskytování autentizace, autorizace, dů-
věrnosti, odpovědnosti, sledovatelnosti/ověřitelnosti, šifrování dat a nepopiratelnosti.
– Autentizace (Authentication) - ověření uživatelů pomocí autentifikačních údajů,
zda mají mít přístup k dané službě a datům.
– Autorizace (Authorization) - poskytnutí oprávnění činit příslušné operace nad
službou.
– Důvěrnost (Confidentiality) - schopnost služby neprozradit tajné informace.
– Odpovědnost (Accountability) - dodavatel zodpovídá za služby, které posky-
tuje.
– Ověřitelnost (Auditability) - z historie provedených akcí by mělo být jasné, kdo
je původcem dané akce.
– Šifrování dat (Data Encryption) - soukromá přenášená data by měla být šifro-
vána.
– Nepopiratelnost (Non-Repudiation) - uživatel by neměl být schopen popřít
zaslání požadavku na službu nebo data poté, co tak učiní. Poskytovatel služeb
musí zajistit i tyto bezpečnostní požadavky.
• Síťové QoS požadavky - Pro dosažení požadované kvality webových služeb musí
QoS mechanismy, které pracují na aplikační úrovni, kooperovat spolu s QoS mecha-
nismy působícími na přenosové úrovni (např. RSVP, DiffServ, MPLS, atd.). Zejména
QoS parametry aplikační vrstvy by měly být odpovídajícím způsobem mapovány
na QoS parametry síťové vrstvy. Mezi základní QoS parametry síťové vrstvy patří
zpoždění sítě (network delay), odchylka zpoždění (delay variation) a ztrátovost pa-
ketů (packet loss).
Zpoždění sítě je průměrná doba průchodu paketu sítí. Tento parametr může být ovliv-
něn dobrým návrhem sítě, který minimalizuje počet hopů, a nástupem rychlejších
směrovačů (jako jsou např. MPLS systémy a ATM směrovače).
Odchylka zpoždění je dána rozdíly v časech prostupu jednotlivých paketů sítí (kvůli me-
zerám nazývaným jitters mezi pakety). Odstranění mezer vyžaduje sběr paketů po-
mocí bufferů a jejich uložení, dokud i nejpomalejší pakety nedorazí, tak, aby mohly
být zpracovány ve správném pořadí.
Internet sám o sobě negarantuje doručení jednotlivých paketů. Pakety mohou být
ztraceny ve špičkách a při přetížení. Mechanismy používané pro kompenzaci ztráty
paketů zahrnují opakované zaslání posledního paketu a přenos redundantní informace.
Pakety zaslané mimo pořadí mohou vyžadovat opětovné zařazení do již získaných
paketů na straně příjemce [14].
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Kapitola 3
Testování software
Testování je proces spouštění programu nebo systému za účelem nalezení jeho chyb a nedo-
statků, přičemž se může jednat o jakoukoliv aktivitu spojenou s ověřováním, zda aplikace
splňuje předem stanovené kritéria a dosahuje požadovaných výsledků. Software nelze srov-
návat s jinými fyzickými procesy, kde vstupní aktiva jsou přijata a následné výsledky jsou
vyprodukovány vždy stejným způsobem. Rozdíl je v tom, že fyzické systémy mohou selhat
v podobě poměrně malé množiny způsobů, zatímco softwarové chyby mnohdy mívají velmi
bizardní výstup po sérii většího množství neočekávaných stavů, kterými program danou
chvíli prošel. Analyzovat všechny možné chybové stavy se u složitějších systému může jevit
téměř jako nemožné.
Softwarové chyby budou vždy existovat v jakémkoliv větším programovém modulu. Není
to kvůli nezodpovědnosti programátorů, ale obecně kvůli složitosti softwaru jako celku,
přičemž lidé disponují pouze omezenými možnostmi pro zvládnutí takové míry komplex-
nosti. Ze stejného důvodu je náročný také proces objevování chyb v softwaru. Je třeba ověřit
všechny možné hodnoty proměnných, nicméně kompletní otestování je zcela nemožné. Po-
kud bychom chtěli takto otestovat každou vstupní hodnotu programu, který přijímá dvě
32-bitová čísla typu integer a sečte je, trvalo by to velmi dlouhou dobu. Situace se ještě
více komplikuje, pokud se jedná o vstup z reálného prostředí, kde důležitou roli při vzniku
chyby hraje také čas a interakce s člověkem.
Bez ohledu na všechny zmíněné problémy, etapa testování dnes patří mezi základní fáze
životního cyklu softwarového produktu. Typicky více jak 50% vývojového času je spojeno
s testováním hotových částí a prototypů. Testování bývá realizováno většinou z následujících
důvodů:
• Pro zlepšení kvality - Tak jako jsou počítače a programy používány v kritických
systémech, tak výskyt případné chyby v aplikaci může mít fatální následky. Chyby
v kritických systémech již v minulosti měly za následky pády letadel, zastavení obcho-
dování na burze a jiné horší důsledky. Ve světe řízeném počítači je důraz na kvalitu
kladen velmi vysoko.
• Kvůli verifikaci a validaci - Testování může sloužit také jako metrika, která je
hojně využívána při verifikaci a validaci softwarového produktu. Na základě poznatků
z testování lze provádět závěry, které lze srovnávat s výsledky jiné aplikace podobného
zaměření.
• K odhadu spolehlivosti - Na základě provozního profilu (odhad frekvence užití
různých vstupů programu) může testování sloužit jako statistická metoda pro určení
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míry chybové spolehlivosti programu.
Testování lze obecně rozdělit do čtyř skupin v závislosti na jeho účelu:
• Testování správnosti - Správnost je minimální požadavek pro testování téměř ka-
ždého programu. Tento druh testů potřebuje ke svému uskutečnění jasnou specifikaci
špatného a správného chování aplikace, nicméně není zcela nutné znát strukturu tes-
tovaného modulu.
– Black-box testování - Jak již z názvu vyplývá, jedná se o metodu testování,
kdy hlavní důraz je zaměřen na správnost výstupů při zadané množině vstupních
hodnot. Testovaný modul se zde jeví jako černá skříňka, jejíž obsah není znám,
k dispozici je pouze její vstupní a výstupní rozhraní.
Všechny testy jsou prováděny v závislosti na funkční specifikaci. Výzkum v rámci
black-box testování se zaměřuje především na maximalizaci efektivnosti testování
při co nejnižších nákladech. Protože většinou není možné testovat celou množinu
vstupních hodnot, používá se tzv. technika rozdělování, při níž je vstupní množina
rozdělena na několik menších podmnožin a z každé z nich je testována pouze
jedna vybraná hodnota.
– White-box testování - Na rozdíl od black-box testování, tato metoda využívá
znalosti struktury testovaného modulu. Testovací plán je tvořen v závislosti na
konkrétních implementačních detailech a programovacím jazyce. Během testo-
vání bývá použita řada technik jako například systémové provedení každé větve
programu nebo pokrytí všech možných kombinací true/false podmíněných pre-
dikátů (Multiple Condition Coverage). Testované případy jsou navrženy tak, aby
každá část kódu byla alespoň jednou provedena, přičemž lze v důsledku odhalit
i mrtvé části kódu, které nejsou nikdy využity.
Díky tomu, že je zdrojový kód k dispozici během testování, lze provádět i jiné
techniky pro odhalování chyb, jako například vkládání částí kódu za účelem vy-
hodnocení kritických výrazů nebo záměrné injektování chyb, které nám může
ukázat chování systému v mezních situacích. Pak platí, že čím více chyb je apli-
kace schopna pojmout a správně zareagovat, tím vyšší robustnost jí lze přiřknout.
• Testování výkonu - Program by neměl spotřebovávat nekonečně mnoho prostředků
systému, na kterém funguje. Především z těchto důvodů je prováděno výkonnostní
testování software. Výkonnostní hodnocení programu většinou zahrnuje: Využívání
zdrojů, programovou propustnost, čas odezvy a také délku front popisující průměrný
nebo maximální počet úkolů čekajících, než budou obslouženy.
• Testování spolehlivosti - Spolehlivost systému souvisí s pravděpodobností prove-
dení jeho bezporuchové operace. Jak již bylo řečeno, provádí se především ke stati-
stickým účelům. Tímto způsobem získaná data pak pomáhají vývojářům určit, zda
je již možno vydat danou verzi aplikace, a běžným uživatelům, zda takový software
používat.
Do této kategorie patří také testování robustnosti. Robustnost softwarové komponenty
je dána mírou správné funkcionality i za přítomnosti výjimečných vstupů a kritických
stavů okolního prostředí. Robustnostní test se zajímá pouze o dostupnost programové
služby, nikoliv o funkčnost samotnou.
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• Testování bezpečnosti - V neposlední řadě je kladen důraz také na bezpečnost soft-
warových produktů a systémů. Zranitelnosti jako součásti programů umožňují útoč-
níkům a jiným hrozbám proniknout do systému a provádět neautorizované, mnohdy
destrukční operace. Pomocí bezpečnostního testování je prováděna snaha o minima-
lizaci počtu zranitelných míst. Její součástí bývají často i simulované testovací útoky
[17].
3.1 Testování pomocí injekce poruch
Injekce poruch je testovací technikou používanou v počítačových systémech jak pro testo-
vání software, tak hardware, nicméně následující sekce se zaměřuje pouze na injekci soft-
warových poruch. Jedná se o operaci záměrného vkládání poruch do testovaného systému
za účelem sledování, jak si systém s takovými chybami poradí, a jaké následující stavy
a chybové výstupy mohou vzniknout. V tomto duchu mohou být objeveny slabiny, které
během normálního testování nemusí nastat. Ve většině případů jde o závady, které nebyly
pokryty původní testovací politikou a které vyvstaly díky přechodu systému do některého
z neočekávaných stavů.
Chyby bývají nejčastěji vkládány do funkcí, které mají na starosti komunikační nebo
kooperační vlastnosti programu, zkrátka, kde probíhá největší interakce a kde jsou nejvíce
hodnotné. Existují různé druhy vkládaných chyb, počínaje chybami registrů a paměti po
zahazované či replikované síťové pakety. Zmíněné chyby mohou být rozmístěny do komplex-
ních systémů, kde je důraz kladen hlavně na komunikaci mezi jednotlivými entitami nebo
mohou být vloženy přímo do operačního systému pro zjištění následných efektů.
Metoda injekce poruch bývá primárně určena nikoliv k častému vyhledávání a odstra-
ňování chyb, nýbrž k testování systému z pohledu robustnosti, kdy nás zajímá především,
zda testovaný celek je schopen se s chybou vypořádat a případně provést očekávaný vý-
stup. Problém spočívá v uvedení systému do neočekávaného stavu, k jehož dosažení je tato
metoda ideálním prostředkem [19].
3.2 Injekce poruch v prostředí webových služeb
Část úspěchu webových služeb tkví v jejich schopnosti interoperability, která je zajištěna
pomocí komunikačních standardů založených na XML. Vzhledem k faktu, že webové služby
fungují převážně jako implementace servisně orientované architektury, musí takový systém
splňovat i SOA požadavky na zmíněnou kvalitu služeb (QoS). U webových služeb koope-
rujících ve složitých systémech, kde funkčnost jedné služby přímo závisí na fungování jiné,
může neočekávaný výpadek zapříčinit selhání celého systému.
Především z těchto důvodů je během vývoje služeb kladen důraz na zajištění jejich ro-
bustnosti a schopnosti vypořádat se s neočekávanými chybami a výjimkami. Injekce poruch
se tak jeví jako vhodný nástroj pro testování webových služeb, který je schopen určitým
způsobem narušit komunikaci mezi službami a v některých případech je přivést do výjimeč-
ného stavu. Pokud je služba navržena správně, měla by na zmíněné testy reagovat podle
předepsaných pravidel daných její specifikací [21].
Metody pro vkládání poruch jakožto součást rozšířeného testování softwarových aplikací
jsou stále součástí výzkumu, během kterého vznikají nástroje pro automatickou injekci chyb
a analýzu zpětné vazby ze strany testované služby. Zmíněné nástroje jsou obecně označovány
zkratkou SWIFI (Software Implemented Fault Injection). SWIFI nástroje umožňují zaměřit
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testovaní na specifickou část systému bez toho, aniž by byly poruchy vloženy do zbytku
systému. SWIFI nástroje lze rozdělit do dvou kategorií podle techniky vkládání chyb:
• Vkládání poruch v době kompilace je technikou, kde zdrojový kód programu je
pozměněn za účelem vložení chyby. Jednoduchým příkladem může být třeba změna
výrazu a = a + 1 na a = a - 1. Tato technika má tu výhodu, že může být použita
pro simulaci jak hardwarových, tak softwarových chyb. Vzhledem k tomu, že chyby
jsou vloženy přímo do zdrojového kódu, který je následně přeložen do binární spusti-
telné podoby, lze simulovat jak permanentní, tak dočasné a přerušované poruchy.
Hlavní nevýhodou této techniky je potřeba zdrojového kódu k testování. Může také
dojít k vytvoření nezáměrných chyb, které jsou pak mylně považovány za zpětnou
vazbu programu. Další nevýhoda je v podobě certifikace programu, kdy tato technika
nemůže být kvůli změnám v kódu její součástí.
• Vkládání poruch za běhu je odlišnou technikou, která používá softwarové spou-
štěče pro injekci poruch přímo do běžícího programu. Zmíněné spouštěče lze imple-
mentovat více způsoby:
– Časově závislé spouštěče - tento typ využívá hardwarových nebo softwaro-
vých časovačů, které v předem daný okamžik signalizují přerušení, jejichž obsluha
zapříčiní vygenerování a vložení příslušných chyb do systému. Vzhledem k tomu,
že čas jako takový nemůže být nijak spojen s určitou operací, časové spouštěče
mnohdy produkují neočekávané efekty v systému. Používají se především k si-
mulaci částečných a přerušovaných poruch.
– Spouštěče závislé na přerušení - používají hardwarová přerušení nebo me-
chanismy softwarových záchytů, které jsou schopné vygenerovat poruchy v zá-
vislosti na předem stanovené události v systému. Nevýhodou jsou systémy s mo-
delem procesní ochrany, kde SWIFI musí vystupovat jako systémový proces.
– Vkládání kódu za běhu - tato technika pracuje tak, že část kódu je vložena na
cílené místo pravě chvíli před danou událostí. Zmíněná metoda se liší od techniky
vkládání poruch v době kompilace v tom, že generuje a umísťuje chyby za běhu
programu. Spíše než narušování kódu jej přidává na zvolená místa k vytvoření
cílených poruch. Nevýhodou je opět potřeba změny zdrojového kódu, ovšem
s tou výhodou, že SWIFI nástroj může být přeložen jako systémová knihovna
a pracovat jako část systému v prostředích s modelem procesní ochrany [16].
3.3 Existující SWIFI nástroje
Tato sekce se zaměřuje především na již existující SWIFI aplikace a představuje jejich
mnohdy velmi rozdílné přístupy pro vkládání chyb do testovaných systémů. Nutno po-
dotknout, že některé zde zmíněné nástroje jsou univerzálnějšího charakteru, kdy vkládají
poruchy do nižších vrstev komunikačních protokolů, a jiné jsou speciálnější, tedy zaměřené
na konkrétní typ softwaru nebo části systému. Výhody a nevýhody obou typů jsou poměrně
zřejmé, avšak záleží pouze na jejich uživatelích, jaké druhy testů chtějí používat a jakým
způsobem nasbírat požadované informace.
SWIFI nástrojů určených k injekci nejrůznějších druhů chyb bylo vyvinuto několik.
Stručný přehled vybraných typů naleznete v následujících odstavcích.
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• Ferrari (Fault and Error Automatic Real-Time Injection) - využívá k aplikaci poruch
systém založený na softwarových pastech. Pasti se aktivují buď voláním specifického
místa v paměti nebo na základě časového limitu. Jakmile je past aktivována, ovladač
vloží poruchu do systému. Chyba může být buď přechodná nebo trvalá. Výzkum
prováděný pomocí Ferrari ukázal, že detekce poruchy je závislá na jejím typu a také
na tom, kam byla vložena.
• FTAPE (Fault Tolerance and Performance Evaluator) - může vkládat poruchy nejen
do paměti a registrů, ale také během přistupování k diskům. To je umožněno insta-
lací speciálního diskového ovladače do systému, který umí patřičně narušovat datový
tok disku. FTAPE obsahuje také jednotku určenou k simulaci specifického zatížení
k testování robustnosti.
• Xception - ve svém návrhu zohledňuje výhody pokročilých ladících funkcí, které jsou
k dispozici na mnoha současných procesorech. Je napsán tak, že nevyžaduje žádné
modifikace systémových zdrojů ani vkládání softwarových pastí. Ke spouštění vklá-
dání chyb využívá procesorového zpracování výjimek. Tyto spouštěče jsou založeny
na přístupech do specifických paměťových míst, a to jak pro data, tak pro instrukce.
To umožňuje přesné vyhodnocování testů, protože spouštěče mohou být navázány na
specifické události namísto časového limitu. Výzkum ukázal, že v porovnání s meto-
dami statické analýzy dochází k nedostatečné detekci některých tříd poruch, zvláště
těch, které jsou součástí zřídka prováděných částí kódu. Na druhou stranu se prokázalo
efektivní zjišťování poruch v často prováděném kódu.
• DOCTOR (IntegrateD sOftware Fault InjeCTiOn EnviRonment) - umožňuje vklá-
dání poruch nejen do paměti a registrů, ale také do síťové komunikace. Využívá k tomu
kombinaci časovaní, speciálních pastí a modifikaci kódu. Časové spouštěče jsou použí-
vány k injekci poruch přechodně emulovaného hardwaru, jako je například poškození
registru. Změny kódu jsou pak aplikovány k vyvolávání permanentních poruch.
• Orchestra - je skriptem řízený nástroj, který vkládá poruchy nad síťovou vrstvou.
Primárně slouží k hodnocení a validaci odolnosti distribuovaných komunikačních pro-
tokolů. Orchestra byl původně vyvinut pro operační systém Mach a využívá určitých
funkcí této platformy ke kompenzaci časových prodlev spojených s injekcemi poruch.
Tento nástroj je v současnosti portován i na další operační systémy.
Výše zmíněné nástroje patří spíše k těm obecnějším, které využívají narušování pro-
tokolů na úrovni síťové vrstvy. Nyní si představíme i dva speciálnější SWIFI nástroje, jež
byly vyvinuty pro testování webových služeb.
• WS-FIT - provádí injekci chyb na síťové vrstvě a dokáže také narušovat parame-
try RPC zpráv. Vkládání chyb probíhá pomocí dvojice tzv. hook code fragmentů,
které jsou součástí SOAP rozhraní. Jeden fragment zachytává odchozí zprávy, přepo-
sílá je přes soket ke speciálnímu enginu pro injekci poruch a po opětovném získání
pozměněné zprávy ji posílá ke svému příjemci. Druhý fragment pracuje obdobně na
vstupním rozhraní služby [15].
• WSInject - narušuje zprávy přímo na aplikační úrovni, přičemž využívá proxy spo-
jení, přes které komunikace probíhá. Pro nastavení testů jsou používány skripty, které
je nutné před spuštěním přeložit zabudovaným kompilátorem. Nástroj je určen pro
testování SOAP služeb a v současné době stále vyvíjen [21].
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Kapitola 4
Návrh aplikace
Tato kapitola popisuje jednotlivé kroky spojené s návrhem softwarové aplikace pro injekci
poruch zaměřenou na webové služby. Pro jednodušší odkazování bude v následujícím textu
pro tento nástroj zavedena zkratka FIWS (Fault Injector for Web Services).
Návrh byl inspirován několika již existujícími nástroji pro vkládání poruch, avšak pře-
devším představenými programy WSInject a WS-FIT, které vznikly na jiných univerzitách
v rámci výzkumných projektů ohledně testování webových služeb. Zmíněné nástroje ne-
bylo možno přímo vyzkoušet, protože nejsou veřejně dostupné, nicméně lze dohledat jejich
popisy a dokumentaci.
4.1 Návrh architektury aplikace
Vzhledem k výše zmíněným technikám pro injekci poruch lze navrhovanou aplikaci zařadit
mezi SWIFI nástroje pro vkládání poruch za běhu, kdy během komunikace mezi službami
dochází k narušování obsahu zpráv a tímto způsobem vytváření cílených závad, jejichž
následky jsou monitorovány.
Obrázek 4.1: Schéma komunikace z pohledu testované webové služby
Na obrázku 4.1 je znázorněno schéma zasílání zpráv mezi testovanou webovou službou
a jejím okolím. Veškerá komunikace bude probíhat přes proxy server, na kterém bude ope-
rovat program FIWS monitorující příchozí a odchozí zprávy a v závislosti na nastavených
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pravidlech bude vkládat různé typy poruch na různá místa v XML dokumentu. Je třeba
nakonfigurovat testovanou webovou službu tak, aby její komunikační rozhraní odpovídalo
proxy IP adrese a portu nastavenému v FIWS.
Obrázek 4.2: Návrh architektury aplikace
Obrázek 4.2 již zobrazuje konkrétní model architektury vyvíjeného nástroje. Celkové
rozvržení tříd vychází z koncepce třívrstvé architektury, kde nižší vrstva poskytuje služby
vyšší vrstvě.
Nejvýše postavenou vrstvou je vrstva prezentační, která obsahuje všechny třídy zodpo-
vědné za správnou funkci uživatelského rozhraní. Jedná se především o hlavní třídy zobra-
zující okna a dialogy, ale také o třídy reprezentující kontejnery a ovládací prvky.
Následuje byznys vrstva zahrnující aplikační logiku programu, kterou tvoří tři hlavní
komponenty:
• Proxy monitorovací jednotka (Proxy Monitoring Unit) - má za úkol fungovat
jako proxy zařízení, které bude na zadané adrese a portu přeposílat zprávy mezi ko-
munikujícími webovými službami. Zařízení bude implementováno jako HTTP proxy
jednotka, která otevře příslušný soket, kde každý přijatý HTTP paket bude rozpar-
sován a předán jednotce pro vkládání chyb (Fault Injector).
• Injektor poruch (Fault Injector) - představuje jednotku byznys vrstvy s třídami
reprezentujícími jednotlivé typy poruch a podmínek, jejichž spojením vzniknou testy
určené k testování služby.
23
• Kontrolér (Controller) - je kontrolní jednotkou pro řízení byznys vrstvy v návaz-
nosti na uživatelské události vzniklé v prezentační vrstvě. Stará se také o zajištění
perzistence testů, které budou uloženy do jednoduché XML databáze na disku.
Poslední dosud nezmíněnou částí aplikace je datová vrstva, která bude obsahovat třídy
výhradně určené pro práci s XML databází.
4.2 Model podmínek a poruch
Nyní je třeba určit, za jakých podmínek a jaké typy chyb během testování vkládat. Následuje
seznam typů podmínek a poruch. Některé z nich byly navrženy ke konkrétnímu účelu,
jiné byly převzaty z jiných SWIFI nástrojů. Nutno podotknout, že detailnější informace
a způsoby jejich implementace jsou popsány v kapitole zabývající se realizací projektu.
• Podmínky:
– Podmínka vázaná na obsah zprávy - je splněna, pokud daná zpráva obsahuje
zadaný řetězec.
– Podmínka vázaná na URI zprávy - je splněna, pokud daná zpráva obsahuje
v URI zadaný řetězec.
– Podmínka vázaná na cíl zprávy - je splněna, pokud je zpráva směrována
zadanému cíli.
• Poruchy na úrovni rozhraní:
– Nahrazení řetězce - nahradí všechny výskyty jednoho řetězce za jiný řetězec.
Pracuje čistě na úrovni řetězců bez ohledu na syntaxi XML.
– Nahrazení hodnoty pomocí XPath - využívá XPath výrazových prostředků
pro určení elementů nebo atributů, jejichž hodnoty chceme modifikovat. XPath
cesta může odpovídat více prvkům v XML současně, pak jsou postupně nahra-
zovány hodnoty všech.
– Znásobení výskytu řetězce pomocí XPath - tento typ poruchy pracuje
s celým podstromem XML dokumentu určeným pomocí XPath, který je následně
na daném místě n-krát znásoben.
– Narušení HTTP hlavičky - pro účely testování REST služeb je modifikace
HTTP hlavičky poměrně žádoucí, protože REST služby ji využívají k určení
sémantiky svých dotazů. Z těchto důvodů byl navržen i tento typ chyby.
– Nahrazení operace pomocí XPath z WSDL - využívá popisu služby ve
formátu WSDL k získání souhrnu všech operací, které lze nad službou provádět.
Pomocí sestaveného XPath výrazu dokáže nahradit jejich tělo nakonfigurovaným
obsahem.
– Odstranění obsahu zprávy - odstraní veškerý obsah zprávy (doručení HTTP
zprávy bez obsahu).
• Poruchy na úrovni komunikace:
– Zpoždění zprávy - zpozdí doručení zprávy o zadaný počet milisekund.
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Obrázek 4.3: Zjednodušený diagram tříd pro model podmínek a poruch
Vytváření testů pro webové služby bude probíhat tím způsobem, že uživatel v příslušné
nabídce zadá jméno nového testu. Následně je určena množina testovacích pravidel, přičemž
každé pravidlo je tvořeno množinou podmínek určujících, zda se celá operace vložení chyb
vůbec provede, a množinou vkládaných poruch. Tímto způsobem bude mít uživatel možnost
vytvořit si vlastní specifické testy podle svého uvážení.
Vzhledem k předpokladu, že množství typů podmínek a poruch, kterými bude aplikace
disponovat, se bude v průběhu vývoje měnit, byl vytvořen třídní model (viz obrázek 4.3) tak,
aby nebylo nutné kvůli těmto změnám hlavní strukturu programu předělávat. V případě,
že vyvstane potřeba přidat nový typ podmínky (resp. poruchy), lze jednoduše třídu, která
ji reprezentuje, přidat do implementace tak, aby dědila vlastnosti od obecné abstraktní
třídy Condition (resp. Fault). Zmíněné třídy budou obsahovat také několik abstraktních
metod, jejichž implementace ze strany potomků povede v nutnost určení logiky, kdy je daná
podmínka splněna (abstraktní metoda isFulfilled) a jakým způsobem poruchu aplikovat
(abstraktní metoda inject). Kromě toho bude přítomna ještě metoda getDescription
používaná pro získání slovního popisu podmínky/chyby.
4.3 Návrh grafického uživatelského rozhraní
Obrázek 4.4 ukazuje jeden z prototypů uživatelského rozhraní programu FIWS.
Hlavní obrazovka je rozdělena do dvou sekcí, přičemž vrchní část bude obsahovat ta-
bulku, jejíž položky představují jednotlivé výměny zpráv, které proxy monitorovací jednotka
zachytila. Součástí tabulky je také filtr, pomocí kterého lze zobrazovat položky obsahující
v některém sloupci zadaný řetězec. Záznamy v tabulce bude možno filtrovat také podle
návratového HTTP kódu.
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Označením některé položky v tabulce se ve spodní části zobrazí detail vybrané zprávy,
který se skládá z několika záložek. První záložka představuje detail zprávy zaslané jako
požadavek, druhá detail zprávy s odpovědí a poslední záložka zobrazí WSDL popis služby
(pokud existuje). Jak je z obrázku patrno, levá část panelu zobrazuje původní XML před
injekcí poruch, pravá část modifikovanou verzi po injekci poruch.
Obrázek 4.4: Návrh hlavní obrazovky uživatelského prostředí
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Kapitola 5
Realizace projektu
Po ukončeném návrhu aplikace se nyní dostáváme k samotné implementaci SWIFI ná-
stroje. Tato kapitola se zaměřuje na problematiku spojenou s realizací jednotlivých částí
programu, které ve výsledku tvoří aplikační celek umožňující efektivnější testování robust-
nosti webových služeb. Jak již bylo v návrhu zmíněno, stěžejními komponentami jsou proxy
monitorovací jednotka, která zachytává jednotlivé HTTP zprávy jdoucí přes proxy server
a injektor poruch, jemuž jsou tyto zprávy předány a který podle nastavené konfigurace
zprávy upravuje.
5.1 Volba implementačního jazyka a vývojového prostředí
Převážná většina SOAP a REST webových služeb je dnes implementována buď v pro-
středí Oracle Java Enterprise Edition nebo Microsoft .NET. Obě zmíněné platformy nabí-
zejí vývojářům spousty nástrojů a vývojových prostředí, pomocí kterých se implementační
složitost značně snižuje a nejjednodušší webové služby lze vytvořit bez hloubkové studie
technologií, které běží v pozadí celého procesu. Každá platforma má své plusy a mínusy,
přičemž není účelem této práce provádět jejich srovnání.
Výsledný SWIFI nástroj bude umět pracovat s jakoukoliv službou bez ohledu na její
platformní zařazení, nicméně pro realizaci samotného testovacího programu jsem se rozhodl
pro prostředí Java SE. Je tomu z toho důvodu, že s vývojem Java SE/EE aplikací mám
více zkušeností, nežli s technologiemi .NET.
Při výběru vývojového prostředí jsem se rozhodl pro Netbeans IDE, jež je jedním z
velmi populárních vývojových nástrojů, který poskytuje široké spektrum prostředků a fra-
meworků, pomocí kterých lze tvořit programy a systémy s nejrůznějším zaměřením, od
jednoduchých desktopových programů počínaje, až po rozsáhlé webové a Enterprise apli-
kace konče.
5.2 Proxy monitorovací jednotka
Tato sekce se soustřeďuje na problémy spojené s realizací proxy serveru a příslušné moni-
torovací jednotky, která je stěžejním článkem aplikace. Proxy server je navržen tak, aby
byl schopný přeposílat více požadavků najednou. Pro každé příchozí spojení je vytvořena
dvojice vláken. První vlákno se stará o přeposílání HTTP zpráv v jednom směru a druhé
vlákno obsluhuje směr opačný. Tímto způsobem se v daný okamžik proxy sever chová zcela
konkurentně a nezávisle na počtu nově vzniklých požadavků.
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Proxy server lze nastavit pomocí následujících údajů:
• Proxy port - číslo portu, na kterém proxy server očekává příchozí spojení
• Proxy host - adresa, na které proxy funguje
• Port služby - číslo portu testované služby
5.2.1 Parsování HTTP zpráv
Z pochopitelných důvodů nebylo možno použít metody pro přímé navázání spojení, protože
běžný proxy server se má chovat ke svému okolí tak, jakoby tam nebyl, tedy pouze přepo-
sílat jednotlivé zprávy ke svým příjemcům. Bylo zapotřebí celou implementaci postavit na
soketové úrovni, kdy veškerá příchozí data jsou v neupravené podobě předána příslušným
parserům, jež dokáží pomocí sady regulárních výrazů oddělit jednotlivé části zprávy a získat
tak ze surových dat potřebné informace. Postupnou aplikací zmíněných regulárních výrazů
program vytáhne z HTTP zprávy následující data, která mohou být následně upravována
podle potřeby injektorem poruch:
• Hlavička zprávy - celistvá HTTP hlavička zprávy
• Tělo zprávy - tělo zprávy, které může být v některých případech prázdné.
• Pole Content-Length - část HTTP hlavičky, která určuje počet bytů tvořící tělo
zprávy. Tento údaj je z hlediska HTTP specifikace nepovinný, nicméně pokud je zadán,
proxy server postupně načte určený počet bytů ze vstupního proudu a teprve poté
považuje příchozí zprávu za kompletní.
• Pole Transfer-Encoding - část HTTP hlavičky udávající přenosové kódování HTTP
zprávy.
• HTTP požadavek
– HTTP metoda - metoda použitá při HTTP komunikaci. Metody určují typ
požadavku a mnohdy do značné míry ovlivňují chování příjemce zprávy. Podle
specifikace HTTP 1.1 může daná zpráva použít jednu z následujících metod:
GET, POST, HEAD, OPTIONS, PUT, DELETE, TRACE, CONNECT
Každá z těchto metod má svůj specifický význam, nicméně v kontextu webových
služeb nás budou zajímat pouze některé z nich. Jak již bylo v předcházející kapi-
tole zmíněno, především u REST webových služeb je použití konkrétní metody
klíčové, protože pomocí ní je určen typ operace, který se má nad zdrojem pro-
vést. SOAP služby používají POST metodu (vyjma GET požadavku na WSDL
popis služby), přičemž kontext operace je uložen v XML zprávě v těle HTTP.
Naopak REST služby jsou více spjaty protokolem HTTP a využívají metody
GET, POST, PUT a DELETE. Význam jednotlivých operací byl zmíněn v sekci
vysvětlující fungování REST webových služeb [2].
– URI adresa požadavku - z hlavičky je získána URI adresa odkazující se na
umístění daného zdroje nebo služby. Z pohledu vkládání chyb především u REST
webových služeb je tato informace velmi zajímavá a pro případnou změnu zmí-
něné adresy žádoucí.
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• HTTP odpověď
– HTTP kód odpovědi - standardizuje odpověď příjemce na předešlý HTTP
požadavek. Jedná se vždy o posloupnost tří čísel, pomocí kterých je iniciátor
spojení informován o zpracování jeho žádosti, případně o typu poruchy, která
na druhém konci spojení nastala. První číslo rozděluje odpovědi do pěti základ-
ních skupin a zbylá čísla odpověď dále konkretizují. Jednotlivé skupiny vypadají
následovně:
∗ 1xx - informativní odpověď
∗ 2xx - operace provedena úspěšně
∗ 3xx - přesměrování
∗ 4xx - chyba na straně klienta (nesrozumitelný požadavek, neautorizovaný
přístup, atp.)
∗ 5xx - chyba na straně serveru (služba je nedostupná, interní chyba serveru,
verze HTTP není podporována, atd.)
Úplnou specifikaci stavových HTTP kódů lze nalézt zde [3].
– Doplňující popis kódu odpovědi - přímo souvisí s kódem odpovědi. Udává
slovní popis kódu.
Kromě těchto zmíněných údajů se ze soketu získávají ještě některé další informace
ohledně příchozího spojení jako například IP adresa a port odesílatele, aby bylo možno
danou aplikaci, která HTTP zprávu vytvořila, jednoznačně identifikovat.
5.2.2 Přeposílání zpráv
Politika proxy serveru ohledně přeposílání zpráv je poněkud odlišná od jiných implementací.
Jde především o to, že běžné proxy servery v okamžiku, kdy obdrží data od jednoho konco-
vého zařízení, neprodleně přepošlou tato data na výstupní soket tak, aby zpoždění přenosu
bylo co možná nejmenší. Avšak proxy server realizovaný jako součást tohoto projektu musí
nejprve počkat, než je celá zpráva ze vstupního soketu načtena, aby bylo možno zprávu ana-
lyzovat a případně pozměnit a teprve poté ji odešle k jejímu adresátovi. Z hlediska přenosu
zpráv zde dochází ke většímu zpoždění, nicméně tyto nutné prodlevy lze považovat za za-
nedbatelné, protože odesílatel čekající na odpověď má v naprosté většině případů nastaven
timeout v daleko vyšších časových řádech, než je doba potřebná k provedení této operace.
Proxy server dokáže pracovat s různými typy přenosu HTTP zpráv. Hlavní roli zde hrají
některá pole HTTP hlavičky udávající například typ kódování a ukončení toku přenášených
bytů. Pokud v hlavičce existuje pole Content-Length, pak vlákno obsluhující dané spojení
načte přesně tolik bytů ze vstupu, kolik zmíněné pole udává. Děje se tak, protože iniciátor
komunikace nechává spojení otevřené, dokud neobdrží od protistrany odpověď. Zmíněné
vlákno musí vědět, kdy už má přestat čekat na vstupní data a předat řízení parserům
a analyzátorům komunikace.
V některých případech Content-Length není součástí zprávy. Většinou jde o jednorá-
zové odpovědi ze strany serveru označené polem Connection: close. Konec zprávy je tedy
indikován požadavkem na ukončení spojení. Proxy server na takovou zprávu reaguje tím
způsobem, že načítá odpověď dokud není spojení uzavřeno a nebo je neaktivní po delší
dobu.
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5.3 Injektor poruch
Další neméně důležitou součástí aplikace je injektor poruch. V návrhu již bylo z části zmí-
něno jeho očekávané chování. Hlavní úlohou této komponenty je modifikace předaných zpráv
od proxy monitoru podle zadaných kritérií. Po provedení daných modifikací jsou změny zob-
razeny na příslušných místech uživatelského rozhraní a zpráva je předána zpět proxy serveru
k její bytové serializaci a přeposlání příjemci.
Nastavení injektoru poruch se provádí pomocí specifikace uživatelských testů. Každý
test je složen ze seznamu pravidel, která jsou v případě aktivace testu aplikována v urče-
ném pořadí. Jednotlivá pravidla obsahují množinu podmínek a množinu poruch. Pokud
daná zpráva bezvýhradně splňuje všechny podmínky z této množiny, následuje zavedení
odpovídajících poruch. Množina podmínek může být i prázdná. V takovém případě k žád-
nému vyhodnocování podmínek nedojde a poruchy jsou automaticky aplikovány. I množina
poruch může být prázdná, avšak v takovém případě nemá dané pravidlo smysl.
Z diagramu tříd (obrázek 4.3) je patrná snaha o částečnou standardizaci typů pod-
mínek a poruch. Každý objekt reprezentující podmínku musí být potomkem abstraktní
třídy Condition, implementovat abstraktní metodu getDescription pro získání popisu
podmínky a metodu isFulfilled udávající, zda je tato podmínka splněna či nikoliv.
Podobně je tomu i u tříd představujících typy poruch. Každá taková třída dědí vlastnosti
od abstraktní třídy Fault, jež opět obsahuje zmíněnou abstraktní metodu getDescription,
ale především metodu inject, která již provádí konkrétní změny v HTTP zprávě.
Následující podkapitoly této sekce již popisují konkrétní technologie a problémy spojené
s realizací jednotlivých podmínek a poruch. Avšak ještě předtím, než si popíšeme realizaci
typů podmínek a poruch, zmíníme se v několika následujících sekcích o použitých parsova-
cích technologiích, s jejichž pomocí byly podmínky a poruchy implementovány.
5.3.1 Parsování XML obsahu
Nyní, po provedení parsování vnějšího HTTP obalu, se již můžeme zabývat otázkou zpraco-
vání těla zprávy, které v rámci komunikace webových služeb je v naprosté většině případů
reprezentováno sadou značek tvořících XML dokument. Zmíněný HTTP parser byl vystavěn
na soketové úrovni pomocí regulárních výrazů, což přináší řadu komplikací převážně spo-
jených s tvorbou těchto výrazů (některé regulární výrazy mohou sedět pouze pro jisté typy
zpráv apod.). Ovšem pro účely parsování XML lze využít jiných, elegantnějších způsobů,
jak z něj získat požadované informace.
V jazyce Java existuje celá řada knihoven a API reprezentujících předpřipravené XML
parsery, přičemž mnohé z nich poskytují svým uživatelům zastínění většiny problémů spo-
jených s:
• překódováním dokumentu do sady Unicode
• sestavováním různých částí dokumentu rozděleného do více entit
• externími odkazy v dokumentu
• pochopením CDATA sekcí
• validací XML dokumentu podle daných kritérií
• správou jmenných prostorů v kontextu každého elementu
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• spojováním neparsovaných entit s odpovídající URL
• přiřazováním typů atributům
Díky těmto vlastnostem lze považovat XML parsery za poměrně pohodlnou formu zpra-
cování XML obsahu, při které je většinou hlavním zájmem získání informací o struktuře
dokumentu a poté následuje průchod hierarchií elementů až k požadovanému uzlu, jenž re-
prezentuje data, která chceme získat. V Javě existují dvě základní API, ze kterých parsery
a knihovny pro zpracování XML vycházejí:
1. SAX neboli Simple API for XML je standardním a velmi propracovaným rozhraním
pro parsování XML. Z tohoto důvodu je používáno řadou velmi kvalitních knihoven
a parserů. SAX je událostmi řízené API, ve kterém konkrétní SAX třídy a rozhraní
jsou součástí parserů a datových proudů, pomocí kterých je dokument načítán, a také
klientských aplikací, které využívají daný parser. Na rozdíl od DOM API, o kterém
bude řeč vzápětí, neexistuje zde žádná třída reprezentující dokument sám o sobě.
Místo toho, příslušný parser zásobuje klientskou aplikaci skrze obslužné metody udá-
lostí podobně, jak je tomu například u frameworků Swing a AWT. Tohle dělá z SAX
velmi rychlé a paměťově nenáročné rozhraní, protože nemusí uchovávat celou struk-
turu dokumentu v paměti. Nicméně některé programy využívající SAX může být
složitější implementovat, protože je nutné navrhnout si své datové struktury a ucho-
vávat v nich obsah dokumentu.
2. DOM představuje zkratku pro Document Object Model, jenž je plnohodnotnou al-
ternativou k SAX přístupu. V současnosti se jedná pravděpodobně o nejpoužívanější
formu přístupu k XML, ale i jiným dokumentům v rámci značkovacích jazyků. DOM
modeluje celistvý dokument jako strom. Na rozdíl od SAX, DOM představuje kromě
možnosti čtení i možnost zápisu nových elementů do struktury dokumentu. Každé
XML je reprezentováno objektem typu Document, jenž zahrnuje další objekty repre-
zentující různé prvky XML, a nad kterým lze provádět patřičné operace. Tohle činí
DOM rozhraní velmi výhodným, pokud je požadován náhodný přístup k různým čás-
tem XML dokumentu. Nicméně oproti SAX přístupu je paměťově náročnější volbou.
Knihovny použitelné v jazyce Java, jež jsou založené na zmíněných API, jsou následující:
• JAXP znamená Java API for XML Processing, které spojuje oba výše uvedené par-
sovací přístupy dohromady. Jedná se o standardní součást Javy od verze 1.4. Uživatel
si může vybrat mezi SAX a DOM přístupem, který bude JAXP využívat.
• JDOM je pseudoakronym pro Java Document Object Model, jenž představuje pro
Javu nativní stromově orientované parsovací rozhraní odstraňující některé neduhy
spojené s DOM. Cílem jeho autorů bylo vytvoření jednoduchého intuitivního API,
které poskytuje stejné možnosti jako DOM. JDOM načítá celé XML do paměti, než
ho začne zpracovávat, přičemž používá spíše konkrétní třídy a konstruktory, než roz-
hraní a metody vzoru factory, což jeho kód dělá mnohem čitelnějším a rychleji zpra-
covatelným, než v případě DOM.
• dom4j vychází ze stejných základů jako JDOM, nicméně tento projekt se později
od JDOM oddělil, přičemž mu zůstaly některé původní rysy jako stromová struk-
tura a jiné. Používá factory metody a rozhraní oproti JDOM, což přináší možnost
vložení svých vlastních tříd představujících uzly stromu. Kromě jiného také disponuje
generickým typem uzlů, který může být použit v rámci navigace.
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• ElectricXML představuje další stromově založené API pro zpracování XML obsahu
v Javě. Jedná se o velikostně malou a efektivní knihovnu použitelnou v prostředích
s nízkým datovým limitem. Jde o jediné zde zmíněné API, které není open source,
takže potřebuje svůj vlastní parser. ElectricXML získalo reputaci poměrně snadno
použitelné knihovny, avšak má i několik negativních rysů s tím spojených. Kupříkladu
implicitně odstraňuje více netisknutelných znaků než by mělo a správa jmenných
prostorů také není zcela korektně vyřešena.
• XMLPULL je knihovnou vycházející ze SAX přístupu, avšak používají jej přede-
vším tzv. pull parsery, které dokáží načítat proudový vstup jako SAX, avšak pouze
v okamžiku, kdy to klientská aplikace požaduje. Tato vlastnost je výhodná především
pro vývojáře, kteří potřebují zpracovávat rozsáhlé dokumenty, avšak bez obsluhování
SAX událostí. U XMLPULL lze nalézt i několik nedostatků jako například to, že pod-
pora jmenných prostorů je ve výchozím režimu vypnutá, případně ignorování DOCTYPE
deklarace [11].
Koncepce programu FIWS vyžaduje poměrně rychlé parsování z toho důvodu, aby pro-
dlevy spojené s analýzou a vkládáním chyb byly co možná nejnižší. Navíc, některé typy
poruch vyžadují použití prostředků XPath, aby mohly jednoznačně definovat uzly, jež se
dané operace týkají. Z těchto důvodů byla zvolena knihovna JDOM, jejíž použití je relativně
jednoduché oproti jiným parserům. Pomocí třídy SAXBuilder je ze vstupního proudu vy-
tvořen objekt typu Document, jenž reprezentuje hierarchii XML elementů tvořenou objekty
typu Element, Attribute, Namespace a jinými. Poté lze provádět jak čtecí, tak zápisové
operace nad objekty.
5.3.2 XPath
Vzhledem k faktu, že nástroj FIWS v hojné míře využívá možností technologie XPath, je
následující část textu zaměřena na tuto problematiku.
Technologie Xpath vznikla jako výsledek snahy poskytnout standardní syntaxi a sé-
mantiku provádění operací nad XSLT a XPointer. Hlavním přínosem XPath je možnost
adresace různých částí XML dokumentu. Kromě toho bylo vytvořeno i základní příslušen-
ství pro manipulaci s řetězci, čísly a logickými hodnotami v rámci XML.
XPath pracuje s abstraktní logickou strukturou dokumentu, nikoliv s její syntaktickou
podobou. Pro určení cesty v rámci XML dokumentu používá syntaxi, která se spíše podobá
URI adrese, přičemž tato cesta symbolizuje průchod stromem dokumentu až k jeho cíli
nebo případně více cílům. Pojmenování XPath bylo zvoleno právě z důvodů použití URI
Path notace, které může připomínat URL navigaci skrze XML dokument.
Model používaný XPath technologií představuje XML dokument jako strom s uzly,
přičemž zde existuje hned několik druhů uzlů:
• uzly elementů
• uzly atributů
• textové uzly
Přístup k těmto uzlům je taktéž syntakticky rozlišen. Pokud chceme například v cestě
označit nějaký atribut, použijeme prefix ’@’.
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Kromě absolutní adresace prvků, XPath poskytuje i možnosti pro určení relativní cesty.
Kupříkladu konstrukce ’//’ symbolizuje hledání vzorku kdekoliv v dokumentu. Zmíněnou
konstrukci lze také použít v kombinaci s elementy. Například výraz ’uzel1//uzel2’ nalezne
všechny elementy pojmenované ’uzel2’, které jsou součástí podstromu elementu ’uzel1’.
XPath plně podporuje také jmenné prostory, které jsou stejně jako v XML syntakticky
označené pomocí ’:’. Úplnou specifikaci XML Path Language lze nalézt zde [7].
5.3.3 Parsování WSDL popisu
Při zpracovávání velmi specifických dokumentů již běžné parsery nemusí stačit. V našem pří-
padě jde o parsování popisů služby ve formátu WSDL, kdy chceme vytvořit poruchy spjaté
se získanými metainformacemi o službě (v rámci chyby typu WSDL Operation Fault). Jak
již bylo ukázáno v kapitole o webových službách, WSDL popis může sestávat hned z něko-
lika souborů, které na sebe odkazují. Většinou jde o kořenový WSDL soubor a externí XSD
schémata definujících strukturu elementů jednotlivých operací služby. Specifikace dovoluje
také vložit schémata přímo do WSDL, což parsování dále komplikuje.
Pro tyto účely byl vybrán Membrane SOA Model1, jenž nabízí API pro parsování WSDL
a XSD, nicméně je závislé na několika dalších knihovnách, které bylo nutné získat. Nevýhody
spojené s touto volbou byly v podobě veřejně nepublikované dokumentace k tomuto API,
u něhož sice lze vygenerovat Javadoc programovou dokumentaci, která ale zdaleka není
kompletní a u spousty metod chybí patřičný popis. Konkrétní způsob použití pak vychází
ze získání popisu pomocí metody parse, jež vrací objekt typu Definitions, ze kterého jsou
následně získány seznamy elementů <message> a <part> obsahující jména odpovídajících
metod.
5.3.4 Realizace typů podmínek
V rámci projektu FIWS byly vytvořeny tři základní typy podmínek, jež omezují aplikaci
poruch nad probíhající komunikací. Jak již bylo zmíněno, tento počet může být kdykoliv do
budoucna podle potřeby jednoduše navýšen. Následuje seznam podmínek i s jejich třídním
označením.
• Podmínka vázaná na obsah zprávy (Contains Condition). Jedná se o primi-
tivní podmínku vztahující se na obsah zprávy. Přijímá jeden parametr určující hle-
daný podřetězec ve zprávě. V případě výskytu takového podřetězce kdekoliv uvnitř
zprávy je tato podmínka považována za splněnou. Obsah zprávy máme k dispozici
díky HTTP parseru a samotné nalezení podřetězce se provede voláním standardní
metody contains.
• Podmínka vázaná na URI zprávy (Uri Condition) se zaměřuje na URI adresu
HTTP zprávy a hledá v ní zadaný podřetězec. Umožňuje tak například omezit aplikaci
chyb pouze na zprávy operující nad konkrétním zdrojem. Stejně jako u předchozího
typu podmínky i zde máme již URI adresu získanou a pro zjištění, zda obsahuje
zadaný řetězec, je použita metoda contains.
• Podmínka vázaná na cíl zprávy (Destination Condition) je často používanou
podmínkou, kdy chceme aplikovat změny pouze na HTTP požadavky nebo odpovědi.
Pokud není stanovena, poruchy jsou automaticky vloženy jak do požadavků, tak do
1http://www.membrane-soa.org/soa-model/
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příslušných odpovědí. HTTP parser, jenž je součástí proxy monitorovací jednotky,
rozlišuje oba zmíněné typy HTTP zpráv a ukládá je do příslušných objektů, tudíž
zjištění, zda je podmínka splněna, je triviální.
5.3.5 Realizace typů poruch
Nyní si představíme seznam implementovaných poruch, pomocí kterých lze provádět ro-
bustnostní testování všech nejpoužívanějších stylů webových služeb. Díky tomu, že všechny
tyto styly používají ke komunikaci HTTP protokol a daný specializovaný protokol na bázi
XML, je možné vytvořit několik univerzálních typů poruch, které lze použít jak na SOAP
zprávy, tak třeba na XML-RPC volání.
Kromě toho bylo vytvořeno i několik specializovaných poruch, které jsou vhodné pro
testování pouze jednoho typu webové služby.
• Nahrazení řetězce (String Corruption Fault). Jde o typ poruchy, který nebere v po-
taz XML syntaxi zprávy, pouze její řetězcovou reprezentaci, přičemž tímto způsobem
lze testovat, jak se služba bude chovat v případě, kdy pozměníme názvy některých
elementů, nebo pokud chceme všechny prefixy jmenných prostorů nahradit jinou před-
ponou. String Corruption Fault přijímá dva parametry, tedy hledaný vzor a řetězec,
kterým bude tento vzor nahrazen. Samotná realizace je následně provedena standardní
metodou replaceAll.
• Nahrazení hodnoty pomocí XPath (XPath Corruption Fault) je poruchou, jež je
přímo závislá na struktuře XML dokumentu, přičemž dokáže pomocí XPath výrazu
nahrazovat konkrétní hodnoty elementů nebo atributů na určených místech ve stromu.
JDOM parser, který je v tomto případě použit, ovšem vyžaduje registraci jmenných
prostorů, které jsou v XPath výrazu použity. Z těchto důvodů je vždy nutné rekur-
zivně vyhledat všechny jmenné prostory a zaregistrovat je před vyhodnocením XPath.
Cesta je nejprve použita v kontextu vyhledávání elementů a následně atributů. XPath
výrazu může odpovídat i více uzlů ve stromu, v tom případě jsou nahrazeny hodnoty
všech.
Tento typ poruchy tedy přijímá dva parametry. Prvním je XPath výraz a druhým
nová hodnota prvku, na který XPath ukazuje. Nahrazení hodnoty elementu se ná-
sledně provede JDOM metodou setText, nebo případné nahrazení hodnoty atributu
metodou setValue.
• Znásobení výskytu řetězce pomocí XPath (Multiplication Fault) umožňuje otes-
tovat chování webové služby při vícenásobném opakování části zprávy. Lze také du-
plikovat celý XML dokument a zjistit, zda si příslušný parser webové služby s tímto
poradí. Podobně jako u předchozího případu, i zde je prvním vstupním parametrem
XPath výraz adresující prvky, které budou znásobeny, a druhý parametr udává počet
těchto duplikací.
• Narušení HTTP hlavičky (Header Corruption Fault) je typem chyby určeným
především k testování REST služeb, kdy část hlavičky splňující daný vzor je nahrazena
jiným řetězcem. Lze tak zjistit, jak se REST služba bude chovat kupříkladu při změně
použité HTTP metody nebo při modifikaci URI adresy odkazující se na příslušný
zdroj, se kterým je nakládáno.
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Header Corruption Fault přijímá dva parametry, kde prvním je vzor hledaný v HTTP
hlavičce a druhým je řetězec, kterým má být tento vzor nahrazen. Vše funguje na
obdobném principu jako již zmíněný typ chyby String Corruption Fault.
• Nahrazení operace pomocí XPath z WSDL (WSDL Operation Fault) patří již
mezi komplexnější poruchy, které k narušování komunikace používají popis služby ve
formátu WSDL. V době vytváření této chyby je v příslušném dialogu stažen ze zadané
URI adresy WSDL popis, ze kterého je následně získán seznam všech vstupních a vý-
stupních operací, jimiž daná služba disponuje. Uživatel následně zvolí jednu z operací
a stanoví podobu jejího modifikovaného těla. Obě tyto hodnoty jsou uchovány v rámci
nově vzniklého objektu reprezentujícího tuto poruchu.
Proces aplikace této poruchy je podobný jako v případě XPath Corruption Fault.
Nejprve je registrován seznam všech jmenných prostorů a poté jsou postupně sesta-
vovány odpovídající XPath výrazy i s prefixy, které by mohly sedět na jméno zadané
operace. Pokud XPath cesta odpovídá některému umístění v dokumentu, pak je jisté,
že element reprezentující požadovanou operaci byl nalezen a následuje vložení daného
obsahu.
• Odstranění obsahu zprávy (Emptying Fault). Jak již z názvu vyplývá, tento typ
poruchy má za následek odstranění obsahu zprávy a ponechání pouze HTTP hlavičky.
V případě, že je očekáván nějaký obsah, testovaná služba by měla odpovědět chybo-
vým hlášením a spojení ukončit. Je třeba zjistit, zda takové chování platí i v rámci
komunikace mezi partnerskými službami. Tento typ chyby neočekává ze vstupu žádné
parametry.
• Zpoždění zprávy (Delay Fault) je chybou, pomocí které ověřujeme chování webové
služby při větších komunikačních prodlevách, ke kterým může dojít například z dů-
vodu zahlcení sítě nebo jiných anomálií, ke kterým v praxi běžně dochází. Tato chyba
již spadá do kategorie komunikačních poruch, na rozdíl od předcházejících typů, které
testují služby na úrovni rozhraní.
Typ poruchy Delay Fault přijímá jediný parametr, který udává, o kolik milisekund
má být zpráva pozdržena, než je zaslána ke svému adresátovi. Samotná implementace
spočívá v uspání patřičného vlákna, které obsluhuje odpovídající spojení metodou
sleep o zadaný počet milisekund.
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5.4 Základní komponenty GUI
Z požadavků vytyčených v době návrhu také plyne, že výsledná aplikace by měla poskytnou
veškerou funkčnost spojenou s testováním webových služeb pomocí uživatelského prostředí.
Při návrhu jednotlivých ovládacích prvků a komponent byl kladen důraz na jejich celistvou
intuitivnost a také na rychlou odezvu směrem k uživateli. Pro všechny déle trvající operace
je pro jejich vykonávání vždy vytvořeno odpovídající nové vlákno tak, aby uživatel nebyl
nikterak omezován při práci s GUI.
Pro realizaci uživatelského prostředí byl zvolen Java Swing framework, který nabízí
vývojářům poměrně širokou paletu komponent a ovládacích prvků. Jednodušší prvky jsou
vkládány do tzv. kontejnerů, jež tyto prvky zapouzdřují. Tímto způsobem je postupně
z různých typů GUI komponent sestavena hierarchická struktura tvořící výsledný vzhled
programu.
Uživatelské rozhraní je v základu rozděleno do dvou hlavních sekcí, přičemž každá z nich
je reprezentována příslušnou záložkou v hlavním okně aplikace. První sekcí je monitor
HTTP interakcí (obrázek 5.1) a druhou je sekce pro nastavení testů (obrázek 5.2).
Obrázek 5.1: Sekce pro analýzu HTTP komunikace mezi službami
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Obrázek 5.2: Sekce pro nastavení testů
5.4.1 Záložka s HTTP interakcemi
Tato sekce zobrazuje uživateli výsledky parsování a analýzy HTTP komunikace nad běžícím
proxy serverem. V horní části hlavního panelu se nachází tabulka s HTTP interakcemi (viz
obrázek 5.3), přičemž každý řádek této tabulky reprezentuje dvojici zpráv. Většinou se jedná
o HTTP požadavek a odpovídající HTTP odpověď, avšak v některých případech je součástí
pouze zpráva s požadavkem, na který nebylo odpovězeno. Tabulka se skládá z celkem šesti
sloupců nesoucích následující informace o proběhlé komunikaci:
• # - číslo interakce. Určuje v jakém pořadí HTTP interakce proběhly.
• HTTP code - návratový kód informující o průběhu HTTP operace
• Method - metoda použitá v rámci HTTP požadavku
• Initiator - iniciátor komunikace
• URI - URI adresa HTTP požadavku
• Test - aplikovaný test na danou interakci
Každá příchozí zpráva je nejprve zachycena proxy monitorovací jednotkou, která zprávu
podrobí analýze a předá ji kontroléru. Následně je inicializován injektor poruch, jenž pří-
padně pozmění obsah zprávy a uloží jej jako vlastnost changedContent odpovídající zprávy.
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Obrázek 5.3: Tabulka s HTTP interakcemi
Teprve nyní je GUI signalizováno, že došlo k popsané akci. Protože se jedná o vyšší archi-
tektonickou vrstvu, která by neměla býti závislá na byznys vrstvě, pro oznamování této
události byl použit návrhový vzor Observer.
Kontrolér zapouzdřuje seznam odběratelů událostí o nové zprávě. Dále obsahuje veřej-
nou metodu addNewMessageListener, která umožňuje konzumentům této události zare-
gistrovat si její odběr, přičemž kontrolér tuto instanci přidá do svého seznamu. Aby od-
běratelé mohli být zaregistrováni, musí implementovat rozhraní NewMessageListener, jež
definuje metodu onNewMessageEvent, která je obsluhou zmíněné události. Jakmile dorazí
nová zpráva, kontrolér zavolá metodu publishNewMessageEvent a upozorní všechny regis-
trované konzumenty o nové události. Tímto způsobem jsou minimalizovány vazby směrem
z byznys na prezentační vrstvu aplikace.
V okamžiku, kdy uživatel označí příslušnou interakci v tabulce, ve spodní části panelu
je zobrazen její detail, jenž je tvořen dvěma záložkami rozdělujícími interakci na požadavek
a odpověď. Levá část karty představuje původní zprávu (viz obrázek 5.4), tedy v takové
podobě, v jaké byla přijata a pravá část pozměněnou podobu zprávy s vloženými chybami.
Zpráva je zde zobrazena i společně s HTTP hlavičkou, takže je možné pozorovat i modi-
fikace vložené skrze Header Corruption poruchy. Tímto je uživateli umožněno jednoduché
porovnávání obou podob zpráv tak, aby se mohl přesvědčit, že aplikace nakonfigurovaných
poruch byla provedena podle očekávání.
Pro zobrazení XML zpráv byla použita komponenta JEditorPane, jež dokáže stylovat
složitější dokumenty i například ve formátu HTML, avšak neumí je sama od sebe syntak-
ticky zvýrazňovat, což bylo v tomto případě poměrně žádoucí. Nicméně poskytuje možnost
importovat tzv. Editor Kit, jenž implementuje jiné zobrazování prvků v rámci této kom-
ponenty. Na internetu lze nalézt několik takových knihoven, avšak v tomto případě byl
použit doplněk nazvaný Bounce Editor Kit2, jenž kromě zvýraznění XML syntaxe dokáže
zobrazovat i čísla řádků a rozbalovat či skrývat obsah jednotlivých elementů.
V předcházejícím odstavci nebylo zcela korektní tvrzení, že příchozí zpráva je zobrazena
přesně v takové formě, v jakém byla získána. Zpráva je samozřejmě parsována k odstra-
nění přenosového kódování a pro zobrazení v aplikaci upravena pomocí JDOM serializéru,
který vloží odsazení elementů tak, aby byla pro člověka jednoduše čitelná. Teprve poté je
zobrazena ve zmíněné komponentě.
2http://www.edankert.com/bounce/
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Obrázek 5.4: Detail zachycené zprávy s původním obsahem
5.4.2 Záložka s uživatelskými testy
Další neméně důležitou částí uživatelského rozhraní je sekce obsahující uživatelské testy.
V této záložce lze upravovat nastavení jednotlivých testů, které jsou součástí kampaní
vedených k testování robustnosti webových služeb. V levé části panelu se nachází stro-
mová struktura realizována pomocí komponenty JTree (viz obrázek 5.5), jejíž uzly repre-
zentují hierarchii testů a příslušných pravidel, jež byla popsána v návrhové části tohoto
dokumentu. Každý test může obsahovat několik pravidel, které jsou aplikovány postupně
v zadaném pořadí. Datový model stromu je navázán přímo na odpovídající kolekce, jež
jsou součástí aplikační logiky injektoru poruch. Pro snazší modifikaci této struktury bylo
vytvořeno několik tlačítek a také jednoduché kontextové menu, pomocí kterého lze při-
dávat, odebírat a přejmenovávat označené uzly. Události pro vyvolání kontextového menu
jsou zachytávány speciální vnořenou třídou rozšiřující standardní třídu MouseAdapter, jejíž
metody mousePressed a mouseReleased byly předefinovány tak, aby se aplikace chovala
standardně na všech platformách (události stisknutí a upuštění tlačítka jsou v rámci opera-
čního systému Windows definovány jinak, než je tomu u systému Linux nebo Mac OS). Pro
lepší orientaci ve stromové komponentě byl také částečně upraven její vzhled. K renderování
vlastních ikon bylo nutné předefinovat metodu paintComponent třídy JEditorPane, která
implementuje vykreslení jednotlivých uzlů.
V závislosti na označení některého pravidla ve stromové struktuře jsou zobrazeny jeho
podrobnosti v pravé části panelu. Jedná se o dvojici tabulek, přičemž první z nich repre-
zentuje definovanou množinu pravidel a druhá nastavené poruchy. Každá z těchto uchovává
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Obrázek 5.5: Stromová struktura s uživatelskými testy
informace o nastavených podmínkách či poruchách a také jejich slovní popis (viz obrázek
5.6), který je pevně určen v rámci konkrétní třídy. Datový model je opět načítán přímo z in-
jektoru poruch, který zapouzdřuje nastavení podmínek a poruch. Obsah tabulek je možno
přímo upravovat pomocí přidružených tlačítek. Je nutné také zmínit, že nelze upravovat
nastavení momentálně aktivního testu, protože ve výsledku by nebylo jasné, na které inter-
akce bylo uplatněno jaké nastavení. Zmíněná restrikce je řešena zobrazením odpovídajícího
dialogu upozorňujícího uživatele na tuto skutečnost.
Ke spuštění proxy serveru a zahájení testování je k dispozici v horním panelu sada
ovládacích prvků (viz obrázek 5.7), které řídí činnost celé aplikace. Jakmile je proxy jednotka
spuštěna příslušným tlačítkem, z roletového menu je vybrán test, který má být aplikován
a který je pomocí tlačítka se symbolem blesku zahájen.
Obrázek 5.6: Tabulka s nastavenými podmínkami v rámci daného pravidla
Obrázek 5.7: Ovládací prvky proxy serveru a injektoru poruch
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5.4.3 Dialogy pro vytváření podmínek a poruch
Pro přidávání jednotlivých podmínek a poruch byly vytvořeny dvě JDialog třídy, pomocí
kterých může uživatel nadefinovat jejich nastavení. Aby nebylo nutné vždy vytvářet pro kaž-
dý nový typ podmínky nový dialog, bylo využito prvku Card Layout, pomocí nějž může mít
daný panel více podob, které se mění v závislosti na vnějších událostech jiných ovládacích
prvků. V našem případě je tímto prvkem roletové menu umístěné v horní části dialogu, jež
udává typ nově vytvářené podmínky nebo poruchy. Při provedení změny vybraného typu
je zobrazena karta s pojmenováním, které odpovídá patřičnému objektu z menu. Tímto
způsobem je možno dynamicky měnit obsah panelu Settings.
Jak již bylo zmíněno v předchozí podkapitole, v případě přidávání poruchy typu WSDL
operation fault (viz. obrázek 5.9) je nutné nejprve stáhnout ze zadané adresy WSDL popis
služby, jenž je následně parsován pro získání seznamu operací, se kterými daná služba pra-
cuje. Akce spojená s tímto úkonem může trvat delší dobu, proto je z pochopitelných důvodů
pro zmíněnou činnost vytvořeno nové vlákno, uživatel tedy není nikterak blokován v ovlá-
dání GUI. Jakmile je seznam operací kompletní, je zpřístupněna druhá polovina dialogu,
jež umožňuje vybrat konkrétní operaci a předefinovat její tělo podle daných testovacích
kritérií.
Obrázek 5.8: Dialog pro přidání podmínky
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Obrázek 5.9: Dialog pro přidání poruchy
5.5 Uchování poslední relace
Jak již bylo v předchozím textu zmíněno, nástroj FIWS poskytuje svému uživateli možnosti
pro vytvoření hierarchie testů, která může být aplikována do probíhající komunikace. Podle
očekávaní by aplikace měla být schopná tyto testy po svém restartování znovu načíst a
uchovávat si tak poslední použitou relaci. Z tohoto důvodu bylo nutné řešit problémy spo-
jené s perzistencí aktivních objektů představujících jednotlivé testy. Vzhledem k faktu, že
se jedná o poměrně malou databázi obsahující pouze několik tabulek, byla k uložení na disk
zvolena metoda serializace do XML. Data, jež mají perzistentní charakter, jsou následující:
• Uživatelské testy.
• Testovací pravidla.
• Množina testovacích podmínek.
• Množina testovacích poruch.
• Nastavení proxy serveru a mapování uložených testů na disku.
Pro serializaci objektů nesoucích tato data bylo možno využít již představené knihovny
JDOM a metody ze třídy XMLOutputter. Další možností bylo využít nativních prostředků
Java SDK, implementovat příslušné rozhraní Serializable a provést operace spojené
s uložením objektů tímto způsobem, při kterém lze zvolit z několika způsobů serializace
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na disk. Může jít o perzistenci do binární podoby nebo do XML. Kromě těchto způsobů
uložení bylo ještě možno využít jiných specializovaných knihoven, jež lze na internetu do-
hledat hned několik.
Po zvážení všech kladných i záporných vlastností byla použita externí knihovna XStream,
jejíž použití je velmi jednoduché a nabízí velmi slušnou bilanci týkající se rychlosti převodu
do XML a nízké paměťové náročnosti. Pro zaručení této rychlosti používá XStream k par-
sování XML velmi rychlý kXML2 pull parser3 z knihovny XPP3. Místo toho lze nastavit
použití JAXP DOM nebo StAX parserů, avšak doporučuje se nechat původní nastavení se
závislostí na knihovně XPP3. Tímto způsobem je dosaženo maximální rychlosti načítání
a ukládání dat na disk i při rozsáhlejších strukturách uživatelských testů [5].
Všechny metody určené pro serializaci objektů do XML jsou podle navržené architek-
tury umístěny v datové vrstvě v rámci třídy DataProvider, která poskytuje rozhraní pro
operace nad těmito daty. Vždy při ukončení aplikace se nejprve provede postupná seriali-
zace všech testů z kolekce pomocí metody serializeTestsToXML do příslušných souborů,
jejichž názvy odpovídají primárnímu klíči ID. Knihovna XStream dokáže pomocí metody
toXML serializovat jakýkoliv objekt, a to i s kolekcemi jiných objektů. Díky tomu je možno
provést tuto akci pouze nad instancemi testů a všechna ostatní důležitá data, jako příslušná
pravidla, podmínky a poruchy jsou taktéž serializovány.
Následně je třeba uložit nastavení proxy serveru a také mapování jednotlivých testů
na odpovídající soubory na disku. K tomuto účelu byla vytvořena v datové vrstvě třída
Settings, jež uchovává zmíněné proxy nastavení, ale také seznam všech cest k souborům s
validními testy, aby je bylo možno při startu FIWS nástroje opětovně načíst. Tento seznam
je vždy před serializací aktualizován. Výsledný soubor má název settings.xml a z výše
zmíněných důvodů je nutnou součástí aplikace
3http://kxml.sourceforge.net/
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Kapitola 6
Testování webových služeb pomocí
FIWS
Tato kapitola se zaměřuje na použití nástroje FIWS v praxi. Jakmile byly všechny základní
funkční rysy aplikace dokončeny, bylo možno přejít k samotnému testování webových služeb.
Již během implementace byly částečně testovány některé primitivní služby, ovšem pouze
pro účely ladění funkcí programu FIWS, tedy jednotlivé testy byly prováděny spontánně
bez předem vymezeného pořadí a bez následné klasifikace výsledků. V tuto chvíli, kdy lze
považovat aplikaci za téměř kompletní, se můžeme konečně zaměřit pouze na testování, při
kterém je třeba získat potřebné množství dat, ze kterých lze postupně agregovat konkrétní
výsledky a závěry.
6.1 Klasifikace nedostatků webových služeb
Chyby a robustnostní nedostatky u webových služeb se mohou vyskytovat v různých po-
dobách. Některé se projeví okamžitě, jako například standardní SOAP chybové hlášení,
jiné se mohou projevit až po jisté době, kupříkladu v podobě služby, která se s odstupem
času dostane do stavu, kdy nadále nekomunikuje se svými partnery, a některé se navenek
neprojeví nijak a jejich existence je zjištěna až z analýzy logu aplikačního serveru nebo dat
uložených v databázi. Z těchto důvodů bylo vhodné před zahájením testů vytvořit nebo
převzít klasifikační schéma, podle nějž by bylo možno pozorované chyby a nedostatky u
webových služeb nějakým způsobem zařadit a vyhodnotit jejich celkový dopad. Z někte-
rých článků vědeckých konferencí zabývajících se testováním softwaru lze získat poměrně
podrobně vypracované studie, jež si kladou za cíl vytvoření vyhodnocovacího modelu, podle
kterého lze webové služby klasifikovat na základě proběhlých robustnostních testů.
Pro sumarizaci jednotlivých testovacích kampaní byly použity modely wsCRASH a wsAS,
jejichž podrobnou specifikaci lze nalézt zde [22]. Robustnostní charakteristika wsCRASH
představuje pět základních skupin, do kterých můžeme na základě provedeného testování
pozorované chyby a nedostatky zařadit. Zmíněné skupiny vypadají následovně:
• Catastrophic - jedná se o nejméně pravděpodobnou, ale také o nejzávažnější slabinu,
kdy aplikační server, na kterém testovaná služba běžela, byl poškozen, nebo příslušný
počítač bylo nutné restartovat.
• Restart - opět lze mluvit o významné závadě, při které byl běh webové služby z urči-
tého důvodu pozastaven a služba musí být ukončena.
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• Abort - chyba, při které bylo pozorováno abnormální chování webové služby na určité
dotazy. Kupříkladu se může jednat o ukončení spojení bez očekávané chybové SOAP
zprávy.
• Silent - jde o poruchu, při které se webová služba nadále chová standardně, i když
by za daných okolností měla vykázat nějakou formu chybového hlášení. Většinou se
jedná o chybějící restriktivní opatření, jež by v danou chvíli mělo zareagovat.
• Hindering - závada, při které je vrácen špatný chybový kód nebo odpověď je výrazně
zpožděna.
Zmíněné klasifikační třídy charakterizují nedostatky webových služeb a za jejich pomoci
lze efektivněji provádět opravu chyb. Nicméně rozsah modelu wsCrash může být v někte-
rých případech příliš velký. wsCrash je určen pro testy prováděné na straně producentů
služeb, tedy pro vývojáře webových služeb, kteří mají danou službu a všechny ostatní pro-
středky pro její běh k dispozici. Těmito prostředky je například myšlena stanice a aplikační
server, na kterém je služba umístěna. Závady typu Catastrophic a Restart nejsou přímo po-
zorovatelné ze strany konzumenta služeb, protože ten nemá zmíněné prostředky k dispozici
a nemůže tak ověřit jejich stav. Pro účely testování vzdálených služeb, k jejichž nastavení
a aplikačním serverům nemáme přímý přístup, bylo vytvořeno zjednodušené wsAS schéma,
které vychází z wsCRASH, avšak rozděluje nedostatky pouze do skupin Abort a Silent.
Pro kompletní charakteristiku je třeba detailně analyzovat chování testované webové
služby za účelem zjištění zdroje těchto závad. Některé poruchy lze navíc dále specifikovat
a získat tak výčet chyb, jejichž původ bude pramenit pravděpodobně ze stejného zdroje.
Nejčastějšími zdroji Abort poruch bývají následující:
• Aritmetické operace - jedná se většinou o výjimky spojené s nevalidními arit-
metickými operacemi, jako například dělení nulou, sčítání čísla a řetězce, převádění
množiny znaků na číslo, atd.
• Reference typu null - jde především o null ukazatele, tedy v přesném vyjádření
o ukazatele neukazující nikam, jejichž dosazením za určitý parametr dochází k vy-
volání výjimečného stavu služby. Kromě toho může jít také o přístup k nevalidním
elementům pole, atd.
• Operace pro přístup k databázi - zahrnují výjimky vyvolané chybným SQL pří-
kazem nebo špatně zadanými přístupovými údaji pro přípojení k databázi.
Samozřejmě existují i další zdroje Abort poruch, které jsou spojeny s konkrétní službou,
a zdroje zmíněné výše se nemusí nutně vyskytovat u každé služby. Pochopitelně u služby,
jež nemá přístup k žádné databázi, nelze pozorovat chyby spojené s SQL příkazy apod.
6.2 Robustnostní test ukázkové SOAP služby
Jak již bylo v předchozím textu zmíněno, klasifikační model poruch se liší v závislosti na
tom, zda je služba testována z pohledu jejího producenta a nebo konzumenta. Pro testování
ze strany vývojáře webové služby bylo nutné vybrat několik služeb, které by bylo možno
nasadit na některý z aplikačních serverů, a otestovat jejich chování v těžko předvídaných
situacích.
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Pro prvotní robustnostní kampaň byla vybrána služba zvaná Calculator, jejíž implemen-
tace je dodávána jako doplněk vývojového prostředí NetBeans pro demonstraci technologie
JAX-WS, a pro ukázku, jak lze v tomto prostředí vytvářet a spravovat webové služby.
Jedná se o jednoduchou SOAP službu poskytující metody pro základní aritmetické operace
nad zadanými parametry. V zájmu otestování všech možností FIWS nástroje byla imple-
mentace této služby mírně uzpůsobena do podoby, jež ilustruje obrázek 6.1 . Nyní se jedná
v podstatě o dvojici webových služeb, přičemž služba CalculatorWS poskytuje pro své
konzumenty komunikační rozhraní. Klienti mohou se službou navázat spojení a provádět
požadavky pomocí následujících operací:
• add vrací součet parametrů (implementuje přímo služba CalculatorWS )
• sub vrací rozdíl parametrů (implementuje přímo služba CalculatorWS )
• mult vrací výsledek po násobení parametrů (implementuje služba MultDivWS )
• div vrací výsledek po dělení parametrů (implementuje služba MultDivWS )
Obrázek 6.1: Komunikační schéma testované služby Calculator
Z předcházejícího výčtu je patrné, že některé operace provádí přímo vnější služba Cal-
culatorWS a jiné služba MultDivWS, přičemž v takovém případě služba CalculatorWS
funguje pouze jako zprostředkovatel. V původní implementaci provádění všech operací za-
jišťovala pouze služba CalculatorWS, avšak z důvodů otestování narušování komunikace
mezi partnerskými službami byly provedeny zmíněné změny. Vyvíjený nástroj je nyní scho-
pen vkládat chyby jak do spojení mezi vnější službou a klienty, tak mezi interní komunikaci
partnerských služeb. Ukázku korektního SOAP požadavku ze strany klienta na operaci mult
je možno vidět na obrázku 6.2. Element <ns2:mult> reprezentuje zvolenou operaci a vnitřní
značky <i> a <j> představují její vstupní parametry.
Pro poskytnutí prostředí k běhu služby byl vybrán aplikační server Oracle Glassfish
v 3.2. Aby veškerá komunikace byla směrována přes náš proxy server, bylo nutné provést
nastavení jak na straně klientů webových služeb, tak na straně Glassfish serveru. Na straně
klienta byla vytvořena třída s názvem ClientProxySelector, jež je potomkem standardní
třídy ProxySelector, jejíž předefinováním je umožněno nastavit přístup k síti přes dané
proxy zařízení. Metoda select přijímá jako parametr URI adresu požadovaného připojení
a vrací seznam nastavených proxy serverů, přes které lze tohoto požadavku dosáhnout.
Zde hrají významnou roli přednastavené parametry proxyHost a proxyPort, které se musí
shodovat s hodnotami zadanými v proxy nastavení FIWS. Pokud se připojení nezdaří,
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Obrázek 6.2: Korektní SOAP požadavek na službu Calculator
provede se tělo metody ConnectFailed, které vypíše zdůvodnění této události. Na závěr je
třeba zmíněnou třídu pomocí následujícího příkazu nastavit jako výchozí proxy spojení:
ProxySelector.setDefault(new ClientProxySelector(PROXY_HOST, PROXY_PORT));
Tímto je nastavení ze strany klienta hotovo, avšak nyní je ještě třeba nakonfigurovat apli-
kační server. V opačném případě by totiž zprávy mezi službami CalculatorWS a MultDivWS
nešly přes proxy server a nebylo by možno analyzovat a případně narušovat jejich průběh.
Glassfish aplikační server nabízí hned několik způsobů konfigurace. Prvním a asi nejpoho-
dlnějším je využít jeho webové rozhraní, které standardně běží na portu 4848. Ve stromu
s nastaveními nacházející se v levé části je třeba zvolit Configurations/ server-config/
JVM Settings, kde v záložce JVM Options se přidají následující parametry:
-Dhttp.proxyPort=55555
-Dhttp.proxyHost=localhost
-Dhttp.proxySet=true
Výše uvedené hodnoty parametrů jsou pouze ilustrativní, avšak musí opět odpovídat
tomu, co je nastaveno v programu FIWS. Kromě webové administrační konzole lze Glass-
fish nakonfigurovat ještě pomocí nástroje asadmin nebo lze přímo upravit XML soubor
domain.xml nacházející se v místě instalace serveru.
Jakožto první kampaň pro testování služby Calculator byl vybrán robustnostní test pa-
rametrů, který obnáší opakované narušování SOAP zpráv tak, aby byly ověřeny všechny
vstupní a výstupní parametry operací, jejichž zpracování nemusí být důsledně progra-
mově ošetřeno. K tomuto účelu posloužily především poruchy typu WSDL Operation Fault
a XPath Corruption Fault, pomocí kterých byly modifikovány hodnoty příslušných XML
elementů. Webová služba byla v rámci kampaně vystavena poruchové zátěži, která byla
částečně převzata z [22] a kterou dokumentuje tabulka 6.1.
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Tabulka 6.1: Robustnostní testování numerických parametrů
Název testu Změna parametru operace
NumNull Nahradit parametr za hodnotu null
NumEmpty Nahradit parametr prázdnou hodnotou elementu
NumAbsoluteMinusOne Nahrazení hodnotou -1
NumAbsoluteOne Nahrazení hodnotou 1
NumAbsoluteZero Nahrazení hodnotou 0
NumAddOne Přičtení 1
NumSubtractOne Odečtení 1
NumMax Nahrazení maximální platnou hodnotou pro daný typ
NumMin Nahrazení minimální platnou hodnotou pro daný typ
NumMaxPlusOne Nahrazení maximální platnou hodnotou pro daný typ + 1
NumMinMinusOne Nahrazení minimální platnou hodnotou pro daný typ - 1
Pomocí schématu z tabulky 6.1 byly otestovány všechny vstupní a výstupní parametry
operací add a mult. U operace add se jedná pouze o jedinou interakci mezi vnější službou
CalculatorWS a klientem. Naproti tomu u operace mult je situace o něco složitější, kdy
dochází celkem ke třem interakcím mezi účastníky spojení. Klient zahajuje komunikaci
SOAP požadavkem na službu CalculatorWS, která následně iniciuje GET požadavek na
WSDL popis MultDivWS služby a teprve poté zprostředkovává SOAP požadavek na vrácení
výsledku požadované operace.
V průběhu kampaně byl každý z testů proveden dvakrát a některé přinesly poměrně
nečekané výsledky. Ve všech vyzkoušených případech, kdy byla za numerický parametr do-
sazena hodnota null (test NumNull), jej testovaná služba interpretovala jako hodnotu nula,
takže operace byla provedena bez indikace jakýchkoliv výjimečných stavů. Testy NumMax
a NumMin vyústily v neošetřené přetečení 32-bitového typu integer, jehož rozsah je v ja-
zyce Java od -2 147 483 648 do 2 147 483 647 [4]. Služba opět nevykázala žádný chybový
stav a vrátila chybný výsledek. Kupříkladu operace add s parametry 2147483647 a 4 vrátila
výsledek -2147483645. Na druhou stranu, během narušování zpráv s odpověďmi, klientská
služba interpretovala přetečenou hodnotu jako nulu.
Kromě robustnostního testování parametrů byly provedeny i testy ověřující komuni-
kační rozhraní služeb. Chyby typu Multiplication Fault byly aplikovány tak, aby naru-
šily strukturu konstrukce SOAP zprávy, tedy například znásobily počet výskytů elementů
<Envelope> nebo <Body> s různými prefixy jmenných prostorů. Služba Calculator v tomto
případě produkovala stejný výstup jako u korektně zaslaných zpráv. Je tomu tak nejspíše
z toho důvodu, že SOAP parsery berou v potaz pouze první výskyt požadovaného ele-
mentu, a další prvky již nezpracovávají. Následně bylo ověřováno chování služby při pří-
chodu zprávy postrádající své tělo (Emptying fault). HTTP hlavička byla vždy zachována
v původním stavu, tedy indikující, že zpráva má určité kódování a daný počet bytů. Na
tento typ požadavku bylo vždy odpovězeno pomocí standardního SOAP chybového hlášení
oznamujícího, že došlo k vyvolání XML reader výjimky.
Poslední testy byly zaměřeny na částečnou simulaci chyb spojených s použitým komuni-
kačních kanálem. Jednotlivé zprávy byly vždy zpožděny o 10, 20 a 60 sekund, přičemž se ná-
sledně zkoumala reakce služby na dlouhodobě otevřené spojení bez přenosu dat. V prvních
dvou případech, kdy zpoždění činilo 10 a 20 vteřin, služba vždy vyčkala, dokud nedorazila
48
očekávaná zpráva. Nicméně 60 sekundové zdržení vyústilo v uváznutí klienta ve stavu, kdy
při otevřeném spojení stále očekává zprávu s odpovědí, která již dorazila.
6.3 Robustnostní test ukázkové REST služby
Během další kampaně jsem se rozhodl otestovat některou z REST ukázkových služeb, je-
jichž celková implementace je opět k dispozici v rámci prostředí Netbeans. Zvolená služba se
jmenuje CustomerDB, jež umožňuje pomocí REST přístupu provádět perzistentní operace
nad předpřipravenou Java Derby databází. Proxy spojení služby bylo nakonfigurováno stej-
ným způsobem, jak bylo zmíněno výše. Prováděné úkony měly především zjistit možnosti
testování RESTful služeb pomocí narušování parametrů požadavků, které mohou být jak
součástí HTTP těla v podobě XML dokumentu, tak součástí URI adresy umístěné v HTTP
hlavičce. K tomuto účelu byl vytvořen Header Corruption Fault typ poruchy, s jehož po-
mocí lze snázeji modifikovat zvolené části hlavičky. U některých akcí s parametry typu
string byly opět provedeny robustnostní testy těchto hodnot (tabulka 6.2). Zmíněná ukáz-
ková služba nedisponovala žádnou externí validací, proto se v některých případech podařilo
uvést databázi do nekonzistentního stavu.
Tabulka 6.2: Robustnostní testování řetězcových parametrů
Název testu Změna parametru operace
StrNull Nahradit parametr za hodnotu null
StrEmpty Nahradit parametr za prázdný řetězec
StrNonPrintable Nahradit parametr netisknutelnými znaky
StrAddNonPrintable Přidání netisknutelného znaku do řetězce
StrAlphaNumeric Nahradit parametr pouze alfanumerickými znaky
StrOverflow Rozšíření délky řetězce přes maximální možnou velikost
6.4 Testování veřejných služeb
Na závěr, kromě otestování ukázkových služeb z prostředí Netbeans, bylo poměrně žádoucí
vyzkoušet, zda nástroj FIWS bude schopen provádět stejné úkony u veřejně dostupných slu-
žeb. Jak již bylo dříve zmíněno, v tomto případě nebude využit celkový potenciál navržené
proxy komunikace, protože ze strany konzumenta služby není možno upravit nastavení apli-
kačního serveru tak, aby interní komunikace mezi službami proudila přes FIWS aplikaci.
Nicméně stále existuje možnost narušovat komunikaci alespoň mezi klientem a vnější tes-
tovanou službou, která byla v tomto případě uplatněna. Abychom nemuseli pro každou
službu psát speciálního klienta, byl pro tento účel použit program soapUI 1, kterému byla
nakonfigurována proxy nastavení a který dokáže pomocí získaného WSDL popisu vytvořit
sérii jednoduchých HTTP požadavků, jež mohou být odeslány na server.
Je nutné zmínit, že testování veřejných služeb proběhlo bez předurčeného postupu a zá-
těžové testy byly prováděny spíše spontánně. Pro kompletní robustnostní analýzu těchto
služeb by bylo potřeba shromáždit daleko více testovacích dat, jež by následně sloužily
1http://www.soapui.org/
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k určení celkové robustnostní charakteristiky. Cílem bylo spíše zjistit, zda je nástroj FIWS
použitelný i k této formě testování. Pro zmíněné účely byla vybrána čtveřice veřejně do-
stupných služeb, která byla podrobena několika modifikovaným dotazům. Zmíněné služby
jsou následující:
• alpharooms.com - Affiliate web service
• cuni.cz - WvWAVKY service
• as.asp2.cz - Foreign Exchange service
• altaircom.net - WSCore
Aplikované poruchy na úrovni rozhraní způsobily několik zajímavých situací. Chyba
typu EmptyingFault ve většině případů vedla k ukončení spojení s návratovým kódem 400
indikujícím chybu na straně klienta, nicméně objevil se i případ abort poruchy, která vedla
k interní chybě na straně serveru (návratový kód 500). Několik zvláštností bylo pozorováno
u služby Affiliate, jejíž autentifikační procedura v případě přidání netisknutelných znaků
nehlásila odmítnutí přístupu tak, jak tomu bylo v jiných případech zadání nekorektních
přihlašovacích údajů. Nicméně konkrétní důsledky tohoto chování není možno z naší strany
nikterak ověřit.
6.5 Výsledky experimentů
SOAP webová služba Calculator byla podrobena jak parametrovým zátěžovým požadav-
kům, tak testům pro ověření robustnosti komunikačního rozhraní. Vkládání různých hodnot
na místa numerických parametrů vedlo v několika případech k chybám, kdy služba chybně
interpretovala získané hodnoty nebo si nedokázala poradit se vstupem pohybujícím se na
hranici rozsahu datového typu. V obou případech nebyla ze strany testované služby indi-
kována žádná výjimka ani porucha, z tohoto důvodu se podle klasifikace wsCRASH dá
usuzovat, že jde o chyby typu Silent. Následující testy rozhraní přinesly několik situací,
při kterých byla služba konfrontována s chybně strukturovanými SOAP zprávami, jejichž
zpracování nelze považovat za zcela korektní, avšak nikterak nenarušující správnou odezvu
služby. Chyby typu DelayFault v délce 60 sekund zapříčinily v několika případech nezbytný
manuální restart, což je možno klasifikovat jako stejnojmennou poruchu z wsCRASH hod-
nocení. Služba CustomerDB určená pro vzdálenou práci s databází byla taktéž testována
pomocí narušených zpráv zaměřených na parametry a komunikační rozhraní. V několika
případech se uskutečnily nekonzistentní zápisy do databáze, které pochopitelně vyústily
v chybné odpovědi na dotazy ze strany služby.
Rozsah zjištěných nedostatků a chyb u ukázkových služeb byl očekáván ve větší míře, než
je tomu u služeb reálně nasazených, nicméně i zde se objevily již zmíněné případy zvláštního
chování, přičemž se jednalo o několik závad typu Abort, jež vyprodukovaly chyby na straně
serveru. Avšak, jak již bylo řečeno, veřejné služby nebyly testovány do takové míry, při které
by se daly zveřejnit konkrétnější nedostatky a závěry.
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Kapitola 7
Závěr
Cílem práce diplomového projektu bylo v prvé řadě nastudování problematiky webových
služeb a možnosti jejich testování pomocí metodiky zvané injekce poruch. První kapitola
byla určena výhradně technologii webových služeb. Jsou zde zmíněny nejpoužívanější typy
webových služeb, jejich přednosti a nevýhody. Další sekce byla zaměřena převážně na ser-
visně orientovanou architekturu, která je se stylem SOAP služeb silně propojena a z jejíchž
standardů většina dnes fungujících webových služeb vychází. Zmínka byla také o REST
službách a jejich potenciálu v podobě jednodušší alternativy k SOAP. V závěru kapitoly
jsou popsány hlavní rysy kvalitativních požadavků na služby, přičemž jedním z nich je také
zmíněná robustnost, k jejíž dosažení může testování pomocí injekce poruch značně přispět.
Následující kapitola byla v podání testování softwarových produktů obecně, přičemž se
postupně zaměřuje na metody vkládání poruch, jakožto relativně nového způsobu k validaci
systémů a aplikací, který se stává stále používanějším v souvislosti s dosažením požado-
vané robustnosti. Dále byl vysvětlen pojem SWIFI nástroje, jenž představuje softwarový
prostředek pro automatizaci testování a sledování odpovídajících reakcí, přičemž byl čtenář
seznámen i s několika již existujícími nástroji, které vznikly za tímto účelem.
Po zvážení teoretických aspektů problematiky byla pozornost soustředěna především na
návrh vlastního SWIFI nástroje, jenž měl sloužit jako praktická demonstrace injekce poruch
nad systémy tvořenými pomocí webových služeb. Pro odlišení od jiných nástrojů získal zmí-
něné označení FIWS (Fault Injector for Web Services). Návrh architektury vycházel přede-
vším z koncepce komunikačního schématu, jež byla postavena na proxy serveru, přes který
je vedena veškerá komunikace mezi testovanou službou a okolními systémy. Následně byl
představen model podmínek a poruch, který zásadním způsobem určuje možnosti vytváření
testů v rámci nástroje FIWS. Návrh se mimo jiné také zabýval otázkou uživatelského pro-
středí, přičemž byl vytvořen pohled zachycující rozložení ovládacích prvků hlavního okna
aplikace.
Návrh byl dokončen v požadovaném termínu. Následovala realizace praktické části pro-
jektu. Nejprve bylo nutné si zvolit programovací jazyk a prostředí, v němž bude SWIFI
nástroj vyvíjen. Následně byl implementován konkurentní proxy server, který uměl pouze
zprostředkovávat zasílání zpráv mezi účastníky komunikace. Později byla jeho funkčnost
rozšířena o proxy monitorovací jednotku, jež obsahuje sadu parserů založených na regulár-
ních výrazech, pomocí kterých jsou získávány požadované informace k analýze komunikace.
Poté byla realizována další důležitá komponenta programu, jež nese název injektor poruch.
Tato součást je zodpovědná za vkládání chyb do probíhající komunikace v závislosti na
nastavených pravidlech. Pro její funkčnost bylo nezbytné zpracovat XML strukturu zpráv,
k čemuž bylo využito prostředků JDOM a jiných knihoven, které byly popsány v příslušné
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podkapitole.
Další sekce se zabývala implementací uživatelského rozhraní, které by výrazně usnadnilo
ovládání vyvíjeného nástroje. Jistá představa o rozložení komponent s ovládacími prvky
byla vytvořena již v době návrhu, ze které se později vycházelo. Hlavní okno aplikace bylo
rozděleno do dvou částí určených k monitorování komunikace a nastavení testů. V textu
byly také zmíněny problémy spojené s realizací jednotlivých komponent, jež bylo nutné
řešit. V neposlední řadě byla otevřena otázka perzistence vytvořených testů, které bylo
dosaženo pomocí realizace jednoduché XML databáze na disku.
Poslední kapitola v rámci diplomového projektu se zabývala testováním webových slu-
žeb pomocí vytvořeného nástroje. Nejprve byly prezentovány klasifikační modely, jejichž
prostřednictvým jsou nedostatky hodnoceny. Následně byly v textu představeny testovací
scénáře a zátěžová schémata, jejichž součástí bylo také vysvětlení proxy nastavení a dalších
parametrů, které bylo nutné před testováním provést. Závěr kapitoly je věnován výsledkům
testování a hodnocení služeb.
Jak již bylo řečeno v úvodu této práce, s rostoucí popularitou webových služeb bude bez-
pochyby růst i důraz kladený na bezchybovost a robustnost systémů založených na těchto
technologiích. Tato práce prezentuje injekci poruch jako jeden z možných prostředků pro
dosažení vyšší míry robustnosti webových služeb. Podařilo se úspěšně vytvořit a také vy-
zkoušet nástroj, který dokáže podle nastavených kritérií provádět zadané testy nad jednou
či více komunikujícími službami zároveň. Výsledky testování pomocí SWIFI nástrojů na-
dále prokazují řadu robustnostních, ale také bezpečnostních nedostatků webových služeb
a v souvislosti s tím dá předpokládat, že do budoucna se bude počet nástrojů s podobným
zaměřením stále zvyšovat.
7.1 Možnosti dalšího vývoje
Během testů s veřejnými službami byla mimo jiné zjištěna i dvě možná rozšíření nástroje
FIWS. Některé aplikační servery používají ve svých odpovědích komprimaci typu GZIP
nebo přenosové kódování typu chunked. Implementovaný HTTP parser by v případě po-
ptávky po testování všech možných veřejných služeb bylo vhodné rozšířit i o zpracování
těchto formátů odpovědí.
Představený model podmínek a poruch lze kdykoliv jednoduše rozšířit o další podobné
typy. Kupříkladu chyba typu WSDL Operation Fault by mohla být rozšířena o další spe-
cifičtější nastavení, pomocí kterých by bylo možno nahrazovat nejen elementy operací, ale
i jejich parametry, které s nimi souvisejí. K tomuto účelu by bylo nutné zdokonalit dosa-
vadní WSDL parser o rekurzivní zpracování XSD schémat, které bývají součástí popisu
služby. Jako další podobný zajímavý námět na rozšíření se jeví analýza WADL souborů,
jež uchovávají popis některých REST služeb.
Vytváření parametrických robustnostních testů může být v některých případech zdlou-
havé. Proto by nástroj FIWS mohl být do budoucna rozšířen o automatické generování
těchto testů podle zvolené robustnostní kampaně.
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Seznam použitých zkratek
RPC Remote Procedure Call
SOAP Simple Object Access Protocol
REST Representational State Transfer
XML eXtensible Markup Language
SOA Service-Oriented Architecture
URI Uniform Resource Identifier
QoS Quality of Service
HTTP Hypertext Transfer Protocol
WSDL Web Service Description Language
EJB Enterprise Java Bean
UDDI Universal Description, Discovery, and Integration
XSD XML Schema Definition
URL Uniform Resource Locator
RTD Round Trip Delay
MPLS Multiprotocol Label Switching
ATM Asynchronous Transfer Mode
SWIFI Software Implemented Fault Injection
FIWS Fault Injector for Web Services
IP Internet Protocol
API Application Programming Interface
SAX Simple API for XML
DOM Document Object Model
AWT Abstract Window Toolkit
JAXP Java API for XML Processing
JDOM Java Document Object Model
XSLT eXtensible Stylesheet Language Transformations
GUI Graphical User Interface
HTML Hypertext Markup Language
OS Operation System
SQL Structured Query Language
JAX-WS Java API for XML Web Services
WADL Web Application Description Language
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Seznam příloh
Dodatek A: Programová dokumentace
Dodatek B: CD se zdrojovými kódy a spustitelnou verzí aplikace
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Příloha A
Programová dokumentace
Kompletní programová dokumentace ve formě Javadoc je k dispozici na přiloženém CD
(viz příloha B).
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Příloha B
CD se zdrojovými kódy a
spustitelnou verzí aplikace
Obsah kořenové složky:
/src zdrojové kódy aplikace
/dist/FIWS.jar sestavený program připravený ke spuštění
/dist/javadoc/index.html programová dokumentace ve formě JavaDoc
/dbdata vzorová databáze
readme.txt pokyny k opětovnému sestavení programu
/tex zdrojové soubory LATEX k technické zprávě
/tex/FIWS.pdf technická zpráva
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