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Maria Beatriz WALTER COSTA
Adaptive Evolution of Long Non-Coding RNAs
Chimpanzee is the closest living species to modern human. Phenotypically, these two
species are very different. Most prominently, they have distinct behaviour, morpho-
logical traits, brain size in proportion to the body and cognitive habilities. Although
the differences in phenotype are striking, the difference in genomic sequences is
surprisingly small. This poses a great challenge for researchers to connect genotype
and phenotype. One way to unravel this problem is to detect the specific and rare
parts of the genome that differ between the closely related species.
More than a decade of high-throughput transcriptomics has established widespread,
pervasive transcription of mammalian genomes, with ncRNAs composing a signifi-
cant part of it. Many of them belong to the relatively new class of long non-coding
RNAs (lncRNAs), transcripts with low coding potential that are longer than 200
nucleotides. They perform various and important functions in the cell, but only a few
examples are well characterized. As a group they are still largely unknown. Their
primary sequence is overall poorly conserved, causing difficulties for annotating
orthology of lncRNAs between different species.
Human specific differences have been mostly found in proteins, but ncRNAs are
also involved. One of the most notable example is the Human Accelerated Region 1
(HAR1), the region in the human genome with the highest number of human specific
changes. It is located in a pair of overlapping lncRNAs, HAR1F and HAR1R, both of
which are expressed in a crucial period for cortical neuron specification and migration.
The secondary structure of HAR1 is conserved among vertebrates with the exception
of humans. All these characteristics have drawn attention to HAR1 as a locus that
could be involved in human specific functions.
Structural rather then sequence constraints lead to evolutionary conservation of
many ncRNAs. For this reason, conserved structures are evolutionary signatures
of functional RNAs. Many different methods have been developed for detecting
this type of selection in ncRNAs. While purifying (or negative) selection acts by
excluding variants that differ from the ancestral, adaptive (or positive) selection, acts
by selecting new and more benefitial variants. By detecting positive selection, one can
find molecules that have been under adaptive evolution. This kind of selection has
been studied before in proteins, but has not been addressed in ncRNAs, especially
lncRNAs, which shows the need for the development of a new tool.
This motivated us to develop a novel method that is suitable for ncRNA structures:
the SSS-test. This novel method uses an excess of structure changing substitutions as
a means of identifying positive selection. This is done using reports from RNAsnp, a
tool that quantifies the structural effect of SNPs on RNA structures, and by applying
multiple correction on the observations to generate selection scores. Insertions and
deletions (indels) are dealt with separately using rank statistics and a background
model. The scores for SNPs and indels are combined to calculate a final selection
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score for each of the input sequences, with low scores indicating negative selection
and high scores indicating positive selection. We benchmarked the SSS-test with
biological and synthetic datasets, obtaining coherent signals for our controls. We
then applied it to a lncRNA database of primates for searching for lncRNAs with
adaptive evolution that is specific to the human species. We obtained a set of 110
human lncRNAs, that are candidates for having evolved under positive selection in
humans.
Although lncRNAs have poor sequence conservation, they have conserved splice
sites, which provide guides for orthology annotation. To provide an alternative
method for assigning orthology for lncRNAs, we developed the buildOrthologs
tool. It uses as input a map of ortholog splice sites created by the SpliceMap tool and
applies a greedy algorithm to reconstruct valid ortholog transcripts, following the
splicing rules. We applied this novel approach to create a well-curated catalog of
lncRNA orthologs for primate species.
Finally, to understand the structural evolution of ncRNAs in full detail, we added a
temporal aspect to the analysis. What was the order of mutations of a structure since
its origin? This is a combinatorial problem, in which the exact mutations between
ancestral and extant sequences must be put in order. For this, we developed the
mutationOrder tool using dynamic programming. It calculates every possible
order of mutations and assigns probabilities to every path. We applied this novel tool
to HAR1 as a case study and saw that the co-optimal paths that are equally likely
to have occured share qualitatively comparable features. In general, they lead to
stabilization of the human structure since the ancestral sequence. We propose that
this stabilization was caused by adaptive selection.
With the new methods we developed and our analysis of primate databases, we
gained new knowledge about adaptive evolution of human lncRNAs. We hope these
results will stimulate further inquiry on the evolution of lncRNAs in humans and
other species as well as provide new tools for analysing ncRNA evolution.
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Long non-coding RNAs, lncRNAs for short, are a very interesting set of biological
molecules. They are defined simply as RNA transcripts with no or low coding
potential that are longer than 200 nucleotides (nt). LncRNAs have various and
important functions in the cell. HOTAIR for instance has a bit more than 2k nt, is
involved in physiological epidermal development and forms intricate secondary
structure modules that surrounds protein motifs (Somarowthu et al., 2015). MIAT
(also known as Gomafu) is 30k nt long, is involved in brain and retinal development,
binds directly to splicing factors and when disregulated causes alternative splicing
that is associated with schizophrenia (Barry et al., 2014). Xist is 17k nt long and
orchestrates the inactivation of the X chromosome (Cerase et al., 2015).
Although there are some prominent and well-characterized examples of functional
mammalian lncRNAs, such as the ones mentioned above, lncRNAs are as a group
not yet well understood. It is estimated that there are between 40 000 to 60 000
human lncRNA genes (Iyer et al., 2015; Managadze et al., 2013), and it still remains
to be determined how many of them have important functions in the cell. Interest-
ingly, most lncRNAs evolve rapidly on the sequence or expression levels, but tissue
specificity seems to be maintained across mammalian species (Necsulea et al., 2014;
Washietl, Kellis, and Garber, 2014). This strong conservation in regards to tissue
specificity suggests evolutionary pressures acting at this level, shaping lncRNAs
during evolution.
LncRNAs are gene regulatory factors (GRFs) (Perdomo-Sabogal et al., 2014) that
compose a very diverse group, being involved in many different mechanisms, as
reviewed in Salviano-Silva et al. (2018). They have similar processing, regulation
and biogenesis as messenger RNAs (mRNAs), transcripts that do code for proteins.
While protein coding genes (PCGs) show similar numbers within different animals
independently of the organism complexity, the noncoding part of the genome exhibits
a positive correlation of number of ncRNAs to organism complexity (Mattick, 2001).
LncRNAs are therefore likely to be involved in organism complexity. In a similar way,
they are also likely to be involved in defining specific phenotypes within a species.
Importantly, one way to understand phenotypic differences between closely related
species, such as humans and chimpanzees, is to detect genes that have evolved
differently, and specialized in one lineage. For instance, genes that have been highly
conserved in all primates and evolved adaptively in humans are candidates for
performing human-specific functions. Exploring lncRNAs using an evolutionary
perspective will certainly aid in understanding phenotypic diversity in humans.
Negative selection has already been detected at the structural level of lncRNAs
(Smith et al., 2013; Washietl et al., 2005). This has been done by detecting conserved
structures, which are evolutionary signatures of functional RNAs. Many different
methods have been developed for detecting RNA conservation (Gruber et al., 2010;
Pedersen et al., 2006; Yao, Weinberg, and Ruzzo, 2006). To our knowledge, no method
2 Chapter 1. Introduction
has however been developed to detect adaptive (or positive) selection in ncRNAs.
This motivated us to develop the SSS-test (“Selection on the Secondary Structure
test”).
This novel method uses an excess of structure changing substitutions as a means
of identifying positive selection. This is done using reports from RNAsnp, a tool
that quantifies the structural effect of single nucleotide polymorphisms (SNPs) on
RNA structures (Sabarinathan et al., 2013), and by applying multiple correction on
the observations to generate selection scores. Insertions and deletions (indels) are
dealt with separately using rank statistics and a background model. The scores for
SNPs and indels are combined to calculate a final selection score for each of the input
sequences, with low scores indicating negative selection and high scores indicating
positive selection. We benchmarked the SSS-test with biological and synthetic
datasets, and obtained coherent signals, with high scores for our positive controls
and low scores for the negative controls. The test was later on applied as a case
study to a primate lncRNA database for searching lncRNAs with human specific
adaptive evolution. We then obtained a set of 110 human lncRNAs, that we suggest
as candidates for having evolved under positive selection in humans.
One difficulty when studying lncRNAs is that they have overall poor sequence
conservation (Toiber, Leprivier, and Rotblat, 2017; Washietl, Kellis, and Garber,
2014). This makes orthology annotation a problematic task, since methods relying
on sequence homology do not perform well on highly diverged sequences. Their
splice sites are however highly conserved (Nitsche et al., 2015; Ponjavic, Ponting, and
Lunter, 2007), providing guides for orthology annotation. To provide an alternative
method for assigning orthology for lncRNAs, we developed the buildOrthologs
tool. It uses as input a map of ortholog splice sites created by the SpliceMap tool
(Nitsche et al., 2015) for the set of species of interest. Afterwards, buildOrthologs
applies a greedy algorithm on the site map to reconstruct valid ortholog transcripts,
following the splicing rules. The splicing rules define a valid transcript based on
the correct order of sites: global transcript start, donor splice sites, acceptor splice
sites and global transcript end. We applied this novel approach, to create a well-
curated catalog of lncRNA orthologs for primate species. This catalog was compared
to another one built elsewhere (Necsulea et al., 2014) using sequence homology.
Interestingly, our catalog has a more diverse distribution of number of exons when
compared to the other. While almost 50% of the lncRNAs in the sequence homology
catalog have two exons, less than 35% of the greedy catalog lncRNAs have two exons.
In addition, a much higher percentage of the lncRNAs of the greedy approach have
more than two exons.
Finally, to understand the structural evolution of ncRNAs in full detail, we added a
temporal aspect to the analysis. What was the order of mutations of a structure since
its origin? This is a combinatorial problem, in which the exact mutations between
ancestral and extant sequences must be put in order. For this, we developed the
mutationOrder tool using dynamic programming (DP). It calculates every possible
order of mutations and assigns probabilities to every path, so that ideally, one could
know the exact evolutionary path of the structure of a ncRNA. The Human Acceler-
ated Region 1 (HAR1) poses the perfect example for applying mutationOrder, since
it is the region in the entire human genome that acquired the most human-specific
changes. It is a 118 nt ncRNA region with 18 human specific changes, which is part
of two overlapping lncRNA genes: HAR1F and HAR1R (Pollard et al., 2006) The
18 human specific changes of HAR1 yield 18! possible evolutionary paths that were
probed with mutationOrder. Interestingly, we saw that a large number of paths are
equally likely to have occured, and that they share qualitatively comparable features.
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In general, these most likely paths lead to a stabilization of the human structure since
the ancestral structure, and compose a very small fraction of all possible paths. With
our experiments, we propose that this stabilization was caused by adaptive evolution.
1.1 Organization of this PhD dissertation
The main motivation of this work was to understand the role of lncRNAs in human
brain evolution. For this, three problems related to non-coding RNA (ncRNA) evolu-
tion were solved: how to create well curated catalogs of lncRNA orthologs, how to
measure positive selection on non-coding structures and how to model the temporal
evolution of ncRNA structures. We developed methods and algorithms to solve these
three problems and applied them to primates, which led to new knowledge in regards
to adaptive evolution of lncRNAs.
This PhD thesis is divided into chapters: the present introduction that summarizes
the project, two chapters discussing basic concepts, three research chapters and a
conclusion. One of the chapters that discusses basic concepts introduces the biological
problem, while the other introduces the computational background required for the
development of the new tools. The research chapters describe a comprehensive
platform of study of ncRNA evolution, which was applied to primates in order to
understand human adaptive evolution. This platform is composed of three main
steps, each described in a research chapter, and can be applied to other species by any
researcher who wishes to investigate structural evolution of lncRNAs. The researcher
can use the platform by starting with a set of reference lncRNAs, and can first obtain
a well curated set of orthologs in other species using the first tool: buildOrthologs.
Then they can search for positive selection in one or more lineages with the SSS-test.
Lastly, for a few more interesting candidates, mutationOrder can be used to obtain
a full description of their temporal evolution.
1.2 Publications
In addition to the tools that were developed in this project, this PhD work also led to
the publication of one research article and one review article, one manuscript submit-
ted to a scientific journal, one manuscript in preparation, three posters presented at
scientific conferences and one poster accepted for presentation, all listed below.
The work described in chapter 4 led to the following poster (accepted for presentation)
and to a manuscript in preparation:
1. Long non-coding RNA ortholog reconstruction from splice sites, Maria Beat-
riz Walter Costa, Anne Nitsche and Katja Nowick. Poster accepted for the the
SMBE, Japan 2018 (to be presented in 09/07/2018)
2. Long non-coding RNA ortholog reconstruction from splice sites, Maria Beat-
riz Walter Costa, Anne Nitsche and Katja Nowick. in preparation
The work described in chapter 5 led to the following manuscript (submitted to a
scientific journal) and to two presented posters:
1. SSS-test: A Novel Test for Detecting Selection on Secondary Structures of
non-coding RNAs, Maria Beatriz Walter Costa, Christian Höner zu Siederdis-
sen, Peter Stadler and Katja Nowick. submitted, 2018
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2. Detecting structural selection in ncRNAs, Maria Beatriz Walter Costa, Chris-
tian Höner zu Siederdissen, Peter Stadler and Katja Nowick. Poster presented
at the meeting: Non-coding RNAs in Nervous System Development, Plasticity and
Disease (SPP1738), Germany 2017
3. Detecting signs of positive selection in long non-coding RNAs, Maria Beatriz
Walter Costa and Katja Nowick. Poster presented at the 23rd ISMB, Ireland 2015
The work described in chapter 6 led to the following publication and poster:
1. Temporal Ordering of Substitutions in RNA Evolution: Uncovering the Struc-
tural Evolution of the Human Accelerated Region 1, Maria Beatriz Walter
Costa, Christian Höner zu Siederdissen, Dan Tulpan, Peter Stadler and Katja
Nowick. Journal of Theoretical Biology, 2018
2. Structural evolution of the Human Accelerated Region 1 (HAR1) as part of
a long non-coding RNA, Maria Beatriz Walter Costa, Christian Höner zu
Siederdissen and Katja Nowick. Poster presented at the 23rd ISMB, USA 2014
In addition, the following review paper was also published as a result of the work
developed in the first year of this PhD project, in a collaboration with researchers of
the Nowicklab:
1. The role of gene regulatory factors in the evolutionary history of humans,
Alvaro Perdomo-Sabogal, Sabina Kanton, Maria Beatriz C Walter and Katja
Nowick. Current opinion in genetics & development, 2014
keywords: long non-coding RNAs, secondary structure, positive selection, Bioinfor-




It is known that lncRNAs are very important for cellular function and that they have
signals for negative selection. There is however a lack of knowledge about adaptive
evolution of these molecules. In this chapter we introduce biological concepts related
to the evolution of lncRNAs and we define the three problems that were tackled in
this PhD project.
2.1 The role of lncRNAs in the evolution of the human brain
One of the most fundamental questions in human biology is: what is the molecular
basis of modern human traits? Comparative genomics allows for a wide understand-
ing of the evolutionary processes underlying them. Chimpanzee is the closest living
species to modern human. There are however many differences between both species,
including distinct behaviour, morphological traits and brain size in proportion to
the body (Sousa et al., 2017). Although the differences in phenotype are striking, the
difference in genomic sequences is surprisingly small, which poses a challenge for
researchers to connect genotype and phenotype (Ellegren, 2005).
Differences in gene expression and alternative splicing have been detected especially
in the brain, which seems to cause many of the phenotypic differences between
human and chimpanzee (Preuss, 2012). In addition, some gene regulatory factors
(GRFs), have undergone positive selection in humans and seem to be related to
important cognitive functions (Perdomo-Sabogal et al., 2014; Nowick, Carneiro, and
Faria, 2013). One of the most prominent examples for that is FOXP2, a Transcription
Factor (TF) that seems to be related to language and speech in humans (Konopka and
Roberts, 2016; Stroud et al., 2006).
Although proteins are the main carriers of cellular function, they are a minority
product of mammalian transcriptome (St. Laurent et al., 2012). More than a decade
of high-throughput transcriptomics has established wide-spread, pervasive tran-
scription of mammalian genomes (Clark et al., 2011; Derrien et al., 2012; ENCODE
Project Consortium, 2012; FANTOM Consortium and the RIKEN PMI and CLST
(DGT), 2014; St. Laurent, Wahlestedt, and Kapranov, 2015), with ncRNAs composing
a significant part of it. Many of them belong to the relatively new class of lncRNAs.
A few lncRNAs were being investigated since the 1990’s, but as a group they were
not well understood. Their primary sequence is overall poorly conserved, which led
to the belief for a long time that, with a handful of exceptions, lncRNAs were only
“transcriptional noise”, having no special functionality. This however does not mean
that they have no function (Toiber, Leprivier, and Rotblat, 2017; Washietl, Kellis, and
Garber, 2014). LncRNAs have in fact caught a lot of attention in the past two decades
because of their involvement in a great variety of processes, including widespread
regulation (Johnsson et al., 2014; Moran, Perera, and Khalil, 2012). Their low sequence
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conservation has however a major impact on orthology annotation, since the methods
that are mostly used for this task rely on sequence similarity. This issue has been
addressed in this PhD thesis and is discussed in more detail in chapter 4, in which
we present a novel tool to perform orthology annotation of lncRNAs.
Importantly, although human specific differences have been mostly found in proteins,
ncRNAs are also involved (Franchini and Pollard, 2017). Notable examples of that
are the Human Accelerated Regions (Pollard et al., 2006), regions in the human
genome that accumulate human specific changes. The Human Accelerated Region
1 (HAR1) is the region in the human genome with the highest number of human
specific changes. It is only 118 nucleotides (nt) long and contains 18 human specific
substitutions (Pollard et al., 2006). HAR1 is located in a pair of overlapping lncRNAs,
HAR1F and HAR1R, both of which are very specifically expressed in Cajal-Retzius
cells between the 7th and 19th gestational weeks, a crucial period for cortical neuron
specification and migration. HAR1F and HAR1R are co-expressed with reelin, a
protein involved in the organisation of the laminar cortex of the brain (Pollard et al.,
2006). These lncRNAs are direct targets of the RE1-silencing transcription factor
(REST) in human but not in mouse (Johnson et al., 2010), indicating a change in their
regulatory interactions. In addition, the secondary structure of HAR1 is conserved
among vertebrates with the exception of humans (Ziegeler et al., 2012; Beniaminov,
Westhof, and Krol, 2008). All these characteristics have drawn attention to HAR1 as a
very interesting locus that has likely been positively selected in humans.
HAR1F and HAR1R were both discovered in 2006 with the work of Pollard and
colleagues. The first documentation of a lncRNA however was in 1990, with the
discovery of H19. H19 was first detected as a peculiar gene that seemed like a mRNA,
being transcribed by polymerase II, spliced and polyadenilated, but that puzzled
researchers at the time, since it appeared not to code for any protein. It rather seemed
to act as an RNA by itself (Brannan et al., 1990). Since then thousands of other
lncRNAs have been discovered and are now defined as any RNA transcript with no
or low coding potential that are longer than 200 nts. Some prominent examples have
been already characterized in detail. Xist for instance has a major role in mammals
by being involved in chromosome dosage compensation, being responsible for the
inactivation of the second X chromosome in females (Cerase et al., 2015). There is
strong evidence showing the important role of secondary structures in Xist, including
conserved structural elements (Fang et al., 2015). In contrast to Xist though, the vast
majority of lncRNAs have not yet been characterized and are still not well understood.
LncRNAs were previously thought as being generally lowly expressed, but recent
works have shown that in reality, they seem to be very specifically expressed: in
certain regions of the brain, cell types, or even subcellular compartments (Gaiti et al.,
2018; Mercer et al., 2008).
Importantly, they are paramount for homeostasis of cellular functions. Specific
mechanisms of action in human systems have been extensively reviewed in Salviano-
Silva et al. (2018). LncRNAs may bind to complexes, sequester proteins or other RNAs
and guide transcription (Figure 2.1) (Perdomo-Sabogal et al., 2014). Co-expression
networks of lncRNAs seem to be evolutionarily conserved, which has been observed
in sponge species that are distantly related, indicating conserved processes in gene
regulation (Gaiti et al., 2018). Negative selection pressures seem to also be acting on
tissue specificity, since these seem to be conserved among species, especially primates
(Necsulea et al., 2014; Washietl, Kellis, and Garber, 2014; Brawand et al., 2011).
One hypothesis for how lncRNAs were originated is that they were Protein Coding
Genes (PCGs) in the past and lost their coding potential, which seems to be true at
least for a subset of lncRNAs (Hezroni et al., 2017). Other mechanisms of origin have
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Figure 2.1: Mechanisms of function of lncRNAs. LncRNAs can activate or repress tran-
scription, by sequestering proteins, guiding complexes, forming lncRNA-DNA triplex
structures, among others. Blue lines represent mRNAs, pink lines lncRNAs, yellow lines
DNA, green boxes the RNA polymerase and colorful forms transcription factors. Figure
adapted from Perdomo-Sabogal et al. (2014).
been reviewed in (Ulitsky, 2016) and include duplication of PCGs, derivation from
transposable elements, derivation of divergent transcription from active promoters,
generation of transcribed loci by a series of mutations creating favourable combina-
tions of promoters, splicing elements and polyadenylation sites. Apart from their
versatility in function and origin, a very important reason why lncRNAs have been
the focus of many researches lately is their association with many different diseases,
including neurological and psychiatric disorders (DQ Wang et al., 2017; Barry et al.,
2014; Chen et al., 2013). Even SNPs can disrupt local structures that interfere with
important cell functions (Peng, Liu, and Wu, 2018; Castellanos-Rubio et al., 2016). In
addition, lncRNAs are the target of disease-marker and therapy studies (Gao et al.,
2018), which will be very relevant in the future.
2.2 Structural selection of lncRNAs
Structural rather then sequence constraints lead to evolutionary conservation of
many ncRNAs. For this reason, conserved structures are evolutionary signatures
of functional RNAs. Many different methods have been developed for detecting
RNA conservation, such as qrna (Rivas and Eddy, 2001), AlifoldZ (Washietl and
Hofacker, 2004), EvoFold (Pedersen et al., 2006), CMfinder (Yao, Weinberg, and
Ruzzo, 2006), RNAz (Gruber et al., 2010) and SISSIz (Gesell and Washietl, 2008).
Widescreen searches of mammalian (Smith et al., 2013) and vertebrate (Washietl
et al., 2005) genomes have found millions of conserved structures, further confirming
widespread negative selection in non-coding structures. Furthermore, conserved
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RNA structures have been found to be expressed in human fetal brain, with many of
them being located close-by to PCGs and lncRNAs, indicating a possible relevance
of structured RNAs to lncRNA regulation and/or function (Seemann et al., 2017).
Importantly, it has been proposed that higher-order structural components of RNAs
may serve as a platform for diversification of mechanisms of lncRNAs (Washietl et al.,
2005).
Purifying, or negative selection, acts by excluding variants that differ from the an-
cestral, thereby keeping the structure conserved (Smith et al., 2013). Adaptive, or
positive selection on the other hand, acts by selecting new variants that are more
beneficial than the ancestral structure. By detecting positive selection, one may find
molecules that are important in adaptive evolution. This kind of selection has not
been previosuly studied on ncRNAs, especially on lncRNAs, which shows the need
for the development of novel tools.
In principle, adaptive (or positive) selection can be identified by comparing the
observed divergence with the expectation for neutral evolution. The Ka/Ks test
for coding sequences may serve as the paradigmatic example. First, two or more
ortholog sequences are aligned, and then changes in the sequence are detected in the
considered species in relation to the other species. These changes can be synonymous,
meaning they do not change the coded aminoacid residue, or they can be non-
synonymous, meaning they do change the coded aminoacid residue. The ratio of Ka
is the number of non-synonymous substitutions per non-synonymous sites, and the
ratio of Ks is the number of synonymous substitutions per synonymous sites. The
ratio Ka/Ks is expected to be larger than 1 when positive selection is acting (see e.g.
Hurst (2002)), meaning that the observed divergence was larger than the expectation
for neutral evolution.
As an example of applicability of this test, we checked for positive selection of
human proteins in relation to the chimpanzee species, by obtaining a distribution
of Ka/Ks scores. For that we used the BioMart tool of ENSEMBL. A table was
first downloaded of Homo sapiens GRCh38.p3 PCGs, with a filter of chimpanzee
orthologs and attributes of dN (Ka) and dS (Ks). After obtaining the proteins and
corresponding Ka and Ks values, we calculated the ratio Ka/Ks for each protein.
We then distributed the ratios between ranges set from 0.0 to > 2.0, with each range
corresponding to an interval of 0.1. For example, the first range, 0.1, corresponds to
the percentage of proteins with Ka/Ks ratio r: 0.0 ≤ r < 0.1. For better visualization,
in the last range, all proteins with r ≥ 2.0 were plotted together (Fig. 2.2). In this
manner, we could calculate what percentage of human proteins are under positive
selection. As a result, it can be seen that most human proteins are under negative
selection (Fig. 2.2), while a minority (6.7%) has a score higher than 1.0, which is
a signal for positive selection. This minority is a very interesting set biologically
speaking, since many of these proteins seem to be responsible for human specific
functions.
Importantly, the Ka/Ks test cannot be directly applied to ncRNAs, since there is no
direct correspondence between synonymous and non-synonymous substitutions of
PCGs to an equivalent for ncRNA genes. In PCGs, three nucleotide bases form a
triplet that indicates the aminoacid residue that will be coded from the transcript
to the protein. Because of the degenerate code, more than one triplet can code for
the same aminoacid residue. In simple terms, that makes some bases crucial for
determining the residue (non-synonymous) and some irrelevant (synonymous). It is
therefore straightforward to classify changes as synonymous or non-synonymous.
One must simply follow the genetic code. After the numbers are determined, one
can be easily input them to the Ka/Ks test. In contrast to that, the biochemistry of
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ncRNAs is completely different. Since they do not code for proteins, but rather act in
the cell themselves, a change cannot be classified using the genetic code. The whole
structure must be taken into account, since a single change could impact the whole
structure. Another layer of difficulty is added to that if one considers more than one
change occurring at the same time, since the effect of more than one change is not
equal to the sum of their individual effects. Detecting positive selection in ncRNAs is
therefore a non-trivial task.
In any case, an adaptation of the Ka/Ks test could still be considered for ncRNA
structures. This has been done in this PhD project and is described in section 5.2 of
chapter 5. Our results showed however that this approach is not particularly suitable
for ncRNAs. In summary, we saw that a categorical classification of a change does not
perform well. Instead, we showed that quantitative measures are more appropriate.
As an improvement of this idea, we developed a novel method that is suitable for
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Figure 2.2: Distribution of human proteins per Ka/Ks range, when compared to the
chimpanzee species. Ranges above 1.0 indicate positive selection (adaptive evolution).
An interesting alternative approach for studying selection in genomic elements other
than PCGs has been done before and consists of contrasting more generic parameters
of divergence and diversity between a functional element and a reference locus in its
genomic vicinity. Plausible parameters are e.g. ρ, the fraction of sites under selection,
the polymorphism rate λ, and the divergence rate η – in each case normalized by
the corresponding parameter in the neutral control (Huang, Gulko, and Siepel, 2017;
Gronau et al., 2013). These measures have been applied mostly at the level of groups
of loci, which showed strong evidence that regulatory elements are influenced by
selective pressures (Arbiza et al., 2013; Gulko et al., 2015).
Another approach extended Kimura’s model of compensatory evolution at inter-
acting sites by proposing that the ratio of transition to transversion substitutions κ
at interacting sites should be equal to the square of the ratio at independent sites
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(Knies et al., 2008). In addition, Kusumi and colleagues proposed that compensatory
evolution is more frequent in ncRNAs than the classical model of Kimura predicted
for proteins (Kusumi et al., 2016), which likely occurs because the effect of indirect
compensation is very strong in ncRNAs. Importantly, independent on the strategy,
many substitutions in ncRNAs can lead to compensatory mutations, maintaining
the base-pairing, while others may completely disrupt the structure. For correct
assessment, the whole molecule must be taken into account.
2.3 Unknown aspects of lncRNA biology
Although much interesting work has been done to unravel lncRNAs, there are still
many unknow points in lncRNA biology. For instance, it would be very useful to
have a tool that can measure selection given a group of ncRNA orthologs, and that
can pinpoint structures within the group as candidates to be under positive selec-
tion. Another very important aspect to consider when studying selection in ncRNA
structures is the requirement of a well curated ortholog set. Since lncRNAs have poor
sequence conservation and have introns interspersing the exons, methods based on
sequence alignment are not ideal for annotating orthology. More accurate approaches
are therefore required, that take into account the exon-intron structure. Lastly, for
a few individual examples of ncRNAs that are known to be positively selected, is
would be very informative to be able to reconstruct the order of mutations during
their structural evolution, assessing temporal aspects. These problems have not been
directly tackled before and we addressed them on this PhD project. In summary, we
tackled three problems: (i) annotation of lncRNA orthology, (ii) detection of posi-




Technical background for studying
ncRNAs
There are several computational tools that were developed previously for analysing
ncRNAs. In this project we used several of those in addition to well established
computational techniques such as dynamic programming and greedy algorithms in
order to develop new methods for studying adaptive evolution of ncRNAs. In this
chapter, we introduce the basic concepts for this computational background.
3.1 Prediction of RNA structure
Non-coding RNAs have a myriad of functions in the cell. Importantly, their structure
is key to their function. The tertiary structure is extremely difficult to predict, but
fortunately, very accurate algorithms are available for prediction of secondary struc-
ture, which provides a foundation for 3D prediction (Lorenz et al., 2011; Mathews
and Turner, 2006). An RNA molecule has an intrinsic tendency to fold onto itself by
forming double helical structures. This occurs by a combination of canonical base
pairs (AU, GC and wobble GU pairs included as well) plus non-canonical base pairs.
Using a DP approach, an optimal set of small structural motifs is calculated using
the nearest neighbour parameters, the sum of which yields the miminum free energy
(MFE). The most common method to predict secondary structures is free energy
minimization (Mathews and Turner, 2006), in which the stability of the sequence is
taken into account. The combination of base pairs that yield the highest stability is the
one that requires more energy for breaking the structure. This depends on the various
motifs found in the RNA, which can be hairpins, stems, bulges, interior loops and
multibranched loops. Two common ways to minimize the free-energy of a ncRNA
structure is using thermodynamics (Lorenz et al., 2011) or statistics (Rivas, Lang,
and Eddy, 2012). Thermodynamics methods rely on free-energy parameters refined
by experiments of RNA melting, while statistical methods train their parameters
by well-curated databases of known RNAs. Approaches to predict RNA secondary
structures include calculating the MFE structure, suboptimal structures, the partition
function and the kinetics of the molecule, assessing how it changes along time.
The single most probable structure of an RNA at equilibrium is the MFE structure.
Importantly, there are typically many sub-optimal structures that have energies close
to the MFE, which are also likely to occur in reality. The cellular system is fluid and
dynamic, which means that an RNA is unlikely to stay fixed in only one structure.
Therefore, instead of only considering the MFE structure, one should ideally consider
alternative structures as well, especially suboptimal structures or even the whole
ensemble of possible structures when studying RNA folding.
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The number of alternative structures reflects the uncertainty of the prediction of base





in which the sum is over all possible structures s ∈ Ω, E(s) is the energy of structure
s, R is the gas constant and T is the absolute temperature. The equilibrium partition
function of a given base pair i, j is:
Pi,j =
∑
s∈Ω, ∃(i,j) ∈s e
−E(s)/RT
Q
in which the sum is over all structures s that contain the considered base pair. This
means a condition of the base pair i, j being present in structure s: ∃(i, j) ∈ s.
The equilibrium partition function can be calculated rapidly with the McCaskill’s
algorithm (McCaskill, 1990).
The fidelity of a prediction can be measured by calculating the probabilities of base
pairs. These can be intuitively seen in secondary structure diagrams, 2D pictures of
structures, which can be color annotated according to the probability of each pair
occuring in the structure. In the MFE, the lowest energy motifs are put together,
yielding the structure most difficult to break.
Besides the most common motifs, such as stems and loops, there are pseudoknots
(Fig. 3.1), complicated motifs that combine stem-loop structures of different motifs
into one. They are very difficult to compute, but occur in very few structures, con-
sidering only 1.4% of base pairs are pseudoknotted (Mathews et al., 1999). Handling
pseudoknots requires extension of the prediction tools, since they require additional
rules to the model, but can also be done efficiently (Witwer, Hofacker, and Stadler,
2004). Formally, a pseudoknot occurs when at least two pairs, with indices i paired to
j and i′ paired to j′ satisfy the condition i < i′ < j < j′ (Turner and Mathews, 2009).
Several experiments of RNA melting yield the exact energy required for breaking
specific base pairs and in which location in the RNA. For instance, GC pairs require
more energy to be broken than AU pairs, and a GC pair that is adjacent to another GC
pair requires even more energy for breaking. Nearest neighbor approaches to calculate
secondary structures take into account the vicinity of a base pair to calculate its energy,
which substantially improves the predictions. All these measurements and rules are
incorporated into the Turner model for structure prediction and improve calculation
of RNA energies (Tinoco et al., 1973; Mathews and Turner, 2006). Importantly, the
parameters defined in the Turner model are based on thermodynamic measures of
RNAs.
Rules are set for canonical and non-canonical pairs and for motifs: helices, hairpin
loops, small internal loops, large internal loops, bulge loops, multi-branch loops and
exterior loops (Fig. 3.1). These are compiled into The Nearest Neighbor Database
(NNDB), which archives complete nearest neighbor sets, rules and values that can be
used in algorithms for secondary structure prediction (Turner and Mathews, 2009).
The NNDB compiles rules assembled in 1999, that contains folding energy changes,
and rules assembled and updated in 2004 (Mathews et al., 2004), which added to
that enthalpy changes. Like pseudoknot motifs, non-nearest neighbour (NN) motifs
require extensions in the prediction tools (Witwer, Hofacker, and Stadler, 2004).
Given a sequence x and its corresponding structure S, the energy E(x, S), with x
omitted if clear from the context, is:
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Figure 3.1: An example of RNA secondary structure with the rules applied to the nearest
neighbor parameter sets (modified from Turner and Mathews (2009)). Loops are motifs
with unpaired bases, with hairpin loops having one exiting helix, internal loops having
two, multibranch loops having three or more, and exiting loops containing the ends
of sequences. Pseudoknots are motifs with paired bases connecting two or more loop
regions closed by other helices. Marked in colors are five local structures, representing
partitioning of the global structure for energy calculation. The legend on the top right





in which the sum is over all local structures of an RNA. As an example in figure 3.1,
five local structures are highlighted in colors, each one with a hypothetical energy
(marked E(s1) to E(s5)), that will contribute to the total energy of the RNA. To
calculate the energy of the highlighted part, the energies must be summed:
E(S) = E(s1) + E(s2) + E(s3) + E(s4) + E(s5)
E(S) = (5.8) + (−2.2) + (−3.3) + (−2.4) + (−2.4)
E(S) = −4.5
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In the same manner, to calculate the energy of the whole molecule, all of the local
structures must be considered.
To calculate the energies of possible structures of a sequence, consider sequence x of
n bases: x = x1... xn and the whole space of possible structures Ω(x). This sequence
can fold into k different structures Ω(x) = s1... sk, each with a folding energy. The
MFE structure is the one with the lowest energy, and can be found by finding the
structure with lowest energy: MFE structure(x) = arg minS E(x, S), with S ∈ Ω(x).
Figure 3.2: Four hypothetical structures of an example sequence of eleven nucleotides.
From left to right: the first structure has an internal hairpin loop and four stacked base
pairs, the second has an internal hairpin loop, two stacked base pairs and two unpaired
bases at the end, the third has an internal hairpin loop, three stacked base pairs and two
unpaired bases at the end and the fourth is an open structure, with no base pairs.
As a concrete example, consider the following sequence: x = ‘CCCCAAAGGGG′,
with four hypothetical folding structures, as illustrated in figure 3.2. The energies of
the four structures are:
E(k1) = −4.50 kcal/mol
E(k2) = −0.10 kcal/mol
E(k3) = −2.70 kcal/mol
E(k4) = 0.00 kcal/mol
If we apply the function: MFE structure(x) = arg min E(x, S) on this set S, we have
E(k1) as the minimum energy, which yields the corresponding structure:
MFE structure(x) = ‘((((...))))‘.
As a counterpart to the MFE structure, the centroid structure is the one with the
combination of the most likely base pairs. The centroid contains the base pairs that
are the most probable to be present in all of the ensemble of possible structures. For
this reason the centroid structure represents the whole ensemble better than the MFE
structure.
3.2 Tools for analysing ncRNAs
Many computational tools are available for analysing RNAs. The ones most relevant
to this PhD project will be described in this section.
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Vienna RNA package
The Turner model of 2004, with parameters as described in Mathews et al. (2004),
with its rules and values of RNA secondary structures, is implemented in the Vienna
RNA package 2.0 (Lorenz et al., 2011), a suite of tools to analyse ncRNA structures.
The main prediction tool of the Vienna RNA package is RNAfold, which computes
the MFE structure, the partition function using the McCaskill’s algorithm (McCaskill,
1990), the centroid structure and the matrix of base pair probabilities. The output of
RNAfold is a dot-bracket string representation of the structure and the corresponding
folding energy. If desired, it also outputs a PostScript file containing the matrix of
base pair probabilities, which can be viewed either as text or as image.
The features and the output formats of RNAfold make it convenient to use it in
pipelines of analysis and also to process large databases. RNALfold is another tool
of the Vienna package that uses the RNAfold algorithm to scan longer RNAs, which
is appropriate for studying lncRNAs. RNAalifold computes global consensus
structures out of alignments of RNAs, which works well for analysing orthologs.
Infernal
Many RNAs conserve their structure, even if their sequence changes, a feature that
has been incorporated into homology search methods such as Infernal (Nawrocki and
Eddy, 2013), which builds probabilistic profiles of homolog families of RNAs called
covariance models (CMs) using Hidden Markov Models (HMMs). A CM is built from
a multiple sequence alignment of conserved RNAs and a consensus structure, which
can be used to annotate homology for unknown sequences.
CS2-UPlot
The MFE and even the centroid structures can be visualized by 2D images, such
as the one from figure 3.1. Such images are easy and intuitive to be interpreted. A
unique structure however informs only partially over the whole ensemble of possible
structures. When comparing structures of two different species, for instance, the
comparison of the Boltzmann ensemble of structures would be more informative than
comparing only the MFE or centroid structures alone. A visualization solution for
this problem is the superposition of dot-plots of base pairing probabilities, by using
different colors for each species. While the combined dot-plots are useful to obtain a
quick visual comparison, they can be difficult to interpret.
An interesting alternative for visualizing ensembles of RNA structures is the CS2-UPlot
(Tulpan, 2017). This tool provides an alternative representation of the two main infor-
mation components of an RNA secondary structure using two concentric graphical
layers: the RNA sequence plus the MFE and all alternative base pairing possibilities.
In this way, base pairings are combined with dot-plot values in a single graphical
representation. An important advantage of such an option is to better highlight simi-
larities and differences, when comparing to suporposed dot-plots. These graphical
representations are also more intuitive to biologists when analysing RNA structures.
RNAshapes
Due to the complexity of biochemical parameters, it often occurs that the MFE
structure calculated by prediction algorithms is very different from the native one.
For instance, an RNA that has a cloverleaf native structure, but a calculated MFE
structure as a longer hairpin instead. This could happen due to specific biochemical
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properties of that particular RNA that are not considered in the folding models.
Nonetheless, even in such cases, the native structure is often predicted among sub-
optimal structures, with a close energy to the MFE structure. To overcome this
problem and improve on the prediction of native structures, several interesting
attempts have already been made. Notably, RNAshapes offers a creative solution by
aggregating similar classes of structures into one coarse-grain abstract representation
(named shape), that substantially reduces the amount of structures to be analysed in
the suboptimal set.
There are five different levels of shape representations, 1 to 5, ranging from the least
to the most abstract level (Table 3.1). The shapes idea is implemented in a Dynamic
Programming (DP) algorithm in RNAshapes (Steffen et al., 2006). As a concrete
example of the five abstract representation types, we will take the sequence from the
help page of RNAshapes.
Table 3.1: Abstraction types of one dimension of a ncRNA structure. The dot-bracket
notation informs of all base pairs and unpaired bases. The shape abstraction types
compress the whole structure into more general classes. The sequence is given in the first
row for reference. This example was adapted from the help page of RNAshapes.
Abstraction What is represented
AUCGGCGCACAGGACAUCCUAGGUACAAGGCCGCCCGUU All nucleotides.
..(((.((..(((....))).(((.....)))))))).. All bases in dot-bracket.
1 - _[_[_[]_[]]]_




all loop types and
unpaired regions in ex-
ternal and multi-loops.
3 - [[[][]]]
Nesting pattern for all











Measuring selection on non-coding structures requires an accurate measurement of
structural impact of single nucleotide polymorphisms (SNPs). RNAsnp quantifies
mutation effects in the form of empirical p-values (Sabarinathan et al., 2013). To do
that it uses pre-computed tables of biological ncRNAs with the distribution of SNP
effects as function of sequence length and GC content. RNAsnp uses the RNAfold
tool internally to compute the base pair probabilities. For measuring the structural
impact of a SNP in a structure, the tool will compare the structural ensembles P of
the reference sequence and the mutant sequence. Since both have the same length,
the sequence positions between them are obvious. The comparison is made between
the two probability matrices P = (Pi,j) and P ∗ = (P ∗i,j .), by a local search that finds
local structures within the ensembles that share the highest structural dissimilarity.
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Consider k as a base in an interval in the sequence, h′ as the length of the local
structural element under consideration and h′′ as the maximum span of a base pair.







(Pi,j − P ∗i,j)2 −
k+h′∑
j=k
(Pi,j − P ∗i,j)2
Based on calculations of the equation above, position k∗ is found that maximizes
d(k)(P, P
∗). Then the maximum (dis)similarity starting at k∗ is computed, as in the
equation below. Consider ν as the base of the considered interval.




Importantly, not only P is considered by RNAsnp, but also marginal distributions
such as the probabilities π of individual base pairings. The distributions of the two
structures are compared by either a Pearson correlation coefficient r(., .) or by an
Euclidean distance d(., .). Each measure can be computed globally or locally (r or
d). When a sequence is analysed, it is compared to a background distribution of
structural changes that has been previously generated. The background distributions
were computed based on a set of 7,000 sequences that were randomly generated
with different lengths and GC contents. SNPs were applied to all sequences in all
possible positions and the distance measures have been computed for them. The
(dis)similarity scores d follow an extreme value distribution for a given distance
measure, length, GC content, and SNP position within the sequence.
Three modes are available for running RNAsnp depending on the purposes of the
experiment. The first mode uses RNAfold to calculate the partition function and is
designed to compute the effect of SNPs using global folding, which is ideal for shorter
sequences. The SNP effect is in this case measured by computing the correlation
coefficient and the Euclidean distance for all sequence intervals. The interval with
the maximum base pairing distance or minimum correlation coefficient and the
correspondent p-value are reported. The second mode is designed to compute
the effect of SNPs on larger sequences and computes base pair probabilities with
RNAplfold, an algorithm that computes local pair probabilities for base pairs with a
maximal span determined by the user. The (dis)similarity measures are computed for
local intervals and the maximum d is selected for finding the most affected interval.
Then the selected (dis)similarity value is reported along with the p-value. The third
mode is a combination of the two first modes and is intended to find positions that
putatively disrupt the structure using brute force search. The d#(P, P ∗) distance is
computed based on the base pairing probabilities obtained from RNAplfold for all
possible substitutions at every nucleotide position. Then the corresponding p-values
are computed from the tabulated values. SNPs with significant small p-values are
passed on for a global mode and reported.
BLAST
One of the most widely used Bioinformatics tool is BLAST, Basic Local Alignment
Search Tool (Altschul et al., 1990). It searches for regions of similarity between two
sequences or one query sequence and one searched database. It compares biological
sequences, which can be nucleotide or protein, and returns matches of statistical
significance. BLAST uses an heuristic algorithm to calculate local optimal alignments,
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which is much faster than other approaches for sequence homology search. The
algorithm locates common three-letter words between query and the sequences of
the searched database and starts building an alignment from there. The matched
sequences must satisfy a minimum threshold score when compared with a scoring
matrix. A common score matrix is BLOSUM62 (Blocks substitution matrix), a matrix
used to score the quality of alignments. The matched sequences are extended, and
the search is stopped whenever the threshold is not met, to avoid poor alignments to
be included in the output, and also to speed the calculations. Importantly, BLAST is a
very versatile tool, and can be used for any type of biological sequences, including
homology search of ncRNA sequences.
SpliceMap
The SpliceMap RNA tool was designed to annotate orthology of splice sites of lncR-
NAs (Nitsche et al., 2015; Nitsche, 2012). It takes advantage of the high conservation
of lncRNA splice sites (Chodroff et al., 2010; Ponjavic, Ponting, and Lunter, 2007),
using them as guides for orthology search. This tool takes as input (i) a genome align-
ment centered on the species of interest and (ii) a database of lncRNAs as reference
(Fig. 3.3, Nitsche (2012)). It then outputs a map of the orthologous splice sites of
the other species contained in the alignment in relation to the reference. Apart from
the genome alignment, it uses RefSeq and EST information to validate the orthology
prediction and define the splice site boundaries. The MaxEntScan splice site score is
applied in the SpliceMap tool to assign probabilites to the predicted sites (Yeo and
Burge, 2004).
Figure 3.3: Workflow of the generation of maps of splice sites using the SpliceMap tool.
This figure was adapted from Nitsche (2012). As inputs, the SpliceMap tool takes (i) a
multiple alignment that was created centering on the reference species and (ii) a reference
set of lncRNAs of the reference species. As an example, the UCSC Genome Browser
can be used for retrieving a multiple alignment. The splice sites are first retrieved from
the reference set and the orthologous coordinates are afterwards extracted from the
alignment blocks. The ortholog sites are discriminated between validated and new
(unannotated), with all splice sites being scored for probability using the MaxEntScan
method.
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RNAdesign
To predict RNA secondary structures, the sequence is used as input to calculate
possible base pairings, which leads to the structure as an output. The inverse problem
is how to go from a structure to a sequence, or what possible sequences fold into
a specific structure. This particular problem has very interesting applications in
studying ncRNA evolution. By specifying a particular structure as goal, one can
simulate evolution of ncRNAs in silico. Similarly, one can simulate positive selection,
for instance, by starting with a specific ancestral structure and simulate evolution
towards a specified evolved structure that differs from the ancestral. The RNAdesign
tool enables designing sequences that fold into multiple structure targets (Höner zu
Siederdissen et al., 2013). This tool would also enable in silico simulation of ncRNA
evolution by specifying the target structure and applying specific selection pressures.
3.3 Dynamic Programming
Many methods to predict secondary structures of ncRNAs are based on dynamic
programming (DP) algorithms. DP is a technique to solve a complex problem by
breaking it down into smaller subproblems, solving each one only once and storing
its information. To predict RNA secondary structures, DP algorithms consider all
possible base pairs that a sequence can form in an inplicit way without having to
generate all possible structures (Mathews and Turner, 2006). In the context of DP,
“Programming” does not refer to writing code, but rather to a tabular method, in
which the subproblems are solved recursively and the results stored in a matrix, that
can be easily accessed later for solving the main problem (Cormen et al., 2001). DP
algorithms can be used to solve a problem when it has an optimal substructure and
overlapping subproblems. They are typically applied to optimization problems, or
those that can have multiple solutions. The development of such algorithms can be
divided into the following steps (Cormen et al., 2001):
• Characterizing the structure of an optimal solution
• Defining the value of an optimal solution
• Computing the value of an optimal solution
• Constructing an optimal solution from the computed information
To characterize the structure of an optimal solution, the problem must be first charac-
terized in a formal way. For instance, in RNA structure prediction, for calculating
an optimal folding of a sequence x of length n, a base pair can be formed between
bases of positions i, j as long as i < j, and as long as they belong to a set of bases
that can pair: (i, j) ∈ {(A,U), (U,A), (C,G), (G,C), (G,U), (U,G)} (Sung, 2009). The
computation of the value of an optimal solution is made in a bottom-up fashion. That
is, after having solved the subproblems in an optimal way, then the optimal solution
to the original problem can be found. In RNA folding, that means all possible base
pairs are first calculated and the corresponding energies of the base pairs are stored
in a matrix. Then an optimal global structure, say the MFE structure, can be obtained
by tracing back the values in the matrix.
The Nussinov model set the fundament for modern models of RNA structure pre-
diction and applies DP (Nussinov et al., 1978). It computes the maximum number
of base pairs for all nested substructures and stores the values in a matrix. The MFE
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structure can be calculated via traceback in the matrix. The Nussinov algorithm can
be solved in O(n3) time. For an RNA of length n, each possible base pair i, j, we
have:
f(i, j) = max

maxk f(i, k) + f(k + 1, j) i ≤ k < j
f(i+ 1, j)− α
f(i, j − 1)− α
f(i+ 1, j − 1) + β, if i is paired with j
(3.1)
As a development of this idea, the McCaskill algorithm applies DP for calculating the
partition function of RNA structures, also in polynomial time (McCaskill, 1990). DP
can be modelled by histomorphisms, types of functions for automating the traversing
through nested data structures that originate from functional programming. In a
histomorphism, the function has access to previous values of the matrix, which helps
in calculating optimal solutions.
3.4 Greedy Algorithms
Similarly to DP algorithms, greedy algorithms are also used for optimization prob-
lems. Unlike DP, greedy algorithms break down the problem into a sequence of steps
and choose the optimal solution locally for the step (Cormen et al., 2001). There is
no storing of solutions for subproblems in a matrix. Greedy algorithms do not guar-
antee the best solution to a problem, but are easier to compute and are appropriate
for several Bioinformatics problems, such as reconstruction of exon-intron isoforms.
While DP uses a bottom-up fashion to compute optimal solutions, greedy algorithms
use an heuristic top-down fashion. It solves the subproblems sequentially, by taking
the parameters for the subproblem, and making a local choice by maximizing or
minimizing the values.
The development of greedy algorithms can be divided into the following steps
(Cormen et al., 2001):
• Defining the optimization problem as one in which we can make a choice and
are left with only one subproblem to solve
• Proving that there is always an optimal solution to the original problem that
makes the greedy choice
• Demonstrating that, having made a greedy choice, what remains is a subprob-
lem with a property that if we combine an optimal solution to the subproblem,
we arrive at an optimal solution to the original problem
Greedy algorithms can be used to solve a problem when it has greedy-choice prop-
erty and optimal substructure. Greedy-choice property is when a globally optimal
solution can be arrived at by making locally optimal choices. A problem has optimal
substructure when an optimal solution to the problem contains within it optimal
solutions to subproblems.
3.5 Travelling Salesman Problem & Shortest Hamiltonian Path
The travelling salesman problem (TSP) is a computational problem about calculating
the best path in a graph of n nodes. The original problem says a salesman must
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travel the country and visit a number of cities in his travel. He must visit each city
only once and the path he follows must be the shortest possible. For that, one must
consider all distances between the cities, and calculate the path that yields the lowest
distance. This is an NP-hard computational problem in combinatorial optimization.
As a concrete example, we have six nodes (Fig. 3.4), representing six cities and we
want to find the best path (the one yielding the lowest score). First, all nodes must be
connected, and all distances must be associated for every edge connecting two nodes.
Afterwards, from any chosen city as a start, the shortest scoring path must be chosen,
until all nodes are visited. In the case of the TSP, the path forms a cycle, which means
that the last node must be connected to the first node (Fig. 3.4). In the case of the case
of the Shortest Hamiltonian Path (SHP), the first node is not connected to the last
node (Fig. 3.4).
Figure 3.4: A graphical representation of the Travelling Salesman Problem (TSP) and the
Shortest Hamiltonian Path (SHP). Six cities are represented as nodes of a graph (purple
spheres), and connecting edges are represented as grey and black lines. The black lines
represent the shortest travelling path, or the path in the graph that has the lowest score
cost. The dashed line represents an edge connecting the first and last nodes, which is
required in the TSP. Conversely, the SHP do not require the first and last nodes to be
connected.
The SHP problem has a direct application in RNA Bioinformatics, when one wishes
to study in silico evolution of structures. For an extant RNA that has n SNPs evolved
in the structure since the ancestral, if we want to reconstruct the most likely order
of mutations, we must consider first all possible paths the RNA could have taken,
associate costs for each path, and then reconstruct the most likely path based on the
path with the lowest cost. This idea was further developed in this project and is




Creating catalogs of lncRNA
orthologs
When studying evolution of ncRNAs, it is crucial to have a well curated set of
orthologs. LncRNAs are poorly conserved in regards to sequence, which makes well-
established methods for sequence homology search, such as BLAST, not appropriate.
In spite of that, BLAST is still widely used for lncRNA orthology, as done in the
paper of Necsulea and collaborators published in Nature in 2014. In this chapter we
propose an alternative that applies a greedy algorithm on a list of ortholog splice
sites, creating well curated catalogs of lncRNA orthologs for any set of species with
assembled genomes.
4.1 Splice sites guide the reconstruction of lncRNA orthologs
For a long time lncRNAs were regarded as “transcriptional noise”, having no special
functionality, particularly because their primary sequence is poorly conserved. An
important work from 2007 tackled lncRNA functionality by assessing their sequence
selection (Ponjavic, Ponting, and Lunter, 2007). They showed that although lncRNA
exons are in general poorly conserved, negative selection has been a major force
in their evolution, especially in their splice sites and promoters (Ponjavic, Ponting,
and Lunter, 2007). Although this was not evidence enough to prove functionality
for all lncRNAs, at least a subset should carry interesting and important functions.
Three years later using a different approach, it was further confirmed that their splice
sites are indeed highly conserved (Chodroff et al., 2010), indicating conservation of
the exon-intron transcript structure. This idea was used in the SpliceMap method
(Nitsche et al., 2015), which can accurately reconstruct the orthology of lncRNA splice
sites.
The splicing mechanism works on mRNAs (transcripts that code for proteins) as well
as lncRNAs. This process is performed by the spliceosome complex, which excises
introns, producing mature transcripts that will perform their functions in the cell
(Will and Lührmann, 2011). The spliceosome detects introns by specific signals, most
prominently the 5’ Donor splice site and the 3’ Acceptor splice site (Figure 4.1). The
canonical group of Donor and Acceptor splice sites is formed by GT-AG bases in the
large majority of the transcripts, circa 96% of human mRNA introns (Kitamura–Abe
et al., 2004). When the DNA is transcribed to mRNA, that means that the intron
typically has a GU sequence at the 5’ Donor site and an AG sequence at the 3’ Acceptor
site. In a minority of cases, however, instead of the canonical GU-AG group, the
mRNAs have instead non-canonical groups, such as the GC–AG group (composing
1.3% of human mRNA introns), and other groups composing 2.7% of human mRNA
introns (Kitamura–Abe et al., 2004). The splicing mechanism is a multi-step process
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(Fig. 4.1), which starts with the recognition of the splicing signals in the RNA by
specific proteins, which will guide the spliceosome complex to the molecule. The
splicing signals include the 5’ Donor (D) and 3’ Acceptor (A) sites, as well as an
adenine base preceding the A splice site. Afterwards the spliceosome complex will
first excise the first exon by binding the start of the intron to the adenine-signal base.
Then, it will excise the 3’ A site and bind both exons together, completely separating
the intron from both exons.
Figure 4.1: Splicing mechanism represented as a three-step process. (1) the spliceosome
complex is guided by specific signals in the intron, most prominently the 5’ Donor site (5’
SS), the 3’ Acceptor site (3’ SS) and an adenine base (a) preceding the Acceptor site, (2)
the spliceosome complex will excise the first exon and bind the intron to the adenine,
(3) finally, the complex will completely excise the intron, which will be later degraded,
and bind the two exons together. The adenine base (a) is indicated by a red circle and the
spliceosome complex is indicated by colorful forms.
Importantly, to identify an intron in a transcript computationally, both splice sites
must occur in a particular order: first the Donor splice site at the 5’ end of the intron,
followed by the Acceptor splice site at the 3’ end of the intron. The transcript also
has a global start site (S) that initiates the first exon, and a global end site (N) that
ends the last exon. In computational terms, this means that the string for Start (S)
must begin the transcript, being followed by zero or more strings of Donor (D) and
Acceptor (A) sites, followed by an end string (N). For an intron to exist, a A site must
be preceded by an D. More than one intron may exist, if and only if the order of D
and A sites follows the previous rule. This idea was used when we developed the
buildOrthologs algorithm to retrieve full transcript orthologs of lncRNAs.
4.2 A Greedy approach to reconstruct ortholog transcripts of
lncRNAs
The SpliceMap lncRNA tool produces lists of ortholog splice sites from an initial
lncRNA reference database (Nitsche et al., 2015). We adapted the SpliceMap pipeline
to add to the splice sites the global starts and ends of transcripts, which must also
be taken into account when annotating orthology. With that, we produced lists of
ortholog sites that included donor (D), acceptor (A), global starts (S) and global ends
(N). We developed a greedy approach that uses such lists and takes into account the
correct order of sites to reconstruct transcripts that are biologically valid.
The reference transcript contains all sites (first transcript of figure 4.2). The orthologs
may have all of the sites conserved, which maintains the exon-intron structure of the
reference (as in the second transcript of figure 4.2), or may have lost either or both D
or A sites, changing the exon-intron structure (as in the third and fourth transcripts
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S D D A N
Figure 4.2: Exon-intron structure of a reference transcript (top) and three ortholog tran-
scripts. Our greedy algorithm reconstructs biologically valid ortholog transcripts, taking
into consideration the splicing rules. The second transcript has all ortholog sites. The
third transcript has lost a donor site, and its start and end sites could not be recovered
by the SpliceMap pipeline. The fourth transcript has lost an acceptor site. Sites are
depicted as: start (S), donor splice site (D), acceptor splice site (A) and end (N). Exons
are depicted as orange rectangles and introns as smaller grey rectangles. In the third
transcript, missing S, D and N sites are highlighted with a stripe pattern, similarly to the
fourth transcript with its missing A site. In this example, the reference transcript has
three exons. The same rules apply for other reference lncRNAs that contain fewer or
more exons. All transcripts are depicted in the positive DNA strand.
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of figure 4.2). When a D site is lost (third transcript), the intron is retained forming a
longer exon. The same occurs when an A site is lost (fourth transcript). When there is
more than one D that can pair with an A (fourth transcript), the D closest to the A is
chosen, so that the longest transcript may may be reconstructed.
Importantly, since the SpliceMap tool (Nitsche et al., 2015) was designed for anno-
tating splice sites, it is not as accurate for annotating global starts and ends. For this
reason, when S or N sites are missing from the ortholog list, it does not necessarily
mean that they were lost. For this reason, eventual missing S or N sites (third tran-
script of figure 4.2) are submitted to a reconstruction step with BLASTN, using the
reference exon as query.
Our greedy algorithm is implemented in a script (see pseudocodes buildOrthologs
and Greedy algorithm) that processes two inputs: (i) a reference lncRNA database
in BED12 format (description of this format can be found at the “Online data” ap-
pendix) and (ii) a map file M with the list of ortholog sites. It then returns as output
a BED13 file of biologically valid transcripts (normal BED12 with the species in the
13th row). When not enough information is available to reconstruct a valid transcript,
an “invalid” tag is output. The first input to the greedy algorithm is the reference
lncRNA database Ref, that contains lncRNAs, each with a unique name ID ∈ Ref.
The second input of the algorithm is the map file M, that contains a list of ortholog
sites, including S, N, D and A sites, with site ∈ M. Each site can be identified by the
same ID of Ref, indicating the orthology.
buildOrthologs will first retrieve all map sites that refer to the reference lncRNA
ID. Then it will sort the ortholog sites by species, contig and strand, to later on
reconstruct valid transcripts. That means that the sorted sites will be divided into
groups, each group containing sites that belong to the same species, contig and strand.
The sites of a group will then be ordered by position, from the smallest to the largest.
The ordered sites will then be submitted to the Greedy algorithm, which applies
the splicing rules to reconstruct the orthologs.
The Greedy algorithm (see pseudocode) will process an ordered set of sites (S, N,
Ds and As) trying to reconstruct the longest valid transcript according to the splicing
rules (Fig. 4.2). A valid transcript must start with an S site, followed by zero or more D
and A sites, followed by an N site. A valid D must preceed a valid A, forming a valid
splice pair (Fig. 4.2). To make the assessment of validity, the Greedy algorithm
will consider the following sites: ‘current’ site and ‘last’ site. It will compare the
current site with the last site and push the value of the start position of the exon to
the array ‘starts‘ and will push the value of the size of the exon to the array ‘sizes‘, as
described in the pseudocode.
4.3 Well curated catalogs of lncRNA orthologs
In this section, we present our results in regards to building well curated catalogs
using splice sites as guides for orthology.
4.3.1 Catalog of human and mouse
Human and mouse are the best annotated species and have the best assembled
genomes. The gold standard of these genomes motivated the creation of a catalog
of lncRNA orthologs for these two species using our buildOrthologs tool. In
addition, in the SpliceMap original publication, it has been observed that although
there was a high turnover on exon-intron structure, around 70% of lncRNAs were
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Algorithm 1: buildOrthologs
Input : (i) reference lncRNA database Ref; (ii) map file M
Output : list of ortholog lncRNAs in BED13 format
1 forall IDs ∈ Ref do
2 retrieve all ortholog map sites ∈M that refer to ID;
3 sort sites into groups according to: (i) species, (ii) contig and (iii) strand;
4 order sites of each group according to: (i) position;
5 forall map sites ⊂ group do
6 if strand = “-” then
7 reverse site classification N <=> S and D <=> A;
8 end
9 apply Greedy algorithm;
10 return status (valid or invalid);
11 if status = invalid then
12 try to retrieve missing S or N;
13 if missing S or N then
14 get reference first/last exon sequence;
15 BLASTN Ref exon against species and choose best hit;
16 add reconstructed S or N;
17 apply Greedy algorithm;
18 return status (reconstructed or invalid);
19 end
20 end
21 write BED line with status and species;
22 end
23 return BED13 line;
24 end
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Algorithm 2: Greedy algorithm
Input : Ordered set of sites: Start (S), Donor (D), Acceptor (A) and End (N)
Output : BED components for the longest valid transcript
1 if exists S and N then
2 reconstruct longest valid transcript;
3 create empty array starts;
4 create empty array sizes;
5 push starts (start);
6 forall sites do
7 if current site = S then
8 lastSite = S;
9 lastPosition = position;
10 end
11 if current site = D then
12 lastSite = D;
13 lastPosition = position;
14 end
15 if current site = A then
16 if last site = A then
17 continue, since it would yield a shorter transcript;
18 end
19 if last site = S then
20 continue, since this site is not valid;
21 end
22 if last site = D then
23 push sizes (lastPosition - lastElement (starts));
24 push starts (position);
25 lastSite = A;
26 lastPosition = position;
27 end
28 end
29 if current site = N then
30 if last site = S then
31 single exon transcript structure;
32 push sizes (end - start + 1);
33 end
34 if last site = A then
35 push sizes (end - lastPosition + 1);
36 end
37 if last site = D then




42 return valid status;
43 return BED components from starts and sizes;
44 end
45 else
46 return invalid status;
47 return missing S and/or N sites for future reconstruction;
48 end
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predicted to be shared between human and mouse (Nitsche et al., 2015). By creating a
catalog for both species with buildOrthologs, we could compare our results with
the original prediction.
Our catalog was built using as reference the Gencode dataset version 28 of human
lncRNAs. We retrieved orthologs from mouse and later on compared them to the Gen-
code dataset version M17 of mouse lncRNAs. The two inputs to buildOrthologs
were (i) the human and mouse site map (created with SpliceMap using as input the
19 mammals alignment of UCSC hg38) and (ii) the Gencode dataset v28 of human
lncRNAs as reference. The parameters were: a threshold of 3.0 for the MaxEntScan
score of splice sites likelihood, a threshold of 1.0 for e-values for BLASTN hits (so
that most possible hits could be used for choosing the closest one to the reference), a
threshold of exon size of at least 30 nucleotides (nts) and at most 10,000 nts.
From the set of 28,434 human lncRNAs, it was possible to retrieve 6,777 complete
mouse orthologs using our buildOrthologs tool (Table 4.1). That means that
23.8% of the human lncRNAs have been assigned a mouse ortholog. If one considers
the 17,514 mouse lncRNAs listed in the Gencode mouse dataset, that corresponds
to 38.7%. That estimation is a lot lower than the 70% prediction of the SpliceMap
publication (Nitsche et al., 2015). We are not yet sure why the two predictions differ
so much, but we do have some hypothesis.
Table 4.1: Summary of the reconstruction of mouse ortholog lncRNAs using our greedy
approach from the buildOrthologs tool. Human lncRNAs were used as a reference.
Percentage refer to how many of the human lncRNAs were assigned orthologs in mouse.
A star indicate a reference information, which was not used in the experiment.
Species lncRNA Retrieved Retrieved
transcripts lncRNAs (raw) lncRNAs (valid)
Human (hg38) 28,468 28,468 28,434
Mouse (mm10) 17,514* 21,671
6,777
(23.8%)
SpliceMap and BLAST were both used by us to annotate start (S) and end (N) ortholog
sites in the buildOrthologs approach. It is important to consider that SpliceMap
has not been designed to find S and N ortholog sites, and that BLAST relies solely on
sequence homology, which could cause real S and N sites to be reported as missing.
Alternatively the original predictions of the SpliceMap publication could have inflated
the ortholog numbers by overlooking the validity of the full exon-intron structure.
This is likely to have occured at least for some of the lncRNAs. Especially when
considering that a lncRNA was annotated in the original SpliceMap publication as
already conserved if at least one splice site of the human transcript corresponded to
an ortholog splice site in the other species. We used a different approach, since we
required in the buildOrthologs algorithm for both S and N sites to be present for
a transcript to be considered conserved (or valid).
In any case, transcriptome data would be very useful to further curate our annotation
of S and N sites, and we suggest this as a reasonable next step for developing
buildOrthologs. With the results already obtained in this PhD project, we propose
a lower boundary of 23.8% of shared lncRNAs between human and mouse and a
higher boundary of 70%, as originally suggested by Nitsche et al. (2015).
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4.3.2 Catalog of primate species
Previous works have already provided ortholog catalogs of primate lncRNAs, such
as the Necsulea dataset (Necsulea et al., 2014). This particular dataset was built with
reciprocal BLAST, relying on sequence homology search. We wanted to provide a
well-curated alternative using splice sites as guides for more accurate orthology. For
that we applied our buildOrthologs. We used the Gencode dataset v26 of human
lncRNAs as reference (human genome assembly hg38). This dataset contains 27,720
lncRNA transcripts, which were searched for orthologs in four other primate species:
chimpanzee (panTro4), bonobo (panPan1), orangutan (ponAbe2) and rhesus macaque
(rheMac3). The inputs to buildOrthologs were (i) the five primates site map
(created with SpliceMap using as input the 19 mammals alignment of UCSC hg38)
and (ii) the Gencode dataset v26 of human lncRNAs as reference. The parameters
were a threshold of 3.0 for the MaxEntScan score of splice site likelihood, an e-value
threshold of 1× 10−10 for BLASTN hits, a threshold of exon size of at least 20 nts and
at most 100,000 nts.
When compared to the catalog of human and mouse, the situation is strikingly
different in primates. Instead of only 23.8% ortholog assignment in mouse, between
83% and 94% of the human lncRNAs have been assigned orthologs in the other
primates using the buildOrthologs approach (Table 4.2). This is an interesting
finding, but somewhat expected, since the phylogenetic distance between human
and the other primate species is a lot smaller than between human and mouse. For
this catalog, an initial raw set of 108,878 ortholog transcripts was first assembled
and afterwards filtered to include only “valid” transcripts (Table 4.3). About 90%
of the initial raw set was kept. These results taken together indicate a high level of
conservation of lncRNA transcripts in primates.
Table 4.2: Number of ortholog lncRNAs that could be successfully retrieved in primates
using the greedy approach of buildOrthologs. Percentages refer to how many of the
human lncRNAs were assigned orthologs in the other species.
Species lncRNAs Percentage




Rhesus macaque 23,220 83.8%
Table 4.3: Information about transcript reconstruction of primate lncRNAs using
buildOrthologs.
Reference lncRNA Raw ortholog Filtered




Interestingly, our catalog has a more diverse distribution of number of exons when
compared to the Necsulea 2014 catalog (Figures 4.3 and 4.4). Note that almost 50%
of lncRNAs in the Necsulea catalog have two exons, in comparison to less than
35% of the lncRNAs of our approach (Figures 4.3 and 4.4). In addition, a much
higher percentage of the lncRNAs of our approach have more than two exons. This
shows the sensitivity of our approach on better identifying exon-intron boundaries,
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and possibly the orthology itself. Noteworthy, it is possible that buildOrthologs
overpredicts exon sizes, since it reconstructs the longest possible transcripts.
To characterize our primate catalog regarding secondary structures, the SSS-test
was applied (described in the chapter 5). This test assesses structural selection of
ncRNA families. The structures of the lncRNAs were analysed locally. For that, local
ortholog blocks were first identified with the SSS-test. Then they were assigned
divergence scores, which indicate their structural uniformity. Importantly, divergence
scores measure how the individual structures of the group differ from the group’s
consensus structure (more details can be found in chapter 5, section 5.5). That means
that low divergence scores indicate uniform ncRNA groups, while high divergence
scores indicate non-uniform ncRNA groups.
We observed that almost 67% of the lncRNA blocks are structurally highly diverged
in our catalog (Table 4.4), meaning they are not structurally uniform. This is an
interesting observation, since the divergence of this catalog seems to be higher than
the circa 46% highly diverged families of the Necsulea one (Tables 4.4 and 5.3). The
comparison between both catalogs can be made, since the same parameters were
used in the SSS-test for both analysis. The reason why the catalog built with
buildOrthologs is structurally more diverse than the Necsulea catalog is not yet
clear. One hypothesis is that it might be due to the fact that the lncRNAs built with
our approach have, on average, more exons (Tables 4.3 and 4.4), which could increase
structural complexity. It could also be that since our method does not rely directly on
sequence homology, it discovers more diverged orthologs than BLAST. This however
needs to be confirmed with other future analysis.
Table 4.4: Summary of the structural analysis of the lncRNA catalog built with
buildOrthologs. The catalog was submitted to the SSS-test, which first calcu-
lated local blocks. The analysis of structural divergence was done only on local blocks
with at least three ortholog species.
Initial local blocks local blocks
Family
Dataset set (total) (species ≥ 3) Divergence
(families)
low high




catalog (29.5%) (33.2%) (66.8%)
4.4 Discussion
Orthology of lncRNAs is not a simple task. Conventional methods of homology
search such as BLAST are not ideal for these molecules due to their poor sequence
conservation (Toiber, Leprivier, and Rotblat, 2017; Washietl, Kellis, and Garber, 2014).
BLAST is however still widely used for this (Necsulea et al., 2014), likely due to its
practical use and to the lack of alternative approaches. Importantly, the splice sites of
lncRNAs are evolutionarily conserved (Ponjavic, Ponting, and Lunter, 2007; Chodroff
et al., 2010), which provides a more appropriate basis for lncRNA orthology. This
approach has been used previously in the SpliceMap tool (Nitsche et al., 2015).
To provide an alternative to BLAST approaches, we developed the buildOrthologs
algorithm. This novel approach uses a map of ortholog splice sites created by the
SpliceMap tool (Nitsche et al., 2015) to reconstruct valid ortholog transcripts, follow-
ing the splicing rules. These rules define a valid transcript based on the correct order



























Figure 4.3: Distribution of number of exons of the primate catalog built with
buildOrthologs.
of sites: global transcript start (S), donor splice sites (D), acceptor splice sites (A)
and global transcript end (N). Using a greedy approach, buildOrthologs creates
well-curated catalogs of lncRNA orthologs.
As an application, we used this new tool to build two well-curated catalogs of lncRNA
orthologs, which were later compared to other data. The first was a catalog of human
and mouse, using human lncRNAs as a reference. In this catalog, we could retrieve
mouse orthologs of circa 24% of the human lncRNAs. This was intriguing, since it is
a lot less than the 70% suggested in the original SpliceMap publication (Nitsche et al.,
2015). In this publication, for a lncRNA to be considered conserved, it had to have
at least one ortholog splice site in the other species. This requirement could have
overlooked cases in which a splice site was still retained in the genome, even if the
full transcript was lost throughout evolution. In contrast, in our buildOrthologs
tool, the requirements are different: for a lncRNA to be considered conserved in
the other species, both the global start (S) and end (N) sites must be present. This
includes cases of one exon isoforms, which comprises around 15% of the reference
human lncRNAs (Fig. 4.3). For the remaining lncRNAs of our catalog, for an intron
to be present, a valid splicing pair must be present (both Donor and Acceptor sites
forming a splicing pair).
Further work is still required to be able to say exactly how many lncRNAs are indeed
shared between human and mouse. This will probably require knowledge of ex-
pressed transcripts, for which transcriptome data will be very valuable. Importantly,
buildOrthologs could be further improved with a more precise prediction of S
and N sites. This would likely increase the number of retrieved orthologs. In any




























Figure 4.4: Distribution of number of exons of the primate catalog built with reciprocal
BLAST (catalog provided by Necsulea et al. (2014)).
lies between our prediction and the one from the original publication of SpliceMap:
between 24% and 70% of shared orthologs.
Our second generated catalog comprised of primate species, which was compared
to another primate catalog built elsewhere with reciprocal BLAST (Necsulea et al.,
2014). Interestingly, our new catalog seems to have a more diverse distribution of
number of exons. Almost 50% of lncRNAs of the BLAST catalog have two exons, in
comparison to less than 35% of the new one. In addition, a much higher percentage
of the lncRNAs of our catalog have more than two exons. This shows the sensitivity
of our novel approach on better identifying exon-intron boundaries. Interestingly,
our catalog seems to be structurally more diverse. The reasons for that however
still remain elusive. Since the buildOrthologs approach does not rely directly on
sequence similarity, it may be that we can detect more diverged orthologs, which
would otherwise be missed or incorrectly annotated with BLAST.
The buildOrthologs tool for annotating ortholog transcripts is implemented in
the form of a script, that can be easily used in the command line and which we
hope will help other researchers studying lncRNA evolution. Our tool applies a
greedy algorithm and takes into consideration the splicing rules to reconstruct the
longest valid ortholog. As a future direction, our algorithm could be adapted to
consider alternative isoform structures, rather than the longest possible isoform that




Measuring positive selection on
structures of ncRNAs
Finding lncRNAs that are under positive selection in humans motivated the work de-
scribed in this chapter. Many examples are known of proteins that are under positive
selection in humans. There are established methods for this, which are routinely used
for proteins. ncRNAs on the other hand have been extensively studied in regards to
structural conservation, but not in regards to positive selection. Methods for proteins
cannot be directly used for ncRNAs, what requires further efforts in developing
new methods. We describe in this chapter the first method to our knowledge that
detects positive selection in structures of ncRNAs. We show the benchmark of our
test with biological as well as synthetic datasets. Lastly, we present as a case study
a widescreen search of a primate lncRNA database, and suggest novel candidate
lncRNAs that are under adaptive evolution in humans.
5.1 Studying selection in ncRNA structures
Although lncRNAs comprise a substantial fraction of the transcriptome, so far only a
small minority of them has been assigned a functional annotation. The question thus
remains, what fraction of the detectable lncRNAs actually convey biological func-
tions, as opposed to being coherently transcribed and processed byproducts without
biological relevance (“junk RNA”). Without experimental testing this question is
currently difficult to answer because, in contrast to their protein-coding counterparts,
most lncRNAs exhibit only low levels of sequence conservation. Function thus cannot
be inferred from unmistakable selective constraints. Nevertheless, lncRNAs show
hallmarks of negative selection (Ponjavic, Ponting, and Lunter, 2007; Pang, Frith, and
Mattick, 2006; Marques and Ponting, 2009; Guttman et al., 2009; Derrien et al., 2012;
Pegueroles and Gabaldón, 2016).
From a population genetics point of view, two locus models have been used to study
compensatory mutations on RNA structures, i.e., negative and stabilizing selection
(Stephan, 1996; Innan and Stephan, 2001; Kusumi et al., 2016). This line of studies
showed that tRNAs are among the molecules with strongest selective pressures
(Piskol and Stephan, 2011b) and confirmed the influence of the effective population
size as a cause of differences in selective constraints on tRNAs across species (Piskol
and Stephan, 2011a). Altogether, hundreds of well-studied small ncRNAs, mostly
compiled in the Rfam database, exhibit well-conserved RNA secondary structures
that are crucial for the function of the RNA molecule.
Because of their longer length, the picture is slightly different for lncRNAs. Func-
tionality based on structure has been reported, but seems to occur on a local level.
Modular elements of HOTAIR, Xist and other lncRNAs are fundamental for function
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(Blythe, Fox, and Bond, 2016; Somarowthu et al., 2015; Johnsson et al., 2014; Duszczyk
and Sattler, 2012). Disease-related SNPs can even impact local structures (Castellanos-
Rubio et al., 2016; Gong et al., 2015; Zeng et al., 2018), changing functionality and
potentially even contributing to disease onset. In plants, a common local structural
motif has been found in lncRNAs involved in the same functional pathway (Di et al.,
2014), showing that local structures can be used to look for function in lncRNAs.
As shown in Smith et al. (2013), structural negative selection is widespread in the
non-coding part of the genome, further indicating that structures are important for
function.
As for any type of test for selection, an estimate of an effect on the phenotype is
desired. As reviewed in Lee et al. (2017), many tools have been developed in the past
years contributing to unravelling the molecular mechanisms underlying complex
phenotypes. Still, the effect of, say indels (insertions or deletions) and structural
variation, remain elusive. If secondary structure is important for the function of
a ncRNA, a predicted structural change can be taken as proxy for a phenotypic
impact. Observing an accumulation of substitutions that change the structure can be
interpreted as signs of positive selection, or adaptive evolution.
Several methods have been proposed to quantify the effect of SNPs on RNA structures
(Sabarinathan et al., 2013; Salari et al., 2012). Leveraging on these methods, we
propose to use an excess of structure changing substitutions as a means of identifying
positive selection. Conversely, an excess of substitutions that change the structure
less than expected supports negative selection. We use this simple idea to develop a
novel statistical test for lineage-specific positive selection: the SSS-test (“Selection on
the Secondary Structure test”).
5.2 Alternative approaches for assessing positive selection in
ncRNAs
Previously to the SSS-test, we developed two alternative ways to score structural
variations in ncRNAs. The simplest model classified the substitutions into disruptive
and non-disruptive sites based on their classification by RNAsnp. Based on this classi-
fication, an equivalent of the Ka/Ks test becomes applicable. Using the basic idea of
the Ka/Ks test, single nucleotide changes were classified into structurally conserved
(sc) and structurally disruptive (sd). RNAsnp p-values were used to discriminate be-
tween the types of sites. The ratio is calculated as the fraction of observed disruptive
changes over all possible disruptive mutations (Ksd) and the fraction of observed
conservative changes over all possible conservative mutations (Ksc), like specified
below.
The Ka/Ks test for proteins:
Ka/Ks =
non synonymous changes/non synonymous sites
synonymous changes/synonymous sites
(5.1)
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The resulting Ksd/Ksc score should indicate the selection pressures on the secondary










Ksd/Ksc = 1.61 (5.5)
Since HAR1 is a control for positive selection, we can evaluate the result of the
approach. A score of 1.61 is an indication of positive selection if we consider the same
thresholds as the Ka/Ks test, with scores s > 1.0 as indicative of positive selection.
Even with the correct signal for HAR1, the power of this approach however seems
to be quite limited. First, it requires a reasonable number of changes for calculation
purposes. This may work well for HAR1, since it is the region in the entire human
genome that accumulated the most human-specific changes. In contrast to that,
the number of changes per lncRNA is usually rather small. In the local lncRNA
database analysed by us in the following sections (the Necsulea dataset from 2014, see
section 5.10 for details), the mean number of human-specific changes is x̄ = 0.74, with
a variance of σ2 = 9. In addition to that many false positive signals were found when
analysing non-coding families by visual inspection, which consisted of the visual
comparison of the secondary structures of a family. If all structures were clearly very
similar, but a signal of positive selection was assigned to one of the structures, we
noted that as a false positive selection signal (more details on the visual analysis on
section 5.7).
Our second model tried to improve on the Ksd/Ksc approach by using a Poisson
distribution for the expected number of substitutions parametrized by the expected
change rate for a family. This should be more appropriate when substitutions are
sparse. Indeed, the robustness was improved, but there were still many false positives,
likely coming from categorizing sites only into two categories, either synonymous
or non-synonymous, which is very difficult to do for ncRNA structures due to their
biochemical properties. Hence, we abandoned both approaches in favor of using the
evidence provided by RNAsnp as a quantitative rather than a categorical variable,
which was implemented in the SSS-test.
In any case, a few interesting results from the Ksd/Ksc approach are worthy of
mention. We analysed a subset of the 15,443 families provided by Necsulea et
al. (2014). We produced this subset of 76 families by detecting an enrichment of
human-specific changes in comparison to the other species (a similar situation to
the HAR1). Analysing this collection resulted in 543 conserved local structures (see
section 5.10 for more details on classification of local structures). Of these, 71 had
sufficient orthologous substructures (at least three species) and seven showed signs
of positive selection in humans.
From these positive selection candidates, two were also detected in our SSS-test
approach and five were not considered because of their high family divergence, a
measure used for filtering in the SSS-test approach (see section 5.5 for more details).
The top scoring structure, which is part of the lncRNA H19X, received a score for
the Ksd/Ksc approach of s(H19Xsub2) = 2.79 (a sign of positive selection) and,
like HAR1, has a significantly more stable secondary structure in human (Fig. 5.1).
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Interestingly, this same structure received a positive selection score as well with
the SSS-test (s(H19Xsub2) = 29.4) and low score for the other species (s ≤ 1.2).
Although this local structure family did not pass the divergence filtering of the SSS-
test (d = 22.1), we still suggest it as worthy to investigate because of its higher


















































































































































































































































































































































































































































































Figure 5.1: Predictions of the local lncRNA structure H19X substructure 2 (H19Xsub2): (left
to right): human, gorilla, orangutan and pan. The human structure received a positive
selection signal with the Ksd/Ksc approach, as well as the approach of the SSS-test. The
colours of the bases are assigned according to their pairing frequency in the structure’s
ensemble. Shades of red occur in ≥ 90% of the ensemble, shades of green/yellow denote
increasing probabilities from ≥ 50%. For unpaired bases, shades of red denote increasing
unpairedness.
We also investigated another one of the local structures found to be under positive se-
lection in humans by the Ksd/Ksc approach. Visually, it did not seem to belong to the
same group as the other structures. This brought the concern whether it was correctly
annotated. To re-assess the orthology with a more robust approach, we applied the
Infernal suite v1.1.1 (Nawrocki and Eddy, 2013). First, we built a covariance model
for the non-human structures, then calibrated the model and finally searched for it
in the entire human genome. Interestingly, the single hit maps to an intronic part of
the orthologous transcript, suggesting that the human lncRNA may have lost one
exon (Fig. 5.2). The annotated gene structure is drastically different in the different
primates. While human and macaque have only two exons, chimpanzee/bonobo and
gorilla have six, and orangutan features five exons, suggesting a rapid turnover of
gene structure.
5.3 SSS-test
The basic idea of our SSS-test is to determine whether selective pressures have
changed in a particular lineage. The starting point for that is a multiple sequence
alignment A and a focal sequence x ∈ A. Denote the consensus sequence of A \ x,
as the alignment without sequence x, by z̄. This removal is necessary to exclude the
influence of x in the consensus. Since the interest is in testing for lineage-specific
positive selection, only sites i that are well-conserved in A \ x are considered. A
well-conserved site has the majority of the sequences in A \ x conforming to the
consensus sequence z̄.
Per default, 60% of the sequences are required to agree with the consensus. This
threshold can however be changed by the user. To compute the consensus structure,
the RNAalifold tool is used, as part of the ViennaRNA package (Lorenz et al., 2011).
5.3. SSS-test 39
Figure 5.2: Revised orthology for local structure 4 of lncRNA CUFF.464429. The initially
classified human CUFF.464429sub4, depicted in yellow, initially received a positive
selection signal with the Ksd/Ksc approach. This structure was re-classified to a new
orthologous group and the revised human orhologous of CUFF.464429sub4, depicted in
purple, was found by using the non-human primate structures as a search model. More
details in the main text. Coordinates refer to assemblies of ENSEMBL v62 as described in
Necsulea et al. (2014).
The set of included sites is Sz̄→x. For this purpose, gap characters are considered like
regular characters, i.e., Sz̄→x also contains insertions and deletions in x relative to
the consensus z̄. z̄i is denoted as the sequence that is equal to z̄ except at the single
variable site i, where it matches x. Substitutions and indels are scored separately. An
insertion or deletion is treated as a single event independently of its length `.
This decision was first based on the assumption that a unique evolutionary event
is more likely to have caused the indel than two or more events acting on the exact
same region. This assumption was tested, by measuring the structural impact of
deletions of different lengths in biological RNAs. It was found that the length of the
deletion did not matter for the impact, but rather its location, specifically if it overlaps
a paired region or not (more information on section 5.4). This is supported with the
Turner model (Turner and Mathews, 2010) by the slow change of energy penalty for
the different loop types (hairpin, bulge, and interior loops) which have a ∆ of approx.
1–3 kcal/mol for loop sizes from smallest to largest between 3–30 nt. Stacking energy
contributions are easily calculated within this ∆ just for a single nearest neighbor
contribution.
Importantly, in order to reduce the noise, pairs of compensatory substitutions in Sz̄→x
were identified. These are classified as structurally neutral and removed from Sz̄→x.
Compensatory substitutions are determined by comparing MFE structures of the
focal sequence and the consensus. If a substitution is observed in a base-pair that is
present in both focal structure and consensus, it is considered compensatory.
All single nucleotide substitutions remaining in Sz̄→x are scored using RNAsnp (Sabar-
inathan et al., 2013). In order to also obtain scores for sites with very small structural
changes, the p-value threshold is set to 1.0. Small RNAsnp p-values indicate unex-
pectedly large structural changes in a manner that compensates for GC content and
length of the investigated sequence (Sabarinathan et al., 2013). Since each variation is
scored independently, p-values are corrected for multiple testing using the Benjamini-
Hochberg (Benjamini and Hochberg, 1995) procedure (with the more conservative
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Bonferroni method (Ranstam, 2016) available as well). The Benjamini-Hochberg
procedure performs well with a larger number of p-values, which individually are
≥ 0.05, as happens quite often in our case with RNAsnp-based p-values. For the
correction let p = p1 ≥ p2 ≥ · · · ≥ pn be the collection of p-values. We then update
the corrected set of p-values p̃ using:











log p̃i . (5.6)
The RNAsnp tool cannot be used for insertions and deletions since its internal model
for evaluating p-values is not designed for this type of variations. Therefore, we
developed a separate model to score indels: for an indel of length `, we construct
all sequences zj that carry the indel after position j of the consensus. Since zj
and z̄ differ in length, they cannot have the same structure. Therefore a modified
reference structure ψj is computed by constraining zj to contain all base pairs of the
consensus sequence z̄ that are not affected by the indel. To this end, the option of the
ViennaRNA package is used to fold RNA sequences with user-defined constraints
(Lorenz, Hofacker, and Stadler, 2016). For comparison, the fold φj of zj without
constraints is computed. To determine the structural impact of the indel, the structural
difference δ(φj , ψj) of φj and ψj is computed using RNAforester (Schirmer, Ponty,
and Giegerich, 2014).
We then use a combination of rank statistics and relative structural impact to deter-
mine a p-value for indel j: let r(j) be the rank of indel j w.r.t. the size of its structural
impact in decreasing order. Then prank = r(k)/n, where n is the number of possible
indel ranks. In addition, the relative structural impact by pstruc = (4l − δ(φj , ψj))/4l
is scored, with l the length of the sequence and pstruc clamped to 1/4l for extreme
δ(·, ·) contributions. The complete indel p-values (p = prank + pstruc) are aggregated
as described above and yield a corresponding indel score contribution s′(x). Finally,
substitution (s(x)) and indel (s′(x)) scores are added to yield the final SSS-score,
using:
SSS-score (x) = 2s(x) + s′(x) (5.7)
The computation of selection scores is implemented in an automated pipeline (see
pseudocode). In the SSS-test implementation, the test statistic s(x) + s′(x) is
computed for all focal sequences x ∈ A. If the input sequences are not aligned,
muscle (Edgar, 2004) is used to generate the necessary alignment. Additionally,
species distance scores, ds, are computed for each sequence of the alignment to
indicate the structural distance of the species to the consensus. The median species
distance score is the family divergence score, d, which indicates the family’s structural




Output :Selection scores and family’s median structural distance
1 if species_number < 3 then
2 return statement “not enough species” and exit;
3 end
4 if unaligned A then
5 align Awith muscle;
6 end
7 forall species x ∈ A do
8 detect specific substitutions within well conserved set Sz̄→x ∈ I ;
9 create alignment A \ x with muscle;
10 get consensus sequence with RNAalifold;
11 get consensus structure z̄ with RNAfold;
12 get species structure x with RNAfold;
13 get all possible substitution p-values S with RNAsnp;
14 get x specific substitution p-values Sc;
15 compute compensatory pairs of x in relation to z̄;
16 remove compensatory pairs from Sz̄→x;
17 get structural distance between x and z̄;
18 create synthetic indel mutated sequences Z;
19 forall zj ∈ Z with length ` do
20 get structural distance between zj and z̄ with RNAforester;
21 gap-modelling pipeline to calculate background information for length
`;
22 rank statistic for obtaining species indel p-values;
23 return indel p-values;
24 end
25 correct p-values with Benjamini-Hochberg method;
26 calculate sum of the logs of the p-values;
27 add substitution and indel scores, with a weight of 2 for substitutions and 1
for indels;
28 return selection score;
29 end
30 return median structural distance of A;
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5.4 Indel impact on structure
One of the challenges of detecting positive selection on ncRNA structures is to
consider the structural impact of indels. As mentioned on the previous section, the
SSS-test takes them into account. More specifically, this is done with an in-built
gap-analysis pipeline, a framework that was developed to assess indel impact on
ncRNA structures by simulating gap evolution (Fig. 5.3). Given an input ncRNA (the
ancestral structure), it evolves the sequence inputing gaps of size n (defined by the
user) in a window-based manner, from the first nucleotide to the last. It assesses and
outputs the structural impact of the gap in all positions using the RNAforester tool
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Figure 5.3: Framework of gap-analysis to asssess the structural impact of gaps in
ncRNA structures.
Importantly, comparison of RNA structures cannot be treated like the problem of
sequence comparison, for instance. In sequence comparison, there is only one layer of
complexity, the order of the elements, or nucleotides, while in structure comparison,
there is another layer that must be accounted for: the secondary dimension of the
structure. RNAforester implements structural tree alignments, pointing out their
dissimilarities, which is convenient for calculating indel impact on a structure. In
addition, structures of different lengths can also be compared with this approach.
The gap-analysis framework (Fig. 5.3) was also applied on biological RNAs (one
example in Fig. 5.4), to check if the length of the gap is important for the structural





The same experiment was performed with 12 other biological RNAs, and it was
observed that the length of the gap did not matter for the impact, but rather its
location. If the gap overlaps a paired region, its impact on structure is usually high
and comparable with different gap lengths (Fig. 5.4). Conversely, if the gap does not
overlap a paired region, its impact is usually zero (Fig. 5.4).
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5.5 Family divergence score
The SSS-test was designed to detect RNAs that have specialized in a (preferably
single) lineage. This search is therefore only appropriate for families that went
through conserved evolution across many species, leading to structural uniformity.
Non-uniform families should, therefore, be filtered when looking for positively
selected structures. The SSS-test outputs the family divergence score, which can
be used for filtering of non-uniform families. To obtain this score, the divergence of
each species structure in relation to its family are first calculated.
Given the alignment A of a set of species, we denote by As the basepair probability
matrix for the aligned sequence s ∈ A, and by B the basepair probability matrix of
the alignment A itself. Furthermore, Ps is the set of base pairs in s, while Q is the set
of base pairs in the consensus. Then we can calculate the derived sets Ws = Ps ∩Q of
shared base pairs, Xs = Ps \Q of unique base pairs, and Ys = Q \ Ps of absent base
pairs for each sequence s.










We then calculate the family divergence as the median over the individual divergence
scores d = medians ds.
Two visual examples of a uniform and a non-uniform family are: (i) snoRNA HACA76
and (ii) local block five of lncRNA blastnMacaque.Locus_222061 (Fig. 5.5). The
snoRNA HACA76 family (Fig. 5.5 panel A) is a uniform family with one candidate
for positive selection. This family has a divergence score of d = 0.1 and selection
scores indicating negative selection (s = 0.0) for all species, with the exception of
Human, with a score that could indicate positive selection (s = 15.8).
The visual profile of the structures of this family is clearly uniform, with only one
structure (Human) standing out (Fig. 5.5 panel A). As a comparison, local block five
of lncRNA blastnMacaque.Locus_222061 (Fig. 5.5 panel B) is a non-uniform family,
with a family divergence score of d = 57.9. Except for Orangutan, this block has
intermediate and high selection scores for all species (s > 5.0). Importantly, in this
particular case high selection scores unlikely point towards positive selection, rather
than diverse functionality among the species, or as an alternative hypothesis, even
incorrect orthology.
5.6 Choice of a threshold for filtering non-uniform families
We chose a threshold for filtering non-uniform families based on the visual inspection
of 12 families of ncRNAs (Table 5.1) with different divergence scores, ranging from
d = 0.0 to d = 65.0. First, we chose 12 ranges of divergence scores that represented a
wide set (see Table 5.1), and then we selected families within the considered scores.
For this analysis, the centroid structures of all species belonging to the family were
taken into account along with the d scores (Fig. 5.6). The main criterion to classify a
family as uniform was if one clear structural trend could be identified. All families
with d ≤ 10.0 have a clear trend, with no or only one exception of a different structure
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Figure 5.5: Examples of uniform and non-uniform ncRNA families. Centroid secondary
structures represent each member of the family. Panel A: uniform family and Panel B:
non-uniform family. Panel A shows structures of snoRNA family HACA76, and Panel B
shows structures of local block 5 of lncRNA blastnMacaque.Locus_2220619. Centroid
structures are depicted here as visual indicators of the structural ensembles. snoRNA
HACA76 (Panel A) is an example of a uniform family, with a clear trend of structure,
except for one species (human). local block 5 of lncRNA blastnMacaque.Locus_2220619
(Panel B) is an example of a non-uniform family, with no clear trend of structure. The
branching pattern was constructed according to the species phylogenetic tree, with the
score of species structural distance on the branches. Species distance score is defined by
the structural distance between species and its consensus, normalized by the alignment
length. Pan (Panel B) represents both chimpanzee and bonobo species, as described in
Necsulea et al. (2014).
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(Fig. 5.6 and Table 5.1). Families with d > 10.0 get increasingly more diverse, making
it difficult to discern one clear structural trend (Fig. 5.6 and Table 5.1). A threshold of
d = 10.0 was therefore chosen for this project. According to this cutoff, families with
divergence score d ≤ 10.0 are considered uniform, while families with d > 10.0 are
considered non-uniform and were filtered from further analysis.
Table 5.1: IDs of lncRNA local blocks used for visual analysis of family uniformity along
with respective divergence scores (d) and outcome of visual analysis.
lncRNA family (block ID) Score Visual profile
(d)
blastnMouse.CUFF.110475 (b-2) 0.00 1 clear trend (no exception)
blastnMacaque.Locus_40302 (b-4) 5.00 1 clear trend (1 exception)
ENSG00000237166 (b-4) 7.50 1 clear trend (1 exception)
blastnPan.Locus_7625 (b-1) 10.00 1 clear trend (no exception)
ENSG00000243012 (b-2) 12.50 1 possible trend (1 exception)
blastnOpossum.Locus_375118 (b-1) 15.00 1 possible trend (1 exception)
ENSG00000256802 (b-1) 20.00 2 clear trends (no exception)
blastnMacaque.Locus_429229 (b-1) 25.00 1 possible trend (1 exception)
ENSG00000236466 (b-1) 35.00 2 possible trends
blastnPan.Locus_105878 (b-1) 45.05 no visuable trend
ENSG00000226526 (b-3) 55.05 no visuable trend
blastnPan.Locus_566 (b-1) 65.00 no visuable trend
Importantly, the choice of threshold may vary from project to project. The profiles
observed in this work came from primates, which are phylogenetically very close. For
different projects, with more distant or closer species, the threshold may be adapted
to best fit the data. In addition, the candidates for positive selection should afterwards
be subjected to functional testing for confirmation of the predictions.
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Human Pan Orangutan Gorilla Macaque
Figure 5.6: Centroid structures of lncRNA local block families with increasing divergence
scores (d), 0.0 ≤ d ≤ 65.0. The structural uniformity decreases with increasing d scores.
Clear or possible structural trends were marked as thicker and thinner purple boxes
respectively.
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5.7 Choice of appropriate thresholds for positive and nega-
tive selection in primate databases
Analogously as for choosing a threshold for family divergence, human structures with
different selection scores s were chosen for manual inspection. This led to the choice
of appropriate thresholds for indicating positive and negative selection. For this
analysis, 10 lncRNA families were randomly selected with different selection scores
for the human structure, ranging from s = 0.0 to s = 30.0 (Table 5.2). The centroid
structures of all species belonging to the family were taken into account along with
the s scores of the human structure (Fig. 5.7). All considered families are low diverged.
Table 5.2: Local blocks of lncRNAs used for visual analysis along with their respective
selection scores (s) and outcome of the visual analysis.
lncRNA family (block ID) Score Visual profile
(s)
blastnMacaque.Locus_61692 (b-1) 0.0 very similar form and stability
ENSG00000224711 (b-5) 1.0 very similar form and stability
blastnMacaque.Locus_62244 (b-4) 2.0 similar form, lower stability
blastnMacaque.Locus_473621 (b-6) 3.0 similar form, higher stability
blastnPan.CUFF.296990 (b-7) 5.0 slight different form, lower stability
blastnMacaque.Locus_474656 (b-2) 9.0 clear different form, similar stability
Locus_193583 (b-3) 10.0 shorter form, higher stability
ENSG00000227509 (b-7) 13.3 clear different form, similar stability
blastnPan.Locus_17197 (b-1) 20.0 longer form, lower stability
blastnMacaque.Locus_210980 (b-8) 30.0 clear different form, higher stability
The two criteria for classifying the visual profile of the human structures were: (i) the
similarity of their form in comparison to the other structures and (ii) their stability in
comparison to the other structures. After careful analysis (Table 5.2 and Fig. 5.7), it
could be observed that the human structures with s ≤ 3.0 had very similar form and
stability in relation to the other structures, which leads to the threshold of s ≤ 3.0 to
classify negative selection. Mixed profiles can be seen with scores 5.0 ≤ s < 9.0. With
scores s ≥ 9.0 there are clear differences between the human structure and the others,
in form and/or stability, which leads to the threshold of s ≥ 10.0 to classify positive
selection.
Importantly, as considered for family divergence, the choice of threshold may also
vary from project to project. The profiles observed in this work came from primates,
which are phylogenetically very close. For different projects, with more distant
or closer species, the threshold may be adapted to best fit the data. In addition,
the candidates should be subjected to functional testing for confirmation of the
predictions.
5.8 Evaluation of the SSS-test with biological controls
As a plausibility check, we applied the SSS-test to known examples of positive and
negative selection. To the best of our knowledge, the 118 nt HAR1 is the only available
control for positive selection on non-coding structures to date (Walter Costa et al.,
2017). As negative controls, collections of small ncRNAs were analysed, which
are known to be structurally conserved (Pang, Frith, and Mattick, 2006; Gronau























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.7: Local centroid structures of lncRNAs with increasing selection scores (s), 0.0 ≤
s ≤ 30.0 for the human species (left-most column). The human structures increase their
visual dissimilarity to their orthologs with increasing s scores. Clear or possible structural
trends in the family were marked as thicker and thinner purple boxes respectively.
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et al., 2013): (i) microRNAs (miRBase (Kozomara and Griffiths-Jones, 2013), release
21), (ii) CD and HACA box snoRNAs (Kehr et al., 2014), and (iii) tRNAs (personal
communication with Irma Lozada). Only sequences of the following primates were
selected: human, chimpanzee, gorilla, orangutan, and rhesus macaque (with the
exception of the snoRNA database which does not contain orangutan sequences).
Were analysed: 167 microRNA families, 176 snoRNA families (containing CD and
HACA box snoRNAs) and 511 tRNA families (containing functional tRNAs as well
as pseudo tRNAs). Each family of these databases contained only one sequence per
primate species, to avoid species bias. If there was more than one representative of
a species in the same family, only one sequence was randomly chosen to represent
the species. Importantly, before evaluating the species with regards to their selection
scores, the families were analysed with regards to their structural divergence. Only
low-diverged (d ≤ 10.0) families were retained. After this filtering, 142 microRNA
families, 78 snoRNAs families and 141 tRNA families were kept.
These collections were expected to receive low selection scores, indicating negative
selection. As expected, all three groups showed indeed strong evidence for negative
selection (Fig. 5.8), while pseudo tRNAs exhibited the highest level of evolutionary
flexibility. The family conservation overview of these databases can be seen in
figures 5.9 and 5.10, which show the complete distribution of family divergence
(Fig. 5.9) and the uniform families in detail (Fig. 5.10). In addition, the positive control
(HAR1) received a signal for positive selection exclusively to the human structure
(s = 12.8), while all other seven primate species in the input set displayed strong
























Figure 5.8: Overview of strong negative selection of biological classes of ncRNAs. x axis:
classes; y axis: percentage of structures in the most conserved bin (s = 0.0), indicating
strong negative selection. Assessment of negative selection was made only within
uniform families (d ≤ 10.0). From left to right, the classes correspond to: lncRNA local
structures, microRNAs, CD box snoRNAs, HACA box snoRNAs, functional tRNAs and
pseudo tRNAs.
























Figure 5.9: Overview of structural divergence of biological classes of ncRNAs. x axis:
classes, y axis: family divergence (d). From left to right, the classes correspond to:
lncRNA local blocks, microRNAs, CD box snoRNAs, HACA box snoRNAs, functional
tRNAs and pseudo tRNAs. Family divergence (d) is defined as the median divergence



















Figure 5.10: Overview of structural uniformity of biological classes of ncRNAs. x axis:
classes; y axis: percentage of conserved (uniform) families (d ≤ 10.0). From left to
right, the classes correspond to: lncRNA local structures, microRNAs, CD box snoRNAs,
HACA box snoRNAs, functional tRNAs and pseudo tRNAs. Family divergence (d) is
defined as the median divergence score of the family.
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5.9 Evaluation of the SSS-test with synthetic datasets
We also used In silico designed sequences to benchmark the SSS-test. Synthetic sets
allow for simulating evolution and keeping a tighter control on the selective pressures
and how the families are constructed. We designed two experiments, the first to test
if the SSS-test can differentiate between low and high divergence of individual
families and the second to test if the SSS-test can differentiate between negative
and positive selection within low-diverged families.
To answer the first question, we simulated evolution from one origin or ancestral
sequence to five extant branches. This yielded five evolved sequences composing one
family (similarly to the analysed biological data).
To answer the second question, we simulated evolution from one origin to one extant
branch, keeping the other four branches unchanged compared to the ancestral origin.
This simulates a case in which the family is composed of four species that have
kept the ancestral sequence (due to extreme negative selection) and one species that
changed its sequence due to a different evolutionary pressure (non-extreme negative
selection).
We created the synthetic datasets with RNAdesign (Höner zu Siederdissen et al.,
2013), with each family starting from a randomly created RNA sequence of 150
nt. For each database, 100 families were generated and subjected to the SSS-test.
To simulate evolutionary pressures, the starting sequence was randomly mutated,
whereby a mutation was accepted or rejected according to the different optimization
functions which we detail below. The simulation evolves the origin until n changes
are accepted. Two simulations were performed for each set, with n = 5 and n = 10.
The following cases were simulated:
(i) negative selection (fneg), as a pressure to maintain the original structure, where
deviation from the ancestral secondary structure is penalized;
(ii) random evolution (frand), with no pressure towards any goal, with any mutation
being accepted; and
(iii) positive selection (fpos), where an ancestral Y-shaped structure experiences
mutations and the optimization function provides pressure towards a cloverleaf
structure.
Denote by a be the ancestral sequence and let m be the current sequence being
designed by RNAdesign. Consider ε as a stabilizing parameter that keeps the energy








As long as the sequence m has a minimum-free energy at least half of the ancestral
sequence, ε(a,m) accepts the proposal m. Otherwise, the large penalty will make
acceptance extremely improbable.
Similarly, both the basepair and shape distance (Steffen et al., 2006) of a and m can be
constrained. For the basepair distance, the penalty function reads as in equation 5.10,
while the shape distance is based on a simplified alignment cost of the two shapes.
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∆(a,m) = base pair distance(a,m) (5.10)
For (i) negative selection, the basepair distance of the centroids of the origin and
extant sequence are constrained. Using a very large penalty for a basepair distance
> 0, structural divergence of the centroid is prevented. This penalty is given in
addition to the energy penalty ε discussed above.
This results in the following optimization function:
fneg(a,m) = 1 000 (∆centroid(a,m) + ε(a,m)) (5.11)
In contrast, case (ii), random evolution, has no penalties at all, here the optimization
function is constant 0, independent of the extant sequence:
frand = 0 (5.12)
Finally, for case (iii), positive selection, we computed the RNA shapes (level 5) of the
centroid of the mutating extant sequence. The distance to a cloverleaf-shaped target
(level 5) is penalized. This simulates the pressure on the new structure, which is
constrained to move from a Y-shaped origin towards a cloverleaf ([[][][]]) target:
fpos = gibbs(m) + 50∆shape:5([[][][]],m) + 1 000 ε(a,m) (5.13)
It is important to notice that these experiments were intended to provide a control for
the SSS-test and its ability to differentiate between differently constructed families.
The intention was not to provide a full model of simulated evolution in a biological
sense. The latter is a very difficult problem, and out of scope for this project. Interest-
ingly, the family diversities of the negative synthetic set were distinctly lower than













































Figure 5.11: Structural divergence of synthetic datasets for families with simulated neg-
ative evolutionary constraints versus random evolution. Each set is composed of 100
families, evolved from one ancestral sequence to five extant sequences. Left: 5 observed
substitutions. Right: 10 observed substitutions.
This shows that the SSS-test can correctly distinguish between low-diverged and
high-diverged sets. In addition, the test was also applied to the negative as well
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as the positive models, checking if it can distinguish between these two selective
pressures. The score distribution was quite distinct between the two sets, with the
positive set clearly having higher scores (Fig 5.12), showing that the test can also



































Figure 5.12: Structural selection of synthetic datasets for sequences with simulated negative
evolutionary constraints versus positive evolutionary constraints. Each set is composed
of 100 sequences, each sequence being the extant having evolved from an ancestral
sequence. Left: 5 observed substitutions. Right: 10 observed substitutions.
5.10 Aplication of the SSS-test on lncRNA local structures
To illustrate an interesting application of the SSS-test, we searched for positive selec-
tion in human lncRNA structures using a primate group which includes human, pan
(including both chimpanzee and bonobo), gorilla, orangutan, and rhesus macaque.
The data from Necsulea et al. (2014) provided coordinates in BED12 format for the
15 443 analysed lncRNA families. We used the retrieve-fasta program, an in-
house software to retrieve the sequence information from the genomic DNA data
based on the provided coordinates. Afterwards, we used muscle to compute align-
ments of orthologous lncRNAs.
It has been observed in the literature that most base-pairing interactions in longer
RNAs occur within a short span of 150-200 nt (Lange et al., 2012). Taking this into
consideration, it is also expected that smaller modules of lncRNAs should have
specialized in one lineage, rather than the entire structure. Therefore, it is more
reasonable to search for positive selection locally than globally in lncRNAs. To
annotate local structural blocks in the studied lncRNA database, we first identified
local structural elements separately for each species using RNALfold, a component
of the ViennaRNA package that computes minimum energy structures with restricted
base pair span (Hofacker, Priwitzer, and Stadler, 2004).
We then chose the most energetically stable local structures for each species in a way
that all chosen structures could co-exist with each other (they do not overlap). Local
structures from different species were considered orthologous if they overlapped at
the starting position with regard to the alignment. To allow for a little bit of freedom,
the starting positions could diverge by at most 30% of the length of the sequences. We
only considered regions containing orthologous structures from at least three species,
and defined these as conserved blocks. In total we identified 19 408 blocks with at
least three ortholog species (Table 5.3). Of these 10 396 have low family divergence
(d ≤ 10.0) and were kept for complete selection analysis with the SSS-test. These
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conserved blocks contained in total 37 298 local structures, which were searched for
positive selection. Noteworthy, the information on the evolutionary age and tissue-
specific expression patterns were extracted from the supplemental files provided by
Necsulea et al. (2014). This data also includes the number of species with orthologous
sequences in the lncRNAs and detectable expression.




Initial ortholog local local Divergence
set lncRNA blocks blocks low high
families (total) (species ≥ 3) (d ≤ 10) (d > 10)
Human 14,682






A substantial level of conservation was observed among these local structures, com-
parable to the small RNA databases (Fig. 5.8, 5.9 and 5.10). This confirms previous
reports that lncRNAs as a group are under negative selection and that conserved RNA
structures are present throughout the genome in large-scale (Marques and Ponting,
2009; Washietl, Kellis, and Garber, 2014; Nitsche et al., 2015; Managadze et al., 2013).
Excitingly, there are many lncRNAs that show strong signals for positive selection
on their structures. Using a selection score cutoff of s ≥ 10.0 on the low-diverged
set (families with d ≤ 10.0), a total of 1 390 local structures were retained. More than
half of these (738) show significant differences between the rhesus macaque and the
Great Ape lineage (in 716 distinct lncRNAs) (Table 5.4). Among the Great Apes, in the
orangutan lineage, 315 local structures with high selection scores were identified (in
312 distinct lncRNAs). In the gorilla lineage, 136 structures were found in 135 distinct
lncRNAs. In pan, 90 structures in 89 lncRNAs are potentially positively selected.
High selection scores were detected in 111 local structures of 110 human lncRNAs.
Table 5.4: Characterization of local structural selection of lncRNAs. Only the low diverged
set was considered in this analysis. Percentages of negative and positive selection are
relative to each species’ representative number.
Species Representatives Negative Percentage Positive Percentage
(local structures) (s ≤ 2) (negative) (s ≥ 10) (positive)
Human 8,934 8,179 91.6% 111 1.2%
Pan 8,736 7,997 91.5% 90 1.0%
Gorilla 8,080 7,199 89.1% 136 1.7%
Orangutan 6,435 4,802 74.6% 315 4.9%
Macaque 5,113 2,659 52.0% 738 14.4%
The one human lncRNA with two distinct structures under potential positive selection
is ENSG00000246548. The number of candidates under positive selection seems
roughly proportional to the evolutionary distance between species, which is not
unexpected. (Table 5.4).
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5.11 Profile of the human lncRNA structures with signs of
positive selection
The local structures with signs of positive selection in humans were investigated in
detail on exactly how they have been altered. Interestingly, we detected changes in
the form (exemplified in Fig. 5.13) as well as changes in the stability (Fig. 5.14) of the
structures. For instance, local structure 11 of SIX3-AS1 shows little difference in the
minimum free energy structure, but has considerably gained in stability in humans,
as shown by the increase of the base pair stability in all three inner stems (Fig. 5.14).
Increase in stability could for instance fine-tune interactions, having an important
impact in function, as is the case of the human HAR1, which has acquired higher


























































































































































































































Figure 5.13: Local lncRNA structure LINC02217sub5: (a) human, (b) pan and (c) gorilla;
Only the human structure obtained an SSS-score indicating positive selection with
s = 16.2, while the data indicates strong negative selection for the other species (s = 0.0).
Structures are represented by their minimum free energy. Base colors are assigned
according to their pairing frequency in the structure’s ensemble. Shades of red occur
in ≥ 90% of the ensemble, shades of green/yellow denote increasing probabilities from
≥ 50%. For unpaired bases, shades of red denote increasing unpairedness.
In our initial analysis, we only found orthologs of SIX3-AS1 in human, pan, and
orangutan. To try to identify the orthologs in gorilla and rhesus macaque as well
(Fig. 5.15), we performed genome-wide scans using Infernal v1.1.1 (Nawrocki and
Eddy, 2013). First, we built and calibrated a covariance model for the sequences
of human, pan and orangutan and the consensus structure yielded by RNAalifold
(Lorenz et al., 2011). After building the covariance model, we searched for homolo-
gous structures in gorilla and macaque, obtaining very likely hits (score of 155.1 and
an e-value of 1.5× 10−31 for gorilla and score of 150.7 and an e-value of 1.7× 10−30
for macaque).
The macaque structure is located in one of the exons of the lncRNA and the gorilla
structure is located close but not inside the annotated locus (Fig. 5.15). The two
recovered structures show a similar structural pattern as pan and orangutan, being
also less stable than the human structure (Fig. 5.14). When including these two
sequences into the family and recalculating the SSS-scores, the signals are maintained
(human SSS-score s = 12.2 and the other four species s = 0.0). This corroborates
the initial predictions that the human structure is under positive selection when
compared to closely related species, and has acquired stability during evolution.
There is still little or no functional annotation for most candidate lncRNAs. Only
49 of the 110 lncRNAs have an ENSEMBL Gene ID and only 20 of them have been
associated an HGNC gene symbol yet (Table 5.5). To gain more information about
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Figure 5.14: Local lncRNA structure SIX3-AS1sub11: (a) human, (b) pan, (c) orangutan,
(d) gorilla and (e) macaque. Only the human structure obtained an SSS-score indicating
positive selection with s = 12.2 while the other species have strong negative selection
scores (s = 0.0). Structures are represented by their minimum free energy. Base colors are
assigned according to their pairing frequency in the structure’s ensemble. Shades of red
occur in ≥ 90% of the ensemble, shades of green/yellow denote increasing probabilities
from ≥ 50%. For unpaired bases, shades of red denote increasing unpairedness.
checked the number of tissues in which they are expressed. Based on the expression
data by Necsulea et al. (2014), it could be seen that six of the lncRNAs are expressed in
all nine reported tissues (brain - including developing brain, cerebellum, liver, heart,
kidney, placenta, ovary, testis and stem cells), eight have no detected expression in
humans and 16 are expressed in only one tissue in humans.
Interestingly, the positively selected lncRNAs tend to be expressed in more tissues
than lncRNAs in general (Spearman’s rank correlation: ρ = 0.78, p = 0.0081, Fig. 5.16).
While 2% of the lncRNAs expressed in 8 tissues are under positive selection, this is
the case for less than 0.5% of those expressed in a single tissue or not expressed at all
in the data set from Necsulea et al. (2014).
5.12 Discussion
The SSS-test allows for assessing whether small ncRNAs or local structures of lncR-
NAs have evolved under positive selection. In particular, it evaluates whether ncRNA
genes harbour an excess of evolutionary events, such as substitutions and/or indels,
that lead to a rather large structural change, thereby identifying candidates with
species-specific functional changes in ncRNAs. This work thus complements previ-
ous studies on detecting negative selection of ncRNAs. An advantage of the test is
that the structure is considered directly as the phenotype, instead of analyzing the
sequence conservation to detect positive selection. One has to keep in mind, however,
that prediction of RNA secondary structures is not perfect and hence false positive









































Figure 5.15: Orthologs of the lncRNA SIX3-AS1 in five primates with a conserved local
structure. Local structure sub11, denoted in purple, show signs of positive selection
in humans and negative selection in the other species. This local structure is present
in all five primates, being located in the exons of human, orangutan and macaque, in
the spliced transcript of pan, between two exons and outside of the reported locus in
gorilla, in a region with no other annotated elements. Introns are depicted as light
grey rectangles and exons as dark grey arrows. Coordinates are given in accordance to
Necsulea et al. (2014) for the assemblies of ENSEMBL v62.
predictions are unavoidable; additional experimental verification thus is strongly
advised.
In the study reported here, at least three orthologs are required for the analysis.
Depending on the system under consideration, a sufficient number of closely related
species may not always be available, however. In this case, one could consider
a pairwise version of the SSS-test. While this could easily be implemented, the
interpretation of the results will necessarily be quite different: In a pairwise setting, it
is unknown which sequence represents the ancestral state, hence one can only test
whether the structures are unexpectedly different. While positive selection in one of
the lineages is possible, divergent evolution should also be considered.
The focus of our evolutionary analysis was on primate lncRNAs, which allowed for
identification of 111 local structures with signs of positive selection on the human
lineage. These comprise 110 lncRNA genes, with one of those containing two local
structures with signs of positive selection. Most of the candidates are unknown, and
those with some description are: PDX1 associated lncRNA (PLUT1) and six other
candidates that overlap proteins that are antisense to them (RRS1, MACC1, TRPM2,
SIX3, DNMBP and MDC1).
Of the above mentioned ones, two have known important functions in the brain:
TRPM2 (Transient receptor potential melastatin 2) is an ion channel expressed in
the brain, essential to cell survival by modulating mitocondrial responses, and has
also been associated with neuroblastoma (Bao et al., 2016); SIX3 is a transcription
regulator that plays a role in eye development and is associated with cephalic disorder
(Domené et al., 2008).
The proteins antisense to the candidates have varying functions outside of the brain.
MACC1 is an immunogene (Sueta et al., 2015). PDX1 is a regulator of pancreas
development and β cell differentiation and its antisense lncRNA, PLUT1, is potentially
5.12. Discussion 61
Table 5.5: Human lncRNA candidates with signs of positive selection in their local struc-
tures. Evolutionary age, expression information and number of sequences were taken
from Necsulea et al. (2014). Only transcripts that have been assigned an HGNC ID are
shown. Nb (tr) refer to number of species in which the lncRNA is transcribed. Nb (seq)
refer to number of species in which the lncRNA sequence is present in the genome.
Gene Name Transcription Sequence Nb Nb ENSEMBL
age age (tr) (seq) gene ID
RRS1-AS1 African Apes Great Apes 3 4 ENSG00000246145
LINC01939 African Apes Great Apes 3 4 ENSG00000228799
LINC01839 Primates Primates 4 4 ENSG00000227509
LINC01802 Primates Primates 5 5 ENSG00000225064
LINC01724 Primates Primates 5 5 ENSG00000227421
LINC01693 Primates Primates 5 5 ENSG00000227764
MACC1-AS1 Primates Primates 5 5 ENSG00000228598
TRPM2-AS Primates Primates 5 5 ENSG00000230061
LINC01258 Primates Primates 5 5 ENSG00000249534
PLUT1 Primates Primates 5 5 ENSG00000247381
LINC01345 Primates Primates 5 5 ENSG00000226374
MDC1-AS1 Primates Eutherians 2 6 ENSG00000224328
LINC01790 Therians Therians 3 7 ENSG00000230173
LINC02042 Eutherians Eutherians 5 5 ENSG00000240893
LINC02092 Eutherians Eutherians 5 6 ENSG00000234721
LINC01738 Eutherians Eutherians 6 6 ENSG00000227947
LINC02288 Eutherians Eutherians 6 6 ENSG00000246548
LINC02217 Eutherians Eutherians 6 6 ENSG00000248455
DNMBP-AS1 Mammals Amniotes 6 9 ENSG00000227695
SIX3-AS1 Tetrapods Tetrapods 9 9 ENSG00000236502
associated with diabetes and affects chromatic structure and the transcription of PDX1
(Akerman et al., 2017). RRS1 is involved in ribosome biogenesis (Gambe et al., 2009).
MDC1 has a role in cell cycle and cancer control (S Wang et al., 2018; Qin et al., 2018).
The function of C5orf66 has not been characterised yet.
While the SSS-test was designed primarily to detect positive selection, it can also be
used for identifying ncRNAs under negative selection and can complement other
prediction methods. Genes with very small SSS-scores are candidates for evolving
under negative selection. In addition, orthologous groups of local structures with
high divergence scores within the family might indicate genes that evolve under
relaxed selective constraints. Importantly, lncRNAs that contain only local structures
with high family divergence might be lncRNAs for which the secondary structure is
not relevant for determining function.
To our knowledge the SSS-test is the first tool that can detect positive selection in
ncRNA structures. One advantage of the test is that it can be easily used to screen
large databases for looking for candidates that have evolved under adaptive selection
in one species. As an example, we screened a lncRNA database of around 15,000
families and obtained a small dataset of 110 human lncRNAs that have signals of
adaptive selection. A small number such as this one is much more manageable than
an entire database. From a small suggested set, the researcher can have a better
direction on where to look and more easily choose a few of the most promising
candidates for laboratory testing to characterize functions of the candidates. Another
advantage is that the test is easy to use, since the only required input is a multi-FASTA
file, which will hopefully encourage researchers with a more biological background















Figure 5.16: Tissue specificity of the human lncRNAs that are candidates for having
structures under positive selection. x axis: number of tissues of expression (with zero
refering to no detectable expression), y axis: percentage of candidates in each x group.
to also use the test.
As an interesting future direction, one could do further advancements to our method
to improve its robustness. Our indel scoring is still rather ad hoc and would require
more studies to be more precise. Measuring the structural impact of an indel in
a non-coding structure is very challenging. It actually poses an interesting topic
for future research. Another interesting topic as a future direction would be to
develop alternatives to assign orthology for local structures of lncRNAs. We assigned
orthology by applying local folding to the individual sequences and afterwards
checking for overlaps in the alignment. It would be interesting to use tools that find
conserved structures directly in the alignment, such as RNAz (Washietl et al., 2005),
and compare it with our approach.
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Chapter 6
Simulating the structural evolution
of RNAs
The main question addressed in this chapter is to what extent the detailed history of
recent adaptive evolution could be reconstructed from the knowledge of the current
and ancestral structures of a ncRNA. The Human Accelerated Region 1, HAR1
in short, is a very interesting example of a ncRNA with putative human specific
functions. For this reason, HAR1 was chosen as a case study for our platform.
6.1 Human Accelerated Region 1: a non-coding region with
an excess of human specific changes
Functional innovations at the phenotypic level are eventually the result of genetic
changes. While most mutations are (nearly) neutral or even detrimental, occasionally
they lead to innovations by affecting the expression pattern of genes or the sequence
of the gene product itself. In the latter case, novel molecular and biological functions
are thought to be the result of changes in the molecule’s structure that in turn changes
its interactions and thus its position within cellular networks. As a consequence, the
mutant becomes subject to new selection pressures that may lead to rapid adaptive
evolution (Laubichler et al., 2015). Such scenarios are extremely difficult to model
computationally, because it requires explicit models of structure formation, all rele-
vant interactions in the network, and the functions of the network. In the special case
of functional RNAs it is at least possible, however, to model the adaptation towards a
target structure (Schuster et al., 1994; Huynen, Stadler, and Fontana, 1996).
There are some regions on the genome that have accumulated many human specific
changes while remaining constant in other closely related species. These are called
human accelerated regions (HARs) and are candidates for generating human specific
traits (Pollard et al., 2006). HAR1 is the region in the entire human genome that
accumulated the most changes: 18 human specific changes in a 118 nt span. Since
HAR1 has been largely conserved among amniotes except in humans (Pollard et al.,
2006), the chimpanzee version of HAR1 was considered in this work as the most likely
ancestral version before humans and chimpanzees split from each other. Surprisingly,
all 18 human specific substitutions replace an ancestral A or T with a G or C. In general
G-C interactions are energetically more favorable than A-T, so that the substitutions
are expected to lead to an overall stabilization of the RNA structure, which is in
apparent contradiction with the empirically observed weakening of the ancestral
hairpin structure in favor of a much more flexible human structure.
To predict the HAR1 structures, we retrieved the sequences from the NCBI nucleotide
database, including human, chimpanzee, and the archaic Denisovan. Both minimum
energy secondary structures and base pairing probabilities were computed using the
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ViennaRNA package (Lorenz et al., 2011) (Version 2.3.3) with the standard Turner
energy model (Lu, Turner, and Mathews, 2006) for RNA secondary structures (dan-
gling model -d2, and no lonely base pairs (-noLP)). These predictions were used to
determine the structural and energetic differences between potentially consecutive
mutations.
A closer inspection, however, shows that the ancestral hairpin structure is only
marginally stable and the human-specific substitutions have lead to a strategic sta-
bilization of two of the three hairpins of the predicted cloverleaf structures (Fig. 6.1
(a,c)). This is clear when comparing the minimum free energy (MFE) structures
of the ancestral and human versions, and especially when comparing the centroid
structures (Fig. 6.1 (b,d)). While MFE structures are the most stable in the ensemble
and require more energy to be broken, the centroid structure is the most informa-
tive representative of the Boltzmann ensemble of possible structures, since it has
the smallest average base pair distance to all alternatives. The ancestral centroid is
much less stable than the human centroid, that is, the whole ensemble for human is

























































































































































































































































































































































































Figure 6.1: Ancestral and human HAR1 structures as start and end points of an evolutionary
simulation. Ancestral (a) minimum free energy (MFE) and (b) centroid structures, as the
start point in the model, and human (c) minimum free energy and (d) centroid as the end
point in the model. Nucleotides are colored according to their pairing frequency in the
ensemble. Base pairs in shades of red occur in ≥ 90% of all structures in the ensemble,
while green to yellow denote increasing probabilities ≥ 50%. For unpaired nucleotides,
colors toward red denote increasing unpairedness. The centroid structures contain base
pairings that occur in more than 50% of the structures of each ensemble.
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6.2 Comparison between ancestral, archaic and modern hu-
man HAR1 structures
The centroid of the ancestral structure has a much more flexible space for base pairing
(Fig. 6.1), and can form both a hairpin and a cloverleaf structure, which has been
reported before (Beniaminov, Westhof, and Krol, 2008). In contrast, the human
sequence has a more constrained set of energetically lower free energy structures,
and hence exhibits a better defined, more stable cloverleaf-shaped structure (Fig. 6.1).
This is consistent with the expectation of the increased GC content of the human
sequence. With this, it can be concluded that stabilization of the cloverleaf structure
is a plausible model for how selection acted at the level of RNA structure.
The Denisovan HAR1 differs from its modern human counterpart only by a T instead
of a C in position 47. The archaic human structure shares small stems with modern
humans, which are only slightly shifted. However, the structural space of the Deniso-
van structure is still more diverse, featuring more base pairs that are less well-defined
than in modern human, thus appearing more similar to the ancestral state. This
can be seen in the superposed dot-plots (Fig. 6.2) and also in the concentrical plots
(Fig. 6.3).
(a) Ancestral and Denisovan
dot.ps
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(b) Denisovan and modern human
dot.ps
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Figure 6.2: Base pairing patterns of the ancestral (black), Denisovan (magenta) and modern
human (green) HAR1 sequences. The plots show the large difference between ancestral
and Denisovan structures (left) and the more subtle differences between Denisovan and
the modern human structure. Interestingly the 3’-most stem coincides in modern human
and the ancestral state, but is shifted in Denisovan. On the other hand, the 5’ part of the
structure is already close to modern human in the Denisovan structure.






























































































6.2. Comparison between HAR1 structures 67
To further investigate variability of the HAR1 region in modern human populations,
all reported SNPs in the 118 nt HAR1 region were retrieved with ENSEMBL Data
Slicer from the data set provided by the 1000 Genomes project (1000 Genomes
Project Consortium and others, 2015). Possible structural paralogs of HAR1 were
also checked using Infernal (Nawrocki and Eddy, 2013), with no such paralogs
being identified. This means that the HAR1 structure is likely unique in the human
genome, possibly performing very specific functions during the development of the
human brain during gestation. The 1000 Genomes Project (1000 Genomes Project
Consortium and others, 2015) reports only three SNPs for HAR1: C47T, C52T and
G113C, each occurring in less than 1% of the surveyed populations. The variant C47T
(a change from Cytosine to Thymine at HAR1 position 47) is only present in South
and East Asian populations and was not detected in African, American or European
populations. Noteworthy, this is the exact same variant found in Denisovan. This
is interesting, since Denisovans lived in the area ranging from Siberia to South East
Asia and have inbred with modern humans who lived in the same area (Meyer et al.,
2012). This may be a Denisovan HAR1 variant, still present in our species today. It
could however also be a case of parallel evolution that brought the ancestral variant
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Figure 6.4: Wildtype and human variations of the HAR1 structure. (a) Wildtype centroid,
(b) variant rs374630364 C47T centroid (the same as Denisovan), (c) variant rs544386774
G113C centroid, (d) variant rs183960348 C52T centroid and (e) variant rs183960348 C52T
MFE.
While the variant C47T is shared with Denisovans, the other two variants seem to
be novel, i.e. specific to modern humans. The variant C52T is exclusive to American
and African populations, while the variant G113C is exclusive to Asian populations.
These two variants seem to be novel, since they are not present in the ancestral
nor in Denisovan. Position 52 is invariant in all amniotes, while position 113 has
changed from an A in the ancestral to a G in Denisovan and modern humans. All
three observed variants decrease the stability of the very stable wildtype human
HAR1 ensemble. The variant at position 52 has the strongest impact, which can be
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seen especially in the centroid structure (Fig. 6.4). The MFE of variant 52 however
still folds into a cloverleaf format (Fig. 6.4). The variant at position 47 destabilizes a
small hairpin in the human centroid structure back to the Denisovan state. Despite
these effects on the structure, no associations to diseases were reported for any of
these three variants in the DisGeNET database (Piñero et al., 2017). Apart from the
structural impact, any functional consequence caused by the variations could only be
assessed by further experiments.
6.3 The Model for mutation ordering
Different approaches can be used for studying evolution of ncRNA structures. Clas-
sical approaches directly compare structures, largely relying on visualization. Such
approaches however do not provide clues on the specifics of the temporal aspects of
evolution, unless the researcher has all intermediate states since the ancestral until
the extant. Since it is very unlikely that this information is available, this problem
requires a study of the exact changes between extant and ancestral states. Which
changes were likely to have occured first, and which were likely to occur last? This is
a combinatorial problem which can be tackled by dynamic programming (DP).
The model designed in this project aimed to investigate the evolutionary history of a
ncRNA that evolved from the ancestral structure to the extant structure. This was
done by reconstructing the statistically most likely order of substitutions. The focus
was on HAR1, but the model provides a general framework that allows for statistical
inference on the temporal ordering of a set of mutations between any two RNA
sequences. Although the actual ancestral sequence is not known, it can be inferred
with high confidence in cases such as HAR1, in which the sequence is conserved in
the primate lineage, with the only exception in species of the genus Homo.
Reconstructing the history of an RNA sequence, the human HAR1 in this case, can be
phrased as an instance of a combinatorial optimization problem that is equivalent to
the Hamiltonian path (HSP) problem (Bellman, 1962). It asks for a path on a graph in
which each node is visited exactly once (similar to the travelling Salesman problem).
In the HAR1 setting, the substitutions under consideration are represented as the
nodes of a complete graph, and each Hamiltonian path specifies one of the possible
orders in which the substitutions may have occurred. The problem faced here differs
from the usual HSP in the definition of a cost function, which depends on the entire
history, i.e., on the nodes that have already been visited. Formally, the solution to
such a problem falls into the class of histomorphisms (Hinze and Wu, 2013).
Given an ancestral sequence x, a secondary structure S(x) and a corresponding
derived extant pair y and S(y), the set X of fixed substitutions from the alignment
of sequences x and y is implicitly known. The interest is rather on their temporal
ordering. Each possible evolutionary path is therefore a permutation π of X . The
structure S(y) of the extant sequence y serves as a proxy for the selection target.
This allows for the use of a measure of structural distance to S(y) as a proxy for
fitness, i.e., substitutions that reduce the distance to S(y) can be thought as adaptive
and are quickly fixed, while substitutions that increase the distance to S(y) are
discouraged. Thus f(u) = −d(S(u), S(y)) serves as a fitness function. The fitness
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in which the sum only includes those steps in which the fitness decreases, that is the
distance to the target increases. The likelihood of a path π decreases exponentially
with its fitness cost, i.e.,
Prob[π] = e−βf(π)/Z (6.2)
in which the “inverse temperature” β is a scaling parameter measuring the stringency
of selection, and Z is a normalization factor.
There is some freedom in modelling the distance. In this project, the energies of
centroid and MFE structures were used, as well as the base pair distances between
MFE and centroid structures. Conceivable other choices include variance or Kullback-
Leibler distances measured for the base pairing probabilities, as used e.g. in RNAsnp
(Sabarinathan et al., 2013).
Finding the most likely permutation, i.e., the one that minimizes f(π) amounts to
computing the Hamiltonian path from x to y with minimal total cost. This problem
can be solved by a well-known exponential time dynamic programming algorithm
(Bellman, 1962; Bjorklund, 2010; Höner zu Siederdissen, Prohaska, and Stadler, 2015),
which is applicable in practice for a problem size of n = 18 fixed substitutions, as
in the case of HAR1. As shown in (Höner zu Siederdissen, Prohaska, and Stadler,
2015), the use of ideas from algebraic dynamic programming makes it possible
to also compute the posterior probabilities Pij for two fixed mutations i and j to
be consecutive along a path. Using this matrix of posterior probabilities as the
scoring function, the same recursive algorithm can be used to compute the Maximum
Expected Accuracy (MEA) path.
The model also makes it simple to compute the probabilities πij that the sequence
of fixed substitutions started with position i and terminated with position j. These
quantities give access to the probability that πj =
∑
i πij of fixed substitution j being
the last one.
6.4 Intermediate and Backmutations
Landscapes of an RNA structure tend to be rough, admitting drastic changes in
response to a single substitution, and at the same time contain vast neutral plateaus
(Fontana et al., 1993; Schuster et al., 1994; Flamm et al., 2002). Any exploration of the
landscape based on a subsampling approach may easily not explore regions of high
density or other properties of interest. Exhaustive algorithms therefore are preferrable,
since they are guaranteed to model the landscape accurately. It is necessary, on the
other hand, to restrict the landscape model in such a way that (i) the desired properties
are still retained, and (ii) excluded extensions of the model or landscape are not likely
to contain the most interesting regions. In the algorithm described in the previous
section, all unobserved substitutions were excluded. This also includes substitutions
that might have been fixed in the population only for a short period of time. Thus, in
the case of HAR1, only permutations of the 18 differences between human and the
ancestral sequence are considered, instead of the unmanageable set of all possible
paths that would also include backmutations.
This simplification makes the model computationally feasible, but neglects additional
mutations, that might have been fixed only temporarily. In order to provide a
more detailed view into these substitutions that were introduced and later reverted
again, a corresponding extension of the algorithm was made. More precisely, we
considered two cases: (i) a nucleotide that coincides in the ancestral and the extant
state was replaced by one of the three alternatives somewhere along the path and
later reverted back to its initial state (“back-mutation”). (ii) a nucleotide that has
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changed between ancestral and extant state has also changed to a different state from
both the ancestral and the extant state and only later was substituted by the extant
nucleotide (“intermediate mutation”). Within the framework of the model, the fitness
cost of a path with a single “back-mutation” can be written as:
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The backmutation occurs after b+ steps in the permutation order have already been
taken and is undone after b− steps have been taken. The permutation π now includes
the observed mutations as well as the steps b+ and b−. The RNA landscape changes
with the introduction of the backmutation, which requires a temporary change into
this new landscape, indicated by πB . The additional terms are the incurred costs
due to the switch. This new variant of the algorithm requires the solution of three
Hamiltonian path problems, which are connected by edges denoted by a change
of landscape due to the backmutation. The cost associated with the “intermediate
mutation” case can be written in an analogous form.
These variants introduce a substantial additional cost in computation time. For
sequences of length n with k mutations, there are n − k backmutations with three
possible nucleotide configurations each. The intermediate mutations introduce an-
other 2k configurations. Given that k  n, the approximate increases in the running
time and the number of sequences in the landscapes is ≈ 3n. For HAR1 with n = 118
and k = 18, this amounts to a 336-fold increase in running time, as there are 300 back-
mutation configurations and 36 intermediate mutation configurations. Thus, instead
of originally 218 = 262 144 sequences in the RNA landscape, the algorithm now has
to handle 83 623 936 sequences: the original 218 sequences plus the three nucleotide
alternatives for the 100 positions subjected to backmutations plus the two nucleotide
alternatives for the 18 positions subjected to intermediate mutations, amounting to
218 + 3 × 100 × 218 + 2 × 18 × 218−1. The most cost-intensive contribution to the
total running time is the evaluation of the RNA folding energy. Further extensions to
include more than one “intermediate” or “back-mutation” are conceptually simple,
but are not feasible in practice because the computational effort grows by another
factor of O(n) for each additional detour. Nevertheless, we can use the extended
algorithm to check whether particular “intermediate” or “back-mutations” might
have a dominant impact.
Noteworthy, both the evaluation of the RNA folding energies for each member of the
RNA landscape as well as each individual calculation of the mutation order, are in
fact parallel in nature. As a consequence, provided sufficient computational resources,
a somewhat deeper exploration is possible.
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6.5 Marginalization for Extended Models
The cost associated with a permutation order π, Eq. 6.3, includes both the introduction
of the backmutation b+ and its eventual reversal b−. The fully specified model
M(π, b+, b−, p, u) = fp,u(π, b+, b−) yields the cost for a particular mutation order π,
with a backmutation into and out of nucleotide u at position p in the RNA landscape;
b+, b− specify where the backmutation and its reversal occur along the sequence
substitutions. Biologically, the interest lies not so much on the full details, but rather
in a more informative comparison of the models with and without a backmutation.
To this end, the marginal likelihood is computed in Eq. 6.4∫
π,b+,b−
M(π, b+, b−, p, u)dπb+b− =: M
′(p, u) (6.4)
for each pair (p, u). This yields the evidence for a model that introduces a backmuta-
tion at p of nucleotide u, but integrates out the exact order of mutations.
A more complex model will, in general, allow for a higher total evidence. This impact
can be explicitly calculated for a penalty function of the type f = g(·)+ in which only
the positive part of g is taken into account. In such a case we have inf f = 0 and given
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e−0 = n! (6.5)
or in the log-domain lnn!, the maximal log-evidence in “nats” (units of information
in the natural logarithm) for the model. The original model therefore yields at most
≈ 36.40 nats, while a model incorporating backmutations could provide ≈ 42.34 nats,
a difference of about 6 nats due to the fact that the original model only deals with
18! permutations while the backmutation model deals with 20! permutations. This
means that while each model incorporating a backmutation can be compared directly
with any other, direct comparisons between different types of models (original,
intermediate mutation, backmutation) need to be handled more carefully. Taking this
into consideration, the choice of the penalty value is left open (see Sec. 6.7).
6.6 Case study: reconstructing the evolution of HAR1
The model described in the previous sections can reconstruct all possibilities of the
order of mutations in the evolution of a ncRNA, and assign probabilities to the paths.
This model was applied to the HAR1 118 nt ncRNA to study its evolution in detail
and to check if there is one or a few preferred paths in the evolutuion of HAR1.
Interestingly, qualitatively comparable features were found among the most likely
pathways, even when using different models for the structural distances underlying
the fitness model for evolutionary paths. Table 6.1 gives the number of solutions that
all share the same equally optimal weight when all stability-gaining fixed mutations
are assumed equally likely and mutations that decrease the stability of the structure
are scored according to different criteria. The number of co-optimal paths were
counted for four different fitness models. The MFE and centroid models use the
energy gain or loss between two structures and are essentially max(0,∆E) while the
pairdist models naturally model only losses. The basepair distance between the two
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Figure 6.5: Probability πj for each mutation to be the last mutational event with β = 1.0.
Nucleotide position 47 is the Denisovan-human mutation and has the highest posterior
probability. Position 54 has ≥ 50% posterior probability to pair with Position 47. The
base pairs 44-57 and 33-66 are part of the same hairpin in human with ≥ 50% probability.
structures is at least 0 and as high as the number of base pairs in the two structures.
In all variants of the model there are large numbers of co-optimal permutations,
suggesting that evolutionary paths along with monotonically increasing fitness were
easy to find. It is particularly easy to find a large number of co-optimal paths using
the energy of the MFE structure as fitness function, in which all mutational steps
increase the fitness. Noteworthy, when trying to minimize the energy of the MFE
structure, we only consider this one structure. In contrast, when trying to minimize
the energy of the centroid structure, we indirectly consider the whole ensemble of
structures. Therefore, it is not surprising that there are more paths that stabilize the
minimum free energy structure than paths that keep the centroid stable, and thereby
stabilize a majority of the ensemble of structures.
A large degree of redundancy was observed, with many equivalent evolutionary tra-
jectories, which leaves only small differences in the probabilities for the last mutations
in the sequence. Nevertheless, it is still interesting to note that the T to C transition
in position 47, which separates Denisovan from modern human, is predicted as the
most likely last step from the model (Fig. 6.5). Importantly, as the model only has
information of the ancestral and the final states, but does not have information on
the Denisovan state as a likely intermediate, this result can be interpreted as a direct
support for the modelling approach.
The large number of feasible paths makes it impossible to analyze them individually.
Table 6.1: Frequency of co-optimal permutations of the 18 human-specific fixed substitu-
tions in HAR1 for different choices of the distance function in Eq. (6.1). The first two
distance functions penalize increases in the folding energy computed for the minimum
energy and centroid structures, resp. The number of base pairs that differ between the
structure at each step and the human target is used as an alternative model. The third
column gives the fraction of co-optimal paths among the 18 permutations.
fitness model # co-optimal path fraction
minimum energy 3 931 510 681 533 6.14× 10−4
centroid energy 1 615 195 878 2.52× 10−7
m.e. pairs 17 338 903 092 2.71× 10−6
centroid pairs 2 239 218 3.50× 10−10




















Figure 6.6: Probability Pkl of mutation k (row) to be followed by mutation l (column) using
the pair distance fitness function on centroid structures. The pseudo-temperature is set
to β = 1.0. Mutations are arranged in their order of appearance in the MEA path. The
boxes are scaled as 1/(1 − lnPkl) to highlight the uncertainties involved in determing
the most likely evolutionary path. Note the high posterior probability for the sequence
54 → 47. The two nucleotides form a GC base pair in the human centroid structure
that was produced as the last step in the evolutionary trajectory. The best weight of a
trajectory ending with mutation 47 is about 1/8 of the trajectory shown here.
Instead, we provide further summary statistics in the form of edge probability plots.
These plots identify likely neighbours in the chronological ordering of the mutational
events. Fig. 6.6 summarizes these probabilities for the pair distance fitness model
based on centroid structures. In particular, the base pair 54→ 47 is recognized to have
high probability in this chronological order. The A to G substitution at position 54
furthermore sets the stage for the C/T polymorphism, which, despite de-stabilizing
the structure, maintains a similar ensemble of structures. Note that in ancestral
as well as in Denisovan, position 54 was unpaired, while 47 paired with 52. In
human, position 47 forms a pair with 54, while position 52 is now unpaired (Fig. 6.3).
Interestingly, this rearrangement stabilizes the whole inner stem, which can be clearly
seen in the centroid structures (Fig. 6.4(a) and (b)). It can therefore be concluded from
the results that the last event in the evolution of the human structure stabilized the
whole lower stem.
Summarizing the likely sequence of events as reconstructed by the approach, the
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following plausible scenario can be drawn. If the last stabilizing event occured in
the lower stem, and the most downstream stem was already present in the ancestral
structure, it is reasonable to conclude that the first big event that was fixed in the
evolution of the human HAR1 formed the most upstream stem. This could have
occured in one step with position 16A→ G, which can already form a weak GU pair
with position 26 (Fig. 6.3). With the surrounding bases also being able to form AU
pairs (14 and 28, 15 and 27, 17 and 25, 18 and 24), a change in this position could have
formed the third stem.
6.7 Impact of back- and intermediate mutations to the HAR1
evolution
In this section, the numerical impact of including intermediate or backmutations in
the model is analysed. First, the variant including a single backmutation is considered.
The results hold analogously for an intermediate mutation. Depicted in figure 6.7
is the impact of including a back- or intermediate mutation into the model. The
maximal ln(Z) value for the original model is ln(18!) ≈ 36.40 “nats”, ln(19!) ≈ 39.34
“nats” for intermediate mutations, and ln(20!) ≈ 42.34 “nats” for backmutations. In
addition, figure 6.8 shows the per-site and per-nucleotide impact of both, back- and
intermediate mutations using the basepair difference model. For correct interpretation
of this figure, and of figure 6.7, note that the difference in model complexity as
described in Sec. 6.5 gives different ln-evidence values for the original and extended
models.
The probability of introducing a backmutation was not penalized in addition to the
cost given by the cost function (Eq. 6.3). The reason is that any such additional
penalty can be moved out of the model completely. If one considers a model without
any unobserved backmutations, say, 100× more likely, than one with unobserved
backmutations, the additional penalty of ln 0.01 ≈ −4.61 is to be added to the given
lnZ values in Fig. 6.8. The huge differences in observed log-evidence between models
based on distance to the target structure (Fig. 6.8) and models based on changes in free
energy (Fig. 6.7) is due to the possibility of finding permutations which only improve
in energy, while structures always lead to change. Hence, energy-based models can
come close to the maximal observable log-evidence, while basepair-distance based
models cannot. In addition, any model that allows for negative costs to be assigned
to beneficial steps can have arbitrarily high log-evidence values.
For HAR1 in particular, many of the possible (p, u) pairs have modest impact. As an
example, most backmutations falling into the range 81 ≤ p ≤ 96, a hairpin loop, in
the ancestral and human structure, have limited impact. Additional mutations in the
stem of this hairpin, however, are extremely unlikely to have occurred. The difference
of about 15 “nats” means that such a model has odds of only 1 : e15, i.e., 1 : 3× 106
compared to a backmutation in the loop region. Overall, no single intermediate or
backmutation would have lead to a possible evolutionary path that would be much
more stable, given the applied cost functions.

























Figure 6.7: The impact of backmutations (top panel) and intermediate mutations (bottom
panel) per site on the log-evidence (ln(Z)) for the HAR1 sequence with the centroid
energy model. The ln(Z) values shown do not include any energetic penalty for the
relative probability of including an additional mutation compared to the model with
18 observed mutations. The bold horizontal line is the ln(Z) for the original model not
incorporating any non-fixed mutation. Top: backmutations at sites with known mutation.
Bottom: intermediate mutations at sites with differing ancestral and extant nucleotides.



































Figure 6.8: The impact of backmutations (top panel) and intermediate mutations (bottom
panel) per site on the log-evidence (ln(Z)) for the HAR1 sequence with the centroid
basepair distance model. The ln(Z) values shown do not include any energetic penalty
for the relative probability of including an additional mutation compared to the model
with 18 observed mutations. The bold horizontal line is the ln(Z) for the original model
not incorporating any non-fixed mutation. Top: backmutations at sites with known




The approach proposed in this chapter can be used to test whether rapid changes are
associated with altered selection pressures for novel RNA structures. Furthermore,
an extension of the model provides statistics on the impact of intermediate mutation
events that have not been observed as fixed in the extant species. This extension is
computationally much more demanding compared to the variant that includes only
observed mutations, but provides position-wise information on the impact of such
mutations on the sequence.
Given a particular fitness model, it is quite possible to observe a comparatively large
number of paths from the ancestral to the extant sequence that have equal cost. There
are several reasons for this behaviour. First, consider a set of mutations of nucleotides
that are predicted as unpaired in the ancestral and extant sequence. Given the Turner
energy model (Lu, Turner, and Mathews, 2006), it is unlikely that such a mutation
will lead to a change in the current structure. Mutations in a base pair that do not
destroy the pair also have minor impact. As such, the order of these substitutions can
be of minor impact for any given order. As a consequence, these have to be considered
as equivalent since any relative order has the same overall effect. On a slightly larger
scale, it stands to reason that a set of mutations that impact different base pairs in the
same stem often yield different orders with the same cost.
The computational model described in this chapter assumes only selection against
increasing divergence from the modern human target structure. It correctly identifies
the single difference between human and Denisovan HAR1 (position 47) as the most
likely last step along the evolutionary trajectories. Interestingly, position 47 causes
a de-stabilization of one of the stems of the structure, causing it to shift between
two very likely options. The mutation of modern humans caused this stem to revert
back to the ancestral state, which is more stable. With that, we show that the rapid
evolution of HAR1 from the last common ancestor between human and chimpanzee
to the modern human sequence can be explained by adaptive evolution towards
the more stable, modern secondary structure. It is likely that the stabilization of the
lower stem of the human HAR1 structure was the last step in its evolution until now.
Moreover the formation of the most upstream stem was an early step in the human
HAR1 evolution since the last common ancestor with chimpanzee.
Studying the order of mutations in an RNA structure allows us to further investigate
selective pressures. For instance, the 118 nt HAR1 region was hypothesised to be
under positive selection in humans due to its structural profile. The human structure
is substantially more stable in its MFE structure as well as its centroid structure when
comparing to the structures of other primates. Did the changes occur by chance in
humans or was it indeed caused by positive selection? Two scenarios could have
occurred during evolution of a structure, the order of substitutions did not matter for
the final result, or there are only a few paths that lead to the structure we see today.
In the HAR1 case, all of the 18 human specific mutations change from an ancestral A
or T to a G or C. G-C interactions are energetically more favorable. But do their order
matter to the final result, or the human structure we see today? Although we see
many co-optimal paths with our model, meaning there are many different paths the
structure could have evolved from, they are a very small fraction of huge amount
of possible 18! paths. That is an indication that selective pressures were acting in
stabilizing the structure towards a more favourable form.
In a similar way, for other instances than HAR1, if we have evidence of positive
selection of a structure, say, by obtaining a positive selection score with the SSS-test,
we can investigate the order of mutations of that structure since an ancestral structure
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and see if the order matter or not for the final result. If there are very few paths
leading to the structure of the extant point, it is a further indication that positive




Finding genes that are under adaptive (or positive) selection in one lineage yields
valuable clues on adaptive evolution. This approach has already been extensively
done for protein coding genes (PCGs), but not for lncRNAs. The lack of tools that
focus on adaptive evolution of lncRNAs motivated a large part of this PhD project.
With this motivation in mind, we developed new methods and algorithms and ap-
plied them to primate databases, contributing with new tools and new knowledge
about adaptive evolution of human lncRNAs. We aimed in this project at under-
standing the molecular basis of human specific phenotypes. We wanted to know
how the lncRNAs, this largely unknown and very rich class of biological molecules,
contributed to human specific traits.
Importantly, our new methods taken together provide a new platform for study
of lncRNAs, that consists of three main tools: the first creates catalogs of lncRNA
orthologs using splice sites as guides, the second detects positive selection in ncRNA
structures and the third reconstructs the temporal order of mutations of an RNA
given an ancestral and an extant sequences. This platform can be used for ncRNAs of
any species, which we hope will be useful for other researchers as well.
Although most PCGs seem to be under negative selection, a small but significant
part is under positive selection (∼ 6.7%), differentiating humans from closely related
species, such as chimpanzees. With the results of this PhD project, we are now able
to see that lncRNAs are also likely contributors to adaptive evolution in humans.
Similarly to PCGs, lncRNAs also seem to be mostly under negative selection in their
local structures, with a few of them having signs of positive selection (∼ 1.2% in our
estimates). In addition, we have also obtained a collection of 110 human lncRNAs
that are candidates to have evolved under positive selection in their local structures.
Further studies are required to confirm the predictions and also to characterize the
functions of the molecules. However, this small set already points to a direction for
future work.
Notably, 20 of these candidates have been assigned a HGNC (Hugo Gene Nomencla-
ture Committee) ID in ENSEMBL and two of them are antisense to proteins that are
expressed in the brain: TRPM2 and SIX3. TRPM2 is an ion channel that is essential
for cell survival and has been associated with neuroblastoma (Bao et al., 2016) and
SIX3 regulates transcription, has an important role in eye development and has been
associated with cephalic disorder (Domené et al., 2008). It would be an interesting
future work to characterize the lncRNAs antisense to these proteins and to check if
the local secondary structures with signs of positive selection have a role in regulating
these proteins and how. In addition, we saw that the candidate lncRNAs have a
tendency to be expressed in multiple tissues, when compared to non-candidates
(Spearman’s rank correlation: ρ = 0.78, p = 0.0081, Fig. 5.16). This also requires
further confirmation, especially because the reasons why they would be expressed in
more tissues are unclear. Since lncRNAs tend to be expressed in a very tissue-specific
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manner, it could be that the candidates have more general functions in comparison to
most lncRNAs.
To gain more functional information about the candidates, network data can be used.
One example is to build a network of interactions of the lncRNAs and proteins, such
as transcription factors (TFs). Are the positively selected lncRNAs central to the
network? What are the neighbours of these lncRNAs? By knowing the functions of
the neighbours, we could speculate on the functions of the lncRNAs. It has been seen
before that co-expression networks of lncRNAs seem to be evolutionarily conserved
in distant sponge species (Gaiti et al., 2018). Does the same apply to primates? Using
the same idea with the candidate lncRNAs, we could investigate how conserved are
the networks between different primates.
In addition, it would also be informative to add data of population genetics to the
study developed in this PhD project. What is the ration of Divergence/Diversity?
Are the candidate lncRNAs diverse among human populations? If so, how do these
changes affect the secondary structures of these lncRNAs? The higher this ratio is,
the more likely it is that positive selection is real. As an example, for HAR1 only three
SNPs have been detected in humans, all occurring in less than 1% of the surveyed
populations, which further corroborates our predictions that the HAR1 structure has
been positively selected in humans.
Another direction for future work is to apply the mutationOrder tool to other
examples of ncRNAs that are under adaptive selection in humans. We did this
analysis for HAR1, which is a very interesting example for its accumulation of human
specific substitutions. Would other ncRNA candidates have evolved like HAR1, with
a similar pressure to acquire more stability? We have observed an apparent similar
behaviour with the SIX3-AS1 lncRNA, but other local structures have substantially
changed in relation to their ortholog structures, as in the case of LINC02217 lncRNA.
It would be very interesting to study the temporal order of mutations of a candidate
that completely changed its structure since the ancestral state, and understand in
more detail how it occured in a stepwise fashion.
Importantly, studying the temporal order of mutations yields valuable clues on
adaptive evolution. It can further confirm or challenge predictions. Does the order of
mutations matter or not for the evolution of a structure? For instance, when there is
no evolutionary pressure on a structure, it is expected that it could change towards
any direction. Alternatively, when there is a pressure towards a more benefitial
structure, there is a smaller set of directions that could have been taken. We defined
for HAR1 an optimization function to minimize the energy of the structure, since
the extant state is considerably more stable than the ancestral state. We saw with
mutationOrder that for HAR1, there is a very small subset of all possible paths that
can in fact minimize the energy of the structure in a stepwise fashion. This further
indicates adaptive evolution played a role in HAR1 evolution.
With this project, we also developed a new tool that annotates orthology of lncRNAs
using splice sites as guides. This tool provides an alternative to sequence similarity
methods, which are not ideal for lncRNAs, that are poorly conserved in regards to
sequence. With this new tool we built a well curated catalog of orthologs in primates.
We compared it with another catalog built with a BLAST-based approach and saw
that we could recover lncRNAs that have more exons, and that are structurally more
diverged. It may be that our approach is able to find lncRNAs that have changed
more during evolution. A future direction in this analysis is to compare both catalogs
in regards to sequence similarity and to investigate the profile of orthologs of both
catalogs. Importantly, how have the exon-intron isoforms of lncRNAs changed during
evolution of primates? Are they maintained during evolution? Are there specificities
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to humans that could impact structures and function? In other words, is adaptive
evolution also selecting the isoforms?
A number of biological challenges guided this project. Detecting adaptive selection
in ncRNA structures is very challenging. There is no direct correspondence between
synonymous and non-synonymous changes in PCGs and non-coding genes, which
makes tests that apply for proteins not suitable at all for ncRNAs. It is still largely
unknown what makes a change synonymous or non-synonymous in non-coding
structures, especially if one considers more than one change occurring at the same
time. In principle, if a base pair is maintained after a change, this change could be
considered synonymous due to the covariation principles of structures of ncRNA.
This however is not straightforward since the whole ensemble of structures must
be considered after a change. We first tried a categorical classification of changes to
develop our test, which we abandoned in favor of using an approach that considers
changes in a quantitative manner. We made some intriguing observations, which
indicates that this is a more suitable approach for non-coding genes.
Importantly, a neutral model for ncRNA structural evolution is very difficult to be
obtained, which made it challenging to benchmark the SSS-test. This was overcome
by creating synthetic datasets that simulated different selection types. This worked
nicely for our purposes, but the design of the datasets could be further improved
in a future project. We designed the sequences with the sole purpose of checking if
our test could distinguish between the two sets, we did not try to simulate evolution
in a biological way. This would require a prior knowledge that we do not have yet.
For instance, if we have two sets that we are sure are under the different selective
pressures, then we could develop a formal model that simulates their evolution. This
problem actually poses a very rich field of study by itself. In this case one would
indeed try to model evolution in a more biological way.
In addition, there is no fully developed model on how insertions and deletions
(indels) affect ncRNA structures, which also was a very challenging point in the
development of the SSS-test. The RNAsnp tool for instance gives an informative
quantitative measure of impact of a SNP, but, to our knowledge, there is no other tool
that does the same for indels. We dealt with this problem by building a background
model with our structures, basically by inserting deletions in the whole length of the
structure and measuring what impact the observed indel had in comparison to this
background model. This provides an initial overview on the impact of indels, but a
more detailed model would certainly improve our method. There is a lack of studies
in this regard, which also poses a very rich field of future studies.
Many questions in ncRNA evolution still remain and do not have obvious answers. I
hope that my work can stimulate further inquiry on the evolution of long non-coding
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In this appendix, links are provided of the software and data produced in this project
as well as other links used in the research. Each section of this appendix refer to the
chapters of the thesis, including chapter “Biology of lncRNAs” and research chapters.
Biology of lncRNAs
The ENSEMBL BioMart tool was used for retrieving dN (Ka) and dS (Ks) ratios for
human proteins in relation to the chimpanzee species:
http://www.ensembl.org/biomart/martview/
Creating catalogs of lncRNA orthologs
The BED12 format mentioned in the chapter is described in detail in at:
https://genome.ucsc.edu/FAQ/FAQformat.html#format1
The buildOrthologs tool is implemented as a command line script and generates
BED12 files of lncRNA orthologs, given a reference lncRNA database and a splice site
map built previously for the species of interest. This tool is particularly interesting
for researchers who wish to retrieve lncRNA orthologs for species without available
transcriptome, since it requires only genome information. I hope that this tool will
be useful for researchers who are seeking for an alternative over BLAST or other ap-
proaches that require transcriptome data. The buildOrthologs script is available
at GITHub:
https://github.com/waltercostamb/lncRNA-ortholog-reconstruction
Measuring positive selection on structures of ncRNAs
The retrieve-fasta program to get FASTA sequences from BED12 coordinates
can be accessed at:
https://github.com/waltercostamb/lncRNA-ortholog-reconstruction/
The SSS-test is implemented as an easy to use command line tool, that I expect to
be relevant for a number of future genomic and evolutionary studies. It requires as
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input a simple FASTA file, and can be used for any type of ncRNA, including the yet
largely uncharacterised group of lncRNAs. The SSS-test as well as all databases
used for benchmark and analysis are available at:
http://www.bioinf.uni-leipzig.de/Software/SSS-test/
Simulating the structural evolution of RNAs
The mutationOrder tool investigates evolutionary trajectories by producing a re-
port of all possible mutation paths of a ncRNA structure, given the ancestral and
extant sequences. It is a valuable tool for investigating structural evolution of ncR-
NAs, since it assigns probabilities to every path. It is specially useful for investigating
molecules with positive selection signs, so that the researcher has a full overview of
how the molecule evolved throughout time. mutationOrder is available at:
http://hackage.haskell.org/package/MutationOrder
It includes both variants of the algorithm (with and without intermediate and back-
mutations), as well as a function to generate the required RNA landscape. The
pre-compiled binaries are available on GIThub:
https://github.com/choener/MutationOrder/releases
The supplemental RNA landscape data produced for investigating the HAR1 118 bp
region is available at:
http://www.bioinf.uni-leipzig.de/publications/supplements/
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