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Abstract
We formulate Dirac-Ka¨hler fermion action by introducing a new Clifford
product with noncommutative differential form on a lattice. Hermiticity of the
Dirac-Ka¨hler action requires to choose the lattice structure having both ori-
entabilities on a link. The Kogut-Susskind fermion and the staggered fermion
actions are derived directly from the Dirac-Ka¨hler fermion formulated by the
Clifford product. The lattice QCD action with Dirac-Ka¨hler matter fermion
is also derived via an inner product defined by the Clifford product.
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1 Introduction
One of the fundamental questions of the modern field theory is obviously to find a
possible origin of supersymmetry if any. It was pointed out by Witten that the
quantization of the topological Yang-Mills action with twisting mechanism in 4
dimensions generates N=2 super Yang-Mills action[1]. It was later recognized that
this quantization is realized essentially by the instanton gauge fixing of Yang-Mills
field[2, 3, 4]. It is thus natural to expect that the twisting mechanism may play an
important role to understand the possible origin of supersymmetry at least in the
special case like topological field theory.
One of the authors (N.K.) and Tsukioka showed that the 2-dimensional example
of a generalized topological Yang-Mills action of generalized gauge theory [5] with in-
stanton gauge fixing generates 2-dimensional super Yang-Mills action in the exactly
similar way as the 4-dimensional case[6]. They claimed that the twisting mechanism
is just Dirac-Ka¨hler fermion mechanism[7, 8, 9][10, 11, 12, 13, 14, 15, 16, 17, 18]
which is formulated by differential forms. Recently a twisted version of superspace
formulation has been developed and recognized to play a crucial role in this formula-
tion of supersymmetry and Dirac-Ka¨hler fermion formulation[19]. It was recognized
that the “flavor” suffix of Dirac-Ka¨hler fermion is equivalent to the extended su-
persymmetry suffix. It is thus very natural to expect that Dirac-Ka¨hler fermion
formulation plays an important role in formulating the field theory of extended
supersymmetry.
On the other hand it was recognized for a long time that the Dirac-Ka¨hler
fermion, the Kogut-Susskind fermion and the staggered fermion on the lattice are
closely related and in fact almost equivalent [20, 21] [22, 23, 24]. The Dirac-Ka¨hler
fermion can be formulated by Clifford product of differential form and then the one
to one correspondence of n-form of differential algebra and n-simplex of the lattice
structure is essential in the identification of the Dirac-Ka¨hler fermion formulation
and the lattice fermion formulations. In order to define Dirac-Ka¨hler fermion formu-
lation on the lattice we need to formulate differential form and then Clifford product
on the lattice.
There are several fundamental difficulties in formulating supersymmetry on the
lattice. The most notorious problem is the lattice chiral fermion problem. Here
we would like to consider that the breakdown of Leibniz rule for the differential
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operator on the lattice is another fundamental difficulty. To be more explicit it is
the well-known fact that the differential operator defined as a difference operator on
the lattice does not satisfy Leibniz rule:
d{f(x)g(x)} 6= d{f(x)}g(x) + f(x)d{g(x)}, (1.1)
where we define
d{f(x)} = ∂+µf(x)dxµ = {f(x+ µ)− f(x)}dxµ. (1.2)
If we, however, introduce the following noncommutativity between the function and
differential:
dxµf(x) = f(x+ µ)dxµ, (1.3)
the Leibniz rule on the lattice can be fulfilled:
d{f(x)g(x)} = d{f(x)}g(x) + f(x)d{g(x)}. (1.4)
This type of noncommutative differential algebra formulated especially on the lat-
tice was developed by several authors[25, 26, 27, 28, 29, 30, 31]. In formulating
supersymmetry on the lattice Leibniz rule may be one of the most important char-
acteristics to be satisfied. This formulation with noncommutative differential forms
is a special case of the noncommutative geometry a` la Connes[32, 33] but not the
same type of noncommutativity proposed in string theory[34].
In this paper we formulate Dirac-Ka¨hler fermion formulation on a lattice with
noncommutative differential forms as a first step of finding a formulation of super-
symmetric field theory on a lattice. We derive the Kogut-Susskind fermion and
the staggered fermion actions directly from the Dirac-Ka¨hler fermion action. We
try to identify the origin of the difference in the Kogut-Susskind fermion and the
staggered fermion formulations. In formulating Dirac-Ka¨hler fermion we need to
introduce Clifford product on the lattice, which actually provides more general
framework of formulating lattice theory including the lattice gauge theory with
noncommutative differential forms which has already been developed by several
authors[26, 29, 31, 35, 36]. In defining the Clifford product with noncommutative
differential forms on the lattice the proof of associativity is crucial. We have found
a definition of associative Clifford product. A simpler version of the definition of
Clifford product with noncommutative differential form on the lattice was presented
in [37].
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There was an interesting but ad hoc derivation of the staggered fermion from
the formulation of noncommutative differential form by J. Dai and X. -C. Song[38,
39]. In their derivation, however, the relation between the staggered fermion and
the Dirac-Ka¨hler fermion formulations is not clear. We have derived the Kogut-
Susskind fermion and the staggered fermion directly from Dirac-Ka¨hler fermion
formulation by a newly defined Clifford product. The general definition of Clifford
algebra on the lattice was investigated by Vaz, where 1-form Clifford product was
explicitly given[40, 41]. There are some comments on the Dirac-Ka¨hler formulation
and noncommutative differential form in the literature[42].
Another important motivation of formulating Dirac-Ka¨hler fermion formula-
tion with noncommutative differential form is an introduction of matter fermion
into lattice gravity. The 2-dimensional quantum gravity was successfully formu-
lated by dynamical triangulation of 2-dimensional space time[43, 44]. The intro-
duction of matter fermion on the triangulated lattice was successfully formulated.
It was shown that the essence of the 2-dimensional quantum gravity on the lat-
tice is the fractal structure of the 2-dimensional space time[45] and the fractal
dimensions were evaluated numerically and analytically and perfectly consistent
[45, 46, 47][48, 49, 50, 51][52]. The topological versions of Chern-Simons gravity
in 3-dimensions and BF gravity in 4-dimensions were successfully formulated on a
lattice [53, 54]. It is important to find a formulation of introducing matter fermion
on these pure gravity on the simplicial lattice manifold. If a matter fermion like
Dirac-Ka¨hler fermion is formulated by the differential form it will provide a coor-
dinate independent formulation and thus may lead to a lattice gravity formulation
with matter.
It is interesting to point out that the Weinberg-Salam model was formulated
by using the generalized gauge theory[5] with a graded Lie algebra of super group
SU(2 | 1)[55]. In this formulation the Clifford product was crucial in defining Yang-
Mills action of generalized gauge theory and the introduction of Dirac-Ka¨hler matter
fermion. There is a speculative hope that the standard model and gravity could be
formulated on the simplicial lattice in terms of differential forms.
This paper is organized as follows: In section 2 we summarize the formulation of
noncommutative differential forms on a lattice in particular the basic formulation of
universal differential algebra on a lattice. We point out the fundamental connection
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of Hermiticity and lattice structure. We summarize the known results of Dirac-
Ka¨hler fermion formulation and the staggered fermion formulation in section 3.
We formulate Dirac-Ka¨hler fermion from Clifford product on a oriented lattice in
section 4. We propose new Clifford products on a symmetric lattice and discuss
the connection between Hermiticity and the positivity of self inner product of a
field in section 5. In section 6 we formulate Dirac-Ka¨hler fermion and the staggered
fermion by using the Clifford product defined on the symmetric lattice. In section
7 we formulate the lattice gauge theory with Dirac-Ka¨hler matter fermion in terms
of the Clifford product of noncommutative differential forms. In section 8 we give
conclusion and discussions.
2 Noncommutative Differential Form on a Lattice
We first summarize the formulation of noncommutative differential forms on a lat-
tice. To define differential forms on a discrete space, we need some formal descrip-
tion. We treat the lattice as discrete Abelian group. See for example [30] and [28, 31]
for more general treatment.
2.1 Universal Differential Algebra on a Lattice
A function on a lattice is a map from lattice point x to a complex number. These
functions constitute an algebra which is associative and Abelian, and possesses unity.
We call the algebra A. We can expand a function f ∈ A as
f =
∑
x
fxe
x, (2.1)
where fx ∈ C is a coefficient and ex ∈ A spans a basis of A. The sum
∑
x runs over
all the lattice points x. ex has the following properties:
e
x(y) = δxy, (2.2)
e
x
e
y = δxyex, (2.3)∑
x
e
x = 1 . (2.4)
The relation (2.2) indicates that ex plays a role of delta function when acting on a
lattice point y. It should thus be noted that f(x) =
∑
y fye
y(x) = fx. The relation
(2.3) means that the product of functions works pointwise, and ensures its Abelian
nature. The relation (2.4) assures the completeness of the bases.
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1-form is A-bimodule generated by the following differential operator d:
d(fg) = (df)g + f dg (Leibniz rule), (2.5)
d(αf + βg) = α df + β dg (linearity), (2.6)
where f, g ∈ A and α, β ∈ C. A-bimodule is the direct sum of left A-module and
right A-module, where the left A-module has coefficient functions on the left of the
element of the algebra A and the right A-module has the similar form with left and
right interchanged. The Leibniz rule makes it possible that we can write any 1-form
as
ω =
∑
i
fi dgi, (2.7)
which has the form of left A-module. We can check that the following representation
of d
df = 1 ⊗ f − f ⊗ 1 (2.8)
satisfies the above two properties (2.5) and (2.6). Here 1 is defined in (2.4).
Using equation (2.8) we obtain the differential of the basis ex
dex =
∑
y
(ey,x − ex,y) , (2.9)
where
e
x,y ≡
{
e
x ⊗ ey (= ex dey) (x 6= y)
0 (x = y).
(2.10)
e
x,y is defined on the link which connects the sites x and y. For simplicity we may
simply call the basis of link variable ex,y as the link connecting the sites x and y.
We define the following differential corresponding to 1-form:
θx =
∑
y
e
y,y+x, (2.11)
which is shift invariant in the following sense:
∑
y
e
y,y+x =
∑
y
e
y+z,y+z+x. (2.12)
Using this quantity, we can rewrite the differential of a function as
df =
∑
x,y
fx (e
y,x − ex,y) =
∑
x
(Txf − f)θx, (2.13)
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where shift operator Tx acts as
Txf = Tx
∑
y
fye
y =
∑
y
fy+xe
y =
∑
y
fye
x−y. (2.14)
It is important to realize the noncommutativity of functions and 1-forms,
e
xθy = θyex+y,
θxf = (Txf)θ
x, (2.15)
while exey,z 6= ey,zex in general.
We next introduce higher forms. We first define the differentiation of ex,y =
e
xdey(x 6= y) by
d(ex,y) =
∑
z
(ez,x,y − ex,z,y + ex,y,z) , (2.16)
where
e
x,y,z ≡ ex,yey,z =
{
e
x ⊗ ey ⊗ ez (y 6= x and y 6= z)
0 (otherwise).
(2.17)
This definition assures the nilpotency of the differential operator d,
d2ex = 0, (2.18)
and thus leads
d(ex,y) = dexdey (2.19)
which defines the d action on 1-form, and ensures the Leibniz rule. ex,y,z spans the
basis of 2-form and can be rewritten in the following form for x 6= y and y 6= z:
e
x,y,z = ex dey dez = exθy−xθz−x−y. (2.20)
The pointwise nature of the product leads the following relations:
e
x
e
y,z = δxyey,z, ex,yez = δyzex,y
e
x
e
y,z,w = δxyey,z,w, ex,y,zew = δzwex,y,z (2.21)
and
e
x,y
e
z,w = δy,zex,yez,w = δy,zex,y,w. (2.22)
Generalization to higher form is straightforward. A basis of p-form is
e
x0,x1,...,xp
≡ ex0,x1ex1,x2 . . . exp−1,xp (2.23)
=
{
e
x0dex1dex2 . . . dexp (x0 6= x1 and x1 6= x2 and . . . xp−1 6= xp)
0 (otherwise),
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and d acts as
dex0,...,xp =
∑
y
p+1∑
q=0
(−)qex0,...,xq−1,y,xq,...,xp. (2.24)
Similar relations as (2.21) and (2.22) hold for p-forms as well. A general p-form is
ωp =
∑
{xi}
fx0x1...xpe
x0,x1,...,xp, (2.25)
or using θxi
ωp =
∑
{xi}
f ′x0...xpe
x0θx1 . . . θxp. (2.26)
It is straightforward to check the Leibniz rule and nilpotency of the differential
operator,
d2 = 0 (2.27)
d(ωpωq) = (dωp)ωq + (−)pωp dωq, (2.28)
where ωp and ωq are p-form and q-form, respectively. The algebra of these forms is
called universal differential algebra.
2.2 Hermiticity and Lattice Structure
The differential 1-form defined in (2.11) of the universal differential algebra contains
all possible ex,y connecting a site x to the rest of all lattice sites y. The 1-form ey,y+x
in the summation is therefore highly non-local. In order to obtain the standard
lattice formulation of known actions we need to make a reduction of links by trun-
cating most of the non-local links ex,y except for the nearest neighboring links. We
introduce two types of reduction, one is oriented lattice reduction which is asym-
metric and the other is symmetric lattice reduction. These types of reduction were
proposed by Dimakis and Mu¨ller-Hoissen[29].
We consider the following two types of square lattice:
1) oriented lattice (see Fig.1) : ex,y
{ 6= 0 (y = x+ µ)
= 0 (otherwise)
(2.29)
2) symmetric lattice (see Fig.1) : ex,y
{ 6= 0 (y = x± µ)
= 0 (otherwise).
(2.30)
In the oriented lattice reduction the links pointing from x to x + µ which is next
neighbor site of x in the µ direction survive while the links with the opposite direction
pointing from x to x−µ are truncated. Thus links have orientability in one direction.
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Figure 1: Possible reductions into 1) oriented lattice, and 2) symmetric lattice.
In the symmetric lattice reduction links with both directions x to x±µ survive and
thus links are symmetric in the orientability. Hereafter we differentiate the two
cases by 1) and 2) for oriented lattice reduction and symmetric lattice reduction,
respectively.
For the oriented reduction there are D nonzero θx; θµ =
∑
x e
x,x+µ while for the
symmetric reduction there are 2D nonzero θx; θ±µ =
∑
x e
x,x±µ. The noncommuta-
tivity of functions and 1-forms shown in (2.15) on the lattice can now be given more
explicitly by
θ±µfx = fx±µθ
±µ. (2.31)
Here the noncommutativity of bases ex and θ±µ shown in Eq.(2.15) can be reinter-
preted as the noncommutativity of components and forms.
The differential defined in (2.13) can be given by
1) df =
D∑
µ=1
(Tµf − f)θµ =
D∑
µ=1
∂+µfθ
µ =
D∑
µ=1
θµ∂−µf, (2.32)
2) df =
D∑
µ=1
[
(Tµf − f)θµ + (T−µf − f)θ−µ
]
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=D∑
µ=1
[
1
2
(∂+µ + ∂−µ)f(θ
µ − θ−µ) + 1
2
(∂+µ − ∂−µ)f(θµ + θ−µ)
]
=
D∑
µ=1
[
(θµ − θ−µ)1
2
(∂+µ + ∂−µ)f − (θµ + θ−µ)1
2
(∂+µ − ∂−µ)f
]
, (2.33)
where ∂±µ is forward and backward difference operators defined by
∂±µfx = ±(T±µ − 1)fx = ±(fx±µ − fx). (2.34)
The differential for the oriented reduction needs only the forward difference opera-
tor while the differential for the symmetric reduction needs both of the forward and
backward difference operators. Operating d on xµ, we can find a natural identifica-
tion of the differential 1-form on the lattice as
1) dxµ ≡ θµ, 2) dxµ ≡ θµ − θ−µ. (2.35)
We, however, need to introduce different type of 1-forms associated with the second
derivative in eq.(2.33) on the lattice in the symmetric reduction,
2) τµ ≡ θµ + θ−µ. (2.36)
For general p-forms d-operation then leads
1) dωp =
D∑
µ=1
dxµ∂−µωp, (2.37)
2) dωp =
D∑
µ=1
[
dxµ
1
2
(∂+µ + ∂−µ)ωp − τµ1
2
(∂+µ − ∂−µ)ωp
]
, (2.38)
where the differentials need proper location. These definitions of the exterior deriva-
tive on the lattice satisfy the Leibniz rule
d(fg) = (df)g + fdg. (2.39)
For both 1) and 2) we have ex,x+µ+ν = 0, which leads
0 = dex,x+µ+ν = −ex,x+µ,x+µ+ν − ex,x+ν,x+µ+ν ( µ 6= ν ). (2.40)
Summing x up, we obtain
1), 2) θµθν + θνθµ = 0. (2.41)
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Similarly, from ex,x+µ+µ = 0, we obtain
1), 2) θµθµ = 0 (no summation for µ). (2.42)
Equations (2.41) and (2.42) are just exterior product algebras. For the symmetric
reduction we further obtain the similar relations,
2) θ−µθ−ν + θ−νθ−µ = 0, (2.43)
from ex,x−µ−ν = 0 and
2)
∑
µ
[
θµθ−µ + θ−µθµ
]
= 0 (2.44)
from ex,x = 0. Though the last equation holds after summation of µ, we impose
stronger conditions
2) θµθ−µ + θ−µθµ = 0 ( no summation ) (2.45)
so that all θ±µ satisfy exterior algebra.
We next define ∗-conjugation so as to satisfy the following first condition:
(dωp)
∗ = d(ωp)
∗, (2.46)
where ωp is the p-form defined in (2.25) and d acts as in (2.24). Then there are
two possible definitions of the ∗-conjugation which are consistent with the above
condition (2.46),
A) (ex0,x1,...,xp)∗ = ex0,x1,...,xp, (2.47)
B) (ex0,x1,...,xp)∗ = (−1) p(p+1)2 exp,xp−1,...,x0. (2.48)
We impose the second condition A) or B) to define ∗-conjugation. There are, how-
ever, the following two possible variations of condition:
a) (ωpωq)
∗ = ω∗pω
∗
q , b) (ωpωq)
∗ = (−1)pqω∗qω∗p, (2.49)
where ωp and ωq are p-form and q-form, respectively. Here we point out that the
choice of the conditions A) and a) is adequate for the definition of ∗-conjugation on
the oriented lattice 1) while the choice of B) and b) is adequate for the symmetric
lattice 2).
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In these definitions the ∗-conjugation changes left A-module into left A-module
on the oriented lattice while left A-module to right A-module on the symmetric
lattice,
1) (ωµ1,···,µpθ
µ1 · · · θµp)∗ = (ωµ1,···,µp)∗(θµ1)∗ · · · (θµp)∗ (2.50)
2) (ωǫ1µ1,···,ǫpµpθ
ǫ1µ1 · · · θǫpµp)∗ = (−1) p(p−1)2 (θǫpµp)∗ · · · (θǫ1µ1)∗ω∗ǫ1µ1,···,ǫpµp ,(2.51)
where ǫi = ± and ω∗ǫ1µ1,···,ǫpµp can be taken either as a simple complex conjugation or
a Hermite conjugate. According to the choice A) and B) for 1) and 2), respectively,
we obtain
1) (θµ)∗ = θµ, 2) (θ±µ)∗ = −θ∓µ. (2.52)
For the symmetric lattice we identify the following interesting features:
2) (dxµ)
∗ = dxµ, (τµ)
∗ = −τµ, (2.53)
where dxµ behaves as real while τµ behaves as pure imaginary with respect to the
∗-conjugation. It should be noted that the order of the function and the differ-
entials are important due to their noncommutativity. It then turns out that the
∗-conjugation on the oriented lattice plays a similar role as complex conjugation
while the ∗-conjugation on the symmetric lattice plays a role of Hermite conjugate
according to the symmetric nature of the lattice structure.
It is highly nontrivial how to define the integration with noncommutativity on
the lattice. It is natural to define the integral as the inverse of differentiation:∫
df = f. (2.54)
Then in 1-dimension we define the integration on the lattice with noncommutativity
so as to satisfy ∫ x+a
x
df = f
∣∣∣x+a
x
, (2.55)
in particular ∫ x+a
x
dx = a, (2.56)
where we may identify a as a lattice constant. In the continuum integration we have
the following relations:∫ f(x+a)
f(x)
df =
∫ x+a
x
df
dx
dx = f
∣∣∣x+a
x
≃ a df
dx
. (2.57)
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In comparison with the above continuum relation we can show the following exact
relation on the oriented lattice:
1)
∫ x+a
x
F (x′)dx′ =
∫ x+a
x
Fθ = aF (x), (2.58)
by using solely the Leibniz rule (2.5) and the noncommutativity (2.31). It is possible
to generalize into D dimensional total space:
1)
∫
F dx1 . . . dxD =
∫
Fθ1 . . . θD =
∑
x
Fx, (2.59)
where we take a = 1 in the general case.
The integration on the symmetric lattice can be defined in a similar way. The
relation (2.56) on the symmetric lattice is
2)
∫ x+a
x
dxµ = a
∫ x+a
x
(θµ − θ−µ) = xµ
∣∣∣x+a
x
= a, (2.60)
which naturally leads the definition of 1-dimensional integral (along µ direction)
2)
∫ x+a
x
θµ = α,
∫ x+a
x
θ−µ = (α− 1). (2.61)
Here α is an arbitrary parameter with 0 ≤ α ≤ 1. Integrals of general 1-forms in 1
dimension are
2)
∫ x+a
x
fθµ = αf(x), (2.62)∫ x+a
x
fθ−µ = (α− 1)f(x+ a) (2.63)
which are consistent with the relation (2.55). Combining (2.62) and (2.63), we
obtain
2)
∫ x+a
x
fθǫµ =
(
α− 1− ǫ
2
)
f(x+
1− ǫ
2
a). (2.64)
To extend into higher dimensional integral, we impose
2)
∫
θµθ−µ ≡ 0, (2.65)
which has geometrical interpretation. We may identify θµθν as an area element
spanned by the differential θµ and θν . Then the area element θµθ−µ which is spanned
by θµ and θ−µ does not span an area but a line element and thus should vanish.
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Figure 2: r-cubes on xµ, Cr|xµ,
and on xµ + µ, Cr|xµ+µ, compose
(r+1)-cube.
In r-dimensional hyper cube, we define the integral as
2)
∫
Cr
fθǫ1µ1 . . . θǫrµr
=
(
α− 1− ǫ1
2
)
. . .
(
α− 1− ǫr
2
)
f(x+
1− ǫ1
2
µ1 + · · ·+ 1− ǫr
2
µr) (2.66)
with µi 6= µj . The r-cube is defined as
Cr = {x′|xµi ≤ x′µi ≤ xµi + a, i = 1, . . . , r}, (2.67)
which is pictorially shown in Fig. 2. The integral vanishes unless a space spanned
by θǫiµi ’s are identical to that of Cr. In order to check that this definition of the
integral on the lattice is consistent we have tried to prove Stokes theorem. The proof
is given in Appendix A.
We next define the inner product of differential forms on the lattice. For the
oriented lattice 1) inner product of differential forms can be defined in a standard
way with a slight modification due to the noncommutativity. We define the Hodge
dual of p-form in D dimension as follows:
1) ∗ (f (p)µ1...µpθµ1 . . . θµp) = (T−µ1···−µpf (p)µ1...µp) ∗ θµ1 . . . θµp
= (T−µ1···−µpf
(p)
µ1...µp
)
1
(D − p)!ε
µ1...µp
ν1...νD−pθ
ν1 . . . θνD−p. (2.68)
The inner product of inhomogeneous differential form f and g can be given by
1) (f, g) =
∫
f ∗ ∗ g
∣∣∣
D-form
=
∫ D∑
p=0
1
p!
f (p)∗µ1...µp(g
(p))µ1...µpθ1 . . . θD
=
∑
x
D∑
p=0
1
p!
f (p)∗x,µ1...µp(g
(p)
x )
µ1...µp, (2.69)
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where
1) f =
D∑
p=0
1
p!
f (p)µ1...µpθ
µ1 . . . θµp ,
g =
D∑
p=0
1
p!
g(p)µ1...µpθ
µ1 . . . θµp , (2.70)
with
f (p)µ1...µp =
∑
x
f (p)x,µ1...µpe
x. (2.71)
The shift operator T−µ1···−µp in the definition of Hodge dual (2.68) is necessary to
reproduce the standard form of the inner product for differential forms. To be more
explicit the inner product for the bases of the differential form can be given by
1) (θµ1 . . . θµp , θν1 . . . θνq) =
∑
x
δpqδ
µ1
[ν1
. . . δ
µp
νp]
, (2.72)
where [ν1 . . . νp] denotes an antisymmetric sum of the suffices.
In the case of symmetric lattice inner product should be defined in a different
way from the case of oriented lattice since there are 2D differential 1-forms in D
dimension. We impose the following conditions:
2) (dxµ, dxν) = (τµ, τ ν) =
∑
x
δµν ,
(dxµ, τ ν) = (τµ, dxν) = 0, (2.73)
where dxµ = θµ − θ−µ and τµ = θµ + θ−µ as defined in eqs. (2.35) and (2.36),
respectively. In the representation space of this inner product dxµ behaves as real
while τµ behaves as pure imaginary and the ∗-conjugation plays the role of complex
conjugate in accordance with the relation (2.53). The space of dxµ and τµ are,
however, orthogonal. The above conditions naturally leads the following relations:
2) (θµ, θν) = (θ−µ, θ−ν) =
1
2
∑
x
δµν ,
(θµ, θ−ν) = (θ−µ, θν) = 0. (2.74)
Then the symmetric lattice counterpart of the formula (2.72) can be obtained by
extending the above 1-form inner product formulae to higher forms,
2) (θǫ1µ1 . . . θǫpµp , θǫ
′
1ν1 . . . θǫ
′
qµq) =
∑
x
1
2p
δpqδ
ǫ1µ1
[ǫ′1ν1
. . . δ
ǫpµp
ǫ′pνp]
. (2.75)
It should be noted that the naive Hodge dual operation on the differential forms
does not make sense since we have 2D 1-forms for the symmetric lattice.
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3 Dirac-Ka¨hler Fermion and Staggered Fermion
Here we summarize the well-known results of Dirac-Ka¨hler fermion formulation for-
mulated by Clifford product and staggered fermion formulation on the lattice[10, 11,
12, 13, 16][20, 21] [22, 23, 24]. Dirac-Ka¨hler fermion incorporates inhomogeneous
differential forms to describe Dirac fermions. Here we consider the spacetime is even
dimensional Euclidean space. Gamma matrices satisfies the Clifford algebra:
{γµ, γν} = 2δµν , (3.1)
where (γµ)† = γµ and γ5 = γ
1 . . . γD, where D is the spacetime dimension. We
denote the unit vector of µ-direction simply by µ.
We first note the following well known relations on the flat continuous space:
(d− δ)2 = ∂µ∂µ = (γµ∂µ)2, (3.2)
where δ is the adjoint of the exterior derivative d and has the following form in even
dimensions:
δ = − ∗ d∗ ≡ −eµ∂µ. (3.3)
with ∗ as Hodge star dual. Here eµ = ∂L/∂L(dxµ) is a left derivative differen-
tial operator of the differential dxµ and thus contracts vector suffices, in particular
eµdxν = δµν . The above relation suggests the following correspondences:
d − δ = ∂µ(dxµ ∧ + eµ) ∼ γµ∂µ,
dxµ∨ ≡ dxµ ∧ + eµ ∼ γµ, (3.4)
where we have introduced the simplest version of Clifford product ∨. We can then
show that the Clifford product satisfies the Clifford algebra:
{dxµ, dxν}∨ ≡ dxµ ∨ dxν + dxν ∨ dxµ = 2δµν . (3.5)
The Clifford product ∨ for arbitrary inhomogeneous forms Φ,Ψ is defined as
follows[8]:
Φ ∨Ψ ≡
D∑
p=0
1
p!
(−)p(p−1)/2 {ηp (eµ1 . . . eµpΦ)} ∧ (eµ1 . . . eµpΨ)
=
∑
P
(−)p(p−1)/2 {ηp(ePΦ)} ∧ (ePΨ), (3.6)
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where we have introduced shorthand notations
∑
P =
∑D
p=0
1
p!
and eP = eµ1 . . . eµp .
The sign operator η is defined as
η(p-form) = (−)p(p-form). (3.7)
The sign operator and the sign factor are necessary for the associativity of the
Clifford products.
It is convenient to introduce the following basis:
Z i(j) =
D∑
p=0
1
p!
(
γµ1
Tγµ2
T . . . γµp
T
)i
(j) dx
µ1 ∧ dxµ2 ∧ · · · ∧ dxµp
=
∑
P
(
γT
)
P
i
(j) dx
P , (3.8)
where we have introduced the shorthand notation of
(
γT
)
P
and dxP . The transpose
of gamma matrices is introduced for the later convenience. This basis represents the
Clifford product of differential forms as products of gamma matrices
dxµ ∨ Z i(j) = (γµ)kiZk(j), Z i(j) ∨ dxµ = Z i(l)(γµ)(j)(l). (3.9)
Dirac-Ka¨hler equation for a inhomogeneous differential form Ψ = ψi
(j)Z i(j) is readily
obtained by the Clifford product:
(d+m) ∨Ψ =
[
γµi
k∂µψk
(j) +mψ
(j)
i
]
Z i(j) = 0, (3.10)
where the constant 0-form mass term m is introduced. This equation describes
2D/2 Dirac fermions labeled by (j) which are commonly identified as “flavor” suf-
fix. The Dirac-Ka¨hler fermion formulation turns the antisymmetric tensor fields
with differential forms into Dirac spinor fields with flavor copies. There is an in-
teresting formulation where the “flavor” suffix can be identified as the extended
supersymmetry suffix in the twisted version of generalized topological gauge theory.
It was pointed out that the twist of the topological gauge theory is nothing but the
Dirac-Ka¨hler fermion formulation[6, 19].
We need to introduce an inner product to generate an action with Dirac-Ka¨hler
fermion. A positive definite inner product for Φ =
∑
p
1
p!
φµ1...µpdx
µ1 . . . dxµp and
Ψ =
∑
p
1
p!
ψµ1...µpdx
µ1 . . . dxµp is
(Φ,Ψ) =
∫
Φ∗ ∗Ψ
∣∣∣
D-form
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=∫
(ζΦ∗ ∨Ψ) ∗ 1 =
∫
(ζΦ∗ ∨Ψ)
∣∣∣
0-form
∗ 1
=
∫ ∑
p
1
p!
φ∗µ1...µpψ
µ1...µp ∗ 1, (3.11)
where ∗ is Hodge star operation and thus ∗1 is a volume form. We have introduced
another sign operator ζ which acts as
ζ(p-form) = (−)p(p−1)/2(p-form). (3.12)
This definition of the inner product naturally leads (Φ∗,Φ) ≥ 0. For the basis
Z i(j) we have the following orthogonality relation:
(Zk(l), Z
i
(j)) = 2
D/2δ
(l)
(j)δ
i
k
∫
∗1, (3.13)
where we have used the completeness of gamma matrices,
D∑
p=0
∑
{µi}
1
p!
(−)p(p−1)/2(γTµ1 . . . γTµp)(l)k(γTµ1 . . . γTµp)i(j) = 2D/2δ(l)(j)δik. (3.14)
Defining Ψ = ψ(j)
iZ(j)i, we obtain the free fermion action of Dirac-Ka¨hler fermion
S =
∫
Ψ ∨ (d+m) ∨Ψ
∣∣∣
0-form
∗ 1 (3.15)
= 2D/2
∫ ∑
(j)
ψ(j)(γ
µ∂µ +m)ψ
(j) ∗ 1. (3.16)
We next consider D dimensional Euclidean square lattice and derive staggered
fermion action from naive fermion action on the lattice. These are well-known
derivations from early time of lattice gauge theory[22, 23, 24]. If we naively discritize
the Dirac equation on the square lattice we obtain
SF =
1
2
∑
x,µ
[ψ(x)γµψ(x+ µ)− ψ(x+ µ)γµψ(x)], (3.17)
where x denotes the lattice site with integer coordinates x1, x2, · · · , xD in units of
lattice spacing which is taken to be 1.
One of the authors and Smit proposed the following transformation which relates
the naive fermion formulation and Kogut-Susskind fermion formulation[22]:
ψ(x) = A(x)χ(x), ψ(x) = χ(x)A†(x), (3.18)
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where
A(x) = γx11 γ
x2
2 · · · γxDd . (3.19)
Then the naive fermion formulation of Dirac action leads to
SF =
1
2
∑
x,µ,(j)
ηµ(x)[χ
(j)(x)χ(j)(x+ µ)− χ(j)(x+ µ)χ(j)(x)], (3.20)
with
ηµ(x) = (−1)x1+x2+···+xµ−1 . (3.21)
This formulation is commonly called staggered fermion formulation of lattice QCD.
The γ matrices in the naive fermion formulation have now disappeared in the stag-
gered fermion formulation. Instead we get 2[D/2] copies of spinors.
We now consider D-dimensional hypercube defined on the lattice, with its origin
at the site 2y and corners
xµ = 2yµ + hµ, hµ = 0 or 1, µ = 1, · · · , D. (3.22)
Thus h labels the set of 2D D-dimensional vectors which point on the corners of
the hypercube. Then ηµ(x) = ηµ(H) with H = {h1, h2, · · ·hD}. We introduce the
following notations for the convenience:
χ(2y + h) ≡ χH(y),
χ(2y + h) ≡ χH(y). (3.23)
Here we do not consider the suffix (j) dependence anymore. Then SF can be written
in the following form[23, 24]:
SF =
∑
y,µ,H
ηµ(H)χH(y){δhµ,0(χH+µ(y) − χH+µ(y − µ))
+δhµ,1(χH−µ(y + µ) − χH−µ(y))}, (3.24)
where H±µ = (h1, · · · , hµ±1, · · · , hD). We then introduce the following redefinition
of fermion fields:
χH(y) = {(γT1 )h1(γT2 )h2 · · · (γTD)hD}ijψij(y)
χH(y) = {(γT1 )h1(γT2 )h2 · · · (γTD)hD}†ijψij(y). (3.25)
We can then obtain the final form of the staggered fermion action which includes
free Dirac fermion action:
SF = 2
D/2−1
∑
y
∑
µ
tr
{
ψ(y)γµ∇µψ(y) + ψ(j)(y)γ†5∆µψ(y)γ5γµ
}
, (3.26)
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where
∇µψ(y) = 1
2
(ψ(y + µ)− ψ(y − µ))
∆µψ(y) =
1
2
(ψ(y + µ)− 2ψ(y) + ψ(y − µ)). (3.27)
This staggered fermion action includes 2D/2 copies of Dirac fermions. The Dirac
fermion part of this action can be interpreted as Kogut-Susskind fermion action
while this action includes the second derivative counterpart as well. The second
derivative part is higher order than the Dirac fermion part with respect to the
lattice constant.
4 Dirac-Ka¨hler Fermion from Clifford Product on
the Oriented Lattice
In order to formulate Dirac-Ka¨hler fermion on a lattice we need to introduce the dif-
ferential form and Clifford product on the lattice. Because of the noncommutativity
a naively extended version of Clifford product of the continuum formulation to the
lattice spoils the associativity. In this section we construct an associative Clifford
product on the oriented lattice and generate Dirac-Ka¨hler fermion. We need to men-
tion that the same Clifford algebra and the corresponding 1-form Clifford product
of this section were given by Vaz[40, 41]. Here we explicitly give the definition of
the Clifford product for general higher forms. We find that the Hermiticity and the
associativity of the Clifford product are not compatible in formulating Dirac-Ka¨hler
fermion on the oriented lattice.
In order to keep the associativity of the Clifford product, we have to carefully
compensate the noncommutative effect by inserting some shift operators. As we can
see in the definition of the continuum Clifford product (3.6) for a pair of general
forms, we find necessity to keep the same noncommutative nature for each terms
after the operation of eµ contractions. To be consistent with the nature of the
contraction operator eµdx
ν = δνµ and the noncommutative nature between dx
µ = θµ
and a function fx on the oriented lattice:
dxµfx = Tµfxdx
µ = fx+µdx
µ, (4.1)
we impose the following noncommutativity on the contraction operator:
eµfx = T−µfxe
µ = fx−µe
µ. (4.2)
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The continuum Clifford product (3.4) should now be modified on the oriented lattice:
1) dxµ ∨ = dxµ ∧ +←−T−µeµ−→Tµ, (4.3)
where the last term has the same noncommutative nature as the first term. The
shift operators with right(left) arrow act all the x dependent functions located in
the forward(backward) direction:
f
−→
Tµg = f(Tµg)
−→
Tµ f
←−
Tµg =
←−
Tµ(Tµf)g. (4.4)
It should, however, be noted that the range of the operation of the shift operators
−→
Tµ and
←−
Tµ should be terminated when the range of the operation comes outside
of an integration. The similar definition of this 1-form Clifford product without
←−
T−µ in (4.3) was given by Vaz[40, 41]. We, however, point out at this stage that
the necessity of
←−
T−µ is crucial in the proof of associativity of Clifford product for
general higher forms on the oriented lattice, which will be given below. The oriented
lattice version of 1-from Clifford algebra is given by
{dxµ, dxν}∨ = ←−T−µ2δµν−→Tµ, (4.5)
where the shift operators in the righthand side are necessary to compensate the
noncommutative nature of the 2-form on the left hand side.
Generalizing the above treatment to define Clifford product on the oriented lat-
tice, we claim that the following Clifford product which has shift operators in addi-
tion to the continuum version (3.6) satisfies associativity:
1) (f dxK) ∨ (g dxL)
≡
∑
p
1
p!
(−)p(p−1)/2
(
ηp
←−
T−µ1 . . .
←−
T−µpeµ1 . . . eµpf dx
K
)
∧
(
geµ1 . . . eµpdxL
−→
Tµ1 . . .
−→
Tµp
)
=
∑
P
(−)p(p−1)/2
(
ηp
←−
T−P ePf dx
K
)
∧
(
gePdxL
−→
TP
)
, (4.6)
where we have introduced the shorthand notations eH , dx
K ,
←−
T−H and
−→
TH . The
coefficient functions f, g are in general anti-symmetric tensor fields and may have
tensor suffices µ1 . . . µh. We, however, omit the suffix dependence for simplicity.
The most important property of this Clifford product is
(f dxK ∨ g dxL)h = (TKTLh)(f dxK ∨ g dxL), (4.7)
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which shows that all the inhomogeneous terms in the Clifford product of (4.6) have
the same noncommutative nature. Without this property the Clifford product could
not be associative.
From (4.7) and (dxKf) ∨ dxL = dxK ∨ (f dxL), we obtain
(f dxK ∨ g dxL) ∨ h dxM = f(TKg)(TKTLh){(dxK ∨ dxL) ∨ dxM},
f dxK ∨ (g dxL ∨ h dxM) = f(TKg)(TKTLh){dxK ∨ (dxL ∨ dxM)}. (4.8)
In order to prove the associativity of the Clifford product defined on the oriented
lattice we simply need to prove
(dxK ∨ dxM) ∨ dxL = dxK ∨ (dxM ∨ dxL). (4.9)
We give the proof of (4.9) in appendix B. Due to the presence of the shift operators
←−
T−µ and
−→
Tµ, the proof of the associativity is not trivial.
Having defined the oriented lattice version of the Clifford product, we define
Dirac operator as
d ∨ =
∑
µ
dxµ ∨ ∂−µ. (4.10)
The square of this Dirac operator leads
d ∨ d ∨ =
∑
µ
←−
T−µ
(−→
Tµ +
−→
T−µ − 2
)
=
∑
µ
←−
T−µ
(
Tµ + T−µ − 2
)
, (4.11)
which is similar to the usual lattice Laplacian except for the extra shift operator
←−
T−µ.
Here we introduce the same bases Z i(j) as the continuum version (3.8) and expand
fermionic fields, which are composed of fermionic differential forms, by these bases:
Z i(j) =
∑
P
(
γT
)
P
i
(j) dx
P (4.12)
Ψ = ψi
(j)Z i(j) = ψi
(j)(Z˜ iµ(j) + dx
µ(γTµ Z˜µ)
i
(j)), (4.13)
where Z˜ iµ(j) is the similar basis as (3.8) except that it includes neither dx
µ nor γµ.
We introduce the last expression for the later convenience. It should be noted that
ψi
(j)Z i(j) 6= Z i(j)ψi(j) due to the noncommutativity.
We then obtain
d ∨Ψ
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=
∑
µ
dxµ ∨ (1− T−µ)Ψ
=
1
2
∑
µ
(γµ)i
k
[
(Tµ − 1)ψk(j) +←−T−µ(1− T−µ)ψk(j)−→Tµ
]
Z i(j)
+
1
2
∑
µ
(γ†5)i
k
[
(Tµ − 1)ψk(l) −←−T−µ(1− T−µ)ψk(l)−→Tµ
]
(γ5γµ)(l)
(j)Z i(j), (4.14)
where we have used the following relations:
dxµZ˜ iµ(j) + (γ
T
µ )
i
kZ˜
k
µ(j) = (γ
T
µ )
i
kZ
k
(j)
dxµZ˜ iµ(j) − (γTµ )ikZ˜kµ(j) = (γT5 )†ilZ l(k)(γTµ γT5 )(k)(j). (4.15)
In order to obtain Dirac-Ka¨hler fermion action we need to establish the relation
between the inner product and the Clifford product. Identifying dxµ = θµ on the
oriented lattice, we find∫
ζ(dxµ1 ∧ · · · ∧ dxµp) ∨ (dxν1 ∧ · · · ∧ dxνq) ∗ 1
= (dxµ1 · · · dxµp , dxν1 · · · dxνq)
=
∑
x
δpqδ
µ1
[ν1
. . . δ
µp
νp]
, (4.16)
where we have already introduced the inner product in (2.72).
We introduce an action with the Clifford product
S =
∫
(Ψ ∨ (d+m) ∨Ψ) ∗ 1, (4.17)
where Ψ = ψi
(j)Z i(j) and Ψ = Z
(j)
i ψ(j)
i. The mass term satisfies the following
obvious relation: ∫
(Ψ ∨Ψ) ∗ 1 = 2D/2
∑
x
ψ(j)
i(x)ψi
(j)(x). (4.18)
The above action then leads
S = 2D/2
∑
x
ψ(j)
i(x)
[∑
µ
(γµ) i
k{ψk(j)(x+ µ)− ψk(j)(x)} +mψi(j)(x)
]
. (4.19)
Since the difference of the fermion fields is asymmetric, this action is not Hermitian
and thus has ill-defined propagator. Hence naively extended action of the Dirac-
Ka¨hler fermion formulation on the oriented lattice lacks Hermiticity. In order to
recover the Hermiticity we can introduce another type of inner product where Hodge
star operation can be defined in such a way that Hermiticity is recovered[37]. This
type of definition of the inner product, however, sacrifices the associativity of the
Clifford product.
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5 Clifford Product and Hermiticity on the Sym-
metric Lattice
In the last section we have pointed out that Hermiticity and associativity of the
Clifford product cannot be accommodated in a compatible way on the oriented
lattice. Here we propose to define an associative Clifford product on the symmetric
lattice. The Dirac-Ka¨hler fermion action can be derived by this Clifford product to
be compatible with Hermiticity. To define a new Clifford product on the symmetric
lattice we impose the following two conditions; i) associativity of Clifford product
and ii) positivity of inner product, ζΦ∗ ∨ Φ|0-form ≥ 0.
On the oriented lattice there is single θµ, on a link connecting x and x+µ, which
can be identified as 1-form differential dxµ. There are, however, θµ and θ−µ on a link
of symmetric lattice and the 1-form differential is identified as dxµ = θµ − θ−µ. On
the symmetric lattice there is an arbitrariness for the definition of the contraction
operator eµ since there correspond two 1-form differentials θµ and θ−µ on a link. We
generalize to define
eµ = α
∂
∂θǫµ
−→
Tǫµ + β
∂
∂θ−ǫµ
−→
T−ǫµ, (5.1)
where ǫ = ± and thus ǫµ = +µ or −µ and α and β are constants to be fixed later.
The shift operators
−→
Tǫµ and
−→
T−ǫµ act in the same way as (4.4). The contraction
operator should have the opposite shifting role to the differential as in (4.2)
∂
∂θ±µ
f = (T∓µf)
∂
∂θ±µ
, (5.2)
which leads
∂
∂θǫµ
−→
Tǫµf = f
∂
∂θǫµ
−→
Tǫµ. (5.3)
We then define the following Clifford product:
fθK ∨ gθL
=
2D∑
p=0
(−)p(p−1)/2
∑
{ǫiµi}
{
ηp
p∏
i=1
(
α
∂
∂θǫiµi
−→
Tǫiµi + β
∂
∂θ−ǫiµi
−→
T−ǫiµi
)
fθK
}
∧
{
p∏
i=1
(
γ
∂
∂θǫiµi
−→
Tǫiµi + δ
∂
∂θ−ǫiµi
−→
T−ǫiµi
)
gθL
}
, (5.4)
where we have introduced the short hand notation θK = θǫ1µ1 . . . θǫkµk and TK =
Tǫ1µ1 . . . Tǫkµk for the later convenience. Here we introduce different parameters for
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the second contraction operator. In the summation it is natural to sum up 2D
contractions, since we have 2D 1-forms in the D-dimensional symmetric lattice.
Due to the property (5.3) the contraction operators in (5.4) do not generate any
shift. Thus the shifting property of the Clifford product on the symmetric lattice is
the same as that of wedge product and hence leads the same relations as (4.7) and
(4.8) for the oriented lattice. In order to prove the associativity of Clifford product
on the symmetric lattice we simply need to prove the associativity of the following
shift invariant forms as in the case of oriented lattice:
θK ∨ (θM ∨ θL) = (θK ∨ θM) ∨ θL. (5.5)
We give the proof in appendix C. The parameters α, β, γ, and δ are not restricted
from the associativity.
We now define an inner product of differential forms Φ and Ψ
(Φ,Ψ) =
∫
ζΦ∗ ∨Ψ
∣∣∣
0-form
vol . (5.6)
We can then show that the positivity of a self inner product of a field Φ
(Φ,Φ) ≥ 0, (5.7)
imposes constraints on the parameters introduced in the definition of the Clifford
product. Here the vol is appropriately chosen volume element for the symmetric
lattice to pick up the 0-form components in the integrand. Since there are 2D 1-
forms and the relation (2.65) is imposed on the integration of symmetric lattice, the
definition of volume element needs further cares.
It is useful to note that the following factorization property holds for the Clifford
product on the lattice:{
(θǫµ)a(θ−ǫµ)bθK
}∗ ∨ (θǫµ)a(θ−ǫµ)bθK
= (−)k(a+b) {(θǫµ)a∗(θ−ǫµ)b∗ ∨ (θǫµ)a(θ−ǫµ)b} (θK∗ ∨ θK) , (5.8)
where θK contains neither θǫµ nor θ−ǫµ. The proof of this formula is given in appendix
C while similar factorization property of Clifford product is satisfied even on the ori-
ented lattice as shown in (B.8). Let’s consider the case where Φ = f(θǫµ)a(θ−ǫµ)bθK
which is general enough for the proof of associativity. We can then show[
ζ
{
f(θǫµ)a(θ−ǫµ)bθK
}∗] ∨ f(θǫµ)a(θ−ǫµ)bθK
=
[
ζ
{
TK∗f(θ
ǫµ)a(θ−ǫµ)b
}∗ ∨ TK∗f(θǫµ)a(θ−ǫµ)b] (ζθK∗ ∨ θK) , (5.9)
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where we have used the following relations:
ζ(ωpωq) = (−)pq(ζωp)(ζωq) (5.10)
(ωpωq)
∗ = (−)pqω∗qω∗p, (5.11)
with ωp and ωq as p-form and q-form, respectively. This relation shows that we
can confirm the positivity of a general form if we can prove the positivity of the
term which includes only θ±µ since the Clifford product of the general forms can be
factorized into the product of these terms.
For an arbitrary form which includes θ±µ
F = f0 + f+θ
µ + f−θ
−µ + f˜ θµθ−µ, (5.12)
we require the positivity of the inner product:
(F, F ) =
∫
ζF ∗ ∨ F
∣∣∣
0-form
vol ≥ 0, (5.13)
or equivalently,
0 ≤ ζF ∗ ∨ F
∣∣∣
0-form
= f ∗0 f0 − (αδ + βγ)
{
T−µ(f
∗
+f+) + Tµ(f
∗
−f−)
}
− (αγ + βδ)
{
T−µ(f
∗
+f−)
−→
T−2µ + Tµ(f
∗
−f+)
−→
T2µ
}
− (α2 − β2)(γ2 − δ2)f˜ ∗f˜ . (5.14)
This relation then requires the following constraints on the constant parameters:
αδ + βγ ≤ 0, αγ + βδ = 0
(α2 − β2)(γ2 − δ2) = (αγ + βδ)2 − (αδ + βγ)2 ≤ 0. (5.15)
We can then summarize the constraints required from the positivity of the inner
product as
αδ + βγ = −r, αγ + βδ = 0 (5.16)
with r ≥ 0.
We further impose that dxµ ∨ should satisfy the same Clifford algebra as the
continuum case,
{dxµ, dxν}∨ = dxµ ∨ dxν + dxν ∨ dxµ
= (θµ − θ−µ) ∨ (θν − θ−ν) + (θν − θ−ν) ∨ (θµ − θ−µ)
= 4rδµν = 2δµν , (5.17)
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which determines the parameter r = 1
2
. With these parameters the inner product is
given by
(fθǫ1µ1 . . . θǫpµp, gθǫ
′
1ν1 . . . θǫ
′
qνq)
=
∫
{ζfθǫ1µ1 . . . θǫpµp}∗ ∨ gθǫ′1ν1 . . . θǫ′qνq
∣∣∣
0-form
vol
=
∫
1
2p
δpq
(
Tǫ1µ1...ǫpµpf
∗g
)
δǫ1µ1[ǫ′1ν1
. . . δ
ǫpµp
ǫ′pνp]
vol
=
∑
x
1
2p
δpqδ
ǫ1µ1
[ǫ′1ν1
. . . δ
ǫpµp
ǫ′pνp]
f ∗xgx, (5.18)
which is the general form of (2.75).
The final form of our new Clifford product is
fθK ∨ gθL =
2D∑
p=0
(−)p(p−1)/2
(
−1
2
)p ∑
{ǫiµi}{
ηp
(
p∏
i=1
∂
∂θǫiµi
Tǫiµi
)
fθK
}
∧
{(
p∏
i=1
∂
∂θ−ǫiµi
)
gθL
}
, (5.19)
where it should be understood that permutably equivalent product of the differenti-
ation of θ±µ should not be summed up in the summation. The reason why we have
shift operator without arrow Tǫiµi in this definition is due to the cancellation of the
operation of
−→
Tǫiµi and
−→
T−ǫiµi and thus the shift operator Tǫiµi acts only on the fields
restricted in the range.
Let us summarize this section. We have postulated the form of the new Clifford
product on the symmetric lattice where we have introduced 4 parameters but there
are only two actual degrees of freedom, αδ + βγ and αγ + βδ. The associativity of
Clifford product had no restriction on the parameters while the positivity restricted
the parameters to single degree of freedom. The remaining freedom of the parameter
has been fixed by the isomorphism between the Clifford algebra of γ-matrix and 1-
form Clifford products. Thus the newly defined Clifford product is almost “unique”
on the symmetric lattice as far as 2D forms are introduced with noncommutative
differential forms.
It is important to note that the summation
∑2D
p=0 in the definition of the Clifford
product (5.19) runs over p = 0 ∼ 2D. Correspondingly the summation∑{ǫiµi} sums
up ±µ for µ = 1 ∼ D. This is due to the fact that we have 2D 1-forms θ±µ on the
symmetric lattice. Restricting the above summation to p = 0 ∼ D, we can define
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another type of Clifford product which satisfies associativity,
fθK ∨ gθL ≡
D∑
p=0
(−)p(p−1)/2
∑
{µi}
1
p!
{
ηp
p∏
i=1
(
α
∂
∂θµi
−→
Tµi + β
∂
∂θ−µi
−→
T−µi
)}
fθK
∧
{
p∏
i=1
(
γ
∂
∂θµi
−→
Tµi + δ
∂
∂θ−µi
−→
T−µi
)}
gθL, (5.20)
where we have again introduced four parameters α, β, γ and δ. Here it should be
noted that the summation runs over only +µ for µi. The proof of the associativity
of this Clifford product is given in appendix D.
In defining the inner product of (5.6), we employ the above definition of the
Clifford product. We impose the positivity of a self inner product of arbitrary field
Φ as in (5.7). Since the formula (5.8) characterizing the factorization property of
Clifford product is still satisfied in the present case, the positivity requirement of
the inner product is equivalent to the following condition:
0 ≤ ζF ∗ ∨ F
∣∣∣
0-form
= f ∗0 f0 − βγT−µ(f ∗+f+)− αδTµ(f ∗−f−)
− βδT−µ(f ∗+f−)−→T−2µ − αγTµ(f ∗−f+)−→T2µ (5.21)
where F has the same form as (5.12). This positivity constraint limits the parameters
as follows:
βγ ≤ 0, αδ ≤ 0, βδ = αγ = 0. (5.22)
Non-trivial solutions on these relations are
1. α = δ = 0, βγ < 0,
2. β = γ = 0, αδ < 0,
where the former picks up only f ∗+f+ term while the latter picks up f
∗
−f−term in the
factorized part of the inner product.
Taking the parameter choice of the case 1. with βγ = −1 in the solutions, we
obtain another concrete definition of Clifford product on the symmetric lattice
fθK ∨ gθL
=
D∑
p=0
(−)p(p−1)/2(−)p
∑
{µi}
1
p!
{
ηp
(
p∏
i=1
∂
∂θ−µi
T−µi
)
fθK
}
∧
{
p∏
i=1
∂
∂θµi
gθL
}
. (5.23)
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As an particular example the 1-form Clifford product effectively has the following
asymmetric operation:
θµ∨ = θµ∧, θ−µ∨ = θ−µ ∧ − ∂
∂θµ
. (5.24)
It is important to note that δ = d−d∨ plays a role of adjoint differential operator
of d as in the continuum case:∫
(ζgθK)∗ ∨ dfθL
∣∣∣
0-form
vol =
∫
(ζδgθK)∗ ∨ fθL
∣∣∣
0-form
vol , (5.25)
where the proofs based on the definitions of the Clifford products (5.19) and (5.23)
are given in appendix E. In both definitions of the Clifford product the operator δ
plays the role of the conjugate of the exterior derivative operator. This shows that
differential form and Clifford product is well defined on the symmetric lattice.
6 Dirac-Ka¨hler Fermion and Staggered Fermion
on the Symmetric Lattice
One of the puzzling points in formulating differential form on the D-dimensional
symmetric lattice is that we have 22D differential forms since we need 2D 1-forms
θµ and θ−µ or dxµ and τµ to accommodate Hermiticity. However we just need 2D
forms in formulating Dirac-Ka¨hler fermion formulation in general since there are D
1-forms in D-dimensional manifold.
In this section we show that a naive choice of 2D forms for the Dirac-Ka¨hler
fermion formulation with the Clifford product defined in the previous section nat-
urally leads to the Kogut-Susskind fermion action[20, 21]. Here in this section we
mainly deal with the Clifford product defined in (5.19). We can then show that the
Dirac-Ka¨hler fermion formulation with a particular choice of the form degrees for
fermion and the conjugate fermion on the symmetric lattice leads to the staggered
fermion action which is commonly used in lattice QCD[22, 23, 24].
6.1 Naive Fermion
We first consider the case where we choose dxµ and τµ as the basis of fields separately
and thus define
Z i(j) =
D∑
p=0
1
p!
(
γTµ1γ
T
µ2
. . . γTµp
)i
(j) dx
µ1 ∧ dxµ2 ∧ · · · ∧ dxµp , (6.1)
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W i(j) =
D∑
p=0
1
p!
(
γTµ1γ
T
µ2 . . . γ
T
µp
)i
(j) τ
µ1 ∧ τµ2 ∧ · · · ∧ τµp , (6.2)
where we rewrite the definitions of dxµ and τµ:
dxµ = θµ − θ−µ, τµ = θµ + θ−µ. (6.3)
We can then derive the following relations which are the essence of the Dirac-Ka¨hler
formulation:
dxµ ∨ Z i(j) = (γTµZ)i(j), τµ ∨ Z i(j) = τµ ∧ Z i(j),
dxµ ∨W i(j) = dxµ ∧W i(j), τµ ∨W i(j) = (γ†T5 W (γ5γµ)T )i(j). (6.4)
There are the following orthogonality relations for the bases:
(
fZk(l), gZ
i
(j)
)
=
(
fW k(l), gW
i
(j)
)
= 2D/2 δ
(l)
(j) δ
i
k
∑
x
f ∗(x)g(x),
(
fZk(l), gW
i
(j)
)
=
(
fW k(l), gZ
i
(j)
)
= δ
(l)
k δ
i
(j)
∑
x
f ∗(x)g(x), (6.5)
where the *-operation on the bases leads:
(
Zk(l)
)∗
= ζZ(l)k,
(
W k(l)
)∗
= ζηW (l)k, (6.6)
where the sign operators ζ and η are defined in (3.12) and (3.7), respectively. We
can further show the following relations:
(
fZk(l), gdx
µ ∨W i(j)
)
= (γTµ )
(l)
kδ
i
(j)
∑
x
f ∗(x)g(x),
(
fW k(l), gτ
µ ∨ Z i(j)
)
= (γTµ )
(l)
kδ
i
(j)
∑
x
f ∗(x)g(x), (6.7)
where we have used the following relations:
W (l)k ∨ τµ = −((γ5γµ)TW (γ†5)T )(l)k (6.8)
Z(l)k ∨ dxµ = (ZγTµ )(l)k. (6.9)
We rewrite the exterior derivative operator defined in (2.38) as
d =
∑
µ
[
θµ∂−µ − θ−µ∂+µ
]
=
∑
µ
[dxµ∇µ − τµ∆µ] , (6.10)
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where
∇µ = 1
2
(∂+µ + ∂−µ),
∆µ =
1
2
(∂+µ − ∂−µ). (6.11)
Here ∇µ is the lattice derivative and ∆µ is the lattice second derivative defined
in (3.27). We then expand the fermionic field and the conjugate fermionic field
composed of differential forms in terms of the bases Z and W ,
Ψ = ψi
(j)Z i(j), Ψ = (ζZ
k
(l))
∗ψ(l)
k = Z(l)kψ(l)
k,
χ = χi
(j)W i(j), χ = (ζW
k
(l))
∗χ(l)
k = ηW (l)kχ(l)
k. (6.12)
We can now explicitly construct the Dirac-Ka¨hler fermion action:∫ (
Ψ ∨ d ∨Ψ, Ψ ∨ d ∨ χ
χ ∨ d ∨Ψ, χ ∨ d ∨ χ
)∣∣∣
0-form
vol
=
∑
x

 2
D
2
∑
µ
ψ(j)γ
µ∇µψ(j),
∑
µ
{tr(ψγµ)∇µ trχ− trψ∆µ tr(γµχ)}∑
µ
{(trχ)∇µ tr(γµψ) + tr(χγµ)∇µ trψ}, 2D2
∑
µ
((γ5γµχ)(j)∆µ(γ
†
5χ)
(j))

 .
(6.13)
In particular we obtain the following Kogut-Susskind fermion action:∫ (
Ψ ∨ (d+m) ∨Ψ)∣∣∣
0-form
vol
= 2D/2
∑
x
[∑
µ
{
ψ(j)
i(x)(γµ)i
k∇µψ(j)k (x)
}
+mψ(j)
i(x)ψi
(j)(x)
]
(6.14)
where the fermion fields are expanded only by the differential forms of dxµ. This
naive truncation of 22D forms into 2D form leads the naive lattice fermion action with
2
D
2 flavors. To be precise the above lattice Dirac action is not the original Kogut-
Susskind fermion action since the fields on the lattice and the components of Dirac
fields have no direct correspondence. We, however, consider that the correspondence
is hidden through the n-form of differential form and n-simplex of lattice component.
At this stage it is worth to mention that we have chosen the bases of 2D possible
differential forms as purely composed of dxµ or τµ. There are in general mixed bases
of dxµ and τµ which we have not considered in this naive example.
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6.2 Staggered Fermion
We next consider the case where Ψ is expanded by θµi while Ψ is expanded by θ−µi .
We introduce the following basis for Ψ:
Ψ = ψi
(j)Z+
i
(j), (6.15)
where
Z+
i
(j) =
D∑
p=0
1
p!
(γTµ1 . . . γ
T
µp)
i
(j)
√
2θµ1 . . .
√
2θµp . (6.16)
The actions of dxµ ∨ and τµ ∨ on this basis are given by
(θµ − θ−µ) ∨ Z+i(j) = 1√
2
(γTµZ+)
i
(j) − θ−µZ+i(j),
(θµ + θ−µ) ∨ Z+i(j) = 1√
2
(γ†5
TZ+(γ5γµ)
T )i(j) + θ
−µZ+
i
(j). (6.17)
Similarly we expand Ψ by the following bases:
Ψ = Z−
(l)
kψ(l)
k (6.18)
where
Z−
(l)
k = (ζZ+
k
(l))
∗ =
D∑
p=0
1
p!
(γTµ1 . . . γ
T
µp)
(l)
k(−
√
2θ−µ1) . . . (−
√
2θ−µp). (6.19)
We can derive the following relations for the inner products:
(
fZ+
k
(l), gZ+
i
(j)
)
= 2D/2δ
(l)
(j)δ
i
k
∑
x
f ∗(x)g(x),
(
fZ+
k
(l), gθ
µ ∨ Z+i(j)
)
= 2D/2
1
2
√
2
{
γ†5k
i(γ5γµ)(j)
(l) + (γµ)k
iδ(l)(j)
}∑
x
f ∗(x)g(x),
(
fZ+
k
(l), gθ
−µ ∨ Z+i(j)
)
= 2D/2
1
2
√
2
{(γ†5)ki(γ5γµ)(l)(j) − (γµ)kiδ(l)(j)}
∑
x
f ∗(x)g(x),
(
fZ+
k
(l), gθ
−µZ+
i
(j)
)
= 0. (6.20)
It is interesting to note that Ψ and Ψ can be considered as fermion fields located
on two types of oriented lattice separately; Ψ is defined on a positively oriented
lattice while Ψ is defined on a negatively oriented lattice. The Hermiticity of Dirac-
Ka¨hler action required the necessity of symmetric lattice which naturally led to
the introduction of two types of 1-forms: θµ and θ−µ. We need to introduce the
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Ψ
ψ(x)ψ(x)
xxΨ
Figure 3: ψ(x) on the starting point of positively oriented lattice, ψ(x) on the end
point of negatively oriented lattice .
fermion field ψi
(j) and the conjugate fermion field ψ(j)
i on a lattice in the Dirac-
Ka¨hler fermion formulation. Correspondingly it is natural to introduce the separate
conjugate base Z+ and Z− for ψi
(j) and ψ(j)
i, respectively. This conjugate feature can
be pictorially depicted by Fig.3, where Ψ(x) lives on the starting point of positively
oriented link while Ψ(x) lives on the end point of negatively oriented link.
We can now construct the action of Dirac-Ka¨hler fermion by using the orthogonal
relations (6.20),∫
Ψ ∨ (
√
2d+m) ∨Ψ
∣∣∣
0-form
vol (6.21)
= 2D/2
∑
x
[∑
µ
{
ψ(j)
k(x)(γµ)k
i∇µψi(j)(x)
+ ψ(j)
k(x)(γ†5)k
i∆µψi
(l)(x)(γ5γµ)(l)
(j)
}
+mψ(j)
i(x)ψi
(j)(x)
]
, (6.22)
where the origin of the factor in
√
2d∨ comes from the normalization to the Laplacian
operator of this Clifford product. This action is exactly the same as the staggered
fermion action of (3.26). It is interesting to recognize that the inner product defined
by the Clifford product of this subsection bridges the fermion field Ψ(x) defined
on the positively oriented lattice and the conjugate fermion field Ψ defined on the
negatively oriented lattice.
It is interesting to note at this stage that the Clifford product defined in (5.23)
leads to the same staggered fermion formulation. In fact the following action leads
the same staggered fermion action as the above (6.22):∫ (
Ψ ∨ (d+m) ∨Ψ)∣∣∣
0-form
vol , (6.23)
where the Clifford product of this action is defined by (5.23) and the fermion fields
are expanded by the naive form of (6.1) as
Ψ = ψi
(j)Z i(j), Ψ = Z
(j)
i ψ(j)
i. (6.24)
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In this definition of the Clifford product
√
2 for the exterior derivative is not neces-
sary.
We claim that these are the direct derivations of staggered fermion action from
Dirac-Ka¨hler fermion action. The connection between the Dirac-Ka¨hler fermion
formulation and Kogut-Susskind fermion formulation was recognized at the similar
early stage of lattice QCD when the staggered fermion formulation was recognized
to be equivalent to the above expression of (6.22)[22, 23, 24]. The free Dirac fermion
action part of the above staggered fermion action may be considered as the Kogut-
Susskind fermion action (6.14) of previous subsection. Only difference between them
is the choice of different bases.
The essence of the identification of Dirac-Ka¨hler fermion action which is defined
purely by a differential form and the staggered fermion formulation with species
doublers which is equivalent to the naive Dirac fermion action is based on the one to
one correspondence between n-form of differential algebra and n-simplex of simplicial
manifold. For the cubic lattice as a simplicial manifold this identification can be
realized by doubling the size of lattice. The field defined on a site of original lattice
can be identified as a field defined on the center of n-simplex of the double spacing
lattice and thus can be identified as a field of higher differential form. For example
the fields on the middle of links of double spacing lattice correspond to 1-form fields,
the fields on the middle of plaquette to 2-form fields, and so on. See Fig. 4.
χ(   )
χ(       ) χ(            )
χ(       )x+1
x+1+2
x=2y
x+2
x
point χ(x) ∼ ϕ(y)
line χ(x+ µ) ∼ ϕµ(y)
area χ(x+ µ+ ν) ∼ ϕµν(y)
(µ 6= ν)
...
Figure 4: n-form and n-simplex correspondence between the Dirac-Ka¨hler fermion
and the staggered fermion fields. The solid lines denote double spacing lattice while
the dotted lines and the solid lines together compose of the original lattice.
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Uµ(x)
U
−µ(x+   )µ
µx x+
Figure 5: U−µ(x+ µ) = U
†
µ(x)
7 Yang-Mills and Dirac-Ka¨hler Matter from Clif-
ford Product
We formulate lattice QCD with Dirac-Ka¨hler matter fermion in terms of noncommu-
tative differential form via Clifford product defined in the previous sections. Here in
this section we only consider the symmetric lattice. Similar treatments have already
been given by A. Dimakis et al. [29] and P. Aschieri et al.[31]. We define 1-form
link variable U
U =
∑
µ
(
Uµθ
µ + U−µθ
−µ
)
, (7.1)
where Uµ and U−µ are Lie group valued function of universal differential algebra
defined in (2.1). Hermitian conjugate of U can be defined as
U † =
∑
µ
(
(θµ)∗U †µ + (θ
−µ)∗U †−µ
)
= −
∑
µ
(
T−µU
†
µθ
−µ + TµU
†
−µθ
µ
)
= −U, (7.2)
where the link variable U−µ is related to the Hermitian conjugate as
T−µU
†
µ(x) = U
†
µ(x− µ) = U−µ(x)
TµU
†
−µ(x) = U
†
−µ(x+ µ) = Uµ(x), (7.3)
which is pictorially shown in Fig. 5.
A gauge field is defined as
A =
∑
µ
[
Aµθ
µ + A−µθ
−µ
]
= U − u =
∑
µ
[
(Uµ − 1)θµ + (U−µ − 1)θ−µ
]
, (7.4)
where
u =
∑
µ
(θµ + θ−µ). (7.5)
It is interesting to note that u has the following special properties:
u2 = 0, [u, ωp]± = uωp − (−)pωpu = dωp, (7.6)
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where ωp is p-form variable and [ , ]± is the graded commutator.
A gauge transformation of the link variable U is defined by
U −→ GUG−1, (7.7)
where G is a Lie group valued 0-form and is unitary. In terms of components the
gauge transformations of the link variable can be read as
Uµ(x) −→ G(x)Uµ(x)G−1(x+ µ), (7.8)
U−µ(x+ µ) = U
†
µ(x) −→ G(x+ µ)U †µ(x)G−1(x), (7.9)
which are the standard lattice gauge transformation of link variables.
From (7.4) and (7.6) we obtain the transformation of A
A −→ GAG−1 +GdG−1. (7.10)
For an infinitesimal gauge transformation G = 1− v the gauge transformation leads
to the following standard form:
δgA = dv + [A, v], (7.11)
whose component-wise expression is
δgAµ(x) = ∂+µv(x) + Aµ(x)v(x+ µ)− v(x)Aµ(x). (7.12)
It should be noted that the gauge transformation of the coordinate dependent
gauge field cannot be written down by the form of commutator due to the non-
commutativity while the 1-form gauge field function of universal differential algebra
has the standard transformation property. It is worth to mention at this stage
that the link variable, Uµ(x), and the gauge field of the standard lattice gauge
theory, A′µ(x), and the current definition of the gauge field Aµ(x) are related as
Uµ(x) = exp aA
′
µ(x) = 1 + Aµ(x), where we have recovered the lattice constant a
while we take a = 1 in the current definition. Thus the current definition of the
gauge field, Aµ(x), and the lattice gauge field A
′
µ(x) are different in the sense that
Aµ(x) includes all the higher order terms with respect to the lattice constant and is
not Lie algebra valued variable.
The curvature 2-form F is equivalent to
U2 = (u+ A)2 = [u,A]+ + A
2 = dA+ A2 ≡ F, (7.13)
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where the special properties of u in (7.6) are used. The lattice version of Yang-Mills
action is then given by
1
2g2
tr(F, F ) =
1
2g2
∫
tr[(ζF )† ∨ F ]
∣∣∣
0-form
vol
=
1
2g2
∑
x
∑
µ,ν
tr
{
1− Uµ(x)Uν(x+ µ)U †µ(x+ ν)U †ν (x)
}
, (7.14)
where we have used the definition of the Clifford product of (5.19). It is interesting
to note that the other definition of the Clifford product (5.23) leads to the same
action. This is exactly the Wilson action of the lattice QCD.
We now generate the gauge and Dirac-Ka¨hler fermion coupled system by in-
troducing a covariant derivative. From the transformation (7.10) and the Leibniz
rule, we can realize that the covariant derivative has the standard form d+A. The
explicit form of the covariant derivative acting on a fermion field is given by
(d+ A)ψi
(j)(x) = ψi
(j)(x)u+ Uψi
(j)(x)
= −
∑
µ
[
{Uµ(x)ψi(j)(x+ µ)− ψi(j)(x)}θµ
+ {U †µ(x− µ)ψi(j)(x− µ)− ψi(j)(x)}θ−µ
]
, (7.15)
which shows obviously the covariance of the covariant derivative because of the
transformation properties of the link variables (7.8) and (7.9) and the following
gauge transformation of fermion field:
Ψ→ GΨ, Ψ→ ΨG−1. (7.16)
We can then introduce the gauge interaction to Dirac-Ka¨hler matter fermion of
the naive fermion action of (6.14) and the staggered fermion action (6.22) and (6.23).
Replacing d to d+ A in (6.14), we obtain the following gauge invariant action:∫ (
Ψ ∨ (d+ A+m) ∨Ψ)∣∣∣
0-form
vol
= 2D/2
∑
x
[∑
µ
{
ψ(j)
i(x)(γµ)i
k 1
2
(Uµ(x)ψ(x+ µ)− U †µ(x− µ)ψ(x− µ))i(j)
}
+mψ(j)
i(x)ψi
(j)(x)
]
, (7.17)
where Ψ and Ψ are defined in (6.12). This is the naive fermion version of lattice
QCD action with 2D/2 flavors.
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In the similar way we obtain the following gauge invariant staggered fermion
action from (6.22):∫
Ψ ∨ (
√
2(d+ A) +m) ∨Ψ
∣∣∣
0-form
vol
= 2D/2
∑
x
[1
2
∑
µ
{
ψ(j)
k(x+ µ)(γµ)k
iU †µ(x)ψ(x)i
(j) − ψ(j)k(x)(γµ)kiUµ(x)ψ(x+ µ)i(j)
+ ψ(j)
k(x)(γ5)
†
k
i(Uµ(x)ψ(x+ µ) + U
†
µ(x− µ)ψ(x− µ)
−2ψ(x))i(l)(γ5γµ)(l)(j)
}
+mψ(j)
i(x)ψi
(j)(x)
]
, (7.18)
where Ψ and Ψ are defined in (6.15) and (6.18). It is interesting to note that the
other definition of Clifford product (5.23) with the Dirac-Ka¨hler action (6.23) leads
the same staggered fermion action as the above. There is only a minor normalization
difference between these formulations.
8 Conclusion and Discussions
We have formulated the Clifford product with noncommutative differential forms on
the lattice which satisfies associativity. We have directly derived Kogut-Susskind
fermion action and the staggered fermion action from the Dirac-Ka¨hler fermion
formulation defined by the the Clifford product. In order to keep the Hermiticity
of Dirac-Ka¨hler fermion action we need to choose not the oriented lattice but the
symmetric lattice which in general has 2D differential 1-forms in D-dimensional
symmetric lattice. In defining the Clifford product there is an arbitrariness which is
related with the doubled number of 1-forms and can be parameterized by 4 constant
parameters. It turned out that these parameters can be determined almost uniquely
by the positivity of the self inner product of a field. There are, however, two types
of definition of Clifford product depending on the choice of 2D or D differential 1-
forms. It was shown that the newly defined Clifford product with noncommutative
differential forms generates lattice QCD gauge action together with Dirac-Ka¨hler
matter fermion.
One of the interesting point of the current analyses is that the Hermiticity played
an important role in choosing the compatible lattice structure as the symmetric
lattice. The symmetric lattice, however, has two types of 1-forms θµ and θ−µ or dxµ
and τµ on a link of lattice, and thus requires 2D 1-forms in D dimension. In the
standard differential algebra we have D differential 1-forms and thus this mismatch
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in number suggests us an extra degree of freedom hidden in this formulation. In the
naive fermion formulation of subsection 6.1 led Kogut-Susskind type fermion action
in the sector of dxµ base. On the other hand the action has the second derivative
term in the sector of τµ base. The degree θ−µ in contrast with θµ was used to define
the conjugate of fermion field in the formulation of Dirac-Ka¨hler fermion field of
subsection 6.2, which led to the staggered fermion formulation with first and second
derivatives in the action. It is interesting to recognize that this first derivative and
the second derivative nature together with the doubled degrees of freedom of 1-form
suggests both boson and fermion degrees of freedom hidden in this formulation. We
believe that the extended supersymmetry on the lattice will be accommodated along
the line of current formulation.
There is another interesting indication that the lattice chiral fermion problem
with the recent development of Ginsparg-Wilson relation [56] could be fundamen-
tally related with the current formulation of noncommutative differential form. The
noncommutative differential form was used as a convenient tool in the derivation of
lattice chiral anomaly from the arguments of index theorem[57, 58].
One of the importance of formulating matter fermion field in terms of differential
form is related with the possibility that the extension of the formulation into gravity
on a simplicial lattice may be straightforward since the gauge and matter fermion
field, and Clifford product are all formulated by the differential form.
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Appendix
A. Proof of Stokes Theorem on the Symmetric Lat-
tice
We show how the Stokes theorem can be derived by the integral defined on the
symmetric lattice in subsection 2.2.
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Boundary of r + 1-cube is
∂Cr+1 =
∑
s
(−)s
(
Cr|xs − Cr|xs+µs
)
, (A.1)
where Cr|xs is a r-dimensional cube dimensionally reduced from Cr+1 with x′s fixed
to xs. In order to prove the Stokes theorem, we must evaluate integral of exact r+1
form. Introducing the following r-from:
ω = fθǫ1µ1 . . . θǫrµr , (A.2)
we can express the exact form as
dω =
∑
µ
[
∂+µfθ
µθǫ1µ1 . . . θǫrµr − ∂−µfθ−µθǫ1µ1 . . . θǫrµr
]
. (A.3)
Since we impose
∫
θµθ−µ = 0, all µi’s are different and thus the integrals vanishes
and Stokes’ theorem is trivial if µi = µj. Integration of dω in (r + 1)-cube leads∫
Cr+1
dω = (−)r
∫
Cr+1
[
∂+µr+1fθ
ǫ1µ1 . . . θǫrµrθµr+1 − ∂−µr+1fθǫ1µ1 . . . θǫrµrθ−µr+1
]
= (−)r
[
α
∫
Cr|xµr+1
(f(x′ + µr+1)− f(x′))θǫ1µ1 . . . θǫrµr
+ (1− α)
∫
Cr|xµr+1+µr+1
(f(x′)− f(x′ − µr+1))θǫ1µ1 . . . θǫrµr
]
= (−)r
[
α
∫
Cr|xµr+1
(f(x′ + µr+1)− f(x′))θǫ1µ1 . . . θǫrµr
+ (1− α)
∫
Cr|xµr+1
(f(x′ + µr+1)− f(x′))θǫ1µ1 . . . θǫrµr
]
= (−)r
∫
Cr|xµr+1
(f(x′ + µr+1)− f(x′))θǫ1µ1 . . . θǫrµr , (A.4)
where we have integrated only µr+1’s direction of dω. Integration of the boundary
is ∫
∂Cr+1
ω = (−)r+1
(∫
Cr|xµr+1
−
∫
Cr|xµr+1+µr+1
)
fθǫ1µ1 . . . θǫrµr
= (−)r+1
∫
Cr|xµr+1
(f(x′)− f(x′ + µr+1))θǫ1µ1 . . . θǫrµr
= (−)r
∫
Cr|xµr+1
(f(x′ + µr+1)− f(x′))θǫ1µ1 . . . θǫrµr
=
∫
Cr+1
dω. (A.5)
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Thus we obtain Stokes theorem on the symmetric lattice∫
C
dω =
∫
∂C
ω. (A.6)
B. Proof of Associativity of Clifford product on the
Oriented Lattice
In this appendix we prove the associativity of the following Clifford product on
the oriented lattice:
(dxK ∨ dxM) ∨ dxL = dxK ∨ (dxM ∨ dxL), (B.1)
which guarantees the associativity of Clifford product for the general form. We
should remind that dxµ = θµ on the oriented lattice.
Here we first assume that the associativity is satisfied in the case where dxM is
1-form dxµ
(dxK ∨ dxµ) ∨ dxL = dxK ∨ (dxµ ∨ dxL), (B.2)
where dxK and dxL are arbitrary k, l-form. Assuming the associativity of (B.2) we
can readily show that the associativity is satisfied in the case dxM = dxµ ∨ dxν as
follows:
{
dxK ∨ (dxµ ∨ dxν)} ∨ dxM = {(dxK ∨ dxµ) ∨ dxν} ∨ dxM
= (dxK ∨ dxµ) ∨ {dxν ∨ dxM}
= dxK ∨ {dxµ ∨ (dxν ∨ dxM)}
= dxK ∨ {(dxµ ∨ dxν) ∨ dxM} . (B.3)
Here the Clifford product of 1-forms leads
dxµ ∨ dxν = dxµ ∧ dxν +←−T−µδµ,ν−→Tν , (B.4)
and thus the associativity for dxM=2-form case of (B.1) is proved. Proceeding in
the similar way by induction and noting the following general relation:
dxM ∨ dxµ = dxM ∧ dxµ +←−T−µ((m− 1)-form)−→Tµ, (B.5)
we can complete the proof for the general form of the associativity (B.1).
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We next prove that the assumed associativity (B.2) is in fact satisfied. We can
factor out dxµ from dxK
dxK = (dxµ)adxK
′
, (B.6)
where dxK
′
is k′-form and does not contain dxµ. Here a = 0, 1 and thus (dxµ)a can
be expanded by
(dxµ)a = δa,0 + δa,1dx
µ. (B.7)
Similarly we set dxL = (dxµ)bdxL
′
, where dxL
′
is l′-form and does not contain dxµ.
The following useful formula:
(dxµ)adxK
′ ∨ (dxµ)bdxL′ =
{
δa,1δb,1(−)k′←−T−µ−→Tµ + (−)k′b(dxµ)a(dxµ)b
}
(dxK
′ ∨ dxL′)
= (−)k′b {(dxµ)a ∨ (dxµ)b}{dxK ′ ∨ dxL′} , (B.8)
straightforwardly leads the desired relation,
{
(dxµ)adxK
′ ∨ dxµ
}
∨ (dxµ)bdxL′
= (dxµ)adxK
′ ∨
{
dxµ ∨ (dxµ)bdxL′
}
=
{
δa,0δb,0(−)kdxµ + δa,0δb,1←−T−µ−→Tµ + δa,1δb,0(−)k←−T−µ−→Tµ
+ δa,1δb,1
←−
T−µ
−→
Tµdx
µ
}
(dxK
′ ∨ dxL′). (B.9)
This completes the proof of the associativity (B.2) and thus the general form of (B.1).
C. Proof of Associativity of Clifford Product on the
Symmetric Lattice
The proof of the associativity of the Clifford product on the symmetric lattice
proceeds parallel to the oriented lattice version of the previous appendix except that
the calculation is more involved.
Let us again assume that the following associativity is satisfied:
(θK ∨ θǫµ) ∨ θL = θK ∨ (θǫµ ∨ θL), (C.1)
where θK and θL are any k- and l-form, respectively, while θǫµ is 1-form. For any
1-form θǫ
′ν we can readily prove by (C.1)
{θK ∨ (θǫµ ∨ θǫ′ν)} ∨ θL = θK ∨ {(θǫµ ∨ θǫ′ν) ∨ θL}. (C.2)
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Here the Clifford product of 1-forms leads
θǫµ ∨ θǫ′ν = θǫµ ∧ θ−ǫ′ν + (αγ + βδ)δǫµ,ǫ′ν−→T2ǫµ + (αδ + βγ)δǫµ,−ǫ′ν (C.3)
and thus the associativity for θM=2-form case of (5.5) is proved.
Proceeding in the similar way by induction and noting the following general
relation:
θM ∨ θǫµ = θM ∧ θǫµ + ((m− 1)-form), (C.4)
we can complete the proof for the following general form of the associativity as in
the oriented lattice case,
(θK ∨ θM) ∨ θL = θK ∨ (θM ∨ θL), (C.5)
where θM is general m-form.
We next prove the assumed associativity(C.1). We then factor out θ±µ from θK
and θL
θK = (θµ)a(θ−µ)bθK
′
,
θL = (θµ)c(θ−µ)dθL
′
(C.6)
where a, b, c, d = 0 or 1 and θK
′
and θL
′
are k′- and l′-form, respectively, and do not
contain θ±µ. The following factorization formula is useful for the proof:
{
(θǫµ)a(θ−ǫµ)bθK
′
}
∨
{
(θǫµ)c(θ−ǫµ)dθL
′
}
= (−)k′(c+d)
[
(θǫµ)a(θ−ǫµ)b(θǫµ)c(θ−ǫµ)d
+ (αδ + βγ)
{
δa,1 δd,1(−)b+c(θ−ǫµ)b(θǫµ)c + δb,1 δc,1(θǫµ)a(θ−ǫµ)d
}
+ (αγ + βδ)
{
δa,1 δc,1(−)b(θ−ǫµ)b(θ−ǫµ)d−→T2ǫµ + δb,1 δd,1(−)c(θǫµ)a(θǫµ)c−→T−2ǫµ
}
− (α2 − β2)(γ2 − δ2)δa,1δb,1δc,1δd,1
] (
θK
′ ∨ θL′
)
= (−)k′(c+d) [(θǫµ)a(θ−ǫµ)b ∨ (θǫµ)c(θ−ǫµ)d] (θK ′ ∨ θL′) , (C.7)
where we have used the following relation:
(θµ)a = δa,0 + δa,1θ
µ. (C.8)
Special case of this formula leads
(θǫµ)a(θ−ǫµ)bθK
′ ∨ θǫµ
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=
[{
(θǫµ)a(θ−ǫµ)bθK
′
}
∨
{
(θǫµ)c(θ−ǫµ)dθL
′
}]
c=1,d=0,θL′=1
= (−)k′
[
δa,0(−)bθǫµ(θ−ǫµ)b
+ (αδ + βγ)δb,1(θ
ǫµ)a
+ (αγ + βδ)δa,1(−)b(θ−ǫµ)b−→T2ǫµ
]
θK
′
(C.9)
and
θǫµ ∨
{
(θǫµ)c(θ−ǫµ)dθL
′
}
=
[
δc,0θ
ǫµ(θ−ǫµ)d
+ (αδ + βγ)δd,1(−)c(θǫµ)c
+ (αγ + βδ)δc,1(θ
−ǫµ)d
−→
T2ǫµ
]
θL
′
. (C.10)
After straightforward calculations we finally obtain
{
(θǫµ)a(θ−ǫµ)bθK
′ ∨ θǫµ
}
∨ (θǫµ)c(θ−ǫµ)dθL′
= (θǫµ)a(θ−ǫµ)bθK
′ ∨
{
θǫµ ∨ (θǫµ)c(θ−ǫµ)dθL′
}
= (−)k(c+d+1)
[
δa,0 δb,0 δc,0 δd,0θ
ǫµ + δa,0 δc,0(δb,0 δd,1 − δb,1 δd,0)θǫµθ−ǫµ
+ (αδ + βγ)
{
δa,0 δc,0(δb,1 δd,0 + δb,0 δd,1)
+ (δa,1 δb,1 δc,0 δd,0 − δa,0 δb,0 δc,1 δd,1 )θǫµ
+ 2δa,0 δb,1 δc,0 δd,1θ
−ǫµ
+ δb,1 δd,1(δa,0 δc,1 + δa,1 δc,0)θ
ǫµθ−ǫµ
}
+ (αγ + βδ)
{
δb,0 δd,0(δa,1 δc,0 + δa,0 δc,1 )
−→
T2ǫµ
+ (δa,1 δb,0 δc,1 δd,0
−→
T2ǫµ − δa,0 δb,1 δc,0 δd,1−→T−2ǫµ)θǫµ
+ {δa,0 δc,1(δb,0 δd,1 + δb,1 δd,0) + δa,1 δc,0(δb,0 δd,1 − δb,1 δd,0)}−→T2ǫµθ−ǫµ
+ δa,1 δc,1(δb,1 δd,0 + δb,0 δd,1)
−→
T2ǫµθ
ǫµθ−ǫµ
}
+ (α2 − β2)(γ2 − δ2)
{
δb,1 δd,1(δa,0 δc,1 − δa,1 δc,0 )
+ δa,1 δb,1 δc,1 δd,1θ
ǫµ
}](
θK
′ ∨ θL′
)
. (C.11)
This completes the proof of the associativity (C.1) and thus the general form of (C.5).
D. Other Possible Associative Clifford Products on
the Lattice
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We prove the associativity of another type of Clifford product defined in (5.20).
We follow the same procedure as the previous appendices so that we just need to
prove the following type of associativity:
(θK ∨ θǫµ) ∨ θL = θK ∨ (θǫµ ∨ θL). (D.1)
Since the summation in the definition of the Clifford product in (5.20) does not
contain the summation of ǫi, we need to show the proof for both cases of θ
µ and θ−µ
explicitly. Straightforward calculations lead{
(θµ)a(θ−µ)bθK
′ ∨ θµ
}
∨ (θµ)c(θ−µ)dθL′
= (θµ)a(θ−µ)bθK
′ ∨
{
θµ ∨ (θµ)c(θ−µ)dθL′
}
= (−)k′(c+d+1)
[
δa,0 δc,0
{
δb,0 δd,0θ
µ + (δb,0 δd,1 − δb,1 δd,0)θµθ−µ
}
+ αδ δa,0 δd,1
{
δb,0 δc,0 − δb,0 δc,1θµ + δb,1 δc,0θ−µ + δb,1 δc,1θµθ−µ
}
+ βγ δb,1 δc,0
{
δa,0 δd,0 + δa,1 δd,0θ
µ + δa,0 δd,1θ
−µ + δa,1 δd,1θ
µθ−µ
}
− βδ δa,0 δb,1 δc,0 δd,1θµ−→T−2µ
+ αγ
{
δb,0 δd,0(δa,1 δc,0 + δa,0 δc,1 )
+ δa,1 δc,1 δb,0 δd,0θ
µ
+ {δa,0 δc,1(δb,0 δd,1 + δb,1 δd,0) + δa,1 δc,0(δb,0 δd,1 − δb,1 δd,0)}θ−µ
+ δa,1 δc,1(δb,1 δd,0 + δb,0 δd,1)θ
µθ−µ
}−→
T2µ
] (
θK
′ ∨ θL′
)
, (D.2)
and {
(θµ)a(θ−µ)bθK
′ ∨ θ−µ
}
∨ (θµ)c(θ−µ)dθL′
= (θµ)a(θ−µ)bθK
′ ∨
{
θ−µ ∨ (θµ)c(θ−µ)dθL′
}
= (−)k′(c+d+1)
[
δb,0 δd,0
{
δa,0 δc,0θ
−µ + (δa,1 δc,0 − δa,0 δc,1)θµθ−µ
}
+ αδ δa,1 δd,0
{
δb,0 δc,0 + δb,0 δc,1θ
µ − δb,1 δc,0θ−µ + δb,1 δc,1θµθ−µ
}
+ βγ δb,0 δc,1
{
δa,0 δd,0 + δa,1 δd,0θ
µ + δa,0 δd,1θ
−µ + δa,1 δd,1θ
µθ−µ
}
+ βδ
{
δa,0 δc,0(δb,1 δd,0 + δb,0 δd,1)
+ {δb,0 δd,1(δa,1 δc,0 − δa,0 δc,1) + δb,1 δd,0(δa,1 δc,0 + δa,0 δc,1)}θµ
+ δb,1 δd,1 δa,0 δc,0θ
−µ
+ δb,1 δd,1(δa,1 δc,0 + δa,0 δc,1)θ
µθ−µ
}−→
T−2µ
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− αγ δa,1 δb,0 δc,1 δd,0θ−µ−→T2µ
] (
θK
′ ∨ θL′
)
. (D.3)
These proofs compete the proof of the associativity of the particular form (D.1)
and thus lead to the associativity of the general form of Clifford product on the
symmetric lattice.
E. Adjoint operator of exterior derivative: δ = d −
d ∨
We show that the following operators,
δ(1) = d− d ∨ = 1
2
∑
µ
(
∂
∂θ−µ
∂−µ − ∂
∂θµ
∂+µ
)
≡
∑
µ
δ(1)µ , (E.1)
δ(2) = d− d ∨ = −
∑
µ
∂
∂θµ
∂+µ ≡
∑
µ
δ(2)µ , (E.2)
play the role of adjoint of exterior derivative
d =
∑
µ
(θµ∂−µ − θ−µ∂+µ) ≡
∑
µ
dµ (E.3)
for the definitions of Clifford product given in (5.19) and (5.23), respectively. They
satisfy ∫ (
ζgθK
)∗ ∨ dfθL∣∣∣
0-form
vol =
∫ (
ζδ(i)gθK
)∗ ∨ fθL∣∣∣
0-form
vol , (E.4)
for i = 1, 2. More explicitly we give proofs of the following equivalence:
(
ζgθK
)∗ ∨ dµfθL∣∣∣
0-form
= (ζδ(i)µ gθ
K)∗ ∨ fθL
∣∣∣
0-form
, (E.5)
up to overall shift operators for i = 1, 2. Summing up µ and integrating out, we
obtain (E.4) from (E.5) up to the surface terms.
Let us factor out θ±µ from θK and θL,
θK = (θµ)a(θ−µ)bθK
′
, θL = (θµ)c(θ−µ)dθL
′
, (E.6)
where θK
′
and θL
′
contain neither θµ nor θ−µ. Then we can show the following
factorization property:
(
ζg′(θµ)a(θ−µ)b
)∗ ∨ dµf ′(θµ)c(θ−µ)d∣∣∣
0-form
(ζθK
′
)∗ ∨ θL′
∣∣∣
0-form
= (ζδ(i)µ g
′(θµ)a(θ−µ)b)∗ ∨ f ′(θµ)c(θ−µ)d
∣∣∣
0-form
(ζθK
′
)∗ ∨ θL′
∣∣∣
0-form
(E.7)
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where g′ = T−K ′g and f
′ = T−K ′f and those shift operators are generated by the
relations, (θK
′
)∗g = g′(θK
′
)∗ and (θK
′
)∗f = f ′(θK
′
)∗. Due to this factorization
property we just need to prove the formula only for the factorized case.
Introducing the most general form which include θ±µ,
F = f0 + f+θ
µ + f−θ
−µ + f˜ θµθ−µ, (E.8)
G = g0 + g+θ
µ + g−θ
−µ + g˜θµθ−µ, (E.9)
we need to prove
(ζG)∗ ∨ dµF
∣∣∣
0-form
= (ζδ(i)µ G)
∗ ∨ F
∣∣∣
0-form
, (E.10)
up to overall shift operators. Explicit calculations lead
(ζG)∗ ∨ dµF
∣∣∣
0-form
= (ζδ(1)µ G)
∗ ∨ F
∣∣∣
0-form
=
1
2
(∂+µg
∗
− − ∂−µg∗+)f0 +
1
4
g˜∗(∂−µf+ + ∂+µf−), (E.11)
and
(ζG)∗ ∨ dµF
∣∣∣
0-form
= (ζδ(2)µ G)
∗ ∨ F
∣∣∣
0-form
= −(∂−µg∗+)f0. (E.12)
Here we have used the lattice version of integration by part, g(∂±µf) = −(∂∓µg)f
which is valid up to surface terms. We have thus completed the proof for the
factorized version which leads the complete proof of the general form due to the
factorization property.
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