Abstract. When a physical feature is observed by two or more cameras, its position in the 3D space can be easily recovered by means of triangulation. However, for such estimate to be reliable, accurate intrinsic and extrinsic calibration of the capturing devices must be available. Extrinsic parameters are usually the most problematic, especially when dealing with a large number of cameras. This is due to several factors, including the inability to observe the same reference object over the entire network and the sometimes unavoidable displacement of cameras over time. With this paper we propose a game-theoretical method that can be used to dynamically select the most reliable rigid motion between cameras observing the same feature point. To this end we only assume to have a (possibly incomplete) graph connecting cameras whose edges are labelled with extrinsic parameters obtained through pairwise calibration.
Introduction
Two points of view are in general enough to reconstruct 3D information from 2D projections. Nevertheless, in many practical scenarios, the adoption of multiple independent cameras is the preferred choice. This is the case, for instance, when people have to be tracked within large areas [1] and strong resilience to occlusion is sought [2] .A collection of different points of view can also result from dynamic scenarios, where cameras are mounted on drones [3] or images are collected by different users on social networks and online services [4] . Camera grids can also be very helpful when the phenomenon to be studied is difficult to analyze from a single point of view. This happens with many Computer Vision tasks, ranging from human action recognition [5] to video surveillance [6] and tracking [7] . The adoption of multiple cameras could finally lead to improved accuracy with image-based surface reconstruction [8] , especially when dealing with complex artifacts [9] . Of course, for any of these applications to be feasible, the geometry of the cameras must be known, at least to some extent. For this reason, a lot of calibration methods that can be used to recover intrinsic and extrinsic parameters have been proposed. Classic approaches use artificial targets with known geometry [10] to compute intrinsic parameters and simultaneously assess the relative pose of each camera [11] . Other methods perform pairwise calibrations that can be subsequently made consistent with respect to a reference world [12] . It is also very common to exploit the scene itself to obtain simultaneous extrinsic calibration ad structure reconstruction [13] . Finally, many techniques have been proposed to calibrate a whole camera network at the same time [14, 15] . Regardless of the method of choice, any calibration procedure will result in some degree of inaccuracy. In addition, even very accurate calibrations could deteriorate over time, as a consequence of movements of the cameras, slight changes in the network topology or drift of intrinsic parameters. With this paper we are not proposing a new calibration method. Neither are we interested in how the calibration has been performed. We are just assuming that a (possibly large) set of cameras are available and that some process assessed their extrinsic position up to its best accuracy. Within this scenario, our goal is not to enhance the calibration or to correct its precision. Rather we are proposing a consensus-based approach to select the more reliable set of extrinsic parameters that can be used to perform triangulation given the current calibration. This happens dynamically and depends on several factors, including the position of the material points to be triangulated, the quality of the observations on the image plane and the quality of initial extrinsic estimate.
General Scenario and Main Contributions
The general scenario we are working with is well represented in Fig. 1 . We are dealing with a network of cameras C = {C 1 , C 2 . . . C n }, each referred by a unique label C i . The typical size of such network can range from a few to several tenths of independent devices. The cameras have been previously calibrated for both intrinsic and extrinsic parameters. Within this paper, we are using the term intrinsic calibration to refer to all the parameters needed to convert the image acquired by the cameras to normalized image planes, as captured by an
