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1. Introduction
The stability or root clustering of polynomials plays an important role in problems in the theory
of ordinary differential equations, numerical mathematics and control theory. The area of robustness
underparametricuncertainty relies onelegant results for testing the stabilityof families ofpolynomials
[1]. Following Kharitonov’s seminal theorem [2], Soh et al. [3] calculated the radius of the stability ball
in the space of coefﬁcients of a polynomial. Attempts were made to deal with more sophisticated
classes of perturbations in the coefﬁcients of the polynomial. The edge theorem due to Bartlett et al.
[4] was largelymotivated by a desire to extend Kharitonov’s problem by taking dependencies between
the coefﬁcients of the polynomials into account and by dealing with general stability regions and
not necessarily the left half plane corresponding to Hurwitz stability. It gives a complete, exact and
constructive characterization of the root set of a polytopic family.
Theproblemisalso studiedof testing for stability a classof realpolynomials inwhich thecoefﬁcients
depend on a number of variable parameters in a multilinear way. Kraus et al. [5] showed that the
testing for real unstable roots could be achieved by examining the stability of a ﬁnite number of
corner polynomials while checking for unstable complex roots normally involves examining the real
solutions of up to m + 1 simultaneous polynomial equations where m is the number of parameters.
Some sufﬁcient conditions based on the Mapping Theorem were proposed to deal with multilinear
dependencies by Keel and Bhattacharyya [1], and Tien et al. [6]. An improvement of the sufﬁcient
conditions was made by Pujara and Srinivas [7] who showed that the conservatism can be reduced if
the exposed two dimensional faces of the overbounding polytope are known. Explicit necessary and
sufﬁcient conditions are derived for the case of two parameters in Zeheb [8].
Few results are available for the case when the coefﬁcients of the polynomial are nonlinear or
arbitrary functions of parameters. Vicino et al. [9] gave an algorithm for calculating parametric sta-
bility margins in the case of nonlinearly correlated parameter dependence. S˘iljak and Stipanovic´ [10]
applied Bernstein’s polynomial to D-stability of complex polynomials where the coefﬁcients depend
polynomially on the parameters. This result relies on Garloff [11] and determines stability by testing
a single real polynomial for positivity. Although the testing polynomial has twice the degree of the
original polynomial, it offers a stopping criterion for the proposed recursive Bernstein based algorithm.
Garloff and Graf [12] considered the robust Schur stability of polynomials with coefﬁcients depend-
ing polynomially on parameters. An algorithm introduced relies on the expansion of a multivariate
polynomial into Bernstein polynomials. In [13], a new and efﬁcient algorithm is given to determine
the Hurwitz stability of a family of polynomials whose coefﬁcients are polynomially dependent on the
parameters. Despite the availability of elegant results for the case of afﬁne ormultilinear dependencies
of parameters on the coefﬁcients of a polynomial, there is no simpleway to dealwith polynomialswith
coefﬁcients that arepolynomiallydependent onparameters. Signiﬁcantly, this case arises inﬁxedorder
multivariable control. Notably, the recent result given in Keel and Bhattacharyya [13] is a vertex result
applicable to the polynomial dependency case. In this paper, we present the complex counterpart of
the result in [13]. This is useful to solve some important performance attainment problems for control
systems. It is known that performance problems such as phase margin and H∞ margin problems can
be cast as robust stability problems of certain complex polynomials.
In the next section,we brieﬂy review certain positivity conditions that provide the basic foundation
of the results developed here.
2. Sign-deﬁnite decomposition
Many problems in system design and analysis can be reduced to relatively simpler positivity con-
ditions on a function or several functions. For example, it is known that conditions for strict positive
realness (SPR) of rational transfer functions can be expressed solely in terms of positivity of some
uncertain polynomials (see [14]).
We give some preliminary results on robust positivity problem below. We ﬁrst introduce some
basic results on sign-deﬁnite decomposition. These follow Elizondo-Gonzalez [15] wheremore details
are available. The reader should also consult Stipanovic´ and S˘iljak [14], and S˘iljak and S˘iljak [16] for
results on robust positivity.
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Fig. 1. f+ and f− representation.
2.1. Robust positivity
Let
x := (x1, x2, . . . , xl) (1)
be a real vector, f (x) a real function of x, and consider the problem of determining if f (x) is positive
for all x ∈ X where X is the box:
X =
{
x : x−i  xi  x+i , for all i
}
. (2)
We assume that the function f (x) can be decomposed as
f (x) = f+(x) − f−(x) (3)
where
f+(x) 0, f−(x) 0, for all x ∈ X (4)
are uniquely determined functions of x. This process is called sign-deﬁnite decomposition. We now
deﬁne the four extreme vectors of x ∈ X as:
x
+
min := arg minx∈X f
+(x),
x
−
min := arg minx∈X f
−(x),
x+max := arg maxx∈X f
+(x), (5)
x−max := arg maxx∈X f
−(x).
Then we have
f+(x+min) f+(x) f+(x+max), for x ∈ X ,
f−(x−min) f−(x) f−(x−max), for x ∈ X . (6)
For a ﬁxed x, the value f (x) can be represented in the (f−, f+) plane by associating it with the point
f−(x) and f+(x) as shown in Fig. 1.
Example 1. Consider the function
f (x) = f+(x) − f−(x),
where
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Fig. 2. Sets f (x), f+(x), and f−(x) (Example 1).
f+(x) = 3 sin(4x1 + 3x2) + e
1
10
x1+ 25 x2
0.1x22 + x1
, (7)
f−(x) = 5 sin2(3(x1 + x2)) + 10 cos(2x
3
1 + x2)
x1 + x22 + 1
+ 1
15
x32 (8)
and xi ∈ [1, 7] for i = 1, 2. The sets f (x), f+(x), and f−(x) as x ranges over X are shown in Fig. 2. Fig.
3 shows the image of the entire family f (x) for x ∈ X in the (f−, f+) plane.
As illustrated in Fig. 1, the robust positivity (or negativity) of the family f (x) could be concluded if
the entire setwere to be located above (or below) the straight line representing f (x) = 0.However, due
to the possibly highly irregular shape of the set, it is in general not possible to reach this conclusion
without actually testing all the points of the set. A sufﬁcient condition can be stated by using the
bounding box shown in Fig. 3. In other words, we can conclude that the family f (x) is robustly positive
if the axis parallel bounding box is located above f (x) = 0.
As seen from Example 1, the major difﬁculty is to obtain the four extreme vectors of X for the
case when f (x) is an arbitrary function. However, obtaining these four extreme vectors becomes
straightforward if f (x) is a polynomial function with xi  0 for x ∈ X . In this case, f+(x) and f−(x)
consist of the terms of f (x)with positive and negative coefﬁcients, respectively. For example, consider
the problem of determining the robust positivity of the following function
fˆ (xˆ) = xˆ21 xˆ2 − xˆ2xˆ23 + xˆ1 − xˆ1xˆ2xˆ3
M.J. Knap et al. / Linear Algebra and its Applications 434 (2011) 1663–1676 1667
Fig. 3. The family f (x) and its bounding box in the (f− , f+) space (Example 1).
over the box
Xˆ = {xˆ1 ∈ [−1, 1], xˆ2 ∈ [−1, 2], xˆ3 ∈ [0, 3]} .
The problem is equivalent to testing the robust positivity of
f (x) = (x1 + 1)2(x2 + 1) + (x1 + 1)︸ ︷︷ ︸
f+(x)
− (x2 + 1)x23 + (x1 + 1)(x2 + 1)x3︸ ︷︷ ︸
f−(x)
over the box
X = {x1 ∈ [0, 2], x2 ∈ [0, 3], x3 ∈ [0, 3]} .
Now let f (x) be a polynomial function of x and suppose that xi  0 for x ∈ X . Let x+ and x− denote
the extreme vectors
x− :=
(
x
−
1 , x
−
2 , . . . , x
−
l
)
, (9)
x+ :=
(
x
+
1 , x
+
2 , . . . , x
+
l
)
so that
f+(x+) = max
x∈X f
+(x),
f−(x+) = max
x∈X f
−(x),
f+(x−) = min
x∈X f
+(x), (10)
f−(x−) = min
x∈X f
−(x).
Then we have the following.
f+(x−) f+(x) f+(x+),
f−(x−) f−(x) f−(x+). (11)
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Fig. 4. A rectangle ABCD.
Now consider the rectangle formed by the four points in the (f−, f+) plane
A =
(
f−(x−), f+(x−)
)
,
B =
(
f−(x−), f+(x+)
)
,
C =
(
f−(x+), f+(x+)
)
,
D =
(
f−(x+), f+(x−)
)
.
Lemma 1. For every x ∈ X , (f−(x), f+(x)) lies inside ABCD (Fig. 4).
Lemma 2. For all x ∈ X ,
f (x)
{
0, if f+(x−) − f−(x+) 0,
0, if f+(x+) − f−(x−) 0.
Proof. The proof follows from (11) and Lemma 1, and the three possible relationships between the
line L and the rectangle ABCD as shown in Fig. 5. 
Recursive Algorithm
In Fig. 5(III), B and D lie on opposite sides of L
f+(x+) − f−(x−) > 0,
f+(x−) − f−(x+) < 0 (12)
and it is not possible to conclude robust positivity or negativity overX from the above Lemmas. In this
case, the box X can be decomposed into smaller boxes Xk , k = 1, 2, . . . , m so that
X = ∪mk=1Xk (13)
and the above test applied to each Xk . This can be repeated recursively to generate subsets X+ and
X− of X such that f (x) > 0 for all x ∈ X+ and f (x) < 0 for all x ∈ X−. In general, X+ or X− are
unions of boxes but are not necessarily box like or even connected. If a number of functions fi(x) are
to be robustly positive, one can determine the corresponding X+i and ﬁnd ∩iX+i .
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Fig. 5. Three possible relationships between the line L and ABCD.
3. Robust Hurwitz stability
The problem of interest is to test the Hurwitz stability of a complex polynomial family where the
coefﬁcients depend polynomially on the real parameter vector x which lies in the prespeciﬁed box X .
Consider the degree invariant complex polynomial family
P := {p(s, x) : x ∈ X }, (14)
where X is a prescribed box. Without loss of generality, we can assume that xi  0 by translating the
box X to the ﬁrst orthant if necessary.
Let each polynomial of degree n be written:
p(s, x) := a(s, x) + jb(s, x), (15)
where a(s, x) and b(s, x) are real polynomials:
a(s, x) := a0(x) + a1(x)s + · · · + an(x)sn,
b(s, x) := b0(x) + b1(x)s + · · · + bn(x)sn. (16)
Then we write
p(s, x) = (a0(x) + a1(x)s + · · · + an(x)sn)︸ ︷︷ ︸
aeven(s2 ,x)+saodd(s2 ,x)
+ j (b0(x) + b1(x)s + · · · + bn(x)sn)︸ ︷︷ ︸
beven(s2 ,x)+sbodd(s2 ,x)
(17)
=
(
aeven(s
2, x) + saodd(s2, x)
)
+ j
(
beven(s
2, x) + sbodd(s2, x)
)
.
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Substituting s = jω:
aeven(−ω2, x) = a0(x) − a2(x)ω2 + a4(x)ω4 − a6(x)ω6 + a8(x)ω8
−a10(x)ω10 + a12(x)ω12 − · · · ,
beven(−ω2, x) = b0(x) − b2(x)ω2 + b4(x)ω4 − b6(x)ω6 + b8(x)ω8
−b10(x)ω10 + b12(x)ω12 − · · · ,
aodd(−ω2, x) = a1(x) − a3(x)ω2 + a5(x)ω4 − a7(x)ω6 + a9(x)ω8
−a11(x)ω10 + a13(x)ω12 − · · · ,
bodd(−ω2, x) = b1(x) − b3(x)ω2 + b5(x)ω4 − b7(x)ω6 + b9(x)ω8
−b11(x)ω10 + b13(x)ω12 − · · ·
and
p(jω, x) =
(
aeven(−ω2, x) − ωbodd(−ω2, x)
)
︸ ︷︷ ︸
pr(jω,x)
+ j
(
beven(−ω2, x) + ωaodd(−ω2, x)
)
︸ ︷︷ ︸
pi(jω,x)
. (18)
We now apply the sign-deﬁnite decomposition to each coefﬁcient. For each i, let
ai(x) = a+i (x) − a−i (x),
bi(x) = b+i (x) − b−i (x). (19)
Deﬁne
a+even(−ω2) :=
(
a
+
0 (x
+) − a−0 (x−)
)
−
(
a
+
2 (x
−) − a−2 (x+)
)
ω2
+
(
a
+
4 (x
+) − a−4 (x−)
)
ω4 −
(
a
+
6 (x
−) − a−6 (x+)
)
ω6 + · · · ,
a−even(−ω2) :=
(
a
+
0 (x
−) − a−0 (x+)
)
−
(
a
+
2 (x
+
) − a−2 (x−)
)
ω2
+
(
a
+
4 (x
−) − a−4 (x+)
)
ω4 −
(
a
+
6 (x
+) − a−6 (x−)
)
ω6 + · · ·
Then
a−even(−ω2) aeven(−ω2, x) a+even(−ω2) (20)
for all x ∈ X .
Similarly, we deﬁne the following:
b+even(−ω2) :=
(
b
+
0 (x
+) − b−0 (x−)
)
−
(
b
+
2 (x
−) − b−2 (x+)
)
ω2
+
(
b
+
4 (x
+) − b−4 (x−)
)
ω4 −
(
b
+
6 (x
−) − b−6 (x+)
)
ω6 + · · · ,
b−even(−ω2) :=
(
b
+
0 (x
−) − b−0 (x+)
)
−
(
b
+
2 (x
+) − b−2 (x−)
)
ω2
+
(
b
+
4 (x
−) − b−4 (x+)
)
ω4 −
(
b
+
6 (x
+) − b−6 (x−)
)
ω6 + · · · ,
a
+
odd(−ω2) :=
(
a
+
1 (x
+) − a−1 (x−)
)
−
(
a
+
3 (x
−) − a−3 (x+)
)
ω2
+
(
a+5 (x+) − a−5 (x−)
)
ω4 −
(
a+7 (x−) − a−7 (x+)
)
ω6 + · · · ,
a
−
odd(−ω2) :=
(
a
+
1 (x
−) − a−1 (x+)
)
−
(
a
+
3 (x
+) − a−3 (x−)
)
ω2
+
(
a+5 (x−) − a−5 (x+)
)
ω4 −
(
a+7 (x+) − a−7 (x−)
)
ω6 + · · · ,
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b
+
odd(−ω2) :=
(
b
+
1 (x
+) − b−1 (x−)
)
−
(
b
+
3 (x
−) − b−3 (x+)
)
ω2
+
(
b+5 (x+) − b−5 (x−)
)
ω4 −
(
b+7 (x−) − b−7 (x+)
)
ω6 + · · · ,
b
−
odd(−ω2) :=
(
b
+
1 (x
−) − b−1 (x+)
)
−
(
b
+
3 (x
+) − b−3 (x−)
)
ω2
+
(
b+5 (x−) − b−5 (x+)
)
ω4 −
(
b+7 (x+) − b−7 (x−)
)
ω6 + · · ·
It is easy to verify that
a−even(−ω2) aeven(−ω2, x) a+even(−ω2),
a
−
odd(−ω2) aodd(−ω2, x) a+odd(−ω2),
b−even(−ω2) beven(−ω2, x) b+even(−ω2), (21)
b
−
odd(−ω2) bodd(−ω2, x) b+odd(−ω2).
We now consider two separate ranges of ω values. For ω 0, we deﬁne
p+r (jω) := a+even(−ω2) − ωb−odd(−ω2),
p−r (jω) := a−even(−ω2) − ωb+odd(−ω2),
p
+
i (jω) := b+even(−ω2) + ωa+odd(−ω2), (22)
p
−
i (jω) := b−even(−ω2) + ωa−odd(−ω2).
Then it is clear from (21) that for ω 0
p−r (jω) pr(jω, x) p+r (jω), (23)
p
−
i (jω) pi(jω, x) p
+
i (jω). (24)
Note that pr(jω, x) and pi(jω, x) are real polynomials in ω. We now recover the corresponding
polynomials in “s” by substituting ω = −js. Then
a+even(s2) =
(
a
+
0 (x
+) − a−0 (x−)
)
+
(
a
+
2 (x
−) − a−2 (x+)
)
s2 +
(
a
+
4 (x
+) − a−4 (x−)
)
s4 + · · · ,
a−even(s2) =
(
a
+
0 (x
−) − a−0 (x+)
)
+
(
a
+
2 (x
+
) − a−2 (x−)
)
s2 +
(
a
+
4 (x
−) − a−4 (x+)
)
s4 + · · · ,
b+even(s2) =
(
b
+
0 (x
+) − b−0 (x−)
)
+
(
b
+
2 (x
−) − b−2 (x+)
)
s2 +
(
b
+
4 (x
+) − b−4 (x−)
)
s4 + · · · ,
b−even(s2) =
(
b
+
0 (x
−) − b−0 (x+)
)
+
(
b
+
2 (x
+) − b−2 (x−)
)
s2 +
(
b
+
4 (x
−) − b−4 (x+)
)
s4 + · · · ,
a
+
odd(s
2) =
(
a
+
1 (x
+) − a−1 (x−)
)
+
(
a
+
3 (x
−) − a−3 (x+)
)
s2 +
(
a+5 (x+) − a−5 (x−)
)
s4 + · · · ,
a
−
odd(s
2) =
(
a
+
1 (x
−) − a−1 (x+)
)
+
(
a
+
3 (x
+) − a−3 (x−)
)
s2 +
(
a+5 (x−) − a−5 (x+)
)
s4 + · · · ,
b
+
odd(s
2) =
(
b
+
1 (x
+) − b−1 (x−)
)
+
(
b
+
3 (x
−) − b−3 (x+)
)
s2 +
(
b+5 (x+) − b−5 (x−)
)
s4 + · · · ,
b
−
odd(s
2) =
(
b
+
1 (x
−) − b−1 (x+)
)
+
(
b
+
3 (x
+) − b−3 (x−)
)
s2 +
(
b+5 (x−) − b−5 (x+)
)
s4 + · · ·
Accordingly, we have
p−r (s) := a−even(s2) + jsb+odd(s2),
p+r (s) := a+even(s2) + jsb−odd(s2),
p
−
i (s) := b−even(s2) − jsa−odd(s2), (25)
p
+
i (s) := b+even(s2) − jsa+odd(s2).
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We now consider the case ω 0. Deﬁne
q+r (jω) := a+even(−ω2) − ωb+odd(−ω2),
q−r (jω) := a−even(−ω2) − ωb−odd(−ω2),
q
+
i (jω) := b+even(−ω2) + ωa−odd(−ω2), (26)
q
−
i (jω) := b−even(−ω2) + ωa+odd(−ω2).
We have as before
q−r (jω) pr(jω, x) q+r (jω), (27)
q
−
i (jω) pi(jω, x) q
+
i (jω) (28)
and similarly we deﬁne
q−r (s) := a−even(s2) + jsb−odd(s2),
q+r (s) := a+even(s2) + jsb+odd(s2),
q
−
i (s) := b−even(s2) − jsa+odd(s2), (29)
q
+
i (s) := b+even(s2) − jsa−odd(s2).
Theorem 1. Each polynomial p(s) ∈ P is Hurwitz stable if the following eight ﬁxed complex polynomials
are Hurwitz stable:
p1(s) := p−r (s) + jp−i (s),
p2(s) := p−r (s) + jp+i (s),
p3(s) := p+r (s) + jp+i (s), (30)
p4(s) := p+r (s) + jp−i (s)
and
q1(s) := q−r (s) + jq−i (s),
q2(s) := q−r (s) + jq+i (s),
q3(s) := q+r (s) + jq+i (s), (31)
q4(s) := q+r (s) + jq−i (s).
Proof. Let co{·} denote the convex hull of a set of points {·} in the complex plane. For the case ofω 0,
due to (23) and (24), it is clear that
p(jω, x) ∈ co {p1(jω), p2(jω), p3(jω), p4(jω)} . (32)
Similarly, for ω < 0, also due to (27) and (28), we have
p(jω, x) ∈ co {q1(jω), q2(jω), q3(jω), q4(jω)} . (33)
These results show that the image set of the polynomial family at any ω is conﬁned to the convex
hull of the image of the four corresponding polynomials. This convex hull is an axis parallel rectangle
in the complex plane (see Fig. 6).
Now (32) along with the degree invariant andmonotonic phase properties of Hurwitz polynomials
establish theHurwitz stability of an arbitrary polynomial of the family. Therefore, theHurwitz stability
of the eight ﬁxed complex polynomials given in the theorem is sufﬁcient for the Hurwitz stability of
the complex polynomial family P . 
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Fig. 6. A convex hull of the image.
Remark 1. The result given in [13] is a special case of Theorem 1. For the case of a real polynomial
family, the eight ﬁxed complex polynomials in the theorem reduce to the four ﬁxed real polynomials
obtained by setting b(s, x) = 0
Kharitonov’s Theorem. For the case of interval complex polynomials, Theorem 1 reduces to the
Kharitonov Theorem for complex interval polynomials [1] as we show below. In this sense the result
given here is tight.
Consider the interval complex polynomial family
P =
{
p(s, x) : x = [(α0,β0), . . . , (αn,βn)]
αi ∈ [xi, yi] ,βi ∈ [ui, vi] , for all i
}
(34)
and we write
p(s) = (α0 + jβ0) + (α1 + jβ1)s + (α2 + jβ2)s2 + · · · , (35)
where
αi ∈ [xi, yi], βi ∈ [ui, vi], for all i.
Then
p−r (s) = a−even(s2) + jsb+odd(s2)
= (x0 + y2s2 + x4s4 + · · ·) + j(v1s + u3s3 + v5s5 + · · ·) + · · · ,
p+r (s) = a+even(s2) + jsb−odd(s2)
= (y0 + x2s2 + y4s4 + · · ·) + j(u1s + v3s3 + u5s5 + · · ·) + · · · ,
p
−
i (s) = b−even(s2) − jsa−odd(s2)
= (u0 + v2s2 + u4s4 + · · ·) − j(x1s + y3s3 + x5s5 + · · ·) + · · · ,
p
+
i (s) = b+even(s2) − jsa+odd(s2)
= (v0 + u2s2 + v4s4 + · · ·) − j(y1s + x3s3 + y5s5 + · · ·) + · · ·
and
p1(s) = p−r (s) + jp−i (s)
= (x0 + ju0) + (x1 + jv1)s + (y2 + jv2)s2 + (y3 + ju3)s3 + · · · ,
p2(s) = p−r (s) + jp+i (s)
= (x0 + jv0) + (y1 + jv1)s + (y2 + ju2)s2 + (x3 + ju3)s3 + · · · ,
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p3(s) = p+r (s) + jp+i (s)
= (y0 + jv0) + (y1 + ju1)s + (x2 + ju2)s2 + (x3 + jv3)s3 + · · · ,
p4(s) = p+r (s) + jp−i (s)
= (y0 + ju0) + (x1 + ju1)s + (x2 + jv2)s2 + (y3 + jv3)s3 + · · ·
And also
q−r (s) = a−even(s2) + jsb−odd(s2)
= (x0 + y2s2 + x4s4 + · · ·) + j(u1s + v3s3 + u5s5 + · · ·) + · · · ,
q+r (s) = a+even(s2) + jsb+odd(s2)
= (y0 + x2s2 + y4s4 + · · ·) + j(v1s + u3s3 + v5s5 + · · ·) + · · · ,
q
−
i (s) = b−even(s2) − jsa+odd(s2)
= (u0 + v2s2 + u4s4 + · · ·) − j(y1s + x3s3 + y5s5 + · · ·) + · · · ,
q
+
i (s) = b+even(s2) − jsa−odd(s2)
= (v0 + u2s2 + v4s4 + · · ·) − j(x1s + y3s3 + x5s5 + · · ·) + · · ·
and
q1(s) = q−r (s) + jq−i (s)
= (x0 + ju0) + (y1 + ju1)s + (y2 + jv2)s2 + (x3 + jv3)s3 + · · · ,
q2(s) = q−r (s) + jq+i (s)
= (x0 + jv0) + (x1 + ju1)s + (y2 + ju2)s2 + (y3 + jv3)s3 + · · · ,
q3(s) = q+r (s) + jq+i (s)
= (y0 + jv0) + (x1 + jv1)s + (x2 + ju2)s2 + (y3 + ju3)s3 + · · · ,
q4(s) = q+r (s) + jq−i (s)
= (y0 + ju0) + (y1 + jv1)s + (x2 + jv2)s2 + (x3 + ju3)s3 + · · ·
4. Example
Consider the following complex polynomial that was generated by using a random number gener-
ator
p(s) = s4 + (−3.36575 + x1 + 3.18255x2) s3
+
(
1.01645 + 5.83405x1 − 17.9574x2 + 4.02143x1x2 − 3.37348x22 − jx2x3
)
s2
+
[
−2.06939x1 + 25.1917x2 + 16.2155x1x2 + 17.4325x22 − x1x2
+ j
(
x1x2x3 + 0.838876x22x3 + 3.03033x2x3
)]
s − 53.0239x1x2
−21.848x22 + 4.68867x1x2x23 − j
(
6.16947x1x2x3 + 2.54207x22x3
)
Using the algorithm described in this paper, we can determine a set of parameters for which the
polynomial family Hurwitz stable. Two disjoint regions are found in the (x1, x2, x3) space (see Fig. 7).
Fig. 8 shows a cross-cut image of the 3D set. It shows that smaller boxes may be needed to accurately
capture the area close to the boundaries.
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Fig. 7. Stability regions.
Fig. 8. A cross-cut image of the stability region.
5. Concluding remarks
A new method of determining the robust Hurwitz stability of a complex polynomial family whose
coefﬁcients are polynomially dependent on the parameters which vary in intervals has been given in
this paper. The method presented here is a vertex result that can be used recursively and modularly
to generate an approximation to the stabilizing set. The results presented in this paper gives an inner
approximation. This can be enhanced by including an outer approximation based on robustly making
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the coefﬁcients sign invariant. Thedevelopment of numerical algorithmsbasedonboth inner andouter
approximations is a fruitful area of future research. Indeed, the technique can easily be implemented as
a parallel computational algorithm. For the example in Section 4,weused a computerwith 2 quad-core
processors to perform parallel computations.
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