Abstract. Let A 1 , A 2 be rational functions of degree at least two, which are neither Lattès maps not conjugate to z ±n or ±Tn. We describe invariant, periodic, and preperiodic algebraic curves for endomorphisms of (P 1 ) 2 given by the formula (z 1 , z 2 ) → (A 1 (z 1 ), A 2 (z 2 )).
Introduction
Let A be a rational function over C. We say that A is special if it is either a Lattès map, or it is conjugate to z ±n or ±T n . In this paper we describe invariant and more generally periodic and preperiodic algebraic curves for endomorphisms (A 1 , A 2 ) : (P 1 ) 2 → (P 1 ) 2 given by the formula
where A 1 and A 2 are non-special rational functions of degree at least two. Notice that the description of invariant varieties for more general endomorphisms (2) (z 1 , z 2 , . . . z n ) → (A 1 (z 1 ), A 2 (z 2 ), . . . A n (z n )), n ≥ 2, reduces to the description of invariant curves for endomorphisms (1) (see [9] , [10] ). On the other hand, an arbitrary dominant endomorphism G of (P 1 ) n has the form (z 1 , z 2 , . . . z n ) → (A 1 (z σ(1) ), A 2 (z σ(2) ), . . . A n (z σ(n) )) for some permutation σ ∈ S n , implying that some iterate of G has form (2) . Invariant curves for endomorphisms (1) with polynomial A 1 , A 2 were studied in the paper of Medvedev and Scanlon [10] . In particular, it was shown in [10] that if A 1 and A 2 are not conjugate to powers z n or Chebyshev polynomials ±T n , then any irreducible algebraic (A 1 , A 2 )-invariant curve has genus zero and can be parametrized by polynomials X 1 , X 2 which satisfy the system of functional equations
for some polynomial B. Using the theory of functional decompositions of polynomials developed by Ritt ([25] ), Medvedev and Scanlon investigated system (3) in details and obtained the description of (A 1 , A 2 )-invariant curves. In particular, for A 1 = A 2 the main result of [10] about invariant curves can be formulated as follows: if a polynomial A is not conjugate to z n or ±T n , then any irreducible (A, A)-invariant curve is a graph z 2 = X(z 1 ) or z 1 = X(z 2 ), where X is a polynomial commuting with A. The classification of invariant curves obtained by Medvedev and Scanlon has numerous applications in arithmetic dynamics (see e. g. [1] , [14] , [4] , [5] , [6] , [7] , [3] ), and the goal of this paper is to obtain an analogue of this classification for arbitrary non-special rational functions A 1 and A 2 .
It is not hard to show that for non-special rational functions A 1 and A 2 any (A 1 , A 2 )-invariant curve has genus zero and can be parametrized by rational functions X 1 , X 2 which satisfy (3) for some rational function B. However, the Ritt theory of polynomial decompositions used in [10] for the analysis of (3) does not extend to rational functions. Furthermore, one of the key ingredients of the method of [10] , the so-called "first Ritt theorem", is known not to be true in the rational case (see e. g. [11] ). Some of results of [10] about invariant curves were proved in [16] by a different method which does not rely on the first Ritt theorem. Nevertheless, the method of [16] is also restricted to the polynomial case.
Since invariant curves for endomorphisms (1) satisfy system (3), the problem of describing invariant curves is closely related to the problem of describing semiconjugate rational functions, that is rational solutions of the functional equation ( 
4)
A • X = X • B.
A comprehensive description of solutions of (4) was obtained in the series of papers [15] , [17] , [23] , [21] , [20] , and in this paper we apply the main results of [15] and [21] to system (3). To formulate our results explicitly we recall several definitions.
An orbifold O on CP 1 is a ramification function ν : CP 1 → N which takes the value ν(z) = 1 except at a finite set of points. If f is a rational function and O 1 , O 2 are orbifolds with ramification functions ν 1 and ν 2 , then we say that f : O 1 → O 2 is a covering map between orbifolds if for any z ∈ CP 1 the equality
holds. In case the weaker condition
is satisfied, we say that f : O 1 → O 2 is a minimal holomorphic map between orbifolds. In these terms, a Lattès map can be defined as a rational function A such that A : O → O is a covering self-map for some orbifold O (see [13] ). Following [21] , we say that A is a generalized Lattès map if there exists an orbifold O distinct from the non-ramified sphere such that A : O → O is a minimal holomorphic map. We notice that similar to ordinary Lattès maps, generalized Lattès maps can be described in terms of semiconjugacies and group actions (see [21] ). Let A 1 , A 2 X 1 , X 2 , B be rational functions such that the diagram
commutes. Then the curve C obtained as the image of CP 1 in (CP 1 ) 2 under the map
2 , and ∆ is (B, B)-invariant. For brevity, we will say that map (6) is a parametrization of the curve C. We emphasize however that such parametrizations are not necessarily generically one-to-one, that is we do not assume that X 1 and X 2 satisfy the condition C(X 1 , X 2 ) = C(z). 
Therefore, each component of E is preperiodic and at least one of these components is (A 1 , A 2 )-periodic.
Our first result provides a description of (A 1 , A 2 )-invariant curves, under the condition that A 1 and A 2 are not generalized Lattès maps, through a system of functional equations involving functional decompositions of iterates of A 1 and A 2 and diagrams (5) and (7). 
commutes, 2. The equalities
We notice that in addition to the parametrization of C, Theorem 1.1 provides us with an equation of a curve having C as a component. Namely, condition (10) implies that C is a component of the "separate variable" curve
On the other hand, condition (9) implies that
that is all components of E are eventually mapped to the curve C. In practical terms, Theorem 1.1 means that all irreducible (A 1 , A 2 )-invariant curves are obtained from decompositions of iterates (9) subject to additional restrictions (8) and (10) .
In applications, it is often desirable to know a description of (A 1 , A 2 )-periodic and preperiodic curves rather than invariant ones. For such curves the description becomes somewhat easier. Specifically, the following statement holds. 
hold for some n ≥ 1, and the map t → (X 1 (t), X 2 (t)) is a parametrization of C. 
The paper is organized as follows. In the second part we recall basic definitions and results related to orbifolds on Riemann surfaces. In the third part, basing on results of [15] and [21] , we describe the structure of solutions of functional equation (4) in rational functions. Finally, in the fourth part we prove Theorems 1.1 -1.3 and some other related results. In particular, we provide alternative formulations of Theorem 1.1 and Theorem 1.2 in the special case A 1 = A 2 = A. Specifically, we show that in Theorem 1.1 we can assume that the function B coincides with A. In other words, the description of (A, A)-invariant curves can be given in terms of functions commuting with A. Similarly, we show that the description of (A, A)-periodic and preperiodic curves can be given in terms of functions commuting with some iterate of A. 
the set of singular points of O is the set
and the signature of O is the set
, and for any z ∈ R 1 , the condition
and O 2 = (R 2 , ν 2 ) be orbifolds and let f : R 1 → R 2 be a holomorphic branched covering map. We say that f : O 1 → O 2 is a covering map between orbifolds if for any z ∈ R 1 , the equality
holds, where deg z f is the local degree of f at the point z. If for any z ∈ R 1 , the weaker condition
is satisfied instead of (14), we say that f :
A universal covering of an orbifold O is a covering map between orbifolds
A universal covering exists and is unique up to a conformal isomorphism of R whenever O is good, that is, distinct from the Riemann sphere with one ramified point or with two ramified points z 1 , z 2 such that ν(z 1 ) = ν(z 2 ). Furthermore, R is the unit disk D if and only if χ(O) < 0, R is the complex plane C if and only if χ(O) = 0, and R is the Riemann sphere CP 1 if and only if χ(O) > 0 (see e.g. [2] , Section IV.9.12). Below we will always assume that considered orbifolds are good. Abusing notation, we will use the symbol O both for the orbifold and for the Riemann surface R.
Covering maps between orbifolds lift to isomorphisms between their universal coverings. More generally, for any holomorphic map between orbifolds f :
holds. The holomorphic map F is an isomorphism if and only if f is a covering map between orbifolds (see [15] , Proposition 3.1).
is a covering map between orbifolds with compact supports, then the Riemann-Hurwitz formula implies that
where
and the equality is attained if and only if f : O 1 → O 2 is a covering map between orbifolds (see [15] , Proposition 3.2). Most of orbifolds considered in this paper are defined on CP 1 . For such orbifolds, we will omit the Riemann surface R in the definition of O = (R, ν), meaning that R = CP 
Groups Γ O ⊂ Aut(C) corresponding to orbifolds O with signatures (19) are generated by translations of C by elements of some lattice L ⊂ C of rank two and the rotation z → εz, where ε is an nth root of unity with n equal to 2,3,4, or 6, such that εL = L (see [13] , or [2] , Section IV.9.5). Accordingly, the functions θ O may be written in terms of the corresponding Weierstrass functions as 
, setting ν f 2 (z) equal to the least common multiple of local degrees of f at the points of the preimage f −1 {z}, and
By construction,
is a covering map between orbifolds. The orbifolds defined above are useful for the study of the functional equation
are holomorphic maps between compact Riemann surfaces. We say that a solution f, p, g, q of (21) is good if the fiber product of f and g has a unique component, and p : R → C 1 and q : R → C 2 have no non-trivial common compositional right factor in the following sense: the equalities
where w : R → R, p : R → C 1 , q : R → C 2 are holomorphic maps between compact Riemann surfaces, imply that deg w = 1. In this notation, the following statement holds (see [15] , Theorem 4.2).
Theorem 2.1. Let f, p, g, q be a good solution of (21) . Then the commutative diagram
consists of minimal holomorphic maps between orbifolds.
Good solutions admit the following characterization (see [15] , Lemma 2.1). (21) is good whenever any two of the following three conditions are satisfied:
• the fiber product of f and g has a unique component, • p and q have no non-trivial common compositional right factor,
Finally, the following result (see [22] , Corollary 2.9 or [23] , Theorem 2.18) states that "gluing together" two commutative diagrams corresponding to good solutions of (21) we obtain again a good solution of (21) (see the diagram below).
Theorem 2.2. Assume that the quadruples of rational functions A, C, D, B and U, D, V, W are good solutions of (21) . Then the quadruple U • A, C, V, W • B is also a good solution of (21).
Generalized Lattès maps.
A Lattès map is a rational function A such that there exist a lattice Λ of rank two in C, a doubly periodic with respect to Λ meromorphic function Θ, and an affine map at + b from C/Λ to C/Λ which make the diagram
commutative. Equivalently, a Lattès map can be defined as a rational function A such that A : O → O is a covering self-map for some orbifold O (see [13] ). Thus, A is a Lattès map if there exists an orbifold O such that for any z ∈ CP 1 the equality
holds. By formula (17) , such O necessarily satisfies χ(O) = 0. Furthermore, for a given function A there might be at most one orbifold such that (23) holds (see [13] and [21] , Theorem 6.1).
Following [21] , we say that a rational function A of degree at least two is a generalized Lattès map if there exists an orbifold O, distinct from the non-ramified sphere, such that A : O → O is a minimal holomorphic self-map between orbifolds; that is, for any z ∈ CP 1 , the equality 
Nevertheless, the following statement holds (see [21] , Theorem 1.2). 
For such A the homomorphism (16) is an automorphism. In fact, the following statement holds (see [15] , Theorem 5.1).
Theorem 2.4. Let A and F be rational functions of degree at least two and O an orbifold with χ(O) > 0 such that A : O → O is a holomorphic map between orbifolds and the diagram
CP 1 F − −−− → CP 1   θ O   θ O O A − −−− → O commutes.
Then the following conditions are equivalent:
(1) The holomorphic map A is a minimal holomorphic map.
(2) The homomorphism ϕ : Γ O → Γ O defined by the equality 3. Semiconjugate rational functions 3.1. Primitive solutions. Let A and B be rational functions of degree at least two. Recall that B is said to be semiconjugate to A if there exists a non-constant rational function X such that the equality
holds. If deg X = 1, then A and B are conjugate in the usual sense. We say that a solution A, X, B of functional equation (25) is primitive if C(B, X) = C(x). By Lemma 2.1, a solution A, X, B of (25) is primitive if and only if the quadruple
is a good solution of (21). Primitive solution are described as follows (see [15] , Theorem 6.1, or [20] ). 
In particular, Theorem 3.1 implies that if A, X, B is a primitive solution of (25) with deg X > 1, then A is necessarily a generalized Lattès map, and X satisfies the condition χ(O X 2 ) = 0, implying strong restrictions on X (see [19] ). The connection between the relation ∼ and semiconjugacy is straightforward. Namely, for A and A as above we have:
Elementary transformations and arbitrary solutions. Let
implying inductively that if A ∼ A, then A is semiconjugate to A, and A is semiconjugate to A. Moreover, the following statement, obtained by a direct calculation, is true (see [21] , Lemma 3.1).
Lemma 3.1. Let
A → A 1 → A 2 → · · · → A s
be a chain of elementary transformations, and U
i , V i , 1 ≤ i ≤ s, rational functions such that A = V 1 • U 1 , A i = U i • V i , 1 ≤ i ≤ s,andU i • V i = V i+1 • U i+1 , 1 ≤ i ≤ s − 1.
Then the functions
commutative and satisfy the equalities
Non-primitive solutions of (25) are obtained from primitive ones by chains of elementary transformation. In more details, let A, X, B be a non-primitive solution of (25) . Then by the Lüroth theorem C(B, X) = C(U 1 ) for some rational function U 1 with deg U 1 > 1, and hence
for some rational functions X 1 , V 1 . Since (25) implies the equality
the triple A, X 1 , U 1 • V 1 is also a solution of (25) . This new solution is not necessary primitive, however deg X 1 < deg X. Therefore, after a finite number of similar transformations we will obtain a primitive solution A, X ′ , B ′ .
We can summarize the above statements in the form of a single theorem (for more details see [15] , and [21] ). Theorem 3.2. Let A, X, B be a solution of (25) . Then there exist a rational function B ′ ∼ B and rational functions X ′ , U such that X = X ′ • U , the diagram
commutes and A, X ′ , B ′ is a primitive solution of (25) .
Theorem 3.2 combined with Theorem 3.1 and Lemma 3.1 implies the following corollary.
Corollary 3.1. If A, X, B is a solution of (25) and A is not a generalized Lattès map, then B ∼ A and there exists a rational function Y such that the diagram
CP 1 B − −−− → CP 1 X     X CP 1 A − −−− → CP 1 Y     Y CP 1 B − −−− → CP 1 ,
commutes, and the equalities
hold.
Proof. Indeed, if deg X ′ > 1, then Theorem 3.1 implies that A is a generalized Lattès map. Therefore, deg X ′ = 1 and B ∼ A. Since without loss of generality we may assume that U = X, B ′ = A, the corollary follows now from Lemma 3.1. 
We say that an irreducible algebraic curve
•n (C) = C for some n ≥ 1. Finally, we say that E is (A 1 , A 2 )-preperiodic if (A 1 , A 2 ) •l (C) is periodic for some l ≥ 0. The simplest (A 1 , A 2 )-invariant curves are vertical lines x = a, where a is a fixed point of A 1 , and horizontal lines y = b, where b is a fixed point of A 2 . Other invariant curves are described as follows. 
commutes and the map t → (X 1 (t), X 2 (t)) is a parametrization of C. Finally, unless both A 1 , A 2 are Lattès maps, C is the Riemann sphere.
Proof. Let C be the desingularization of C, and π : C → C the desingularization map. We set
where x, y : (CP 1 ) 2 → CP 1 are the projections on the first and on the second coordinate correspondingly. Since the map (X 1 , X 2 ) : C → C is a holomorphic bijection off a finite set of points, the induced map (A 1 , A 2 ) : C → C lifts to a holomorphic map B : C → C which makes diagram (26) commutative. Furthermore, since C is not a vertical or horizontal line, X 1 and X 2 are non-constant, implying by (26) that
In particular, deg B ≥ 2. It follows now from the Riemann-Hurwitz formula
that g( C) ≤ 1. Finally, if g( C) = 1, then A 1 and A 2 are Lattès maps since diagram (22) commutes for Θ equal X 1 or X 2 .
We notice that Theorem 4.1 implies in particular that if deg A 1 = deg A 2 , then any (A 1 , A 2 )-invariant curve is a vertical or horizontal line.
The following lemma relates periodic curves for pairs of semiconjugate maps. 
Proof. Indeed, if an irreducible curve C satisfies (A 1 , A 2 )
•n (C) = (C), then the curve
implying that all components of E are (B 1 , B 2 )-preperiodic and at least one of these components is (B 1 , B 2 )-periodic. Furthermore, for any irreducible component
Assuming that we know at least one (A 1 , A 2 )-invariant curve C, Lemma 4.1 combined with Theorem 4.1 permits to reduce the description of (A 1 , A 2 )-periodic curves to the description of (B, B)-periodic curves for some rational function B. Thus, in a sense, the description of (A 1 , A 2 )-periodic curves can be reduced to the case A 1 = A 2 . More precisely, the following statement holds. 
4.2. Proofs of Theorem 1.1 and Theorem 1.2. Proof of Theorem 1.1. As it was mentioned in the introduction, for any rational functions X 1 , X 2 , A which make diagram (5) commutative, the map t → (X 1 (t), X 2 (t)) is a parametrization of some (A 1 , A 2 )-invariant curve C. This proves the sufficiency. Assume now that C is an (A 1 , A 2 )-invariant curve. By Theorem 4.1, there exist rational functions X 1 , X 2 , B such that diagram (5) commutes and the map t → (X 1 (t), X 2 (t)) is a parametrization of C. Since A 1 and A 2 are not generalized Lattès maps, it follows from Corollary 3.1 that there exist rational functions Y i , i = 1, 2, such that the diagram
commutes and the equalities 
we see that for the rational functions
diagram (27) still commutes. Finally, 
On the other hand, if (12) and (13) hold, then setting
commutes, implying that the curve C parametrized by the map t → (X 1 (t), X 2 (t)) satisfies (A 1 , A 2 )
•n (C) = C. Assume now that C is (A 1 , A 2 )-preperiodic. Then C is contained in the preimage of some (A 1 , A 2 )-periodic curve C ′ under the map (A 1 , A 2 )
•s for some s ≥ 0. Thus, by Theorem 1.1, C is a component of the curve 
and applying Corollary 3.1 to the commutative diagram
we conclude that there exist rational functions X
commutes and the equalities
hold for some e 1 , e 2 ≥ 1. Furthermore, modifying X ′ i , i = 1, 2, as in the proof of Theorem 1.1, we may assume that e 1 = e 2 = e. Thus, C is a component of the curve
of the required form.
Finally, if (12) and (13) hold, then for
commutes. Therefore, curve (11) satisfies (A 1 , A 2 )
•n (E) ⊆ E, implying that every component of E is preperiodic.
We notice that for every (A 1 , A 2 )-invariant curve C we can assume that the corresponding rational functions X 1 , X 2 , Y 1 , Y 2 , B in Theorem 1.1 satisfy the additional condition
In other words, we can assume that the parametrization t → (X 1 (t), X 2 (t)) of C is generically one-to-one. Indeed, the functions Y 1 and Y 2 in the proof of the necessity are constructed from the functions X 1 and X 2 from Theorem 4.1, and the latter functions satisfy (29). On the other hand, arbitrary rational functions satisfying system (9), (10) and making diagram (8) 
commutes and the the equalities
and setting
we see that diagram (30) commutes. Furthermore, we have:
and
and hence equalities (31) and (32) hold for n = 2d. Finally, since
holds, that is t → (U 1 (t), U 2 (t)) is a parametrization of C. This proves the necessity. The sufficiency follows directly from diagram (30).
We notice that since the functions U 1 , U 2 , V 1 , V 2 in Theorem 4.2 commute with A, and A is not special, it follows from the Ritt theorem about commuting rational functions (see [26] ) that each of the functions U 1 , U 2 , V 1 , V 2 has a common iterate with A. •n such that the equalities To prove the necessity, we observe that invariant curve (34) appearing in the proof of Theorem 4.2 is a component of the curve We notice that since for any rational functions X 1 , X 2 the preimage of an irreducible curve C under the map (X 1 , X 2 ) : (CP 1 ) 2 → (CP 1 ) 2 contains at most deg X 1 deg X 2 components, there exists a number D depending on X 1 and X 2 only such that for any (A 1 , A 2 )-periodic curve C of period d there exists an (B 1 , B 2 )-periodic curve C ′ of period at most dD such that (X 1 , X 2 )(C ′ ) = C. A similar remark holds for Lemma 4.1.
