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Abstract—In this work, we aim to predict human eye fixation
with view-free scenes based on an end-to-end deep learning archi-
tecture. Although Convolutional Neural Networks (CNNs) have
made substantial improvement on human attention prediction,
it is still needed to improve CNN based attention models by
efficiently leveraging multi-scale features. Our visual attention
network is proposed to capture hierarchical saliency information
from deep, coarse layers with global saliency information to
shallow, fine layers with local saliency response. Our model
is based on a skip-layer network structure, which predicts
human attention from multiple convolutional layers with various
reception fields. Final saliency prediction is achieved via the
cooperation of those global and local predictions. Our model
is learned in a deep supervision manner, where supervision
is directly fed into multi-level layers, instead of previous ap-
proaches of providing supervision only at the output layer
and propagating this supervision back to earlier layers. Our
model thus incorporates multi-level saliency predictions within a
single network, which significantly decreases the redundancy of
previous approaches of learning multiple network streams with
different input scales. Extensive experimental analysis on various
challenging benchmark datasets demonstrate our method yields
state-of-the-art performance with competitive inference time1.
Index Terms—Visual attention, convolutional neural network,
saliency detection, deep learning, human eye fixation.
I. INTRODUCTION
Humans have astonishing ability to quickly pay attention
to parts of the image instead of processing the whole scene
in its entirety. Simulating such selective attention mechanism
of Human Visual System (HVS), which commonly referred
as visual attention prediction or visual saliency detection2, is
a classic research area in the fields of computer vision and
neuroscience. This modeling not only gives an insight into
HVS, but also shows much potential in areas such as image
cropping, object recognition [5], visual tracking [6], object
segmentation [7], [31], [35], video understanding [2], [53],
[54], [55], [45], to name a few.
In the past few decades, many models have been developed
to quantitatively predict human eye attended locations in the
form of a saliency map, where a brighter pixel indicates
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Fig. 1. The proposed attention model efficiently infers human attention (b)
via incorporating multi-scale and multi-level saliency information (d) from
different convolution layers within a single network.
higher probability of gaining human attention. These models
are generally classified into two main categories as bottom-
up approaches [8], [9] and top-down approaches [10], [11],
[12]. The former methods are stimulus-driven, which infer the
human attention based on visual stimuli themselves without
the knowledge of the image content. In contrast, the top-
down attention mechanisms are task-driven and usually require
explicit understanding of the context of scene. Learning with
a specific class is therefore a frequently adopted principle.
Early bottom-up attention models [8], [9] mainly adopted
hand-designing features (e.g., intensity, color, and edge orien-
tation) or heuristics (e.g., center-surround contrast [9]) based
on limited human knowledge on visual attention. Recently, it
has observed a new wave of development [13], [4], [14], [15],
[16], [17], [49] using Convolutional Neural Networks (CNNs)
that emphasizes the importance of automatic hierarchical fea-
ture extraction and end-to-end task learning. Provided with
enough training data, deep learning architectures have been
shown impressive performance on a diverse set of visual tasks,
ranging from a global scale image classification [18], to a more
local object detection [19] or semantic segmentation [20].
In this work, we address the problem of task-free bottom-up
visual attention of predicting human eye fixations in natural
images with a CNN architecture. CNNs are powerful visual
models of learning features from data and yield hierarchies of
features by building high-level features from low-level ones. It
is also well-known that hierarchical processing is ubiquitous
in low-level HVS [21]. This makes CNN models a powerful
tool for tackling the problem of human eye fixation prediction.
For fully exploiting the powerful hierarchical representations
of CNNs, a skip architecture is designed to capture multi-
level saliency response, ranging from the local to the global,
using shallow to deep convolutional layers with small to large
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receptive fields. The proposed CNNs based attention model
learns visual attention at multiple scales and multiple levels in
a deep supervision manner [22]. As shown in Fig. 1, the final
attention prediction is achieved via the deep fusion of various
saliency estimations from multiple levels. Another advantage
is that the multi-scale saliency is learned within a single
network, which is more succinct compared with conventional
multi-scale attention models with multi-stream networks.
The core trainable network of our attention model works
with an encoder-decoder architecture, where the encoder net-
work is topologically identical to the first 13 convolutional
layers in the VGG16 network [23] and decoder network is
for mapping the low resolution encoder feature maps dense
full-input-resolution feature maps. The decoder performs up-
sampling with inverse convolutions, which is also termed as
deconvolution, and also achieves dimensionality reduction for
compressing the encoder feature maps. The upsampling is
performed with trainable multi-channel upsampling kernels,
which is more favored than previous attention methods with
a fixed bilinear interpolation kernel. The attention model is
trained using whole images and corresponding ground truth
saliency maps. When testing, saliency predictions can be
generated by directly feed-forwarding testing images, without
relying on any prior knowledge. The proposed saliency model
inherits the advantages of Fully Convolutional Network [20]
that utilizes multi-layer information for pixel-wise prediction.
We comprehensively evaluate our method on the five public
challenging datasets: MIT300 [24], MIT1003 [25], TORONTO
[26], PASCAL-S [27] and DUT-OMRON [28], where the
proposed attention model produces more accurate saliency
maps than state-of-the-arts. Meanwhile, it achieves a frame
rate of 10fps on a GPU. Thus it is a practical attention
prediction model in terms of both speed and accuracy. To
summarize, the main contributions are three-fold:
• We investigate convolutional neural networks for saliency
prediction, which captures multi-level saliency informa-
tion within a single network. It is designed to be efficient
both in terms of memory and computational time.
• The proposed model is trained with deep supervision
manner, which feeds supervision directly into multiple
layers, thus naturally learns multi-level saliency informa-
tion and improves the discriminativeness and robustness
of learned saliency features.
• The proposed model works in an encoder-decoder ar-
chitecture, where the decoder performs upsampling with
trainable multi-channel kernels. The effectiveness is con-
firmed by comparisons with others in experiments.
II. RELATED WORK
In this section, we first give a brief review of related research
for saliency detection. Then we summarize the typical deep
learning architectures used in saliency detection.
A. Saliency Detection
Traditional saliency algorithms with a long history targeted
at visual attention prediction, which refers to the task of
identifying the fixation points that human viewers would focus
on at first glance. The work of Itti et al. [29], which was
inspired by the Koch and Ullman model [30], was one of
the earliest computational models. Since then, many follow-
up works [5] have been proposed in this direction. In recent
decades, there is a new wave in saliency detection [32], [3],
[33], [34], [36], [37], [38], [39], [56], [49] that concentrated
on uniformly highlighting the most salient object regions in
an image, starting with the works of [40] and [41]. The later
methods, also named as salient object detection, are directly
driven by object-level tasks. In this study, we mainly overview
the typical works of the first type of saliency models, since
our method tries to predict human eye fixations over an image.
We refer the reader to recent literatures ([42] and [1]) for more
detailed overviews.
Most of classic attention models belong to bottom-up mech-
anism. The basis of those bottom-up models can date back to
Treisman and Gelade’s [43] Feature Integration Theory (FIT),
where they combined important visual features to direct human
attention over pop-out and conjunction search tasks. Typical
attention models consist of three cascaded components: visual
feature extraction, saliency inference, and saliency integration.
Low-level features, e.g., intensity, color, and orientation [29],
are first engineered by hand. Inspired by studies that the
salient regions in the visual field would first pop out through
different low-level features from their surroundings, center-
surround contrast is widely adopted for inferring the saliency.
Then saliency is either computed by the relative difference
between a region and its local surrounding [29], [44], [25],
or calculating global rarity of features over the entire scene
[26], [46]. Since saliency is computed over several features in
parallel, the final step is for fusing them in a scalar map called
the “saliency map”. This step is guided by different principles,
e.g., pre-defined linear weights [29], trainable weights based
on Support Vector Machine (SVM) [25]. From the view of
mechanism to obtain attention, previous models can also be
classified as [42]: cognitive model [29], [8], Bayesian model
[46], decision theoretic model [5], [10], information theoretic
model [26], graphical model [44], [40], spectral analysis model
[41], pattern classification model [25] and some other models
[47] that are based on other mechanism.
In the last few years, many deep learning architectures have
been proposed for object recognition. Those deep learning
solutions generally achieved better performance, compared
with traditional non-deep learning techniques. The Ensemble
of Deep Networks (eDN) [13] represented an early architecture
that automatically learns the representations for saliency pre-
diction, blending feature maps from different layers. DeepGaze
[48] fed the responses of different layers of AlexNet [18] and
a predefined center bias into a softmax layer, and generated
a probability distribution of human eye fixation. DeepGaze
II [50] (from DeepGaze [48]), recently was proposed that
provides a deeper network with VGG19 [23], where the
attention information is directly inferred from the original
VGGNet, without fine-tuning on attention dataset. Kruthiventi
et al. [51] also proposed a DeepFix model based on VGG16. In
[16], saliency prediction and object detection were achieved in
a deep CNN. SALICON net [52] captured multi-scale saliency
via concatenating fine and coarse features from two stream
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Fig. 2. (a)-(c) Illustration of three typical categories of deep learning architectures used in attention prediction: (a) single-stream network architecture, (b)
multi-stream network architecture with multi-scale inputs, and (c) skip-layer network architecture. (d) Bottom-up/top-down network architecture used in salient
object segmentation and instance segmentation. (e) The adopted network is a skip-layer network, which incorporates multi-scale saliency information within
a single network. It is capable of learning robust features via integrating supervision into both earlier and last layers. See Section II-B for more details.
convolutional networks trained with multi-scale inputs. In [15],
two models with shallow and deep network architectures were
exploited for saliency prediction. Jetley et al. [14] tested
several loss functions based on probability distance measures,
such as χ2 divergence, total variation distance, cosine distance,
KL divergence and Bhattacharyya distance by considering
saliency models as generalized Bernoulli distributions.
B. Deep Learning Architectures of Saliency Detection Models
In this section, we discuss typical deep learning architec-
tures of previous deep saliency models and present a graphical
illustration in Fig. 2. We classify the configurations of exiting
deep saliency models into three main categories: i) single-
stream network; ii) multi-stream network learning with multi-
scale inputs; and iii) skip-layer network. For completeness, we
also include an architecture, namely bottom-up/top-down net-
work, which is used in salient object segmentation and instance
segmentation. Clarifying these alternative architectures would
help make clearer the advantages of our adopted network with
respect to previous methods.
1) Single-stream network: As demonstrated in Fig. 2(a),
single-stream network is the standard architecture of CNNs
based attention models, which is opted by many saliency
detection works [51], [14], [16], [15]. All other kinds of
deep learning architectures can be viewed as variations of
single-stream network. It has been proved that saliency cues
on different level and scales are important in saliency de-
tection [28]. Incorporating multi-scale feature representations
of neural networks into attention models is a natural choice.
In the following variation of single-stream network, namely
multi-stream network, the modifications are performed in this
line.
2) Multi-stream network: Examples of this form of network
include [52], [57], [32], [4]. The key concept in multi-stream
network is illustrated in Fig. 2(b). This kind of network
pursues learning multi-scale saliency information via training
multiple networks with multi-scale inputs. The multiple net-
work streams are parallel and may have different architectures,
corresponding to multiple scales. As demonstrated in [58], in-
put data are simultaneously fed into multiple streams, and then
the feature responses from various streams are concatenated
and fed into a global output layer to produce the final saliency.
We can find that, with multi-stream network, the multi-scale
learning happens “outside” the networks. In the following
architecture, the multi-scale or multi-level learning is “inside”
the network, which is achieved via combining hierarchical
features from multiple convolutional layers.
3) Skip-layer network: A typical skip-layer learning archi-
tecture is shown in Fig. 2(c), which is adopted in [48], [50],
[59]. Rather than training multiple parallel streams on multiple
scaled input images, skip-layer network learns multi-scale
features “inside” a primary stream. Multi-scale responses are
learned from different layers with increasingly larger receptive
fields and downsampling ratios, and these responses are then
concatenated together for outputting final saliency.
4) Bottom-up/top-down network: Readers may also be in-
terested in a recent network architecture, called bottom-up/top-
down network, which is used in salient object segmentation
[60] and instance segmentation [61]. We show the configura-
tion of such network in Fig. 2(d), where segmentation features
are first generated via traditional bottom-up convolution man-
ner, and then a top-down refinement is proceeded for merging
the information from deep to shallow layers into segmentation
mask. The main rationale behind this architecture is to gener-
ate high-fidelity object masks since deep convolutional layers
should lose detailed image information. The bottom-up/top-
down network can be seen as a kind of skip-layer network, as
different layers are also linked together.
5) The adopted network: We show the architecture of our
attention model in Fig. 2(e), which is inspired by the network
in [58] and deeply-supervised network in [22]. The network
incorporates multi-scale and multi-level attention information
from different layers, which is learned in a deeply supervised
manner. The major difference between the adopted network
and previous models is that, our network provides integrated
direct supervision to the hidden layers, rather than the standard
approach of providing supervision only at the output layer
and propagating this supervision back to earlier layers. The
multi-level and multi-scale saliency is explicitly learned from
different layers with corresponding supervision. Such hidden
layer supervision brings improvement in both performance and
robustness of features, as discussed in [22], [58].
It inherits the advantage of skip-layer network (Fig. 2(c))
that does not require learning multiple networks streams with
multi-scale inputs. It is also a light-weighted version compared
with multi-stream network (Fig. 2(d)) and bottom-up/top-down
network (Fig. 2(e)). We find the bottom-up/top-down network
is difficult to train in practice while the network equipped with
deep supervision gains high training efficiency.
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Fig. 3. Architecture of our deep attention model. (a) Our attention model learns to combine multi-level saliency information from different layers with various
receptive field sizes. (b) The proposed deep attention network adopts an encoder-decoder architecture. Moreover, the supervision is directly fed into hidden
layers, encouraging the model to learn robust features and generate multi-scale saliency estimates. See Section III for more details.
III. OUR APPROACH
A. Architecture Overview
CNNs are capable of capturing the hierarchy of features,
where the lower layers respond to primitive image features
such as edges, corners and shared common patterns, and the
higher layers extract semantic information like object parts
or faces. Such low and high-level features are shown to be
both important and complementary in estimating visual atten-
tion, which motivates us incorporates multi-layer information
together for inferring the visual attention.
The architecture of the proposed model is depicted in Fig. 3.
Multi-scale predictions are learned from different layers with
different receptive field sizes (see Fig. 3(a)). For obtaining
such multi-scale predictions, supervision is directly fed into
corresponding layers (see Fig. 3(b)). Such deep supervision
learning strategy boosts the performance via: 1) directly
producing multi-scale saliency predictions; and 2) improving
discriminativeness of intermediate layers, thus gaining im-
provement of overall performance, as demonstrated in [22].
For recovering the spatial information destroyed by the
pooling operation in the convolutional layers, our model works
in an encoder-decoder architecture. The encoder part captures
high-level features via convolving and downsampling the low-
level feature map, which decreases the size of the feature maps
from bottom to up. Our decoder network upsamples feature
maps, which constructs an output that maintains the original
resolution of the input. The decoder part also brings two ad-
vantages: 1) the convolutional filters used in decoder network
are learnable, which is preferable to the fixed interpolation
kernel used in previous methods; and 2) the decoder gradually
reduces feature dimensions for higher computation efficiency.
B. Proposed Attention Model
The proposed attention model is a fully convolutional neural
network, which is trained to predict pixel-wise saliency values
for a given image in an end-to-end manner. Our encoder part
is a stack of convolutional layers. A convolutional layer is
defined on a translation invariance basis and shared weights
across different spatial locations. Each layer input and output
in a convolutional network are three-dimensional tensors,
called feature maps. The first layer is the image, with pixel
size h and w, and three channels. The output feature map is
obtained by convolving the input feature map with a linear
filter, then adding a bias term. For improving translation in-
variance and representation capability, convolutional layers are
usually interleaved with non-linear down-sampling operation
(e.g., max pooling) and point-wise nonlinearity (e.g., ReLUs).
If we denote the input feature map of l-th layer as Xl−1, whose
convolution filters are determined by the weights Wl, then the
output feature map Xl of l-th layer is obtained via:
Xl = fcon(Xl−1;Wlcon) = W
l
con ∗ Xl−1, l = 1...L
X0 = I,
(1)
where ∗ denotes the convolution operation, L denotes the total
number of layers, X0 is the input image I. For simplicity, in
our present discussion, we absorb the bias term into the weight
parameters and omit the activate and max-pooling operation.
Due to the stride of convolutional and feature pooling layers,
detailed spatial information is lost, thus the local output feature
maps are very coarse. For upsampling the coarse feature
map, deconvolution (transposed convolution) layer could be
adopted. Deconvolution layer works by swapping the forward
and backward passes of a convolution, which upsamples the
input feature map via backwards convolution:
fdecon(X;Wdecon) = Wdecon ~s X, (2)
where the ~s indicates fractionally strided convolution, which
can be viewed as the reverse convolution operation via adding
stride s into the input. The stride s is a upsampling factor. Ac-
tivation functions can also be attached for learning a nonlinear
upsampling [20]. For restoring downsampled feature map Xl
of l-th layer to a fine feature map with the same size as input,
a decoder with multiple deconvolution layers could be added
on the top of Xl:
Yl = D(Xl;Wldecon), (3)
IEEE TRANSACTIONS ON IMAGE PROCESSING 5
where the D indicates a set of deconvolution operations and
the W ldecon indicates all the kernel weights of the deconvolu-
tion layers. Again, the non-linear activation layers are omitted.
Then a classifier, composed of a 1× 1 convolution layer with
sigmoid nonlinearity, is added to produce saliency map with
the same size of the input image.
In the encoder network, several convolutional layers and
pooling layers are stacked alternately in depth, thus hierar-
chical features are extracted with increasingly larger receptive
fields. In this way, the low level features are characterized via
lower layers, while high-level semantic features are encoded
in higher layers.
Previous works have shown that saliency is best captured
when features are considered from multiple scales. This moti-
vates us select M layers from the encoder network for explic-
itly predicting saliency in multi-scales and multi-levels, where
each selected layer is associated with a decoder network. Thus
we are able to obtain M output attention prediction maps with
the same size of the input. For combining all the parameters of
the convolution and deconvolution layers of the encoder and
decoder networks, we define:
W = {W1con, . . . ,WLcon,Wl1decon, . . . ,WlMdecon}. (4)
For each decoder network, the weights of the corresponding
classifier are denoted as wmc . Then we also combine all the
parameters of classifiers together:
wc = {w1c , . . . ,wMc }. (5)
We derive an objective function that merges all the output-
layer classification error:
Q(W,wc) =
M∑
m=1
L(W,wmc ), (6)
where the L denotes the image-level loss function for saliency
prediction. Given an image I with size h × w × 3 and its
groundtruth attention map G ∈ [0, 1]h×w, L is defined as the
cross-entropy loss:
L(W,wmc ) =−
∑|I|
i=1
(
Gi logP (Smi = 1|I,W,wmc )
+(1−Gi) logP (Smi =0|I,W,wmc )
)
,
(7)
where Sm indicates the predicted attention map from m-th
decoder network, and |I| refers to the number of pixels in I.
For fusing the multi-layer output saliency predictions, an
“attention fusion” layer with 1×1 convolution kernel is added
to merge all the predicted attention maps {Sm}Mm=1, which
simultaneously learns the fusion weight during training. Let
F indicate the fused attention prediction: F =
∑M
m=1 w
m
f S
m
and wf = {wmf }Mm=1 is the fusion weight, the loss function
for the fusion layer is defined as:
P(W,wc,wf )=−
∑|I|
i=1
(
Gi logP (Fi = 1|I,W,wc,wf )
+(1−Gi)logP (Fi=0|I,W,wc,wf )
)
,
(8)
Then all the parameters W, wc, and wf can be learned
via minimizing the following objective function over all the
training set via standard (back-propagation) stochastic gradient
descent:
(W,wc,wf )∗=argmin(
1
M
Q(W,wc)+P(W,wc,wf )). (9)
After training, given a test image, we can use the trained CNN
model to predict a pixel-level attention map.
C. Implementation Detail
1) Encoder Network: The encoder part of our network is
inspired by the VGG16 [23] that consists of five convolutional
blocks and three fully connected layers. Since our network
explicitly utilizes the extracted CNNs feature maps, we only
consider convolutional layers and omit the fully connected
layers. In the standard VGG16 model, with an input image
having a size of h × w × 3, the spatial dimensions of the
features generated from the last convolution layer (conv5-3) is
h
32 × w32 which is relatively small for the saliency prediction
task. For preserving more spatial information of the feature
map, we modify the network structure via removing the final
pooling layer (pool5). This results in an output feature blob
of spatial dimensions h16 × w16 after the last convolution layer.
The units of the CNNs are sensitive to small sub-regions
of the visual field, called a receptive field. The receptive
field of deeper convolution layer with respect to the input
image is larger with the convolution and pooling operations.
Therefore, in the encoder network, stacking many convolution
layers leads to gradually learning “local” to ”global” saliency
information (i.e., responsive to increasingly larger region of
pixel space). For capturing multi-scale saliency information,
we select M = 3 feature maps generated respectively from
conv3-3, conv4-3, and conv5-3 convolution layers of our
encoder network. Then those saliency maps are fused for
inferring the final saliency prediction. We empirically find that
considering further more layers does not contribute to perfor-
mance improvement, but brings extra computation burden.
2) Decoder Network: For each saliency feature map, a de-
coder with multiple deconvolution layers is added to gradually
enlarge the spatial dimension until obtaining saliency predic-
tion with original input size. The saliency feature map from
conv4-3 layer of the encoder network, for example, has spatial
size of h8 × w8 . Since spatial dimensions of the output blob are
halved after each convolution block, its decoder network has
three deconvolution layers, where each deconvolution layer
doubles the spatial size of input feature correspondingly. Thus
the spatial dimensions of the features gradually increase as
{h8×w8 }→{h4×w4 }→{h2×w2 }→{h×w}. Each deconvolution
layer is equipped with ReLU layer, which learns a nonlinear
upsampling. Analogously, the decoder networks of conv3-3
layer and conv5-3 layer have two and four deconvolution
layers, respectively.
Starting from the first convolutional block, the number of
channels in the outputs of successive blocks gradually increase
as 64 → 128→ 256→ 512→ 512. This enables the net to
progressively learn richer semantic representations of the input
image. However, maintaining the channel dimension of the
feature map unchanged within the decoder network will cause
large redundancy both in terms of memory and computational
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time during inference. Therefore, our decoder network not
only increases the spatial dimension of the feature map, but
also reduces the dimensionality of the feature channel space.
Again, taking the output of conv4-3 layer as an example, the
channel dimension is decreased as 256→128→64→32→1
via three deconvolution layers and final classifier with 1 × 1
convolution layer and sigmoid activity function.
3) Training and Testing: The proposed deep saliency net-
work is implemented with the Caffe library [63]. While
training, the weights of the filters in the five convolution
blocks of the encoder network are initialized from the VGG16,
which is trained on the ImageNet [18] database for the task
of classification. The weights of the remaining layers are
randomly initialized from a Gaussian distribution with zero
mean and standard deviation of 0.01. We train the networks
on the 10,000 images from the SALICON [62] training set
where eye fixation annotations are simulated through mouse
movements of users on blurred images. The authors of [62]
show that the mouse-contingent saliency annotations strongly
correlate with actual eye-tracker annotations. A mini-batch
of 16 images is used in each iteration. The learning rate
is initialized as 1 × 10−4 and scaled down by a factor of
0.1 after 2,000 iterations. The network was validated against
the SALICON validation set (5,000 images) after every 100
iterations to monitor convergence and overfitting. The network
parameters are learned by back-propagating the loss function
in (9) using Stochastic Gradient Descent (SGD) with momen-
tum. During testing, given a query image, we obtain final
saliency prediction from the last multi-scale attention fusion
layer. Our model achieves processing speed as little as 0.1
seconds on our PC with a TITANX GPU and 32G RAM.
IV. EXPERIMENTAL RESULTS
A. Datasets
We conducted evaluation on five widely used saliency
datasets with different characteristics.
1) MIT300 [24]: The MIT300 dataset3 is a collection of
300 natural images where saliency maps were generated from
eye-tracking data of 39 users. Saliency maps of this entire
dataset are held out.
2) MIT1003 [25]: The MIT1003 dataset4 contains 1,003
images from Flickr and LabelMe, including 779 landscape and
228 portrait images. The groundtruth saliency maps have been
created from eye-tracking data of 15 human observers.
3) TORONTO [26]: The TORONTO dataset5 is one of
the most widely used dataset. It contains 120 color images
with resolution of 511× 681 pixels from indoor and outdoor
environments. Images are presented at random to 20 subjects
for 3 seconds with 2 seconds of gray mask in between.
4) PASCAL-S [27]: The PASCAL-S dataset6 uses the 850
natural images of the validation set of the PASCAL VOC 2010
[64], with the eye fixations during 2 seconds of 8 subjects.
3Available at:http://saliency.mit.edu/results mit300.html
4Available at:http://people.csail.mit.edu/tjudd/WherePeopleLook
5Available at:http://www-sop.inria.fr/members/Neil.Bruce
6Available at:http://cbi.gatech.edu/salobj/
TABLE I
CHARACTERISTICS OF 5 SELECTED EYE-TRACKING
DATASETS.
#Images #Viewers Resolution
MIT300 [24] 300 39 max(w, h) = 1024
MIT1003 [25] 1,003 15 max(w, h) = 1024
TORONTO [26] 120 20 511× 681
PASCAL-S [27] 850 8 max(w, h) = 500
DUT-OMRON [28] 5,168 5 max(w, h) = 400
TABLE II
EVALUATION METRICS.
Category Groundtruth
Earth Movers Distance (EMD) Distribution-based Saliency Map G
Linear Correlation Coefficient (CC) Distribution-based Saliency Map G
Similarity Metric (SIM) Distribution-based Saliency Map G
Normalized Scanpath Saliency (NSS) Value-based Fixation Map Q
AUC-Judd Location-based Fixation Map Q
AUC-Borji Location-based Fixation Map Q
shuffled AUC Location-based Fixation Map Q
5) DUT-OMRON [28]: The DUT-OMRON dataset7 con-
sists of 5,168 images with the largest height or width of
400 pixels. Each image is viewed by 5 subjects; then, a
postprocessing step is applied to remove outlier eye fixation
points that do not lie on a meaningful object.
Some statistics and features of these datasets are summa-
rized in Table I. Above datasets record human eye fixation
positions with eye-tracking equipment. Once the human eye
fixations are collected, they often convert discrete fixations
into a continuous distribution, a ground-truth saliency map, by
smoothing. Each fixation location is blurred with a Gaussian
kernel, whose parameters are established by the authors.
B. Evaluation Metrics
There are several ways to measure the agreement between
model predictions and human eye fixations. Previous studies
on saliency metrics [65] show that it’s hard to achieve a
fair comparison for evaluating saliency models by any single
metric. Here, we carried out our quantitative experiments by
comprehensively considering a variety of different metrics, in-
cluding Earth Movers Distance (EMD), Normalized Scanpath
Saliency (NSS), Similarity Metric (SIM), Linear Correlation
Coefficient (CC), AUC-Judd, AUC-Borji, and shuffled AUC.
Those metrics are selected since they are widely-accepted and
standard for evaluating a saliency model.
For simplification, we denote the predicted saliency map
as S, the map of fixation locations as Q and the continuous
saliency map (distribution) as G. In Table II, we list the
characteristics formation of our adopted evaluation metrics.
Next we describe these evaluation metrics in detail.
1) Earth Movers Distance (EMD): EMD measures the
distance between two 2D maps, G and S. It is the minimal cost
of transforming the probability distribution of the estimated
saliency map S to that of the ground truth map G. Therefore,
a low EMD corresponds to a high-quality saliency map.
7Available at:http://saliencydetection.net/dut-omron/
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TABLE III
CHARACTERISTICS OF THE PROPOSED MODEL AND 13
SATE-OF-THE-ART SALIENCY MODELS.
Model Input Size Training Deep Learning Runtime
DeeFix [51] - Yes Yes -
SALICON [52] max{w, h}=800 Yes Yes -
Mr-CNN [4] 400× 400 Yes Yes 14s*
SalNet [15] 320× 240 Yes Yes 0.1s*
Deep Gaze I [48] full size Yes Yes -
SU [16] 417× 417 Yes Yes -
eDN [13] 512× 384 Yes Yes 8s*
AIM [66] 1
2
full size Yes No 2s
Judd Model [25] 200× 200 Yes No 10s
BMS [67] w = 600 No No 0.3s
CAS [47] max{w, h}=250 No No 16s
GBVS [44] full size No No 2s
ITTI [29] full size No No 4s
DVA max{w, h}=256 Yes Yes 0.1s*
- The authors have not released detailed information.
* Runtime with GPU.
2) Normalized Scanpath Saliency (NSS): NSS is a met-
ric specifically designed for saliency map evaluation. Given
saliency map S and a binary map of fixation locations Q:
NSS =
1
N
∑N
i=1
S(i)×Q(i),
where N =
∑
i
Q(i) and S =
S− µ(S)
σ(S)
,
(10)
where N is the total number of human eye positions and
σ(·) stands for standard deviation. This metric is calculated
by taking the mean of scores assigned by the unit normalized
saliency map (with zero mean and unit standard deviation) at
human eye fixations.
3) Linear Correlation Coefficient (CC): The CC is a statis-
tical method generally measures how correlated or dependent
two variables are. CC can be used to interpret saliency and
fixation maps, G and S as random variables to measure the
linear relationship between them:
CC =
cov(S,G)
σ(S)× σ(G) , (11)
where cov(S,G) is the covariance of S and G. It ranges
between -1 and +1, and a score close to -1 or +1 indicates
a perfect alignment between the two maps.
4) Similarity Metric (SIM): The SIM measures the similar-
ity between two distributions, viewed as histograms. SIM is
computed as the sum of the minimum values at each pixel,
after normalizing the input maps:
SIM =
∑
i=1
min(S′(i),G′(i)),
where
∑
i
S′(i) = 1 and
∑
i
G′(i) = 1,
(12)
where S′ and G′ are normalized to be probability distributions,
given a saliency map S and the continuous fixation map G. A
SIM of one indicates the distributions are the same, while a
SIM of zero indicates no overlap.
TABLE IV
COMPARISON OF QUANTITATIVE SCORES OF DIFFERENT
SALIENCY MODELS ON MIT300 [24] DATASET.
Model AUC-Judd ↑ SIM ↑ EMD ↓ AUC-Borji ↑ s-AUC ↑ CC ↑ NSS ↑
Humans 0.92 1.00 0.00 0.88 0.81 1.00 3.29
DeeFix[51] 0.87 0.67 2.04 0.80 0.71 0.78 2.26
SALICON[52] 0.87 0.60 2.62 0.85 0.74 0.74 2.12
Mr-CNN[4] 0.77 0.45 4.33 0.76 0.69 0.41 1.13
SalNet[15] 0.83 0.51 3.35 0.82 0.65 0.55 1.41
Deep Gaze I[48] 0.84 0.39 4.97 0.83 0.66 0.48 1.22
BMS[67] 0.83 0.51 3.35 0.82 0.65 0.55 1.41
eDN[13] 0.82 0.41 4.56 0.81 0.62 0.45 1.14
CAS[47] 0.74 0.43 4.46 0.73 0.65 0.36 0.95
AIM [66] 0.77 0.40 4.73 0.75 0.66 0.31 0.79
Judd Model[25] 0.81 0.42 4.45 0.80 0.60 0.47 1.18
GBVS[44] 0.81 0.48 3.51 0.80 0.63 0.48 1.24
ITTI[29] 0.75 0.44 4.26 0.74 0.63 0.37 0.97
DVA 0.85 0.58 3.05 0.78 0.71 0.68 1.98
TABLE V
COMPARISON OF QUANTITATIVE SCORES OF DIFFERENT
SALIENCY MODELS ON MIT1003 [25] DATASET.
Model AUC-Judd ↑ SIM ↑ AUC-Borji ↑ s-AUC ↑ CC ↑ NSS ↑
Mr-CNN [4] 0.80 0.35 0.77 0.73 0.38 1.36
SU [16] - - - 0.71 - 2.08
DeeFix* [51] 0.90* 0.54* 0.87* 0.74* 0.72* 2.58*
BMS [67] 0.79 0.33 0.76 0.69 0.36 1.25
eDN [13] 0.85 0.30 0.84 0.66 0.41 1.29
CAS [47] 0.76 0.32 0.74 0.68 0.31 1.07
AIM [66] 0.79 0.27 0.76 0.68 0.26 0.82
Judd Model [25] 0.76 0.29 0.74 0.68 0.30 1.02
GBVS [44] 0.83 0.36 0.81 0.66 0.42 1.38
ITTI [29] 0.77 0.32 0.76 0.66 0.33 1.10
DVA 0.87 0.50 0.85 0.77 0.64 2.38
* DeeFix [51] is fine-tuned with 900 images of MIT1003 dataset, while
evaluated on the other 103 images.
5) AUC [26]: The AUC metric, defined as the area under
the receiver operating characteristic (ROC) curve, is widely
used to evaluate the maps by saliency models. Given an image
and its groundtruth eye fixation points, fixated points and
other ones are regarded as the positive and negative sets,
respectively. Then, the computed saliency map is binarily
classified into salient region and non-salient region by using
a threshold. Through varying the threshold from 0 to 1, ROC
curve is obtained by plotting true positive rate versus false
positive rate, with its underneath area calculated as AUC score.
AUC can be greatly influenced by center-bias and border cut.
Depending upon the choice of the non-fixation distribution,
there are several variants of AUC. In our experiments, we
opt AUC-Judd, AUC-Borji and the shuffled AUC (s-AUC).
The former two variants choose non-fixation points with a
uniform distribution, while the last one, shuffled AUC, uses
human fixations of other images as non-fixation distribution.
C. Comparison Results
To demonstrate the effectiveness of the proposed deep
attention model in predicting eye fixations, we evaluated it
by comparison to 13 state-of-the-art models, including six
classical models: ITTI [29], GBVS [44], Judd Model [25],
BMS [67], CAS [47], AIM [66], and seven deep learning
based models: DeeFix [51], SALICON [52], Mr-CNN [4],
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TABLE VI
COMPARISON OF QUANTITATIVE SCORES OF DIFFERENT
SALIENCY MODELS ON TORONTO [26] DATASET.
Model AUC-Judd ↑ SIM ↑ AUC-Borji ↑ s-AUC ↑ CC ↑ NSS ↑
Mr-CNN [4] 0.80 0.47 0.79 0.71 0.49 1.41
eDN [13] 0.85 0.40 0.84 0.62 0.50 1.25
CAS [47] 0.78 0.44 0.78 0.69 0.45 1.27
AIM [66] 0.76 0.36 0.75 0.67 0.30 0.84
Judd Model [25] 0.78 0.40 0.77 0.67 0.41 1.15
GBVS [44] 0.83 0.49 0.83 0.64 0.57 1.52
ITTI [29] 0.80 0.45 0.80 0.65 0.48 1.30
DVA 0.86 0.58 0.86 0.76 0.72 2.12
TABLE VII
COMPARISON OF QUANTITATIVE SCORES OF DIFFERENT
SALIENCY MODELS ON PASCAL-S [27] DATASET.
Model AUC-Judd ↑ SIM ↑ AUC-Borji ↑ s-AUC ↑ CC ↑ NSS ↑
SU [16] - - - 0.73 - 2.22
BMS [67] - - - 1.32 - 1.28
eDN [13] - - - 1.29 - 1.42
CAS [47] 0.78 0.34 0.75 0.67 0.36 1.12
AIM [66] 0.77 0.30 0.75 0.65 0.32 0.97
GBVS [44] 0.84 0.36 0.82 0.65 0.45 1.36
ITTI [29] 0.82 0.36 0.80 0.64 0.42 1.30
DVA 0.89 0.52 0.85 0.77 0.66 2.26
SalNet [15], Deep Gaze I [48], eDN [13], and SU [16].
These methods have been proposed in recent years or widely
used for comparison. For the methods: ITTI [29], CAS [47],
and AIM [66] that we calculated saliency maps using their
publicly available code with the recommended parameters by
the authors. A summary of these models is provided in Table
III. As seen, most of the models require off-line training or
based on deep learning framework. Our model DVA (Deep
Visual Attention), is also included in Table III. We report
the computation time of above models with TORONTO [26]
dataset. Since most deep learning based models have not been
publicly available, we only report the speed performance of
Mr-CNN [4], SalNet [15], and eDN [13] with other non-
deep learning model. As visible, the suggested model, DVA,
achieves a fast speed (0.1s per frame).
The quantitative results obtained on the MIT300 [24],
MIT1003 [25], TORONTO [26], PASCAL-S [27] and DUT-
OMRON [28] datasets are presented in Table IV, Table V,
Table VI, Table VII and Table VIII, respectively. In MIT300
dataset (see Table IV), our model is struggle to compete with
DeeFix [51] and SALICON [52] models. DeepFix introduces
more complex network architecture and considers center prior.
Besides, it is trained with more samples (SALICON dataset +
2700 extra images with actual eye fixation data). SALICON
model is fine-tuned with more complex objective functions
and images from OSIE dataset [68]. Our method achieves
promising results across a wide of datasets, which verifies
its robustness and generality. With a relatively lightweight
architecture, our work is meaningful for inspiring future work
in this direction and offers a deep insight into the advantage
of multiscale saliency cues for visual attention prediction.
The qualitative results obtained by the proposed deep at-
tention network, along with that of other recent methods
TABLE VIII
COMPARISON OF QUANTITATIVE SCORES OF DIFFERENT
SALIENCY MODELS ON DUT-OMRON [28] DATASET.
Model AUC-Judd ↑ SIM ↑ AUC-Borji ↑ s-AUC ↑ CC ↑ NSS ↑
SU [16] - - - 0.83 - 3.02
BMS [67] - - - 0.79 - 1.66
eDN [13] - - - 0.80 - 1.33
CAS [47] 0.80 0.37 0.79 0.73 0.40 1.47
AIM [66] 0.77 0.32 0.75 0.69 0.30 1.05
GBVS [44] 0.87 0.43 0.85 0.81 0.53 1.71
ITTI [29] 0.83 0.39 0.83 0.78 0.46 1.54
DVA 0.91 0.53 0.86 0.84 0.67 3.09
TABLE IX
ABLATION STUDY ON TORONTO [26] DATASET USING THE SHUFFLED
AUC AND CC METRICS.
Aspect Variant TORONTO
s-AUC ↑ ∆s-AUC CC ↑ ∆CC
whole model 0.76 - 0.72 -
submodule
conv3-3 output 0.68 -0.08 0.57 -0.15
conv4-3 output 0.69 -0.07 0.65 -0.07
conv5-3 output 0.69 -0.07 0.69 -0.03
fusion avg. output 0.72 -0.04 0.68 -0.04
supervision w/o deep supervision 0.71 -0.05 0.68 -0.04
upsampling bilinear interpolation kernel 0.74 -0.02 0.70 -0.02
on a few example images from MIT1003 [25], TORONTO
[26], PASCAL-S [27] and DUT-OMRON [28] datasets are
presented in Fig. 4. As shown in the figures, the proposed
attention model is able to consistently capture saliency arising
from both low-level features such as colour contrast as well
as the more high-level aspects such as humans, faces and
text. Our saliency maps are very localized in the salient
regions compared with other methods, even when images have
cluttered backgrounds or salient regions in different sizes. We
attribute the performance of the proposed deep attention model
to its large depth and the utilization of multi-level features.
D. Ablation Study
We evaluate the contribution of each component of the
proposed deep attention model on TORONTO [26] dataset
and measure the performance using the shuffled AUC and CC
metrics. We study different variants of our model in several
aspects. Our experiments are summarized in Table IX.
1) Submodule: We first examine the performance of indi-
vidual encoder-decoder layers: conv3-3, conv4-3, and conv5-
3, which capture saliency information at different scales. The
predictions using different layers are complementary and the
overall architecture can predict better saliency maps.
2) Fusion Strategy: We next study the effect of our fusion
strategy. In our attention model, we adopt a convolution
layer for merging the multi-layer output saliency predictions,
which automatically learns the fusion weight during training.
To validate the effectiveness of this strategy, we directly
average all of the multi-layer outputs (avg. output). This ex-
periment yields some interesting results. First, we can find the
averaged prediction achieves higher performance, compared
with single-layer outputs. This validates combining predictions
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Fig. 4. Comparison of saliency maps with various state-of-the-art methods on MIT1003, TORONTO [26], PASCAL-S [27] and DUT-OMRON [28] datasets.
Note that the proposed method generates more reasonable saliency maps compared with the state-of-the-art.
from multiple scales leads to better performance. Secondly, the
learned weighted-fusion achieves best performance. Thus, our
attention fusion strategy contributes to the performance gain.
3) Supervision: Here we discuss the role of deep supervi-
sion of our attention model. For examining the contribution
of deep supervision, we train our model with weighted-
fusion supervision only (minimizing object function P in
(Equ. 8) only). We can find that our whole model with both
considering weighted-fusion supervision and deep supervision
of each output layer (via (Equ. 9)) is more preferable. This
observation verifies that the deep supervision directly improves
performance.
4) Upsampling: We experiment with different upsampling
strategies. In our decoder network, the upsampling is per-
formed with multi-channel trainable upsampling kernels. Here
we test the performance of directly feeding features of conv3-
3, conv4-3, and conv5-3 into classifier layers and upsampling
the multi-layer output saliency via a fixed bilinear interpolation
kernel. The result in Table IX suggests a drop in performance
without using learnable kernel.
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V. DISCUSSIONS AND CONCLUSIONS
In this work, we have proposed a neural network for
predicting human eye fixations on images. The proposed deep
attention model inherits the advantages of deeply supervised
nets and fully utilizes the potential of neural network for
representing hierarchy of features to extract saliency infor-
mation at multiple scales. It builds on top of encoder-decoder
architecture, which is fully convolutional and results a memory
and time-efficient model. Experimental results on five eye-
tracking datasets demonstrate the superior performance of our
method with respect to other state-of-the-art methods.
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