The maximum entropy approach is a exible and powerful tool for density approximation. This paper proposes a sequential updating method to calculate the maximum entropy density subject to known moment constraints. Instead of imposing the moment constraints simultaneously, the sequential updating method incorporates the moment constraints into the calculation from lower to higher moments and updates the density estimates sequentially. The proposed method is employed to approximate the size distribution of U.S. family income. Empirical evidence demonstrates the e ciency of this method.
Introduction
A maximum entropy (maxent) density can be obtained by maximizing Shannon's information entropy measure subject to known moment constraints. According to Jaynes (1957) , the maximum entropy distribution is "uniquely determined as the one which is maximally noncommittal with regard to missing information, and that it agrees with what is known, but expresses maximum uncertainty with respect to all other matters."
The maxent approach is a exible and powerful tool for density approximation, which nests a whole family of generalized exponential distributions, including the exponential, Pareto, normal, lognormal, gamma, beta distribution as special cases.
The maxent density has found some applications in econometrics. For example, see Zellner (1997) and Zellner and Tobias (2001) for the Bayesian method of moments, which uses the maxent technique to estimate the posterior density of parameters of interest; and Buchen and Kelly (1996) , Stutzer (1996) and Hawkins (1997) for some applications in ÿnance.
Despite its versatility and exibility, the maxent density has not been widely used in empirical studies. One possible reason is that there is generally no analytical solution for the maxent density problem and the numerical estimation is rather involved. In this study, I propose a sequential updating method for the calculation of maxent densities. Compared to the existing studies that consider the estimation of the maxent density subject to just a few moment constraints, the proposed method is able to calculate the maxent density associated with a much higher number of moment constraints. This method is used to approximate the size distribution of U.S. family income distribution.
The maxent density
The maxent density is typically obtained by maximizing Shannon's entropy (deÿned relative to uniform measure),
subject to some known moment constraints or equations of moments.
1 Following Zellner and Highÿeld (1988), Ormoneit and White (1999) , and Rockinger and Jondeau (2002), we consider only the arithmetic moments of the form x i p(x) dx = i ; i = 0; 1; : : : ; k:
Extension to more general moments (e.g., the geometric moments, E(ln i x) for x ¿ 0) is straightforward (Sooÿ et al., 1995; Zellner and Tobias, 2001) .
We use Lagrange's method to solve for the maxent density. The solution takes the form
where i is the Lagrangian multiplier for the ith moment constraint. Since an analytical solution does not exist for k ¿ 2, one must use a nonlinear optimization technique to solve for the maxent density. One way to solve the maxent problem is to transform the constrained optimization problem into an unconstrained optimization problem using the dual approach (Golan et al., 1996) . Substituting Eq. (2) into the Lagrangian function and rearranging terms, we have the dual objective function for an unconstrained
