Let X be an n-set and L a set of nonnegative integers. F, a set of subsets of X, is said to be an L -intersection family if and only if for all Here |F| denotes the number of elements in F.
§1. Introduction
Throughout the paper, we assume k, n ∈ N, I n = {1, 2, . . . , n} ⊂ N, where N denotes the set of positive integers.
In this part, we briefly review the concept of polynomial semi-lattice introduced by Ray-Chaudhuri and Zhu in [8] The definition of polynomial semi-lattice given here is equivalent to but simpler than that in [8] . For the convenience of the reader, we also include various examples of polynomial semi-lattices.
Let (X, ≤) be a finite nonempty partially ordered set having the property that (X, ≤) is a semi-lattice, i.e., for every x, y ∈ X there is a unique greatest lower bound of x and y denoted by x ∧ y. If x ≤ y and x = y, we write x < y. We also assume that (X, ≤) has a height function l(x), where l(x) + 1 is the number of terms in a maximal chain from the least element 0 to the element x including the end elements in the count. Let n be the maximum of l(x) for all the x in X. Define X i = {x ∈ X| l(x) = i}, 0 ≤ i ≤ n and X 0 = {0}. Then X = ∪ n i=0 X i is a partition and the subsets X i 's are called fibres. The integer n is said to be the height of (X, ≤). 
Remarks.
1) Taking k = 0 in c), we have |{z | z ∈ X i , z ≤ y}| = f i (m j ) for every y ∈ X j .
2) For any x ∈ X we define |x| to be m i if x ∈ X i . Specializing y = E ∧ F in remark 1), we have
, where E, F ∈ X. This result is going to be used later.
3) Taking
From this we can solve for a i :
for i = 1, 2, . . . , n.
4) From remark 3), we get
.
In the following examples we let s ∈ N, q be a prime power, and
Examples:
1) Johnson Scheme. Let V be an n-element set and X i be the set of all i-element
. It is easy to see that (X, ≤) is a polynomial semi-lattice.
2) q-analogue of Johnson Scheme. Let V be an n-dimensional vector space over a finite field GF (q), X i be the set of all i-dimensional subspaces of V , 0 ≤ i ≤ n. Let
X i is a polynomial semi-lattice with inclusion as the partial order.
3) Hamming Scheme. Let W be an s-element set. We define 
4) q-analogue of Hamming Scheme. Let V be an s-dimensional vector space over a finite field GF (q) and W be an n-dimensional vector space over a finite field GF (q).
5) Ordered Design. Let W be an s-element set and V be an n-element set with
, where 0 is taken as the least element, and
6) q-analogue of Ordered Design. Let W be an s-dimensional vector space and V be an n-dimensional vector space over a finite field GF (q) with n ≤ s. Define the electronic journal of combinatorics 4 (1997), #R28
If F is empty or contains only one element, it is vacuously an L-intersection family and all the theorems below are trivially true. So in the rest of this paper, we assume that F has at least two elements.
Ray-Chaudhuri and Zhu extended the well-known Ray-Chaudhuri-Wilson theorem to the polynomial semi-lattice and they have [8] :
For the special case L = {l, l + 1, . . . , l + k − 1}, we extend the method in Ramanan [6] to polynomial semi-lattices, and we have:
Here [x] means the greatest integer less than or equal to x.
The above result for the set case was raised by Ramanan [6] as an interesting problem.
In the case of Johnson scheme where
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This follows by specializing l = 1 in Theorem 2 and the easy observation that
This is a special case of a conjecture of Frankl and Füredi which was recently proved by G. V. Ramanan [6] . Indeed, Frankl and Füredi conjectured a more general result
Ramanan proved the special case of Frankl-Füredi conjecture when l = 0. The general
case is still open.
We also studied the special case of Theorem 1 when L = {0, 1, . . . , k − 1} and got a simpler proof of the inequality as well as a necessary and sufficient condition under which the equality holds.
The equality holds if and only if
In the direction of Theorem 1, Snevily [9] studied the case L = {0, 1, · · · , k − 1}, and ∀E ∈ F, |E| ≥ k and he obtained a better upper-bound. We show that it can be generalized to polynomial semi-lattices (Theorem 4 below) and we give a simpler proof of the inequality as well as a necessary and sufficient condition under which the equality holds.
The equality holds if and only if F = X k .
Next, we show that some modular versions of Ray-Chaudhuri-Wilson Theorem [7] also extend to polynomial semi-lattices.
First the uniform case (Frankl and Wilson's modular version [5] ):
Then the nonuniform case (Deza, Frankl and Singhi's modular version [3] ):
§3. The Proof of Theorem 2
Convention: Empty product is defined to be 1.
First we prove two lemmas.
where a i 's are positive. So it is enough to prove that there exist positive real numbers
The above result follows from the following more general statement:
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Claim. For any j such that 0 ≤ j < l 1 , there exist positive real numbers
Proof of the claim. When k = 1, it is trivially true. Suppose it is true for k.
Now we want to prove that it holds for k + 1.
Since j + 1 < l 1 + 1, we can apply the induction hypothesis to the first term of (1) (denoted by I) and we have
for some positive real numbers u k , u k−1 , · · · , u 0 . Then we use the induction hypothesis on the second term (denoted by II) and we have
for some positive real numbers v k , v k−1 , · · · , v 0 . Now add up I and II and we have
where
0 are positive, which proves the claim and therefore the lemma.
Remark. In the rest of the paper, we will only use Lemma 1 in its special case where
To each E ∈ F we associate a variable x E . For each I ∈ X , we define a linear form L I as follows:
Lemma 2.
With the same notation as in Lemma 1 and further we assume that
Proof. We regard both sides as quadratic forms on x E 's, where E ∈ F and try to show that the corresponding coefficients are equal. 
|. An element of W 0 will be written as (v E , E ∈ F) = (v E ) (for short). 
By Lemma 2, we have
Since
We divide both sides by (−1) k and move the L.H.S to the R.H.S. So we have
Since b i 's are positive by Lemma 1 and g(|E|) ≥ 0 by the remark immediately after the proof of Lemma 1 in this section, the R.H.S is a sum of nonnegative terms. So
where 0 is the least element of X.
To show that v E = 0 for all E ∈ F, we assume the contrary. Define J = {l(E)|E ∈ F, v E = 0}. Let j 0 be the largest number of J. By the results in the previous paragraph and the remark after the proof of Lemma 1, we have l ≤ j 0 ≤ k + l − 1.
In the following, we distinguish 2 cases: Case 1. Suppose j 0 = l, then there exists an E ∈ F with l(E) = l and v E = 0.
Case 2. Suppose l < j 0 ≤ l + k − 1 and there exists an E ∈ F such that l(E) = j 0
and v E = 0. We fix such an E.
Since f 0 , f 1 , · · · , f j 0 −l form a base of the vector space of polynomials of degree
In the following we let h(x) = (x − m l ) · · · (x − m j 0 −1 ) and define λ I (E) = 1 if I ≤ E and 0 otherwise.
As in the proof of Lemma 2, we have
by the definition of J and j 0 , v F = 0. So the right hand side of ( * ) is equal to 
Remark . For the proof of Theorem 4, we consider the 0-1 incidence matrix M k whose rows and columns are indexed by the elements of F and X k respectively. The 
