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Abstract: Soft subspace clustering is an important part and research hotspot in clustering research. Clustering in 
high dimensional space is especially difficult due to the sparse distribution of the data and the curse of dimensional-
ity. By analyzing limitations of the existing algorithms, the concept of subspace difference is proposed. Based on 
these, a new objective function is given by taking into account the compactness of the subspace clusters and sub-
space difference of the clusters. And a subspace clustering algorithm based on k-means is presented. The additional 
parameter is not necessary in the novel algorithm. Theoretical analysis and experimental results demonstrate that the 
proposed algorithm significantly improves the accuracy.  
Key words: high dimensional data; k-means; subspace clustering; subspace difference  
摘  要: 软子空间聚类是聚类研究领域的一个重要分支和研究热点。高维空间聚类以数据分布稀疏和“维
度效应”现象等问题而成为难点。在分析现有软子空间聚类算法不足的基础上, 引入子空间差异的概念;  
在此基础上, 结合簇内紧凑度的信息来设计新的目标优化函数; 提出了一种新的 k-means 型软子空间聚类
算法, 该算法在聚类过程中无需设置额外的参数。理论分析与实验结果表明, 相对于其他的软子空间算法, 
该算法具有更好的聚类精度。 
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FWKM[3]的 β和 δ、LAC[4]的 h、FSC[5]的 α和 ε以






算法(soft-subspace clustering based on subspace 





法的相关工作; 第 3章给出具体的算法描述; 第 4
章描述实验方法, 并对算法的实验结果进行比较
和分析; 第 5 章总结全文, 并指出下一步的研究 
方向。 








给定数据集 1 2{ , ,..., }NDB X X X= , 其中 iX =  
1 2, ,...,i i iDx x x< > , 称 iX 为D(D>1)维数 据空间的
第 i个数据点 i=1,2,…,N, 这里 N(N>1)表示数据点
数目 , 并假设数据已作规范化处理使得所有的
xij∈[0,1], j=1,2,…,D。聚类算法将 DB划分为 K个
子集的集合 { }1 2, ,..., kC C C C= , 且∀k≠l,1≤k, l≤K, 
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优化函数。新算法 SDSC 基于此目标函数, 在类
k-means 的聚类过程中, 不断地迭代优化目标函
数, 以获得高质量的聚类结果。 
3  算法 SDSC 
本章首先提出子空间差异等形式定义, 在此
基础上推导出 SDSC 的目标优化函数, 然后给出
详细的描述, 并对算法的性能进行分析。 












可认为各维度权重相同, 于是基于 1 2 ...k kw w+ + +  










′ = −∑ w  
其中, Sk表示第 k个子空间簇类。通过引入约束条
件 1 2 ... 1k k kDw w w+ + + = 来求解 ( )kdiff S′ 的极值 , 
可得出 ( ) [0, 1 ]kdiff S D D′ ∈ − 。基于 ( )kdiff S′ 的取
值范围, 可以将 ( )kdiff S′ 变换到[0,1]区间, 并定
义标准化的子空间差异大小如下： 
定义 1 (子空间差异) 记第 k个子空间簇的子





















定义 2 (子空间两点距离[9]) 设 yi是 xi在 Sk
所属子空间上的投影, 基于常用的加权欧式距离[9]
来度量 Sk所在的子空间中两个投影点 y1和 y2间
的距离为： 
2
1 2 1 2
1
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3.2  优化方法 
目标函数 J 的最小化是一个非多项式的问
题。常用的解决办法是基于 W 和 V 的局部最优
化来解决目标函数 J 的最优化。为计算 W 和 V
的局部最优值, 在 J的基础上引入wkj的约束条件
( 1kw +  2 ... 1k kDw w+ + = )构造目标优化函数 J1： 
1
1 1
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来推导 wkj的计算公式, 经整理有： 
1























































w   (5) 
3.3  算法实现 
根据优化的目标函数, SDSC 算法是基于传
统的 k-means[7]框架来实现的, 具体过程描述如下： 
算法 The SDSC algorithm 
输入：N 个 D 维的数据对象; 聚类数目 K; 迭代
终止阀值ε 
输出：K 个子集的集合 { }1 2, ,..., kC C C C= 和相应
的维度权值集合{ }1 2, ,..., kw w w  
初始化：随机地选择 K个初始中心点, 所有的权
值初始化为 1/D, 创建簇中心矩阵 (0)V 和权值矩阵 (0)W  




3. 根据公式(2)计算 ( )pV  
4. 根据公式(5)计算 ( )pW  
Until ( ) ( 1) ( ) ( 1)andp p p pε ε− −− < − <V V W W  
其中 , ε是一个很小的正实数 , 本文设定
ε=10−6, 其目的是控制算法的结束。SDSC算法基
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同于在 K 个子空间簇类中计算公式(1)的复杂度, 
则时间复杂度为 O(KND), 同理 , 更新簇中心和 
计算维度权值的两个步骤分别都为 O(KND)。假设
算法迭代次数为 P, 则算法 SDSC 的时间复杂度




4  实验结果与分析 
实验采用多组高维数据测试集, 通过与其他
3 种算法的实验结果进行比较分析, 来验证 SDSC
算法的有效性。 








词, 抽取词条并计算词频等预处理[2]步骤, 选取 
2 002个出现频度最高的词(词频在 28以上), 最后
得到Email-1431-2002 数据集。第 3 个数据集
Ling-Spam3由 2 412 封正常邮件与 481 封垃圾邮
件组成。通过相同的预处理后, 得到 48 742个词
条, 去掉 44 300 个只在 14 封邮件(约 0.5%)中出
现的低频词条和 7 个 1 157 封邮件(约 40%)中都
出现过的高频词, 最后得到 4 435 个词条。第 4    
个和第 5个数据集都抽取自专门用于中文文本分
类测试的文本库 Tan-Corp4, Tan-Corp包含 14 150
个中文文本, 分为 12大类, 实验从体育、卫生和
娱乐 3个类别中分别抽取了 5 711个文本和 6 301
个文本, 经过相同的预处理后选择了1 191个词条, 
形成 Tan-5711-1191 数据集和Tan-6301-1191 数    
据集。 
Table 1  Information about the real-world datasets 
表 1  实际应用数据集的有关信息 
数据集 数据点数目 维数 类别数目
SpamBase 4 601 54 2 
Email-1431 1 431 2 002 2 
Ling-Spam 2 893 4 435 2 
Tan-5711-1191 5 711 1 191 3 







设置如下：类别数目为 4, 维度数为 1 000。D5−8
数据集测试新算法对数据点数目的可伸缩性, 合
成参数设置如下：类别数目为 4, 数据点数目为  
5 000。 
Table 2  Summarized parameters of the synthetic datasets 
表 2  合成数据集的有关信息 
1 4D −  (类别数目为 4, 维度数为 1 000) 
1D  2D  3D  4D  数据点数目
10 000 20 000 30 000 40 000
5 8D −  (类别数目为 4, 数据点数目为 5 000)
5D  6D  7D  8D  维度数 
1 000 2 000 3 000 4 000
 
4.2  实验设置 
实验环境为 Intel 2.99 GHz CPU, 2 GB 内存, 
操作系统为 Microsoft Windows 7, 采用 C++语言
实现。 
为了能有效分析 SDSC 算法的性能, 实验选 
                                 
1 ftp.ics.uci.edu:pub/machine-learning-databases. 
2 http://www2.imm.dtu.dk/~rem/data/. 
3 http://www.aueb. gr/users/ion/data/. 
4 http://lcc.software.ict.ac.cn/~tansongbo/corpus1.php. 
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择了 EWKM[6]、FWKM[3]和 FSC[4]3 种聚类算法
进行对比分析, 与本文算法不同的是, 其他 3种对
比算法都需要用户设置额外的(参数 K除外, 这是
4 种算法都需要的) 算法参数。对于 EWKM[6]参
数γ , 根据建议设定为 0.5, 此外, 为测试其参数
的敏感性, 也将γ调整为 1.0 进行实验; FWKM[3]
和 FSC[5]参数β和α分别根据文献[3]和文献[5]的
建议, 设定为 1.5和 2.1; 同样地, 实验还将β和α
设定为 2.0和 3.0来验证对比算法的适应性。 















运行 4种算法 100次, 最后报告平均的聚类精度。
为公平起见, 4 种算法每次运行都选择同样的初
始簇中心开始。表 3和表 4显示 4种算法在 5个
数据集上取得的平均聚类精度。 
如表 3 和表 4 所示, 算法都能较好地对实际
应用的数据集进行聚类。SDSC 算法可以获得比
其他算法更好的聚类精度。与其他 3种算法相比, 
本文算法保持了较高的聚类正确率, 在 5 种数据




了 85%的聚类精度。以数据维度数较高的 Email- 
1431数据集为例, 其他聚类算法平均都只获得
70%左右的聚类精度, SDSC 算法则获得了 90% 
Table 3  Comparison of the clustering results on the real-world datasets (Micro-F1) 
表 3  实际应用数据集上的聚类结果比较(Micro-F1) 
 SpamBase Email-1431 Ling-Spam Tan-5711-1191 Tan-6301-1191
SDSC 0.801 3 0.958 1 0.848 3 0.927 3 0.827 5 
EWKM(γ =0.5) 0.567 3 0.582 9 0.654 3 0.578 3 0.498 4 
EWKM(γ =1.0) 0.559 1 0.605 1 0.608 7 0.603 6 0.592 7 
FWKM(β =1.5) 0.641 1 0.602 7 0.840 2 0.668 3 0.564 8 
FWKM(β =2.0) 0.610 3 0.746 2 0.807 2 0.733 8 0.709 1 
FSC(α =2.1) 0.598 4 0.654 2 0.614 6 0.642 8 0.618 4 
FSC(α =3.0) 0.736 9 0.798 6 0.747 6 0.698 7 0.665 9 
Table 4  Comparison of the clustering results on the real-world datasets (Macro-F1) 
表 4  实际应用数据集上的聚类结果比较(Macro-F1) 
 SpamBase Email-1431 Ling-Spam Tan-5711-1191 Tan-6301-1191
SDSC 0.800 9 0.930 9 0.809 4 0.916 4 0.817 3 
EWKM(γ =0.5) 0.419 2 0.463 4 0.518 4 0.479 3 0.501 2 
EWKM(γ =1.0) 0.407 9 0.487 4 0.496 8 0.527 4 0.496 6 
FWKM(β =1.5) 0.499 6 0.487 1 0.495 7 0.583 9 0.523 7 
FWKM(β =2.0) 0.520 4 0.681 1 0.514 8 0.692 1 0.671 4 
FSC(α =2.1) 0.473 5 0.615 7 0.484 3 0.491 8 0.489 6 
FSC(α =3.0) 0.700 8 0.746 3 0.705 9 0.583 5 0.432 8 
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以上的聚类精度。从表 3 和表 4 可以看出, 算法
参数的设置与其聚类性能密切相关。作为对比, 
除簇类数目 K 以外, SDSC 算法无需给定其他的
参数, 提高了算法的适应性。 
由图 1 可见, 对同一个数据集进行聚类时 , 
EWKM聚类时间明显多于其他 3种算法。原因在




SDSC 算法继承了 k-means 算法在数据点数











Fig.1  Comparison of the runtime of different algorithms 
图 1  不同算法的运行时间对比 





在的子空间 , 且不需要用户给定额外的算法参 
 
 
Fig.2  Relationships between the runtime of SDSC,  
and different numbers of data points and dimensions 
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