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Abstract
We study m-dimensional SDE Xt = x0 +
∑∞
i=1
∫ t
0 σi(Xs) dW
i
s +
∫ t
0 b(Xs) ds, where {Wi}i1
is an infinite sequence of independent standard d-dimensional Brownian motions. The existence
and pathwise uniqueness of strong solutions to the SDE was established recently in [Z. Liang, Sto-
chastic differential equations driven by countably many Brownian motions with non-Lipschitzian
coefficients, Preprint, 2004]. We will show that the unique strong solution produces a stochastic flow
of homeomorphisms if the modulus of continuity of coefficients is less than |x − y|(log 1|x−y| )ϑ ,
ϑ ∈ [0,1) with (−1)ϑ = 1, and the coefficients are compactly supported.
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Let σ :m → m ⊗d and b :m → m be continuous functions, and W be one d-di-
mensional Brownian motion. It is well known that the following classical Itô SDE{
dX(t) = σ(X(t)) dWt + b(X(t)) dt,
X(0) = x0, (1.1)
has a weak solution up to a lifetime ζ (cf. [10,19,21]). And the SDE (1.1) has a unique
strong solution under the assumption of σ and b satisfy the Lipschitz condition or locally
Lipschitz condition plus linear growth condition via Picard iteration. Let X(x0, t) be the
solution of the SDE (1.1). It is well known that the solution gives rise to a stochastic flow
of homeomorphisms if the coefficients σ and b are globally Lipschitzian (cf. Kunita [11]).
We refer to [10] and [17] for the study of stochastic flow of homeomorphisms. Recently,
Malliavin [16], Airault and Ren [1] and Fang and Zhang [4] established stochastic flow
of homeomorphisms of the circle S1. Many interesting phenomena for SDE with non-
Lipschitz coefficients have been elucidated in [12,13].
In this work, inspired by the recent work of Gao and He [3], Fang and Zhang [4,5],
Airault and Ren [1] and Malliavin [16], we study the following m-dimensional SDE{
dX(t) =∑∞i=1 σi(X(t)) dWit + b(X(t)) dt,
X(0) = x0, (1.2)
where {Wi}i1 is an infinite sequence of independent standard d-dimensional Brown-
ian motions, {σi(x)}i1 is an infinite sequence of m ⊗ d -valued continuous func-
tions and b(x) is m-dimensional continuous function. The main difference between the
SDEs (1.1) and (1.2) is that the usual weak solution plus pathwise uniqueness implies
the unique strong solution holds for the SDE (1.1) and may not hold for the SDE (1.2).
In this paper we assume that σ(x) := (σ1(x), σ2(x), . . .) ∈ ∞ × m ⊗ d and b(x) =
(b1(x), b2(x), . . . , bm(x)) ∈ m satisfy the following∥∥σ(x)− σ(y)∥∥ C|x − y|(log 1|x − y|
)α
, (1.3)
∣∣b(x)− b(y)∣∣ C|x − y|(log 1|x − y|
)β
(1.4)
for |x − y|  c0  1/e, where ‖σ(x)‖2 := ∑∞i=1∑mj=1∑dk=1 σ 2ijk(x) and |b(x)|2 :=∑m
j=1 b2j (x). When 0  ϑ = max{2α,β}  1, we recently established in [14] the non-
explosion, existence and uniqueness theorems and a large deviations principle of solutions
of the SDE (1.2) by using stopping time and the Euler approximation techniques used
in [5]. We shall prove that, when 0 ϑ = max{2α,β} < 1 and (−1)ϑ = 1, the solution of
the SDE (1.2) admits a version X(x0, t) such that x0 → X(x0, t) is a homeomorphism of
m almost surely for all t > 0 if the coefficients σi , i = 1,2, . . . , and b satisfy the con-
ditions (1.3)–(1.4) and are compactly supported. Our results state that, when α = n2n+1 ,
β = 2n2n+1 , n = 0,1,2, . . . , the unique strong solution can produce a stochastic flow of
homeomorphisms.
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chastic flow, homotopy and stochastic integral with respect to countably many Brownian
motions. In Section 3 we will establish non contact property of solutions of the SDE (1.2).
Finally, in Section 4 we will devote to construction of stochastic flow of homeomorphisms.
2. Preliminaries
We first recall some basic facts about homotopy, which come from [2,8,9,18].
Definition 2.1. Let F and G be continuous mappings from a topological space X to a
topological space Y and let I = [0,1], the unit interval. Then F is homotopic to G if there
is a continuous mapping H (the homotopy) :X × I → Y such that F(x) = H(x,0) and
G(x) = H(x,1) for all x ∈ X. F is called a nullhomotopic if F is homotopic to a constant
map.
Let Sm be m-dimensional sphere Sm = {x ∈ m+1: |x| = 1}. Then we have the follow-
ing.
Proposition 2.1 (cf. [9,18]). Let f be a continuous map from Sm to Sm. If f is not onto,
then it is a nullhomotopic.
Next we give notions about stochastic flow of homeomorphisms.
Definition 2.2. Let {φt (x,ω); t ∈ [0,+∞), x ∈ m} be a family of continuous maps
from m into itself defined a given probability space (Ω,F ,P). Then {φt (x,ω); t ∈
[0,+∞), x ∈ m} is a stochastic flow of homeomorphisms means that there exists a null
set N of Ω such that for any ω ∈ Nc the family of continuous maps {φt (·,ω): t ∈ [0,+∞)}
satisfies the following properties:
(i) φs(ω) ◦ φt (ω) = φs+t (ω) and φ0(ω) = I , identity map, where ◦ denotes the compo-
sition of maps.
(ii) The map φt (ω) :m → m is a homeomorphism for all t ∈ [0,+∞).
(iii) (x, t) → φt (x,ω) is a continuous map from m × [0,+∞) to m.
Finally we define stochastic integral with respect to countably many Brownian mo-
tions in the SDE (1.2). Let {Wi}i1 be an infinite sequence of independent standard
d-dimensional Brownian motions defined on the probability space (Ω,F ,P). For σ(x) =
(σ1(x), σ2(x), . . .) ∈ ∞ × m ⊗ d and b(x) = (b1(x), b2(x), . . . , bm(x)) ∈ m we de-
note their norms by
∥∥σ(x)∥∥=
√√√√√ ∞∑
i=1
m∑
j=1
d∑
k=1
σ 2ijk(x) and
∣∣b(x)∣∣=
√√√√ m∑
j=1
b2j (x).
We assume that ‖σ(x)‖ < ∞ and |b(x)| < ∞ for any x ∈ m. Then we have the follow-
ing:
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family of sub σ -fields of F generated by {Wi}∞i=1. Given two sequences of m ⊗ d -
valued and {Ft }t0-adapted processes {Hi(t), t  0} and {Gi(t), t  0}, let M(t) =∑∞
i=1
∫ t
0 Hi(s) dW
i
s ≡ (M1(t),M2(t), . . . ,Mm(t)) and N(t) =
∑∞
i=1
∫ t
0 Gi(s) dW
i
s ≡
(N1(t),N2(t), . . . ,Nm(t)).
If E ∫ t0 ‖H(s)‖2 ds < +∞, that is, ‖H‖ ∈H2loc for all t  0, then M is a continuous
square integrable {Ft }t0-martingale. If
∫ t
0 ‖H(s)‖2 ds < +∞ P-a.s., that is, ‖H‖ ∈ L2locfor all t  0, then M is a continuous local {Ft }t0-martingale and the quadratic variation
of M is given by
[Mj1 ,Mj2]t =
∞∑
i=1
d∑
k=1
t∫
0
Hij1k(s)Hij2k(s) ds, j1, j2 = 1,2, . . . ,m,
for all t  0. If ‖H‖ and ‖G‖ are in H2loc or L2loc, then the cross variation of M and N is
given by
[Mj1 ,Nj2]t =
∞∑
i=1
d∑
k=1
t∫
0
Hij1k(s)Gij2k(s) ds, j1, j2 = 1,2, . . . ,m,
for all t  0.
And the stochastic integral w.r.t. countably many Brownian motions has the following
properties
(1) if ‖H‖ and ‖G‖ are in H2loc or L2loc, then ‖aH + bG‖ is in H2loc or L2loc for any
a, b ∈ , and
∞∑
i=1
t∫
0
(
aHi(s)+ bGi(s)
)
dWis = a
∞∑
i=1
t∫
0
Hi(s) dWis + b
∞∑
i=1
t∫
0
Gi(s) dWis
for all t  0.
(2) If f is a real measurable {Ft }t0-adapted process such that ‖fH‖ ∈H2loc or L2loc,
then
t∫
0
f (s) d[Mj1 ,Mj2]s =
∞∑
i=1
d∑
k=1
t∫
0
f (s)Hij1k(s)Hij2k(s) ds, j1, j2 = 1,2, . . . ,m,
t∫
0
f (s) dMs =
∞∑
i=1
t∫
0
f (s)Hi(s) dWis
for all t  0.
(3) The Itô formula, B-D-G inequality and etc can be applied to such integral as same
as the usual stochastic integral w.r.t. finite Brownian motions.Therefore we have concepts of solutions to the SDE (1.2) as follows.
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increasing complete family of sub σ -fields of F generated by {Wi}∞i=1. If there exists an{Ft }t0-adapted stochastic process {X(t), t  0} such that the SDE (1.2) holds P-a.s. and
EX2(t) < +∞ ∀t  0, then the X is called a strong solution of the SDE (1.2). If X and Y
are two solutions of the SDE (1.2) with same initial datum defined on same probability
space (Ω,F ,P), then P(X(t) = Y(t), for all t  0) = 1. We say that pathwise uniqueness
holds for the SDE (1.2).
3. Non-contact property
This section is devoted to proving the non-contact property of solutions to the SDE (1.2),
which is necessary to show that the unique strong solution X(x0, t) is one-to-one map
from m to itself on outside of a null set of Ω in construction of stochastic flow of home-
omorphisms.
Theorem 3.1. Assume that there exist non-negative constants A and B such that the co-
efficients σ(x) := (σ1(x), σ2(x), . . .) ∈ ∞ × m ⊗ d and b(x) = (b1(x), b2(x), . . . ,
bm(x)) ∈ m satisfy the following
∥∥σ(x)∥∥2 = ∞∑
i=1
m∑
k=1
d∑
j=1
σ 2ijk(x) B, ∀x ∈ m, (3.1)
∣∣b(x)∣∣2 = m∑
j=1
b2j (x)A, ∀x ∈ m, (3.2)
∥∥σ(x)− σ(y)∥∥ C|x − y|(log 1|x − y|
)α
, x, y ∈ m, (3.3)
∣∣b(x)− b(y)∣∣ C|x − y|(log 1|x − y|
)β
, x, y ∈ m (3.4)
for |x − y|  c0 < 1/e (c0 is a sufficient small nonnegative constant), (α,β) ∈ [0,1] ×
[0,1] and the SDE (1.2) has no explosion. If x0 
= y0, then P(X(x0, t) 
= X(y0, t) for all
t > 0) = 1 when 0max{2α,β} 1.
Remark 3.1. When (α,β) ∈ [0, 12 ] × [0, 12 ] Cao and He [3] got a similar result for the
SDE (1.2) via an approach used in [15,20]. Fang and Zhang [7] obtained the property for
the SDE (1.1) under general conditions via local time approach and composition techniques
of auxiliary function with appropriate processes. we shall use the approach and techniques
to prove the Theorem 3.1 for reader’s convenience.
Proof. By Theorem 2.2 in [14] we let X(x0, t) and X(y0, t) be the unique solutions of the
SDE (1.2) corresponding to x0 and y0, respectively.
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σ˜i (t) = σi
(
X(x0, t)
)− σi(X(y0, t)), i = 1,2, . . . ,
b˜(t) = b(X(x0, t))− b(X(y0, t)),
η(t) = X(x0, t)−X(y0, t), ξ(t) =
∣∣η(t)∣∣2.
Then by using Itô formula
η(t) = x0 − y0 +
∞∑
i=1
t∫
0
σ˜i (s) dWi (s)+
t∫
0
b˜(s) ds,
dξ(t) = 2
∞∑
i=1
〈
σ˜i (t)
∗η(t), dWi (t)
〉+ 2〈η(t), b˜(t)〉dt + ∥∥σ˜ (t)∥∥2 dt (3.5)
and stochastic contraction dξ(t) · dξ(t) is given by
dξ(t) · dξ(t) = 4
∞∑
i=1
∣∣σ˜i (t)∗η(t)∣∣2 dt, (3.6)
where ‖σ˜ (t)‖2 =∑∞i=1∑mj=1∑dk=1 σ˜ 2ijk(t), σ˜ ∗ denotes the transpose matrix of σ .
Given 1 > δ > 0, we define functions Ψ (x) and Φ(x) on (0, δ) ⊂ (0,1/e) by
Ψ (x) =
δ∫
x
ds
s
(
log 1
s
)2α + s(log 1
s
)β and Φ(x) = exp{Ψ (x)}.
Then
Φ ′(x) = − Φ(x)
x
(
log 1
x
)2α + x(log 1
x
)β , (3.7)
Φ ′′(x) = Φ(x)
[(
log 1
x
)2α + (log 1
x
)β + 1 − 2α(log 1
x
)2α−1 − β(log 1
x
)β−1][
x
(
log 1
x
)2α + x(log 1
x
)β]2 (3.8)
and (
log
1
x
)2α
+
(
log
1
x
)β
 1 − 2α
(
log
1
x
)2α−1
− β
(
log
1
x
)β−1
(3.9)
for any x ∈ (0, δ) and ϑ = max{2α,β}  1. Let 0 < ε < |x0 − y0| < δ, define stopping
times τε , τ , ζ and ζε by
τε = inf
{
t > 0: ξ(t) ε
}
, τ = inf{t > 0: ξ(t) = 0},
ζ = inf
{
t > 0: ξ(t) >
δ
2
}
and ζε = τε ∧ ζ.
Then τε ↑ τ as ε ↓ 0.
We first prove that ξ(·) is positive almost surely on [0, ζ ], that is, P(τ < ζ) = 0.
Z. Liang / Bull. Sci. math. 129 (2005) 523–538 529Using the Itô formula, (3.5) and (3.6)
Φ
(
ξ(t ∧ ζε)
)= Φ(|x0 − y0|2)+ 2 ∞∑
i=1
t∧ζε∫
0
Φ ′
(
ξ(s)
)〈
σ˜i (s)
∗η(s), dWi (s)
〉
+ 2
t∧ζε∫
0
Φ ′
(
ξ(s)
)〈
η(s), b˜(s)
〉
ds +
t∧ζε∫
0
Φ ′
(
ξ(s)
)∥∥σ˜ (s)∥∥2 ds
+ 2
∞∑
i=1
t∧ζε∫
0
Φ ′′
(
ξ(s)
)∣∣σ˜i (s)∗η(s)∣∣2 ds
≡ A1(0)+A2(t)+A3(t)+A4(t)+A5(t). (3.10)
Since
E
t∧ζε∫
0
∞∑
i=1
∣∣Φ ′(ξ(s))∣∣σ˜i (s)∗η(s)∣∣∣∣2 ds
 E
t∧ζε∫
0
[
Φ ′
(
ξ(s)
)]2∥∥σ˜ (s)∥∥2∣∣ξ(s)∣∣2 ds
CE
t∧ζε∫
0
[
Φ
(
ξ(s)
)]2
ds Ct
[
Φ(δ2/4)
]2
< ∞
by using (3.3) and (3.7) for all t > 0, {A2(t)} is a martingale by Lemma 2.1, therefore
EA2(t) = 0.
Using (3.3), (3.4) and (3.7)–(3.9) we obtain for t  ζε∣∣Φ ′(ξ(t))〈η(t), b˜(t)〉∣∣C∣∣Φ ′(ξ(t))∣∣ξ(t)(log 1
ξ(t)
)β
 CΦ
(
ξ(t)
)
, (3.11)
∣∣Φ ′(ξ(t))∣∣∥∥σ˜ (t)∥∥2  C ξ(t)Φ(ξ(t))[log 1ξ(t) ]2α
ξ(t)
(
log 1
ξ(t)
)2α + ξ(t)(log 1
ξ(t)
)β  CΦ(ξ(t)), (3.12)
∞∑
i=1
∣∣Φ ′′(ξ(t))∣∣σ˜i (t)∗η(t)∣∣2∣∣ ∣∣Φ ′′(ξ(t))∣∣∥∥σ˜ (t)∥∥2ξ(t)
 C
Φ(ξ(t))
(
log 1
ξ(t)
)2α(
log 1
ξ(t)
)2α + (log 1
ξ(t)
)β( )
 CΦ ξ(t) . (3.13)
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EΦ
(
ξ(t ∧ ζε)
)
Φ
(|x0 − y0|2)+C t∫
0
EΦ
(
ξ(s ∧ ζε)
)
ds,
which, together with Gronwall Lemma, implies that
EΦ
(
ξ(t ∧ ζε)
)
Φ
(|x0 − y0|2) exp{Ct}, for all t > 0.
Consequently,
P(τε < t ∧ ζ )Φ(ε)Φ
(|x0 − y0|2) exp{Ct}, for all t > 0.
Letting ε → 0 in the last inequality,
P(τ < t ∧ ζ ) = 0, for all t > 0,
and then t → +∞ we have
P(τ < ζ) = 0.
That is, ξ(·) is positive almost surely on [0, ζ ].
Now we want to show that ξ(t) is positive on [0,+∞). To this end, we define a sequence
of stopping times {Tn} by
T0 = 0, T1 = ζ,
T2n = inf
{
t > T2n−1: ξ(t) δ/4
}
,
T2n+1 = inf
{
t > T2n: ξ(t) δ/2
}
,
for n = 1,2, . . . . Clearly, Tn → +∞ almost surely as n → +∞. We know from the defini-
tion that ξ(·) is positive on [T2n−1, T2n]. By pathwise uniqueness, the solution X has strong
Markov property, therefore starting from T2n again and using the same argument as in the
above proof on [0, ζ ] we can show that ξ(·) is also positive almost surely on [T2n, T2n+1].
Thus we complete the proof. 
4. Stochastic flow of homeomorphisms
This section is to establish the stochastic flow of homeomorphisms to the SDE (1.2).
To this end we first prepare here a series of lemmas that are necessary to prove that the
unique solution X(x, t) is an one-to-one, onto map and has a continuous modification in
two variables (x, t).
Lemma 4.1. Assume that the coefficients σ(x) = (σ1(x), σ1(x), . . .) ∈ ∞ × m ⊗ d
and b(x) = (b1(x), . . . , bm(x)) ∈ m satisfy the same conditions as in Theorem 3.1. Let
X(x, t) be the unique solution of the SDE (1.2) with initial datum x ∈ m. Then for any
p  1 and s, t ∈ [0,+∞) there exists a nonnegative constant C(p) such that[∣∣ ∣∣2p] [ p 2p]E X(x, t)−X(x, s)  C(p) |t − s| + |t − s| . (4.1)
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ferent from a line to another.
Proof. We assume that p > 1 because estimates (4.1) are obvious when p = 1. Since for
x ∈ m, s, t ∈ [0,+∞)
X(x, t)−X(x, s) =
∞∑
i=1
t∫
s
σi
(
X(x,u)
)
dWi (u)+
t∫
s
b
(
X(x,u)
)
du,
E
[∣∣X(x, t)−X(x, s)∣∣2p]
C(p)E
∣∣∣∣∣
∞∑
i=1
t∫
s
σi
(
X(x,u)
)
dWi (u)
∣∣∣∣∣
2p
+C(p)E
∣∣∣∣∣
t∫
s
b
(
X(x,u)
)
du
∣∣∣∣∣
2p
C(p)E
( t∫
s
∥∥σ (X(x,u))∥∥2du)p +C(p)E( t∫
s
du
)p( t∫
s
b2(u) du
)p
C(p)
[|t − s|p + |t − s|2p]
by the B-D-G inequality, Ho˘lder’s inequality and (3.1)–(3.2). This completes the proof. 
Lemma 4.2. Assume that the coefficients σ(x) = (σ1(x), σ2(x), . . .) ∈ ∞ ×m ⊗d and
b(x) = (b1(x), b2(x), . . . , bm(x)) ∈ m satisfy the same conditions as in Theorem 3.1, and
they are compactly supported, that is, there exists an R > 0 such that
σ(x) = 0 and b(x) = 0 for |x| >R.
Then, when 0  ϑ = max{2α,β} < 1 and satisfies (−1)ϑ = 1, for p ∈ , |x|  R, |y| 
R + 1 and a small ε > 0 there exists a positive constant C(p) > 0 such that
E
[(
ε + ∣∣X(x, t)−X(y, t)∣∣2)p] C(p)I[0,+∞)(p)[ε + |x − y|2]pe−C(p)t
+C(p)I(−∞,0)(p)
[
ε + |x − y|2]peC(p)t (4.2)
for all t > 0.
Proof. Define stopping time τ = inf{t > 0: |X(x, t)| R + 1} for |x| R + 1. Then for
all t  0X(x, t ∧ τ) = X(x, t). (4.3)
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X(x, t ∧ τ) = x +
∞∑
i=1
t∧τ∫
0
σi
(
X(x, s ∧ τ))dWi (s)+ t∧τ∫
0
b
(
X(x, s ∧ τ))ds.
Noting that
t∫
0
∥∥σ (X(x, s ∧ τ))∥∥2(I{s<τ } − 1)2 ds = t∫
τ
∥∥σ (X(x, s ∧ τ))∥∥2 ds = 0,
t∫
0
∣∣b(X(x, s ∧ τ))∣∣2(I{s<τ } − 1)2 ds = t∫
τ
∣∣b(X(x, s ∧ τ))∣∣2 ds = 0.
We have
∞∑
i=1
t∧τ∫
0
σi
(
X(x, s ∧ τ))dWi (s) = ∞∑
i=1
t∫
0
σi
(
X(x, s)
)
dWi (s),
t∧τ∫
0
b
(
X(x, s ∧ τ))ds = t∫
0
b
(
X(x, s)
)
ds.
These show that X(x, t) and X(x, t ∧ τ) satisfy the same SDE (1.2) with same initial
datum x. By pathwise uniqueness (4.3) holds. Hence |X(x, t)| R + 1 almost surely for
all t > 0.
Let
η(t) = X(x, t)−X(y, t), ξ(t) = ε + ∣∣η(t)∣∣2,
σ˜i(t) = σi
(
X(x, t)
)− σi(X(y, t)), i = 1,2, . . . ,
b˜i (t) = b
(
X(x, t)
)− b(X(y, t))
for all t > 0, |x|R + 1, |y|R + 1 and ε > 0. Then
η(t) = x − y +
∞∑
i=1
t∫
0
σ˜i (s) dWi (s)+
t∫
0
b˜i (s) ds. (4.4)
We assume that p 
= 0 because the estimates (4.2) is obvious when p = 0. By the Itô
formula and (4.4)
dξp(t) = 2pξp−1(t)
∞∑
i=1
〈
σ˜ ∗i (t)η(t), dWi (t)
〉+ 2pξp−1(t)〈η(t), b˜(t)〉dt
+ pξp−1(t)∥∥σ˜ (t)∥∥2 dt + 2p(p − 1)ξp−2(t) ∞∑
i=1
∣∣σ˜ ∗i (t)η(t)∣∣2 dt. (4.5)
Taking M = 2[ε + 4(R + 1)2]/c20 > 1 with ε > 0 such that ε + c0/2 < c0 < 1/e.
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)β
 Cξ(t)
(
log
M
ξ(t)
)β
(4.6)
because x(log 1/x)β is increasing on [0,1/e] and ξ(t) ε + c20/4 < 1/e.
If |X(x, t)−X(y, t)| > c0/2,∣∣〈η(t), b˜(t)〉∣∣ √2A
inf
ε+ c02 x
√
ε+4(R+1)2 x
(
log M
x2
)β ξ(t)(log Mξ(t)
)β
 2
√
2A
c0
(
log 2
c0
)β ξ(t)(log Mξ(t)
)β
(4.7)
because
inf
ε+ c02 x
√
ε+4(R+1)2
x
(
log
M
x2
)β
 c0
(
log
2
c20
)β
.
Using (4.6) and (4.7),∣∣〈η(t), b˜(t)〉∣∣ Cξ(t)(log M
ξ(t)
)β
 Cξ(t)
(
log
M
ξ(t)
)ϑ
. (4.8)
In the same way,∥∥σ˜ (t)∥∥2 Cξ(t)(log M
ξ(t)
)2α
 Cξ(t)
(
log
M
ξ(t)
)ϑ
. (4.9)
If p > 0, then by (4.8)∣∣2pξp−1(t)〈η(t), b˜(t)〉∣∣ 2Cp1−ϑξp(t)(log Mp
ξp(t)
)ϑ
. (4.10)
If p < 0, then by (4.8) and (−1)ϑ = 1∣∣2pξp−1(t)〈η(t), b˜(t)〉∣∣ 2C(−p)1−ϑξp(t)(log Mp
ξp(t)
)ϑ
. (4.11)
Therefore, (4.10) and (4.11) yield∣∣2pξp−1(t)〈η(t), b˜(t)〉∣∣ C(p)ξp(t)(log Mp
ξp(t)
)ϑ
(4.12)
for any p 
= 0.
Similarly,∣∣pξp−1∥∥σ˜ (t)∥∥2∣∣ C(p)ξp(t)(log Mp
ξp(t)
)ϑ
, (4.13)∣∣∣∣∣2p(p − 1)
∞∑
i=1
∣∣σ˜i (t)η(t)∣∣2ξp−2(t)
∣∣∣∣∣ C(p)ξp(t)
(
log
Mp
ξp(t)
)ϑ
(4.14)by (3.3), (4.9) and (−1)ϑ = 1.
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E
t∫
0
∞∑
i=1
ξ2p−2(s)
∣∣σ˜i (s)∗η(s)∣∣2 ds  BE t∫
0
ξ2p(s) ds
C(p)t
[
εp + (ε + |x − y|2)p]< +∞ for all t > 0 and p ∈ ,
the first term of (4.5) is a martingale, therefore its mathematical expectation is zero. Thus
taking mathematical expectation at both sides of (4.5), we obtain that if we denote E ξp(t)
Mp
by ϕ(t) then
ϕ(t) (ε + |x − y|
2)p
Mp
+C(p)
t∫
0
ϕ(s)
(
log
1
ϕ(s)
)ϑ
ds (4.15)
by using (4.12)–(4.14), s(log 1/s)ϑ is concave on (0,1/e) and Jensen inequality.
Noting that if p < 0 then (log 1
ϕ(t)
)ϑ  logϕ(t) due to (−1)ϑ = 1 and ϕ(t)  1 for
p < 0, we deduce from (4.15) that
ϕ′(t) C(p)ϕ(t) logϕ(t) (4.16)
for p < 0.
If p > 0 then (log 1
ϕ(t)
)ϑ  log 1
ϕ(t)
, which, together with (4.15), implies that for p > 0
ϕ′(t) C(p)ϕ(t) log 1
ϕ(t)
. (4.17)
Solving (4.16) and (4.17), we get
ϕ(t)
(
ε + |x − y|2)peC(p)t , ∀p < 0,∀t > 0, (4.18)
ϕ(t)
(
ε + |x − y|2)pe−C(p)t , ∀p > 0,∀t > 0. (4.19)
The last two inequalities imply (4.2). Thus we complete the proof. 
Lemma 4.3. Assume that the coefficients σ(x) = (σ1(x), σ2(x), . . .) ∈ ∞ ×m ⊗d and
b(x) = (b1(x), b2(x), . . . , bm(x)) ∈ m satisfy the same conditions as in the Lemma 4.2.
Then for each p > 1 there exists a positive constant C(p) such that
E
[∣∣X(x, s)−X(y, t)∣∣2p] C(p)[|s − t |p + |s − t |2p + |x − y|2pe−C(p)t ] (4.20)
for |x|R + 1, |y|R + 1, t > 0 and s > 0.
Proof. Let p > 1 and ε tend to 0 in (4.2). Then we have
E
[∣∣X(x, t)−X(y, t)∣∣2p] C(p)|x − y|2pe−C(p)t (4.21)
for any |x|R + 1, |y|R + 1 and t > 0.
Applying the Lemma 4.1 to E[|X(x, s)−X(x, t)|2p],[∣ ∣ ] [ ]E ∣X(x, s)−X(x, t)∣2p  C(p) |t − s|p + |t − s|2p (4.22)
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E
[∣∣X(x, s)−X(y, t)∣∣2p] 22pE[∣∣X(x, t)−X(y, t)∣∣2p]
+ 22pE[∣∣X(x, s)−X(x, t)∣∣2p]
 C(p)22p
[|s − t |p + |s − t |2p + |x − y|2pe−C(p)t ],
which completes the proof. 
Lemma 4.4. Assume that the coefficients σ(x) = (σ1(x), σ2(x), . . .) ∈ ∞ ×m ⊗d and
b(x) = (b1(x), b2(x), . . . , bm(x)) ∈ m satisfy the same conditions as in Lemma 4.2. By
Theorem 3.1 we let ψ(t, x, y) = 1/|X(x, t)−X(y, t)| for x 
= y. Then for each p > 1
there exists a positive constant C(p) such that for 0 < δ < 1
E
[∣∣ψ(t, x, y)−ψ(s, x′, y′)∣∣2p]
C(p)δ−4peC(p)T
[|s − t |p + |s − t |2p + |x − x′|2pe−C(p)t + |y − y′|2pe−C(p)t ]
(4.23)
for |x| ∨ |y| ∨ |x′| ∨ |y′|R + 1 with |x − y| δ, |x′ − y′| δ and t, s ∈ [0, T ], where T
is a given positive constant.
Proof. By a simple computation we have∣∣ψ(t, x, y)−ψ(s, x′, y′)∣∣2p  22pψ(t, x, y)2pψ(s, x′, y′)2p[∣∣X(x, t)−X(x′, s)∣∣2p
+ ∣∣X(y, t)−X(y′, s)∣∣2p]. (4.24)
Taking mathematical expectation at both sides of (4.24) and using the Hölder inequality,
E
∣∣ψ(t, x, y)−ψ(s, x′, y′)∣∣2p  21+2p[Eψ(t, x, y)8pEψ(s, x′, y′)8p] 14
× [(E∣∣X(x, t)−X(x′, s)∣∣4p) 12 + (E∣∣X(y, t)−X(y′, s)∣∣4p) 12 ]. (4.25)
We know from Lemma 4.2 that[
Eψ(t, x, y)8pEψ(s, x′, y′)8p
] 1
4  C(p)δ−2p[eC(p)s+eC(p)t ]
 C(p)δ−4peC(p)T . (4.26)
By Lemma 4.3(
E
∣∣X(x, t)−X(x′, s)∣∣4p) 12
C(p)
[|s − t |p + |s − t |2p + |x − x′|2pe−C(p)t ], (4.27)(
E
∣∣X(y, t)−X(y′, s)∣∣4p) 12[ −C(p)t ]C(p) |s − t |p + |s − t |2p + |y − y′|2pe . (4.28)
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E
[∣∣ψ(t, x, y)−ψ(s, x′, y′)∣∣2p]
C(p)δ−4peC(p)T
[|s − t |p + |s − t |2p + |x − x′|2pe−C(p)t + |y − y′|2pe−C(p)t ].
Thus we complete the proof. 
Now we can prove the following result, which is the main result of this paper.
Theorem 4.1. Assume that the coefficients σ(x) = (σ1(x), σ2(x), . . .) ∈ ∞ × m ⊗ d
and b(x) = (b1(x), b2(x), . . . , bm(x)) ∈ m satisfy the same conditions as in Theorem 3.1,
and they are compactly supported, that is, there exists an R > 0 such that
σ(x) = 0 and b(x) = 0 for |x| >R.
Then, when 0  ϑ = max{2α,β} < 1 and satisfies (−1)ϑ = 1, the family {X(·, t): t ∈
[0,+∞)} is a stochastic flow of homeomorphisms of m.
Proof. Firstly we prove that the unique strong solution X(x, t) has a continuous modifi-
cation in two variables (x, t), which satisfies the conditions (i) and (iii) of Definition 2.2.
By Lemma 4.3 we know that for p > 1 there exists a positive constant C(p) such that
E
[∣∣X(x, s)−X(y, t)∣∣2p] C(p)[|s − t |p + |s − t |2p + |x − y|2pe−C(p)t ]
for any (x, s), (y, t) ∈ B(R + 1)× [0,+∞) ≡ {x ∈ m: |x| R + 1} × [0,+∞). Taking
p > 2(m + 3) and choosing T > 0 such that 2pe−C(p)T > 2(m + 3). Then it follows
from Kolmogorov’s theorem that the unique strong solution X(x, t) has a continuous
modification X˜(x, t) on B(R + 1) × [0, T ] almost surely. Noting that if x > R + 1
then X(x, t) = x for all t > 0, we can extend X˜(x, t) continuously to m × [0, T ].
Let (θT ω)(t) = ω(t + T ) − ω(T ) for ω(t) = (W1(t),W2(t), . . .) ∈ ∞ × d . Define
X˜(x, T + t,ω) = X˜(X˜(x, T ,ω), t, θT ω) for 0 < t  T . Then X˜(x, T + t) satisfies the
SDE (1.2). By the pathwise uniqueness we see that X˜(x, T + t) = X(x,T + t) almost
surely on [0, T ]. That is, X˜(x, t) is a continuous modification of X(x, t) on [0,2T ].
In this way we can get a continuous modification X˜(x, t) of X(x, t) on the whole
space m × [0,+∞). We also denote the modification by X(x, t) if no confusion ap-
pears. Clearly it also satisfies the conditions (i) of Definition 2.2 because of the relation
X(x, t + s,ω) = X(X(x, t), s, θtω) and the pathwise uniqueness.
Secondly, we prove that the X(x, t) :m → m is one-to-one almost surely for all t > 0.
Now Theorem 3.1 tells us that there exists a null set of Ω , say N , such that X(x, t,ω) 
=
X(y, t,ω), ω ∈ Nc = Ω − N , if x 
= y. Therefore, to show that X(x, t) has one-to-
one property on outside of a null set N of Ω , we have to prove that the null set does
not depend on (x, y). Taking p > 2(m + 3) and choosing T > 0 in Lemma 4.4 such
that 2pe−C(p)T > 2(m + 3). Then by Lemma 4.4 and the Kolmogorov’s theorem we
see that ψ(t, x, y) = 1/|X(x, t)−X(y, t)| has a continuous modification ψ˜(t, x, y) over
{(x, y): x 
= y} ∩ B(R + 1) × [0, T ] because δ in Lemma 4.4 is arbitrary. Similar to
that of step 1 above, we can get a continuous modification ψ˜(t, x, y) of ψ(t, x, y) over
{(x, y): x 
= y}∩B(R+ 1)×[0,+∞). This shows that X(x, t) is one-to-one on B(R+ 1)
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outside a null set of Ω for all t > 0.
Finally, we prove that the map X(x, t) :Sm → Sm is onto for all t > 0.
Let ̂m = m ∪ {∞}. Since the continuous modification X(x, t) = x for |x| > R +
1, it is also continuous at ∞. Therefore X(x, t) can be extended to a continuous map
X̂(x, t) from ̂m to ̂m by setting X̂(∞, t) = ∞. Noting that ̂m is homeomorphic to the
sphere Sm and X̂(x, t) is homotopic to the identity map X̂(x,0). The X̂(x, t) is then a
continuous map from Sm to Sm and is not nullhomotopic. By Proposition 2.1 it follows
that the X̂(x, t) :Sm → Sm is onto, which, together with the step 2 above, implies that
the X̂(x, t) is a homeomorphism of Sm almost surely for all t > 0. Hence its restriction
X(x, t) on m is also a homeomorphism of m. That is, X(x, t) satisfies the condition (ii)
of Definition 2.2. Thus we complete the proof. 
Acknowledgements
The author is very grateful to Professor Shizan Fang for his conversations and providing
me Refs. [6] and [7].
References
[1] H. Airault, J.R. Ren, Modulus of continuity of the canonical Brownian motion on the group of diffeomor-
phisms of the circle, J. Funct. Anal. 196 (2002) 395–426.
[2] W.S. Boothby, An Introduction to Differentiable Manifolds and Riemannian Geometry, second edition,
Academic Press, 1996.
[3] F. Cao, K. He, On a type of stochastic differential equations driven by countably many Brownian motions,
J. Funct. Anal. 203 (2003) 262–285.
[4] S. Fang, Canonical Brownian motion on the diffeomorphism group of the circle, J. Funct. Anal. 196 (2002)
162–179.
[5] S. Fang, T.S. Zhang, Stochastic differential equations with non-Lipschitz coefficients: pathwise uniqueness
and nonexplosion, C. R. Acad. Sci. Paris, Ser. I 337 (2003) 737–740.
[6] S. Fang, T.S. Zhang, Stochastic differential equations with non-Lipschitzian coefficients: II. Dependence
with respect to initial values, Preprint, 2004.
[7] S. Fang, T.S. Zhang, A study of a class of stochastic differential equations with non-Lipschitzian coefficients,
Preprint, 2004.
[8] A. Hatcher, Algebraic Topology, Cambridge University Press, Cambridge, 2002.
[9] Z. Huang, Foundation of Stochastic Analysis, second edition, Science Press of China, Peking, 2001 (in
Chinese).
[10] I. Ikeda, S. Watanabe, Stochastic Differential Equations and Diffusion Processes, North-Holland, Amster-
dam, 1981.
[11] H. Kunita, Stochastic Flows and Stochastic Differential Equations, Cambridge University Press, Cambridge,
1990.
[12] Y. Le Jan, O. Raimond, Integration of Brownian vector fields, Ann. Probab. 30 (2002) 826–873.
[13] Y. Le Jan, O. Raimond, Flows, coalescence and noise, Ann. Probab. 32 (2004) 1247–1315.
[14] Z. Liang, Stochastic differential equations driven by countably many Brownian motions with non-
Lipschitzian coefficients, Preprint, 2004.
[15] Z. Liang, Existence and pathwise uniqueness of solutions for stochastic differential equations with respectto martingales in the plane, Stochastic Process. Appl. 83 (1999) 303–317.
538 Z. Liang / Bull. Sci. math. 129 (2005) 523–538[16] P. Malliavin, The canonic diffusion above the diffeomorphisms group of the circle, C. R. Acad. Sci. Paris,
Ser. I 329 (1999) 325–329.
[17] P. Malliavin, Stochastic Analysis, Grunlehren Math. Wissenschaften, vol. 313, Springer, Berlin, 1997.
[18] W.S. Massey, A Basic Course in Algebraic Topology, Springer, Berlin, 1991.
[19] D.W. Stroock, S.R.S. Varadhan, Multidimensional Diffusion Processes, Springer, Berlin, 1979.
[20] T. Yamada, Y. Ogura, On the strong comparison theorems for solutions of stochastic differential equations,
Z.W.V.G. 56 (1981) 1–19.
[21] T. Yamada, S. Watanabe, On the uniqueness of solutions of stochastic differential equations, J. Math. KyotoUniv. 11 (1971) 155–167.
