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Abstract: The Statistical Lensing of QSOs 
by Adam David Myers 
We use the 2dF QSO Redshift Survey, to investigate whether QSOs are detectably 
gravitationally lensed. Lensing could magnify and distort light from QSOs, influencing 
QSO numbers near galaxies, which trace structure in our Universe. 
Following Boyle, Fong & Shanks (1988), we find a 3a anti-correlation between QSOs 
and galaxy groups of strength Wqg ( < 101) = -0.049. We limit absorption by dust in groups 
to AB < 0.04 mag. To explain the anti-correlation by dust would need AB ~ 0.2 mag. 
We demonstrate that if the dearth of QSOs around groups is due to statistical lensing, 
more mass would be required in groups than flm = 0.3 models suggest. 
We use a mock catalogue to test how many of our "2D" galaxy groups, which are 
detected using angular information, are associated in redshift-space. We then utilise 2dF 
Galaxy Redshift Survey groups, which are selected to trace dark matter haloes, to test 
the hypothesis that there is more mass in groups than flm = 0.3 models suggest, finding 
we cannot discount a lensing mass of 2dFGRS groups that is consistent with ACDM. 
We find QSOs and galaxies are also anti-correlated at the 3a level, with strength 
w( < 101) = -0.007 and use stars as a control sample to rule out observational systematics 
as a cause. By measuring QSO colours as a function of QSO-galaxy separation, we argue 
that obscuration by dust in galaxies could explain at most 30-40 per cent of the anti-
correlation. We show that if the anti-correlation is due to lensing, galaxies would be 
anti-biased (b"' 0.0.5) on small scales. 
We discuss two surveys carried out to count faint QSOs, which newly identify 160 
QSOs. We calculate that the faint-end QSO number-counts have a slope of 0.29 ± 0.03. 
Finally, we use our faint QSO data, to estimate that "' 85(75) per cent of g < 21.15 
(~ 21.15) candidates targeted by the 2dFSDSS survey will be QSOs. 
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Chapter 1 
Introduction 
Some of the earliest written records of human civilisation detail the stars above. Trace 
the dome of the night sky, empyreal, inspirational, filled with burning matter, arcing 
overhead. Texts in Ancient Chinese, Ancient Babylonian, in Ancient Hebrew talk of the 
celestial vault, of the columns that support the sky. Over two thousand years ago the 
Greeks wondered at the stuff of the Universe, debated at the form of the firmament. 
What supports and shapes the heavens? What moulds the light that arrows through 
the scattered wash of midnight? Questions of shape, of structure, of the intertwining of 
darkness and light. Philosophies of the Universal matter. 
And though the landscape expanded, though the technology with which to gaze at the 
sky and sample the Cosmos progressed, the fundamental questions did not change. In the 
millenia since the Ancients, keen minds considered the geometry of our galaxy and the 
composition of the stars. The shape and the matter. At the dawn of the twentieth century, 
in an era driven by Albert Einstein's belief in the equivalence of gravitational and inertial 
acceleration, the shape and the matter were married. In a relativistic world, geometry 
tells matter how to move and matter tells geometry how to curve (Misner, Thorne & 
Wheeler 1973). And the fundamental questions were still questions of the shape and of 
the stuff of the Universe. 
Understanding of our Universe expanded rapidly through observations made in the 
early twentieth century, as did the theoretical size of the Universe, fuelled by astounding 
advances in technology. Spectrographs that could capture the rainbow of light from bright 
stars became prevalent. Telescopes were built with 1.5-metre mirrors, even, staggeringly, 
with 2.5-metre mirrors. Through the first three decades of the Twentieth Century, work 
on "spiral nebulae" and Cepheid variable stars by Slipher and Shapley culminated with 
Edwin Rubble making the remarkable observations that galaxies are immensely distant 
and, in the vast majority of cases, moving quickly away from us. Complementary theory 
emerge, allowing Einstein, de Sitter, Friedmann, Lemaitre, Robertson and Walker to 
ultimately provide us with a world model of an expanding Universe where matter and 
geometry entangle. The discipline of cosmology was born 
1 
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the Universe on yet vaster scales laid down. Like the ancients, like Slipher and Shapley 
and Bubble, observational cosmologists of the mid-twentieth century would look at the 
distribution of luminous sources in the night and they would ask questions of geometry, 
of how light traces the matter distribution, of the stuff of our Universe. 
And though the landscape has expanded, though the technology with which to gaze 
at the sky and sample the Cosmos has progressed, still the fundamental questions have 
not essentially changed. 
1.1 The Major Paran1eters of The Cosn1ological World Model 
In the 1920s, as Einstein's General Theory of Relativity became the prominent theory of 
gravity, matter and geometry, the principal tenet underlining cosmological thought was 
the Perfect Cosmological Principle, the idea that integrated over large enough timescales, 
over large enough angles and over large enough distances, the Universe must appear ho-
mogenous. To Einstein's dismay, however, his inital formulation of Relativity allowed 
no static solutions for the fabric of space-time. His theory lay in contradiction to the 
Perfect Cosmological Principle, the universe of his General Relativity was a malleable 
balloon, ever-deflating, or ever-expanding (Einstein 1916). In relief, Einstein noted that 
the addition of a "cosmological" constant to his equations allowed for a static universe 
(Einstein 1917), as the astronomical community expected. A second world model, pro-
posed by de Sitter (de Sitter 1916) had no cosmological constant but was quasi-static as 
time measurements in this universe depended on the observer's position. Curiously, light 
emitted by particles placed in de Sitter's cosmology would appear "spectrally shifted" 
to different observers, at turns, both bluewards and redwards. The Einstein and de 
Sitter models represented a miniscule fraction of a multitude of dynamic cosmologies 
(Friedmann 1923, Lemaitre 1927). 
The work of Edwin Bubble modified the cornerstone of cosmology. In the space 
of five years, Bubble published papers showing, firstly, that the light from nearly all 
galaxies is "red-shifted" upon observation (Bubble 1929) and that the numbers of galaxies 
appear to sample the Universe in a manner that is homogenous (Bubble 1934). Robertson 
(1935) and Walker (1936) formulated a description of the Universe that embodied the 
Cosmological Principle, that the Universe is homogenous and isotropic while allowing 
Friedmann and Lemaitre's perceptions of a dynamic universe, changing in time. In a 
universe described by the metric of Robertson and Walker, particles are distributed with 
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homogeneity, the light they emit is redshifted and the universe is ever-expanding. There 
are a plethora of acceptable universes, embodied by Fried m ann's equations; where the 
geometry of the Universe is inextricably linked to its content. In Appendix A we derive 
the major cosmological parameters, the standard descriptors of our Universe, from the 
Roberson-Walker Metric and the Friedmann Equations. 
1.2 Modern Costnology 
The 1960s brought two events that would have a profound influence on cosmology, driven 
by the advent of radio astronomy in the 1940s and 1950s. The first redshift of a quasi-
stellar radio source (QSO) was measured (Schmidt 1963), implying that QSOs were lumi-
nous enough to probe the Universe at redshifts ten times higher than probed by galaxies, 
at a time when the Universe was 20 per cent of its current age (Schmidt 1965). Such an 
impressive look-back time was dwarfed by the discovery (Penzias & Wilson 1965) of the 
Cosmic Microwave Background (CMB) radiation, the black-body remnant of a time near 
the dawn of the expansion of the Cosmos, when the Universe was smaller, denser and hot-
ter. The isotropy and homogeneity of the CMB implied homogeneity and isotropy on large 
scales, ratifying the Cosmological Principle. The standard model of the day was born, 
and it was widely accepted that the Universe was born in a "Big Bang"; the simultaneous 
emergence of matter and radiation throughout the interstices of the Robertson-Walker 
metric in an agglomeration that cooled as the Universe expanded, freezing out matter in 
a manner that garners an excellent prediction of the relative abundances of the elements 
(Peebles 1966). 
Though the Big Bang Model says much, much of modern cosmology has been driven 
by the questions that the model can't address. Particularly, in a Universe that is largely 
homogenous at its inception, how can the myriad structure seen in the clustering of galax-
ies and QSOs be explained? Through the 1970s, aided by the development of computers, 
standard methods of quantifying the clustering of extragalactic sources were developed 
and applied (e.g., Peebles 1973). The main statistics used to describe the distribution 
of extragalactic objects, the auto-correlation function and the power spectrum, remain 
the statistical tools of choice today. Essentially, both the (two-point) auto-correlation 
function and the power spectrum measure the mean density of sources at a given distance 
from any source, though the correlation function does so in real space and the power 
spectrum does so in Fourier space (see Appendix B). 
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Through the 1980s, the advent of inflationary theory (Guth 1981) provided an ex-
planation of the large-scale uniformity of our Universe. A widely accepted picture of 
the evolution of structure begins with quantum fluctuations in a hot primeval universe, 
a universe that expands phenomenally rapidly. As the inflation slows, matter begins to 
collapse under the influence of gravity, seeding structure in the universe. The universe 
cools as it expands, and the energetic scattering reactions that were coupling photons 
and baryons eventually cease. Photons are freed to traverse the universe, allowing us to 
observe the cooling embers of the surface of last scattering as the CMB. On large scales, 
because of the finite speed of light, matter does not have time to gravitationally inter-
act before the present day, explaining the Cosmological Principle. On smaller scales, we 
should see where photons coupled to large-scale structure traced the wells of gravity. A 
strong prediction of inflationary theory is that after the initial expansion of the universe, 
fluctuations in the density of the universe around the mean density should have a ran-
domised Gaussian distribution. Such Gaussian fluctuations are completely characterised 
by their power spectrum, often called the intitial power spectrum. Thus, observations of 
the power spectrum of the CMB, or of QSO or galaxy clustering can powerfully probe cos-
mology, particularly, on moderate scales, the total mass of the universe (embodied in nm) 
the fraction of the closure density of the Universe that is in matter) and the scale of the 
Universe (embodied in Rubble's Constant, H = 100h km s- 1 M pc. The power spectrum 
is often characterised by the shape parameter r = !lmh. Observing the power spectrum 
in structure or the CMB also constrains the form of the initial power spectrum. 
It has long been known that the rotational velocities of galaxies as a function of 
radius do not drop off with the light, that, assuming Newtonian gravity is valid, there 
must be a great deal of mass in galaxies that is not luminous (Zwicky 1933). In the 
last twenty years, as knowledge of the initial spectrum and cosmological parameters has 
grown, simulations of the Universe have become sophisticated. These simulations must 
theorise the properties of the dark matter, which only seems to interact with baryonic 
matter through gravitation, and evolve them through gravitational interaction. The most 
succesful paradigm of the last few decades, collisionless Cold Dark Matter (e.g. Peebles 
1982, Bond & Szalay 1983), suggests that dark matter is not energetic enough to venture 
far from inhomogeneities in the density field, collapsing to form massive rotating "haloes". 
As time progresses, smaller haloes merge to form larger haloes and baryons are trapped 
in these agglomerations of mass. Baryonic interaction is complicated as, unlike the dark 
matter, baryons collide and interact, they shock and heat each other, and eventually stars 
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form, allowing us to see the structure seeded by the Cold Dark Matter (CDM). 
Exactly how the baryons trace the CDM is complicated. A widely adopted theory 
suggests baryons are "switched on" in areas of the density field which peak above a 
certain threshold value (Kaiser 1984). If the density field of the dark matter is Gaussian, 
this suggests that the bias can be parametrised by a single parameter, b, which measures 
the amplitude of clustering of dark matter compared to the amplitude of clustering of 
galaxies. The amplitude of clustering of dark matter, ag, has historically been measured 
in simulations on scales of 8 h- 1 M pc. In Appendix B, we provide brief mathematical 
descriptions of the power spectrum, the correlation function and the bias parameter. 
In the last decade, many of the key cosmological parameters have been well constrained 
by large surveys. We have come full circle in the story of cosmology, in the sense that 
Einstein's original innovation, the cosmological constant, A, is now widely accepted as 
the mechanism by which observations are made consistent with each other and with the 
expectations of theory. There have been many recent observational highlights. The COBE 
satellite demonstrated the impressive uniformity of the CMB, while finding anisotropies 
in the temperature of the CMB of the order of 10-5K. The Supernova Cosmology Project 
(Perlmutter et al. 1999) have constructed a statistically significant set of observations 
of supernovae. Assuming supernovae have an intrinsic luminosity that is unaltered by 
their redshift, the apparent magnitudes and redshifts of Supernova Cosmology Project 
sources constrain the geometry of the Universe to the range 0.8f2m- 0.6f2A"' -0.2 ± 0.1. 
Measurements of the power spectrum of both galaxies and QSOs in the 2dF Redshift 
Surveys (Percival et al. 2001, Outram et al. 2003) have constrained the shape parameter 
to ± 25 per cent of r = rlmh = 0.2. Key Project measurements of Hubble's Constant 
(Freedman et al. 2001) suggest h = 0.72 ± 0.08. In the last year, the WMAP satellite has 
measured the power spectrum of the CMB to a resolution of about 20 arcminutes (around 
20 times higher resolution than COBE), confirming the Gaussianity of fluctuations in the 
CMB (Komatsu et al. 2003) and independently constraining cosmological parameters 
with unprecedented accuracy (h = 0.72 ± 0.05, f2mh 2 = 0.14 ± 0.02, a8 = 0.9 ± 0.1). 
Probably any two of the above observations (consider Efstathiou 2002) and certainly any 
three are sufficient to say with some confidence that the geometry of our Universe is flat, 
with nm "' 0.3 and nA "' 0. 7. This widely accepted cosmology, is generally called the 
"Concordance Cosmology". Taken together with the Cold Dark Matter paradigm, it is 
often called ACDM . 
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1.3 Gravitational Lensing 
Though the very existence of the field of cosmology itself tests the ideas of General 
Relativity, the bending of light by massive bodies is a more direct test. In the conclusion 
of his treatise Opticks in 1704, Newton qualitatively suggested that the path of a light ray 
might be lensed by a massive object and, further, that the effect should be greatest at the 
closest approach of the light to the mass. In 1804, Johann Soldner used Newtonian theory 
to calculate the deflection of a light-ray by its closest possible approach to the solar surface 
(Wambsganss 1998). Newtonian gravitation predicts that a close approach to the solar 
surface would deviate a light-beam by an angle of about a 0 "' 2GM0 jc2 R0 . Initially, 
Einstein concurred with this figure (Einstein 1911) but as his formulation of General 
Relativity progressed, upgraded the prediction to a 0 "' 4G M0 j c2 R0 (Einstein 1916). 
That the prediction of General Relativity is correct is now established to hundredths of 
a per cent (Lebach et al. 1995). 
The power of Einstein's prediction of the angle that light would be deflected by the 
sun is in its inversion. If we had no measure of the mass of the sun, we could use the 
angle with which the sun deflected background light to predict its mass. Weighing distant 
objects by the gravitational lensing of light is now an established tool of observational 
cosmology. Loosely, the field falls into two categories, strong lensing, which deals with 
light passing closely enough to a massive body that the ray is split along several lines of 
sight, and weak lensing, where the small-scale manipulation by foreground mass of the 
light from many background sources is analysed en masse. Since the discovery of the 
first multiply-imaged QSO (Walsh, Carswell & Weymann 1979), dozens of such systems 
have been discovered (Kochanek et al. 2002). Strong lensing is now a multi-faceted field, 
Einstein Rings, where an extended background source is split to form a ring around a 
foreground cluster, have been discovered (Hewitt et al. 1988), as have the giant arcs 
of background galaxies spattered around the periphery of the Einstein Ring in massive 
foreground clusters (Lynds & Petrosian 1986, Soucail et al. 1987). In the weaker regime, 
merely the alignments of background galaxies around a cluster can be used to trace the 
lensing mass (Tyson, Valdes & Wenk 1990), as background galaxies are "sheared" to align 
preferentially along radial lines plotted from the cluster centre. 
Gravitational lensing is often pictured as the bending of light by the gravitational 
field of a massive body, however, as different elements of the cross-section of a light 
ray are in different parts of the field, a light ray can be tidally smeared or focussed by 
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tensing. Conservation of energy then implies a magnification (or de-magnification) of 
background sources by a foreground distribution of masses. Depending on the intrinsic 
form of the distribution of luminosites of a population of sources, weak tensing can thus 
change the number of sources counted near a foreground mass distribution. The first use 
of QSO numbers to probe this magnification bias was probably the study of Webster et 
al. (1988). In the decade or so since, the effect of magnification bias on the numbers of 
QSOs around foreground objects has been reconsidered several times but usually using 
only small samples of QSOs - and results have been contradictory or inconclusive. In 
Appendix C we discuss gravitational tensing theory and mathematically derive results 
that will be used in this thesis. 
1.4 Thesis Ain1s 
The 2dF QSO Redshift Survey (Croom et al. 2003) is the largest extant sample of spec-
troscopically identified QSOs. We propose to test the idea that the foreground mass 
distribution influences QSO numbers by the process of magnification bias, and use the 
extent of any effect to probe both modern and classic cosmological parameters. 
In Chapter 2 we introduce the 2dF QSO Redshift Survey (2QZ). We discuss the 
production of masks used to mimic the fluctuating selection of objects in the 2QZ due to 
the variable completeness of the survey. We also derive results on the number-magnitude 
and number-redshift distributions of 2QZ QSOs, which will be repeatedly used in this 
thesis. 
In Chapter 3, we reexamine the result of Boyle, Fang & Shanks (1988) that faint UVX-
selected objects (i.e. QSOs) preferentia.lly avoid foreground clusters, by cross-correlating 
2QZ QSOs and groups of galaxies objectively selected from galaxy surveys in the region 
of the 2QZ. We discuss the effect that dust in galaxy groups could have on the relative 
number of QSOs around galaxy groups and pay close attention to any survey selection 
effects that could influence QSO numbers around groups. Finally, we discuss the ex-
pected influence of gravitational tensing on QSO numbers near to galaxy groups and any 
implications for the total mass present in groups of galaxies, characterised by nm. 
A major limitation of the groups of galaxies derived in Chapter 3 is that they are 
purely selection on the basis of the angular distribution of galaxies on the plane of the 
sky. In Chapter 4, we use simulated galaxy catalogues to test how many groups selected 
on the plane of the sky are genuinely groups in three-dimensions and how many are merely 
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chance alignments on the plane of the sky of distantly-separated galaxies. Recently, Eke et 
al. (2003) have identified groups of galaxies in the 2dF Galaxy Redshift Survey (2dFGRS) 
by comparing the distribution of galaxies in the survey to distributions that trace dark-
matter haloes in ACDM simulations of our Universe. By cross-correlating 2QZ QSOs and 
2dFGRS groups, we compare the expected mass of 2dFGRS haloes in ACDM simulations 
to the lensing mass, which we measure under the assumption that QSO numbers are 
altered in the region of 2dFGRS groups by magnification bias. 
As criticisms might still remain about how to define galaxy groups that are truly 
representative of dark-matter haloes in our Universe, in Chapter 5 we consider a for-
malism that describes the cross-correlation of QSOs and individual galaxies, rather than 
groups. The relative number of galaxies around other galaxies is a trace of the light in the 
Universe but (as lensing by dark matter around galaxies influences QSO numbers) the 
relative number of QSOs around galaxies traces the underyling mass in galaxies. Hence 
a comparison of the galaxy-galaxy auto-correlation to the QSO-galaxy cross-correlation 
is a comparison of the clustering of light to the clustering of mass. In Chapter 5 we use 
the QSO-galaxy and galaxy-galaxy correlation functions to trace how biased galaxies are 
relative to the underlying mass distribution and place constraints on the bias parameter, 
b, on small scales. 
Much of the work in this thesis depends on the exact form of the integrated QSO 
number-magnitude counts fainter than the limit of the 2dF QSO Redshift Survey, which, 
of course, is a statistic that can't be probed by the 2QZ itself. In Chapter 6, we describe 
two surveys we have carried out to study the form of the QSO number-magnitude counts in 
the range 21 S bJ < 22. The 2QZ is now being formally extended to fainter magnitudes 
and our data from these surveys are a useful test of algorithms used to identify QSO 
candidates in this fainter survey. 
Finally, in Chapter 7 we outline the main results of this thesis and discuss ongoing 
and future work prompted by our results. 
Chapter 2 
The 2dF QSO Redshift 
Survey 
2.1 Introduction 
The pioneering surveys of QSOs at optical wavelengths (Braccesi, Formiggini & Gandolfi 
1970) and the first spectroscopically confirmed QSO samples (Schmidt 1983) provided of 
the order of 100 QSOs for statistical analyses. As recently as a decade ago, the largest sin-
gle spectroscopic survey of QSOs (Boyle et al. 1990) identified about 400 QSOs targeted 
in a sample of"' 1400 blue star-like objects. The 2dF QSO Redshift Survey represents 
a phenomenal leap forward in observational technique, largely fuelled by the 2dF spec-
trograph on the 3.9m Anglo-Austra.lia.n Telescope (Bailey & Gla.zebrook 1999, Lewis et 
a.!. 2002), which can simultaneously take spectra. of 400 objects down optical fibres over 
a. 2 ° field a.nd uses dedicated software to rapidly reduce the data.. Essentially, the 2dF 
Spectrograph could reproduce the survey of Boyle et a.!. (1990) in a. single night. In full, 
the 2dF QSO Redshift Survey (Croom et a.!. 2003) contains 22,159 QSO spectra. of high 
quality (a.nd a. further 1181 probable QSOs) observed from a. targeted sample of nearly 
48,000 objects. 
The 2dF QSO Redshift Survey (henceforth 2QZ) area. is contained within the 2dF 
Ga.la.xy Redshift Survey (Colless et a.!. 2003) a.nd 2QZ QSO candidates were simultane-
ously observed with 2dF Galaxy Redshift Survey candidates, roughly 275 fibres being 
reserved for galaxy candidates and 125 for QSO candidates. The 2QZ area. comprises 
75 ° in ascension a.nd 5° in declination in both the North a.nd South Galactic Caps (NGC 
a.nd SGC). In the north, the strip is bounded by -2?5 a.nd 2?5 Declination, and gh 50m 
a.nd 14h 50m Right Ascension. The southern strip extends from -32?5 to -27?5 Decli-
nation a.nd from 21 h 40m to 3h 15m Right Ascension. The total area. observed is about 
7 40 square degrees. Note that some areas within the boundaries of the 2QZ strips a.re not 
surveyed, as objects cannot be identified in the region of bright stars. 
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QSOs are often characterised by broad spectral emission lines in Lyman-o: (1216A), 
CIV (1549A), CIII (1909A) and Mgll (2799A), and UV continuum emission. Hence, 
QSOs are often considerably bluer than the majority of stars. Even QSOs at quite large 
red shifts ( z;S 2.2) have emission at the blue end of the optical spectrum. The large distance 
of QSOs means that they appear star-like, so, QSOs can be targeted as objects that are 
stellar in appearance and have a UV-excess (UVX), provided the QSOs in question are 
at large enough redshift (z .<, 0.3) that they are not reddened or extended by light from 
their host galaxy. The 2QZ QSO target sample (Smith et al. 1997), was UVX-selected 
from colour cuts in the (u- bJ), (bJ- r) plane of APM scanned UKST data to limiting 
magnitude 18.25 ~ bJ < 20.85. In this thesis, we generally refer to the 2QZ target sample 
as the "input catalogue" and objects that are present in the input catalogue as "QSO 
candidates". 
Spectra of each object in the 2QZ input catalogue were taken with the 2dF spec-
trograph, to identify QSOs and separate them from other objects that emit in the UV, 
mainly, bluer stars, White Dwarfs and some Active Galactic Nuclei, such as Narrow 
Emission Line Galaxies (NELGs). At the bright end, the survey has been independently 
extended to 16 ~ bJ < 18.25 using the 6dF spectrograph on the AAT (we shall refer to 
this part of the survey as the "6QZ"). 2QZ spectroscopic observations were carried out 
between 1997 and 2001. Each 2QZ field was observed for around an hour, with many 
fields overlapping previously observed regions to improve the completeness of the survey. 
Notably, the minimum fibre separation allowed by the 2dF instrument is of the order 
of 30 arcseconds, meaning that, had the observational credo not allowed for overlapping 
fields, no QSOs could have been observed within about 30 arcseconds of a counterpart. 
The chosen diffraction grating allowed 2QZ spectra to be observed in the wavelength 
range 3700-8000A, meaning the broad Mgll emission line would be observable to a red-
shift of z > 0.3 and, to help identify fainter QSOs, two broad emission lines (Lyman-o:, 
CIII) would be theoretically simultaneously observable to z < 4.2. Practically, though, 
the onset of sky emission at 5577 A(OI) probably limits identification to z < 2.6, unless 
the Lyman-o: forest of absorption lines is identified bluewards of the Lyman-o: emission 
line. However, as the forest enters the u-band, QSOs become redder in u - bj and the 
UVX selection method itself breaks down. The 2QZ has been found to fairly sample the 
redshift range 0.3 < z < 2.2 (Outram et al. 2003). 
The 2QZ observing process yielded an average signal-to-noise ratio of around 5 in 
the central wavelength range of the faintest sources, allowing categorical spectroscopic 
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2QZ: NGC Region 
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Figure 2.1: The 2dF QSO Redshift Survey (2QZ) identified around 22,000 QSOs in two strips of 
sky, one in the South Galactic Cap (SGC) and one in the North Galactic Cap (NGC). QSOs in 
these two regions are plotted by their Right Ascension (B1950) along the curved axis and their 
redshift, z along the axis running bottom left to top right. A third axis shows the comoving 
distance of the QSOs assuming an Einstein-de Sitter cosmology. The software used to make this 
plot is based on a macro provided by Scott Groom of the Anglo-Australian Observatory. 
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identification of 22,159 QSOs, 9856 stars, 4453 NELGs, 2029 White Dwarfs and about 
100 other galaxies and AGN. Of the QSOs, 12,303 were identified in the SGC strip and 
9856 in the NGC strip. The distribution of 2QZ QSOs by redshift and Right Ascension 
is plotted in Fig. 2.1. For further general information on the technicalities of the survey, 
consider Smith et al. (1997), Boyle et al. (2000) or Croom et al. (2001). 
In this Chapter, we discuss elements of the 2QZ that will have most bearing on our 
work in this thesis. In Section 2.2 we discuss the construction of masks that can be 
used to recreate the angular distribution of QSOs in the survey, were the QSOs free 
from any clustering effects. In Section 2.3 we derive results from the 2QZ survey that 
will be pertinent in this thesis, including the number-magnitude and number-redshift 
relationships for 2QZ QSOs. Finally in Section 2.4 we summarise the important aspects 
of this chapter. 
2.2 The Angular Selection Function of the 2dF QSO Red-
shift Survey. 
Much of this thesis will study the relative positions of galaxies and QSOs. To make 
meaningful statements about the relative clustering of QSOs, it is useful to compare the 
QSO distribution to a set of points in space that are randomly distributed but with the 
same positional constraints imposed upon them as 2QZ sources- a "random catalogue". 
The most obvious example of a random QSO catalogue would be a set of points that were 
randomly distributed within the boundaries of the 2QZ NGC and SGC strips (except 
where cuts made around bright stars) - as there can be no 2QZ QSOs in regions outside 
the survey boundaries (or in regions excised from the survey). In reality, the situation is 
more complex. Consider a survey that consists of two fields. One field is observed once 
for an hour. The second field is observed twice, for a total of two hours. If we wish to 
create a random catalogue that adheres to the same observational constraints as QSOs 
observed by the 2QZ, shouldn't we populate the second field with more random QSOs 
than the first? If hundreds of overlapping fields are observed, how do we characterise 
the likelihood of a QSO in any region of the 2QZ being surveyed? What is the "angular 
selection function" of objects in the 2QZ? 
The completeness of any field in the 2QZ is characterised as a product of two other 
types of completeness: 
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• Observational completeness - A field contains 200 QSO candidates but only 100 
have been observed by a 2dF fibre. The observational completeness of the field is 
then 100/200. 
• Spectroscopic Completeness - Of the 100 QSO candidates that have been observed 
by a 2dF fibre, 75 have reliable spectra- perhaps 15 identified as stars, 45 as QSOs, 
10 as NELGs and 5 as White Dwarfs. The other 25 spectra are of poor quality and 
have no observation. The spectroscopic completeness of the field is then 75/100. 
• Completeness - So, in total, 75 objects have been identified from 200 candidates. 
The completeness of the field is 75/200. 
Again, the situation is slightly more complicated than outlined above for the following 
two reasons 
• The quality of spectra are not necessarily simply "reliable" or "poor". One observer 
may find absorption lines in a spectrum that a second observer misses. All spectra 
in the 2QZ have been identified independently by two different observers. If an 
observer considers a spectrum to be of good quality, they assign it a quality of "1". 
If they consider it of poor quality, they assign it a quality of "2". Objects with 
no identification are assigned a quality of "3". 2QZ objects, then, have a spectral 
quality consisting of a two-digit number, such as "12", which would mean that 
the first observer thought it of good quality and the second observer thought it of 
poor quality. In Section 2.1, when we listed numbers of objects in the 2QZ with 
"reliable identifications", we were referring to objects of "11" quality. Note, that 
the spectroscopic completeness of the 2QZ is hence dependent upon a chosen cut in 
spectral quality. It might be the case that 75/200 objects observed in a given field 
are of "22" spectroscopic quality (or better) but only 60/200 objects are of "11" 
quality. 
e The calculation of spectroscopic completeness depends on the assumption that the 
relative fractions of objects with no spectra are fair reflections of the relative frac-
tions of objects that have been identified. A priori, it might seem likely that QSOs 
and NELGs, which have obvious emission lines, might be readily identified and 
most unidentified objects would, therefore, be stars. To test this supposition, we 
have considered every object that was assigned a "33" spectroscopic quality when 
first observed as part of the 2QZ but was subsequently observed a second time and 
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Entire 2QZ (%) bJ > 20.5 (%) 
ID All IDs Only re-IDs All IDs Only re-IDs 
QSO 58.99 ± 0.40 58.73 ± 1.46 47.20 ± 0.65 50.09 ± 2.07 
NELG 11.85 ± 0.18 7.63 ± 0.52 23.03 ± 0.45 12.61 ± 1.04 
star 23.50 ± 0.25 28.80 ± 1.02 26.34 ± 0.48 33.56 ± 1.69 
WD 5.40 ± 0.12 4.41 ± 0.40 3.00 ± 0.16 2.98 ± 0.50 
others 0.26 ± 0.03 0.43 ± 0.13 0.43 ± 0.067 0.77 ± 0.26 
Table 2.1: 2767 objects surveyed in the 2QZ were initially assigned a "33" spectroscopic quality 
after their first observation (meaning they could not be identified), then were subsequently reob-
served and reidentified with a "11" spectroscopic quality. In columns 2 and 3, we display fractions 
of identifications in the 2QZ for the entire survey and for the 2767 reidentifications. In columns 
4 and 5, we repeat this analysis for faint objects in the 2QZ (bJ > 20.5). Even for bJ > 20.5, we 
cannot reject the hypothesis that the fraction of QSOs in the 2QZ as a whole is reflective of the 
reidentified sample. Errors in this table are Poisson. 
reidentified with a "11" spectroscopic quality. In Table 2.1 we list the fraction of 
objects in the 2QZ by their identification compared to the fraction for reidentified 
objects. Even at faint magnitudes (bJ > 20.5), where the signal-to-noise is lowest, 
the fraction of reidentified QSOs is in reasonable agreement with the fraction of 
QSOs in the 2QZ as a whole. We are thus confident that correcting QSO numbers 
for spectroscopic incompleteness in the manner we have outlined fairly represents 
the true numbers of QSOs. 
• It is not really practical to calculate survey completeness on the basis of 2QZ fields. 
As many fields overlap, some areas of the 2QZ might be observed three or four 
times more often than their counterparts. This is illustrated in Fig 2.2, where 
three hypothetical 2QZ fields of different individual completeness overlap to form 
seven sectors. The three points itemised above to outline the calculation of field 
completeness are actually used to calculate the completeness of each sector. We 
refer to the resulting distribution of the completeness of the 2QZ by position as the 
angular selection function or, simply, as the 2QZ mask. 
So, to create a random catalogue of points with the same angular selection function 
as the 2QZ, we place random points in 2QZ sectors with the same relative frequency as 
the relative completeness of the sectors. Areas outside of the 2QZ boundary, or in holes 
excised for bright stars, have zero completeness. Note the exact form of the mask depends 
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S7 
Figure 2.2: A diagram illustrating the schema by which 2QZ fields are divided into sectors to 
determine the completeness of any area on the sky. The circles Fl, F2 and F3 are hypothetical 
2dF fields, observed on different nights and, therefore, likely of different completeness. The fields 
divide up into Sl, S2, S3, S4, S65, S6 and S7, which would be considered different 2dF sectors. 
The completeness of the 2dF would be calculated in each sector, as outlined in the text. 
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on the nature of the data sample, including its spectroscopic quality and magnitude limit. 
When considering the clustering of 2QZ QSOs in this thesis, we switch between using "22" 
quality data and "11" quality data, and consider QSO samples to different magnitude 
limits. Though we might not specifically state as much, in each case we have recalculated 
the 2QZ mask before creating a random catalogue of points to compare against the 2QZ 
QSO distribution. We make masks using software based on a system of mapping 2QZ 
sectors invented by Dr. Scott Croom of the Anglo-Australian Observatory 
Another effect that can influence whether more objects are included in given sectors 
of the 2QZ is obscuration by dust in our Galaxy. Two 2dF sectors may appear to have 
identical completeness but, in fact, light from QSOs in one of the sectors is almost en-
tirely obscured by dust. Consequently, the identical completeness indicates that there 
are actually relatively many QSOs in the sector obscured by dust. Across the NGC and 
SGC strips in their entirety, dust is not really an issue. The strips are chosen to lie in 
areas of low Galactic absorption. According to the maps of Schlegel, Finkbeiner & Davis 
(1998), the mean absorption in bJ across the SGC strip is 0.077 mags. Absorption is 
slightly higher in the NGC strip (a mean of 0.145 mags in bJ). However, fluctuations in 
the amount of dust can be a problem when comparing the clustering in two independent 
areas of the 2QZ. When making a random catalogue we can correct for dust at every point 
using the maps of Schlegel, Finkbeiner & Davis (1998) and weighting the likelihood,W, of 
a random point (of Right Ascension a and Declination 8), by dust absorption Ab1 along 
that line of sight, according to 
(2.1) 
where a is the value of the integrated slope of the QSO number-magnitude counts at the 
magnitude limit of the 2QZ. We discuss the value of a in Section 2.3. 
In Figure 2.3 we illustrate some of the points made in this section by plotting a dust 
map, and 2QZ and 6QZ completeness masks for areas of the 2QZ NGC strip. In both 
cases, the completeness masks are calculated for objects with a "ll" spectroscopic quality 
or better and to the magnitude limit of the surveys (bJ < 18.25 for the 6QZ and bJ < 20.85 
for the 2QZ). 
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Figure 2.3: The upper panel (when viewed landscape) shows dust in part of the 2QZ NGC 
strip (Schlegel, Finkbeiner & Davis 1998), binned by the amount of absorption in bJ magnitudes. 
Darker shades represent more absorption - black for absorption of> 0.25, white for < 0.1, with 
three bins of 0.05 in between. The middle panel shows a region of the 6QZ by completeness. 
Darker shades in this panel represent higher completeness - black representing > 80 per cent of 
objects were observed, white for < 20 per cent observed, with three bins of 20 per cent in between. 
The lower panel (when viewed landscape) is the same as the middle panel but for the 2QZ. 
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2.3 Number Counts By Magnitude and Redshift 
As outlined in Appendix B, the expected strength of tensing-induced correlations between 
galaxies and a magnitude-limited sample of QSOs depends on the slope of the integrated 
number-magnitude counts, a, fainter than the QSO sample's limit (Narayan 1989). We 
need to estimate this slope to interpret some of the results recorded in this thesis. As 
we do not have information fainter than the limit of the 2QZ, we fit models to the 2QZ 
number-counts brighter than the bJ = 20.85 limit and extrapolate the counts to fainter 
magnitudes. Such models are better constrained by fitting them to the differential counts 
and integrating them, as the differential counts are well known across the range of the 
2QZ and 6QZ, while the integrated counts in brighter bins also depend slightly on QSO 
numbers brighter than the 6QZ. However, as practically we are interested in the faint-
end slope of the integrated counts, we fit the model that best approximates both the 
integrated and differential number-counts. 
In Fig. 2.4 we present the differential number-counts by magnitude of the 2QZ. The 
counts have been corrected for incompleteness and absorption by dust in our Galaxy, and 
averaged over both hemispheres. Also plotted are points from the 6QZ. When determining 
the number-count relation, the sample is restricted to the redshift range 0.3 < z < 2.2, the 
range for which the 2QZ is designed to be photometrically complete (Croom et al. 2001) 
and appears to be homogenous (Outram et al. 2003). 
The dashed line is a Smoothed Power Law (SPL) model, where the differential counts 
are expressed in the form 
dN 
elm 
No (2.2) 
The best-fit model has a bright-end slope of f3d = 0.98, a knee at m 0 = 19.1 and a 
faint-end slope of Cl'd = 0.15. This model is consistent with faint data from Boyle, Jones 
& Shanks (1991) and Koo & Kron (1988), which are also marked in Fig. 2.4. Data from 
the literature have undergone a zeropoint correction of bJ = B- 0.1 and a dust correction 
of about 0.1 magnitudes (the average absorption in the regions surveyed). Note that we 
do not use these data fainter than bJ = 20.85 in the best-fit SPL model, as they have 
negligible statistical power compared to the 2QZ and 6QZ. 
In Fig. 2.5, the SPL model is integrated and displayed against the integrated QSO 
number-magnitude counts. The best-fit SPL model has an average integrated faint-end 
slope (over the range 1 magnitude fainter than the limit of the 2QZ) of a = 0.29. Although 
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Figure 2.4: The differential number-counts of QSOs identified in the 2QZ. The points are QSO 
number-counts in 0.2 mag bins, with Poisson errors. The dashed line is a smoothed power law 
fit that is the best compromise fit to both the differential and integrated QSO number-counts. 
Brighter data points are from the 6QZ. Also displayed are the faintest data from Boyle, Jones & 
Shanks (1991) and Koo & Kron (1988). 
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Figure 2.5: The N(< m) relation, or integrated number-counts, for the 2dF QSO Redshift 
Survey. The points are QSO number-counts in 0.2 mag bins, with Poisson errors. The line 
is derived by integrating the smoothed power law model for the differential number-counts and 
represents the best compromise fit to both the integrated and differential QSO number-counts. 
Brighter data points are from the 6QZ. Also displayed are the faintest data from Boyle, Jones & 
Shanks (1991) and Koo & Kron (1988), which have been offset slightly to prevent the points from 
mergmg. 
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Figure 2.6: The N(z) relationship for the 2dF QSO Redshift Survey. The wider histogram 
represents QSO number-counts in 0.05 redshift bins. The narrow histogram is an analytic model 
of the galaxy distribution at the bJ = 20.5 limit of the galaxy samples typically used in this thesis. 
The distributions are normalised to peak at unity. 
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the model is well constrained by the data (±0.02) the many incompleteness corrections 
to the faint-end data mean the la error may be as high as ±0.05. When Boyle, Fong & 
Shanks (1988) modelled the magnitude distribution of QSOs as a broken power law, they 
determined aB-band faint end slope of 0.32- 0.33. In an extensive review, Hartwick & 
Schade (1990) subsequently determined a faint-end slope of 0.31. Our average slope is 
thus consistent with these earlier authors. 
When making model predictions to interpret results in this thesis, we shall also need 
to know the redshift distributions of both QSOs and galaxies. In Fig. 2.6 we display the 
number-counts by redshift in the 2QZ as a histogram. Also marked is an analytic model 
for a galaxy redshift distribution (Baugh & Efstathiou 1993) integrated to bJ = 20.5, the 
galaxy sample limit we typically consider in this thesis. Both distributions have been 
normalised to peak at 1. Note that for redshifts greater than 0.4, less than 0.4 per cent 
of the projected galaxy distribution overlaps the QSO distribution. 
2.4 Summary 
We have introduced the 2dF QSO Redshift Survey (2QZ) and 6dF QSO Redshift Sur-
vey ( 6QZ). We have discussed aspects of 2QZ data, notably the spectroscopic quality of 
data, which can take a value of "11", "12", "22", "23" or "33" depending on a judge-
ment of quality in the range 1-3 made by two different observers. We have discussed 
the partitioning of the 2QZ survey into sectors and the calculation of the observational, 
spectroscopic and total completeness of a given sector. We have noted that the fraction of 
QSOs that were observed but not not identified in the 2QZ is likely to be a fair reflection 
of the fraction of QSOs that were identified in the 2QZ, meaning that QSO numbers can 
be fairly corrected using an estimate of spectroscopic completeness based on the ratio 
of identified to unidentified objects in a 2QZ sector. We displayed examples of maps of 
the completeness of the 2QZ as a function of postion - the angular selection function 
of the 2QZ - which can be used to make a random catalogue of 2QZ objects. We have 
also discussed the influence of dust on the angular completeness of the 2QZ. Finally, we 
have displayed the QSO number-magnitude and number-redshift counts and derived the 
faint-end slope of the integrated QSO number-magnitude counts. In subsequent chapters, 
aspects of the 2QZ discussed in this chapter will be used to study lensing of QSOs by 
foreground structure. 
Chapter 3 
The Correlation of 
Faint QSOs and Galaxy 
Groups 
3.1 Introduction 
Connections between low-redshift structure and high-redshift QSOs were the subject of 
some debate for decades (Burbidge 1979). Chance associations are statistically unlikely 
(Kippenhahn & de Vries 1974, Burbidge, Hoyle & Schneider 1997), prompting some au-
thors to theorise the proximity of high-redshift QSOs to low-redshift galaxies in keeping 
with a non-cosmological interpretation of QSO redshifts (Burbidge et al. 1990, Burbidge 
& Hoyle 1996). Such a hypothesis has become increasingly unlikely for a variety of rea-
sons, not least the continuing correlation between high redshift Damped Lyman Alpha 
systems (DLAs) and galaxies; see Ellison et al. 2001) and alternative explanations have 
become increasingly popular. 
Claims of associations between QSOs and foreground structure are now more usually 
interpreted in terms of gravitational tensing (Canizares 1981) than evidence for non-
cosmological redshifts (Bukhmastova 2001, Benftez, Sanz & Martfnez-Gonzalez 2001). 
Observationally, however, the situation has been complex, with a variety of effects recorded 
in the literature. For example Williams & lrwin (1998) detected a positive correlation 
between high-redshift LBQS QSOs and APM galaxies on degree scales, yet Martinez et 
al. (1999) find no strong quasar-galaxy angular correlation on similar scales. Ferreras 
et al. (1997) found a large anti-correlation between galaxies and optically selected QSOs 
near the NGP, and suggested a difficulty in selecting QSOs in densely populated areas. 
Samples of QSOs utilised in these and earlier papers frequently suffered from either in-
homogeneity or a dearth of data (see, e.g., Norman & Williams 2000, for a review). The 
completed 2dF QSO Redshift Survey contains a UVX-selected homogeneous sample of 
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around 23,000 QSOs. Contemporary models suggest that statistical lensing should be-
come a stark cosmological effect in such vast surveys (Menard & Bartelmann 2002). 
Following Shanks et al. (1983), Boyle, Fang & Shanks (1988) quoted a significant 
anti-correlation between objectively-selected groups of galaxies and faint UVX objects. 
Initially, Boyle, Fang & Shanks (1988) interpreted the anti-correlation as an effect caused 
by a small amount of dust in foreground galaxy groups obscuring background QSOs. 
Ferguson (1993) and Maoz (1995) generally restricted reddening in clusters and rich 
groups, results that marginally suggested insufficient dust to induce the observed lack 
of QSOs around galaxy groups. This prompted Croom & Shanks (1999) to recast the 
anti-correlation signal in terms ofstatisticallensing. Rodrigues-Williams & Hogan (1994) 
first discussed the Boyle, Fang & Shanks (1988) anti-correlation result as a possible effect 
of gravitational lensing in a paper confirming that bright QSOs are positively correlated 
with galaxy clusters. Significant positive correlations between galaxies and bright QSOs, 
which cannot be explained away by dust in galaxies, continue to be detected (Williams 
& Irwin 1998, Norman & Williams 2000, Norman & Impey 2001, Gaztaiiaga 2003). 
Gravitational lensing can satisfactorily explain associations between QSOs and fore-
ground structure. As discussed in Appendix C, interim mass lenses the area behind it, 
influencing a sample of distant objects in two related ways. Firstly, sources are magnified. 
Secondly, the apparent sky density of sources of given intrinsic luminosity drops. If the 
number-magnitude relation of the considered sample is steep, the first effect dominates 
and we observe the more numerous, fainter QSO population. If the number-magnitude 
slope is shallow, the second effect prevails and we see fewer QSOs, as the area that they 
populate dilutes. Ultimately, this magnification bias will increase the correlation of QSOs 
and galaxies if we consider a sample near an intrinsically steep part of the QSO number-
magnitude relation, and it will induce a paucity of QSOs around foreground mass where 
QSO number-counts flatten (Kovner 1989, Narayan 1989, Schneider 1989, Wu 1994). The 
optical integrated QSO number-counts are steep for bright QSOs and flatten significantly 
at faint magnitudes (see Fig. 2 .. 5). Observationally, then, we would expect both posi-
tive and negative correlations between QSOs and galaxies, depending on the apparent 
luminosity of the QSO sample. 
Questions remain about the anti-correlation between faint UVX objects and galaxies 
in groups detected by Boyle, Fang & Shanks (1988). Is the result reproduced in a different 
sample? Is it affected by dust in galaxy groups? Is it a selection effect or a systematic? Is 
statistical lensing a viable explanation given the large amplitude of the anti-correlation? 
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In this paper, we address these questions by measuring the two-point correlation function 
between objects in the 2dF QSO Redshift Survey (Croom et al. 2001) and galaxy groups 
determined from the APM catalogue (Maddox et al. 1990a) and from the Sloan Digital 
Sky Survey Early Data Release (Stoughton et al. 2002). As discussed in Chapter 2, the 
2dF QSO Redshift Survey (2QZ) contains a large, homogeneous, sample of objects. The 
QSOs are spectroscopically confirmed, meaning contamination is extremely low. The 
2QZ also measures colour, allowing limits to be placed on the effect of dust in galaxies on 
background QSOs. Finally, in modelling our lensing signal, we consider a different cluster 
profile to Boyle, Fong & Shanks (1988) and adapt our analysis so that the model more 
fairly represents the data. 
In this chapter, we investigate the cross-correlation between QSOs and foreground 
galaxy groups. In Section 3.2 we outline the galaxy samples from which we define groups 
of galaxies to cross-correlate with QSOs and the objective method by which we derive 
galaxy groups. In Section 3.3 we present our cross-correlation analysis, discussing the 
possibilities that its form is attributable to either selection effects or dust. In Section 3.4 
we introduce a model of statistical lensing of background QSO light by foreground dark 
matter haloes, which could lead to a cross-correlation arising between QSOs and galaxy 
groups. In Section 3.5 we interpret our results as indicative of statistical gravitational 
lensing and discuss the implications of such an interpretation. Section 3.6 presents our 
conclusions. 
3.2 APM and SDSS clusters 
3.2.1 The catalogues 
Our correlation analysis in subsequent sections relies on groups of galaxies drawn from 
two generations of surveys, the APM Galaxy Survey (Maddox et al. 1990a) and the Early 
Data Release (Stoughton et al. 2002) of the Sloan Digital Sky Survey (henceforth SDSS 
EDR). 
The initial APM survey (Maddox et al. 1990a) was derived from Automated Plate 
Measuring scans of 185 photographic UKST plates and covered about 10 per cent of 
the entire sky around the Southern Galactic Cap (henceforth SGC). The original APM 
region was bounded between a Right Ascension of roughly 21 h to 5h, with Declination from 
-72 ° to -18 °. Images were detected to bJ < 21.5, allowing galaxies to be identified to 
bJ < 20.5. The photometry was aligned using overlapping plates (Maddox et al. 1990b). 
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The APM Survey was later extended and provided the input catalogues for the 2dF 
Surveys. The original APM Survey completely covers 2QZ SGC strip. 
The SDSS (http: I /www. sdss. org) is imaging the northern sky in five bands designed 
for CCD photometry (u, g, 1·, i and z). The survey will trace an ellipse centred on 12h 20m 
Right Ascension and 32.8 ° Declination, roughly extending from 7h 6m to 17h 34m in Right 
Ascension and ±55 ° of declination. The SDSS should be complete to g' ('-.1 23.3 and r'"' 
23.1 (York et al. 2000), about equivalent to bJ ('-.1 23.5 using a typical colour transformation 
(Yasuda et al. 2001). Note that the dashes on the magnitude bands indicate Early Data 
Release (EDR) photometry, which is preliminary. The EDR (Stoughton et al. 2002) 
contains the first 460 deg2 of the SDSS. Conveniently, one EDR strip, extending from 
9h 40m to 15h 44rn in Right Ascension and -1 ° to 1.5 ° Declination, crosses the 2QZ NGC 
strip. 
3.2.2 Objective group catalogues 
We wish to correlate the 2QZ with galaxy groups rather than the field as any correlation 
attributed to tensing will be stronger for more massive foreground structures. A catalogue 
of objectively identified groups in the Southern APM is available in the literature (Dalton 
et al. 1997) but comparatively little has been available in the region of the northern 2QZ 
since the publication of the ACO catalogue (A bell, Cot·win & Olowin 1989). Additionally, 
it is useful to have listings of the position of each galaxy within each cluster, not merely 
the positions of cluster centres. Following Boyle, Fang & Shanks (1988) we turn to the 
clustering routine of Turner & Gott (1976) to objectively identify clusters of galaxies in 
the APM survey and SDSS EDR. 
To determine the boundaries for cluster membership in a galaxy sample, we assign an 
overdensity, <5, a factor by which we wish our group density to exceed the mean surface 
density (a) across the entire region we consider. We then calculate the largest possible 
circle of radius Be such that 
(3.1) 
where a is the surface density of galaxies within the (circular) region centred on any 
particular galaxy in our sample and enclosed by an angular radius B. Over the miniscule 
angles typically considered, a can be expressed as 
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a= N(~ 0) ~ N(~ 0) 
2rr ( 1 - cos 0) rr02 (3.2) 
where N(~ B) is the total number of galaxies within an angle 0 of the particular galaxy 
we are considering, including the particular galaxy itself. The critical angular radius Oc 
is determined for each individual galaxy in the sample. A group is defined as all galaxies 
that have overlapping critical radii. Note that a typical angular radius for any group 
could be estimated via 
0- /N t-v~ (3.3) 
Two classification questions remain; how overdense are groups (what value should 8 take)? 
and what size must groups attain before we call them a group (what is the minimum 
number of galaxies, Nmin, in a group)? We take the values of 8 = 8 and Nmin = 7 
chosen by Stevenson, Fang & Shanks (1988) in a similar analysis, and used by Boyle, 
Fang & Shanks (1988). The choice of the overdensity parameter was originally suggested 
by Turner & Gott (1976) and weighs the possibility of losing poor clusters at high 8 values 
against false grouping of galaxies in the field at low 8. The choice of N = 7 as a minimum 
group size is intended to reduce the likelihood of chance alignments of galaxies at different 
redshifts being grouped. The parameters reflect a distribution of groups that may have 
been selected by eye (Stevenson, Fang & Shanks 1988). 
Fig. 3.1 and Fig. 3.2 show the groups determined from the SDSS EDR data in the 
NGC region of the 2QZ and from APM data in the 2QZ SGC strip. In both cases, the 
galaxy sample was limited to bJ < 20.5, the limit of the APM. The SDSS EDR data 
was transformed from the SDSS photometric system using the colour transformations 
of Fukugita et al. (1996), a procedure that we will discuss in more depth in Chapter 6. 
The axes in both figures correspond to the limits of the 2QZ. The SDSS EDR coordinate 
system has been transformed from J2000 to B1950. In general, unless otherwise specified, 
all coordinates listed in this thesis will be in the B1950 system. In Fig. 3.1 and Fig. 3.2, 
we also plot the positions of Abell clusters (Abell 1958, Abell, Corwin & Olowin 1989) in 
the 2QZ strips. In Fig. 3.2, we also plot clusters defined from APM data by Dalton et al. 
(1997). 
A great deal of the structure produced by Dalton et al. (1997) is reproduced well in our 
SGC group catalogue, even though Dalton used different clustering criteria. 30 per cent 
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Figure 3.1: Objectively defined galaxy groups in the Sloan Digital Sky Survey Early Data Release. 
Each point is a galaxy in a region sufficiently dense that it meets clustering criteria outlined in 
the text. For comparison, Abell clusters (Abell 1958, Abell, Corwin & Olowin 1989) are plotted 
as circles. The axes correspond to the limits of the 2dF QSO Redshift Survey. The coordinate 
system is Bl950. 
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Figure 3.2: Objectively Defined Galaxy Groups in the Southern APM Survey. Each point is 
a galaxy in a region sufficiently dense that it meets clustering criteria outlined in the text. For 
comparison, Abell clusters (Abell 1958, Abell, Corwin & Olowin 1989) are plotted as circles and 
APM clusters (Dalton et al. 1997) are plotted as squares. The axes correspond to the limits of 
the 2dF QSO Redshift Survey. The coordinate system is Bl950. 
3. The Correlation of Faint QSOs and Galaxy Groups 30 
of Dalton's cluster centres within the 2QZ boundary lie within 2 arcminutes of our group 
centres, improving to 75 per cent of Dalton 's cluster centres lying within 5 arcminutes of 
our own. Over 90 per cent of group centres match up within a separation of 7.7 arcminutes, 
the mean cluster radius ofDalton 's groups within the 2QZ SGC region. Many of the larger 
groups automatically picked out by our technique also correspond to previously identified 
rich clusters (Abell 1958), for instance, the large cluster around 14h 12m Right Ascension 
in Fig. 3.1 corresponds to Abell 1882 (Richness Class Ill, z "' 0.137). Abell assigned 
166 galaxies to Abell 1882, we determine 153 members. We also pick out voids that are 
in good agreement with the literature. The sparse region we pick out in the Southern 
APM from Right Ascension 2h 30m to 3h appears to be real. In this region, Dalton et al. 
( 1997) finds no clusters over the Declination range -32? 5 to -28 ° and A bell finds a single 
(Richness Class 0) cluster in the range -32?5 to -29?5. The void does not appear to be 
an effect of intervening dust obscuring galaxies out of the APM- although there is quite 
high absorption (> 0.25 mags) in the most southerly 2 ° of sky betwen Right Ascension 
2h 35m and 2" 40m, the region of the SGC strip from 23h to 23" 30m generally has both 
more dust across it (according to the maps of Schlegel, Finkbeiner & Davis 1998) and a 
denser population of groups. In any case, we note that similar voids are picked out at, 
say, 22h 30m in the Southern APM, or 10" 30m in the SDSS EDR. 
3.3 Cross-correlation analysis 
We now turn our attention to the cross-correlation of galaxy groups and 2QZ objects. 
Throughout this chapter, we consider the subsample of 2QZ objects with a spectroscopic 
quality of "22" or better (2QZ spectroscopic quality is described in Chapter 2). This 
is unique to this chapter - in subsequent chapters we use "11" spectroscopic quality 
objects. The clustering results quoted in this chapter are not influenced by this choice of 
spectroscopic quality (the choice to study "22" quality objects was only made as much 
initial clustering analysis was carried out well before the completion of the 2QZ, when 
there were a great deal fewer "11" objects). 
3.3.1 Method 
As discussed in Appendix B, the two-point angular correlation function w(O) (Peebles 
1980) measures the probability (c!P) of finding pairs of sources of mean number density 
n within solid angle dJ? separated by angle 0 
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(3.4) 
Throughout this thesis, to measure the two-point correlation function, w(B), we use 
the estimator derived by Peebles & Hauser (1974) to study the Zwicky galaxy catalogues 
(B) = D1D2(B)n _ 1 
w
12 D1R2(B) (3.5) 
where D, denotes a data point (D1D2 denotes a data-point pair) of population i and Hi 
denotes a point drawn from a random sample with the same angular selection function 
as the data sample (for population i). We will refer to this random sample as the random 
catalogue. D1D2, then, could be the total number of galaxy-QSO, QSO-galaxy, galaxy-
star or star-galaxy pairs, to name a few constructions. If D1D2 were a reference to the 
number of QSO-galaxy pairs, then DR would be the number of QSO-random pairs, where 
the random catalogue consisted of a mock galaxy distribution. The factor n is the number 
of times the random catalogue is larger than the data catalogue. 
Random catalogues are constructed by randomly sampling points with the same an-
gular selection function as the sources, as discussed in Chapter 2. When estimating the 
correlation function in this chapter, we use a random catalogue that is 50 times bigger 
than the data catalogue. Note that the cross-correlation between, say, galaxies and QSOs, 
could be performed in one of two directions, by centring on QSOs and counting galaxies 
or by centring on galaxies and counting QSOs (i.e. under the exchange of labels 1 and 
2 in Equation 3.5). With ideal samples, these procedures should be equivalent provided 
that the angular selection of sources is accounted for by an appropriate random catalogue. 
In many cases, if gradients or biases that are not accounted for in the random catalogue 
exist in one or both samples, the two directions may not be exactly equivalent. Hence-
forth, we shall drop the subscripts on D and R and (unless otherwise specified in the 
text) the reader may assume a DD or DR pair refers to a pair drawn from two different 
distributions. 
The mechanism of calculating the cross-correlation function is to centre on one popu-
lation of objects and search for the second population in bins at angle (}from the first pop-
ulation. The same procedure is carried out searching for objects in the random catalogue. 
Then w(B) is derived from Equation 3.5. The scale of the measure, then, is represented 
by bins that are a series of annuli extending from each member of the first population. 
Since we are mainly interested in small-scale ( < 10 arcminutes) cross-correlations, we 
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measure them locally by splitting both the NGC and SGC into 15 individual fields. The 
field boundaries correspond to the edges of the original APM plates from which the 2dF 
targets were derived (Smith et al. 1997). Correlations are then counted within each indi-
vidual field, with the resulting numbers of pairs being totalled for all fields to yield the 
number of pairs across the entire survey area. The total number of data-data (DD) pairs 
and data-random (DR) pairs are then taken in ratio, as per Equation 3.5, to estimate 
the global correlation function. This field-to-field analysis should nullify the effects of 
different photometric zero-point calibrations between plates, or gross variations across 
strips. 
More accurate estimators than Equation 3.5 have been proposed (Hamilton 1993, 
Landy & Szalay 1993) but purposely to deal with inaccuracies in the auto-correlation 
function on large scales, or more precisely on scales where the value of the correlation 
function is close to zero. In general, the 2QZ does not contain enough data to probe 
the cross-correlation function on such scales to any significance, especially given that the 
cross-correlation is prone to systematics present in two data sets. We will check the 
behaviour of our estimator on all scales when testing the accuracy of our errors. 
Numerous estimates of error on the cross-correlation have been proposed. We will 
consider four of these. One of the simpler forms, is the Poisson error based on the 
number of data-data pairs in the angular bin probed: 
2 (0)=1+w(O) 
aw DD(O) (3.6) 
where we will use O'w to denote the standard error on the correlation function. Perhaps 
more accurate, as we will generally be measuring the significance of the correlation func-
tion compared to the null hypothesis represented by the random catalogue, is the Poisson 
error based on the number of data-random pairs in the angular bin probed 
2 (0) = ii[1 +w(O)] 
aw DR(O) (3.7) 
where n is the number of times the random catalogue is larger than the data sample. We 
will refer to this error as the expected Poisson error. 
The hypothesis that error on the correlation function is Poisson is not strictly fair. 
All else being equal, the number of counts could be highly correlated as the same points 
appear in different pairs that are included in many different bins, especially on large scales. 
Many authors (Shanks & Boyle 1994, Croom & Shanks 1996) have suggested corrections 
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to the Poisson form of error. Instead of corrections of this form, we will consider errors 
from field-to-field variations in the correlation function (see, e.g., Stevenson et al. 1985). 
As discussed above, our data samples are split into 30 subsamples. The cross-correlation 
function is measured for each subsample and the variance between the subsamples is 
measured. The standard error on w(O) is then measured as the standard error between 
the susamples inverse weighted by variance to account for different numbers of objects in 
each subsample 
2 1 ~ DRL(O) 2 O"w(O) = N- 1 6 DR(O) [wL(O) - w(O)] (3.8) 
The weighting by the number of objects in each subsample is essential, mainly because 
of varying completeness in the 2QZ catalogue but also as plates in the southern APM 
immediately East of OOh Right Ascension cover less ascension than other plates at the 
same ascension. We will refer to this error as field-to-field error. 
Finally, we will measure the covariance between adjacent bins of our data. The eo-
variance is essentially an estimate of how independent the bins are - whether bin i has a 
tendency to take the same value as bin j. We might expect the covariance of the corre-
lation function to be high, as the same data points can appear in different pairs that are 
counted in many different bins. The covariance as we will measure it takes the following 
form 
(3.9) 
Where Oi and Oj are two bins at different scales, and w and 0' represent the mean and 
standard deviation over a number of realisations, NI. The covariance is 0 if the bins 
are independent, approaches 1 if an increase in bin i leads to an increase in bin j and 
approaches -1 if an increase in bin i leads to a decrease in bin j. 
To test the accuracy of both the correlation function estimator and the error associated 
with it, we have created 100 Monte Carlo simulations of the 2QZ QSO sample. Each 
simulation contains the same number of (z > 0.4, identification quality of "22") QSOs 
as the 2QZ. Each simulation has the same angular selection function as the 2QZ (as 
characterised by the completeness masks outlined in Chapter 2. We cross-correlate the 
simulated QSO samples against galaxies in groups with 7 or more members selected from 
the APM catalogue (for the SGC strip) and SDSS EDR (for the NGC strip). For each 
sample, the error estimates outlined in this section are calculated and the average over the 
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samples is taken. The mean value of the cross-correlation across the 100 samples is taken 
and the standard deviation (lo-) is calculated and recorded as the Monte Carlo error. 
In the lower panel of Fig. 3.3, we display the mean cross-correlation signal across 
the 100 Monte Carlo simulations for the SGC QSOs (cross-correlated against galaxies in 
APM groups), the N GC QSOs (cross-correlated against galaxies in SDSS groups) and the 
combined result for the two strips. The agreement between the NGC and SGC results 
are excellent - better than 10 per cent of the Monte Carlo error on the NGC mean over 
on scales less than 20 arcminutes. The deviation of the combined result from zero, the 
expected result for random samples, is similarly no more than 13 per cent of the combined 
Monte Carlo error over all scales. vVe note that the shot noise would comprise 10 per cent 
of the Monte Carlo error (as we have 100 samples). Although the correlation function 
seems to begin to diverge on scales smaller than 0.8 a.rcminutes, the error is sufficiently 
large on these scales that we may consider the correlation estimator probably valid on all 
of the scales plotted and certainly valid on scales larger than 0.8 arcminutes. Note that 
the consistency of the correlation estimator across all scales indicates that the software 
we use to calculate the estimator is robust. 
In the upper panel of Fig. 3.3 we plot the various error estimates outlined in this 
section. The general trend of the errors is in good agreement, although the Poisson error 
estimates under-predict the value of the error (as compared to the Monte Carlo estimate) 
on all scales. We assume that the Monte Carlo error represents a fair estimate of the true 
error on the correlation function. In Fig. 3.4 we plot the various errors taken in ratio 
to the Monte Carlo error. It is obvious that the Poisson error is an underestimate on 
even quite small scales and underestimates the error by as much as 40 per cent even on 
arcminute scales. On the smallest scales, where there are few data-data pairs on some 
of the plates, even the field-to-field estimate of error starts to diverge. This would be 
even more of a problem were the data. samples anti-correlated (i.e. were some physical 
effect to further reduce the number of data-data pairs on small scales). In the following 
sections, we calculate a variety of cross-correlation functions using Equation 3.5 for 2QZ 
QSOs against galaxies in groups of APM or SDSS galaxies. We adopt the field-to-field 
error estimate. In Section 3.5 we shall also consider the cross-correlation of 2QZ QSOs 
and the groups themselves (rather than galaxies in the groups). When fitting models 
to these data, we will use an estimate of the error based on the variance between many 
Monte Carlo simulations of the data weighted to reproduce the model of interest. These 
weighted Monte Carlo errors are described in Section 3.5. As producing these Monte 
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Figure 3.3: In the upper panel, we display error estimates on the correlation function for each 
of the equations mentioned in the text. The plotted estimates are the averages from 100 Monte 
Carlo simulations combined for the NGC and SGC strips. Also plotted are the Monte Carlo errors 
- the standard deviation of the 100 simulations. In the lower panel we plot the mean of the 100 
simulations for the NGC and SGC individually and for the NGC and SGC combined. 
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Figure 3.4: In the upper panel we display the error on the correlation function taken in ratio to 
the Monte Carlo error estimate, for each of the equations mentioned in the text. In all cases the 
errors are determined for the combined NGC and SGC sample. The dashed line at u/uMc = 1 
(where the Monte Carlo estimate itself would lie) is drawn for comparison. The lower panel depicts 
the covariance between adjacent bins determined from 100 Monte Carlo realisations 
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Carlo errors can be time-consuming, some figures in Section 3.5 are plotted using the 
field-to-field estimate of the error. 
3.3.2 Cross-correlation of QSOs and Group Galaxies 
In Fig. 3 . .5 (NGC and SGC) and Fig. 3.6 (combined) we display the cross-correlations 
between spectroscopically identifed 2QZ QSOs and galaxies in groups of at least 7 mem-
bers objectively derived from the SDSS EDR in the NGC strip and the APM catalogue, 
in the SGC strip. In Fig. 3.6, we show both directions of correlation, we have centred on 
galaxies in groups and counted QSOs, and have centred on QSOs and counted galaxies 
in groups. Fig. 3.7 shows the comparison between our result and Boyle, Fong & Shanks 
(1988), where data taken from Boyle, Fong & Shanks (1988) have been scaled to allow 
for their projected 25 per cent contamination by stars. The results are displayed at the 
smallest scales for which we still believe the field-to-field errors. The largest scale dis-
played is about a degree - in all cases considered in this chapter the correlation function 
is flat on scales larger than a degree. The numbers displayed on each plot are the total 
data present within the 2QZ boundary. Note that the SDSS EDR sample is half the size 
of the 2QZ NGC strip, so does not contribute as significantly to the combined signal as 
the APM. A redshift cut has been made at z = 0.4 in the QSO sample; if the signal is 
caused by lensing, this will theoretically reduce the overlap between QSOs and foreground 
matter to at most 0.4 per cent (see Chapter 2). 
Fig. 3.5 shows that there is good consistency between the NGC and SGC correlation 
functions for QSOs versus galaxies in groups, justifying combining the signals. Fig. 3.6 
demonstrates that there is excellent consistency in the cross-correlation signal between 
QSOs and group galaxies irrespective of the direction in which the function is calculated, 
suggesting the signal is robust, free from the influence of any gradient or incompleteness in 
the samples used (and that the 2QZ masks discussed in Chapter 2 have been adequately 
constructed). There is a significant 2.9a anti-correlation between galaxy groups and 
spectroscopically identified 2QZ QSOs on scales out to 10 arcminutes, based on collecting 
the data in a single 10 arcminute bin and calculating the rms field-to-field variation. 
For an Einstein-de-Sitter cosmology, 10 arcminutes would translate to 1 h- 1 Mpc at an 
average group redshift of z rv 0.15 (1.1 h-1 Mpc for ACDM . The average anti-correlation 
in such a 10 arcminute bin is -0.049. Our data compare well in Fig. 3.7 with the anti-
correlation discovered by Boyle, Fong & Shanks (1988) when correlating a UVX object 
sample with cluster galaxies. Boyle, Fong & Shanks (1988) declared a more significant 
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Figure 3.5: The cross-correlation between 2QZ QSOs, and galaxies of limiting magnitude 
bJ = 20.5 found in objectively derived groups of at least seven members, for both 2QZ strips. 
Crosses correspond to the NGC strip, triangles to the SGC strip. The numbers of each sample 
within the boundaries of the 2QZ are displayed. Errors are field-to-field. 
3. The Correlation of Faint QSOs and Galaxy Groups 39 
I I 
0.2 t- NQSO = 22417 
Ngal = 20204 
-
0 ~-----------------------------------------,T~--~~---~Ir~--~~ II I1 ~i ~_L ~~ 
II 
-0.2 1- -
-0.4 t- -
I l 
1 10 
e(arcmin) 
Figure 3.6: The cross-correlation between galaxies of limiting magnitude bJ = 20.5 found 
in objectively derived groups of at least seven members and 2QZ QSOs, combined for both the 
southern and northern 2QZ strips. Both results centring on QSOs and counting galaxies (triangles) 
and centring on galaxies and counting QSOs (crosses) are presented. The numbers of each sample 
within the boundaries of the 2QZ are displayed. Errors are field-to-field. 
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Figure 3.7: The comparison between Fig. 3.6 and the result of Boyle, Fong & Shanks (1988). 
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stellar contamination. 
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4a signal on <4 arcminute scales. 
To test the anti-correlation between group galaxies and QSOs is not a systematic of 
the 2dF observing process, we need a control sample that has been through the same 
measurement and reduction as the QSO sample. Boyle, Fong & Shanks (1988) found no 
correlation between a large (rv 27,000) control sample of non-UVX stars and group galax-
ies, however, our situation is notably more complicated. As we require a control sample 
that has been through the same observing processes as the QSOs, including spectroscopic 
identification, we are restricted to a smaller sample of stars ( rv 12,000) compared to our 
QSO sample (rv 22,500). Additionally, the selection criterion of the 2QZ tends to pick 
out specific, UV-bright populations of stars, such as White Dwarfs. 
In Fig. 3.8 (NGC and SGC) and Fig. 3.9 (combined) we show the cross-correlation 
between spectroscopically identified 2QZ stars and galaxies in groups. Unlike the QSO 
result, the NGC and SGC cross-correlations are not entirely consistent, suggesting that 
the different physical distribution of stars in the two strips effects the correlation function. 
The combined results are also inconsistent, although the errors are sizable. The combined 
results show evidence of gradients on large scales, as, unlike in the case of the QSOs, the 
cross-correlation result is dependent on whether we centre on stars and count galaxies or 
centre on galaxies and count stars. Indeed, the distribution of stars within our galaxy 
has a gradient with galactic latitude in both the NGC and SGC, unlike the distribution 
of QSOs, which, being cosmological, has no large-scale gradient. The cross-correlation 
between stars and galaxies has some negative points on 3-7 arcminute scales but does not 
have the same form as the QSO anti-correlation. In particular, the star-signal does not 
continue to decrease on scales less than 3 arcminutes. If we calculate the significance of 
the signal out to 10 arcminutes, we find a 1.4a anti-correlation for the result centring on 
stars and counting galaxies and a 2.9a anti-correlation for the result centring on galaxies 
and counting stars. Much of this discrepancy is caused by the large-scale gradients; if 
the galaxy-centred result is moved up so there is no anti-correlation on large scales, it 
comes into line with the star-centred result. The anti-correlation in both of the combined 
star results is caused entirely by the few points on 3-7 arcminute scales. Surprisingly, 
most of the anti-correlation between stars and group galaxies is actually caused by White 
Dwarfs. If we discard the White Dwarfs from the stellar sample, there is no significant 
anti-correlation between stars and group galaxies (see Fig. 3.10). We discuss a possible 
physical explanation of this effect in Chapter 5 but the most likely explanation for the 
anti-correlation seen at 3-7 arcminutes in both the stars and White Dwarfs is a statistical 
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fluctuation due to the low numbers of these objects. 
We regard the results using the above control samples of stars as encouraging in terms 
of ruling out a systematic source for the QSO-group anti-correlation. However, because 
of the low numbers of stars, their gradients in Right Ascension and the anti-correlation 
detected at 3-7 arcminutes, stars may not form the ideal control sample and there may be a 
residual doubt as to whether there is a systematic contribution to the QSO anti-correlation 
on 3-7 arcminute scales caused by the fibre positioning constraint of the 2dF instrument. 
After all, the 2dF Survey observed bJ < 19.5 galaxies and QSOs simultaneously and 
in dense fields close pairs of objects may have been missed due to the minimum fibre 
spacing, even though 2dF candidates were given a higher priority in the fibre allocation 
to prevent imprinting the galaxy structure on the QSO distribution. It is easy to show 
there is no fibre positioning effect by comparing the cross-correlation of the 46,000 objects 
targeted as 2QZ QSO candidates in the 2dF input catalogue (Smith et al. 1997) with the 
43,000 objects that were observed spectroscopically. These results are shown respectively 
in the upper left-hand and lower left-hand panels of Fig. 3.10. These two results are in 
all respects identical with no systematic difference between them, leading us to conclude 
that there is no anti-correlation induced on these scales by the fibre positioning constraint. 
Therefore we conclude that the QSO-group galaxy anti-correlation is probably real. 
The reason, we note, that the correlation between group galaxies and the input cat-
alogue is flat, even though it hides the significantly anti-correlated QSO signal, becomes 
apparent when we split the input catalogue up into its constituent parts. The right-hand 
four panels in Fig. 3.10 display the main subsamples of the input catalogue. We can see 
that the Narrow Emission Line Galaxies included in the input catalogue exhibit a positive 
correlation that cancels out the anti-correlation exhibited by QSOs. 
3.3.3 The dust hypothesis 
Boyle, Fang & Shanks (1988) originally attributed the anti-correlation between QSOs and 
galaxies in groups to interim cl ust in clusters, finding that an absorption in the B- band 
of AB "' 0.2 mag was sufficient to cause their observed anti-correlation. Such absorption 
is at the upper limit allowed by Ferguson (1993), who quoted a maximum reddening of 
E(B- V) ~ 0.06 from a composite study of the Mg2 index of 19 nearby clusters and rich 
groups. Using colour information provided by the 2clF survey, we can limit the culpability 
of dust in causing the anti-correlation signal. 
In Fig. 3.11 we show the distribution of colours of 2QZ QSOs that lie within 10 arcmin-
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Figure 3.8: The cross-correlation between 2QZ stars, and galaxies of limiting magnitude b1 = 
20.5 found in objectively derived groups of at least seven members, for both 2QZ strips. Crosses 
correspond to the NGC strip, triangles to the SGC strip. The numbers of each sample within the 
boundaries of the 2QZ are displayed. Errors are field-to-field. 
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Figure 3.9: The cross-correlation between galaxies of limiting magnitude bJ = 20.5 found in 
objectively derived groups of at least seven members and 2QZ stars, combined for both the SGC 
and NGC 2QZ strips. Both results centring on stars and counting galaxies (triangles) and centring 
on galaxies and counting stars (crosses) are presented. The numbers of each sample within the 
boundaries of the 2QZ are displayed. Errors are field-to-field. 
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Figure 3.10: The cross-correlation between 20204 galaxies to bJ < 20.5 found in groups of 
seven or more members and 2QZ objects, combined for NGC and SGC 2QZ strips. The upper-left 
panel is the 2QZ input catalogue, every QSO candidate targeted in the preparation of the 2QZ 
photometric sample. The lower-left panel is the fibre catalogue, every QSO candidate observed 
with a fibre. Other panels are for objects that comprise most of the fibre catalogue; stars, QSOs, 
White Dwarfs and NELGs. The numbers of each subsample are displayed. Errors are field-to-field. 
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Figure 3.11: The relative distribution of colours of 2QZ QSOs by proximity to a galaxy group. 
The solid histogram shows the colours of QSOs that do not lie within 10 arcminutes of a group 
centre. The dashed histogram shows the colours of QSOs that lie within 10 arcminutes of a group 
centre. 
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Figure 3.12: The relative distribution of colours of 2QZ QSOs at different angular radii from 
galaxy groups. In the upper panel, the solid histogram shows the colours of QSOs that do not 
lie within 2.5 arcminutes of a group centre (5 arcminutes for the lower panel) and the dashed 
histogram shows the colours of QSOs that lie within 2.5 arcminutes of a group centre (5 arcminutes 
for the lower panel). 
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utes of any group centre ("obscured" QSOs) compared to that of QSOs that do not lie 
within 10 arcminutes of any group centre ("unobscured" QSOs). We have selected 10 ar-
cminutes as the radius of interest as it corresponds to the extent of the anti-correlation 
signal in Fig. 3.5. Were the anti-correlation due to intervening dust in galaxy groups, as 
proposed by Boy le, Fong & Shanks (1988), we might expect to see a complementary red-
dening of QSOs on the scale of the anti-correlation, and the distributions of "obscured" 
and "unobscured" QSOs would differ. 
A two-sample Kolmogorov-Smirnov test fails to reject the null hypothesis that the 
"obscured" and "unobscured" distributions are drawn from the same parent population, 
for both colours. Student's t-test demonstrates that the means of the "obscured" and 
"unobscured" samples are in agreement. For the u - bJ colour distributions, the "un-
obscured" mean and standard error are -0.6789 ± 0.0030 and for the "obscured" are 
-0.6687±0.0064. For the bJ-7' colour distributions, the "unobscured" mean and standard 
error are 0.3644±0.0030 and the "obscured" mean and standard error are 0.3626±0.006.5. 
There are 4025 "obscured" QSOs and 17752 "unobscured" QSOs. Student's t-distribution 
sets the following 95 (99) per cent upper limits on reddening between the two distribu-
tions: E(u- bJ) = 0.012 (E(u- bJ) = 0.016), E(bJ- r) = 0.012 (E(bJ- r) = 0.016). 
Our average group size is around 2.5 arcminutes and larger groups in our sample 
have an angular size of 5 arcminutes, so we might also be interested in any reddening 
on these scales. Fig. 3.12 displays the distribution of bJ - r colours for "obscured" 
and "unobscured" QSOs on these scales. Repeating the statistical analyses on these 
scales, Student's t-test suggests the 95 (99) per cent reddening limits between the QSO 
population within 5 arcminutes of any group centre and the QSO population lying greater 
than 10 arcminutes are E(bJ-r) = 0.020 (0.028) and the 95 (99) per cent reddening limits 
between the QSO population within 2 .. 5 arcminutes of any group centre and the remainder 
are E(bJ-r) = 0.039 (0.056). These reddening limits apply for both the u-bJ and bJ-7' 
colours. The limits inevitably increase as the "obscured" population dwindles in size, 
although there are still 286 QSOs within 2.5 arcminutes of any group centre. Again, 
for both the 2.5 arcminute and 5 arcminute scales, the Kolmogorov-Smirnov test failed 
to reject the hypothesis that the "obscured" and "unobscured" distributions are drawn 
from the same parent distribution of colours. Assuming the Galactic dust law adopted 
by Schlegel, Finkbeiner & Davis (1998), the 95 per cent limit from the bJ- 7' colours on 
B-band absorption within 5 a.rcminutes ('"'-' 0.5 h-1 Mpc) of any group centre is AB < 
0.06 mag. The similar limit within 2.5 arcminutes of any group centre is AB < 0.13 ma.g. 
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A simple model (see Boyle, Fong & Shanks 1988, or Section 5.4.4.1 for details), taking 
the slope of the QSO number-magnitude counts to be 0.29, suggests that these levels 
of absorption correspond to a correlation function of Wcq < -0.039 for AB < 0.06 mag 
and Wcq < -0.077 for AB < 0.13 mag. For the entire sample out to 10 a.rcminutes, the 
95 per cent reddening limits suggest a.n anti-correlation of only -0.029. The actual values 
of the detected anti-correlation on these scales a.re Wcq(B < 2.5') = -0.15 ± 0.04,wcq(B < 
5') = -0.09±0.03,wcq(B < 10') = -0.049±0.017. 
It seems that 2QZ QSOs close to galaxy groups are insufficiently reddened to explain 
the a.nti-correla.tion signa.! as an effect of dust in galaxy groups. It might be argued tha.t as 
the 2QZ is UVX-selected, our reddening values a.re biased by the limits set on the colours 
of 2QZ QSOs. We do not mean to argue that our values are objective determina.tions of the 
extent of dust in galaxy groups, only tha.t there is insufficient reddening of QSOs close 
to ga.la.xy groups within the 2QZ to explain the anti-correlation signa.!. Undoubtedly, 
there will be some heavily reddened QSOs close to group centres tha.t the 2QZ fa.ils 
to observe, however, the QSOs the survey does observe ha.ve no tendency to redness 
close to group galaxies. The 2QZ sample colour-colour distribution peaks significantly 
bluewards of any colour limit, so we believe that the low reddening measure is not forced 
by the UVX-selection. We ha.ve transformed colours to absorption limits assuming the 
dust law from Schlegel, Finkbeiner & Davis (1998) for the Milky Wa.y galaxy. Other 
ga.la.xies have been shown to ha.ve slightly different dust laws (Ca.lzetti, Kinney & Storchi-
Bergmann 1994, Bolzonella, Miralles & Pell6 2000), notably, some ga.la.xies ha.ve been 
shown to have "greyer" dust la.ws (meaning more absorption by dust for a given change 
in colour). In Section 5.4.4.1 we will discuss this a.t some length, a.nd show that if ga.la.xies 
or groups obscuring QSOs have a. Ca.lzetti, Kinney & Storchi-Bergma.nn (1994) dust la.w, 
we would unserestimate the amount our QSO samples were being obscured by 25 per cent, 
which is still insufficient to explain the a.nti-correla.tion between 2QZ QSOs and galaxies 
in groups. 
Previous evidence for dust in galaxy groups has been controversial, with some authors 
claiming detections a.nd others claiming upper limits. Gira.rdi et a.l. (1992) confirm ga.la.xies 
in local groups that a.re blueshifted relative to the group average tend to have a larger 
colour excess tha.n tha.t group average, a.nd suggest background galaxies falling towards 
the group centre suffer reddening by dust in the group. The amount of dust Gira.rdi et al. 
(1992) infer is E(B- V) ,...., 0.1- 0.2 on 0.75 Mpc scales, equivalent to a.n absorption of 
A-B ,...., 0.4- 0.8 ma.g (for the usual galactic dust la.w). Such an amount of absorption is at 
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odds with the upper limit quoted by Ferguson (1993). Ferguson studied the correlation 
of J\;Jg2 index with B- V colour for local groups and clusters, and compared these results 
to a sample of field galaxies. Ferguson (1993) quoted E(B- V) ~ 0.06 as a conservative 
(90 per cent) upper limit on reddening in a sample of clusters and groups and, similarly, an 
upper limit of E(B- V) ~ 0.05 (AB < 0.2 mag) for a sample of poorer groups. Ferguson 
(1993) considers a scale of 0.5 Mpc to be the central contribution to his reddening limits. 
The 95 per cent upper limits on our reddening results out to 0.5 h- 1 Mpc (5 arcminutes) 
allow for us much absorption by dust as AB < 0.06 mag, somewhat more consistent with 
the results of Ferguson (1993) rather than those of Girardi et al. (1992). Our results are 
particularly consistent with a recent paper by Nollenberg, Williams & Maddox (2003), 
who find 99 per cent limits on reddening by dust in APM groups of E(B - V);S 0.02 
(using a similar technique to that used in this section, to limit the extent that background 
galaxies could be reddened by foreground groups). 
The possibility remains that some specifically tailored dust model could explain the 
anti-correlation. One possibility (which we discuss further in Chapter 5) is a smooth 
distribution of dust around galaxy groups that does not obey the reddening laws observed 
in our galaxy (i.e. particularly "grey" dust; Calzetti, Kinney & Storchi-Bergmann 1994). 
A slightly less ad hoc explanation is a patchy distribution of dust around galaxy groups 
that is heavily concentrated in the line of sight direction, such that QSOs are completely 
obscured without being reddened. Averaged over many groups, this would have the effect 
of removing QSOs from the sample near galaxy groups without overtly reddening the QSO 
sample on similar scales. Finally, we must consider the possibility that multiple effects 
of dust and lensing combine to produce the observed anti-correlation. So, although our 
current analysis can rule out a smooth distribution of typical dust around galaxy groups, 
we cannot deny more tailored dust models, such as grey dust, patchy dust or a combination 
of gravitationallensing and dust. 
3.4 Modelling the Statistical lensing of QSOs 
We have seen that the 3a anti-correlation between 2QZ QSOs and galaxies in groups is 
unlikely to be either a selection effect or a product of normal, smoothly distributed dust 
in galaxy groups obscuring QSOs. In this section we consider the possibility that the 
anti-correlation results from the statisticallensing of QSOs by foreground galaxy groups. 
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3.4.1 Lensing 
As Einstein (Einstein 1915) noted (see also Appendix C), in a spherically-symmetric 
geometry, a mass M will bend a ray of light passing at impact parameter ~ through an 
angle O'bend (Schneider, Ehlers & Falco 1992) 
_ 4GM(<~) _ Ds(O-O) 
O'bend - C 2 - D q 
<,C Is 
(3.10) 
where D1, Ds and D1s are the angular diameter distances of the lens as measured by the 
observer, the source as measured by the observer and the source as measured by the lens, 
respectively; 0 is the angle between the image, the observer and the centre of the lens; Oq 
is the angle between the source, the observer and the centre of the lens. Surface brightness 
conservation implies each image will be magnified by a factor 
0 dO I 
fL = Oq dOq (3.11) 
(Turner, Ostriker & Gott 1984). Lensing influences a sample of background objects in two 
competing ways. Fainter objects are lensed into a magnitude limitied sample, increasing 
the number density of that sample but the area behind the lens is proportionately ex-
panded, reducing the sample's number density. Narayan (1989) quantified this effect as 
a 'net enhancement factor' 
1 N( <m+ 2.5logJ.L) 
q=-
fL N( <m) (3.12) 
The Number-magnitude relation can be approximated as a power law, with N( < m) ex 
lOam (Boy le, Fong & Shanks 1988), allowing us to express the enhancement factor as 
11Qa(m+2.5logi-L) 
q = _ = fl2.5a-l 
fL lOam (3.13) 
(Croom 1997). Note that there is no real need to make this approximation- but we shall 
show later that interpolating across the full form of N ( < m) and making this approx-
imation yield similar results at the limit of the 2QZ. Now, the net enhancement factor 
is the ratio of the observed (lensed) flux and the true (unlensed) flux. The correlation 
function w(O) may be expressed as the ratio of observed pairs of objects to expected pairs 
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of objects. Typically, 1 is subtracted from the correlation function to account for the 
expected normal background of pairs. Hence: 
w(O) = q- 1 = J.l2.5o:-l- 1 (3.14) 
Equation 3.14 dictates w(O) = 0 when a= 0.4. For higher values of a we would observe a 
correlation, and for lower values, an anti-correlation. Thus, the lensing effect is dependent 
on the slope of the number-magnitude relation. Constraints on the slope of N( < bJ) were 
derived in Section 2.3. 
3.4.2 Dark matter profiles 
The Singular Isothermal Sphere has a mass surface density defined in terms of its radial 
velocity dispersion a(r) (Schneider, Ehlers & Falco 1992) 
(3.15) 
which can be integrated out tor=~' the impact parameter as defined for Equation 3.10, 
to find 
1e 1e a2 rra2~ lvl = 2rrr'Esisdr = 2rr - 0 rdr = - 0 0 0 2 7' (3.16) 
which can be substituted into Equation 3.10, and then Equation 3.11 to determine that 
the SIS will magnify background sources by the factor 
(3.17) 
with c being the speed of light and a the velocity dispersion of theSIS. The term 4rr.!2k0 ( '!. ) 2 
' c 
in the denominator is the "Einstein Radius". The Einstein Radius essentially marks the 
boundary between the weak and strong lensing regimes (see Appendix C). Equation 3.14 
and Equation 3.17 can be combined to constrain the predicted form of the correlation 
function from magnification through an SIS profile. 
N-body simulations have provided a universal (NFW) density profile for dark matter 
haloes (Navarro, Frenk & White 1995, Navarro, Frenk & White 1996, Navarro, Frenk & 
White 1997) that has been independently observationally confirmed with some success 
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(Bartelmann et al. 1998, Thomas et al. 1998). We have also constructed a simple model 
to determine the form of the correlation function based on lensing through such a halo. 
The NFW profile in the form 
( ) f>cPc p r = 2 
.!... (1 + ..!:...) 
rs rs 
(3.18) 
where r·s is a representative radial scale and Pc is the critical density or the universe at the 
redshift of the dark matter, appears to be a reasonable description of haloes in ACDM 
simulations spanning 9 orders of magnitude in mass, from globular clusters to galaxy 
clusters. Ideally, we would wish to study statistical lensing utilising just such a realistic 
density profile. Following Bartelmann (1996), we rewrite the profile as 
p(x)=x(1~x) 2 (3.19) 
and consider lensing around the profile at a radius of the impact parameter~, meaning 
that x is defined by 
~ DJ(} 
x=-=-
'~'s 'rs 
(3.20) 
where DJ and (} are defined as for the SIS, above. One can then combine Equations 3.11 
and 3.20 to yield 
I ( r
5 ) 
2 
x dx I 
fl = DJ Bq dOq (3.21) 
Now, Maoz et al. (1997) determine the characteristic scale r 5 from an empirical fit to 
Figure 9 of Navarro, Frenk & White (1997) as 
(3.22) 
where h is the Hubble constant in units of 100 km s- 1 Mpc- 1 and 'Y varies between cos-
mologies (for CDM, "("" ~). Maoz et al. (1997) go on to rewrite Equation 3.10 as 
4GM1.5 g(x) 
O'bend = 2 ( _ M / ) C 'r5 g 1.5 pc 1'8 X (3.23) 
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where M1.5 is the mass within 1.5 h- 1Mpc of the centre of the halo and g(x) is given by 
Bartelmann (1996) as: 
X 2 ~-1 g(x) =In -
2 
+ - 2-- tan-
1 
-
. x -1 x+1 (x > 1) (3.24) 
x 2 1 ~-x g(x) =In-+ --
2 
tanh- -
2 1-x 1+x (x < 1) (3.25) 
X g(x) =In 2 + 1 (x = 1) (3.26) 
Combining Equations 3.10 and 3.26, we can deduce 
() = () _ Dts 4G M1.5 g(x) 
q Ds 'r5 C2g(1.5Mpc/rs) X (3.27) 
dBq dB _ Dts 4G M1.5 cl 9 ~) 
dx dx Ds r5 c2g(1.5Mpcjr·s) dx (3.28) 
and substitute in Equation 3.20 to ultimately find 
Bq rs Dts 4GM1.5 g(x) 
X Dt Ds r 5 c2g(1..5Mpc/rs) x2 (3.29) 
dBq _ .!i__ _ Dts 4G M1.5 cl 9 ~) 
dx Dt Ds 1'5 c2g(1.5Mpcjr·s) dx (3.30) 
which can be readily substituted into Equation 3.21 and numerically solved to derive the 
magnification. The magnification dictates the expected form of the correlation function 
as outlined in Equation 3.14. 
3.4.3 Determining Om in Groups 
We will now briefly outline how the mass density of the Universe might be determined 
from our study, noting that the value thus derived is purely a measure of nm in galaxy 
groups. nm may be defined 
n _ Po _ 8rrG 
Hm- --- --2 po Pcrit 3Ho 
(3.31) 
where Po can be estimated as the product of the space density of galaxy groups and the 
average mass of a dark matter halo. Equations 3.14 and 3.17 relate the average velocity 
dispersion of the SIS to the observed correlation function. The average mass of the SIS 
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may be derived from the average velocity dispersion, yielding an estimate of nm in groups 
of 
8rrG 8rr2 2 nm = --2 nMsrs = --2 na r 3H0 3H0 
(3.32) 
where n is the space density of galaxy groups and 7' refers to the extent of the dark matter 
halo or, roughly, the extent of correlation. Similarly, we can express the correlation func-
tion in terms of the mass within 1.5 h - 1 M pc of the centre of an NFW halo. Theoretically, 
then, nm is alternatively given by 
(3.33) 
where M1.5 is the mass within 1.5 h- 1 M pc of the centre of an NFW halo. 
3.5 Results 
The models described in the previous section refer to a slightly different situation than 
hitherto discussed; the lensing of background flux around the centres of dark matter 
profiles, and so describe the correlation function of QSOs against the centres of galaxy 
groups. Previously, to compare our results with Boyle, Fang & Shanks (1988), we have 
measured the correlation between QSOs and individual galaxies in groups. To facilitate 
comparison with models, we now cross-correlate QSO positions with group centres, rather 
than group galaxies. Additionally, in prior sections of this chapter, larger groups of galax-
ies have been weighted more highly as each individual galaxy position within the group 
would be counted. We fit models to data where the correlation function is unweighted -
each cluster is considered equally. 
The cross-correlation between 2QZ QSOs and the centres of galaxy groups objectively 
determined from the APM South and the SDSS EDR is displayed in Fig. 3.13. For 
comparison, both the weighted and unweighted cross-correlations between QSOs and the 
centres of galaxy groups are shown. The weighted result (crosses) is a reflection of the 
analysis in Section 3.3.2, the QSOs are counted against each galaxy in a group, so larger 
groups are lent more significance. The unweighted result is not biased by the size of the 
groups. Binning the data in a sole bin out to 10 arcminutes and measuring the rms field-
to-field variation in this bin, the average anti-correlation of the weighted result is -0.049 
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Figure 3.13: The cross-correlation between 2QZ QSOs and objectively derived galaxy groups 
of limiting magnitude bJ = 20.5 combined for both the southern and northern 2QZ strips. The 
numbers of each sample within the boundaries of the 2QZ are displayed. Crosses are derived by 
weighting each galaxy group by the number of galaxies in the group and have been offset slightly 
for display purposes. Triangles are derived counting each group equally. Errors are field-to-field. 
Also marked as a dashed line is the unweighted result for only those groups with 14 or fewer 
members. Errors on the clashed line are as plotted for the triangles. 
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with a significance of 2.9a. Comparing with the results in Section 3.3.2, the strength and 
significance of the result weighted by galaxy number proves essentially identical whether 
we correlate QSOs with galaxies in groups or the group centres. The unweighted result 
has an average anti-correlation out to 10 arcminutes of -0.034 with a significance of 2.9a. 
When we do not weight the cross correlation by the number of galaxies in the group, the 
strength of the result thus drops by 30 per cent compared to the anti-correlation between 
QSOs and groups outlined in Section 3.3.2. We can deduce that the anti-correlation signal 
is stronger for larger groups, as would be expected if it is due to tensing. 
To further demonstrate that the cross-correlation signal is not biased up by the handful 
of large clusters in our sample, we have cross-correlated QSOs against a sample of galaxy 
groups that has the largest 10 per cent of objects removed. The resulting sample of galaxy 
groups has between 7 and 14 galaxies per group. The anti-correlation for this sample is 
plotted as the dashed line in Fig. 3.13 and has essentially identical error bars to the full 
(unweighted) sample (marked with triangles). There is practically no difference in the 
result if we remove the largest 10 per cent of objects from our group sample, the anti-
correlation signal thus derived has a strength of -0.032 and a significance of 2.5a. Note 
that even this weaker anti-correlation is outside the 2a limit on dust in groups causing 
the anti-correlation, discussed in Section 3.3.3. 
We model the lensing groups as dark matter haloes, either Singular Isothermal Spheres 
or NFW profiles. In the case of the SIS, the free parameter is the velocity dispersion of 
the sphere. The free parameter in the NFW model is the mass within 1.5 h -l M pc of 
the centre of the halo centre. For the lensing analysis, we use a faint-end QSO number-
count slope of a = 0.29 (see Chapter 2). The overwhelming majority of QSOs in the 
2QZ lie fainter than the knee of a broken power-law model (only 10 per cent of 2QZ 
QSOs are brighter than bJ = 19.1). We have reproduced models both approximating the 
number-magnitude counts as a single power-law with slope a = 0.29 and using the full 
smoothed power law determined in Section 2 (see Equation 2.2) and find no significant 
difference between the two approaches. We illustrate this point in Fig. 3.14, where we 
show the SIS tensing model described in Section 3.4 both assuming the approximation to 
the faint-end slope of the integrated QSO number-magnitude counts (see Equation 3.13) 
and a fit to the entire 2QZ (and 6QZ) integrated QSO number-magnitude counts (see the 
SPL model fitted to the integrated counts in Fig. 2.5). Assuming a single faint-end slope 
power law approximates the entire integrated QSO number-magnitude counts influences 
the modelled value of w(O) by at most 0.025. Throughout the remainder of this chapter, 
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we adopt the approximation of Equation 2.2 but note that making this approximation 
has no influence on any of our analysis. 
The lens and source distances required by the lensing models (see Equation 3.17, for 
example) are taken from the medians of the redshift distributions displayed in Fig. 2.6. 
The redshifts are translated to distances using an Einstein-de Sitter cosmology. 
When fitting models, we use an estimate of the error based on 500 "mock" QSO 
catalogues of the same size and angular completeness as the 2QZ, calculating the cross-
correlation between these mock catalogues and our galaxy group centres in the normal 
way, and then determining the rms errors between the catalogues. We fit a reasonable 
model to the anti-correlation result, then distribute the random placement of QSOs in 
the mock catalogues to reflect that model. So, if the cross-correlation fit has a value of 
-0.1 at 2 arcminutes, a random QSO that is generated 2 arcminutes from a group centre 
is only 90 per cent as likely to be included in the mock QSO catalogue as one in the field. 
Similarly, a QSO that then lies within 2 arcminutes of 2 group centres is 81 per cent 
as likely to be included. We have tested the independence of these errors by measuring 
the covariance of points in adjacent bins averaged over the 500 simulations, finding the 
covariance insignificant on all scales. 
3.5.1 Model fits 
Figure 3.15 shows the best-fit models for the SIS and NFW lensing haloes obtained by 
minimising the x2 statistic. The errors are calculated from the standard deviation in the 
anti-correlation signal of 500 mock QSO catalogues as outlined above, with "mock" QSOs 
distributed according to a reasonable model. In the SIS case, mock QSOs are distributed 
according to a a = 600 km s- 1 model when calculating errors. In the NFW case, mock 
QSOs are distributed according to a M1.5 = 3 x 1014 h- 1 M0 model when calculating 
errors. For brevity, the models are both displayed in Fig. 3.15 against the error bars 
calculated for the NFW case. We determine the best-fitting models out to 10 arcminutes, 
the extent of the anti-correlation. Once the best-fitting model is determined, the errors 
are scaled so the reduced x2 is equal to 1 and then la error-bars on the best-fitting model 
are calculated from this renormalised x2 distribution. The best-fit SIS has a velocity 
dispersion of a= 1156±~~7 km s- 1 with a reduced x2 of 0.8. The best-fit NFW has a mass 
of M1.5 = 1.2 ± 0.9 X 1015 h- 1 M 0 with a reduced x2 of 1.2. The data cannot distinguish 
variations in the NFW 1 parameter in the range ~ < 1 < 1 (see Equation 3.22). As 1 
increases, the predicted anti-correlation decreases below 1 arcminute and a test between 
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Figure 3.14: Equation 3.13 dictated the approximation made by many previous authors (Boyle, 
Fong & Shanks 1988, Narayan 1989, Croom & Shanks 1999) to the faint-end slope of the inte-
grated QSO number-magnitude counts. In this figure, we plot our SIS lensing model (outlined 
in Section 3.4) both assuming this faint-end slope approximation and interpolating over the full 
form of the integrated QSO number-magnitude counts. The approximation effects the modelled 
value of w(O) by (at most) 0.025 across the entire range plotted. 
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Figure 3.15: The cross-correlation between 2QZ QSOs and objectively derived galaxy groups of 
limiting magnitude bJ = 20.5 combined for both the southern and northern 2QZ strips together 
with best-fit models. Errors are standard deviations on the best-fitting NFW model derived from 
500 mock QSO samples. 
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these cases should be possible in bigger datasets. In the current datasets there is hardly 
enough power to distinguish between the best-fitting SIS and NFW models. 
The Einstein Radius of the best-fitting SIS model is around 30 arcsec, which results in 
a radical dip in the solid line in Fig. 3.15, corresponding to the terms in the denominator 
of Equation 3.17 being equal. At separations within the Einstein Radius, we enter the 
strong lensing regime and the SIS model predicts that each source QSO will produce two 
images (see Appendix C). One of these images has already been covered in theSIS model 
prediction for scales larger than the Einstein Radius. The second image appears within 
the Einstein Radius and might be considered a further prediction of the SIS model. The 
divergent nature of the SIS density profile on small scales means the dip in Fig. 3.15 
may be predicted to occur at a scale which is unphysically large. Details of the model 
near the Einstein Radius do not affect the fitted SIS masses much, as evidenced by their 
similarity to those masses determined from fitting NFW profiles (for which the Einstein 
Radius is much smaller). The full consequences of strong lensing in the 2QZ, including an 
analysis of the numbers of multiply-lensed QSO systems, are discussed elsewhere (Miller 
et al. 2003). 
As most of our model analysis is made in the weak lensing regime, we might be 
wary of any fit to the smallest scale data in the SIS case. As a consistency check, we 
have used mock QSO catalogues to make a direct test of the significance of rejection 
of a = 600 km s- 1 and a = 1140 km s- 1 SIS models, since the mock catalogues were 
produced for these specific cases. We determine how often cross-correlating mock QSO 
catalogues with galaxy groups can return an anti-correlation of significance 2.9a, as found 
for the real 2QZ data. We display this result in Fig. 3.16. We have created 250 mock 
QSO catalogues with the same size and completeness as the 2QZ. These are then cross-
correlated against our galaxy groups and the strength of the cross-correlation is measured 
for each mock QSO catalogue. The measure of the significance of a cross-correlation is 
as we have used throughout this chapter (and will use throughtout this thesis), based on 
calculating the cross-correlation function and error in one bin out to 10 arcminutes. The 
mock QSO catalogues may also be distributed, as outlined above, to reflect various models 
for the lensing halo. We find that an anti-correlation of 2.9a is measured 0/250 times if 
there are no lensing haloes, only 7/250 times (2.2a) if the lensing haloes are modelled 
as an SIS with a 600 km s- 1 velocity dispersion (roughly equivalent to nm = 0.3) and 
137/250 times for an SIS with an 1140 km s- 1 velocity dispersion (roughly equivalent 
to nm = 1). If we had chosen to plot the strength of the anti-correlation rather than 
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Figure 3.16: The distribution of the strength of correlation for cross-correlations between 250 
mock QSO catalogues and objectively derived galaxy groups. The mock QSO catalogues have been 
weighted to reflect a number of different possible SIS halo models. The significance of the cross-
correlation is measured out to 10 arcminutes for each mock QSO vs galaxy group cross-correlation 
function. Cross-correlating 2QZ QSOs against galaxy groups resulted in an anti-correlation of 
-2.90', which is marked as the clashed line. 
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the significance, we would find that a 600 km s- 1 model produces an anti-correlation 
of strength -0.034 (as found for the data) only 13/250 times (1.9a). Either way, these 
results reject the 600 km s-1 model at about the 5 per cent significance level. Note that 
this is a slightly stronger rejection than the error bars quoted in the first paragraph of 
this section, which correspond to a 1. 7 a rejection. The discrepancy is likely because 
renormalising the reduced x2 statistic to 1 is not an entirely fair representation of the 
error. If this renormalisation is not carried out, the rejection of the 600 km s- 1 model 
rises to 1.9a. 
Wu et al. (1996) have pointed out that the inclusion of a uniform plane in modelling a 
dark matter halo may be considered a good reflection of the lensing influence of large-scale 
structure. Following the model of Croom & Shanks (1999), we have considered the effects 
of including such a plane in our SIS model. Including a plane of dark matter with our 
SIS has no influence on the best-fit model or its error-bars. In fact, the only effect worth 
remarking is to slightly lower our rejection of low velocity dispersion models. The best-fit 
SIS model rejects 600 km s- 1 at a 1.7a level. When a plane is included, this rejection 
drops to 1..5a. If we consider the group centre auto-correlation function (wee), then we 
might expect the clustering of groups to have little effect on our signal. In Fig 3.17 we 
display Wee, combined for all of our group data. A power-law fit of Wee"' O.HJ- 1 is a good 
match to the data. Integrating under Wee out to 10 arcminutes suggests that there might 
be as high as a 40 per cent contribution to our signal purely from the clustering of groups 
(i.e. integrating over Equation 3.4 to find the excess probability of one group being close 
to another). 
There is still some debate over a number of the parameters used in the modelling 
process. Changing the QSO number-count faint-end slope to a = 0.34 raises theSIS model 
estimate of the velocity dispersion by "' 10 per cent and lowering the index to a = 0.24 
lowers the estimate about 10 per cent. Changing to a cosmology with Dm = 0.3 and 
A = 0. 7, to model lens-source separations raises the estimate by less than 5 per cent. In 
the case of the NFW profile, lowering a to 0.24 lowers the mass estimate by "' 30 per cent, 
raising a to 0.34 raises the mass estimate by"' 50 per cent and changing to a Concordance 
cosmology raises the mass estimate by less than 5 per cent. In short, cosmology does not 
really affect our estimates but the exact gradient of the faint-end slope of the QSO number-
magnitude counts may well be important, especially for the NFW profile. Reducing the 
QSO number-count faint-end slope to a= 0.15, a very strong minimum value (being the 
differential counts slope determined in Section 2.3) would reduce the NFW mass estimate 
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Figure 3.17: The auto-correlation function for groups with 7 or more members combined for 
our APM and SDSS galaxy group data. The data agree well with the group auto-correlation from 
Stevenson, Fong & Shanks (1988). An approximate fit to the data of Wee "'0.10- 1 is displayed. 
The slope of this fit is in good agreement with the Abell auto-correlation function of A bell clusters 
(Bahcall & Soneira 1983). Errors on the data are field-to-field. 
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by 70 per cent, bringing the NFW model mass prediction in line with a ACDM cosmology. 
It is possible that the magnification values generated by groups are large enough (Barber 
et al. 2000) to reach so faintly into the QSO counts that the value of a is as low as the 
differential counts value. This could conceivably allow a ACDM cosmology combined 
with an NFW profile to explain the anti-correlation between QSOs and galaxy groups. 
3.5.2 Estimating Dm in Groups 
In Section 3.4, we also note how estimates of the average group mass, or velocity dis-
persion, can be turned into estimates of the mass density of the Universe that is associ-
ated with groups (see Croom & Shanks 1999). The sky density of our groups is around 
0.85 deg-2 in both the NGC and SGC strips. Note that this is significantly larger than the 
density of Abell clusters (rv 0.1 deg- 2). Croom & Shanks (1999) have estimated the typi-
cal space density of such groups as 3 ± 1 x 10-4h3Mpc-3 . Using this value, Equation 3.32 
may be written 
(3.34) 
assuming that the extent of the anti-correlation signal is () = 10 ± 2 arcminutes (r = 
1 ± 0.2 h- 1Mpc). Equation 3.33 is equivalently 
Using our best-fit estimates for the SIS returns a value of rlm 
NFW rlm !'V 1.3, with large error. 
(3.35) 
1.06±8:g} and for the 
The large error in Croom & Shanks (1999) value for the space density of groups 
remains a dominant systematic in our estimates of rlm and needs to be reassessed when 
group redshifts become available. Some additional error may be introduced by a lack 
of accurate redshift determinations for our galaxy groups. Groups of galaxies that are 
actually greatly separated in redshift may accidentally align and thus be counted as a 
single halo, although it is unclear to what extent this contamination could influence 
our lensing results, as any associations along the line of sight still trace an increase in 
the intervening mass distribution. Certainly, associations of galaxies that are separated 
greatly in redshift will not have dark matter profiles like the SIS and NFW profiles used 
in our modelling, being more like filaments than single haloes. We address these points 
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in Chapter 4. In the meantime, our estimates of Slm associated with groups continue 
to appear as high as those found by Croom & Shanks (1999) However, our errors have 
increased compared to the estimates of Croom & Shanks (1999), meaning the rejection 
of Slm "' 0.3 is only at the 1-2a level and we have noted that there may be further 
systematic errors still to be taken into account. Nevertheless, it is still tantalising that 
a a = 600 km s- 1 dispersion is acceptable in at most 13/250 simulations for groups as 
numerous as those used here and this clearly motivates the application of this technique 
in larger QSO and galaxy group surveys. 
3.5.3 Further Discussion 
We have determined that the anti-correlation between galaxy groups and QSOs is best 
fit by a high-mass NFW model (M1.5"' 1.2 x 1015 h-1 M8 ) or a high-velocity dispersion 
SIS model ("-' 1150 km s- 1 ). Although the preference for the 1150 km s- 1 SIS group 
velocity dispersion is only at the "' 2a level in the current data, taking this result together 
with the previous independently derived result of Boyle, Fang & Shanks (1988) and also 
with strong positive correlations seen in bright QSO samples (Williams & lrwin 1998, 
Gaztai'iaga 2003), it is clearly worth considering the implications if the amplitude of the 
anti-correlation was correct and caused wholly by weak lensing. Dynamical analysis of 
2dF galaxy z-space distortions, results in an estimate of S1~6 jb "' 0.43 ± 0.07 (Peacock 
et al. 2001) and so measurement of Slm "' 1 would imply b"' 2.5. Although there is no 
immediate contradiction with the result presented a contradiction does arise when current 
CMB constraints on the mass power spectrum are included. These suggest that the galaxy 
power spectrum is approximately unbiased, implying nm "' 0.3, in contradiction at the 
2a level with our best-fit result. 
There are other constraints on the mass of galaxy groups which are in contradiction 
with our best-fit velocity dispersion. In particular, 1-Ioekstra et al. (2001) have used shear 
to measure weak lensing of galaxies behind CNOC groups, finding a "' 300 km s- 1 and 
M/ L"' 200hMcv/Lcv. These translate into a value of Slm = 0.19. It is not clear why there 
is a difference between their results and ours. If the result of 1-Ioekstra et al. (2001) is 
correct, we would have to appeal to moderate statistical fluctuations to explain our high 
anti-correlation amplitude in an Slm = 0.3 model. Shear studies behind nearby galaxy 
groups which also have QSO lensing data might be valuable. 
It should also be noted that the number of galaxies detected m N ~ 7 groups cor-
responds to only 7.1 per cent of the total number of galaxies. In Fig. 3.18 we display 
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Figure 3.18: Groups with 7 or more members selected from the APM and SDSS are cross-
correlated against all galaxies in the APM and SDSS that are contained within the bound-
aries of the 2QZ. The data are in reasonable agreement with Wcg(8) for similarly selected 
groups from Stevenson, Fong & Shanks (1988). On scales larger than the typical group radius 
(8 > 2 arcminutes), the data are reasonably fit by a power law with a slope of -1.4, in good 
agreement with Seldner & Peebles ( 1977). Errors on the data are field-to-field. 
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Wcg, the cross-correlation of the centres of groups (with more than 7 members) against 
all galaxies in the APM or SDSS (that are contained within the boundaries of the 2QZ). 
Stevenson, Fang & Shanks (1988) note that the kink in Wcg around the scale of the typical 
group radius of'"'"' 2 arcminutes (see Equation 3.3) is an artefact of the group-detection 
procedure. On all other scales, Wcg is fit well by a model with a power-law slope of -1.4 
(Seldner & Peebles 1977). Using Equation 3.4, and integrating Wcg out to a radius of 
() < 2' in comparison to 2' < () < 10' (the extent of our anti-correlation signal), suggests 
that the total number of galaxies associated with our groups is actually only ,...,_ 40 per 
cent. Meaning that, assuming the mass properties of galaxies are similar to that of groups, 
our nm estimate could be as high as '"'"' 2.5. 
3.6 Conclusions 
We have sought the effects of weak gravitationallensing in correlations between 2QZ QSOs 
and galaxy groups derived from the SDSS or from the Southern APM. We confirm that 
there is a distinct ('"'"' 3a) anti-correlation between objectively determined galaxy groups 
and QSOs (Boyle, Fang & Shanks 1988). The anti-correlation is fit well by supposing its 
cause is gravitational lensing through dark matter haloes, either NFW haloes or Singular 
Isothermal Spheres, but requires more mass than models with nm = 0.3 would suggest, at 
the'"'"' 1-2a level. Larger QSO samples could not only better distinguish the amplitudes of 
the anti-correlation predicted by cosmological models but may also be able to distinguish 
between different forms for dark matter halo profiles. 
The observed anti-correlation does not appear to be caused by a selection effect due to 
the limited spacing of 2dF fibres. We also rule out the idea that intervening dust causes 
the signal (Boy le, Fong & Shanks 1988). Our 95 per cent upper limits on reddening 
in bJ - r are 0.012, which corresponds to AB < 0.04 mag assuming the usual Galactic 
dust law, which is in good agreement with Nollenberg, Williams & Maddox (2003). To 
explain the anti-correlation by dust would need AB ~ 0.2 mag (see Boyle, Fong & Shanks 
1988); the dust hypothesis could then only be saved by appealing to either a smooth 
distribution of grey dust or a patchy distribution of heavily line-of-sight distributed dust 
around galaxy groups. It is also not straightforward to rule out the hypothesis that both 
dust and lensing play some combined role in producing the anti-correlation signal. 
It seems that weak leasing remains the likely explanation for the anti-correlation be-
tween QSOs and galaxy groups. The strength of the anti-correlation suggests that there 
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may be more mass hidden in galaxy groups than many previous estimates require, making 
further study of this phenomenon worthwhile. The models described in Section 3.4 to 
describe the form of the correlation function remain simplistic averages and it would be 
worth performing some large, high-resolution simulations of the expected lensing influence 
of foreground mass on QSO distributions in different cosmologies. Accurate ray tracing 
through N-body simulations would predict the expected anti-correlation for different cos-
mologies. Additionally, it is probable that a large proportion of our groups are really 
chance alignments of galaxies that are actually greatly separated in redshift. In the next 
chapter, we discuss running our group detection procedure using galaxies from a large 
simulation, allowing us to determine how many of our groups are genuine haloes and how 
many are chance alignments. 
On the observational side, there is impetus for a new faint QSO survey to determine 
the faint-end slope of the QSO number-magnitude relation. We discuss such a survey 
in Chapter 6. Redshift information from both mock catalogues and in the 2dF Galaxy 
Redshift Survey should be helpful in improving both the nature of our group sample and 
estimates of the lensing mass. The next chapter focuses on the cross-correlation of 2QZ 
QSOs against 2dFGRS galaxy groups (Eke et al. 2003). The 2dFGRS groups are selected 
to reflect the expected mass of underlying dark matter haloes, allowing us to compare the 
lensing mass inferred from QSO-group cross-correlations against the expected halo mass 
from simulations. 
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Chapter 4 
4.1 Introduction 
The Correlation of 
Faint QSOs and Dark 
Matter Haloes 
In the previous chapter, we showed there is a significant anti-correlation between faint 
QSOs and groups selected as over-densities in the angular distribution of galaxies. When 
these galaxy groups are modelled as dark matter haloes, we find that the mass required 
to explain the anti-correlation is more than a ACDM model can account for. Though 
the veracity of the anti-correlation as a physical effect has been checked extensively, an 
obvious criticism of the modelling process may be raised. Namely, though the galaxy 
groups themselves are angular, two-dimensional projections, the haloes used to model 
them describe three-dimensional agglomerations of mass. A large number of galaxies 
that are aligned from our viewpoint may still cause a mass over-density that leads to 
a significant lensing effect but these galaxies may well be spread out in redshift space, 
meaning that a single halo may not be an appropriate model to describe this lensing. 
It was rapidly realised that the objective algorithm proposed by Turner & Gott (1976), 
which we used to define groups in the previous chapter, picked out a variety of structures 
that often didn't fairly represent a physically associated set of galaxies. Occasionally, 
the algorithm doesn't even reflect what would be selected by an attentive observer - for 
instance, Kirshner ( 1977), found a torus of galaxies selected in the original analysis of 
Turner & Gott (1976) that enclosed a single galaxy, which was not assigned membership 
of the torus that surrounded it! More importantly, galaxies that are separated in redshift 
are frequently projected into a single group, if the main criteria for grouping the galaxies is 
their projected over-density in the plane of the sky (Reblinsky & Bartelmann 1999, White 
& Kochanek 2001). As galaxy redshift surveys have become more prevalent, more sophis-
71 
4. The Correlation of Faint QSOs and Dark Matter Haloes 72 
ticated grouping algorithms have emerged that incorporate the redshift coordinate as an 
extra determinant in realising truly three-dimensional groups. These grouping algorithms 
mainly fall into two classes "percolation" (or "friends-of-friends") algorithms (Huchra & 
Geller 2002, Geller & Huchra 1983) and "hierarchical" algorithms Tully (1987). Loosely, 
both types of algorithm work by arriving at some appropriate "linking length" (which 
might be a function of many variables, particularly redshift) that divines when a galaxy 
should be considered associated with other galaxies. Percolation techniques then define 
all galaxies that are linked as a group. Hierarchical techniques, on the other hand, find 
structures that minimise the linking length, redefine the position of these larger struc-
tures, then once again minimise the linking length between these new structures ..... and 
so on, until all galaxies have a place in a hierarchy from which a particular level is chosen 
to represent groups. Tully (1987) used this hierarchical technique to find 103 groups of at 
least 3 members from a sample of"' 2000 galaxies, Gourgoulhon, Chamaraux & Fouque 
(1992) used a similar hierarchical algorithm to define 264 groups of at least 3 members in 
a sample of"' 4000 galaxies, Garcia (1993) found 485 groups in a sample of"' 6000 galax-
ies, utilising both percolation and hierarchical algorithms. Redshift surveys have grown 
rapidly in recent years and a large number of objectively-defined three-dimensional groups 
have been sampled. Carlberg et al. (2001) identified 200 groups at intermediate redshift 
(0.1 < z < 0 . .55) from a sample of"' 3000 galaxies with redshifts, taken from the CNOC2 
Survey. Percolation algorithms applied to "' 20, 000 galaxies taken from the Updated 
Zwicky Catalog and Southern Sky Redshift Survey have defined a sample of nearly 1000 
groups (Merchan, Maia & Lambas 2000, Ramella et al. 2002). Most recently, the first 
60,000 galaxies released from the 2dF Galaxy Redshift Survey (Colless et al. 2001) were 
probed with a percolation technique, resulting in the definition of over 2000 groups in 
total (Mercha.n & Zandivarez 2002). The final 2dF Galaxy Redshift Survey (henceforth 
2dFGRS) catalogue (Colless et al. 2003) represents the largest extant galaxy redshift 
survey, containing "' 220, 000 galaxies with redshifts, targeted to a magnitude limit of 
bJ = 19.4.5. Eke et al. (2003) have recently used a percolation technique to define groups 
in this sample and find "' 13,000 groups with at least three members, a sample of the 
order of 10 times larger than the next largest objectively-defined redshift-space group 
catalogue. Conveniently, for our purposes, 55 per cent of the groups defined by Eke et al. 
(2003) lie within the confines of the 2dF QSO Redshift survey (henceforth 2QZ), allowing 
us to probe the statistics of QSO-group associations in these samples. 
Groups taken from the catalogue of Eke et al. (2003) are particularly complementary 
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to our lensing-by-haloes modelling process outlined in Chapter 3, as Eke et al. (2003) 
select groups using a linking length that picks out structures reflective of dark matter 
haloes in N-body simulations. To do this, they first construct a mock catalogue that 
mimics the 2dFGRS, test a range of linking lengths on this mock catalogue and thus 
derive a linking length that groups galaxies that best reflect underlying haloes. 
The construction of a mock catalogue is basically a two-step process (although, see 
Scoccimarro & Sheth 2002). First, an N-body simulation (see Jenkins et al. 1998 for a 
review of such simulations) is carried out to create a catalogue of dark matter particle 
positions. This part of the process contains information on how matter in the universe 
clusters under the effects of gravity. It is then necessary to decide which of the collection 
of dark matter particles "becomes" a luminous galaxy, which requires assumptions about 
how baryons behave within agglomerations of dark matter. On the simplest level, one may 
assume a physically motivated probability function (dependent on the density contrast of 
dark matter particles on a given scale compared to the average density of dark matter 
particles) and select galaxies from the catalogue of dark matter particles according to 
that function (Cole et al. 1998, Colley et al 2000). Alternatively, it is possible, under a 
number of ("semi-analytic") simplifying assumptions, to physically evolve the baryonic 
component of the universe in check with the evolution of the underlying dark matter and 
examine how galaxies emerge (Cole et al. 2000). As the physics of star-formation are still 
poorly understood, models of how galaxies form are indubitably somewhat inaccurate but 
mock catalogues have been constructed using semi-analytic galaxy formation (Diaferio et 
al. 1999). Independent of the model used to populate haloes with galaxies, the distribution 
of galaxies derived is ultimately tweaked so that the final mock catalogue shares the 
boundaries, auto-correlation function and radial selection function of the survey it mimics. 
The purpose of this chapter is twofold. In Section 4.2, we use a mock catalogue (Cole et 
al. 1998) to study how many groups of galaxies determined by our angular group-finder are 
associated in redshift-space. In Section 4.3, we cross-correlate our QSO sample against a 
catalogue of groups determined in three-dimensions (Eke et al. 2003) from the 2dF Galaxy 
Redshift Survey (which are more appropriately modelled as a collection of haloes than 
the groups that we have determined as angular over-densities in the previous chapter) 
and fit the results using the NFW lensing model derived in Section 3.4 of Chapter 3. 
Section 4.4 draws together the information in this chapter and considers the implications 
when combined with the results of the previous chapter. 
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4.2 2D and 3D Group Statistics 
It is worth considering what proportion of the groups defined in Chapter 3 are associated 
in redshift-space as, ultimately, this chapter will consider the cross-correlation between 
QSOs and a sample of groups selected as associations in redshift-space. In this section, 
we use a mock catalogue to investigate how many of the groups determined in Section 3.2 
of Chapter 3 as angular over-densities on the plane of the sky are likely to be associated 
structures when considered in redshift-space. In this chapter, for brevity, we shall often 
refer to groups determined in the plane of the sky as "2D" groups and those determined 
using both angular information and redshifts, or defined in theoretical simulations using 
proper spatial coordinates as "3D" groups. 
The "reality" of a 3D group or cluster in redshift-space is a more complicated concept 
than it seems. "Real" or "associated" structure is generally thought of in terms of spatial 
position - people grouping around a steet-performer or bees clustering around a hive 
- but in cosmology, coordinates are never entirely spatial. The redshift coordinate is 
a degenerate measure of both the Rubble Flow (which can be used to trace the spatial 
coordinate) and the peculiar velocity of objects within the Rubble Flow. Generally, then, a 
3D group based a posteriori on the redshift coordinate is defined by a boundary in velocity 
space, or a difference in comoving coordinates. However, in theoretical simulations, where 
all of the spatial coordinates are know a priori, a group can be defined as an association 
of galaxies in proper space coordinates. This can lead to confusion about what is meant 
when referring to a 3D "group" of galaxies. Further, groupings of mass can be selected 
in theoretical simulations on the basis of density profiles, or how the mass drops with 
radius in proper spatial coordinates. To be distinctive, we will refer to groups selected 
"observationally" on the basis of their redshift coordinate as "groups in redshift-space" 
or "associated in redshift space". We will refer to galaxies that are grouped in proper 
spatial coordinates as "proper groups" or "associated in proper space". We will refer to 
groups selected from simulations on the basis of the underlying mass as "haloes" or "dark 
matter haloes". 
4.2.1 The Mock Catalogue 
To best investigate how many 2D groups determined in Section 3.2 of Chapter 3 persist 
in a 3D sample would require redshifts for each of the (large number) of galaxies that 
were assigned group membership. These galaxies were taken from the Sloan Digital Sky 
4. The Correlation of Faint QSOs and Dark Matter Haloes 75 
Survey (henceforth SDSS) Early Data Release (henceforth EDR) and the southern APM 
Survey. Neither of these galaxy surveys currently has redshift information to bJ "' 20.5, 
and no extant survey will provide redshifts to this depth over the southern APM and 
SDSS EDR regions (the main SDSS survey - of the northern sky to galactic latitude 
b > 30 degrees - will only obtain redshifts to B < 19). Our strategy will therefore be to 
consider a simulated sample of these galaxies, with full redshift information. 
Simulating either the APM or SDSS to bJ < 20.5 with any degree of sophistication 
IS by no means straightforward. Fortunately, mock catalogues of the APM Survey to 
this depth already exist. Shaun Cole (of Durham University) has produced catalogues 
that mimic the APM based on the procedures outlined in Cole et al. (1998) and using 
dark matter particles drawn from the large (1 billion particle) "Hubble Volume" simu-
lations of the Virgo Consortium (see, for instance, Jenkins et al. 1998). These mock 
APM catalogues to bJ < 20.5 are currently available at http: I /star-www. dur. ac. uk 
/"'cole/mocks/hubble .html. 
The Hubble Volume simulations are described at some length in Evrard et al. (2002). 
They are the most voluminous simulations of the evolution of dark matter in our universe 
to date. N-body simulations essentially take a set of particles (of given mass) imposed 
with an initial spectrum of density fluctuations and evolve them over time under the 
influence of gravity. The gravitational force between particles usually takes the form of 
a Plum mer Law (F <X [r2 + E2]-1 ) with a softening scale (E) included to prevent close 
particles suffering inordinately large interaction. The Hubble Volume simulations are 
constrained by the amplitude and shape of the initial density fluctuations- characterised 
by the power spectrum P(k), the baryonic content of the universe (which modifies the 
shape of the initial density fluctuations) and the cosmology of the model universe, which 
determines the expansion rate of (and distances in) that universe. The amplitude of the 
initial mass fluctuations can be constrained using the parameter a8 , the root-mean-square 
of density fluctuations in spheres of 8h-1Mpc radius at the present day. The shape of 
the initial power spectrum is defined r = rlmh. The baryonic content of the universe, 
characterised by nb, the fraction of the critical density in baryons, modifies the shape 
of P(k) according to the a.nsa.tz r ~ rlmh exp ( -nb [ yl2h + rlm] /rlm) (Sugiyama 1995). 
Cosmology is codified in I-lubble's Constant, Ho = 100h km s- 1 Mpc- 1 , the mass density 
of the universe cam pared to the critical density, rlm, and the fraction of the closure density 
supplied by a. cosmological constant nA. Constraints on these parameters are discussed 
in Chapter 1, the introduction of this thesis. We note that all of these parameters are 
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now well constrained by the power spectrum of WMAP data (Spergel et al. 2003). So, 
in simple terms, an initial set of particles of certain mass, distributed with a set of 
density fluctuations of shape r is modified by nb, evolved under the influence of gravity 
in a cosmology defined by nm, nA and H 0 and the amplitude of the resulting matter 
fluctuations at the present day are normalised to ag. The outputted set of mass particles 
comprises a simulation of the distribution of dark matter in the universe. 
The mock catalogue we will use selects galaxies from the dark matter particles of the 
Hubble Volume using the probability function 
{ 
exp( a:v + (3v312 ) 
P(v) = 
exp(a:v) 
if V> 0 (4.1) 
otherwise, 
where the probability is a function of V = Oj (82), which is in turn a function of the density 
contrast, o(f), defined o(t) = (p(1"1)- p) jp, where p denotes the density of dark matter 
particles. The free parameters, a: and (3 are then adjusted so that the auto-correlation 
function of the sampled galaxy distribution agrees with that measured for the APM Survey 
(Baugh, Cole & Frenk 1996). A final sample of galaxies is then chosen according to the 
radial selection function of the APM Survey and assigned magnitudes according to the 
luminosity function of the APM Survey (Loveday et al. 1992b). 
The only available APM mock catalogues to depth bJ < 20.5 are based on a Hubble 
Volume simulation carried out in a ACDM cosmology, with nm = 0.3, nA = 0.7, as= 0.9, 
r = f2mh = 0.21, nb = 0.04 and Ho= 70 kms- 1 Mpc. The exact choice of cosmology does 
not ostensibly affect the properties of groups, though (Diaferio et al. 1999), so the cosmol-
ogy of the underlying N-body simulation used to create the APM mock catalogue is not 
too important for our purposes. The resolution of the Hubble Volume simulations (i.e., the 
gravitational force softening scale, called E, above) is 0.1 h - 1 M pc. For use in the rest of this 
section, we select a ACDM APM mock catalogue from the 22 made publicly available by 
Shaun Cole at http: I /star-www. dur. ac. uk /"-'cole/rnocks/hubble_volurne~cdm03/, 
and use the mock galaxies from it that fall within the confines of the 2dF Southern 
Galactic Cap (henceforth SGC) strip. 
4.2.2 A 3D Grouping Algorithm 
In Section 3.2, we described the algorithm, invented by Turner & Gott (1976), that we 
use to select 2D groups from the SDSS EDR and APM galaxy catalogues in the Northern 
and Southern 2QZ strips. Essentially, the Turner and Gott algorithm (henceforth "2D 
4. The Correlation of Faint QSOs and Dark Matter Haloes 77 
algorithm") assigns a radius to each galaxy in the sample dependent on the sky density 
of its neighbouring galaxies compared to eight times the mean sky density, eight times 
the background being the level of over-density suggested by Turner & Gott (1976) to 
pick uncontaminated groups out of the field. We call this assigned radius the isocontour 
of each galaxy. Galaxies with overlapping isocontours are called groups. Naively, one 
might expect that this 2D grouping algorithm could be extended into redshift-space, so 
that we assign spheres to each galaxy depending on the space density of its neighbours 
(an "isosphere", if you will). In a static universe where the redshift coordinate garnered 
a precise measurement of distance, this would be an acceptable method. However, the 
expansion of our Universe is not the only phenomenon that can affect the wavelength of 
light from distant objects. One influence on galaxy redshifts are the peculiar velocites 
of the galaxies. Galaxies that have an intrinsic line-of-sight velocity towards our own 
Galaxy will have light that is blue-shifted relative to a stationary galaxy at the same 
cosmological distance. The most obvious example of this is the blue-shifted Andromeda 
galaxy, gravitationally attracted to the Milky Way and rapidly falling towards us - see, 
e.g., Rubin & D'Odorico (1969). Similarly, the light from galaxies that have a line-of-
sight velocity away from us will be red-shifted relative to light from a stationary galaxy at 
the same cosmological distance. Thus, as galaxies orbit a central gravitational potential, 
such as in a group of galaxies, they appear to spread out in redshift-space- the so-called 
fingers-of-God effect. 
When defining groups from the APM mock catalogue in the 2QZ SGC region using 
the 2D algorithm, it becomes apparent that the peculiar velocities of galaxies in groups 
will generally be larger than the comoving separation of galaxies, based on the angular 
isocontours the 2D algorithm assigns each galaxy. The largest isocontour (in terms of 
comoving distance rather than angular separation) assigned to a galaxy in the APM 
mock catalogue by the 2D algorithm is about 3 arcminutes, assigned to a galaxy at 
z "' 0.36. For a ACDM cosmology, this corresponds to a separation (projected in the 
plane of the sky) of about 0.6 h- 1 Mpc, equivalent to a difference in velocity of about 
60 km s- 1 • Strauss, Ostriker & Cen (1998) measured the relative velocity of galaxies 
in high density regions (6 times the mean sky density) of the Optical Redshift Survey 
(Santiago et al. 1995) and found a typical relative velocity of about 800 km s- 1 on scales 
of 1 h- 1 M pc. This result is in good agreement with ACDM simulations. Sheth & Diaferio 
(2001) studied the peculiar velocites of galaxies in the high resolution (softening length 
"' 30 h- 1kpc) GIF N-body simulations (Kauffmann et al. 1999), finding, for a ACDM 
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cosmology, an rms velocity of 700 km s- 1 when considering the densest 5 per cent of 
dark matter particles in their simulations (i.e. on average, a relative peculiar velocity 
of 1000 km s- 1). Note that the 2D groups determined in the previous chapter with 7 
members or more contain about 10 per cent of the total number of galaxies. Thus the 
maximum physical separation of 60 km s- 1 found from the assigned 2D isocontours in the 
APM mock catalogue is relatively small compared to the expected peculiar velocities of 
the galaxies. In fact, 60 km s- 1 is actually smaller than the typical measurement errors on 
galaxy redshifts in the 2dFGRS (Colless et al. 2001)! The peculiar velocities of galaxies, 
rather than their physical separation, should therefore be the determining factor in finding 
groups in redshift-space. 
Having determined which galaxies are in 2D groups using our 2D algorithm, we de-
termine which of these groups persist when redshifts are known using a very simple 
percolation algorithm. If the separation in redshift-space of galaxies that are included in 
a 2D group is less than the maximum allowed peculiar velocity of a galaxy in that group, 
we assign it membership of the equivalent 3D group. Thus, our criterion for a galaxy that 
is already included in a 2D group to be included in a 3D group is 
c~z " 
--<uv 1+z- (4.2) 
where c is the speed of light, z is the redshift of the particular galaxy considered, ~z 
is the difference in redshift between the particular galaxy considered and a neighbouring 
galaxy in the group (the group having being previously defined using the 2D algorithm) 
and ~vis the maximum allowed relative velocity of a group. The criterion of Equation 4.2 
thus defines a sort of "linking length" in redshift, beyond which galaxies will no longer 
be considered grouped. 
Strauss, Ostriker & Cen (1998) found the typical relative velocities for galaxies in 
regions 6 times denser than the mean density to be 800 km s- 1 • Given that we are consid-
ering denser regions and on smaller scales, given that ACDM simulations suggest slightly 
higher relative velocities between galaxies (rv 1000 kms- 1 relative velocity, or 700 kms- 1 
rms, in quite dense regions), given that results in the previous chapter suggests more 
mass on small scales than ACDM , and given that our goal is to retain as many proper 
3D groups as possible from 3D groups defined in redshift-space, we nominally work with 
the criterion ~v = 2000 km s- 1 , corresponding to twice the rms variations for the densest 
5 per cent of particles in the ACDM simulations of Sheth & Diaferio (2001). We will 
also consider ~v = 4000 km s- 1 and ~v = 1000 km s- 1 . Note that having a single ~v 
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for each galaxy in a group is a simplification, in reality, the maximal peculiar velocity 
for a group galaxy will be a function of both redshift and the mass of the group (Sheth 
& Diaferio 2001). However, assigning galaxies group membership is an extremely so-
phisticated play-off between contaminating the group with interlopers and missing group 
members (Eke et al. 2003), and so we will only consider 3D groups to first order. We 
will often refer to groups that have been defined (from a previously determined 2D group 
sample) using the criterion of Equation 4.2 as groups defined using the 3D algorithm. In 
the rest of this chapter, if we refer to "3D groups" rather than "proper 3D groups", or 
"3D groups in proper space" then we mean groups selected using the 3D algorithm. We 
will sometimes still use the general "groups selected in redshift-space" when we mean 
groups selected using a generic redshift-based selection, rather than specifically using 
Equation 4.2. 
4.2.3 2D and 3D Group Comparison 
In Fig. 4.1 we display the multiplicity function of groups determined from our galaxy 
samples - taken from the SDSS EDR in the region of the 2QZ NGC strip and from 
the APM survey in the region of the 2QZ SGC strip - against the multiplicity function 
for groups drawn from the APM mock catalogue. The multiplicity function, f(N) is the 
fraction of the total number of galaxies that appear in groups with N members. In Fig. 4.1, 
we plot 3D groups for .6.v = 2000 kins- 1 , where .6.v sets the redshift-space criterion in 
Equation 4.2. Groups determined from the mock catalogue using the 2D algorithm are 
in very good agreement with 2D groups from the observational data. However, as might 
be expected, groups determined from the mock catalogue using the 3D algorithm have 
a very different multiplicity from those determined using the 2D algorithm. The 2D 
algorithm places 49 per cent of galaxies in the field (i.e. not being associated with any 
other galaxy), where the 3D algorithm determines a 74 per cent fraction of field galaxies. 
The 2D algorithm finds 10 per cent of the galaxies lie in groups with 7 or more members 
(N ~ 7) but the 3D algorithm only assigns 5 per cent of galaxies to groups with N ~ 7. 
This trend holds for larger groups, for instance the 2D algorithm finds 4 per cent of the 
galaxies lie in N ~ 15 groups but the 3D algorithm only assigns 2 per cent of galaxies to 
groups with N ~ 15. 
To further investigate how 2D groups with at least 7 members (N ~ 7) trace 3D 
associations in redshift-space, we define the following statistics 
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Figure 4.1: For the points, f(N) denotes the multiplicity function- the fraction of galaxies that 
can be found in groups with N members - for various samples of galaxies. Fractions are plotted 
for groups derived as angular over-densities on the plane of the sky (i.e. using a 2D detection 
algorithm) in a galaxy sample drawn from the APM, the SDSS EDR and a mock catalogue (Cole 
et al. 1998) designed to mimic the APM survey to bJ < 20.5. Also plotted is the multiplicity of 
groups detected from the mock catalogue using a 3D technique outlined in the text, with maximal 
relative peculiar velocity of the galaxies set to ~v = 2000kms- 1 . The groups detected in two-
dimensions are in good agreement for all of the galaxy samples but far fewer poor groups are 
detected in the mock catalogue when redshifts are also taken into account, with compensatingly 
more field galaxies derived. For the solid line, f(N) denotes the contamination - the fraction 
of galaxies in a 2D group that are not in the largest 3D group that the 2d group traces. The 
contamintaion is calculated for ~ v = 2000 km s- 1 . 
4. The Correlation of Faint QSOs and Dark Matter Haloes 81 
• Foremost, we are interested in knowing how many 2D groups are actually also 
associated in redshift-space. We define the persistence, p( n) as the fraction of 
N ~ 7 2D groups that trace 3D groups with N ~ n members. So, if we have 100 2D 
groups and find 50 of them trace 3D groups with 5 or more members, p(5) = 0.5. 
• Obviously, a single N ~ 7 2D group might trace many smaller 3D groups in redshift-
space. A 2D group of 16 members may actually be composed of two 3D groups of 
8 members. We define the fragmentation, F(n) as the total number of 3D groups 
with N ~ n members that 2D groups with N ~ 7 trace. So, if we have 100 2D 
groups and find 50 of them trace 3D groups with 5 or more members but 10 of 
these 50 trace two 3D groups with 5 or more members, f(5) = 0.6. Thus, the ratio 
p(n)j F(n) is the number of 3D groups with nor more members that align along a 
single line of sight to produce a 2D group per 2D group. In the previous example, 
each 2D group with 7 or more members fragments into 1.2 3D groups with 5 or 
more members, or, equivalently, every fifth 2D group is composed of two 3D groups. 
This statistic will indicate whether a single halo is a good description of a 2D group 
or whether, say, several superposed sheets of matter would be a better model. 
• Say we ask how many N ~ 7 2D groups trace 3D groups with 5 or more members. 
The reverse question immediately presents itself - how many 3D groups with 5 or 
more members were not traced by N ~ 7 2D groups? We define the incompleteness, 
i(n), as the fraction of N ~ n 3D groups that were not traced by a 2D group. We 
shall use the incompleteness to test whether a 3D group sample is a good reflection 
of N ~ 7 2D groups. If the incompleteness is too high, then we are considering a 3D 
group sample that is not particularly representative of N ~ 7 2D groups. So, if we 
have 100 2D groups and find 50 of them trace 3D groups with 5 or more members, 
so that p(5) = 0.5 but note that in total there are 70 3D groups with 5 or more 
members, then i(.5) = 20/70 = 0.29 
• Finally, as a general test of how much 3D structure our 2D groups trace, we de-
fine the contmnination, as the fraction of galaxies in a 2D group with N or more 
members that are not associated with the largest 3D group along that particular 
line of sight. So, if 2D groups with 100 or more members contain 223 galaxies in 
total but when considered under the criterion of Equation 4.2, only 25 of these are 
actually in a 3D group, then c(100) = 198/223 = 0.89. The contamination is plot-
ted for ~v = 2000 kms- 1 in Fig. 4.1 (although it takes essentially the same value 
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for ~v = 1000- 4000 km s- 1). The contamination turns out to be fairly constant 
with group membership. For groups with N ;:: 7, the contamination is 0.37 (i.e. 
on average, 63 per cent of galaxies in a 2D group are also in the 3D group that 
2D group traces). The contamination for groups with N :2: 7 for ~ v in the range 
1000- 4000 kms- 1 is 0.35- 0.39. 
Table 4.1 lists the persistence, fragmentation and incompleteness for 3D groups with 
N :2: n members, for three different maximum allowed relative velocities between galaxies 
in groups (~v in Equation 4.2). ~v = 4000 kms- 1 roughly corresponds to the 4a limit on 
relative peculiar velocities of galaxies in a ACDM model (Sheth & Diaferio 2001). ~v = 
1000 km s- 1 roughly corresponds to the peculiar velocities observed between galaxies in 
densely populated regions of sky (Strauss, Ostriker & Cen 1998). We draw the following 
information from these tables 
• The statistics are not particularly dependent on the choice of ~v, a change from 
~v = 1000kms-1 to ~v = 4000kms- 1 typically leads to an extra 10 per cent of 
N :2: 7 2D groups persisting as N :2: 6 3D groups. The same holds true for N :2: 5 
and N :2: 4 3D groups. We thus suggest that our simple model of having a single 
value of ~v for all groups, rather than a ~v that depends on group size and redshift, 
is probably accurate at about the 10 per cent level. 
• It is interesting to note that the persistence is 1 for 3D groups with 2 or more 
members and is at the 95 per cent level for 3D groups with 3 or more members. 
This suggests that our 2D groups with N :2: 7 members are all equivalent to at least 
pairs of galaxies in redshift-space and in 95 per cent of cases, our N :2: 7 2D groups 
are probing configurations that are at least triplets of galaxies in redshift-space. 
Around four-fifths of our N :2: 7 2D groups have four members in 3D and two-thirds 
have 5 or more members in 3D. 
e Comparing the persistence and fragmentation indicates how many large 2D groups 
are split up into several smaller groups in redshift-space. Only 1 in every 13 N :2: 7 
2D groups splits up into two 3D groups in redshift space. This effect, where several 
3D groups arise from the same 2D group accounts for 11 per cent of the n = 5 3D 
groups and 16 per cent of n = 4 3D groups. As might be expected, 3D triplets and 
pairs often conspire to form large 2D groups. 30 per cent of 3D triplets that occur 
in a 2D N > 7 group do so in conjunction with other 3D groups with 3 or more 
n=6 n=5 n=4 n=3 n=2 
.6.v p(n) F(n) c(n) p(n) F(n) c(n) p(n) F(n) c(n) p(n) F(n) c(n) p(n) F(n) c(n) 
2000 kms- 1 0.52 0.56 0.04 0.66 0.73 0.18 0.80 0.93 0.39 0.94 1.24 0.61 1.00 1.85 0.83 
1000 kms- 1 0.50 0.54 0.04 0.62 0.69 0.17 0.77 0.88 0.38 0.92 1.21 0.59 1.00 1.87 0.82 
4000 kms- 1 0.56 0.61 0.05 0.70 0.78 0.20 0.84 0.99 0.41 0.96 1.30 0.63 1.00 1.87 0.84 
Table 4.1: This table records the persistence, p(n), fragmentation, F(n) and incompleteness, i(n) of 2D groups with 7 or more members when compared 
to 3D groups with n or more members. These statistics are defined in text. We show results for three different allowed maximum relative peculiar velocites 
between galaxies in 3D groups (~v in Equation 4.2). The groups are selected from a mock catalogue that mimics the APM Survey. 
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members. Nearly 90 per cent of 3D pairs of galaxies suffer this effect. 
o About 20 per cent of 3D groups with 5 or more members were not traced by a 2D 
group with 7 or more members, rising to 40 per cent for 3D groups with 4 or more 
members and 70 per cent for 3D triplets. These figures suggest that 2D groups with 
N ~ 7 members are not tracing 3D groups with fewer than 4-5 members. 
o Drawing this information together, the 3D group sample that most fairly represents 
the 2D N > 7 group sample is either 3D groups with N ~ 5 or with N ~ 4. To 
put this another way, although only about 45 per cent of associations in the plane 
of the sky with 7 or more members are also 3D groups (in redshift-space) with 7 
or more members, about two-thirds of N > 7 2D groups describe 3D groups with 
N > .5 and four-fifths of N > 7 2D groups characterise N > 4 3D groups. Many 3D 
triplets of galaxies are not traced by N ~ 7 2D groups. Further, in 85-90 per cent 
of cases, N ~ 7 2D groups only trace a single 3D group with more than 4-5 member 
galaxies. Meaning that a superposition of several sheets of matter along the line of 
sight is proabably not a good model for N ~ 7 2D groups. 
In Fig. 4.2, we attempt to illustrate the above points by plotting N > 7 2D groups 
against N > 7 3D groups and N > 4 3D groups. It is reasonably easy to judge that about 
half of the N > 7 2D groups persist as N > 7 3D groups and that many of the N > 7 
2D structure is revealed in theN > 4 3D groups, along with some N > 4 3D groups that 
were missed. 
If N > 4 or N > 5 3D groups are a good description of the groups causmg the 
anti-correlation signal found in Chapter 3 and if the APM mock catalogue is a good 
representation of galaxies in the Universe, then we are in a position to determine the 
cosmological implications of this section. In Chapter 3 we noted that Dm in galaxy 
groups could be estimated via 
n _ Po _ 81rG 
~Gm---- --2 po Pcrit 3Ho 
(4.3) 
where Po can be estimated as the product of the space density of galaxy groups and the 
average mass of a dark matter halo. This assumes that the space density of 3D groups 
determined in redshift-space is a good representation of proper groups. Croom & Shanks 
(1999) have estimated the space density of groups similar to our N ~ 7 2D groups as 
3± 1 x 10-4 h3Mpc3 . TheN~ 5 3D groups defined in this section, that were also present 
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Figure 4.2: We compare structure in a mock catalogue (Cole et al. 1998) using 2D and 3D group 
detection. The mock catalogue is designed to mimic the APM survey to bJ < 20.5. 2D and 
3D detection algorithms are outlined in the text. The upper panel shows groups in the mock 
catalogue with 7 members or more (N 2': 7) detected in 2D. The middle panel shows groups with 
N 2': 7 detected in 3D. Many galaxies in 2D groups are not associated in redshift-space and are 
thus missing from the 3D sample. The lower panel shows 3D groups with N 2': 4 and contains 
some of the missing structure from the top panel, along with some structure missed entirely by 
the N 2': 7 2D groups. 
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in N 2: 7 2D groups, have a sky density of 3.66 per square degree and a mean redshift of 
0.126. Integrating the proper volume out to this redshift for a ACDM cosmology yields 
3520h-3Mpc3 per square degree. The redshift distribution for APM galaxies to bJ = 20.5 
(Baugh & Efstathiou 1993), which was displayed in Fig. 2.6 of Chapter 2, suggests that 
40 per cent of the galaxy distribution is present out to the peak redshift of 0.124, so, 
if 40 per cent of the total volume the groups inhabit is probed to the mean redshift of 
0.126, the space density of N 2: 4 3D groups is then 4.0 x 10-4 h3Mpc-3 • This would 
be 4.8 x 10-4 h3Mpc-3 for an Einstein-de Sitter cosmology (henceforth EdS). A similar 
analysis suggests a. space density for our N 2: 7 3D groups of 2.7 X 10-4h3Mpc-3 for 
a. ACDM cosmology (3.2 x 10-4 h3Mpc3 EdS). Thus, if it can be said that the results 
of Chapter 3 probe a set of 3D groups in redshift-space, they do so for a. set of groups 
with a typical space density comparable to the figure estimated by Croom & Shanks 
( 1999). There will be 3D groups that are associated in redshift space, however, that 
aren't present in our 3D group sample as they weren't dense enough to be defined as 
groups by our original 2D algorithm. However, to infer that the lensing properties of 
these less dense groupings is the same as groupings that are more compact along the line 
of sight is premature. Of course, it can also be argued that much of the structure picked 
out by our N 2: 7 2D groups is not represented well by haloes of any sort but still traces 
mass in the Universe as projected over-densities along the line of sight. This may well be 
true, but would mean that the model used in Chapter 3, of the mass in N 2: 7 2D groups 
being well represented by halo profiles is a fallacy. We will address many of these points 
in the next section. 
4.3 The Cross-Correlation of2dF QSOs and 2dFGRS Galaxy 
Groups 
In the previous section, we noted that N 2: 7 groups defined as projected angular over-
densities in the plane of the sky ("2D groups") are reasonably representative of N 2: 4 
or N 2: .5 groups further defined by their association in redshift-space ("3D groups") but 
that not all of the over-densities are 3D groups, with about a quarter breaking up into 
pairs or triplets of galaxies in redshift-space. To better describe the statistical lensing 
of QSOs by galaxy groups would either require a better model than lensing through an 
average dark matter halo or a sample of groups that better reflects dark matter haloes. 
In this section, we study the cross-correlation of 2dF QSOs against galaxy groups selected 
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from the 2dFGRS to trace dark matter haloes (Eke et al. 2003). 
4.3.1 2dFGRS Group Catalogue. 
Eke et a.!. (2003) have used a percolation algorithm that is far more sophisticated than the 
one outlined in the previous section to define 3D groups in the full 2dFGRS survey (Colless 
et al. 2003). The 2dFGRS targeted APM galaxies brighter than bJ"' 19.45, entirely covers 
the 2QZ NGC and SGC strips, and contains reliable redshifts for 90 per cent of targeted 
galaxies. Groups of galaxies defined by Eke et al. (2003) should be ideal for lensing 
analyses, as great care has been taken to designate associations of galaxies in redshift-
space that best trace dark matter haloes. Eke et al. (2003) define dark matter haloes in the 
ACDM GIF N-body simulation (Jenkins et al. 1998, Kauffmann et al. 1999), produce a 
mock galaxy catalogue based on this simulation, then optimise the linking length between 
galaxies so that the returned groups of galaxies best represent the underlying (NFW) 
dark matter haloes. If the resulting optimised mock group catalogue is restricted to 
those groups with 4 or more members (N 2:: 4), then 80 per cent of the groups contain 
galaxies that best describe the underlying dark matter halo. The optimal linking length 
is then used to pick groups out of the 2dFGRS catalogue for 2dF fields that are at least 
70 per cent complete and sectors that are at least 50 per cent corn plete (2dF fields and 
sectors are described in Chapter 2. Thus the 2dFGRS group catalogue is perhaps the 
best representation of dark matter haloes of any group catalogue to date. 
The linking length used by Eke et al. (2003) to group galaxies is actually a linking 
volume constrained by three free parameters (see their paper for greater detail). Eke 
et al. (2003) estimate the mass of any of their groups via the "gapper" estimator of 
(Beers, Flynn, & Gebhardt 1990). An estimate of the velocity dispersion, av of the group 
is calculated by ordering the group galaxies in redshift-space, calculating the velocity 
difference between subsequent galaxies, and then constructing a weighted mean of these 
velocity differences. The rms distance, r, of group members from the centre of the group 
is determined and the mass, which we will denote M Eke, can then be estimated as 
(4.4) 
where G is the gravitational constant. The underlying mass of the parent simulated 
(NFW) halo, determined from theN-body simulation, may be compared to the mass esti-
mate of groups picked out in the mock catalogue and the value of A in Equation 4.4 may 
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be optimised so that the estimated group masses are a good reflection of the underlying 
halo masses (as expected from a ACDM simulation). Thus, we can use the 2dFGRS 
group sample to compare the expected mass in simulations to the lensing mass traced by 
2QZ QSOs. 
The analysis in this section is carried out using a preliminary version of the 2dFGRS 
group catalogue, compiled in February 2003. The final version of the group catalogue, 
made publicly available in September 2003, was altered in several ways to make the groups 
picked out better reflect high mass structures in ACDM simulations and the centres of 
the groups better reflect the centres of NFW haloes. The main differences between the 
February and September catalogues are: 
• In the February 2003 catalogue, the linking volume used to group galaxies varied 
with redshift but was the same for galaxies at the same redshift. The September 
2003 catalogue allows the linking volume to vary at the same redshift depending on 
the local density of the galaxy distribution. This change acts to increase the size of 
larger groups but decrease the size of smaller groups, changing the mass function 
to better reflect that expected from ACDM N-body simulations. 
• The centres of groups in the February 2003 version of the catalogue are calculated 
as the arithmetic mean of the positions of galaxies within the group. The September 
2003 group-centres are defined using a procedure we shall generally refer to as the 
iterative group centre definition. The arithmetic mean of a group with N member 
galaxies is determined, then the galaxy farthest from the mean is discarded and the 
arithmetic mean is recalculated for the remaining N- 1 galaxies. This procedure 
is repeated N - 1 times until only two galaxies remain, at which point the centre 
of the group is defined as the brightest of the two galaxies. When stacking mock 
groups with 10 or more members, this definition yields a group-centre that better 
pinpoints the NFW halo centre of the corresponding dark matter. 
We do not expect these two differences to have a large effect on our results using the 
February 2003 2dFGRS group catalogue but we shall briefly repeat our main analysis 
using the published version of the group catalogue to highlight any discrepancies. 
4.3.2 Comparison of 2dFGRS Groups and 2D APM and SDSS Groups. 
In Fig. 4.3, we compare the multiplicity function of the 2dFGRS groups and groups de-
termined from the APM mock catalogue using the 3D algorithm outlined in Section 4.1, 
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Figure 4.3: In this figure, we compare the multiplicity functions of groups from Eke et al. 
(2003) and groups defined in Section 4.2 from a mock APM catalogue, using a 2D algorithm 
coupled with the criterion that galaxies in groups have a relative peculiar velocity of no more than 
~v = 2000 kms- 1 . Although the slope of the two multiplicity functions is similar, the amplitude is 
very different. As Eke et al. (2003) had redshift information when formulating their group-finding 
algorithm, they are able to define low-redshift groups that are only marginally more dense than 
the background on the plane of the sky but are associated in redshift-space. This means that 
the group catalogue of Eke et al. (2003) generally traces lower density associations than groups 
defined using the Turner & Gott (1976) algorithm used in Section 4.2 and Chapter 3, above. 
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with D.v = 2000 kms- 1 in Equation 4.2. There are far more 2dFGRS groups and com-
pensatingly more field galaxies assigned by our 3D algorithm. This is symptomatic of the 
fact that Eke et al. (2003) allowed structures that were far less over-dense (as compared 
to the mean background density) than allowed by our 2D group-finding algorithm to be 
grouped together. As the 2dFGRS groups are defined using full redshift information and 
at brighter magnitudes than our 3D mock APM groups, the group-finding algorithm of 
Eke et al. (2003) can potentially select low redshift groups that have member galaxies 
with relatively large angular separations. In fact, the average rrns radius of the 2dFGRS 
groups is 4.7 arcminutes for groups with at least 2 members, rising to 9.0 arcminutes for 
groups with 7 members or more. This compares to a characteristic angular radius, deter-
mined from Equation 3.3 of Chapter 3, for our mock APM 3D groups of 0.9 a.rcminutes 
for groups with at least 2 members and 1.8 a.rcminutes for groups with at least 7 members. 
Given that the 2dFGRS groups are on average far less compact than the mock APM 
3D groups, we would not expect the 2dFGRS groups to have matches in our 2D group 
catalogues. Of course, our 2D groups (determined from the SDSS EDR in the 2QZ NGC 
strip and the APM in the 2QZ SGC strip) are also determined to bJ "' 20.5, where the 
final 2dFGRS catalogue is only complete to bJ"' 18.9 for (some) regions in the 2QZ NGC 
strip. However, we might expect those 2D groups that are also associated in redshift-
spa.ce to be present in the 3D 2dFGRS group sample, with the proviso that the APM 
or SDSS galaxies included in these groups are also present in the final 2dFGRS galaxy 
catalogue. To test this, we determine the subsa.mple of our APM and SDSS EDR 2D 
groups that have 7 or more member galaxies that also have a matching galaxy in the 
final 2dFGRS galaxy catalogue. In Fig. 4.4 and Fig. 4.5, we plot this subsa.mple of groups 
against 2dFGRS groups with 7 or more members. About 45 per cent of this subsa.mple 
of our groups have matches in the 2dFGRS group sample within 2 a.rcmin. In Table 4.2, 
we show the fraction of this subsa.mple that match a 2dFGRS group with n or more 
members, in the region of the SGC 2QZ strip, with a. "match" defined as being within a. 
separation of 1, 2 or 5 a.rcminutes. The fraction of our groups with members that have 
matches in the 2dFGRS groups sample is reassuringly similar to the fraction measured in 
the previous section when determining how many groups defined from our 2D algorithm 
persisted as 3D groups (see Table 4.1, above). In other words, about the expected number 
of our 2D APM groups turn out to be 3D groups in redshift space. Notably, as expected, 
about 60-80 per cent of our 2D groups with more than 4-5 members are associated in 
redshift-space. 
4. The Correlation of Faint QSOs and Dark Matter Haloes 91 
88 0 0~ 0 
oCD 0 0 
·o 
0 
ooc:o -" ~0 ("') 0 0 ,..... 
0 0 0 
c:Pc8? CVo ~~ E 0 0 ("') c2~ 0 00 .c 8 ~ ~0 ...... 0 ~ © .c ~OcS 0 o 0 
cY § 
,..... 
oS 0 
0 OQ) 0 E A 0 0 0 oo ("') re§(;(] 0 -" C\l w ,..... ~ ,.---.,_ m & .... 0 0 ;:J ~ 0 -" 0 ~.c 
@ 08 ~ 0 .__., 00 E 0 <t: ~ 0 0 0 O'€J ~ ("') cY 00 .c 0 0 0 CD ...... 
so 0 0 0 
0 ~ -" 0 C\l 0 0~ 0 @;)0 ...... :~ 0 . Q:Jo 0~ 0 E 8 0 0 0 0 0 ("') 
-" ~ ~ CD ("') ,..... 
& 0 ~ <:@<900 -" 0 B~ 0 00§~ ...... 0 0~ 0 c:)D8 0 
RS E 9 0 ,cp 0 ("') QJ 
-" 
c-v::....a::....c-v 0 0 0 0 0 '1""""4 N~b~N C\1.-...o.....;C\l,..... 
I I I I I I 
(sa<:u:~ap) J8G 
Figure 4.4: Here, we compare the groups determined in 3D by Eke et al. (2003) from 2dFGRS 
galaxies (plotted as circles) and groups determined as over-densities in the plane of the sky in 
Chapter 3 from the SDSS EDR galaxy catalogue (each galaxy in each group is plotted as a dot). 
The total region plotted is the 2QZ NGC strip but we only plot 2dFGRS groups that also lie within 
the boundaries of the SDSS EDR. We plot 2dFGRS groups that have 7 or more members. We plot 
SDSS EDR groups that have 7 or more member galaxies that have a match in the final 2dFGRS 
galaxy catalogue. About 45 per cent of SDSS EDR groups have a match within 2 arcminutes of 
a 2dFGRS group. 
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Figure 4.5: Here, we compare the groups determined in 3D by Eke et al. (2003) from 2dFGRS 
galaxies (plotted as circles) and groups determined as over-densities in the plane of the sky in 
Chapter 3 from the APM galaxy catalogue (each galaxy in each group is plotted as a dot). The 
total region plotted is the 2QZ SGC strip. We plot 2dFGRS groups that have 7 or more members. 
We plot APM groups that have 7 or more member galaxies that have a match in the final 2dFGRS 
galaxy catalogue. About 45 per cent of APM groups have a match within 2 arcminutes of a 
2dFGRS group. Note that the void around 2h 30m to 3h Right Ascension is not an effect of 
dust and is common to all of the group catalogues discussed in this thesis (see also Fig. 3.1 and 
discussion in Section 3.2). 
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r n=7 n=6 n=5 n=4 n=3 n=2 
1' 0.16 (0.00) 0.16 (0.00) 0.17 (0.00) 0.24 (0.01) 0.28 (0.01) 0.33 (0.02) 
2' 0.45 (0.01) 0.46 (0.01) 0.54 (0.01) 0.61 (0.02) 0.63 (0.04) 0.75 (0.09) 
5' 0.70 (0.02) 0.72 (0.02) 0.82 (0.03) 0.83 (0.05) 0.89 (0.08) 0.97 (0.19) 
Table 4.2: This table lists the fraction of groups detected in the APM galaxy catalogue (in the 
region of the 2QZ SGC strip) using a 2D algorithm, that have matches (within a separation of r 
arcminutes) in the 2dFGRS group catalogue of Eke et al. (2003). The APM groups are restricted 
to those that contain 7 or more galaxies (N 2: 7) that are found in the 2dFGRS galaxy catalogue. 
The fractions are shown for various sizes of 2dFG RS group ( n 2: N members). So, for instance, 
the final entry means that 97 per cent of the 2D APM N 2: 7 groups are within 5 arcminutes 
of a 2dFG RS group with at least 2 members. The number in parentheses lists the fraction of 
random points that would match a 2dFGRS group at this separation. This parenthetical entry 
is calculated as the fraction of the total area around the 2dFGRS groups considered and does 
not take into account the fact that clustered 2dFGRS groups will have overlapping areas (thus is 
actually an overestimate). 
Fig. 4.4 and Fig. 4.5 also clearly show that the 2dFGRS groups contain much structure 
that was missed in our APM and SDSS EDR group samples. The 2dFGRS groups po-
tentially trace large angular structures that are nevertheless associated in redshift space. 
In the remainder of this section we will study the cross-correlation between the 2dFGRS 
groups, which, we remember, are designed to trace dark matter haloes and the 2QZ QSO 
sample. It is unclear whether a greater lensing signal is expected in our 2D group sample, 
which traces lines of sight where the integrated mass is large, or the 2dFGRS sample, 
which traces groups of mass typical of underlying dark matter haloes in a ACDM cos-
mology, but it is clear that our models of Section 3.4 should better describe the 2dFGRS 
group sample than our 2D groups. 
4.3.3 Correlation Estimator and Errors 
To measure the two-point correlation function, w(O), we use the estimator derived by 
Peebles & Hauser (1974) to study the Zwicky galaxy catalogues (Peebles 1980). This 
has already been discussed at length in Section 3.3, and is defined in Equation 3.5. As 
for Chapter 3 we produce random catalogues with 50 objects in them for every data 
point, created to have the same angular selection function as the considered data samples. 
Note that, as outlined in Section 3.3, we continue to calculate the correlation function in 
subdivisions that correspond to plate boundaries in the APM. This minimises the problem 
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of variable magnitude limits on individual plates across the APM survey, from which both 
the 2QZ and 2dFGRS surveys are derived. 
The 2QZ QSO sample we use throughout this chapter is that of the final 2QZ catalogue 
(Croom et al. 2003) with a number of restrictions placed upon it to ensure we consider 
a fair sample of QSOs for lensing. We consider only QSOs with a redshift z > 0.4, to 
prevent the overlap in proper space of QSO and group samples. Throughout this chapter, 
we work with the most definitively identified QSO sample (the so-called "11" sample of 
Chapter 2). These restrictions in redshift and spectroscopic quality leave 21607 QSOs in 
the 2QZ, 12042 in the 2QZ strip in the Southern Galactic Cap (henceforth SGC) and 9565 
QSOs in the strip in the North Galactic Cap (henceforth NGC). The restrictions placed 
upon the correlation function, namely that we only calculate the correlation function for 
full APM plates, lowers the number of QSOs sampled slightly, to 12039 QSOs in the SGC 
strip and 9237 in the NGC strip. 
In Chapter 3 we introduced three forms of error that we compared the accuracy 
of, Poisson Error, Expected Poisson Error and Field-to-Field Error. We also outlined 
the method by which we calculate the covariance from Monte Carlo simulations of the 
data. In this chapter, we similarly create 250 Monte Carlo simulations of the 2QZ QSO 
sample, cross-correlate them against the 2dFGRS group sample, and compare the various 
error estimates to la standard deviations in the values of w(O) for the Monte Carlo 
simulations. We will additionally consider a similar estimate of error to Equation 3.8, 
which is essentially a weighted form of the estimate proposed by Scranton et al. (2002) 
when calculating the auto-correlation of galaxies in the SDSS EDR 
(4.5) 
Note that L' is accented in this equation. The difference between the L' and L in Equa-
tion 3.8 is that L refers to a subsample on one of the 30 fields we subdivide the 2QZ into 
to estimate field-to-field error, where L' refers to the subsample remaining on the other 
29 fields. In other words, the procedure outlined in Equation 4.5 is to remove each of 
the fields in turn and to calculate the variance between each sample on the 29 remaining 
fields. We refer to this as jackknife error. The unweighted version of this estimate of 
error agrees well with simulations (see the appendix of Zehavi et al. 2002). The jackknife 
error estimate has an advantage over the field-to-field estimate. In Section 3.3, we noted 
that the field-to-field error broke down on small scales, forcing us to use an error esti-
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mate based on Monte Carlo simulations of 2QZ QSOs weighted to reproduce the correct 
cross-correlation signal around galaxy groups. The jackknife errors cannot fail on small 
scales, provided there are data-pairs on at least two fields at these scales. The difference 
between the two error estimates is that when the number of data points on any single 
field approaches zero, the field-to-field estimate is ill-defined but the jackknife estimate 
remains accurate until the number of data points across the entire survey approaches zero. 
In the lower panel of Fig. 4.6, we display the mean cross-correlation signal across 250 
Monte Carlo realisations for the simulated 2QZ QSOs (cross-correlated against 2DFGRS 
galaxy groups with 7 or more members). The agreement between the NGC and SGC 
results are good to all scales to better than 8.5 per cent. As the expected lo- standard 
error on 250 simulations is 6.3 per cent, this agreement is always better than about 1.3o-. 
The combined Monte Carlo mean on scales from 0.5-40 arcminutes deviates from zero 
at most 4.4 per cent of the Monte Carlo error estimate (Only 0.70o- from expectations). 
However, the cross-correlation estimator for the NGC and SGC individually, clearly be-
comes inaccurate (for data samples of the sizes considered here) on scales less than about 
1..5 arcmin. This is evidenced by the fact that the combined correlation no longer appears 
to be the average of the SGC and NGC results. However, the combined mean remains 
robust down to scales of about 0.5 arcminutes. 
In the upper panel of Fig. 4.6 we plot the various error estimates outlined in this 
section. The error estimates appear to all agree reasonably well down to scales of about 
0.5 arcminutes, the point at which we start to run out of simulated data pairs on many 
of the fields that the 2QZ strips are subdivided into when calculating the correlation 
function. In Fig. 4.7 we plot the various errors taken in ratio to the Monte Carlo error. 
The error estimates are all fairly good but the Poisson errors are too low across most 
scales. The jackknife and field-to-field error estimates remain in line with the Monte 
Carlo estimate across all scales. Notably, the jackknife error is always within about 
7 per cent of the Monte Carlo error. Given that we expect the jackknife error to be 
superior to the field-to-field error on small scales, we will adopt the jackknife error as our 
estimator of choice in this chapter. In the lower panel of Fig. 4. 7, we plot the covariance 
of the correlation function estimator between adjacent bins. The covariance is very low -
less than 5 per cent on 0.5- 10 arcminute scales. More importantly, there is no consistent 
pattern in the covariance on any scale. Thus we don't expect any result we obtain to be 
artificially enhanced by the fact that the same data points can appear in many different 
data-pairs across a range of scales. 
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Figure 4.6: In the upper panel, we display error estimates on the correlation function for the 
various error estimates outlined in Section 3.3 and for the jackknife error defined in this section. 
The plotted estimates are the average errors from 250 Monte Carlo simulations of w ( 0), calculated 
as the cross-correlation of Monte Carlo simulated 2QZ QSOs against 2dFGRS groups, combined 
for the NGC and SGC 2QZ strips. Also plotted are the Monte Carlo errors- the standard deviation 
in w(O) of the 250 simulations. In the lower panel we plot the mean w(O) of the 250 simulations 
for the NGC and SGC individually and for the NGC and SGC combined. 
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Figure 4.7: In the upper panel we display the error on w(B) taken in ratio to the Monte Carlo 
error, for each of the error estimates outlined in Section 3.3 and for the jackknife error defined 
in this section. In all cases the errors are determined for the combined NGC and SGC sample 
samples. The dashed line at a-fa-Me= 1 (where the Monte Carlo error estimate itself would lie) is 
drawn for comparison. The lower panel depicts the covariance between adjacent bins determined 
from 250 Monte Carlo realisations. 
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4.3.4 Cross-Correlation Analysis. 
In this section, we will use the cross-correlation estimator and jackknife error tested 
in Section 4.3.3 to cross-correlate 2dFGRS groups and 2QZ QSOs. In Section 4.2 we 
determined that if the 2D groups defined in Section 3.2 trace 3D haloes, then they must 
trace haloes with around 5 or more members. We will use the 2dFGRS groups to test if 
enough lensing mass exists in 3D groups of 5 or more members to explain the strong anti-
correlation found between 18.25 ~ bJ < 20.85 2QZ QSOs and 2D groups. We will also 
check whether a similarly strong, or stronger anti-correlation exists between 2dFGRS 
groups with any number of members and 2QZ QSOs. At the start of this section, we 
briefly outlined how Eke et al. (2003) optimise their groups against simulations so that 
the mass of the underlying NFW halo that encloses the group can be estimated. This 
allows us to check for trends in the cross-correlation between QSOs and galaxy groups with 
estimated group mass, as might be expected for a signal due to lensing. In Section 3.4 we 
derived a model for the cross-correlation between QSOs and galaxy groups that supposed 
background QSO flux was lensed by NFW haloes. We may thus compare the NFW lensing 
mass inferred from the group-QSO correlation signal to the mass of the simulated NFW 
haloes estimated for the groups by Eke et al. (2003). As much of the analysis in this 
section was carried out using a preliminary version of the 2dFGRS group catalogue, the 
last part of this section will briefly redo our analyses for the final (published) 2dFGRS 
group catalogue. 
4.3.4.1 Constraints on the Lensing Mass of 2dFGRS Groups With 5 or More 
Members. 
In Fig. 4.8, we plot the cross-correlation between our (z > 0.4, "11" spectral quality) 
2QZ QSO sample and 2dFGRS groups with 5 or more members (N ~ 5). The results 
are not weighted by the number of members in the group (i.e. the anaysis in this section 
corresponds to the "unweighted" cross-correlation functions of Section 3.5. The upper 
panel compares the result for the NGC and SGC strip. The lower panel shows the cross-
correlation result for both possible QSO-group cross-correlation functions, centring on 
QSOs and comparing the distribution of galaxies to a random group distribution (wcq) 
and centring on groups and constructing an unclusterecl QSO catalogue to compare with 
the data (wqc). Note that we denote a galaxy group in the cross-correlation functions 
with the letter "c", for "cluster", as "g", for "group" might be construed as meaning 
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Figure 4.8: In the upper panel we display the cross-correlation between 2QZ QSOs (of "11" 
quality identification and redshift z > 0.4) and 2dFGRS galaxy groups with 5 or more members, 
compared for the NGC and SGC 2QZ strips. The total numbers of each object within the confines 
of each strip are displayed. In the lower panel, we compare the accuracy of the angular selection 
functions for the 2QZ and 2dFG RS by constructing the random catalogue (used to calculate the 
cross-correlation function, see Section 3.3) for both possible selection functions. Wcq is calculated 
using the 2QZ masks (see Chapter 2) to select an unclustered QSO catalogue, Wqc is calculated 
using the 2dFGRS masks (Norberg 2003) to create a random catalogue of galaxies. All errors in 
this plot are calculated using the jackknife estimator of Equation 4.5. 
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"galaxy". Our random QSO catalogue is populated using the 2QZ masks outlined in 
Chapter 2, to ensure the QSO distribution has the same angular selection function as the 
2QZ. Our random groups are distributed according to the angular completeness mask of 
the 2dFGRS and populated using the 2dFGRS mask software, written by Peder Norberg 
and Shaun Cole (Colless et al. 2001, Norberg et al. 2002, Norberg 2003). We only populate 
the 2dFGRS random catalogue in fields that are at least 70 per cent complete and sectors 
that are at lest 50 per cent complete, as these cuts are used in defining the 2dFGRS 
group sample. The agreement between the cross-correlation in the NGC and SGC strips 
of the 2QZ is good across the range of scales considered. The agreement between the 
2dFGRS and 2QZ masks is almost perfect and it is gratifying that mask software created 
independently for different datasets concurs so well. 
In Fig. 4.9, we plot the similar result for the "11" spectral quality subsample of 2dF 
stars cross-correlated against (N ~ 5) 2dFGRS groups. Again, the agreement between 
the NGC and SGC results and between Wcs and Wsc is good. There is a discrepancy 
between Wsc and Wcs, especially on large scales, similar to that noted in Section 3.5, with 
Wcs slightly lower across most of the range. We attribute this discrepancy to the fact 
that stars are not really uniformly distributed across our Galaxy, having gradients (and 
an edge) to their distribution which is not parodied in the random catalogue. The inner 
points of Wsc suggest that we might not trust w( B) on scales less then about 0.6 arcminutes. 
Indeed, for both Wsc and Wqc the bin at 0.5 arcminues is the largest-scale bin to contain 
fewer than 30 data-data pairs, meaning that some of the 30 subsamples for which we 
calculate w(O) contain no data. Note that we expected our error estimates to fail on 
these scales - see Section 4.3.3. Additionally, the minimum fibre placement of the 2dF 
instrument could effect the construction of the 2dFGRS group sample on small scales 
because if one group galaxy is observed, the chances of observing a second galaxy in the 
same group within 30 arcseconds is reduced. Using only 2dFGRS sectors that are at 
least 70 per cent complete in constructing the 2dFGRS group catalogue will have helped 
mitigate incompleteness due to minimum fibre separation effects but to be safe, we will 
not use bins on scales of 0.5 arcminutes or smaller when fitting models to our data, though 
we continue to display them in most plots. 
There is a significant (3.2a) anti-correlation between QSOs and galaxy groups on 
small scales, of strength Wcq(O < 2 arcmin) = -0.16 ± 0.05. and no significant (1.1a) 
anti-correlation on the same scales in Wsc· We determine this significance by binning w(O) 
in a single large bin out to the quoted scale, and determining the jackknife error in this 
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Figure 4.9: In the upper panel we display the cross-correlation between 2QZ stars (of "11" quality 
identification) and 2dFGRS galaxy groups with 5 or more members, compared for the NGC and 
SGC 2QZ strips. The total numbers of each object within the confines of each strip are displayed. 
In the lower panel, we compare the accuracy of the angular selection functions for the 2QZ and 
2dFGRS by constructing the random catalogue (used to calculate the cross-correlation function, 
see Section 3.3) for both of the two angular selection functions. Errors are jackknife. 
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Figure 4.10: In the upper panel, we compare the anti-correlation between 2QZ QSOs and 2dFGRS 
galaxy groups (with 5 or more members), first plotted in Fig. 4.8, to the anti-correlation between 
2QZ QSOs and groups of galaxies selected as over-densities in the plane of the sky from the APM 
and SDSS EDR, first plotted in Fig. 3.13. In the lower panel, we fit the NFW halo lensing model 
described in Section 3.4 to the anti-correlation between 2QZ QSOs and 2dFGRS galaxy groups, 
finding that the best-fit x2 model has a mass of llhens = 2.5 ± 1.4 x 1014 h- 1 M0 . This compares 
favourably with the average mass for these groups of M Eke = 1.4 x 1014 h- 1 M0 , when the group 
masses are estimated by the method used in Eke et al. (2003). Both of these models assume the 
NFW radius is the mean rms group radius, with the rms radii of groups estimated as in Eke et 
al. (2003). The model plotted as the dot-dash line is the fitted NFW model to the 2D group data 
of the previous chapter. This model was first plotted in Fig. 3.15 and assumes an NFW radius of 
1.5h- 1Mpc. All errors in this plot are jackknife (see Equation 4.5) 
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large bin as per Equation 4.5. The significance of the anti-correlation between QSOs and 
groups only holds on these small scales. The 2dFGRS group-QSO anti-correlation out to 
.5 arcminutes is of comparable strength to the anti-correlation between 2QZ QSOs and 
2D groups determined in Section 3.5, Wcq (B < 5 arcmin) = -0.034 ± 0.033, but is not 
significant on these scales and does not hold out to 10 arcminutes. In the upper panel of 
Fig. 4.10, we directly compare the 2dFGRS (N 2:: 5) group-QSO anti-correlation to the 
(unweighted) result from Section 3.5. There seems to be excellent agreement on smaller 
scales but the statistical power of the two bins on .5-10 arcminute scales is sufficient to 
significantly reduce the overall result out to 10 arcminutes (in the sense that the 2dFGRS 
group result is not anti-correlated on these scales). 
To highlight the difference in the result when we move from our 2D group sample of 
Section 3.2 to the 2dFGRS 3D group sample, we fit the NFW halo model outlined in 
Section 3.4 to the 2dFGRS group-QSO cross-correlation. In Section 3.4, we nominally 
determined the NFW mass using a scale radius of 1.5 h- 1Mpc, based on the fact that the 
uncovered lensing signal extended out to around 10 arcmin. Eke et al. (2003) estimate 
the rrns radius of their groups as outlined at the start of this section, so in this instance 
we have some foreknowledge of the expected extent of the groups we probe. We will fit 
NFW profiles to correlation functions using the mean estimated radius of the Eke et al. 
(2003) groups we cross-correlate with our QSO sample. This is tantamount to replacing 
1.5 h- 1Mpc in Equation 3.23 with the mean estimated group radius. Further, Eke et al. 
(2003) also estimate the mass of each of their groups (again see the start of this section), 
so we may determine the expected result for the mean estimated mass of the groups we 
cross-correlate against and compare the lensing mass to the expected mass from Eke et 
al. (2003). Note that our lensing models in this section will always use a = 0.29 for the 
value of the QSO number-magnitude counts slope, as determined in Chapter 2 and used 
in Chapter 3. We determine the lens-source ratio D1s/ Ds using the median redshifts of 
the groups (z"' 0.11) and QSOs (z"' 1.5), finding Dts/ Ds = 0.89 for a ACDM cosmology 
(Dis/ Ds = 0.86 for an Einstein-de Sitter cosmology- similar enough that differences in 
cosmology can be ignored). 
In the lower panel of Fig 4.10 we fit our lensing model to the anti-correlation between 
N 2:: 5 2dFGRS groups and 2QZ QSOs. The mean rrns radius of N 2:: 5 2dFGRS groups in 
the 2QZ region is 0.5 h- 1 M pc and their mean estimated mass is lvlEke = 1.4 x 1014 h- 1 M0 . 
We use the x2 statistic to fit the data points (on scales 0.7 < (} < 15 arcmin) with the anti-
correlation expected for an NFW of extent 0.5 h-1Mpc and find that the mass required 
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is M Lens = 2.5 ± 1.7 x 1014 h- 1 M8 (reduced x2 "'0.5). Interestingly, we do not rule out 
MEke = A1Lens, meaning there is no discrepancy between the ACDM simulation that Eke 
et al. (2003) use to calibrate their mass estimates and the mass estimate from our lensing 
model. 
The 2dFGRS groups have a space density of 5 x 10-4 h3 Mpc-3 , about 67 per cent 
higher than the space density of our 2D groups considered in Section 3.5, meaning that, 
although we measured 1.2 ± 0.9 x 1015 h- 1 M8 as the mean group lensing mass of our 2D 
groups in Section 3.5, the comparable estimate of the lensing mass for groups with the 
space density of the 2dFGRS groups is actually 7.2±5.4 x 1014 h- 1 M8 . When we compare 
the measured NFW lensing mass from Fig. 4.10 to a lensing mass of7.2±5.4 X 1014 h- 1M8 , 
we find there is no discrepancy within the allowed errors. However, a mean lensing mass 
as high as 7.2 x 1014 h-1 M8 is ruled out by the lensing mass estimate from Fig. 4.10 at 
the 2.8a level (i.e. with 99.5 per cent significance). Determining the lensing mass out 
to a radius of 1.5 h- 1 Mpc, as in Section 3.5, instead of out to the radius implied by 
the 2dFGRS group radii, we determine 5.0 ±;U X 1014 h-1 M8 , which, although still not 
discounting MLens = MEke at more than the la level, would be in marginally better 
agreement with the results of Section 3.5. So, an important question is exactly what 
angular extent around groups to integrate the lensing mass out to. Fig. 4.10 would 
suggest that an extent of 5 arcminutes (0.5 h- 1Mpc) is a strong upper limit on the extent 
of the lensing signal, in good agreement with the mean rms radius quoted by Eke et al. 
(2003) for these groups. If this is taken to be the extent of the lensing signal, then we 
cannot rule out MLens = lvlEke at any significance but rule out lensing masses as high as 
the estimates given in Section 3.5 at high significance. 
We have argued in Section 4.2 that if the 2D groups determined in Section 3.2 can 
be said to trace associations in redshift-space, then they must trace N ~ 4 or N ~ 5 3D 
groups. However, the 2dFGRS group sample is a more sophisticated detection algorithm 
than used in Section 4.2 to construct this argument, so it might be argued the possibility 
remains that a different 2dFGRS 3D group membership is representative of the 2D groups. 
Also, if the result of Chapter 3 is a genuine probe of a particularly over-dense subset of 
3D haloes, we might expect to see a strong anti-correlation between 2QZ QSOs and some 
subset of 2dFGRS groups. In Fig. 4.11 we show how the estimated 2dFGRS group mass, 
MEke varies with the number of galaxies in the group (the group membership) and verify 
that there is an increase in mass with group membership, rather than, say groups with 
more members simply being low-mass but near enough that many of their members are 
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Figure 4.11: In the upper panel, we plot the mass of 2dFGRS groups as a function of the 
number or galaxies in a group- the group membership, n. The individual points are the mass and 
membership of each 2dFGRS group. The solid line is the mean group mass at given membership. 
The dashed line is the mean group mass for all groups with membership, N, greater than or equal 
to n. Clearly, group membership does trace group mass - the mass of groups with N 2: 5 is on 
average one-half of the mass of groups with N 2: 15. In the lower panel, we show the number 
of objects in the 2dFGRS group catalogue by group membership. The number of groups in the 
combined region of the 2QZ Southern strip and SDSS EDR is about 2.7 times fewer than the 
number plotted here. 
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Figure 4.12: Here, we study how the cross-correlation between 2QZ QSOs and 2dFGRS Galaxy 
groups evolves as a function of group membership. Statistical tensing predicts a larger anti-
correlation between more massive galaxy groups and faint QSOs. Each of the panels displays 
the cross-correlation function measured in a single bin out to a certain scale. The upper panel 
measures Wcq in a single bin out to 10 arcminutes, the middle panel out to 5 arcminutes and the 
lower panel out to 2 arcminutes. The cross-correlation is measured out to this scale for galaxy 
groups with N members, where N 2': n and is plotted as a function of n. The dashed lines show 
the anti-correlation measured for the cross-correlation between 2QZ QSOs and 2D galaxy groups 
determined in Section 3.3. Errors in this plot are jackknife. 
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observed at the flux limit of the 2dFGRS. 
In Fig. 4.12, we show the cross-correlation of 2QZ QSOs against galaxy groups for 
group membership N 2 n, rather than just N 2 5. The maximum group membership we 
plot ( n = 30) corresponds to where the number of QSO-group pairs drops below 30 in a 
single bin out to 5 arcminutes. Note that the jackknife error may start to underpredict 
the true error in w(O < 2 arcmin) for n = 15, as data-data pairs begin to be lost on some 
of the subsampled 2QZ areas. A posteriori, the most significant anti-correlation in Wcq is 
approximately where we have looked for it (n = 5) - the only more significant result is 
Wcq(O < 2 arcmin) = -0.241 ± 0.054 for n = 6, corresponding to a 4.4a anti-correlation. 
Although there is generally an anti-correlation in Wcq(O < 10 arcmin) it is never significant 
and is only as strong as the anti-correlation uncovered in Chapter 3 for a particular subset 
of group membership (n"' 15). Most notably, statisticallensing predicts stronger effects 
for more massive groups but there is no obvious trend with group membership, except, 
perhaps for a marginal increase in the anti-correlation for Wcq ( (} < 2 arcmin). This is a 
very small-scale effect, as compared to the results of Chapter 3- we will discuss this weak 
trend further in Section 4.3.4.2. 
We can more directly search for the expected increase in lensing signal with mass, 
by considering the estimated 2dFGRS masses that we have denoted MEke in previous 
paragraphs. In Fig. 4.13, we plot the cross-correlation between our 2QZ QSO sample and 
two samples of 2dFGRS groups, chosen to represent the high-mass end of the 2dFGRS 
groups and a low-mass control sample. The high-mass subsample considers every group 
in the 2QZ region with M Eke > 1 x 1014 h- 1 M8 , of which there are 657 groups with a 
mean estirnated mass of MEke = 3.6 x 1014 h- 1 M0 • The low-mass subsample is chosen 
so that it contains about the same number of groups as the high-mass subsample. There 
are 641 2dFGRS groups with M Eke < 1.35 x 1014 h- 1 M0 and they have a mean mass 
of j\;fEke = 6.8 X 1012 h-1M0 . Thus, the mean difference in estimated mass between the 
control sample and the high-mass groups is about a factor of 50. Both the low mass and 
high mass groups are only considered if they have at least 5 group members (small groups 
have less accurate mass estimates). As previously, we fit NFW lensing models to the data 
to find the lensing mass, Nhens, and compare the fit to that expected for the mean value 
of M Eke· The low-mass groups have arms radius of 0.3 h-1 M pc and the high-mass groups 
have arms radius of 0.75 h- 1 M pc. Note that the mean redshifts of the low and high-mass 
group samples also differ. The high-mass group sample has a mean redshift of z "' 0.14, 
where the low-mass sample has a mean redshift of z "' 0.09. However, this difference 
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Figure 4.13: Eke et al. (2003) estimate 2dFGRS group masses as outlined at the start of this 
section, optimising the estimate so groups found in a mock catalogue reflect underlying halo mass. 
The cross-correlation between 2QZ QSOs and these groups is shown for two bins of this estimated 
mass, denoted M Eke. In both panels, we fit the NFW halo lensing model derived in Section 3.4 
to the data (the dotted line). We also display the NFW model that corresponds to the mean 
estimated mass of the haloes (the mean value of MEke)· The best-fit lensing model in the upper 
panel is lvhens = 2.7±g x10 14 h- 1M0 and in the lower panel is MLens = 3.5±~~ xl014 h- 1M0 . 
In neither panel can we rule out MLens = MEke with any significance. The seemingly large 
difference in the lensing models between the panels arises as the rms radius of the two samples is 
very different (see the text). The total numbers of each object within the confines of the 2QZ are 
displayed. Errors are jackknife. 
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has almost no discernible effect on the lensing models. Above, we mentioned that we 
adopted values for the lens-source angular diameter distance ratio of Dzs/ Ds = 0.89 (for 
a ACDM cosmology), based on a median group redshift of z"' 0.11 for the lens distance. 
Changing this redshift to z "'0.09 or z"' 0.14 results in a change of less than 2.5 per cent 
in Dzs/ Ds = 0.89, as the source distance (z"' 1.5) is so much farther away than the lens 
distance. We do not incorporate this small change when plotting the models in Fig. 4.13. 
There is no appreciable difference in the strength of Wcq between the high-mass groups 
and the low-mass control sample. Statistical lensing, however, predicts an appreciable 
difference, as evidenced by the models drawn in Fig. 4.13 for the anti-correlation expected 
due to lensing by a halo of mass MEke· In neither case do we rule out MLens = MEke· 
The lensing model fitted to the low-mass control data has difficulty finding an acceptable 
fit to the points - if groups this small had as much mass as predicted by the lensing fit, 
then the typical Einstein radius of the groups would be about 30 arcsec, which is highly 
unlikely given the small number of multiply lensed pairs of QSOs at such a separation 
(Kochanek et al. 2002, Miller et al. 2003). 
4.3.4.2 Constraints on the Lensing Mass of2dFGRS Groups From the Septem-
ber 2003 (Published) 2dFGRS Catalogue. 
Hitherto, this section has displayed results for the February 2003 version of the 2dFGRS 
group catalogue. The published version, circa September 2003 (Eke et al. 2003), was 
altered slightly by its authors; the linking volume that grouped galaxies was allowed to 
vary for galaxies at the same redshift to reflect the local galaxy density; and the group 
centre was changed from the mean of the positions of group members to an iterative 
definition. These changes are explained in full at the start of Section 4.3.1. In Figs. 4.14 
through 4.17 we plot the results of the analysis of this section recalculated for the final 
version of the 2dFGRS group catalogue (Eke et al. 2003). We consider two versions of 
this final catalogue that have different definitions of the centre of a group. The first 
version uses the same definition of the group centre as the February 2003 version of the 
catalogue (which is also the definition we used for our group-centres in Section 4.2), namely 
the arithmetic mean position of the galaxies. We call this catalogue the "Arithmetic" 
catalogue. The second version of the catalogue uses the iterative definition of the group 
centre outlined in Eke et al. (2003) and in Section 4.3.1. We call this version, which 
corresponds exactly to the ultimately published catalogue, the "Iterative" catalogue. 
The main results of the cross-correlation analysis between 2QZ QSOs and the ulti-
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Figure 4.14: The panels in this figure are as for the lower panel of Fig. 4.10 but the analysis 
has been repeated using the September 2003 (published) 2dFGRS group catalogue. In the upper 
panel, we display the cross-correlation of 2QZ QSOs with a version of the published 2dFGRS 
catalogue where group-centres are defined as the arithmetic mean of the positions of galaxies 
in the group. The lower panel utilises a version of the catalogue where the group-centres are 
calculated using an iterative method outlined in the text. The best-fit values of the tensing mass 
are MLens = 2.7±U xl014 h- 1M0 in the upper panel and MLens = 1.6±T:~ xl014 h- 1M0 in 
the lower panel. Errors in this plot are jackknife and the total numbers of each object within the 
boundaries of the 2QZ are displayed. 
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Figure 4.15: This plot displays the cross-correlation between 2QZ stars (of "11" quality identifi-
cation) and 2dFG RS galaxy groups with 5 or more members, for each incarnation of the September 
2003 (i.e. published) 2dFGRS group catalogue. The upper panel shows the analysis for the 2dF-
GRS groups with the group-centres defined as the arithmetic mean of the galaxies in the group. 
The lower panel shows the analysis for the 2dFGRS groups with centres defined using the iterative 
method outlined in the text. Errors are jackknife. 
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mately published version of the 2dFGRS group catalogue remain broadly the same as the 
for the February 2003 catalogue. However, the iterative definition of the group centre 
tends to remove the anti-correlation between groups and QSOs on small scales relative to 
the arithmetic definition, as shown in Fig. 4.8. One possible explanation for this, is that 
the iterative mean was defined to improve the group-centre definition for groups with 9 
or more numbers - perhaps the centre of groups with 5-8 members (which are twice as 
large a sample as the groups with 9 or more members) is better defined by the arithmetic 
mean? Alternatively, as the iterative definition is designed to return groups with centres 
that better reflect NFW profiles in mock catalogues, it is possible that the lensing effect 
is hinting that the underlying mass profile is not NFW on small scales. A number of 
observations and theoretical considerations suggest that the NFW profile might not be a 
good representation of mass on small scales (Moore et al. 1999, Ghigna et al. 2000, Sand, 
Tommaso & Ellis 2002, Power et al. 2003). 
The small-scale discrepancy between the arithmetic and iterative definition of the 
group centre is also apparent in Fig. 4.16, where we show the cross-correlation between 
QSOs and 2dFGRS groups with n or more members integrated out to a range of separa-
tions. 
For groups with fewer than "' 10 members, the arithmetic group-centres are signif-
icantly more anti-correlated with QSOs than the iterative definition. There is also a 
discrepancy between the group-centre definitions for groups with more than "' 25 mem-
bers, where the iterative centres of groups are more correlated than the arithmetic centres. 
This is an effect of small number statistics. As in Fig. 4.12, there is a weak trend (of 
increasing anti-correlation with group membership) in Wcq on scales of()< 2 arcmin. Any 
trend should be treated with caution beyond a minimum group membership of n = 15, 
as there are fewer than 30 groups of n ~ 15 in the data sample used. The trend of 
increasing anti-correlation with increasing group membership (and thus increasing mass) 
is consistent with a weak-lensing explanation provided the mass rises more sharply than 
expected from the estimated 2dFGRS group mass. Notably, if we repeat the analysis 
of Fig. 4.14 for groups with 1.5 or more members (taking arithmetic rather than itera-
tive group-centres- although this makes little difference), we find that the fitted lensing 
mass is MLens = 1.14 ± 0.66 X 1015 h-1M0 , 4 times the fitted lensing mass for 2dFGRS 
groups with 5 or more members. The estimated 2dFGRS mass for the same groups is 
MEke = 2.8 X 1015 h- 1 M0, a value which is 1.3a away from the lensing mass. It is possi-
ble that in larger samples of groups or QSOs this trend could significantly show that the 
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Figure 4.16: This plot is as for Fig. 4.12 but the data points are determined using the September 
2003 (i.e. published) 2dFGRS group catalogue. The crosses represent the cross-correlation be-
tween groups and QSOs with the group-centres determined as the arithmetic mean of the galaxies 
in the group. The triangles are for the 2dFGRS groups with centres defined using the iterative 
method outlined in the text. The clashed lines show the anti-correlation measured for the cross-
correlation between 2QZ QSOs and 2D galaxy groups determined in Section 3.3. Errors in this 
plot are jackknife and the crosses have been offset slightly. 
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lensing mass and mass from simulations are at odds. However, the current samples do 
not have enough statistical power to probe groups with "' 15- 20 or more members. 
In general, whichever definition of the group centre we use, we maintain that mean 
lensing masses of the 2dFGRS N 2: 5 groups are in reasonable agreement with those 
estimated from simulations (i.e. we cannot rule out MEke = MLens with any significance) 
and that the results for the September 2003 2dFGRS group catalogue are generally in 
agreement with those for the February 2003 catalogue. There is an increase in the lensing 
mass found by fitting our NFW model to the cross-correlation between the N 2: 5 high-
mass sample (M Eke > 1.4 X 1015 h- 1 M8 ) of 2dFGRS galaxy groups with "arithmetic" 
group-centres, as compared to the February 2003 catalogue. Comparing Fig. 4.17 to 
Fig. 4.13, this increase is significant at about the la level - and might be expected given 
that the September 2003 version of the catalogue was altered to increase the number of 
high-mass groups picked out (as compared to the February 2003 version). This is evident 
in the fact that MEke has increased by a factor of"' 30 per cent for the high-mass sample 
between February and September (note also that the average rms group radius increased 
by about 15 per cent for the September 2003 catalogue as compared to the February 
2003 catalogue). The fittedlensing mass of the high-mass group sample is consistent with 
MEke in all cases. 
4.3.5 Discussion 
So, where does this leave us? We have shown in Section 4.2 that modelling the 2D over-
densities defined in Section 3.4 using a single halo is largely valid provided the mass we 
are modelling is present in very poor groups of galaxies (with "' 5 or more members). 
However, we have also shown that poor 2dFGRS groups determined in 3D and matched 
to halo profiles in N-body simulations do not show as strong an anti-correlation as 2D 
over-densities. For slightly richer 3D groups (N 2: 15) there is plausibly as strong an anti-
correlation as found in the 2D groups. However, this anti-correlation is only present on 
very small scales ( 0 < 2 arc m in) rather than the 10 arcminute scales found in Chapter 3 
and is at the limit of the statistics that can be probed with the 2dFGRS group and 
2QZ QSO samples. Jt is also found a posteriori - we have looked for the largest anti-
correlation in our sample rather than predicitng where we should find it. It is worth 
discussing reasons why we might find a stronger anti-correlation between our 2D groups 
and QSOs than between 2dFGRS groups and QSOs, from the perspective that the results 
of Chapter 3 marginally favour an Om = 1 cosmology, where the results of this chapter 
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Figure 4.17: This plot is as for Fig. 4.13 but the data points are determined using the September 
2003 (i.e. published) 2dFGRS group catalogue. The upper panel repeats the cross-correlation 
analysis when the 2dFGRS group-centres for the published groups are calculated as the arithmetic 
mean of member's positions. The lower panel is the analysis for published 2dFGRS groups with 
group-centres calculated as in Eke et al. (2003), using the iterative method outlined in the text. 
The fitted lensing models are M Lens = 5.2 ±~:~ X 1014 h- 1 M0 in the upper panel and M Lens = 
2.8±g:~ x 1014 h- 1 M0 . We also display the average mass calculated for the groups via the estimator 
from Eke et al. (2003), denoted as MEke· The two mass estimates agree within the (jackknife) 
errors. The numbers (N) on these plots are the totals of each object within the 2QZ boundaries. 
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seem to be in fairly good agreement with masses of groups drawn from simulations with 
an underlying ACDM cosmology. 
Disregarding the idea that the anti-correlation between 2D associations of galaxies 
and 2QZ QSOs (or the lack of anti-correlation between 2QZ QSOs and 2dFGRS groups) 
is a statistical fluke, or hidden by the low numbers of rich groups in the 2dFGRS group 
sample, we might conclude that for some reason there is a stronger lensing effect caused 
by groups selected as 2D projections than for 2dFGRS groups. It might be argued that 
our 2D group sample, being representative of groups to about a magnitude fainter than 
the 2dFGRS 3D sample, should have more statistical power. However, as the 2dFGRS 
uses redshift information to pick out groups that are less over-dense on the plane of the 
sky than our 2D group sample, and given that our 2D group sample in the NGC, based 
on the SDSS EDR, only covers half of the 2QZ strip, the number of 2dFGRS groups to 
brighter than bJ < 19.45 is comparable to the number of 2D groups to bJ < 20.5. 
It is likely that 2dFGRS groups are a fairer representation of galaxy groups than 
our 2D groups given the redshift information available in the 2dFGRS sample. Though 
the 2dFGRS groups are matched to ACDM simulations that, it could be argued, may 
or may not represent our Universe, redshift information is a useful determinant of the 
reality of groups despite any discrepancies between the chosen cosmology and the actual 
cosmology of our Universe (Diaferio et al. 1999). It is, however, possible that the groups 
do not trace dark matter haloes - this would require that the mock catalogue used to 
corroborate the 2dFGRS group-finding algorithm with an underlying N-body simulation 
was not a fair representation of the actual survey it mimics (which is difficult to test given 
that mock catalogues are usually designed to reproduce observational results determined 
in the survey they mimic); or that NFW haloes derived in theN-body simulation were not 
representative of haloes in the Universe. Despite small-scale differences between the halo 
profile derived both in certain simulations and observations (Moore et al. 1999, Ghigna 
et al. 2000, Sand, Tommaso & Ellis 2002, Power et al. 2003), and the NFW profile, we 
would not expect this to obviously effect the 2dFGRS group definitions. So, although 
the estimated mass of the 2dFGRS groups might change relative to the derived lensing 
masses (i.e. the constant A in Equation 4.4 might change), the cross-correlation of the 
groups and QSOs should not be dramatically influenced. Having noted this, it seems that 
changing the definition of the group centre to better reflect underlying NFW profiles does 
have a marginal effect on the small-scale cross-correlation between groups and QSOs (as 
shown in Fig. 4.14), which highlights the fact that even when objective algorithms are 
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used to define galaxy groups, there is still a subjective element to the group sample. 
As gravitational tensing traces the projected mass along the line-of-sight, it is perhaps 
not too surprising that 2D groups, selected as over-densities along the line-of-sight, seem 
to trace more mass than groups selected as isolated haloes. White, Van Waerbeke & 
Mackey (2002) have shown that the tensing effect of several sheets of mass along the line 
of sight can be significantly stronger than for isolated haloes, particularly if a smaller 
group lies in front of a. larger cluster, in which case the mass of the foreground group may 
be severely overestimated. However, we have show above that even for 3D groups with as 
little as 5 members, few ('"'-' 10 per cent) of our 2D groups of 7 trace more than one group 
along the line of sight. It might be possible that some of the smaller groups picked out 
in 2D are actually higher-redshift, high-mass·clusters with many faint members, however, 
given that the 2dFGRS 3D group-finding algorithm should pick out a. similar number 
of high mass structures as small groups, an explanation of the discrepancy in lensing 
mass between the two samples would require something drastic to happen to the masses 
of groups between the typical redshift of 2DFGRS groups (z '""' 0.11) and the typical 
redshift of our groups (z'""' 0.13), which seems highly unlikely. 
Perhaps, then, our 2D algorithm somehow finds massive structure that the 2dFGRS 
3D groups miss. Nearly all surveys of cosmologica.l mass use structures with a. greater 
integrated content of photon energy (many galaxies, x-ra.y clusters, etc.) to find structures 
with more mass. It is conceivable that there are dark structures in the cosmos that have 
a large amount of tensing mass but very little light - this would require some mechanism 
where a. large amount of mass prevents the agglomeration of ba.ryons (e.g. winds or 
shockwaves), disperses any baryons that have already formed stars (e.g. su pernova.e) or 
removes baryons entirely from view (e.g. black holes). Many of these mechanisms could 
be seeded by the merger of massive structures and at least some examples of massive 
structures with very little optical light tracing them exist (Vikhlinin et al. 1999, Miralles 
et al. 2002). However, it is contrived to envisage isolated, massive haloes that are better 
traced by projected galaxy over-densities along the line of sight than by isolated galaxy 
groups, meaning that modelling our 2D groups as haloes when there is no comparable 
signal in the 2dFGRS 3D groups they are expected to represent is almost certainly unfair. 
However, it is more likely that filamentary structure in the Universe (see, e.g., Plionis & 
Basilakos 2002) could be traced by over-densities in the projected galaxy distribution. 
There should not be any preferential orientation of filaments in the Universe along our 
line of sight but it is possible that large over-densities of galaxies along the line of sight 
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are a good tracer of those filaments that are oriented along our line of sight. 
Really, then, two main points arise from this chapter's analysis. Firstly, if our 2D 
groups are good tracers of lensing mass, this is not because they are good tracers of 3D 
groups in redshift-space and not because they trace mass in dark matter haloes, hence 
the use of isolated haloes as a model for the mass in our 2D groups is probably not valid. 
Secondly, the question at hand is therefore not what our 2D groups tell us about the mass 
in haloes but exactly how projected luminous structure in our Universe traces underlying 
mass. These points will be addressed in the next chapter. 
4.4 Conclusions 
In Chapter 3 we demonstrated that a strong anti-correlation exists between faint QSOs 
and "2D" galaxy groups defined as projected angular over-densities on the plane of the 
sky and that this implies more mass in the haloes of galaxy groups than expected in an 
nm = 0.3 cosmology. In this chapter, we asked in what context the groups of galaxies 
defined in Chapter 3 could be considered to represent galaxy groups embedded in single 
haloes and went on to repeat the analysis of Chapter 3 for 2dFGRS groups of galaxies 
(Eke et al. 2003) designed specifically to represent underyling dark matter haloes. 
We have used a mock catalogue with full redshift information (Cole et al. 1998) to show 
that our sample of 2D galaxy groups with 7 or more members, determined in Section 3.2, 
only represent 3D groups with 7 or more members in about 45 per cent of cases (though, 
about 63 per cent of the galaxies found in 2D groups are also in a 3D group). Our 2D 
groups are more representative of 3D groups with 4-5 or more members. We have also 
demonstrated that it is quite rare for our 2D groups with 7 or more members to trace 
several large groups along the line of sight. Even for 3D groups with as few as four 
members, only about 15 per cent of 3D groups align with a second group with four or 
more members to make a 2D configuration of 7 or more members. 
We have matched our 2D groups to the February 2003, preliminary versiOn of the 
2dFGRS galaxy group catalogue (Eke et al. 2003) and shown that, when we only consider 
galaxies in our 2D groups that are present in the 2dFGRS, about 45 per cent of 2D groups 
have 3D counterparts. As these figures are in good agreement with our mock catalogue 
analysis, we are confident that 2dFGRS groups with 5 or more members are a reasonable 
3D representation of our 2D groups, acknowledging that the 2D groups are defined from 
galaxy surveys that should be complete to bJ = 20.5 but the 2dFGRS 3D groups are only 
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reasonably complete to b) = 19.45. 
We have cross-correlated 2QZ QSOs against groups with 5 or more members from 
the preliminary version of the 2dFGRS catalogue. Although there is a significant anti-
correlation between 2QZ QSOs and 2dFGRS groups on scales less than 2 arcminutes, that 
is as strong (but not as significant) as the anti-correlation between 2QZ QSOs and 2D 
groups, the signal is not as strong out to 10 arcminutes. This is not unique to our choice of 
2dFGRS groups with 5 or more members. A posteriori, only the cross-correlation between 
a subset of 2dFGRS groups of"' 15 or more members and 2QZ QSOs shows as significant 
an anti-correlation as the result for 2D groups found in Section 3.3 and this is at the limit 
of the statistics that can be probed by our data. It is interesting, however, that despite 
the lack of significance in any of the group-QSO cross-correlations, invariably faint 2QZ 
QSOs are anti-correlated with 2dFGRS groups, as would be expected if the groups are 
lensing the QSOs. 
Eke et al. (2003) estimate the masses of 2dFGRS groups based on comparisons to halo 
masses in simulations. We have checked that the 2dFGRS group catalogue estimated mass 
increases, on average, with the number of galaxies in a group (the group membership) 
and then studied how the cross-correlation of QSOs and 2dFGRS groups changes with 
group membership. This test is useful, as if the 2dFGRS mass estimates are wrong, 
we would still expect groups with more members to be more massive and hence have a 
stronger lensing signal. The only trend in the group-QSO cross-correlation is an increase 
in the QSO-group anti-correlation with increasing group membership, from the sample 
of groups with 5 or more members to the sample of groups with 15 or more members. 
This trend is consistent with a lensing explanation, provided the lensing mass of 2dFGRS 
groups increases in this range more than expected from the Eke et al. (2003) 2dFGRS 
group mass estimates. However, again, this trend is on small scales, is not particularly 
significant, and is at the limits of the statistics probed by our data. 
We fit the small-scale anti-correlation between 2QZ QSOs and 2dFGRS groups of 
5 or more members with our NFW lensing model, derived in Section 3.4. We find no 
discrepancy between the fitted lensing mass and the 2dFGRS group mass estimates of 
Eke et al. (2003). However, taking the extent of the lensing signal to be the mean group 
radius estimated by Eke et al. (2003) for the 2dFGRS groups (0.5 h- 1Mpc), which is a 
good upper limit on the extent of the cross-correlation between 2QZ QSOs and 2dFGRS 
groups of 5 or more members (5 arcminutes), we find that the large mass estimate for 
groups found in Chapter 3 is ruled out at high significance (3a). However, if we fit 
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the lensing model using an NFW scale radius of 1.5 h- 1 M pc, as used in the analysis 
of Chapter 3 then the large mass estimate for groups found in Chapter 3 is marginally 
favoured over the Eke et al. (2003) mass estimate. Thus, the extent of the lensing signal 
is an important factor in discriminating between cosmological models. 
Though the majority of our analysis used a preliminary version of the 2dFGRS group 
catalogue, the results generally hold for the ultimate, published version of the catalogue. 
There is some discrepancy in our cross-correlation functions when the definition of the 
group centre is "iterative" rather than the mean position of galaxies in the group. This 
discrepancy might hint at the NFW profile not being a good representation of mass on 
small scales, or may simply indicate the the "iterative" definition of a group centre is not 
particularly accurate for groups with few members. 
Assuming the extent of any anti-correlation between QSOs and groups is a fair rep-
resentation of the radius of the foreground group, then the only anti-correlation between 
2dFGRS groups and QSOs that, a posteriori, is in agreement with the large lensing mass 
found for 2D groups in Chapter 3 is a subsample of 2dFGRS groups containing "' 15 or 
more galaxies. A comparison of the lensing mass fitted to these groups and the estimated 
mass from Eke et al. (2003) suggest the lensing mass is higher but only at a 1.3a level. 
We conclude that the high lensing masses found in Chapter 3 for our 2D groups may not 
be indicative of a large lensing mass in haloes, and that the exact definition of a galaxy 
group has a bearing on the cross-correlation between QSOs and galaxy groups. We will 
proceed by attempting to implement a better model of what the relative distributions 
of individual galaxies and QSOs indicate about how luminous matter traces projected 
lensing matter. 
Chapter 5 
5.1 Introduction 
The Correlation of 
Faint QSOs and 
Foreground Galaxies 
In previous chapters, we have demonstrated the anti-correlation between faint QSOs 
and groups of galaxies and we have used gravitational lensing by simple halo models in 
considering the implication of this signal for cosmological parameters. Though the effect 
of statisticallensing should be most apparent when larger concentrations of mass, such as 
groups of galaxies, are considered, most recent attempts both to measure and to model 
associations between QSOs and foreground mass have focussed on the cross-correlation 
between QSOs and individual galaxies. 
Seldner & Peebles (1979) were among the first authors to record a statistically signifi-
cant clustering of individual galaxies with bright, high-redshift QSOs, although Tyson 
( 1986) appears to be the first to have mentioned gravitational lensing as a possible 
explanation upon finding such clustering. Webster et al. (1988) developed statistical 
lensing as an explanation for the association of distant QSOs with foreground galax-
ies, suggesting that more lensing mass must be being traced than typically expected 
(Kovner 1989, Narayan 1989, Schneider 1989). Since then, more authors have found pos-
itive correlations between optically-selected high-redshift QSOs and galaxies (Thomas, 
Webster & Drinkwater 1995, Williams & lrwin 1998) and still more have found pos-
itive correlations between galaxies and distant radio-selected QSO samples (Fugmann 
1988, Fugmann 1990, Bartelmann & Schneider 1994, Benitez & Martinez-Gonzalez 1995, 
Benitez & Martfnez-Gonzalez 1997, Bartsch, Schneider & Bartelmann 1997, Benitez & 
Martinez-Gonzalez 1997, Norman & Williams 2000). A large lensing effect is expected in 
radio-loud QSO samples where the slope of the QSO number-magnitude counts are steep. 
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Yet greater magnification bias may be expected in a sample that is both radio and opti-
cally selected, if the magnitudes of the QSOs in the radio and optical bands are largely 
independent. In such a QSO sample, double magnification bias may be in effect (see, 
e.g., Borgeest, van Linde & Refsdal 1991 and Section 5.3, below). Double magnification 
bias refers to the combined probability of objects that are present in (both of) two (in-
dependent) flux-limited samples being magnified into the combined sample, as compared 
to the unlensed probability for that sample. Very few anti-correlations between QSOs 
and individual galaxies have been detected (Ben!tez & Martinez-Gonzalez 1997, Ferreras 
et al. 1997), again in samples of bright QSOs. Such anti-correlations were generally 
attributed to problems in optically selecting QSOs. 
Over the last decade, a theoretical framework has arisen to model the cross-correlation 
between the density contrast of mass in the Universe and the magnification due to lensing 
by mass in the Universe (Bartelmann & Schneider 2001 outline this idea in length - or 
see Appendix C). The density contrast is simply a measure of the fractional deviation 
of a density perturbation from the Universal average (see Bardeen et al. 1986, or Ap-
pendix B). The nature of magnification due to lensing is discussed in depth elsewhere 
in this thesis (see Appendix C). The distinction between a density-magnification cross-
correlation as opposed to a galaxy-QSO cross-correlation is a distinction between what 
we can theoretically predict and what we can practically measure. The density contrast 
of a distribution of tensing matter is not presently directly measurable as much of the 
matter is dark, but can be inferred from the arrangement of galaxies within the matter. 
Similarly, the magnification due to lensing may be inferred from the distribution of QSOs 
behind the lensing matter. This leaves us with a consistent picture where the theoret-
ical cross-correlation of density contrast with magnification from N-body simulations of 
the distribution of dark matter becomes an observable cross-correlation between galax-
ies and QSOs (Bartelmann 1995, Dolag & Bartelmann 1997, Sanz, Martinez-Gonzalez & 
Benftez 1997). 
The contention of Zwicky (1933), that much of the matter in our Universe is non-
luminous, is now well established. The primary evidence for the existence of dark matter 
within galactic haloes probably comes from the rotation curves of spiral galaxies, which 
do not drop off at large radii in check with the light but remain flat, or even rise, on 
the outskirts of galaxies (Rubin et al. 1985). There is strong evidence suggesting that a 
large fraction of the dark matter is not composed of baryons (White et al. 1993, Griffiths, 
Melchiorri & Silk 2001). As quantum physics informs us that luminous matter is baryonic, 
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we are left with a picture where dark matter may have very different properties to visible 
galaxies. Notably, baryonic matter interacts strongly, where non-baryonic matter must 
only weakly interact (or it would be more readily detectable) and this will influence the 
formation and distribution of dark matter relative to galaxies. 
The distribution of galaxies relative to the underlying dark matter is characterised by 
a bias prescription (Davis et al. 1985). Kaiser (1984) demonstrated that if matter fluctu-
ations have a Gaussian distribution, and galaxies form in regions where the fluctuations 
are greater than some threshold, then fluctuations in the galaxy distribution are expected 
to be biased tracers of dark matter fluctuations with a scale-independent amplitude (or 
bias parameter) b (see Appendix B). This is eminently sensible on large scales, where the 
gravitational interaction between structures is negligible and large-scale structures are 
likely still imprinted with the original cosmological density field. On smaller scales mat-
ter fluctuations become non-Gaussian and baryons are subjected to various complicated 
mechanisms, such as supernovae-driven winds and ionisation by young, hot stars or Active 
Galactic Nuclei (see Adelberger et al. 2003 for an overview), which can both subdue and 
enhance the formation of stars and redistribute baryons relative to the underlying dark 
matter. As both the form of matter fluctuations and the distribution of baryons are so 
intricate on small scales, it is unclear exactly how the light of galaxies traces the mass in 
galaxies and models of non-linear galaxy bias have been developed (Fry 1986). 
Whether a linear or non-linear bias model is considered, the distribution of luminous 
galaxies relative to the underlying mass is dependent upon bias, where the distribution of 
background QSOs is a direct trace of the underlying mass that lenses it. Or, in terms of 
what may be measured, the galaxy-galaxy auto-correlation depends doubly upon (i.e. to 
the square power of) the underlying mass and doubly on how strongly galaxies are biased 
relative to that mass but the QSO-galaxy cross-correlation, although twice a function 
of the underlying mass, only has a single dependence upon the galaxy bias (provided 
the background QSO distribution is entirely separated from the galaxy distribution). 
Thus, a comparison of the QSO-galaxy cross-correlation to the galaxy auto-correlation 
can be used to measure the strength of galaxy bias independently of the underlying mass 
distribution. In fact, the existence of any cross-correlation between galaxies and QSOs due 
to lensing is a confirmation that luminous matter is some biased subsample of dark matter 
(Bartelmann & Schneider 1993), as galaxies that were randomly distributed compared to 
the lensing mass could not be indicative of lensing effects. 
Measurements of the strength of bias from clustering in large galaxy surveys out to 
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(redshift) z "' 0.2 (Verde et al. 2002), comparisons of galaxy clustering with the Cos-
mic Microwave Background at zero redshift (Lahav et al. 2002) and weak lensing shear 
(Hoekstra et al. 2002) at z "' 0.35 seem to be converging on a linear model of bias with the 
bias parameter, b, locally of the order of unity on scales of about 5- 100 M pc (suggesting 
galaxies are approximately unbiased and match the underlying dark matter distribution). 
However, measurements of the bias parameter from the statisticallensing of QSOs in large 
samples that display QSO-galaxy associations (Williams & Irwin 1998, Gaztaii.aga 2003) 
determine a much smaller bias (b "' 0.1) on small scales (suggesting galaxies trace ex-
tremely high fluctuations of dark matter on small scales). A unique measurement of galaxy 
bias from the cross-correlation of Gamma-Ray Bursts with QSOs (Williams & Frey 2003) 
suggests a similarly low value of the bias parameter. Fig 5.1 illustrates some recent deter-
minations of the galaxy bias parameter against the scales that the measurement probed. 
All of these determinations of b are in the redshift range 0 - 0.3.5. 
The 2dF QSO Redshift Survey (Boyle et al. 1999), henceforth referred to as the "2QZ" 
is uniquely placed to study the cross-correlation of individual galaxies with QSOs. As 
discussed in Chapter 3, statistical lensing predicts a positive correlation between bright 
QSOs and foreground matter and an anti-correlation between faint QSOs and foreground 
matter. The distinction between bright QSOs and faint QSOs (in this context) is made 
at the "knee" of the QSO number-magnitude counts, where the power-law slope of the 
counts is 0.4. Although significant correlations have been demonstrated between bright 
QSOs and galaxies drawn from the Sloan Digital Sky Survey Early Data Release (SDSS 
EDR), as yet, no statistically significant measurement of the cross-correlation of individual 
galaxies with a faint sample of spectroscopically confirmed QSOs has been made. The 
SDSS EDR QSO catalogue (Schneider et al. 2002) contains 3814 QSOs but only 805 are 
fainter than i = 19.2 (around the knee of the QSO number-counts). The 2QZ, on the 
other hand, contains 18,483 QSOs fainter than bJ = 19.5 (around the knee of the counts). 
Essentially, this means the 2QZ can probe faint QSO lensing statistics around 5 times 
more significantly than the SDSS EDR and as significantly as the projected (Stoughton 
et al. 2002) final SDSS catalogue of 100,000 QSOs. 
There are additional reasons why the 2QZ is particularly appropriate for statistical 
lensing studies. The 2QZ contains almost as many confirmed stars as QSOs which, given 
that stars should not cluster relative to galaxies or QSOs, may be used as a control 
sample to determine if any cross-correlation effect arises from the selection of targets. 
The 2QZ is also ideal for demonstrating that any cross-correlation between QSOs and 
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galaxies is most likely due to statistical gravitational tensing. The 2QZ provides QSO 
colours, allowing limits to be placed on how much "typical" dust in foreground galaxies 
could be obscuring background QSOs. The known redshifts of 2QZ QSOs allows the 
placing of strict limits on the QSO sample to ensure any QSOs are behind the considered 
sample of galaxies. Further, the 2QZ contains around 500 radio sources, allowing us 
to search for a cross-correlation between high-redshift, radio-loud QSOs and foreground 
galaxies. Although the radio sources comprise only 2 per cent of the 2QZ, they constitute a 
sample of spectroscopically confirmed QSOs, selected in both optical and radio passbands, 
comparable in size to recent samples (Bischoff & Becker 1997, Wadadekar & Kembhavi 
1999). It has been suggested that double magnification bias can enhance tensing in multi-
wavelength QSO samples (Borgeest, von Linde & Refsdal1991) and observational evidence 
exists that this bias can be a strong statistical effect in a suitably chosen sample of even 
as few as 90 radio-loud QSOs (Norman & Impey 1999, Norman & lmpey 2001). The 
radio-loud 2QZ sample can be used to investigate whether double magnification bias is 
expected to be a strong effect at the magnitudes typical of the 2QZ. 
This chapter regards the cross-correlation between faint QSOs and foreground galax-
Ies and its implications for cosmological parameters, particularly for galaxy bias. In 
Section 5.2 we outline the samples of QSOs and galaxies we shall cross-correlate and 
introduce the radio-loud QSO sample. Section 5.3 introduces the concept of double mag-
nification bias and tests if it could influence our cross-correlation signal. In Section 5.4 
we outline our cross-correlation methodology, use it to investigate the cross-correlation 
between 2QZ QSOs and galaxies drawn from the SDSS EDR and the APM Survey, and 
investigate possible explanations for the resulting signal. Section 5.5 introduces the mod-
els we use to investigate the cross-correlation of QSOs and galaxies in terms of statistical 
lensing. Section 5.6 applies lensing models to our data analysis and discusses the im-
plications for cosmological parameters, especially how galaxies are biased relative to the 
underlying matter. Finally, in Section .5.7, we summarise the main results of this chapter. 
5.2 QSO and Galaxy San1ples 
The QSO and galaxy samples we will cross-correlate are essentially the same as described 
in Chapter 4, so we will only outline them briefly here. We will introduce the radio-loud 
subsample of the 2QZ in slightly more length. 
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5.2.1 Entire Samples 
Our QSO sample is taken from the final 2QZ catalogue (Croom et al. 2003). Unless 
otherwise specified, we will consider only QSOs with a redshift z > 0.4, to prevent 
the overlap in real space of QSO and galaxy samples. We shall work with only the 
most definitively identified QSO sample (the so-called "11" sample of Chapter 2). These 
restrictions in redshift and spectroscopic quality leave 21,607 QSOs in the 2QZ, 12,042 in 
the 2QZ strip in the Southern Galactic Cap (henceforth SGC) and 9565 QSOs in the strip 
in the North Galactic Cap (henceforth NGC). We shall also consider the supplemental 
6dF QSO survey (henceforth 6QZ), which contains 376 QSOs after the application of our 
z > 0.4 and "11" only spectroscopic identification criteria. Completeness masks, dust 
correction masks and the 2dF and 6dF QSO samples have been outlined and displayed 
at length in Chapter 2, above. 
The southern galaxy sample is taken from the APM Survey (Maddox et al. 1990b), 
which is considered photometrically complete to a magnitude of bJ < 20.5 (Maddox 
et al. 1990a). The northern galaxy sample is taken from the Sloan Digital Sky Survey 
(henceforth SDSS) Early Data Release (henceforth EDR) of June 2001 (Stoughton et 
al. 2002). The SDSS EDR sample is transformed into the bJ band from the SDSS g' and 
1'1 bands using the colour equations of Yasuda et al. (2001) and cut to a magnitude of 
bJ < 20.5 to match the limit of the APM sample. Both galaxy samples are restricted 
to the areas in which they overlap the 2QZ strips. This leaves nearly 200,000 galaxies in 
the SGC 2QZ strip and nearly 100,000 in the NGC 2QZ strip. Note that the SDSS EDR 
only partially fills the 2QZ NGC strip. 
5.2.2 The 2QZ Radio-Loud Catalogue 
The only data used in this Section that is not described at more length in Chapter 3 is the 
subsample of radio-loud QSOs in the 2QZ. Radio-loud QSO candidates are selected from 
matches between the 2QZ UVX input catalogue (Smith et al. 1997) and discrete sources 
in the NRAO VLA Sky Survey (henceforth NVSS). The NVSS (Condon et al. 1998) is a 
survey of the entire sky north of -40° Declination at 1.4 GHz frequency. Discrete sources 
in the NVSS were determined by fitting elliptical Gaussians to peaks of at least 2 mJy 
above the background. The resulting source catalogue contains 1.8 million sources and 
spans fluxes from around 2.5 mJy to 10 Jy. Objects from the 2QZ UVX sample that lie 
within 10 arcseconds of an NVSS source are considered matches (see Brotherton et al. 
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1998). 
There are 513 radio-loud QSOs in the 2QZ with roughly equal numbers in each strip. 
500 of these QSOs have a redshift z > 0.4 of which 483 are of "11" spectroscopic quality. 
We display all of the radio-loud QSOs in Figs. 5.2 and 5.3 with their bJ magnitudes 
represented by circles and their 1.4 GHz flux represented by squares. The QSOs are 
divided into five bins in bJ magnitude containing equal numbers of objects and these 
five bins in magnitude are plotted as different sized circles, with the brightest bin being 
represented by the largest circle. A similar scheme is used to display the radio flux of the 
QSOs, with the largest square representing the brightest bin. Note that there appears 
no obvious correlation between radio flux and bJ magnitude. This will be investigated 
further in the next section, where we consider the idea that samples that are selected 
at more than one wavelength should be considered with special interest when discussing 
statistical lensing. 
5.3 Double Magnification Bias 
The idea of magnification bias (Kovner 1989, Narayan 1989, Schneider 1989), the gravita-
tionallensing mechanism by which the distributions of galaxies and background QSOs can 
become correlated, has been discussed at length in this thesis (see Chapter 3). When un-
expectedly large correlations between galaxies and high-redshift QSOs were first observed 
(Webster et al. 1988), double magnification bias (Borgeest, von Linde & Refsdal 1991) 
emerged as a possible explanation of the size of the correlation. Recently, Wyithe et al. 
(2003) have reintroduced this argument in a more general form. It is worth taking time 
to discuss when correlations found between foreground galaxies and QSOs are likely to be 
enhanced by double magnification bias. In this section, we show under simple assumptions 
that such an enhancement is not likely to influence 2QZ QSOs. 
5.3.1 Background and Theory 
Narayan (1989) codified how an enhancement or deficit of QSOs around foreground galax-
ies would be related to gravitationallensing by 
1 N( <m+ 2.5logfL) 
q =-
1-L N(< m) (5.1) 
(see Appendix C), where q, the enhancement factor, is the number of (Jensed) QSOs 
expected around a galaxy compared to a random (or unlensed) QSO distribution. Here, 
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Figure 5.2: This figure displays the B1950 position of radio-loud QSOs in the 2QZ strip near the 
NGC. The bJ magnitude of each QSO is represented by a circle, with larger circles for brighter 
magnitudes. The 1.4GHz radio flux of each QSO is represented by a square, with larger squares 
for larger ftuxes. The sizes of the circles (or squares) reflects five bins in magnitude (or flux) with 
equal numbers of QSOs in each bin. 
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Figure .5.3: This figure displays the Bl950 position of radio-loud QSOs in the 2QZ strip near the 
SGC. The bJ magnitude of each QSO is represented by a circle, with larger circles for brighter 
magnitudes. The 1.4GHz radio flux of each QSO is represented by a square, with larger squares 
for larger fluxes. The sizes of the circles (or squares) reflects five bins in magnitude (or flux) with 
equal numbers of QSOs in each bin. 
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fL is the lensing magnification and N( <m) is the number of QSOs expected brighter than 
magnitude nL The cumulative number-counts N( <m) is well-approximated by a power 
law, with N(< m) ex loam (Boyle, Fang & Shanks 1988), so 
1 10a(m+2.5logJ1) 
q = _ = fl2.5cx-1 
fl loam (5.2) 
Borgeest, von Linde & Refsdal (1991) noted that the same effect is true at any wavelength. 
This means there is a fractional enhancement of QSOs magnified into a magnitude-limited 
sample for each passband. The magnification should be the same in each passband, as 
gravitational tensing is an achromatic effect. If a QSO has magnitude m 1 in one passband 
and magnitude m 2 in a second passband, then, under the assumption that the magnitude 
distributions in the two passbands are independent, the enhancement factor will be 
1 N(< m 1 + 2.5logJL) N(< m2 + 2.5logJL) q=-
fL N(< mi) N(< m2) (5.3) 
In general, the cumulative number-counts will not be the same in every passband but 
may be approximated by the power-law form N( < mi) ex 10cx;m;, in each pass band i. The 
enhancement factor will then become 
(5.4) 
which is the same as Equation 5.2, with a= 0'1 + a2. 
So, the magnification bias for a subsample of QSOs that is flux limited in two ( un-
correlated) passbands behaves as if it were enhancing a distribution of QSOs with a 
cumulative number-count power-law slope equal to the sum of the slopes in each pass-
band. This suggests an obvious test of whether a 2QZ-foreground cross-correlation signal 
is due to lensing, namely, that the radio-loud 2QZ subsample might display a different 
signal to the parent 2QZ population. In the rest of this section we will discuss whether 
we might expect correlations between galaxies and the 2QZ radio-loud subsample to be 
enhanced by double magnification bias. We will also discuss whether the selection of 2QZ 
QSOs in several (highly correlated) optical bands could influence lensing enhancements. 
5.3.2 Double Magnification Bias and the 2QZ 
Condon et al. (1998) have demonstrated that the cumulative number of NVSS radio 
sources of given flux, S, is well approximated by a power law of the form N(> S) ex s-!3. 
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This is equivalent to our usual power law form for magnitudes of N( < m) ex 10am with 
f] = 2.5a. In Fig. 5.4 we plot the cumulative number counts per square degree of sources 
of given flux in the 2QZ radio-loud sample. We determine the slope of the number-counts, 
a (equivalent to the slope of the power-law form for magnitudes) by interpolating between 
adjacent bins in logarithmic space to work out f3 (the flux power law slope) and converting 
to a. Our resulting values of the slope agree well with those derived by Condon et al. 
(1998) for all objects in the NVSS, who found a= 0.4 at around 35mJy flux. 
Two dashed lines are marked in Fig. 5.4, at a = 0.3, which is the faint-end optical 
number-counts slope and at a= 0.4, the value of the slope for which no lensing is expected. 
Several things can be taken from this plot. The slope is very shallow (a< 0.1) for radio-
loud QSOs fainter than about 7mJy (there are around 100 such QSOs in this sample). For 
a magnification of 1.5 (the magnification typical for a slope of a= 0.3 with enhancement 
factor 0.9), a slope of 0.1 would yield an enhancement factor of only 0.7. This means 
we might expect large deficits due to lensing at low radio fluxes (although we approach 
the completeness threshold of the NVSS at 2.5 mJy, so the slope will become artificially 
flat). However, this would not be the case when we take into account Equation 5.4. Due 
to double magnification bias, the expected slope for the tensing effect in a radio-and-
optically selected QSO subsample is the sum of the radio and optical slopes. As the 
optical number-count slope for 2QZ QSOs is never less than about 0.3, the actual lensing 
slope for the faintest radio sample is near 0.4, where no lensing effect is expected. This 
illustrates an even more important point for our purposes. As the radio counts never have 
a negative slope, the sum of the radio and optical slopes for the 2QZ sample can never 
be less than the optical slope. As we have seen in Chapter 3, if the value of a lowers, the 
QSO-galaxy correlation function decreases. This means that, under the assumption that 
the mdio and optical counts are independent, the radio-optical double magnification bias 
could never enhance an anti-correlation between QSOs and galaxies. 
It is worth noting that the simple double magnification bias can enhance the strength 
of the signal when a positive correlation is expected. In fact, the double magnification bias 
in radio-and-optically selected QSO subsamples will always somewhat increase positive 
correlations between QSOs and galaxies. Fig. 5.4 shows that the counts slope approaches 
0.75 for QSOs with radio fluxes larger than about lOOmJy. As the optically bright QSO 
slope is also around 0.75, the enhancement factor will more than double (for a magnifica-
tion of 1.5, as above) in a sample of QSOs that is bright in both radio and optical bands. 
Although such a sample of QSOs only comprises about 1 per cent of the 2QZ, there are 
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Figure .5.4: This figure shows the cumulative number-counts (per square degree) by flux of radio-
loud QSOs in the 2QZ as crosses, with Poisson error bars. The squares mark the value of the 
slope, o:, of the counts, determined by interpolating between adjacent bins of the number-counts. 
Dashed lines are drawn at o: = 0.3, corresponding to the typical faint-end slope of the optical 
number-counts, and o: = 0.4, the slope value for which no statistical lensing effect is expected. 
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326 QSOs with radio-fluxes (out of a total of 3814) in the SDSS EDR QSO catalogue 
(Schneider et al. 2002), meaning there should be more than 8000 radio-loud QSOs in the 
final SDSS catalogue. The SDSS radio-loud sample should ultimately be very useful in 
studying QSO-galaxy cross-correlations, although care must be taken when looking for 
the effects of double magnification bias, as the SDSS QSO sample has a complicated ra-
dio/optical selection procedure (Richards et al. 2002) and one should be circumspect in 
preparing a QSO subsample selected in both radio and optical bands rather than in either 
band. 
Much of this section has introduced double magnification bias under the assumption 
that the distribution of radio and optical fluxes of the considered QSO subsample are 
independent. Wyithe et al. (2003) have extended the discussion of double magnification 
bias arising from QSO samples that are correlated in different passbands. In Fig. 5.5 we 
show bJ magnitude plotted against radio flux for the 2QZ radio-loud sample. Although 
the distribution is highly scattered and looks fairly random, the two passbands are in fact 
highly correlated (at better than the 99 per cent significance level), having a Spearman 
rank correlation co-efficient of -0.154. In samples where passbands are correlated but with 
a great deal of scatter, Wyithe et al. (2003) argue that the expected enhancement due to 
magnification bias can be greatly altered in counterintuitive ways, that could, perhaps, 
lead to significant anti-correlations between QSOs and foreground lenses. Wyithe et 
al. (2003) further argue that such an alteration could be even more pronounced if the 
correlation between the passbands is non-linear. In Section 5.4, we will check the cross-
correlation between the radio-loud 2QZ subsample and galaxies, to search for any strong 
signal that would be hard to attribute to anything other than a lensing effect. 
5.4 QSO and Galaxy Cross-Correlation Functions 
The two-point angular correlation function (Peebles 1973, Hauser & Peebles 1973) quan-
tifies the joint probability of detecting two sources, separated by a given angular distance, 
within a given solid angle (see Appendix B). It is the main statistic of choice in studies 
of how QSO and galaxy distributions are related, although how the statistic is estimated 
varies considerably. In this section, we measure the cross-correlation between SDSS or 
APM galaxies and 2QZ (or 6QZ) QSOs. We study whether the signal may arise as a 
selection effect and consider different explanations for the signal. Notably, the expected 
evolution of the QSO-galaxy cross-correlation with redshift and (especially) magnitude 
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Figure 5.5: This plot illustrates the scatter of radio-flux against bJ magnitude for the 2QZ 
radio-loud sample. Although the distributions in the two passbands seem fairly random, they 
are actually significantly correlated, with a Spearman rank correlation co-efficient of -0.154. This 
could be important, as Wyithe et al. (2003) have determined that subsamples of QSOs selected in 
bands that are correlated with a great deal of scatter can result from counterintuitive magnification 
bias. Such subsamples may show enhanced lensing effects. 
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of the QSO sample is a strong prediction of the statistical lensing hypothesis, and is 
something we may be able to test with the 2QZ sample. 
5.4.1 Correlation Estimator and Errors 
To measure the two-point correlation function, w(B), we use the estimator derived by 
Peebles & Ha user (197 4), as discussed in previous chapters and defined in Equation 3.5. 
As there are far more sources in the galaxy samples used in this chapter then in the group 
catalogues considered in previous chapters, we produce random catalogues with only 10 
objects for every data point. The random catalogues have the same angular selection 
function as the considered data. As in previous chapters, we carry out the correlation 
analysis in 30 contiguous areas smaller than the full 2QZ survey, which correspond to 
plate boundaries in the APM. This process acts to reduce correlations that may arise from 
variable magnitude limits on individual plates across the APM survey. The 2QZ QSO 
sample we shall use throughout this chapter is as outlined in Section 4.3.3 of the previous 
chapter- the subsample of 2QZ QSOs with "11" quality spectroscopic identifications and 
redshifts greater than 0.4. 
In previous chapters we have introduced several error estimates on the correlation 
function, Poisson Error, Expected Poisson Error, Field-to-Field Error and Jackknife Er-
ror. We also outlined the method by which we calculate the covariance from Monte 
Carlo simulations of the data. We shall now briefly test these error estimates by creating 
100 Monte Carlo simulations with the same size and angular selection as the 2QZ QSO 
sample, cross-correlating them against the SDSS and APM galaxy samples, and compare 
the various error estimates to la standard deviations in the values of w( B) for the Monte 
Carlo simulations. 
In the lower panel of Fig. 5.6, we display the mean cross-correlation signal across the 
100 Monte Carlo simulations for the SGC QSOs (cross-correlated against APM galaxies), 
the NGC QSOs (cross-correlated against SDSS EDR galaxies) and the combined result 
for the two strips. The agreement between the NGC and SGC results is excellent- better 
than 12 per cent of the Monte Carlo error on the NGC mean over all scales. The deviation 
of the combined result from zero, the expected result for random samples, is similarly no 
more than 12 per cent of the combined Monte Carlo error over all scales. We note that 
the shot noise would comprise 10 per cent of the Monte Carlo error (as we have 100 
samples). Although the correlation function seems to begin to diverge on scales smaller 
than 0.3 arcminutes, the error is sufficiently large on these scales that we may consider 
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Figure 5.6: In the upper panel, we display error estimates on the correlation function for each 
of the equations mentioned in the text. The plotted estimates are the averages from 100 Monte 
Carlo simulations combined for the NGC and SGC strips. Also plotted are the Monte Carlo errors 
- the standard deviation of the 100 simulations. In the lower panel we plot the mean of the 100 
simulations for the NGC and SGC individually and for the NGC and SGC combined. 
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Figure 5.7: In the upper panel we display the error on the correlation function taken in ratio to 
the Monte Carlo error estimate, for each of the equations mentioned in the text. In all cases the 
errors are determined for the combined NGC and SGC sample. The dashed line at a'/O'Mc = 1 
(where the Monte Carlo estimate itself would lie) is drawn for comparison. The lower panel depicts 
the covariance between adjacent bins determined from 100 Monte Carlo realisations. 
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the correlation estimator probably valid on all of the scales plotted and certainly valid on 
scales larger than 0.3 arcminutes. Note that the consistency of the correlation estimator 
across all scales indicates that the software we use to calculate the estimator is robust. 
In the upper panel of Fig. 5.6 we plot the various error estimates outlined in this 
section. The general trend of the errors is in good agreement, although the Poisson error 
estimates begin to under-predict the value of the error (as compared to the Monte Carlo 
estimate) on larger scales. We assume that the Monte Carlo error represents a fair estimate 
of the true error on the correlation function. In Fig. 5.7 we plot the various errors taken 
in ratio to the Monte Carlo error. It is obvious that the Poisson error is an underestimate 
on even quite small scales and underestimates the error by as much as 50 per cent even 
on arcminute scales. The jackknife and field-to-field error estimates are much better and 
both constitute reasonable estimates of the error on scales from 0.2 arcminutes to nearly 
a degree. The field-to-field error, however, is perhaps a 20 per cent overestimate on 
larger scales, where the jackknife error remains in line with the Monte Carlo estimate. 
In Fig .. 5.7, we also plot the covariance between adjacent bins. The covariance is quite 
low - almost within the 10 per cent expected standard error arising from the 100 Monte 
Carlo simulations. Throughout the remainder of this section, we adopt the estimate of the 
correlation function defined by Equation 3.5, together with the jackknife error estimate 
of Equation 4.5 as both seem fair over the scales that we will probe. We will often quote 
the significance of results by estimating the correlation function and it's associated error 
in one "large" bin (usually out to 10 arcminutes), an approach that makes the, already 
quite low, covariance negligible. 
5.4.2 The Cross-Correlation of 2QZ QSOs and Galaxies 
In Fig. 5.8 we plot the cross-correlation of all 2QZ QSOs that meet our usual selection 
criteria ( z > 0.4 and 2QZ identification of "11") against SDSS EDR galaxies (in the 
region of the 2QZ NGC strip) and APM galaxies (in the region of the 2QZ SGC strip). 
The upper panel of Fig. 5.8 shows the cross-correlation individually for the NGC and 
SGC strips. Galaxies are anti-correlated with QSOs in both strips. The anti-correlation 
is slightly stronger in the NGC strip but not significantly so. In the lower panel of 
Fig. 5.8, we plot the cross-correlation for both "directions". A significant anti-correlation 
is detected irrespective of whether we centre on galaxies and count QSOs or centre on 
QSOs and count galaxies, indicating that our angular completeness masks consistently 
account for the angular selection of QSOs or galaxies. 
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If we bin the data displayed in Fig. 5.8 in a single bin of extent 10 arcminutes and esti-
mate the correlation function and (la) jackknife error, we find there is an anti-correlation 
of strength w( < 10') = -0.007 out to 10 arcminutes (about 1 h- 1 Mpc at the median 
galaxy redshift of 0.1.5). The significance of this result is 2.8a for Wqg and 2.2a for Wgq· 
Although the anti-correlation is slightly less significant for Wgq, it is also slightly stronger; 
w( < 10') = -0.008. It is unclear why the errors are slightly larger when the analysis is 
carried out centring on galaxies but it may simply be due to the fact that there are many 
more galaxies in the samples used than QSOs, so the background density of objects is 
better constrained. 
The anti-correlation displayed in Fig. 5.8 becomes very strong on small scales and 
agreement between the two "directions" of the correlation function is excellent. For 
instance, both Wqg and w9 q show an anti-correlation of strength -0.02 out to 3 arcminutes 
at 3a significance. Note that the innermost bin barely contributes to this particular 
signal, as it contains less than one-hundredth of the pairs in the bin at 2 arcminutes. In 
following sections, we will often display wq9 , the slightly weaker, slightly more significant 
result. This is mainly because ultimately, when discussing the anti-correlation in terms 
of lensing, we will compare the galaxy-galaxy auto-correlation, w99 , to wq9 , which shares 
the same random catalogue. It is useful, though, to have shown that there is a signifcant, 
consistent anti-correlation between QSOs and galaxies irrespective of which masks we use 
to compute the correlation function. 
5.4.3 Is the Anti-Correlation Between Galaxies and QSOs a Selection 
Effect? 
Certainly, there is a significant anti-correlation between galaxies and QSOs. It is natural 
to ask whether the signal arises during the process of constructing the QSO or galaxy 
catalogues. There are several obvious measurement procedures that might produce an 
anti-correlation between QSOs and galaxies. The initial construction of the 2QZ UVX 
target catalogue involved removing all objects that weren't stellar in appearance. Al-
though all "high" redshift (z ,<: 0.5) QSOs should be stellar in appearance, they may 
merge with foreground objects creating objects that look extended on images. A bright 
(bJ < 19.5) subsample of these extended images should end up in the 2dF Galaxy Red-
shift Survey (henceforth 2dFGRS) and thus appear in deficit in the 2QZ. It turns out that 
this influences separations between galaxies and QSOs on scales of about 8 arcseconds 
(Madgwick et al. 2002), much smaller than the scales we are probing. Restrictions on 
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Figure 5.8: This figure plots the cross-correlation of all QSOs in the 2QZ against SDSS EDR 
galaxies (in the region of the NGC 2QZ strip) and against APM galaxies (in the region of the 
SGC 2QZ strip). The upper panel displays the cross-correlation signal for the 2 strips individually. 
The lower panel displays the signal combined for both strips. The lower panel shows estimates 
for both "directions", centring on QSOs and counting galaxies (wqg) and centring on galaxies and 
counting QSOs (w9q)· Error bars represent lu jackknife errors. Labels note the number of objects 
of each population present within the confines of the 2QZ boundaries. Points within the same bin 
have been offset slightly for ease of display. 
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the placement of 2dF fibres means that the minimum angle between objects in any 2QZ 
field is about 30 arcseconds, which might mean a paucity of objects at small separations. 
This restriction would include QSO-galaxy separations as the 2QZ was carried out si-
multaneously with the 2dFGRS. However, the vast majority of fields in the 2dF survey 
were observed several times to overcome this problem and we have already suggested in 
Chapter 3 that restrictions on fibre separation have a minimal effect on 2QZ populations. 
The easiest way to judge measurement systematics in the 2QZ is to consider a control 
sample of objects that underwent identical data reduction as the QSOs but should display 
no cosmological signatures. There are 10,587 stars (with "11" identification quality) in 
the 2QZ catalogue. In Fig. 5.9 we plot the cross-correlation of these stars against our 
galaxy samples. The upper panel of Fig. 5.9 compares the cross-correlation estimate for 
the NGC and SGC 2QZ strips. The agreement is reasonable, although the NGC sample 
is slightly more positively correlated with galaxies across all scales. Note that we might 
not expect the stellar correlation functions to be zero on all scales - gradients exist in the 
stellar distribution as we pan across our Galaxy and these gradients are not recreated 
in the random catalogues. Such gradients may make the correlation signal higher or 
lower on average. However, we would expect the stellar signature to be flat across the 
scales of interest. This is highlighted in the lower panel of Fig. 5.9, where we display the 
star-galaxy and galaxy-star cross correlations. Unlike in the QSO-galaxy case, there is a 
discrepancy in the large-scale zero-point of the correlation function that depends upon the 
"direction" of the cross-correlation. When the random catalogue is constructed to match 
the stellar distribution, the zero-point of the correlation function drops significantly (to 
about -0.03). The large-scale value of the correlation function is zero when the random 
catalogue is constructed to match the galaxy distribution, which is free from (at least 
genuine physical) gradients. The key point, is that the correlation functions for stars and 
galaxies are flat across our scales of interest (deviating at most 0.5a from their respective 
zero-points on scales larger than() > 0.4 arcminutes), indicating that systematics in the 
construction of the galaxy and QSO samples are low, hence induce no false correlations in 
our QSO-galaxy cross-correlations. The innermost points (fJ < 0.4 arcminutes) plotted 
in Fig. 5.9 seem to genuinely deviate from the zero-point and may be representative of 
merged images, fibre placement signatures or some other systematic. We will continue to 
plot these points in figures in this section but will not consider them in any modelling 
analysis or quotes of the significance of a signal. 
For completeness, we display the cross-correlation between our galaxy samples and 
5. The Correlation of Faint QSOs and Foreground Galaxies 143 
0.1 
0 
_,-... I Q:) .._... "" m 3 
-0.1 
-0.2 
.. NGP: Nslar = 5620 x SGP: Nslar = 4967 
Ngal = 99617 Ngal = 183533 
0.1 ! • (,Jsg (e) 0 (,J gs( e) 
0 
Q:) 
.._... 
3 
-0.1 
-0.2 
1 10 
e(arcmin) 
Figure 5.9: This figure plots the cross-correlation of all stars in the 2QZ against SDSS EDR 
galaxies (in the region of the NGC 2QZ strip) and against APM galaxies (in the region of the 
SGC 2QZ strip). The upper panel displays the cross-correlation signal for the 2 strips individually. 
The lower panel displays the signal combined for both strips. The lower panel shows estimates 
for both "directions", centring on stars and counting galaxies (wsg) and centring on galaxies and 
counting stars (wgs). Error bars represent la jackknife errors. Labels note the number of objects 
of each population present within the confines of the 2QZ boundaries. Points within the same bin 
have been offset slightly for ease of display. 
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Figure 5.10: This figure plots the cross-correlation of some dominant populations of objects in the 
2QZ against SDSS EDR galaxies (in the region of the NGC 2QZ strip) and against APM galaxies 
(in the region of the SGC 2QZ strip). The upper panel displays the cross-correlation signal for 
2QZ White Dwarfs against galaxies (for the NGC and SGC strips combined). The lower panel 
displays the cross-correlation signal for 2QZ Narrow Emission Line Galaxies against galaxies (for 
the NGC and SGC strips combined). Error bars represent lcr jackknife errors. Labels note the 
number of objects of each population present within the confines of the 2QZ boundaries. Points 
within the same bin have been offset slightly for ease of display. 
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other dominant samples of objects drawn from the 2QZ, White Dwarfs and Narrow Emis-
sion Line Galaxies (henceforth NELGs), in Fig. 5.10. The upper panel displays the 
cross-correlation of 2QZ White Dwarfs and galaxies. Tantalisingly, there is a 2.0a anti-
correlation on 3-7 arcminute scales. We have seen an anti-correlation on these scales before 
in Chapter 3 and given that previous results in this section suggest no measurement sys-
tematics in our correlation estimator, it is worth considering if this slight but significant 
result could arise from a physical process. The obvious mechanism that would cause a 
deficit of galaxies around White Dwarfs is circumstellar dust distributed on average in a 
3-7 arcminute shell around the star. The average apparent magnitude of the sample of 
White Dwarfs displayed in Fig. 5.10 is bJ = 19.8. A fair median value for the absolute 
magnitude of a White Dwarf is about 13 .. 5 (Sion 1984, Liebert et al. 1988), which would 
place our White Dwarf distribution at an average distance of 180pc. At this distance, 
3-7 arcminutes translates into 0.15-0.35pc or about 30,000 to 70,000 AU from the central 
star, where one might expect to find Oort cometary cloud systems (Oort 1950, Hills 1981). 
White Dwarf systems have many similarities to our own, and Oort clouds around White 
Dwarfs have been proposed indirectly as an explanation for dust effects on scales much 
closer to White Dwarfs (Debes & Sigurdsson 1997). The idea that we have detected 
cometary clouds around White Dwarfs is, of course, highly speculative but is certainly 
worthwhile considering if the effect persists with larger significance in larger samples of 
White Dwarfs. 
In the lower panel of Fig. 5.10, we display the cross-correlation of NELGS against our 
galaxy samples. As might be expected due to general clustering of galaxes (65 per cent 
of NELGS in the 2QZ are at redshifts of z < 0.3), 2QZ NELGS are strongly positively 
correlated with other galaxy samples. 
The main point of this subsection has been to show that there are no measurement 
systematics that might contaminate the significant anti-correlation between 2QZ QSOs 
and galaxies. We will now consider cosmological explanantions for the anti-correlation. 
5.4.4 Cosmological Explanations For the Anti-Correlation Between QSOs 
and Galaxies 
An obvious physical effect, other than statistical lensing, that might be proposed as the 
cause of the anti-correlation between QSOs and galaxies is dust in galaxies obscuring 
background QSOs. This would lead to a dearth of QSOs around galaxies. Alternatively, 
If the anti-correlation is due to statistical lensing, we might be able to see the effects of 
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double magnification bias (see Section 5.3, above) in the radio-loud 2QZ sample. A second 
signature of statistical lensing we can check for is the evolution of the cross-correlation 
between galaxies and QSOs with the magnitude of the QSO sample. 
5.4.4.1 Is Intervening Dust the Cause of the Anti-Correlation Between QSOs 
and Galaxies? 
We can use colour information in the 2QZ to determine if intervening dust preferentially 
distributed around galaxies could remove QSOs from the 2QZ catalogue out to 10 arcmin-
utes ("' 1 h-1 M pc). Our method is similar to the correlation estimator of Equation 3.5 
but instead of counting the average number of QSOs in differential annuli around galaxies, 
we work out the average colour of QSOs in the same annuli. To check what the expected 
result for this procedure is, we perform a bootstrap analysis of the colours of QSOs around 
galaxies. We have created 1000 "scrambled" QSO catalogues that have the exact same 
positions and colours as the 2QZ sample but the colours are randomly matched to the 
positions. In essence, each QSO in the 2QZ has been randomly reassigned a new colour 
from the distribution of 2QZ QSOs. As is the norm for bootstrap analysis, the colours 
are selected with replacement to ensure a random element to the "scrambled" catalogues 
(see, for instance, Barrow, Bhavsar & Son ad a 1984). The average colour of QSOs in an-
nuli around galaxies is calculated for the scrambled QSO catalogues as for the real data 
and the median and (la) deviation across the 1000 scrambled results is determined and 
quoted as our expected value and errorbar. 
We can place limits on the amount of dust around galaxies along QSO lines of sight 
by considering the range of the error bars in any bin. Knowing the expected value on 
degree scales and the range of allowed measured values in each bin, we can calculate the 
allowed colour excess in a given bin for both sets of measured 2QZ colours, u - bJ and 
bJ- r. The colour excess, E(B- V), is defined 
E(B- V)= (B- V)oBs- (B- V)TRUE (5.5) 
for B - V colours, where "OBS" denotes the observed colour and "TRUE" the expected 
colour. Schlegel, Finkbeiner & Davis (1998) provide tables to convert from the colour 
excess to the amount of absorption by dust in magnitudes for many passbands. Schlegel, 
Finkbeiner & Davis (1998) base their absorption laws on the difference in reddening 
between local, lightly-reddened standard stars and more distant reddened stars in the 
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Figure 5.11: This figure places limits on the amount of "typical" dust that could account for 
the QSO-galaxy anti-correlation meeasured in Fig. 5.8. The upper two panels show the average 
colour of QSOs in bins centred on SDSS EDR galaxies (in the region of the NGC 2QZ strip) and 
against APM galaxies (in the region of the SGC 2QZ strip). Both the results for u- b1 and 
b1 - r colours are shown. Error bars in these panels represent the standard deviation (lcr) in 
1000 bootstrapped simulations with the same QSO positions as the 2QZ catalogue but scrambled 
colours. The lower panels translate these lcr error bars into limits on absorbtion in the b1 band 
(Ab 1 ). The absorption limits are translated into limits on the QSO-galaxy cross-correlation using 
a simple model outlined in the text. These limits are then displayed against the points and errors 
on Wqg from Fig. 5.8, represented by triangles. 
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Milky Way (Cardelli, Clayton & Mathis 1989, O'Donnell 1994). The reddened stars are 
chosen to sample a wide range of interstellar environments (Fitzpatrick & Massa 1990) 
and Schlegel, Finkbeiner & Davis (1998) demonstrate that their dust laws excellently 
reproduce the reddening (as compared to the Mgii index) of a sample of nearly 500 
elliptical galaxies that have broad sky coverage. However, by design, the absorption 
law used by Schlegel, Finkbeiner & Davis (1998) only applies to the Milky Way Galaxy. 
There is no reason to believe that other galaxies have the same dust laws as our own. 
In fact, although the Magellanic Clouds have been shown to have similar absorption 
laws to the Milky Way (Koornneef 1982, Bouchet et al. 1985), other local (z:S 0.03) 
galaxies have been shown to have "greyer" absorption laws (Calzetti, Kinney & Storchi-
Bergmann 1994, Kinney et al. 1994), meaning that more dust absorption is expected for 
the same amount of reddening (at optical wavelengths). When quoting results based on 
the dust laws used by Schlegel, Finkbeiner & Davis (1998), we will often add the caveat 
that we are assuming "typical" dust, by which we mean a dust law that is typical for the 
Milky Way Galaxy, rather than the greyer law derived by Calzetti, Kinney & Storchi-
Bergmann (1994). We can demonstrate that the Calzetti, Kinney & Storchi-Bergmann 
(1994) absorption law is not significantly different to the Milky Way absorption law, for 
our purposes. The B - V colour excess may be characterised by the equation 
Av E(B- V)= As- Av = -
Rv 
(5.6) 
(Schlegel, Finkbeiner & Davis 1998), where Rv is a function of the particular absorption 
law studied. Bolzonella, Miralles & Pell6 (2000) derive the values Rv = 3.1 for the 
Milky Way (see also Schlegel, Finkbeiner & Davis 1998) and Large Magellanic Cloud, 
Rv = 2.72 ± 0.21 for the Small Magellanic Cloud and Rv = 4.05 ± 0.80 for a Calzetti, 
Kinney & Storchi-Bergmann (1994) absorption law. Given that Ab1 = 0.72As + 0.28Av 
(Schlegel, Finkbeiner & Davis 1998) it is straightforward to show that assuming a Milky 
Way absorption law underestimates the absorption in the bJ band by only "' 25 per cent 
compared to the greyer Calzetti, Kinney & Storchi-Bergmann (1994) law. 
We convert our colour excesses into absorption assuming the Milky Way dust law used 
by Schlegel, Finkbeiner & Davis (1998). We then convert our la limits on absorption 
into a limit on the correlation function using a simple model outlined in Boyle, Fang 
& Shanks (1988). The correlation function, w is equivalent to one subtracted from the 
enhancement factor, q. Dust around galaxies will cause an absorption of a given number 
of magnitudes (which we calculate from our measured allowed colour excesses) that will 
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alter the magnitude limit of the QSO number-counts close to galaxies 
w(B) + 1 = q = N(< m)cai(B) 
N( < m)Field 
N(< m)Field- Ab1 (B) 
N( < m)Field 
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(5.7) 
where N( <m) represents the integrated number-counts by magnitude, Ab1 is the absorp-
tion in the bJ band and the subscripts "Gal" and "Field" represent values near to galaxies 
and in the field, respectively. Equation 5.5 can easily be simplified if the number-counts 
are represented by a power law (c.f. Equation 3.13) but to be exact, we will simply use 
the full fitted (SPL) form of the number-counts of 2QZ QSOs displayed in Chapter 2 
above. 
We now have a simple model that converts the error on our measurement of the average 
colour of QSOs near galaxies into a limit on the observed anti-correlation due to dust. In 
the upper two panels of Fig. 5.11, we show the average colour of QSOs around our galaxy 
samples with bootstrapped error bars, for both colours available in the 2QZ catalogue. 
A solid line marks the expected value from our scrambled simulations. Except, perhaps, 
for the two innermost bins, which we have mentioned in Section 5.4.3 could arguably be 
discarded from our analysis, there is no significant deviation in the colour of QSOs from 
the expected value. Note that the reddening displayed in the innermost bins of the u- bJ 
colours correspond to an increase to the blue in the bJ - r colours, further suggesting 
it is a small-scale measurement artefact rather than due to dust. In the lower panel of 
Fig. 5.11, we translate the bootstrapped error bars into limits on absorption by dust 
around galaxies. The solid u - bJ and clashed bJ - r lines in the lower panel represent 
the la limit on the anti-correlation clue to dust allowed by our colour limits. The anti-
correlation between QSOs and galaxies measured in Fig. 5.8 is plotted for comparison. 
The la limits allowed by dust are insufficent to account for the anti-correlation between 
galaxies and QSOs, in fact, the bJ - 7' limits are ruled out at a 2a level and could only 
account for about 30 per cent of the anti-correlation between QSOs and galaxies (out 
to 10 arcminutes). Acknowledging the proviso that we have only considered dust laws 
representative of our own Galaxy, we conclude that dust around galaxies can not account 
for the anti-correlation between QSOs and galaxies but can we find definitive evidence 
that gravitational lensing is responsible? 
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Figure 5.12: This figure shows the cross-correlation between galaxies and a radio-selected sub-
sample of the 2QZ. All cross-correlations are carried out against SDSS EDR galaxies (in the region 
of the NGC 2QZ strip) or against APM galaxies (in the region of the SGC 2QZ strip). The points 
mark the cross-correlation signal for radio-loud 2QZ QSOs against galaxies (for the NGC and SGC 
strips combined). Error bars represent la- jackknife errors. Labels note the number of galaxies 
and Radio-loud QSOs present within the confines of the 2QZ boundaries. 
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5.4.4.2 Double Magnification Bias Revisited 
In Section 5.3 of this chapter, we introduced the concept of double magnification bias 
(Borgeest, van Linde & Refsdal 1991) and presented arguments that at the simplest level 
we would not expect this signature of lensing to be seen in a radio-loud subsample of 
the 2QZ but that some authors (Wyithe et al. 2003) have argued that it might arise in 
subsamples selected in passbands that correlate but with a great deal of scatter, which we 
showed to be the situation with radio-loud optically-identified 2QZ QSOs. In Fig. 5.12 
we show the cross-correlation of our galaxy samples with radio-loud QSOs. We measure 
a strong anti-correlation between these samples out to 5 arcminute scales; Wqg ( < 5') = 
-0.08. This anti-correlation is significant at the 3.3a level (99.9 per cent significance). It 
may be the case that this strong anti-correlation (over and above that seen in the full 2QZ 
optically-selected QSO sample) merely arises as the effect of a particularly shallow slope 
in the radio-loud QSO number-counts, rather than any genuine double magnification bias, 
although Fig. 5.4 would suggest not. Tentatively, we suggest that double magnification 
bias is a mechanism that could induce a strong signal in a subsample of QSOs selected in 
both the radio and optical. We have no other explanation, beyond a statistical fluke, for 
the strong dearth of radio-loud QSOs around foreground galaxies. 
5.4.4.3 Evolution of the Cross-Correlation Signal With Magnitude and Red-
shift 
Perhaps the key prediction of the statistical lensing hypothesis as regards the relative 
distribution of QSOs around galaxies is the effect of the magnitude of the QSO sample on 
the cross-correlation signal. Equation 5.2 predicts an enhancement of QSOs near tracers 
of foreground lenses when the slope of the QSO number-magnitude counts is greater than 
0.4 and a deficit of QSOs around the same lenses when the slope is less than 0.4. In Chap-
ter 2, we displayed the QSO number-counts by magnitude. The "knee" of the magnitude 
distribution, where the slope is 0.4, lies around bJ = 19.1 to bJ = 19.6. A very simple 
model would suggest that, under the assumption that lensing magnifies QSOs about a 
magnitude fainter than the sample limit, we might expect a positive correlation between 
QSOs and galaxies up to a (QSO) bJ magnitude of around 18.1-18.6, no correlation be-
tween QSOs and galaxies in the range 18.1-18.6 to the knee of the magnitude counts, and 
an anti-correlation between QSOs and galaxies fainter than about bJ = 19.6. 
At the time of writing, no author has yet shown the evolution of the QSO-galaxy cross-
5. The Correlation of Faint QSOs and Foreground Galaxies 152 
0.2 I I I I 
• 2QZ 
( o 6QZ .-. 
~ 
-
.. Arbitrary Bin Size 
-
....... 
s 0.1 
() 
s.... 
<0 
0 
,--; 
II I I ~ .,.. L_l_ I 1 ! ~! I • t '!" 
V 
CI) 0 ...__.., 
"" a' 3 
-0.1 I I I I 
17 18 19 20 
bj 
0.2 
.-. 
X 2QZ ~ 
....... 
s 0.1 
() 
s.... 
<0 I 0 .....-< 
V 
CI) 0 I ...__.., ~ 
3 
-0.1 
0 1 2 3 
z 
Figure 5.13: This figure concerns how the cross-correlation of 2QZ QSOs against SDSS EDR 
galaxies (in the region of the NGC 2QZ strip) and against APM galaxies (in the region of the 
SGC 2QZ strip) depends on b1 magnitude and redshift. The upper panel displays the cross-
correlation signal measured out to 10 arcminutes for subsamples of 2QZ QSOs in bins of extent 
b1 = 0.4mag. 2QZ QSOs are marked as filled circles, 6QZ as open circles. We have also divided 
the data into three bins of "arbitrary" size, representing the bright-end, the knee and the faint-end 
of the QSO number-magnitude counts. These points are marked as triangles. The lower panel 
displays the cross-correlation signal measured out to 10 arcminutes for subsamples of 2QZ QSOs 
in bins of redshift extent z = 0.4. Error bars represent 10' jackknife errors. 
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correlation signal with magnitude from a positive correlation at bright QSO magnitudes to 
an anti-correlation at faint magnitudes, although some authors have shown the transition 
from a positive correlation to zero correlation (Williams & Irwin 1998, Gaztaiiaga 2003). 
This is mainly a problem of QSO sampling - as yet no single survey spans the QSO 
magnitude distribution in a manner that produces significant numbers of QSOs at both 
bright and faint magnitudes. The combined area and depth of the 2QZ and 6QZ allows us 
to trace the evolution of the cross-correlation between QSOs and galaxies with magnitude 
for the first time. In the upper panel of Fig. 5.13 we show the evolution of the QSO-galaxy 
cross-correlation signal (measured out to 10 arcminutes) in (differential) 0.4 mag bins 
spanning the range 16.25 < bJ < 20.65. QSOs are taken from the 2QZ for bJ > 18.25 and 
from the 6QZ survey for bJ <18.2.5. The system of binning was chosen so that significant 
numbers of QSOs would still be in bright bins, while ensuring that no single bin spanned 
the two surveys. This leaves two smaller bins with data in them spanning 20.65 < bJ < 
20.85 and 16 < bJ <16.25, completing the range of the surveys. The brightest bin has 
essentially no data in it and is not plotted in Fig. 5.13. There is a loose trend in the data 
suggesting that the brightest QSOs are positively correlated with our galaxy samples (at 
the 2.2a level for bJ <16.65) and the faintest QSOs are anti-correlated with our galaxy 
samples (at the 2.3a level for bJ > 19.85) and there is no significant result for the remainder 
of the magnitude range. We do not trust the signal in the brightest bin - there are only 
a handful of objects in this bin and the positive correlation is likely a statistical fluke. 
We have additionally created three "arbitrary" bins, chosen both to increase the number 
of QSOs in the brighter bins and to reflect the "bright" QSO sample, the "knee" QSO 
sample and the "faint" QSO sample, or where statistical tensing would predict a positive 
correlation, no correlation and an anti-correlation. These "arbitrary" bins are plotted 
as triangles in Fig. 5.13. Although there remains a significant anti-correlation ( -0.006 at 
2.1a) in the faintest bin ( bJ > 19.60) and the signal has an insignificant trend towards the 
positive at brighter magnitudes, we cannot say with any confidence that we have detected 
the full evolution of the cross-correlation signal with magnitude predicted by statistical 
tensing. This is not necessarily surprising, as there are very few objects in the 6QZ and 
only 256 QSOs brighter than (bJ =18.1) that meet our usual redshift and identification 
quality selection criteria.. Nevertheless, we do see a trend away from anti-correlations for 
brighter samples, in line with the statistical lensing hypothesis. 
In the lower panel of Fig. 5.13, we show the evolution of the cross-correlation of 2QZ 
QSOs against our combined galaxy samples with redshift in differential bins of z = 0.4. 
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The simple lensing model outlined in Section 3.4 predicts no detectable trend in the cross-
correlation signal with QSO redshift. We might expect a stronger signal at larger redshifts, 
simply because we will on average sample fainter QSOs in these bins and will thus observe 
the signature of changes in magnitude in the redshift distribution. Indeed, we see a 
reasonably consistent anti-correlation for all redshift bins and the signal is slightly stronger 
at high redshifts but not significantly so. The lowest redshift QSOs are significantly 
correlated with our galaxy samples, no doubt due to genuine clustering at these redshifts, 
justifying our cut of z < 0.4 in other analyses throughout this chapter. 
In this section, we have shown that there is a significant anti-correlation between faint 
QSOs and galaxies. This signal does not arise as a systematic effect of how the QSO 
samples are selected. We rule out the possibility that the majority of the signal is clue to 
dust distributed around galaxy groups at the 2a level by comparing bJ- r QSO colours 
in the field and close to galaxies, with the caveat that the dust is distributed randomly 
and obeys dust laws typical for our Galaxy. We have shown that the anti-correlation is 
consistent with the predictions of statisticallensing, both in terms of the evolution of the 
correlation signal with QSO magnitude and the effect of double magnification bias on the 
radio-loud 2QZ QSO sample. We will now model the anti-correlation on the basis that it 
is due to statistical lensing and consider cosmological implications. 
5.5 Statistical Lensing Models 
In this section, we outline two lensing models we shall use in describing the anti-correlation 
between QSOs and galaxies. Both models work by comparing the cross-correlation of 
QSOs and galaxies with the auto-correlation of galaxies to determine the biasing of galax-
ies with respect to the mass that the QSO light traces. The first, based mainly on the 
work of Williams & Irwin (1998) uses a simple linear biasing prescription to relate fluctua-
tions in the foreground mass distribution to QSO magnification. Williams & Irwin (1998) 
have shown that this simple model agrees well with more complicated simulations (Dolag 
& Bartelmann 1997, Sanz, Martfnez-Gonzalez & Benftez 1997). The second model, due 
to Gaztaiiaga (2003), is appropriate for both linear and non-linear biasing prescriptions 
and makes excellent use of the formalism that has evolved over the last few decades to 
model galaxy-galaxy auto-correlations - see, for instance, (Peebles & Groth 1976, Groth 
& Peebles 1977, Fall 1979, Fry 1986, Balian & Schaeffer 1989, Gaztafiaga & Yokoyama 
1993, Gaztaiiaga 1994) and many other authors referenced therein. 
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5.5.1 Linear Bias Model 
The convergence of lensing matter is defined as (see Appendix C) 
r,;(B) = E(Dt, B) 
Ec,.(Dt, Ds) 
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(5.8) 
where E(Dt, B) is the surface mass density of the lensing material. The critical mass 
surface density is defined 
(5.9) 
for (angular diameter) lens distance D1, source distance Ds and lens-source separation 
Dts, where c is the speed of light and G is the gravitational constant. Angular diameter 
distances can be calculated from redshift (see Appendix A). Hence Ecr(z, zs) is a function 
of the redshift of background source QSOs (zs) and of the foreground lensing matter (z). 
We take Zs = 1.5, the median redshift of the 2QZ, for the background source redshift. 
Although this seems a rather extreme approximation of the actual distribution of QSOs, 
Bartelmann & Schneider (2001) suggest it is fair. It is not completely straightforward 
to calculate the angular diameter distance between two distinct redshifts. We determine 
the term Dts using the approach of Kayser, Helbig & Schramm (1997). We calculate all 
distances in this thesis assuming a smooth (homogenous) universe. 
Williams & lrwin (1998) model the dark matter as a uniform, smooth-universe slab 
that extends over the redshift range z = 0 to z = Zmax· Lensing arises in the slab due 
to fluctuations in the matter density around the uniform mean density of the slab. We 
will characterise the mean projected fluctuations from z = Zmax to z = 0 within the 
slab by 6(B) (the projected angular density contrast of the lensing matter). The effective 
convergence due to ang,ular fluctuations in the tensing matter is then h:ef 1 (B) = itd (B), 
where it is the mean convergence of the lensing slab. We define it using Equation 5.9 as 
it= t(z)/Ecr.(z, z5 ), where z is now the redshift of the lens at angular diameter distance 
By definition, the average mass density of the Universe at redshift z = 0 is Pcritrlm. 
Note that Pc,·it is not related to Ec,.(z, z5 ), the former being the critical density of the 
Universe, the latter being the critical density necessary for strong lensing to occur (see 
Appendix A and Appendix C). In the matter-dominated era, the density of the Universe 
is inversely proportional to the cube of the scale factor (see Appendix A), so the average 
mass density of the Universe at redshift z is Pcritrlm (1 + z) 3 . The extent of a lensing slab 
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is the time taken by a light ray to traverse it, cdt, where t(z) is a function of redshift, so 
the mass density of an infinitely thin slab of matter at redshift z is 
- 3 3H5c 3 L.:(z) = PcritSlm(1 + z) cdt = -G Slm(1 + z) dt 87r (5.10) 
and, combining Equation 5.10 with equations from the previous two paragraphs, the 
effective convergence due to angular fluctuations in the mass density of a slab of matter 
that extends from the observer at z = 0 to redshift Zmax is 
f:(z) 
"'eJJ(O) = R8(0) = ..., ( ) 8(0) LJcrZ,Zs (5.11) 
where, we remember, 8(0) is the projected angular density contrast of the lensing matter, 
and 
R = 3H5cszm {zmax (1 + z) 3 ~dz 
81rG Jo L.:cr(z, Zs) (5.12) 
The factor dtjdz is derived in Appendix A. 
Equation 5.11 allows us to calculate the convergence due to angular density fluctua-
tions in the lensing slab in terms of the properties of the lensing slab ( Zmax, 8) the lensed 
source (zs) and cosmological parameters (Slm, nA, Ho). We now relate this convergence 
to the correlation functions. 
When we centre on a galaxy and count the average number of galaxies around it, 
the enhancement of the galaxy number density over the average can be expressed as 
(Bartelmann 1995) 
nc(O) - (nc(O)) = M(O) 
(nc(O)) (5.13) 
where b is the (scale-independent) linear bias parameter. We will call this ww(O), as it is 
not the same thing as the galaxy-galaxy auto-correlation but approximates it in the case 
of searching around a single galaxy. The projected angular density contrast of the lensing 
matter, 8(0), from Equation 5.13 can be substituted into Equation 5.11 to give 
"'ef J(O) = R8(0) = Rww(O) 
b 
where R, the mean convergence of the lensing slab, is given by Equation 5.12. 
(5.14) 
The last step in this modelling process is to express the convergence due to the pro-
jected density fi uctuations within the lensing slab in terms of the magnification of the 
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lensed sources. The magnification may be written in terms of the determinant of the 
lensing matrix (see Appendix C). For point source images (which exhibit no shear) there 
is a direct relation between magnification and convergence 
1 2 3 
fl = (1- ~i:)2 = 1 + 21\: + 31\: + 41\: + ..... (5.15) 
In the weak lensing approximation, the convergence is small and the second order terms 
are negligible. So, the magnification clue to lensing by fluctuations in the matter distri-
bution of a slab extending out from z = 0 to z = Zmax is, substituting for h:eff from 
Equation 5.14 
~w(O) 
p(O) = 1 + 2~i:eJJ(O) = 1 + 2 b (5.16) 
The enhancement of the QSO number density over the average around any galaxy is 
given, for the QSO integrated number-counts with slope a, by Equation 5.2, above. So, 
in the weak lensing approximation, we have 
(5.17) 
Again noting that the convergence is small in the weak lensing approximation and taking 
the linear terms of a Taylor expansion 
2~w(O) 
1 + w1Q(0) = 1 + (2.5a- 1) b (5.18) 
Although this is an approximation based on counting the distribution of galaxies and 
QSOs around a particular galaxy, if we ensure that the same galaxies are being used 
when calculating the correlation function it is fair to write 
2- (0) 
w9 q ( 0) = (2.5a - 1) h:Wgg b (5.19) 
where w9 q ( 0) is now the cross-correlation of QSOs and galaxies and w99 ( 0) is the galaxy-
galaxy auto-correlation. Other than the bias parameter, the cosmology is contained in the 
(climensionless) mean convergence R, defined in Equation 5.12. The QSO number-counts 
are included as the power-law slope, a. As mentioned at the start of this section, this 
model compares extremely well with detailed simulations (Williams & Irwin 1998). It 
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is relatively easy to extend Equation 5.19 to a simple model of scale-dependent bias, by 
expressing w9 q ( 0) and w99 ( 0) as power laws with angular dependency; w( 0) = AB"; and 
extrapolating the angular dependence, if any, of the bias. 
5.5.2 General Model 
Gaztaiiaga (2003) has produced a comprehensive model of galaxy-QSO cross-correlations 
based on standard, widely accepted galaxy clustering theory. The model should also be 
valid for a non-linear biasing prescription, which is important in this work as bias is 
likely scale-dependent on small ( < 10 h -l M pc) scales (Blanton et al. 1999) and N-body 
simulations suggest the matter distribution becomes highly non-linear on sufficiently small 
scales (Hamilton et al. 1991, Peacock & Dodds 1996, Smith et al. 2003). The model also 
allows for realistic redshift distributions for the QSO and galaxy distributions, meaning 
there is no ambiguity of just how far in redshift to integrate the lensing matter out to. 
In this section, we reproduce the theory of Gaztaiiaga (2003) from a number of different 
sources to illuminate its origins and relevance. 
5.5.2.1 Mass fluctuations 
Peebles & Groth (1976), (see also page 216 of Peebles 1980, or Equation 7.72 of Peebles 
1993) have shown that for (three-dimensional) correlation functions that are well-fit by 
the power-law form 
~(r) = (rro)" (5.20) 
(where r 0 is the scale-length of the fit), the volume-averaged integral over a sphere of 
radius R (with top-hat smoothing) is 
- 1 {R (To)" 72 ~(R) = V 2 Jo dV1dV2~(h- ,.21) = R (3 _ 1 )(4 _ 1 )(6 _ 1 )2, (5.21) 
Often, for comparison to simulations, mass fluctuations are measured on a scale corre-
sponding to a sphere of 8 h- 1 M pc and characterised by the parameter a 8 (see, e.g.; White, 
Efstathiou & Frenk 1993; and references therein). We, however, will measure on a scale 
of 0.1 h-1 M pc (consider Gaztaiiaga 1995) 
~(R) = 0"6_1 ( 0.1 h~Mpc)" (5.22) 
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with 
2 72 ( ro )"'~ 
ao.l = (3- !)(4- 1)(6- !)2"'~ 0.1 h-1Mpc (5.23) 
as at the median depth of our galaxy samples (z"' 0.15), 1 arcminute is about 0.1 h- 1Mpc. 
These equations express the three-dimensional correlations of mass (or, for our purposes, 
underlying lensing matter) as a power law, and all of the terms, ro, /, ao.1 etc., refer to 
the underlying lensing mass. Gaztaiiaga (2003), (see the appendix of Gaztaiiaga 2003 
and also Fry & Gaztaiiaga 1993), has shown that a good power-law expression for both 
linear and non-linear biasing of galaxies is 
b(R) = bo.l ( 0.1 h~Mpc) "Yb (5.24) 
and further shows that the galaxy-averaged correlation function can thus be expressed in 
terms of the mass-averaged function of Equation 5.22 as 
c (R) - b2 2 0.1 pc 
( 
h-lM ) "Y+2"Yb 
<,G - 0.1 ao.l R (5.25) 
5.5.2.2 Projection 
Limber (1953) first discussed the projection of three-dimensional density functions into 
purely angular distributions and his theory was developed for cosmological applications 
by many other authors (Totsuji & Kihara 1969, Phillipps et al. 1978, Fall1979). Groth & 
Peebles (1977) proposed the "E" form of the correlation function to describe the evolution 
of clustering with redshift 
~ ( r) = ( ~~ ) 'Y ( 1 + z) -3+€ (5.26) 
If the umverse is composed of physically invariant clusters then E = 0. This is often 
called "stable clustering" as the cluster evolution is fixed in proper coordinates. Note 
that the clustering appears to grow with time for E = 0, as the expansion of the universe 
leads to an increase in the size of the voids between the physically invariant clusters. If 
E = 1 - 3, the clustering is fixed in comoving coordinates and clusters expand in check 
with the universe, meaning clustering does not increase with time. If E > 0 then clustering 
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grows with time in proper coordinates, as would be expected due to gravitational infall. 
N-body simulations suggest that, for a ACDM cosmology, there is no single value of 
E that fits the evolution of the clustering of dark matter out to z r-v 6, although E r-v 
0.8 is the best approximation. At smaller scales, O;S z;S 0.5, linear theory predicts E = 
-0.15 for an nm = 0.2, nA = 0.8 cosmology (see table 2 of Carlberg et al. 2000). The 
observational evidence does not constrain E particularly well (Wilson 2003), mainly due 
to difficulties in selecting uniform samples and in converting measurements of the galaxy-
galaxy auto-correlation into the correlation of the underlying mass. It has been suggested, 
on theoretical considerations, that stable clustering should hold on small scales, in the 
highly non-linear regime (Hamilton et al. 1991, Peacock & Dodds 1994), a proposition 
that may or may not be true (Smith et al. 2003). For the purposes of this model, we 
shall assume that E = 0 for small-scale correlations of lensing matter, at least at the low 
redshifts (z r-v 0.15), where our galaxy samples reside. 
For our purposes, Equation 5.26, as was the case for Equation 5.22, represents the 
three-dimensional correlation function of lensing dark matter. The two-dimensional pro-
jection of Equation 5.26 (i.e. the angular correlation function) is (Groth & Peebles 1977, 
also section 56 of Peebles 1980) 
w(O) = A01-" (5.27) 
where 
A- r· ')' r(1/2)r(!' /2- 1/2) I~ x 5-"dx4>(x)2(1 + z)f-3 
-
0 f(l/2) Uooo x2dx4>(x)F (5.28) 
for a flat cosmology, where x is the comoving distance (see Appendix A) and r is the 
gamma function. The comoving distance is easily converted into redshift for a given 
cosmology (see Appendix A). When measuring correlation functions we express 0 in ar-
cminutes, so it is worth noting that 0 is expressed in radians in Equation 5.27. 
In terms of survey redshifts, the selection function is Iooo x2dx4>(x) = I~ cLJ: dz (see, 
e.g., Efstathiou et al. 1991 or Wilson 2003), where N is the number of objects in the 
survey. Substituting this into Equation 5.28 and transforming into comoving coordinates 
(5.29) 
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We normalise the denominator so that JJ: ~~ dx = 1. We can determine the comoving 
selection function (also called the weight function )from the survey redshift distributions 
(plotted in Fig. 2.6 of Chapter 2) given that 
x' dN z' dN la dx dx = la dz dz (5.30) 
Finally, if we substitute into Equation 5.29 for r 0 from Equation 5.23 we find the angular 
mass correlation is 
(5.31) 
where 
(5.32) 
and 
B ( ) _ (3- !')(4- !')(6- 1')2"~ r(1/2)r('Y/2- 1/2) 
0
"
1 
'Y - 10"~72 r( 'Y /2) (5.33) 
The factor 10'Y in the denominator arises as r·0 is expressed in h-1 Mpc in Equation 5.29 
but r 0 is expressed in 0.1 h-1Mpc in Equation 5.23. We will also consider a model where 
this factor is 5'Y and the bias and mass fluctuations are considered to be measured on 
0.2 h-1Mpc scales, to compare our results to Gaztaiiaga (2003). Even though Gaztaiiaga 
(2003) considered a galaxy distribution with the same scale as ours, they also consid-
ered a distribution with a median redshift of 0.35, which would have an angular extent 
0.3 h-1 M pc at 1 arcminute, so chose a scale of 0.2 h-1 M pc for their analysis. As this factor 
in the denominator makes B('Y) dependent on the scale of the mass fluctuations that are 
being considered, we will denote it B0 .1 ('Y), to remind the reader that it is scale-dependent. 
We will denote A('Y) by A(0.1 h-1Mpc, 'Y) for the same reason. 
5.5.2.3 Magnification Bias 
It is simple to express the projected angular fluctuation (or density contrast, 8) of galaxies 
integrated along any line of sight, in terms of the density contrast at any point along that 
line of sight and the number of galaxies, as a function of comoving coordinates 
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lo
xH dNo 
r5a(B) = dx-d-c5a(B, x) 
o X 
(5.34) 
where we have specified ~~ with a subscript "G" as the galaxy selection function in 
x-space and the subscript "H" refers to the cosmological horizon. 
Projected fluctuations in QSO numbers due to tensing (discussed in length in this the-
sis as magnification bias) are characterised by the enhancement factor, q, of Equation 5.2, 
a measure of the number of lensed QSOs compared to the unlensed population 
r5 (B)= nQ(B)- (nQ(B)) = q _ 1 = f-l2.5a-1 _ 1 11 (nQ(B)) (5.35) 
where the subscript J-L denotes the density contrast due to magnification bias and a is the 
power-law slope of the QSO number-magnitude counts. In the weak lensing approximation 
(see Equation 5.15) we can relate the fluctuations due to lensing to the convergence 
(Bartelmann 1995, Bartelma.nn & Schneider 2001, Menard & Bartelma.nn 2002) 
(5.36) 
where "'eJJ(B), the convergence due to fluctuations in the expanse of tensing matter, is 
determined from the cosmologica.l form of Poisson 's Equation, as discussed in Appendix C 
(Bernardeau, van Wa.erbeke & Mellier 1997, Ba.rtelmann & Schneider 2001, Guimaraes 
2002, Mena.rd & Bartelmann 2002, Gaztaiiaga 2003) 
1XR dNQ dx-d-"'eJJ(B,x) o X "'ef 1 (B) (5.37) 
3H;2~m fXH dx(1 + z)xc5(B, X) JXH dx'X' ~X ddN? 
c Jo x X X (5.38) 
where d~g is the QSO selection function in comoving coordinates, determined as for 
Equation .5.30. The term c5(B, x), the density contrast of the underlying lensing matter, 
enters Equation 5.38 through Poisson's Equation (see Appendix C). The density contrast 
due to magnification bias may then be expressed as 
3H020. laxH JxH x'- x dNQ (2.5a- 1) m dx(1 + z)xc5(B, x) dx'-' -' -
c2 0 X X1 dx' 
(5.39) 
fXH lo dxc:(x)c5(B, x) (5.40) 
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Where we have deliberately expressed the lensing density contrast in a form similar 
to Equation 5.34, allowing us to define the lensing efficiency (Bernardeau, van Waerbeke 
& Mellier 1997) as 
. 3Ho2 f2m / 00 1 X1 - X dNQ E(x) = (2.5a- 1) 2 (1 + z)x dx --,--~-, 
c X X c.x 
(5.41) 
By analogy with Equation .5.34, the c(x) is the selection function of the lensing effect in 
comoving coordinates. 
5.5.2.4 Correlation Functions 
As outlined in Gaztanaga (2003), the equations derived in this section allow us to model 
the galaxy-galaxy auto-correlation and galaxy-QSO cross-correlation. Equations 5.25,5.31 
and 5.32 dictate that 
Wgg ( 0) 
A99 (0.1 h- 1Mpc) 
(5.42) 
(5.43) 
where Bo.d!) is given by Equation 5.33. The QSO-galaxy cross-correlation is similarly 
characterised by Equations 5.2.5, 5.31, 5.32 and 5.41 as 
Wgq ( 0) 
A9 q(O.l h- 1 M pc) 
2 b 111 --r--rbA (0 1 h- 1M ) a 0 .1 o.1u gq . pc 
{
00 (dNa) Bo.1 (!+/b) Jo dx dx c(X)X1--r--rb (1 + zr-3 
(5.44) 
(5.45) 
where c(x), the lensing selection function, is expressed in Equation 5.41. c(X) is typically 
less than 1 per cent of d:!x_c, which has often led to the prediction that w9 q should only be 
observed to be a tiny fraction of w99 (Dolag & Bartelmann 1997). 
The measurables are a (the slope of the QSO number-magnitude counts) and 1 and 
/b which are easily determined from the slopes of the correlation functions. If /gg and 
/gq are the slopes of the galaxy-galaxy auto-correlation and QSO-galaxy cross-correlation 
respectively, then, using Equations 5.43 and 5.45 
1 + /gg- 2/gq 
/gq- /gg 
1 + ( 1 - I - 2!b - 2) + 2 ( 1 - I - /b) = I 
1 - I - /b - 1 + I + 2!b = /b 
(5.46) 
(5.47) 
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Hence, the bias parameter and ao.1 can be determined from 
bo.1 
w99 (0) A9 q(0.1 h- 1Mpc) ()'"Yb 
w9 q(O) A99 (0.1 h-1Mpc) 
w9 q(0) 2 A99 (0.1 h- 1Mpc) (}"1-l 
w99 (0) Azq(o.1 h-1Mpc) 
164 
(5.48) 
(5.49) 
An advantage of this modelling approach over the simpler approach of (Williams & Irwin 
1998), discussed in Section 5.5.1, is that the estimation of the cosmological parameters 
depends both on the slope of the correlation functions, as well as their amplitude. The 
slope might be well-constrained even when the amplitude of the cross-correlation signal at 
a given point is in doubt. The two approaches (Williams & Irwin 1998, Gaztaii.aga 2003) 
are thus also complementary, using different aspects of the correlation measurements, as 
well as different models of the lensing matter, to predict cosmological parameters. 
5.6 Results 
In Fig. 5.14 we plot the auto-correlation of galaxies combined from the SDSS EDR in 
the NGC 2QZ strip and the APM Survey in the SGC 2QZ strip. Fig. 5.14 also shows 
the anti-correlation between QSOs and galaxies discussed throughout this chapter. We 
have plotted the result for the QSO sample fainter than bJ = 19.6, to ensure we are 
sampling QSOs from a region of the number-magnitude counts fainter than the "knee" 
of the distribution (see Section 5.4.4.3). We fit simple power-laws to the two correlation 
functions, finding that 
_ 0 024 ±o.oo8 8-l.o±o.3 
. 0.007 
0 330 ±o.o15 8-o.76±o.o4 
. 0.014 
(.5.50) 
(5.51) 
where{} is expressed in arcminutes, 1 arcminute being about 0.1 h- 1Mpc at the median 
redshift of our galaxy data. In both cases, a simple x2 fit suggests excellent power-law fits 
to the data, with a. reduced x2 value of 1.6 for the ga.la.xy-ga.la.xy correlation fit and 1.4 for 
the QSO-ga.la.xy anti-correlation fit. The result for the slope of the ga.la.xy-ga.la.xy auto-
correlation is in excellent agreement with recent sma.ll-sca.le measurements for galaxies 
with similar limiting flux to the sample used here (Connolly et a.l. 2002). 
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Figure 5.14: The galaxy-galaxy auto-correlation combined from SDSS EDR galaxies (in the 
region of the NGC) and APM galaxies (in the region of the SGC) is compared to the faint-
end QSO-galaxy cross-correlation function. Both correlation functions are fitted by power laws, 
displayed by lines drawn through the respective data points. Error bars represent la- jackknife 
errors. 
-
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f2m = 0.3, QA = 0.7 nm = 0.3 nm = 1 
Zmax 0.3 0.4 0.3 0.4 0.3 0.4 
K, 0.01703 0.02812 0.01369 0.02154 0.04166 0.06389 
Table .5.1: Here we list the values of Fe as measured from Equation 5.11 for some different 
cosmological assumptions. We assume z, = 1.5 for the QSO distribution median redshift and a 
smooth (homogenous) universe. 
Qm = 0.3, QA = 0.7 nm = 0.3 nm = 1 
Zmax 0.3 0.4 0.3 0.4 0.3 0.4 
b 0.13±8:8~ o.21±8:H 0.10±8:8~ 0.16±8:68 0.32±8:i~ 0.48±8:~~ 
Table 5.2: Here we list the values of b as measured from Equation 5.52 for different cosmological 
models. The term I:cr(z, z,) has been calculated using Equation 5.9, with z, = 1.5 for the QSO 
distribution median redshift. 
5.6.1 Linear Bias Model 
We now use Equation 5.19 (Williams & Irwin 1998) to determine the galaxy bias parame-
ter, b. In Table 5.1 we show the term K, for the lensing slab, as expressed in Equation 5.11, 
determined for Einstein-de-Sitter (henceforth EdS), ACDM and open cosmologies. As the 
exact redshift distribution of APM galaxies and SDSS EDR galaxies to bJ < 20.5 is not 
known, we estimate the extent of the redshift distribution using the magnitude-redshift 
selection function developed by Baugh & Efstathiou (1993) which provides an excellent 
fit (Maddox et al. 1996) to the Stromlo-APM Survey redshift distribution (Loveday et 
al. 1992b, Loveday et al. 1992a) and is displayed in Fig. 2.6. Just over 95 per cent of the 
galaxy distribution is included out to Zmax = 0.3 rising to just over 99.5 per cent out to 
Zmax = 0.4. We calculate K, using Equation 5.9. 
Using Equation 5.19, together with our measured values for the correlation function 
and taking a faint end slope of a = 0.29 ± 0.05 as determined in Chapter 3, we determine 
the ga.laxy bias as 
b = 7.56 ±g~ t;,00.24±0.30 (5.52) 
In Table 5.2 we display the values of b for the different cosmologies outlined in Table 5.1. 
Note that a scale-independent model of bias is favoured only marginally by the errors. 
There is a scale-dependent ACDM model that is not r·ejected by our analysis 
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(5.53) 
(where r is equivalent to(} expressed in h- 1 Mpc at the mean redshift of our galaxy data) 
that would fit most of the previous measurements of the galaxy bias parameter out to 
200 h- 1 M pc (Lahav et al. 2002, Verde et al. 2002, Hoekstra et al. 2002, Gaztaiiaga 2003). 
These measurements were plotted in Fig. 5.1 and compellingly suggest that b "' 1 for 
1' > 10 h- 1Mpc. However, as a caveat we note that the fitted forms of our correlation 
functions probably do not probe scales greater than about 3 h- 1 M pc (30 arcminutes), 
anyway. 
5.6.2 General Bias Model 
Substituting the power-law slopes from Equation 5.51 into Equation 5.47, we find slopes 
for the mass and bias correlation functions of 
I 
lb 
2.24 ± 0.43 
-0.24 ± 0.30 
(5.54) 
(5.55) 
We use these values in Equations 5.43 and 5.45 to determine the expected strength of 
A99 and A9 q for a variety of cosmological assumptions, which we display in Table 5.3. The 
weight functions have been calculated as per Equation 5.27 using the redshift distributions 
for our QSO and galaxy samples. The QSO redshift distribution is measured from the 
2QZ sample. The galaxy redshift distribution uses the redshift-magnitude relation from 
(Baugh & Efstathiou 1993) sampled to bJ < 20.5, the limiting magnitude of our galaxy 
samples. Both of these redshift distributions have already been plotted in Chapter 3. 
When calculating the lensing efficiency (Equation 5.41) we use a slope of a=0.29, as 
calculated for the 2QZ faint-end number-magnitude counts in Chapter 3. Two things 
should be highlighted that arise from Table 5.3. Firstly, as the lensing efficiency is directly 
dependent on Dm, the expected amplitude ofQSO-galaxy cross-correlations is much higher 
in an EelS cosmology than for ACDM. Secondly, it seems that the QSO-galaxy cross-
correlation amplitude is directly proportional to the square of Rubble's Constant. This 
is not a general feature of the model but arises simply because 1 + lb = 2 in our analysis. 
We now use Equation 5.49 to determine the galaxy bias and mass fluctuations in a 
ACDM cosmology, with Ho = 70 km s- 1 Mpc- 1 , for 0.1 h- 1Mpc scales. The result can 
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Figure 5.15: This figure presents measurements of galaxy bias and the amplitude of mass 
clustering on scales of 0.1 h- 1 J\ilpc, determined across the range of the galaxy-galaxy auto-
correlation and galaxy-QSO cross-correlation. Error bars are calculated from the ratio of 
the la jackknife errors in each bin of the correlation functions. 
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S1m = 0.3, S1A = 0.7 S1m = 1 
h 0.5 0.7 1.0 0.5 0.7 1.0 
A99 (0.1 Mpc) x 106 0.128 0.231 0.432 0.150 0.270 0.507 
A9 q(0.1 Mpc) x 109 -0.0616 -0.121 -0.247 -0.200 -0.385 -0.786 
A99 (0.2 Mpc) x 106 0.432 0.782 1.46 0.510 0.916 1.72 
A9 q (0.2 M pc) x 109 -0.247 -0.483 -0.986 -0.786 -1.54 -3.14 
Table 5.3: Here we list the values of A 99 and Agq as measured from Equations 5.43 and 5.45 for 
different cosmological models. Bubble's Constant is paramaterised as Ho= 100h kms- 1 Mpc- 1 . 
A99 and A 9q have been calculated assuming stable clustering evolution (f = 0 in Equation 5.26). 
We consider two scales for the measurements O.lh- 1Mpc, corresponding to an angular extent of 
1 arcminute at the median redshift of our galaxy distribution and 0.2 h- 1Mpc, corresponding to 
the angular extent chosen by Gaztaiiaga (2003) in a similar analysis using a galaxy distribution 
with the same median redshift as our galaxy distribution. 
be scaled to other models using Table 5.3 and Equation 5.49. In Fig. 5.15 we show the 
determination of the bias parameter, bo. 1 and mass fluctuation a 0 .1 on 0.1 h- 1Mpc scales, 
as determined across the range of our correlation functions. The variance-weighted mean 
values from this plot are 
bo.l 
ao.l 
0.04 ± 0.01 
1013 ± 206 
(5.56) 
(5.57) 
Note that the variance-weighted error-bar quoted is almost certainly too small - the 
method of variance-weighting assumes that the data are independent, which our data 
almost certainly aren't. We have used this method to obtain an error-bar for compari-
son, as this is the method advocated by Gaztafi.aga (2003). In our opinion, however, a 
fairer representation of the error would be estimated from the error on the data at about 
1 h-1 M pc (1 arcminute) in Fig. 5.15, which would give an error on b0 .1 of ±0.12 (and 
on ao.l of ±500), in better agreement with the estimate noted in Table 5.2 for a ACDM 
cosmology, derived from the model of (Williams & Irwin 1998). 
Had we instead performed the analysis for scales of 0.2 h- 1 M pc, we would recover 
bo.2 
ao.2 
0.05 ± 0.01(0.04) 
467 ± 95(230) 
(5.58) 
(5.59) 
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Where the listed errors are the variance-weighted estimates and the values in brackets 
are simply taken from the error bar on the data at about 1 h- 1Mpc (1 arcminute) in 
Fig. 5.15. This is in good agreement with the result of Gaztaiiaga (2003), especially when 
we interpret the error-bars on the measurements of Gaztaiiaga (2003) as under-estimates, 
given that they assume the data in each bin are independent. 
5.6.3 Discussion 
In the main, the intent of this chapter was to study the cross-correlation between galaxies 
and a QSO sample drawn from the faint end of the QSO number-magnitude counts, to 
investigate whether the implications of such correlations for galaxy bias were consistent 
with the work of a few other authors working with bright QSO samples. A number of 
other cosmological implications arise from the model of (Gaztaiiaga 2003), though, and 
not discussing them would leave conclusions from this chapter incomplete. However, 
as our results largely confirm the work of Gaztaiiaga (2003), most of the cosmological 
implications of the model parameters deduced in this chapter are already discussed in 
depth by that author, so before discussing our measurement of bias we will only briefly 
outline the main cosmological predictions that arises from our statisticallensing analysis. 
We determine the slope of the matter correlation to be 1 = 2.24 ± 0.43. Typical values 
for the slope of the matter correlation function found from N-body simulations (Hamilton 
et al. 1991, Peacock & Dodds 1996, Cooray & Sheth 2002) are 1 in the non-linear regime 
(0.5 at larger scales, 1.5 at the transition between linear and non-linear scales). Recently, 
Smith et al. (2003) have investigated small-scale non-linear correlations using a model 
particularly appropriate in this regime. Fig. 6 of Smith et al. (2003) allows for correlation 
slopes of 1 > 1.8 for power spectrum slopes of n > 0. Recent data have probed power 
spectrum slopes on Megaparsec scales (Percival et al. 2001, Dodelson et al. 2002, Outram 
et al. 2003) and all are found to be negative. This means that a major prediction of our 
analysis is that the slope of the power spectrum will turn over and become positive at 
smaller scales. 
Traditionally, galaxy bias is measured from the ratio between the galaxy auto-correlation 
and the mass auto-correlation b2 (R) = (l{k)l (see Appendix B). The amplitude (i.e. 
ao.i) of the real-space galaxy auto-correlation function measured from the APM galaxy 
catalogue is well-constrained, even on scales as small as 0.1 h- 1Mpc (Baugh, Cole & 
Frenk 1996). The form of the mass correlation in a ACDM universe can be measured 
on the same scales very accurately from simulations (see Colin et al. 1999, or Fig. 11 of 
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Gaztai1aga 1995, or Fig. 3 of Berlind & Weinberg 2002). Taken in ratio, the amplitude 
of mass and galaxy auto-correlations yield a value of b"' 0.6. Thus, a value of b"' 0.1 on 
these scales must be considered at odds with the standard prediction of ACDM. It turns 
out (see Gaztai1aga 2003) that a positive slope for the small-scale mass power spectrum 
(as discussed in the previous paragraph) returns much larger amplitudes for the mass 
auto-correlation, consistent with b "' 0.1. We refer the reader to Gaztanaga (2003) for 
the detailed argument. If, in future, this turnover in the power spectrum turns out not 
to be a viable proposition, we are left with a handful of possible alternatives. It could be 
the case that the ACDM hypothesis is simply wrong, which does not seem likely given 
the accumulating observational evidence in its favour (see Chapter 1). Our assumption 
of stable clustering ( E = 0 in Equation 5.26) may not be valid at z < 0.5. The QSO 
number-counts might flatten in extremis at faint magnitudes. Or, there may be some 
untested systematic in our measurement of Wgq· 
It is remarkable and compelling that our bias predictions agree so well with the pre-
dictions of other authors (Williams & Irwin 1998, Gaztai1aga 2003) working with bright 
QSOs and (mostly) independent samples of QSOs and galaxies. It is difficult to imagine 
a systematic (other than statistical lensing) that could mimic both an anti-correlation 
between galaxies and faint QSOs and a positive correlation between galaxies and bright 
QSOs. Both of the theoretical systems we have used in this chapter, which utilise quite 
different lensing models to determine the amplitude of the galaxy bias parameter, b, 
consistently agree that on scales of 0.1 h- 1Mpc, galaxies are strongly anti-biased (i.e. 
b << 1) with a bias parameter of b"' 0.1. Using a simple model (Williams & Irwin 1998) 
and assuming that tensing matter can be represented by a uniform slab extending out to 
the redshift where 95 per cent of the surveyed galaxies are included, and the lensed QSOs 
may be represented by a single population at z = 1.5, we find b = 0.13±8:8~ for a ACDM 
cosmology. A more realistic model that traces spherical fluctuations in the underlying 
tensing matter on 0.1 h-1Mpc scales, across the redshift distributions of our QSO and 
galaxy samples, yields b = 0.04 ± 0.12. Although we cannot rule out a linear bias param-
eter on scales of 0.1 h- 1Mpc from the slopes of our fitted correlation functions, the fact 
that many other authors (see Fig. 5.1) significantly predict b"' 1 on Megaparsec scales 
where we rule out b"' 1 with strong significance in a variety of cosmologies (and certainly 
in ACDM ) suggests that bias is a strong function of scale on 100 h-1 kpc scales. It might 
be argued from Table 5.2 that in an EelS cosmology, b = 1 is only marginally ruled out 
when the tensing slab is extended to z = 0.4. However, the choice of the extent of the 
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slab is fairly arbitrary. In fact, if the bias is predicted by scaling from the amplitudes in 
Table 5.3, we would determine b = 0.2 ± 0.2, with b"' 1 on these scales strongly ruled out. 
We determine the slope of the scale-dependent bias parameter as /b = -0.24 ± 0.3, which 
allows a model that could yield b "' 1 on Megaparsec scales, so our results for galaxy bias 
are not particularly at odds with the recent work of other authors (see Fig. 5.1). 
In the Introduction, we discussed the formalism that has emerged over the last decade 
to model galaxy-qso cross-correlations via N-body simulations (Bartelmann 1995, Dolag 
& Bartelmann 1997, Sanz, Martfnez-Gonzalez & Benftez 1997). In these simulations, 
an appropriate bias prescription (and often a matter correlation function slope) must be 
chosen to relate the simulation to the observed galaxy distribution. If, as seems to be 
the case, the bias is highly scale-dependent over the scales that weak lensing statistics 
typically probe, great care must be taken in constructing cosmological statistical lensing 
simulations, if predictions are to be made about the behaviour of lensing galaxies on these 
scales, rather than just lensing mass. 
5. 7 Conclusions 
In this chapter, we have studied the cross-correlation of galaxies and background QSOs. 
Galaxies were drawn from the APM Survey in the region of the 2dF QSO Redshift Survey 
Southern Galactic Cap strip and the Sloan Digital Sky Survey Early Data Release in the 
Northern Galactic Cap strip. The QSO-galaxy cross-correlation function Wqg suggests 
that QSOs and galaxies are anti-correlated with significance (2.8a) and strength -0.007, 
over the angular range out to 10 arcminutes (1 h- 1 M pc at the median redshift of our 
galaxy samples). This result is unique in that it is possibly the first significant anti-
correlation detected between QSOs and galaxies that is not subject to small sample sizes 
or problems in categorically identifying the QSO population. We have also detected an 
anti-correlation between White Dwarfs and background galaxies and suggested a possible 
explanation of dusty Oort clouds (Oort 1950) around White Dwarfs. 
We have outlined a number of possible explanations for the anti-correlation between 
QSOs and galaxies. Firstly, errors and the correlation estimator were proven robust 
against Monte Carlo simulations. Creating random catalogues that correct for dust in 
our Galaxy have no appreciable effect on the anti-correlation signal. Care was taken to 
demonstrate that there is no significant correlation (0.5a positive correlation) between 
stars (which were selected within the 2dF Survey in the same way as the QSO sample) 
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and our galaxy samples. We are thus confident that the anti-correlation between QSOs 
and galaxies is not a systematic error. 
The colours of QSOs around galaxies were used to place strong limits on the effect dust 
(modelled with an absorption law appropriate to the Milky Way) could have in producing 
an anti-correlation of QSOs with galaxies. We do not rule out the possibility that some 
atypical dust distribution, that is inconsistent with dust observed in our Galaxy could 
explain the anti-correlation, nor do we deny that dust could account for as much as a 
third of the anti-correlation signal (at 2a significance). 
Aspects of our galaxy-QSO anti-correlation are consistent with the predictions of sta-
tistical lensing theory. The anti-correlation becomes more positive as we move towards 
brighter samples of QSOs, although not significantly. The signature of double magnifi-
cation bias is hinted at in the radio-loud QSO sample. With no other explanation for 
the anti-correlation, we consider the cosmological implications if it is caused by statistical 
lensing. We consider two models that use quite different descriptions of the lensing matter 
and find they yield consistent predictions for the strength of galaxy bias on 0.1 h- 1Mpc 
scales of b"' 0.1 ± 0.1 (for a ACDM cosmology). The inferred strength of this result is 
in agreement with the work of Williams & Irwin (1998) and Gaztafiaga (2003), although 
Williams & Irwin (1998) probed larger scales. The fact that Williams & Irwin (1998) 
found the same result but at larger scales is not necessarily a discrepancy, as they consid-
ered a particularly red galaxy population, dominated by early-type galaxies, and bias may 
well be a strong function of galaxy colour and type (Willmer, da Costa & Pellegrini 1998), 
although probably not sufficiently strong to explain the discrepancy (Norberg et al. 2002). 
What is unique about our result, that galaxies are highly anti-biased on small scales, 
when combined with the work of Gaztafiaga (2003), is that a consistent picture emerges 
that spans faint and bright QSO samples, which probe different parts of the QSO number-
magnitude counts, where the counts have very different slopes. It is particularly com-
pelling that agreement is reached between our result, based on an anti-correlation, and 
a result based on a positive correlation (Gaztafiaga 2003), as it is difficult to imagine a 
systematic effect (other than statistical lensing) that can mimic both positive correlations 
and anti-correlations. We also confirm the measurement of 1 > 1.8 (la level) for the 
slope of the lensing matter cross-correlation made by Gaztafiaga (2003). The slope of our 
power-law fits to the QSO-galaxy cross-correlation does not allow us to rule out a linear 
bias parameter but when we compare our measurement of b"' 0.1 on 100 h-1kpc scales to 
independent methods that determine b"' 1 on h- 1 M pc scales (Hoekstra et al. 2002, La-
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hav et al. 2002, Verde et al. 2002), we must conclude that bias is scale-dependent. Un-
fortunately, we cannot directly probe h- 1 M pc scales with our current method, as the 
QSO-galaxy anti-correlation is no longer significant on these scales. 
As it increases in size, the Sloan Digital Sky Survey (Stoughton et al. 2002) should 
be best equipped to measure galaxy bias from the cross-correlation between QSOs and 
galaxies. As the SDSS contains a distribution of QSOs that mainly lie where the slope 
of the QSO number-magnitude counts steeply deviate from 0.4 (a,....., 0.75) as compared 
to the fainter 2dF QSO sample (a,....., 0.3), the expected lensing effect on SDSS QSOs is 
stronger and more significant effects will result. This has already been demonstrated by 
Gaztaiiaga (2003), who found a 4a positive correlation between SDSS QSOs and galaxies. 
Further, the completed SDSS is more likely to uncover significant QSO-galaxy correlations 
out to larger scales. The SDSS Early Data Release comprises about 10 per cent of the 
total survey, so points which are marginally significant at the la level in the EDR should 
be highly significant (,....., 4a) in the full survey. This should allow galaxy bias to be 
probed on scales similar to scales probed by weak lensing shear methods (Hoekstra et 
al. 2002) and may just approach scales probed by galaxy clustering methods (Lahav et 
al. 2002, Verde et al. 2002). However, the boldest evidence that a signal genuinely results 
from the statistical lensing of QSOs will remain a consistent effect across the range of 
the QSO number-magnitude counts, meaning it is important to confirm findings in bright 
QSO samples by considering the same processes in faint QSO samples, as we have done 
in this chapter. With this in mind, future large surveys of faint samples of QSOs will 
remain an important probe of how galaxies are biased relative to the underlying lensing 
matter. 
Chapter 6 
6.1 Introduction 
The Faint-End Slope of 
the QSO 
Number-Magnitude 
Counts 
In previous chapters, we have studied the cross-correlation of bJ < 20.85 2dF QSO 
Redshift Survey QSOs with various foreground objects, modelling the resulting anti-
correlations in terms of statistical lensing. To make predictions based on the magnifica-
tion of QSOs by gravitationallensing requires a good understanding of how QSO numbers 
evolve with magnitude and, particularly, knowledge of the slope of the integrated QSO 
number-magnitude counts. Repeatedly in this thesis, we have used a value for the faint-
end slope of the QSO number-counts based on extending a fit to 2dF QSO counts at 
bJ < 20.85 to fainter ma.gnitudes, also taking into account data from two surveys to 
bJ ;S 22, which together cover about 1 square degree of sky (Koo & Kron 1988, Boyle, 
.Jones & Shanks 1991). However, most of the known QSOs surveyed to bJ > 21 are from 
surveys carried out over a. decade ago, a decade in which the technology necessary to 
carry out spectroscopic surveys should have progressed to an extent that QSOs can be 
identified to bJ > 21 at a fraction of the observational overhead (as multi-object fibre-
optic spectrographs now typically have 2-5 times as many fibres, as compared to a decade 
ago). 
The first wide-ranging QSO surveys were carried out at radio frequencies, e.g., Schmidt 
(1968), although it was quickly realised that radio-quiet QSOs had quite different prop-
erties to their radio-loud counterparts (Schmidt 1976) and merited separate surveys. The 
pioneering survey of radio-quiet QSOs was carried out by Braccesi, Formiggini & Gan-
175 
6. The Faint-End Slope of the QSO Number-Magnitude Counts 176 
dolfi (1970), who obtained photometry for 176 particularly blue objects to b < 19.5 in 
36 square degrees of sky, arguing that as QSOs tended to have an ultraviolet excess (UVX) 
as compared to the main stellar locus, multicolour photometry could be used to define a 
QSO sa m pie in the ( U - B), ( B - V) plane independently of the radio flux of the QSOs. 
The work of Braccesi, Formiggini & Gandolfi (1970) remained the only major UVX 
QSO candidate sample for around a decade, at which point, the UVX technique started 
to become the standard method of selecting large numbers of candidate QSOs for spectro-
scopic follow-up, although the objective-prism technique provided an alternative method-
ology of finding higher redshift QSOs via their Lyman-a emission (Osmer & Smith 1980). 
As spectrographs improved, the number of confirmed UVX QSOs rose rapidly over the 
next decade. Schmidt (1983) selected rv1800 objects in rv10,000 square degrees, with 
U- B < -0.44 and after obtaining spectra for each object, found 114 QSOs to a limiting 
magnitude of B = 16.16. A year later, the first spectroscopically complete UVX sample 
was garnered, when 35 QSOs with B < 19.80 were specified over a region of 1.72 deg2 
(Marshall et al. 1984). Koo, Kron & Cudworth (1986) carried out the first deep UVX 
QSO survey to B"' 22.5 (complete to B "'21), spectroscopically identifying 30 QSOs in 
0.3 square degrees of sky (Koo & Kron 1988). A similar survey to bJ "' 22 by Marano, 
Zamorani & Zitelli (1988) obtained spectra of 23 QSOs in 0.69 deg2 . The first single 
survey to measure more than 100 high-quality QSO spectra was probably that of Cramp-
ton, Cowley & Hartwick (1987), who obtained spectra for 163 QSOs to B = 20.5, a feat 
surpassed by Boyle, Fang Shanks & Peterson, who identified 420 QSOs to B .:S 21 in a 
complete survey of 1400 UVX objects. 
Two practically complete samples of QSOs to a faint limit of B .:S 22 exist in the 
literature (Boyle, Jones & Shanks 1991, Zitelli et al. 1992). Combined, these surveys con-
tain about 80 QSOs fainter than bJ = 20.5. Perhaps surprisingly, when we consider that 
the typical multi-fibre spectrograph can observe a multitude of objects simultaneously, as 
compared to a decade ago, the survey of Boyle, Jones & Shanks (1991) is still the largest 
QSO survey to B .:S 22. Much QSO survey work in the last ten years has either centred 
on finding QSOs at large redshift (Warren, Hewett & Osmer 1994, Storrie-Lombardi et 
al. 2001, Sharp et al. 2001, Fan et al. 2001, Monier et al. 2002) or finding small samples 
of very faint (B "' 23- 25) QSOs, with the notable exception of the work of Hall et al. 
(1996), extended by Kennefick et al. (1997), a survey of 0.83 deg2 that contains 55 QSOs 
in total, 25 or so of which are fainter than B "' 21. Of course, the 2dF QSO Redshift 
Survey (Croom et al. 2003) contains a huge number of QSOs compared to its predecessors 
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('"'-' 23,000 QSOs), and the Sloan Digital Sky Survey QSO catalogue, when completed, is 
expected to be yet another factor of 4 larger (Schneider et al. 2002). However, neither of 
these surveys were designed to observe objects as faint as bJ = 21 and if the Sloan Survey 
discovers a large number of QSOs that are so faint, it will only occur as a serendipitous 
catalogue representing a few per cent of a large number of objects. 
There is certainly justification for a survey of QSOs to magnitudes fainter than bJ "" 
21, from our perspective to determine the faint-end slope of the QSO number-magnitude 
counts, although other similar analyses also benefit from faint QSO data, notably studies 
of the evolution of the QSO luminosity function (the quantity of QSOs of given absolute 
magnitude) with redshift, e.g., Boyle et al. (2000) and references therein. In Early 2002, 
we were granted 4 nights of dark time on the 4.2m William Herschel Telescope, one of 
the Isaac Newton Group of telescopes and a further 3 nights of service time on the 3.9m 
Anglo-Australian Telescope (alongside two other projects) to study the form of the QSO 
number-counts in the magnitude range 20.5 :=; bJ < 22.5. 
This chapter concerns the reduction and preliminary analysis of two faint QSO sur-
veys. In Section 6.2 of this chapter we discuss our selection of candidate QSOs from 
the Sloan Digital Sky Survey Early Data Release. in Section 6.3 we outline our spectro-
scopic observation of candidate QSOs and our data reduction. In Section 6.4 we discuss 
the completeness of our QSO surveys, derive the number-magnitude counts of our spec-
troscopically confirmed QSOs and discuss the extension of our concept of using Sloan 
Digital Sky Survey photometry to extend the 2dF QSO Survey to fainter magnitudes. In 
Section 6.5 we summarise what is discussed in this chapter. 
6.2 Selection of QSO candidates 
Our target catalogue of QSO candidates was selected from the Sloan Digital Sky Survey 
(henceforth SDSS) Early Data Release (Stoughton et al. 2002). As a first cut in our 
data sample, only objects classified as a star by the SDSS data reduction pipeline were 
considered. Broadly, the SDSS distinguishes stars from galaxies by denoting an object 
as non-stellar if it has a magnitude obtained by fitting a galaxy intensity profile that 
deviates more than 15 per cent from the magnitude obtained by fitting a point-spread 
function (henceforth PSF). In total, the Early Data Release (henceforth EDR) of the 
SDSS supplies photometry for nearly 2.75million stellar objects. 
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6.2.1 SDSS and UKST Magnitude Systems 
To compare the magnitudes of objects detected in both the 2dF QSO Redshift Survey 
(henceforth 2QZ) and the SDSS EDR, and ultimately select objects from the SDSS that 
obey the 2QZ QSO targeting criteria, required a conversion between the SDSS EDR 
photometric system (consisting of 5 wide band filters designated u1, g1, 1'1, i 1, z1) and the 
United Kingdom Scmidt Telescope (henceforth UKST) bands (u, bJ, r) used in the APM 
survey, the parent catalogue of the 2QZ. Blair & Gilmore (1982) quote the conversion 
between the UKST system and the standard Johnson-Cousins photometric passbands as 
r 
U - (0.03 ± 0.05) x (U - B) 
B- (0.28 ± 0.04) x (B- V) 
R- (0.00 ± 0.05) x (R-I) 
(6.1) 
(6.2) 
(6.3) 
where U, B, V, R, I denote Johnson-Cousins bands. Note that the 2QZ adopted u = U in 
preparing their photometry. However, standard star work carried out in the preparation 
of the 2QZ input catalogue determined a zero-point offset leading to the u-magnitude 
adopted by the 2QZ actually being u*:::: 'U- 0.24 (R. J. Smith, private communication), 
which is the u band relationship we will adopt. 
Fukugita et al. (1996) supply transformations from the SDSS bands to Johnson-
Cousins bands based on modelling the expected SDSS colours for 175 standard stars 
gl V+ 0.56(B- V)- 0.12 (6.4) 
rl V- 0.49(B- V)+ 0.11 (6.5) 
rl V- 0.84(V- R) + 0.13 (6.6) 
I I 
u - g 1.38(U- B) + 1.14 (6.7) 
gl- rl 1.05(B- V) - 0.23 (6.8) 
for which they estimate errors in the range 0.01 to 0.07. Ongoing measurements of 
standard stars (Smith et al. 2002) suggest typical systematic errors of about ±0.05 arise 
in the transformations of Fukugita et al. (1996) for colours between 1 and -1 that are 
measured from magnitudes in adjacent passbands - i.e., U- B, B- V, V - R. These 
errors of ±0.05 will dominate the measurement by Smith et al. (2002) for the internal 
consistency of the SDSS magnitudes of (at most) 0.02. 
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Combining all of the above Equations yield the following transformations 
(u* u- 0.24) (6.9) 
u u1 - 0.28( u'- g') + 0.42(g'- r') - 0.61 (6.10) 
bJ g' + 0.16 + 0.15(g'- r') (6.11) 
r r'- 0.16- 0.09(g'- r') (6.12) 
(6.13) 
The errors associated with the colour coefficients in these transformations lead to an 
estimate of ±0.1 in u and r and ±0.08 in bJ. This means that the error associated with 
u- bJ and bJ- r colours arising from the transformation of the magnitudes of SDSS EDR 
objects from SDSS to UKST bands is ±0.13. We have adopted an error of ±0.05 for each 
of the Fukugita et al. (1996) transformations. 
The stellar objects that we had taken from the SDSS EDR had their (PSF) magnitudes 
converted to the UKST system as outlined above. As a check of our transformation 
between the SDSS and UKST magnitude systems, we determined the relative magnitudes 
of objects in the SDSS EDR and 2QZ that lie within 2 arcseconds of each other. In Fig. 6.1, 
we plot the difference between derived SDSS bJ magnitude and 2QZ bJ magnitude for 
every star identified in the 2QZ (with "11" spectral quality) that lies within 2 arcseconds 
of an SDSS object. We plot these differences against the derived SDSS bJ magnitude. The 
mean and standard deviation is calculated for 18.25 :S bJ(SDSS) < 20.85 and displayed 
in Fig. 6.1 as the solid line and errorbar. In calculating these statistics, we ignore objects 
that have a difference in bJ between the SDSS and 2QZ of more than 0.5 magnitudes, a 
cut which discards 1 per cent of all objects. 
If we consider every 2QZ "11" star that has a match within 2 arcseconds in the SDSS 
EDR, the mean difference between the SDSS and 2QZ bJ magnitudes is 0.00, with a 
standard deviation of 0.14. Note that the mean and median are in good agreement. The 
difference between our estimated error (of ±0.08) in bJ that would arise purely from 
transforming magnitudes from SDSS to UKST bands and the error illustrated in Fig .. 6.1 
of (±0.14), will arise due to measurement errors in the 2QZ and SDSS EDR magnitudes. 
If each magnitude in the SDSS EDR and 2QZ are, on average, accurate to about 0.07 
magnitudes, then the resulting total standard deviation (based on assuming the colour 
transformation from SDSS to UKST magnitudes introduces 0.08 magnitudes of error into 
the SDSS value of bJ) would be 0.14. Note that this would mean that the dominant 
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error in our SDSS bJ measurement arises from the magnitudes themselves, not from the 
transformation between systems. 
The methodology used to calculate the zeropoint offset (mean) and error (standard 
deviation) in comparing SDSS and 2QZ bJ magnitudes can similarly be used to estimate 
errors in SDSS u - bJ and bJ - 7' colours. We find a mean offset of 0.26 ± 0.25 for u- bJ 
and 0.04 ± 0.25 for bJ- r, both in good agreement with their expected zeropoints, given 
that the u zeropoint is actually u* ~ u- 0.24, as professed in Equation 6.9. We find no 
trend in zero point (and error) with bJ magnitude in any of this analysis, except in the 
brightest and faintest bins. 
6.2.2 UVX Selection of QSO Candidates 
The 2QZ distinguishes QSOs from Main Sequence stars using the UVX selection method, 
a simple cut in colour-colour space. Braccesi, Formiggini & Gandolfi (1970) illustrate at 
some length why QSOs lie bluewards of Main Sequence stars and why the UVX selection 
method works. V eron (1983) estimate the UVX method returns a QSO sample that is 
90 per cent complete in the redshift range z < 2.2 although some estimates suggest that 
more like a third of QSOs are missed by UVX selection (Graham, Clowes & Campusano 
1999, Rengstorf et al. 2001). As only UVX stellar objects are targeted in the 2QZ, QSOs 
at lower redshifts, which lie in galaxies that appear extended (and are reddened by these 
host galaxies) will be missed by the 2QZ survey, consequently, the 2QZ exhibits large-
scale homogeneity in the redshift range 0.3 < z < 2.2 (Outram et al. 2003). The UVX 
selection criteria used by the 2QZ are 
u* - bJ < -0.36 
u*- bJ < 0.12- 0.8(bJ- 7') 
bJ- r < 0.05 
(6.14) 
(6.15) 
(6.16) 
These colour cuts were chosen to balance the contamination of QSO candidates by stars 
against the completeness of the QSO sample itself. As we wish our faint sample of 
candidates to have similar completeness properties to the 2QZ, we adopt the 2QZ colour 
selection criterion. 
In Fig. 6.2, we compare u - bJ against bJ - r colours for identified QSOs and stars 
from the 2QZ (with "11" spectral quality) and their counterparts from the SDSS EDR. 
2QZ and SDSS EDR objects are considered to be the same object if they lie within 
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Figure 6.1: The offset between the UKST bJ band and the SDSS equivalent, where the conversion 
between SDSS g' and 1·' bands and UKST bJ band is made using Equation 6.12. Each dot 
represents a comparison between a "11" spectral quality 2QZ star and an SDSS EDR object that 
lies within 2 arcseconds of it. The line marks the mean value of the difference between SDSS and 
2QZ bJ magnitude across the range of SDSS bJ magnitude. Error-bars are the standard deviation 
in that bin. In calcu lating the mean and standard deviation , a cut has been made excluding SDSS 
to 2QZ magnitude comparisons that deviate more than 0.5 in the bJ band. This rejects just over 
1 per cent of objects (i .e. it is a 30' cut). 
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Figure 6.2: 2QZ colour cuts by object type. Panels on the right-hand side show the ( u- b1 , b1 -
r·) plane for ("11" spectral identification) 2QZ objects in the region of the SDSS EDR, with 
stars represented by stars and QSOs by circles. Panels on the left-hand side show "the same" 
objects (where SDSS objects are considered matched to their 2QZ counterparts if they lie within 
2 arcseconds of them), with magnitudes as measured in the SDSS EDR but converted to UKST 
bands tt*, bJ and 1'. The dotted lines represent the colour-cuts used to define the 2QZ input 
catalogue (Smith et al. 1997). 
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2 arcseconds of each other. SDSS magnitudes are transformed into the UKST system 
using Equations 6.9 through 6.13. The dashed lines show the colour criteria used to 
define the 2QZ input catalogue (Smith et al. 1997). 
Over 98 per cent of QSOs identified in the 2QZ would be included in a catalogue 
based on the same colour cuts tranformed from SDSS EDR magnitudes. The QSO colours 
appear to be more tightly defined in the SDSS EDR- this might result from QSOs varying 
their magnitude between the 2QZ input catalogue u, bJ and r plate observations, which 
were often taken many years apart. More surprisingly, only 40 per cent of stars identified 
in the 2QZ would be included in a catalogue based on transformed SDSS EDR magnitudes. 
The reason for this appears to be that SDSS magnitudes are measured more accurately 
for these stars. This is not to say that the SDSS magnitudes are generally more accurate 
than the 2QZ - although the SDSS aim is a typical error of 0.03 in their colours (Smith 
et al. 2002), where the 2QZ colours might be in error by as much as 0.2 in the fainter 
bins (R. J. Smith, private communication) - rather, that the distribution of stars that 
made it into the 2QZ survey may be more likely to have poorly estimated colours than 
those that were rejected, whereas these same stars might have excellent photometry in 
the SDSS EDR. In any case, the u- bJ against bJ- r· colour plane suggests that choosing 
QSO candidates using the typical 2QZ selection criteria should lead to a QSO fraction as 
good as the 2QZ (58 per cent of candidates turned out to be QSOs in the 2QZ), at least 
if completeness statistics for 20.5 :::; bJ < 22.5, our target magnitude range, are similar to 
those for 18.25 :::; bJ < 20.85. Note that all 35 QSOs fainter than bJ = 20.85 identified 
in the survey of Boyle, Jones & Shanks (1991) would be included in a target catalogue 
selected with the criteria outlined in this section. 
6.3 Observations and Data Reduction 
Having selected QSO candidates in the range 20.5 :::; bJ < 22.5 from stellar objects in 
the SDSS EDR using the 2QZ UVX criteria, several fields containing these candidates 
were observed. From May 11th to May 14th 2002, 4 dark nights of time were allocated 
for us to observe our QSO candidates using the Wide Field Fibre Optical Spectrograph 
(WYFFOS) on the William Herschel Telescope (WHT). The observers listed for this 
project were Prof. T. Shanks and A. D. Myers. From March 14th to March 16th 2002, 
we were granted a portion of fibres (alongside a second project) over 3 dark nights to 
observe faint QSO candidates using the 2 Degree Field Spectrograph (2dF) on the Anglo 
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Australian Telescope (AAT). The observer listed for this project was Dr. P. J. Outram. 
In this section, we describe the spectrographic observation of QSO candidates with these 
two instruments and subsequent data reduction. 
6.3.1 Observations with WYFFOS 
The recently commisioned small-fibre module for AF2/WYFFOS (Corradi et al. 2001) 
provides 150 science fibres (as distinguished from the additional 10 fiducial fibre bundles, 
used to observe bright stars to guide the instrument) over a 1 degree (diameter) field. 
The fibres are 1.6 arcseconds in diameter on the plane of the sky, a diameter chosen to 
minimise the amount of sky observed around sources, while still being significantly larger 
than the typical median seeing at the WHT of 0.69 ± 0.45 arcseconds (Munoz-Tuiion, 
Varela & Mahoney 1998), minimising light-loss around the fibres. AF2 (Autofib2) is a 
robotic positioner that places fibres over the observing plate according to a user-defined 
configuration. Fibre-placement takes 30-50 minutes, depending on the complexity of the 
fibre configuration, and only one instrument is provided, meaning observations must cease 
while fibres are con figured. Fibres are not permitted to cross, which generally means it 
is very difficult to assign more than 100 fibres to sources across the 1 degree field. The 
instrument suffers considerable vignetting in the field of view outside of a plate diameter 
of about 40 arcminutes, causing the source to be elongated in the field of view and, 
consequently, considerable light-loss by fibres placed more than 20 arcminutes from the 
plate centre. Ultimately, if 4-8 of the fiducial fibres are used and 5-15 science fibres are 
reserved to observe sky to subtract from the targeted sources, it is very difficult to observe 
more than 50 unvignetted sources at a sky density of 200-300 sources per square degree. 
We selected QSO candidates in two sets of fields of 1 degree diameter. The first set 
of fields were in the SDSS EDR stripe centred at 0° Declination (with Right Ascension 
coverage corresponding to the 2QZ NGC strip), the second set of fields were assigned 
in the SDSS EDR strip at 59-60° Declination and 257-261° Right Ascension. Both sets 
of fields were chosen to have low absorption, according to the dust maps of Schlegel, 
Finkbeiner & Davis (1998) (i.e. absorption in the bJ band of less than 0.1 magnitudes). 
The two different sets of fields allowed us to observe at low airmass throughout the night, 
as at the latitude of the WHT the first set of fields were at their closest approach to the 
zenith in the first half of the night, while the fields at higher declination were highest in 
the sky during the second half of the night. The largest airmass of any of our observations 
of target QSO fields was thus 1.3 (i.e., our fields were never observed below about 50° 
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altitude). In May at the WHT, the time between evening and morning twilight is about 
7.5 hours. Over any night, our schedule was to observe a field at 0° Declination for 
3 hours, wait 45 minutes while AF2 configured the fibre array to a second field, then 
observe a field at 60° declination. This left ample time to take bias frames, flat frames 
and arc frames throughout the night. 
Our observing strategy consisted of taking a series of 1800 second exposures, with 
arcs (a series of 0.1, 2, 5, and 50 second exposures of a neon lamp) and flats taken in 
between each exposure for calibration purposes. Our basic flat field exposures consisted 
of 0.3 second exposures of a tungsten lamp, however, we also took 120 second exposures of 
"blank" fields by offsetting 10 arcseconds from our program field in a different direction 
after every two science exposures. We will refer to these "blank" fields as offset sky 
exposures. Our spectroscopy was carried out using an R300B grating, with a spectral 
range of 3540A, allowing us to observe in the range 3700-7200A, the minimum wavelength 
being sufficient to detect the broad Mgll QSO emission line to a redshift of z "' 0.3. Our 
CCD of choice was the 1024 X 1024 pixel TEK6 detector. SIGNAL, a software facility 
provided by Chris Benn at the Isaac Newton Group of Telescopes, suggested that a 3 hour 
exposure using WYFFOS, with this CCD and grating combination should be sufficient 
to detect objects to B < 22.4 in 1.3 arcsecond seeing and at an airmass of 1.3, to a 
signal-to-noise ratio of ""8. A base exposure time of 1800 seconds is sufficient to ensure 
many more photons per Angstrom from objects with B < 22.4 than the expected number 
of electrons in readout noise from the CCD (i.e. our observations would not be limited 
by the noise from the CCD). 
Fibres were arranged on each of our fields at random, so as to fairly sample QSOs 
in every bin of magnitude. Around 10 fibres were set aside for sky in each exposure, to 
facilitate the subtraction of the sky contribution from our derived spectra. A minimum 
of 4 fiducial bundles in each field were reserved to observe bright stars to guide WYFFOS 
during observation. Guide-stars were selected from the SDSS EDR in the magnitude range 
14 < 1' < 15 using colour transformations from ·u' and g' to the V band from Fukugita 
et al. (1996), and distributed around the field, to ensure fibres were accurately positioned 
on objects over the entire plate. In our 4 night run at the WHT, the equivalent of about 
2.5 nights of good data were obtained, with the remaining time lost to a combination 
of cloudy weather and technical problems. A summary of our observations is listed in 
Table 6.1. We obtained our proposed total integration of 3 hours for 4 of the observed 
fields. Note that the 13h44m field was observed along with some X-ray QSO candidates 
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Field Centre Seeing Exposure Fibre Assignments 
0' 8 (Or Weather) Total Candidates: Assigned/Total 
h m 0 11 s < 60' < 40' Sky Fiducial 
12 30 00 00 "' 0.8 10800 113/282 45/125 7 6 
12 50 00 00 "'1 10800 104/247 50/120 12 7 
13 20 00 15 (cloudy) 3600 109/332 47/147 12 4 
13 44 -00 15 "' 1.2 10800 76/253* 28/104* 13 4 
17 19 61 00 "' 0.8 10800 105/302 39/148 7 7 
17 2.5 59 00 (cloudy) 7500 103/289 37/125 5 5 
17 31 57 00 "' 1.3 9000 101/271 43/120 11 4 
Table 6.1: Fields observed on the WHT with AF2/WYFFOS on the nights of the lOth, 11th, 12th 
and 13th of May 2002. The field centre is listed in J2000 coordinates. Four fields were observed to 
our desired exposure time of 3 hours. Along with the number of sky and fiducial fibres assigned in 
each field, we list the number of candidate QSOs observed over the number of candidate QSOs in 
the field. The column headed < 60' lists this information for the entire (1 ° diameter) WYFFOS 
field. The column headed < 40' is the same information within a radius of 20' of the field centre 
(i.e. the unvignetted field of view of WYFFOS). *The 13"44m field was observed simultaneously 
with a number of X-ray QSO candidates for a separate project, hence the number of available 
fibres for our QSO candidates was reduced. 
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for another project, hence the number of fibres available for UVX QSO candidates was 
reduced. 
6.3.2 WYFFOS Data Reduction 
Our spectra were reduced using the Image Reduction and Analysis Facility IRAF (e.g., 
Gilmore & Alien 1990) on the Durham Starlink Node. There is a dedicated package for 
reducing WYFFOS spectra, called wyfred but it suffers from a number of bugs and is 
currently being discontinued as support software for WYFFOS data reduction (Romano 
Corradi, private communication). Our data were thus reduced mainly using various sub-
routines included in the wyfred package, particularly the dofibers software. Our CCD 
images were unpacked, a bias frame was used to subtract the CCD overscan region from 
the images, and a median bias frame was subtracted from each image. Cosmic rays were 
also clipped by inspecting each CCD image for bright pixels and interpolating across 
neighbouring pixels to remove pixels that were lOa brighter than the median pixel value 
along the fibre. The positions of the fibres on the CCD frame were traced with polynomi-
als- usually a. linear fit was sufficient but up to a. fourth order polynomial was necessary 
for fibres placed near the edges of the CCD. The mean residual of the fit to the the fibre 
positions was 2 per cent and the fit was always better than 5 per cent. 
Once the fibre positions in each exposure were established (and each exposure was 
clipped and free from cosmic rays), the transmission of light through each fibre in our 
observational set-up was determined from our various flat fields. Each series of Tungsten 
flats that shared a. fibre configuration were averaged into a single, mean lamp flat. The 
spectrum from each fibre of the mean lamp flat were averaged and smoothed to find 
the mean fibre throughput, then each individual spectrum was divided by the mean 
throughput to find the variation from the mean throughput on a fibre-by-fibre basis. 
We will call this the variation function. Each offset sky exposure that shared a fibre 
configuration was averaged and each spectrum in the exposure was smoothed and the 
mean number of counts fitted, to determine the transmission on a fibre-by-fibre basis for 
this particular fibre configuration. The transmission was then multiplied by the variation 
function and the resulting function for each fibre was divided by the mean across all fibres 
to create the fibre-by-fibre normalised response of the observing system. 
We were now ready to reduce the actual QSO candidate spectra. Each (already traced) 
fibre position on a QSO candidate was divided by the fibre-by-fibre normalised response 
function for that particular fibre configuration. Next, we calibrated the wavelegth of the 
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Field Centre Exposure Fibres 
0: 8 Area Seeing Air mass Total Candidates 
h m s 0 I 11 sq.deg. 11 s Assigned/Total 
10 34 57.34 +01 23 16.6 1.55 1.2-1.3 1.3-2.0 21600 71/189 
11 05 46.71 -01 26 19.62 0.56 1.2-1.3 1.2-1.3 21600 37/99 
12 54 18.12 +00 03 08.7 3.14 1.3-1.5 1.2 21600 146/604 
14 00 35.46 -00 55 28 .. 5 1.48 1.3-1.5 1.2-1.3 21900 84/273 
Table 6.2: Fields observed on the AAT with the 2dF spectrograph on the nights of the 14th, 15th 
and 16th of March 2002. The field centre is listed in Bl950 coordinates. Only a fraction of each 
field was used to observe QSO candidates for this project. We list the total area corresponding 
to this fraction in square degrees (The full 2dF comprises 1r square degrees). All 4 fields were 
observed for at least 6 hours, which should be sufficient to give a projected signal-to-noise of"' 8 
at bJ = 22, for seeing better than 2 arcseconds and airmass better than 1.3. The final column 
lists the total number of fibres placed on our QSO candidates compared to the total number of 
candidates in the area of observation. 
QSO candidate spectra on each CCD pixel by measuring the position of salient features 
in our Neon lamp arc exposures in each fibre. We found that creating a composite Neon 
arc spectrum by sewing together longer (50s) and shorter (2s) exposures allowed us to 
find identifiable lines across a good range of wavelegth (3000- soooA). An analysis of the 
position of sky-lines in our wavelength-calibrated spectra suggested that the major sky-
lines at 5577 A and 6300A were always within 2A of their expected position (although 
it is harder to check the wavelength calibration at, say, 4000- 5000A). Once all of our 
fields had been unpacked, clipped and flat-fielded to correct for relative throughput, sky 
subtraction was carried out by taking the median counts from the dedicated sky fibres in a 
particular field and removing this average sky spectrum from each fibre in that field. The 
median is used rather than the mean to account for any sky fibres that might accidentally 
be placed on a source. A check of the efficacy of this sky subtraction was carried out 
by rechecking the spectra of the dedicated sky fibres after the median sky spectra was 
subtracted. Comparing the sky fibres before and after subtraction suggests that typically 
95 per cent of the sky is removed. Finally, each candidate QSO was checked by eye to 
determine what type of object it was and assigned a redshift, if extragalactic. 
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6.3.3 2dF Spectrograph Observations and Data Reduction 
QSO candidates were also observed on 4 fields at the AAT over 3 dark nights, simulta-
neously with a second program carrying out high-resolution spectroscopy of known 2QZ 
QSOs. Our exposure times were fixed by this second program but fibres observing our 
QSO candidates were routed to a lower resolution grating (300B) to increase the signal-to-
noise of our faint spectra. The 2dF exposure calculator provided on the Anglo Australian 
Observatory webpage suggested that a signal-to-noise ratio of"' 8 required an exposure 
of 3 to 6 hours for seeing of 1 to 2 arcseconds for an object of magnitude B "' 22. We 
limited our QSO candidates to the range 20.5 ~ bJ < 22, as the intention of the second 
program sharing our fields was to image each of the 4 fields for at most 2 hours each 
night. 
2dF has a number of advantages over AF2/WYFFOS for survey programs. Firstly, 
400 program fibres are available and (as 2dF fibres, unlike WYFFOS fibres, can cross each 
other) it is usually possible to assign nearly all of the fibres to science objects (Lewis et 
al. 2002). Secondly, provided the relative astrometry of the sources is accurate to about 
0.3 arcseconds, vignetting is not a problem for 2dF (Drinkwater et al. 2000). Note that 
the worst SDSS astrometry should still be better than 0.3 arcseconds (Pier et al. 2003). 
Finally, it is possible to configure a second field during observations, meaning that no 
time is lost due to reconfiguring fields during observing. 
The 4 fields that were observed were not chosen specifically for our project and, 
consequently, some of them only partially covered the SDSS EDR (in fact, only one 
field completely covered the SDSS EDR region). The observing strategy adopted was to 
observe each of the 4 fields in turn for 2 hours at a time (in a series of 30 minute exposures), 
which allowed all 4 fields to be observed between evening and morning twilight (a period 
of 9 hours at the AAT on the nights of March 14th, 15th and 16th 2002, our observing 
run) together with arcs and flat field exposures. The same pattern of observations was 
adhered to each night, minimising the complication of fibre reconfiguration and assuring 
the same fibres were placed on each object each night, to yield a consistent throughput 
across the field. As all 4 fields for the program we shared time with were selected from the 
2QZ NGC (at Declination around 0°), the airmass varied somewhat across the night. The 
first field observed each evening tended to be at higher airmass than the others, typically 
1.3-2.0 (i.e. an altitude of 30 - 50°). Other than this first field, all of the fields were 
observed at low airmass ( < 1.3). 
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Again, according to the constraints of the shared observational program, guide-stars 
were selected from sequences observed to calibrate photometry during preparation of 
the 2QZ input catalogue (Smith et al. 1997). About 50 fibres were reserved for sky on 
each field (25 of these fibres being routed to each of the two spectrographs being used). 
Table 6.2 summarises the observations of our QSO candidates with the 2dF spectrograph. 
All 3 nights were clear, with good seeing and no technical problems. Observations were 
carried out on our behalf by Dr. Scott Croom and Prof. Brian Boyle, of the Anglo-
A ustralian 0 bservatory. 
The 2dF data were reduced using 2dfdr, the dedicated 2dF data reduction pipeline 
(Bailey & Glazebrook 1999, Lewis et al. 2002). Most of the data reduction follows a 
similar methodology to our WYFFOS data reduction outlined in Section 6.3.2, above, 
although the advantage of dedicated reduction software is that its efficacy can constantly 
be rechecked at the observing site and improvements can be ongoing. Consequently, 
data reduction by 2dfdr is likely superior to the WYFFOS data reduction. We assigned 
redshifts and identifications to our reduced spectra using autoz, software written by Dr. 
L. Miller, of Oxford University and used in the 2QZ Survey (see, e.g., Croom et al. 2001). 
The redshift and identification of each spectra were subsequently ratified or rejected by 
eye. 
6.4 Results 
6.4.1 Catalogues of Survey Objects 
In all, 71 QSOs were identified with WYFFOS, 43 of which are definite identifications, 
with 28 either having low enough signal-to-noise, or enough ambiguity in the redshift de-
termination, that the identification was in some doubt. Two of these QSOs were identified 
near the edge of the CCD, where the flat-fielding can be particularly bad. A total of 11 
of these QSOs were identified as X-ray loud objects intended for a separate project and 
do not constitute part of our UVX sample. Thus the total UVX QSO sample identified 
with WYFFOS comprises 58 QSOs. Many additional objects were identified, including 
15 Narrow Emission Line Galaxies, spanning redshifts from z = 0.01 to z = 0.42, about 
25 stars or spectra with continuum emission but no discernible features, and 2 Seyfert 
galaxies, 2 ellipticals and a spiral in the X-ray loud sample. Tables 6.3, 6.4 and 6.5 cat-
alogue the extragalactic objects identified with WYFFOS. All of the QSOs listed have 
no previous identification known to us and certainly do not appear in the most recently 
- ----- --------
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Field Centre: 17hl9m+61 ooo', All QSOs 
(J2000) 0' 0 
Fibre h rn s 0 11 bJ z Ab1 
95 17 19 58.89 +60 52 11.5 20.50 1.89 0.10 
36 17 18 28.53 +60 59 55.4 20.63 1.44? 0.10 
24 17 18 29.54 +61 02 46.5 20.70 2.06 0.10 
111 17 20 19.03 +60 59 5.9 20.94 1.09 0.09 
73 17 18 56.05 +60 53 8.3 21.18 1.52 0.11 
21 17 17 18.98 +61 10 10.6 21.33 1.69 0.10 
40 17 17 15.04 +60 59 12.8 21.50 0.71? 0.10 
13lv 17 22 7.50 +61 18 43.3 21.69 2.30? 0.10 
105 17 20 44.11 +60 53 46.1 21.71 1.03? 0.10 
121 17 20 37.86 +61 04 24.6 21.75 1.05 0.08 
89 17 19 30.72 +60 54 20.9 21.78 1.07 0.10 
146 17 19 36.70 +61 17 6.4 21.90 1.56 0.10 
Field Centre: 17h25m +59°00', All QSOs 
146 17 25 21.48 +59 11 1.5 20.55 1.95 0.12 
114 17 26 40.29 +59 00 29.7 20.70 2.46 0.12 
81 17 25 24.93 +58 44 55.6 20.78 0.66? 0.13 
90 17 25 44.07 +58 51 29.6 21.34 0.93? 0.13 
Field Centre: 13h44m-00°15', All QSOs 
78v 13 42 38.01 -00 09 27.7 21.16 1.74? 0.11 
99v 13 42 31.50 -00 31 29.0 21.24 0.71? 0.11 
58v 13 43 9.27 +00 10 1.3 21.24 2.06? 0.10 
113 13 43 51.24 -00 18 10.1 21.49 2.03 0.10 
20 13 44 37.06 -00 10 30.9 21.67 2.09? 0.10 
7 13 45 13.24 -00 15 41.2 21.74 2.60? 0.09 
139 13 44 7.12 -00 17 51.8 21.99 2.71 0.11 
74v 13 42 41.31 -00 06 25.6 22.00 1.16? 0.11 
13 13 44 54.45 -00 12 54.0 22.01 2.19 0.10 
66v 13 42 35.70 +00 04 36.8 22.03 2.23 0.11 
87 13 42 56.11 -00 16 22.4 22.26 1.51? 0.10 
101 13 43 27.27 -00 21 46.5 22.34 1.96 0.10 
Table 6.3: QSOs identified (in the magnitude range 20.5 ::; bJ < 22.5) in several fields with 
AF2/WYFFOS on the WHT. Field centres are listed above each table. Fields are 1° in diameter. 
Right Ascension (a) and Declination (J) are J2000. The fibre number refers to the fibre the object 
was observed with in its field. Fibres marked "v" lay beyond 20 arcminutes of the field centre (i.e. 
beyond the unvignetted field of view ofWYFFOS). Redshifts (z) marked with a question-mark are 
uncertain, as they are based on a single emission line in the spectrum. No listed redshift implies 
a missing or an unexpected emission line in the spectrum. Ab 1 denotes the predicted obscuration 
of the QSO clue to absorption by dust in our Galaxy (Schlegel, Finkbeiner & Davis 1998). 
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Field Centre: 12h30m+00°00', All QSOs 
(J2000) Cl' 8 
Fibre h m s 0 11 bJ z Ab, 
14! 12 29 6.53 -00 03 28.1 20.58 2.09 0.09 
30 12 29 8.95 -00 15 17.5 20.73 0.55? 0.09 
138 12 29 29.08 +00 08 0.3 20.77 1.59 0.09 
42 12 29 47.81 -00 12 2.5 20.81 0.66 0.09 
97! 12 31 2.02 +00 09 1.5 20.84 0.97? 0.10 
67 12 30 38.61 -00 08 59.5 21.68 3.25? 0.10 
17 12 28 59.24 -00 05 14.9 21.69 ? 0.09 
148 12 29 31.66 +00 04 8.2 21.71 2.35 0.09 
28 12 29 12.74 -00 12 37.8 21.75 1.41? 0.09 
21 12 29 0.19 -00 07 35.5 21.97 2.84 0.09 
Field Centre: 12h50m+00°00', All QSOs 
lOOv 12 51 13.49 -00 12 4.9 20.56 2.28 0.10 
111 12 50 35.60 -00 01 0.7 21.22 0.96? 0.10 
63 12 49 46.99 -00 06 16.1 21.48 2.36 0.09 
43 12 49 24.67 -00 01 58.1 21.63 1.17? 0.09 
61 12 49 30.60 -00 09 47.7 21.63 ? 0.09 
115 12 51 17.33 +00 00 33.7 21.72 1.56 0.10 
121 12 50 53.19 +00 03 44.9 21.82 2.45 0.10 
82 12 50 14.18 -00 12 32.5 21.86 1.23 0.09 
130 12 50 43.02 +00 07 57.1 21.99 1.23? 0.10 
88v 12 50 45.19 -00 21 24.3 22.02 2.18 0.10 
38 12 49 50.32 -00 00 28.6 22.06 1.05 0.09 
59 12 49 57.71 -00 00 52.8 22.45 1.35? 0.09 
Field Centre: 13h20m+00°15', All QSOs 
68v 13 19 20.65 -00 11 34.9 20.67 2.70 0.10 
48 13 19 5.03 +00 08 29.7 21.83 1.96 0.10 
Field Centre: 17h31 m+57°00', All QSOs 
52 17 29 19.65 +57 00 19.3 21.08 1.56 0.15 
148* 17 32 23.68 +57 10 36.8 21.16 2.71 0.18 
2 17 31 21.42 +57 05 54.9 21.21 1.94 0.17 
15 17 31 10.86 +57 06 31.5 21.48 1.37 0.17 
149* 17 32 2.20 +57 10 3.81 21.67 1.37 0.18 
61 17 29 49.92 +56 57 3.6 21.82 0.77 0.15 
118 17 31 40.40 +56 57 44.0 21.88 1.09? 0.15 
58 17 29 10.16 +56 57 7.9 22.33 2.01 0.15 
Table 6.4: Formatted as for Table 6.3, for several more fields observed with AF2/WYFFOS on 
the WHT. Objects marked ! were observed in the 2QZ survey but were not identified, having low 
signal-to-noise. Objects marked *were observed at the very edge of the CCD and are not included 
in any of the analysis of this chapter, as the flat-fielding is particularly poor for these spectra. 
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Field Centre: 13h44m-00°15', All X-ray Loud Objects 
(J2000) a 8 
Fibre h 1n s 0 11 bJ z ID 
16 13 44 24.56 -00 13 3.1 20.97 1.11 QSO 
21 13 45 8.03 -00 05 26.7 20.09 2.12? QSO 
32 13 44 52.91 +00 05 20.2 17.47 0.09 Sey Gal 
33 13 44 20.82 -00 04 58.9 21.26 0.33 Ell gal 
36 13 44 25.94 -00 00 56.2 18.78 1.09 QSO 
40 13 44 20.89 +00 02 27.0 20.29 1.87 QSO 
46 13 44 1.94 +00 00 3.5 20.22 0.33 Spi Gal 
49 13 43 51.06 +00 04 34.7 17.50 0.07 Sey Gal 
57 13 43 29.21 +00 01 32.7 21.63 2.34 QSO 
60 13 43 27.29 -00 01 38.5 19.73 0.25 Ell gal 
67 13 43 13.36 -00 05 1.3 20.79 1.43? QSO 
12.5 13 44 12.88 -00 30 5 . .5 20.63 1.48? QSO 
129 13 44 20.07 -00 31 10.6 20 . .56 2.02? QSO 
131 13 44 23.95 -00 28 46 . .5 21..51 2.22 QSO 
133 13 44 37.40 -00 32 37.4 22.0.5 2 . .52 QSO 
13.5 13 44 24 . .54 -00 24 12.8 21.19 1.76 QSO 
All Fields, All Galaxies 
24 12 29 10.11 -00 08 27.5 21.99 0.19 NELG 
47 12 30 4.26 -00 17 49.0 21.44 0.14 NELG 
91 12 30 47.81 +00 04 11.0 21.91 ? NELG 
77 12 50 3.01 -00 29 12.3 22.14 0.37 NELG 
80 12 50 8.23 -00 17 3.5.8 22.43 0.13 NELG 
127 12 .51 3.5.42 +00 13 46.7 21.99 0.24 NELG 
69 13 42 49 . .57 -00 01 36.6 22.15 0.42? NELG 
19 17 17 39.56 +61 09 10.4 21.6.5 0.29 NELG 
48 17 18 20.13 +60 .57 37.9 21.91 0.01 NELG 
130 17 21 38.45 +61 14 50.6 21.14 0.24 NELG 
31 17 22 4.46 +59 06 56.9 21.10 0.03 NELG 
119 17 26 43.32 +59 03 13.1 22.10 0.18 NELG 
67 17 29 30.03 +.56 .52 8.7 22.06 0.29 NELG 
99 17 31 40.69 +56 41 .54.2 21.58 0.38 NELG 
116 17 32 9.20 +56 53 56.1 21.58 0.42 NELG 
Table 6 .. 5: The upper panel lists X-ray loud objects in the AF2/WYFFOS subset of the survey 
outlined in this chapter. These objects were observed for a separate project and are not part 
of our UVX 20.5 < bJ < 22.5 sample. The lower table lists non-QSO AGN identified in the 
AF2/WYFFOS subset of our survey. The 5 sections of the table represent the 5 different fields 
in the survey - the field centres are recorded in Table 6.4 and 6.3. The format is as for Table 6.4, 
with an extra column listing the object identification. Non-QSOs are classified as NELG (Narrow 
Emission Line Galaxy), Sey Gal (Seyfert Galaxy), Ell Gal (Elliptical Galaxy) or Spi Gal (Spiral 
Galaxy). 
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Figure 6.3: On this page, we plot QSO spectra observed with AF2/WYFFOS on the WHT. The 
Right Ascension of the field centre and the fibre used to observe the object are listed. The flux is 
in arbitrary units. 
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Figure 6.4: As for Fig. 6.3 
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Figure 6.5: As for Fig. 6.3 
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Figure 6.6: As for Fig. 6.3 
Fibre 87 
Fibre 78 
Fibre 74 
Fibre 66 
6000 
6. The Faint-End Slope of the QSO Number-Magnitude Counts 198 
Field 13h 44m 
Field 13h 44m 
Field 13h 44m 
Field 13h 44m 
4000 5000 
t..(A) 
Fibre 139 
Fibre 113 
Fibre 101 
Fibre 99 
6000 
Field 17h 19m 
Field 17h 19m 
Field 17h 19m 
Field 1 7h 19m 
4000 5000 
A.(A) 
Figure 6. 7: As for Fig. 6.3 
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Figure 6.8: As for Fig. 6.3 
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Figure 6.9: As for Fig. 6.3 
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Figure 6.10: As for Fig. 6.3. The spectra for the 13h44m field are of X-ray loud QSOs. In 
some cases, these QSOs do not have magnitudes in the range 20.5 ~ bJ < 22.5, and they do not 
constitute part of our UVX sample. 
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Figure 6.11: As for Fig. 6.10, except for the three upper panels in the right-hand column, which 
are examples of the spectra of NELGs in our survey. 
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updated QSO catalogue of Veron-Cetty & Veron (2001). We have estimated the error 
on our bJ magnitudes in Section 6.2 as ±0.08. The error on our redshifts is probably no 
worse than ±0.03, based on the mean difference arising from measuring a QSO redshift 
from opposite sides of each emission line. This, of course, assumes that the position of 
the QSO absorption lines are of cosmological origin and not due to actual line-of-sight 
velocity. Obviously NELGs, having much narrower emission lines, and QSOs with more 
than 2 emission features or a narrow feature (such as [OIII]), will have more accurate 
redshifts. 
In Figures 6.3 through 6.11, we display most of our reduced QSO spectra (we do not 
display the two QSOs that were identified near the edge of the CCD, where the flat-fielding 
was particularly bad). The spectra are not absolutely flux calibrated, and so the ordinate 
of any flux measurement is arbitrary. Some spectra in Figures 6.10 and 6.11 display the 
X-ray loud sample included on the 13h44m field and are not part of the main UVX QSO 
sample. Some of the panels in 6.11 display the typical spectra of NELGs identified in 
our UVX sample. All of the spectra have had the brightest sky-lines interpolated across 
before being displayed, occasionally, this has removed some structure from the spectra 
around 6300A. One QSO identified with WYFFOS appears to have a Broad Absorption 
Line (BAL), the QSO identified with fibre 148 on the 12h30m field. However, many of the 
WYFFOS spectra observed with fibres in the range 148-150 or 1-3 show broad absorption 
features on all of the fields and it is extremely likely that these features arise from flat 
fielding problems caused, perhaps, by light loss in specific fibres that are fed to the very 
edges of the CCD. Only 2.4 per cent of QSOs in the 2QZ are BAL QSOs, so we would 
only expect 0- 3 BAL QSOs in our WYFFOS sample. 
In Tables 6.6, 6. 7, 6.8 and 6.9, we display the identifications and redshifts for the AGN 
identified with the 2dF spectrograph. We have identified 100 new QSOs with 2dF, and 
confirmed the identification and redshift of a further 3 QSOs from the sample of Hall et 
al. (1996). The 3 reidentified QSOs have redshifts that differ at most 3 per cent between 
our survey and that of Hall et al. (1996), consistent with our redshift error determination 
for the WYFFOS data. There are 4 BAL QSOs in our sample, consistent with the 
expected number from the 2QZ survey. We additionally identify 19 Narrow Emission 
Line Galaxies (note that some of these are actually specified as Low Ionisation Nuclear 
Emission Regions by autoz) and around 80 stars or objects with continuum emission but 
no obvious features. For brevity, we don't display the spectra of all of these objects but 
they are available on request. 
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Field Centre: 14hoom35.55 -00°55'29", All QSOs 
(B1950) 0' 8 
Fibre h m s 0 If bJ z Ab1 
91! 13 58 17.39 -00 47 42.9 20.65 2.04 0.18 
68 13 59 51.99 -00 31 31.1 20.76 1.55 0.19 
53 14 00 2.48 -00 00 13.3 20.78 2.34 0.20 
41 14 00 56 . .51 -00 21 19.4 20.80 2.73 0.20 
20 14 02 29.18 -00 42 .59.2 20.86 2.14 0.22 
49 14 01 28.23 -00 03 14.6 20.92 2.40 0.21 
112* 13 .59 14.6.5 -00 49 9.8 20.97 2.10 0.19 
193 14 01 .50.84 -00 48 16.9 20.98 1.65 0.22 
113 13 59 22.18 -00 45 12.9 21.12 1.17 0.18 
167 14 01 0.80 -00 .52 13.2 21.17 2.15 0.20 
.51 14 00 33.16 -00 11 3.2 21.19 1.55 0.21 
6.5 13 .59 53.41 -00 19 3.5.9 21.34 1.61 0.20 
77 13 .58 4.31 -00 18 26.7 21.36 1.34 0.19 
84 13 .57 37.32 -00 37 43.6 21.38 1.07 0.18 
71* 13 .59 .54.46 -00 26 7.1 21.44 1.98 0.19 
39 14 01 .57.83 -00 11 8.0 21.44 1.54 0.21 
198 14 02 42.69 -00 49 8.9 21..57 0.9.5 0.2.5 
38* 14 01 .55.43 -00 03 49.1 21.58 2.21 0.20 
27 14 01 41.98 -00 23 48.3 21.64 1.20 0.20 
103! 13 .58 47.26 -00 50 23 . .5 21.71 1.35 0.19 
.54 14 00 24.41 -00 09 23.7 21.80 1.20 0.21 
48 14 01 23.96 -00 15 23.0 21.81 1..5.5 0.21 
93! 13 .58 9.78 -00 39 41.8 21.81 1.38 0.18 
46 14 01 13.29 -00 16 42.6 21.84 1.41 0.20 
110 13 59 38.0.5 -00 .51 44.4 21.88 2.35 0.18 
.57 14 00 26.4.5 -00 22 18.0 21.88 1.36 0.20 
.so 14 01 19.02 -00 11 10.8 22.00 1.67 0.21 
Table 6.6: QSOs identified (in the magnitude range 20.5 ::; bJ < 22) in the 2dF field centred at 
14h00"' 35.58 -00° 55' 29". The diameter of the field is 2°. Right Ascension ( o:) and Declination ( J) 
in this table are in B1950 coordinates. The fibre number refers to the 2dF fibre the object was 
observed with. Fibre numbers marked with a. * are Broad Absorption Line QSOs. Redshifts (z) 
marked with a. question-mark are uncertain, as they are based on a. low signal-to-noise spectra., 
or on a. single emission line in the spectrum. AbJ denotes the expected obscura.tion of the listed 
QSO clue to absorption by dust in our Galaxy (Schlegel, Finkbeiner & Da.vis 1998). The objects 
marked ! were previously identified in the sample of Hall et al. (1996), all with redshifts measured 
within 3 per cent of our own. 
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h I 11 Field Centre: 12 54m18.l 8 +00°03 09 , all QSOs 
(B1950) a o 
Fibre h m s 0 11 bJ z Ab1 
83 12 51 58.38 +00 25 40.0 20.66 1.38 0.09 
171 12 56 19.80 -00 31 37.2 20.86 1.79 0.08 
68 12 53 56.44 +00 29 20.3 20.92 1.29 0.08 
143 12 53 2.10 -00 07 46.2 20.94 1.28 0.10 
182 12 56 59.48 -00 13 7.9 20.98 1.52 0.10 
155 12 55 5.81 -00 43 10.8 21.02 0.66 0.09 
59 12 54 11.85 +00 38 16.0 
71 12 53 8.28 +00 26 58.2 
144 12 53 3.21 +00 00 19.4 
16 12 57 6.68 +00 23 15.3 
76 12 52 22.66 +00 28 34.5 
89 12 52 52.31 +00 20 32.3 
173 12 56 11.98 -00 32 5.2 
9 12 57 47.73 +00 19 49.6 
21.11 1.99 
21.17 1.27 
21.18 1.46 
0.08 
0.08 
0.10 
21.18 0.63? 0.10 
21.33 2.30 0.09 
21.36 1.52 0.09 
21.37 0.89 0.07 
21.38 1.06 0.09 
102 12 52 55.38 +00 15 54.1 21.38 2.27 0.10 
146 12 54 35.01 -00 14 52.1 
147 12 53 37.76 -00 34 31.6 
82 12 51 35.20 +00 23 47.4 
113 12 51 33.39 -00 15 44.6 
21.38 2.56 0.13 
21.42 1.20 0.07 
21.43 1.24? 0.09 
21.49 1.69 0.09 
8 12 57 27.44 +00 11 43.5 21.52 0.66? 0.10 
125 12 51 52.15 -00 38 4.6 21.59 2.01 0.08 
168 12 56 15.05 -00 37 31.4 21.61 0.98? 0.07 
62 
41 
84 
45 
115 
57 
74 
176 
12 52 50.34 
12 55 18.95 
12 53 0.58 
12 54 48.79 
12 51 56.48 
+00 
+00 
+00 
+00 
36 51.1 21.62 2.33 0.08 
-00 
46 49.1 
23 45.0 
50 18.1 
13 14.2 
12 53 34.57 +00 52 41.5 
12 53 36.68 +00 26 35.6 
12 56 18.33 -00 30 2.8 
21.63 2.43? 0.08 
21.66 1.97 0.09 
21.67 1.61 
21.67 0.62 
21.73 1.97 
21.73 2.56 
21.78 1.84 
0.07 
0.09 
0.08 
0.08 
0.08 
92 12 54 5.72 +00 24 45.3 21.84 1.54 0.09 
100 12 52 49.14 +00 12 9.7 21.84 2.29 0.10 
150 12 54 39.74 -00 18 28.5 21.87 1.82 0.13 
70 12 54 22.19 +00 30 26.6 21.94 1.81 0.08 
96 12 51 56.76 +00 03 7.3 21.94 2.19 0.11 
124 12 51 50.81 -00 37 9.4 21.9.5 2.38 0.08 
21 12 55 38.98 +00 17 35.8 21.96 2.05 0.09 
91 12 53 30.57 +00 24 29.3 21.96 2.14 0.08 
157* 12 55 34.40 -00 08 58.1 21.99 1.87 0.12 
Table 6.7: Formatted as for Table 6.6, for the 2dF field centred at 12h54ml8.1'+00°03'og", 
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(B1950) a 6 
Fibre 
191 
147 
200 
156 
168 
193 
139 
173 
180 
121 
171 
178 
101 
154 
184 
182 
114 
160 
161 
172 
195 
141 
176 
h m, s 
10 38 24.34 
10 34 35.40 
10 37 57.58 
10 36 7.72 
10 37 4.02 
10 37 49.54 
10 33 47.84 
10 37 50.65 
10 37 21.87 
10 32 47.36 
10 36 26.32 
10 37 50.49 
10 32 55.96 
10 35 41.31 
10 36 39.54 
10 38 5.02 
10 31 26.48 
10 35 46.91 
10 35 26.95 
10 36 58.10 
10 37 4.52 
10 34 23.17 
10 36 19.31 
0 11 
+01 09 51.6 
+00 20 51.6 
+01 18 12.4 
+01 19 1.8 
+00 32 56.9 
+01 10 33.8 
+00 46 0.9 
+00 40 34.5 
+00 51 14.0 
+00 59 13.0 
+00 53 56.5 
+00 52 5.8 
+01 16 5.6 
+OO 26 32.9 
+01 02 34.0 
+01 03 34.2 
+00 54 31.8 
+00 39 39.4 
+00 54 43.2 
+00 45 5.6 
+01 17 3.9 
+00 42 22.4 
+00 56 1.2 
20.78 1.65 
20.92 2.27 
20.94 1.58 
21.10 0.83 
21.14 2.35 
21.15 1.80 
21.16 2.28 
21.25 1.70 
21.27 0.68 
21.36 0.91? 
21.46 1.41 
21.50 2.47 
21.50 1.74 
21.54 1.19 
21.58 1.44 
21.65 1.72 
21.66 0.88 
21.68 1.81 
21.70 2.07 
21.73 2.22 
21.75 1.44 
21.86 0.93 
21.96 2.11 
0.24 
0.30 
0.21 
0.20 
0.24 
0.24 
0.26 
0.25 
0.26 
0.24 
0.26 
0.26 
0.21 
0.27 
0.25 
0.25 
0.27 
0.26 
0.25 
0.26 
0.22 
0.26 
0.26 
29 11 08 1.04 -00 49 0.6 20.51 1.62 0.14 
40 11 06 58.89 -00 48 43.8 20.64 0.6.5 0.13 
39 11 06 56.79 -00 46 59.2 20.98 1.00 0.13 
75 11 04 6.09 -00 53 18.0 21.00 1.49 0.18 
53 11 05 10.57 -00 27 35.1 21.06 0.88 0.18 
33 11 07 33.45 -00 42 17.7 21.22 1.66 0.15 
67 11 04 14.22 -00 50 43.8 21.24 1.83 0.18 
60 11 04 39.12 -00 42 12.5 21.33 2.14 0.19 
49 11 06 30.49 -00 49 14.1 21.51 2.26 0.14 
50 11 06 34.43 -00 38 43.2 21.72 0.45? 0.14 
54 11 05 28.03 -00 37 15.4 21.75 1.89 0.17 
43 11 06 3.64 -00 30 4.2 21.79 0.99? 0.16 
76 11 03 44.26 -00 51 49.9 21.82 0.68 0.19 
37 11 07 23.89 -00 32 0.9 21.83 1.47 0.16 
Table 6.8: Formatted as for Table 6.6, for the two 2dF fields centred at 10h34m57.4'+0l 0 23'17" 
and 11 h05 111 46.7'-01 °26'20". 
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All Fields, All Galaxies 
(B1950) 0' 8 
Fibre h m s 0 If bJ z ID 
117 10 31 31.74 +00 52 19.8 21.97 0.44 NELG 
118 10 31 34.82 +00 52 5.2 21.64 0.10 NELG 
158 10 35 19.54 +00 50 29.4 21.86 0.19 NELG 
170 10 35 55.50 +01 00 6.6 21.65 0.16 NELG 
183 10 36 55.78 +01 07 34.9 21.58 0.11 NELG 
145 10 34 22.73 +00 29 22.7 21.87 0.03 LINER 
61 11 04 50.70 -00 47 47.1 21.84 0.28 NELG 
4 12 57 4.31 +00 11 34.0 21.62 0.58 NELG 
12 12 57 3.62 +00 18 46.0 21.82 0.31 NELG 
14 12 56 22.94 +00 17 57.2 21.95 0.06 NELG 
72 12 53 11.58 +00 30 49.7 21.27 0.20 NELG 
1.52 12 54 55.94 -00 46 40.8 21.59 0.14 NELG 
160 12 55 10.05 -00 39 17.2 21.86 0.12 NELG 
17 12 57 35.74 +00 31 57.7 21.38 0.14? LINER 
149 12 53 36.28 -00 18 28.6 20.97 0.16 LINER 
42 14 00 55.94 -00 00 29.3 21.73 0.02 NELG 
74 13 58 8.62 -00 15 55.1 21.90 0.01 LINER 
104 14 00 28.56 -00 51 21.7 21.42 0.03 LINER 
115 13 59 56.95 -00 43 39.6 21.06 0.05 LINER 
Table 6.9: Other AGN identified in the 2dF subset of the survey outlined in this chapter. The 
4 sections of the table represent the 4 different 2dF fields in the survey - the field centres are 
noted in earlier tables. Right Ascension (a) and Declination (J) are in Bl950 coordinates. The 
fibre number refers to the 2dF fibre that the object was observed with in its field. Redshifts (z) 
marked with a question-mark are uncertain, usually as they are based on a single emission line in 
the spectrum, or because an emission line that would be expected at that redshift was not found, 
or an unexpected emission line threw doubt on the redshift determination. Objects are classified 
as either NELG (Narrow Emission Line Galaxy) or LINER (Low Ionisation Nuclear Emission 
Region). 
6. The Faint-End Slope of the QSO Number-Magnitude Counts 
• 
s 
• 
• 
• • 
• 
• 
: 
• 
: 
• : • : 
: 
• 
• • 
~ 
· .
• 
• 
• 
20'8 
•• 
• 25' 
30' 
• 
• 
• 
• • 10' 
•• 5' 
• • • 
.... ~ • e 
----- ... _______ .. --
15' 
• 
• 
' .. 
20' 
. · . 
. · .
. · .. 
. : 
. :'
• . 
25' 
• 
30' 
•: 
• 
• 
208 
• 
Figure 6.12: QSOs identified using WYFFOS by position on the observing plate, for the 58 
UVX QSOs iclentifed in our sample. WYFFOS suffers some vignetting outside of 40 arcminutes 
diameter on the plate that can cause light loss in fibres positioned outside this radius. Note that 
the ratio of the total number of science fibres placed within 20 arcminutes of the field centre to the 
number placed across the entire field is fairly represented by the relative areas (see, e.g. Table 6.1). 
It is obvious that disproportionately few QSOs are observed outside the central 40 arcminutes of 
a WYFFOS field. 
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6.4.2 Survey Completeness and QSO Number Counts by Magnitude 
We noted in Section 6.3.1 that WYFFOS can suffer considerable vignetting at a radius 
of more than 20 arcminutes from the field centre. In Fig 6.12, we check the extent of this 
effect on our QSO sample, by plotting the positon of the 58 UVX QSOs discovered with 
WYFFOS against the position of the fibre placed upon that QSO on the observing plate. 
Table 6.1 demonstrates that the relative fibre placement at 30 and 20 arcminutes from the 
plate centre is fairly represented by the relative areas on the plate. Blatantly, vignetting 
is a severe problem for this instrument (at least, observing at the faint magnitudes we're 
considering). In a sample of 58 QSOs, we would expect 32 QSOs to be found outside of 
the central 40 arcminutes of the plate and 26 QSOs within this diameter. In actuality, 
49 of the QSOs found are within 20 arcminutes of the plate centre and only 9 outside 
this radius. Assuming Poisson statistics, the chance of this situation arising at random 
is less than 1 per cent. Further, now considering only the central 40 arcminutes of each 
WYFFOS plate, we would expect a total of 28 QSOs from our WYFFOS sample to 
be observed in the central 30 arcminutes diameter of the plate and 21 to lie within 
a radius of 15-20 arcminutes from the field centre, however, in actuality 36 QSOs lie 
within 15 arcminutes of the field centre, with only 13 at a radius of 15-20 arcminutes. 
This suggests there is still some incompleteness due to vignetting outside a diameter of 
30 arcminutes on the plate but only at small significance. For these reasons, we shall 
only analyse the statistics of objects that lie within 20 arcminutes of the centre of a 
WYFFOS field. In Section 6.4.1 we noted that we had discarded two objects that lay 
near the edge of the CCD, where the flat-fielding was particularly bad. These objects were 
both observed further than 20 arcminutes from the WYFFOS plate centre, so will not 
influence our statistical analysis. A similar check of radial completeness on the 12h54m 
2dF field (which is the only field observed with 2dF that lies entirely within the SDSS 
EDR) suggests no obvious radial dependence of survey completeness, although, other 
authors have found there may be a small variation in completeness across 2dF plates, 
particularly at the eastern edge of fields, from which fibres are fed to the edges of the 
CCD (Croom et a.l. 2001, Lewis et al. 2002). 
Our QSO candidates were targeted using the same UVX method as the 2QZ, which 
is usually assumed to be about 65-90 per cent complete across the redshift range 0.3 < 
z < 2.2 and to fairly sample QSOs in this redshift range (Veron 1983, Graham, Clowes & 
Carnpusano 1999, Rengstorf et al. 2001). Although it isn't simple to directly determine 
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Field (a B1950) Area OC* IDs binned by bJ as QSO/non-QSO/no-ID 
h m sq.deg. % 20.75 21.25 21.75 Total 
10 34 1.55 37.6 7/1/4 13/4/12 3/5/16 23/16/32 
11 05 0.56 37.4 4/3/2 4/2/7 5/1/8 14/6/17 
12 54 3.14 24.2 6/13/6 14/18/20 19/2/27 39/54/53 
14 00 1.48 30.8 10/6/6 8/12/13 8/5/13 27/25/32 
Total 6.73 29.0 27/23/18 39/40/52 35/32/64 103/101/134 
10 34 1.55 37.6 (7 /1/4) (12/5/16) (3/3/18) (22/9/40) 
11 05 0.56 37.4 (4/0/5) (4/1/8) (3/1/10) (12/2/23) 
12 54 3.14 24.2 (6/3/16) (11/5/36) (17 /5/45) (34/14/98) 
14 00 1.48 30.8 (10/1/11) (8/2/23) (8/2/16) (27 /6/51) 
Total 6.73 29.0 (27 /5/36) (35/13/83) (31/11/89) (95/31/212) 
0.3 < z < 2.2 6.73 29.0 21(21) 32(28) 29(26) 84(77) 
Table 6.10: Numbers of objects observed in the 2dF part of the survey described in this chapter 
by their eventual identification. We list the fields by the Right Ascension, ex of the field centre 
(B1950 coordinates) and provide the area of each field covered by the SDSS EDR, from which our 
QSO candidates were selected. The numbers of objects are listed in bins of 0.5 magnitude (bJ) 
denoted by the bin centre. Magnitudes of objects have been corrected for dust before producing 
this table using the maps of Schlegel, Finkbeiner & Davis (1998). We list the objects as Number 
of QSOs identified/Number of non-QSOs identifed/Number of objects without an identification. 
Numbers in brackets are the numbers of objects that have absolutely certain identifications (i.e. 
those not listed with a question-mark in previous tables). The total numbers of objects may 
exceed the sum of the numbers in the columns as a few objects have magnitudes brighter than 
considered by this table. The spectroscopic completeness of any field in any bin may be calculated 
as the total number of objects identified divided by the total number of objects that were observed 
with a fibre.* "OC" denotes observational completeness- the fraction of the total number of QSO 
candidates in a field that were observed with a fibre. The final row lists the number of QSOs that 
have a redshift in the range 0.3 to 2.2 (the redshift range for which the UVX selection method is 
designed to fairly sample QSOs). 
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Figure 6.13: QSOs identified using both WYFFOS and the 2dF by redshift. The upper panel 
shows our survey data. The lower panel shows the redshift distribution of the 2dF QSO redshift 
Survey (2QZ) for comparison. A Kolmogorov-Smirnov test does not distinguish any of the distri-
butions. Note that we plot all QSOs in this plot, including those with a questionable redshift, and 
that the highest-redshift QSO in the WYFFOS part of our survey has a questionable identification. 
We only include WYFFOS objects observed within 20 arcminutes of the plate centre. 
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Field (o: J2000) OC* IDs binned by bJ as QSO/non-QSO/no-ID 
h m % 20.75 21.25 21.75 22.25 Total 
12 30 36.0 4/1/3 0/5/6 5/2/9 0/0/9 10/8/27 
12 50 41.7 0/2/5 2/0/6 7/3/14 1/1/9 10/6/34 
13 44 26.9 0/2/2 1/2/1 4/0/3 2/1/10 7/5/16 
17 19 26.4 3/2/5 3/1/6 4/2/9 0/0/3 11/5/23 
17 31 35.8 2/2/4 3/6/8 2/1/10 1/0/3 8/10/25 
Total 33.2 9/9/19 9/14/27 22/8/45 4/2/34 46/34/125 
12 30 36.0 (3/1/4) (0/5/6) (3/2/11) (0/0/9) (7 /8/30) 
12 50 41.7 (0/2/5) (1/0/7) (5/3/16) (0/1/10) (6/6/38) 
13 44 26.9 (0/2/2) (1/2/1) (2/0/5) (1/1/11) (4/5/19) 
17 19 26.4 (2/2/6) (2/1/7) (3/2/10) (0/0/3) (8/5/26) 
17 31 35.8 (2/2/4) (3/6/8) (1/1/11) (1/0/3) (7 /10/26) 
Total 33.2 (7/9/21) (7/14/29) (14/8/53) (2/2/36) (32/34/139) 
0.3 < z < 2.2 7(5) 8 (6) 14(8) 4(2) 35(23) 
Table 6.11: As for Table 6.10, for the WYFFOS section of the survey described in this chapter. 
The area of each individual field is 0.35 degrees (1.75 square degrees in total for the 5 fields). 
* "OC" denotes observational completeness - the fraction of the total number of QSO candidates 
in a field that were observed with a fibre. We only include objects observed within 20 arcminutes 
of a WYFFOS plate centre. 
our redshift completeness, we can check that we sample a similar range of redshift to the 
2QZ. In Fig. 6.13, we plot the redshift distributions of our surveys using WYFFOS and the 
2dF Spectrograph in comparison to the 2QZ. A Kolmogorov-Smirnov test cannot reject 
the hypothesis that all 3 of the distributions in Fig. 6.13 are drawn from the same parent 
population of QSOs. If anything, perhaps our samples contain fewer QSOs at z < 0.6, 
which may be symptomatic of the star-galaxy separation used to tag stellar objects in 
the SDSS EDR (Stoughton et al. 2002) being more restrictive than that used in creating 
the 2QZ input catalogue (Smith et al. 1997). The single QSO in our WYFFOS sample at 
z > 3 has a questionable identification (i.e. is marked with a "?" in our lists of objects 
above). 
Throughout the rest of this chapter, we shall consider a number of different QSO 
samples. Firstly, we shall assume our QSOs are a representative sample of all QSOs in the 
range 0.3 < z < 2.2. Secondly, we shall often split our samples into"good" identifications 
(which are only those listed without a. question mark in our lists of objects, above) and 
"all" identifications (which include those objects with questionable identifications, i.e. 
including those objects listed with a question mark in our lists of objects, above). We 
shall often refer to those objects that make the subset of "all" objects but not the subset of 
"good" objects as objects with a. "questionable redshift" or a "questionable identification". 
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By "lists of objects, above" in this paragraph, we mean Tables 6.3, 6.4, 6.5, 6.6, 6.7, 6.8 
and 6.9. 
Throughout our analysis of the QSO number-magnitude relation, we shall only discuss 
fields that were observed for at least 2.5 hours, as the incompleteness of fields with a 
shorter integrated exposure time restricts any statistical analysis of these fields. Before 
discussing the QSO number-magnitude relation, we need to define the completeness of our 
surveys. In keeping with the patois used in this thesis (see Chapter 2), we shall refer to the 
fraction of QSO candidates observed with a fibre as the observational completeness and the 
fraction of objects identified from the sample of QSO candidates that were observed with 
a fibre as the spectroscopic completeness. In Tables 6.10 and 6.11 we list objects observed 
with the 2dF spectrograph and WYFFOS, respectively, as a function of magnitude. The 
subset of objects with good quality identifications are listed in parentheses. We list objects 
in three categories; QSOs, non-QSOs (stars and galaxies) and objects that were observed 
but had no identification. We also list the subset of QSOs in the range (0.3 < z < 2.2). 
Note that for those objects observed with WYFFOS, we continue only to consider objects 
within 20 arcminutes of the plate centre. 
In Fig. 6.14 and Fig. 6.15, we show the spectroscopic completeness as a function of 
magnitude for the 2dF and WYFFOS parts of our survey. The filled points in these plots 
are for all objects, irrespective of identification quality. The open points are the same fields 
but only considering good identifications. The lines mark the completeness taken across all 
fields (i.e. the rows labelled "Total" in Tables 6.10 and 6.11). Obviously, the completeness 
is much higher when we consider all identifications of any quality, particularly in the case 
of our 2dF data. The higher completeness of all objects in our 2dF survey is probably 
due to the longer exposure times. Additionally, the software, autoz, used to assign initial 
identifications to the 2dF objects is probably better than the eye at identifying possible 
stars from low signal-to-noise spectra. However, the larger exposure time used in our 2dF 
survey (as compared to our WYFFOS survey) is still not sufficient to identify faint stars 
with certainty, hence our 2dF survey completeness drops significantly when only the good 
identifications are considered. If we only consider good identifications, both the 2dF and 
WYFFOS parts of our survey are, spectroscopically, about 40 per cent complete in the 
range 21 :::; b1 < 22. The similarity in completeness of the good identifications in our 
WYFFOS and 2ciF surveys is clue to the fact that mainly QSOs and NELGs populate the 
good samples, which are easier objects to identify. No objects were observed to bJ > 22 
in the 2dF part of our survey, which, in retrospect, seems to have been a wise decision, as 
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Figure 6.14: We display The spectroscopic completeness of the 2dF part of our survey for each 
individual plate in bins of bJ magnitude. We define the spectroscopic completeness as the fraction 
of objects observed with a fibre that were positively identified as a star, galaxy or QSO. Filled 
points represent all objects, irrespective of the quality of the identification. Open points mark the 
stricter criterion of only considering objects with absolutely certain identifications as positively 
identified (i.e. not considering objects marked with a "?" in previous tables to have been positively 
identified). The solid line marks the combined result across all fields for all objects. The dashed line 
marks the combined result across all fields for objects with only absolutely certain identifications. 
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Figure 6.15: As for Fig. 6.14 but for the WYFFOS part of our survey. We only include WYFFOS 
objects observed within 20 arcminutes of the plate centre. 
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the spectroscopic completeness of our WYFFOS survey drops significantly in the faintest 
bin, to about 10 per cent. 
In Fig. 6.16, we display the (differential) QSO number-magnitude counts (in the red-
shift range 0.3 < z < 2.2) for the 2QZ, the surveys of Koo & Kron (1988) and Boyle, 
Jones & Shanks (1991), and our WYFFOS and 2dF surveys. We have corrected our 
data for dust, observational incompleteness and spectroscopic incompleteness. We have 
corrected for spectroscopic incompleteness on each individual field in each magnitude bin. 
Note that in correcting for incompleteness we assume that the identified samples are char-
acteristic of the samples as a whole, which may not be a fair assumption if, say, more 
stars remain unidentified in a given spectroscopic sample than QSOs (i.e. QSOs are more 
likely to be identified at a given magnitude than stars). We plot four different subsets of 
data from our surveys. Triangles mark the counts of objects with good identifications in 
the WYFFOS and 2dF parts of our survey individually. Filled and open cirles compare 
the combined data from our WYFFOS and 2dF surveys when only good identifications 
are considered and when all identifications are considered, respectively. The 2dF data 
have about 3 times as many QSOs contributing as the WYFFOS data, and dominate the 
combined set of data. Note that all of our data are consistent, irrespective of whether the 
contributing QSOs were observed with 2dF or WYFFOS, or whether we consider the best 
sample of objects or all objects, although the good identifications project a marginally 
larger number of QSOs. This large number of QSOs projected from fewer objects is per-
haps slightly counter-intuitive but arises simply because the correction for spectroscopic 
incompleteness is larger. We do not plot points fainter than bJ = 22 as there are very few 
QSOs in this bin and small-number statistics will dominate. Note that the faintest bin 
displayed in Fig. 6.16 for our 2dF survey may be plotted 0.1-0.2 magnitudes too faint, as 
our QSO candidates weren't corrected for dust before being limited to bJ = 22, although 
the increased spectroscopic incompleteness in this bin will mollify the effect. In any case, 
our 2dF and WYFFOS surveys remain consistent in the faintest bin. 
Some of our points at bJ < 21 are inconsistent with the 2QZ. This may be because 
the 2dF has completeness problems in its faintest bin but is more likely to be due to the 
fact that when targets were selected for both our 2dF and WYFFOS surveys, objects in 
the range 21 ::; bJ < 22.2 may have consciously been given priority over brighter objects 
if there was a conflict when assigning a fibre. In fact, checking the observational com-
pleteness as a function of magnitude of our two surveys, we find that a single correction 
for observational incompleteness is fair in the case of our WYFFOS survey, however, in 
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Figure 6.16: QSO numbers in bins of bJ for QSOs in the range 0.3 < z < 2.2. Plotted are 
points from the 2QZ (Groom et al. 2003), and from 2 other surveys, marked BJS (Boyle, Jones 
& Shanks 1991) and KK (Koo & Kron 1988). Several sets of points are included from our 
WYFFOS and 2dF surveys: Individual 2dF and WYFFOS survey numbers for definite QSOs, 
and combined 2dF and WYFFOS numbers for both definite QSO identifications ("good") and for 
all QSO identifications ("all"), irrespective of spectroscopic quality (i.e. also objects marked "?" 
in above tables). Our data are corrected for observational and spectroscopic incompleteness and 
obscuration by dust. Two models are displayed, the dashed line is a fit to the 2QZ number-counts 
from Section 2.3 of Chapter 2, the clotted line is a fit to the (differential) counts in this plot, 
including the 2QZ points (the crosses) and our "good" combined data (the filled circles). Some 
data are offset to prevent points merging. Errors in this plot are Poisson. 
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Figure 6.17: In the lower panel we illustrate the lower observational completeness at the bright 
end of our survey with 2dF. This is unexpected but almost certainly due to subconsciously tar-
geting fainter QSO candidates when placing survey fibres. In the upper panel we show the effect 
of this lower observational completeness on the QSO number-counts displayed in Fig. 6.16. The 
closed triangles show the "good" 2dF data from Fig. 6.16. The open triangles show the number-
counts when accounting for the magnitude dependence of the observational completeness. Errors 
in this plot are Poisson. 
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the case of our 2dF survey, the observational completeness is significantly lower in the 
brightest bin. We illustrate this point in Fig. 6.17, where (in the lower panel) we plot the 
observational completeness as a function of magnitude and in the upper panel we show 
what correcting for this magnitude-dependent function of observational completeness does 
to the number-count data. Adopting magnitude-dependent observational completeness 
doesn't influence our model-fits to the combined data, as the faint 2dF data are consis-
tent whether we adopt a constant correction for observational completeness or not and 
statistics in the brightest bin are dominated by the 2QZ data. Note that the WYFFOS 
counts, as plotted in Fig. 6.16 are genuinely low in the brightest bin, which may simply 
be due to small-number statistics. 
We also plot two models in Fig 6.16. The dashed line is the SPL model from Section 2.3 
of Chapter 2, representing the best compromise fit to both the integral and differential2QZ 
QSO number-counts. The dotted line is the minimal x2 fit to both the 2QZ differential 
counts and the data points combined from the subset of our 2dF and WYFFOS surveys 
with good identifications (the filled circles in Fig. 6.16). The dashed line is an excellent fit 
to our faint data points, as well as being the best compromise fit to the 2QZ differential and 
integrated counts. The best-fit model to the 2QZ differential counts underestimates our 
counts fainter than bJ = 21 (but is still the best-fit model, as our points have practically 
no statistical power compared to the 2QZ). We can integrate up the models displayed 
in Fig. 6.16 and determine the faint-end slope of the integrated counts over the range a 
magnitude fainter than the limit of the 2QZ, as in Chapter 2. The fit from Chapter 2 
has a faint-end slope of 0.29. The fit to the differential counts, which is inconsistent with 
our faint data at around the la level, has a faint-end slope of 0.26, suggesting a value 
for the slope of the QSO number-counts a magnitude fainter than the limit of the 2QZ of 
0.29±0.03, which, as it turns out, was the value adopted throughout this thesis (although 
we have improved the error-bar). 
6.4.3 The 2dFSDSS QSO Survey 
The intended purpose of our 2dF and WYFFOS surveys was to better determine the slope 
of the integrated QSO number-magnitude counts fainter than the limit of the 2QZ. We 
confirm a value of 0.29 ± 0.03 for this slope, in close agreement with the value adopted 
in Chapter 2. The quoted error bars, however, represent a stronger limit than before, as 
our combined 2dF and WYFFOS data sets contain around 3 times as many QSOs in the 
range 21 ::; bJ < 22 as the surveys of Boyle, Jones & Shanks (1991) and Koo & Kron 
6. The Faint-End Slope of the QSO Number-Magnitude Counts 220 
(1988) combined, which were used in Chapter 2 to check the form of the faint-end QSO 
integrated number counts. However, our surveys still only contain about 70 absolutely 
certain QSOs in the range 21 :=:; bJ < 22 and are only about 40 per cent spectroscopically 
complete in this magnitude range. The lack of spectroscopic completeness is a particular 
problem and might cause us to overestimate the number of QSOs at a given magnitude, 
as in correcting up for spectroscopic incompleteness we assume that the identified objects 
are characteristic of the sample as a whole, which would not be the case if, say, stars 
are less likely to be identified than QSOs. Thus, there is still scope for a larger, more 
refined QSO survey to magnitudes fainter than the 2QZ. Our surveys suggest that this is 
certainly possible to bJ < 22 using the 2dF spectrograph on the AAT. The easiest way to 
improve the completeness of any such QSO survey would be to try to target more QSOs 
and fewer stars when selecting candidates. Our faint sample of QSOs, which is larger than 
any sample in the literature at magnitudes fainter than bJ = 21, is thus particularly useful 
in seeking a new UVX algorithm to target QSOs while rejecting stars. In fact, members 
of the SDSS and 2dF QSO survey teams are collaborating to construct just such a faint 
QSO survey. The Principal Investigators in this collaboration are Prof. T. S. Shanks 
(UK) and Dr. S. M. C. Croom (Australia). An algorithm to target QSOs by colour has 
been constructed by G. T. Richards (of the University of Pennsylvania) with help from 
P. J. Outram (of the University of Durham). In this Section, we will use our faint QSO 
data to test the efficacy of this algorithm. We shall refer to this algorithm, which uses 
up-to-date SDSS (u, g, r, i and z) magnitudes to target QSOs for follow-up with 2dF, as 
the 2dFSDSS algorithm. We will consider QSOs identified in both our WYFFOS and 2dF 
surveys. 
Objects identified in our 2dF and WYFFOS surveys were cross-referenced against the 
SDSS Data Release 1 (Abazajian et al. 2003), which contains the most up-to-date SDSS 
imaging. The best available (PSF) SDSS magnitudes for each of the objects identified in 
this chapter were derived by matching the position of objects in our 2dF and WYFFOS 
surveys (which all had positions taken from the SDSS EDR) to the nearest object in 
the SDSS Data Release 1 (henceforth DR1). These magnitudes were then corrected 
for absorption in the SDSS passbands using the dust maps of Schlegel, Finkbeiner & 
Davis (1998), as the 2dFSDSS algorithm makes colour cuts on the basis of dust-corrected 
magnitudes. Over 95 per cent of our objects have a match in the SDSS DR1 within 2 
arcseconds. Across all fields in our 2dF and WYFFOS surveys, irrespective of exposure 
time, there is either a good or a questionable identification for 17 4 QSOs and 140 non-
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QSOs. Initially, the 2dFSDSS algorithm rejects objects with large magnitude errors; 
greater than 0.4 in u, 0.13 in g or r, 0.2 in i or 0.6 in z. Of our identified objects, 13 
QSOs and 1.5 non-QSOs would be rejected by the 2dFSDSS algorithm due to large errors 
in one of their PSF magnitudes. 
The next step in the 2dFSDSS algorithm is to reject objects that have magnitudes 
that place them in regions of u, g, r, i, z parameter space dominated by Main Sequence 
stars (see, e.g., Richards et al. 2002). We illustrate this part of the algorithm in Fig. 6.18. 
It turns out that none of our objects are rejected by this part of the 2dFSDSS algorithm, 
which might be expected, as our UVX selection of QSO candidates outlined in Section 6.2 
was also designed to reject the main stellar locus. Ultimately then, 161 QSOs and 125 
non-QSOs are accepted by the algorithm up to this point, and so far, only those objects 
with poor magnitude determinations in at least one band in the SDSS DR1 have been 
rejected. 
Once the Main Sequence stellar locus is rejected, the 2dFSDSS algorithm makes a 
few final refinements to the parameter space to specifically select areas that only QSOs 
populate. The first refinement is essentially the typical UVX selection method discussed 
in Section 6.2 but in (g- r, 7'- i) space. The second refinement is the result of searching 
for a simple refinement in SDSS DR1 colour-colour space that rejects faint stars but not 
faint QSOs, while maintaining a high level of completeness out to a redshift of z ,......, 2. 
This cut, in the (u- g, g- i) plane is the key difference between the UVX selection 
method used in Section 6.2 to find QSO candidates and the candidate selection for the 
2dFSDSS Survey. The exact form of the final colour cuts is slightly dependent on the 
g magnitude of the candidate QSOs. Slightly stricter cuts are used for QSO candidates 
with g 2: 21.15, to try and increase the completeness of the faint sample. The bright limit 
of the 2dFSDSS survey is currently intended to be g 2: 18.00. 
In Fig. 6.19 (for g < 21.15) and Fig. 6.20 (for g 2: 21.15) we plot colours of the 161 
QSOs identified in our WYFFOS and 2dF surveys (and thus far accepted by the 2dFSDSS 
algorithm) in the (g- r, r- i) and (u- g, g- i) planes. We plot good identifications as 
filled shapes and questionable identifications as open shapes. The colour cuts imposed by 
the 2dFSDSS selection algorithm are plotted as dashed lines. The 2dFSDSS algorithm 
would accept an object as a QSO candidate if it lies in the parameter space to the left 
of these dashed lines (in both panels of a given plot). Of the 161 QSOs, 82 have a dust-
corrected magnitude in the range 18.00 ~ g < 21.15 and 79 have g 2: 21.15. If we only 
consider good identifications in our WYFFOS and 2dF samples, we consider 68 QSOs 
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Figure 6.18: This figure illustrates the inital colour cuts used to reject Main Sequence and Blue 
Horizontal Branch stars when picking faint QSO candidates out of the SDSS to observe as part 
of the 2dFSDSS QSO Survey. All colours illustrated in the plot are from the SDSS magnitude 
system (Fukugita et al. 1996). The algorithm used for finding QSO candidates to be included in 
the 2dFSDSS QSO Survey is courtesy of P.J. Outram (Du1·ham University) and G. T. Richards 
(Pennsylvania State University). 
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Figure 6.19: The 2dFSDSS QSO Survey selects QSO candidates using a colour selection algo-
rithm developed by P.J. Outram (Durham University) and G.T. Richards (Pennsylvania State 
University). After a series of initial cuts are made on the basis of SDSS colours, magnitude errors 
and star-galaxy separation (see Fig. 6.18), objects with magnitudes in the range 18.00 ~ g < 21.15 
are tagged as potential QSOs if they lie leftwards of cuts in the (g- r, r- i) and (g- i, u- g) 
planes illustrated by dotted lines in this diagram. We plot QSOs identified in the WYFFOS and 
2dF surveys outlined in this chapter, which-meet the initial selection criterion and lie in the range 
18.00 < g < 21.15. UVX QSOs with a good identification are plotted as filled circles. UVX QSOs 
with questionable identifications (i.e. those marked "?" in above tables) are plotted as open 
circles. Also plotted, as triangles, are colours of the X-ray loud QSOs observed with WYFFOS. 
In all, about 95 per cent of the QSOs represented would be accepted as QSO candidates for the 
2dFSDSS Survey. 
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Figure 6.20: As for Fig. 6.19 but for QSOs in the magnitude range 21.15:::; g < 21.85. Note that 
the dotted lines (which mark the boundary leftwards of which objects would be tagged as QSO 
candidates) trace a slightly different parameter space than in Fig. 6.19. In all, about 70 per cent of 
the QSOs represented in this plot would be accepted as QSO candidates for the 2dFSDSS Survey. 
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with g < 21.15 and 59 QSOs with g 2 21.15. Very few of our QSOs would be rejected by 
cuts in the (g- r, r·- -i) plane, which we would expect, as our QSOs are almost all already 
UVX selected (we also consider the X-ray loud QSOs targeted with WYFFOS). Slightly 
moreQSOswould be rejected as2dFSDSScandidates by cuts in the (u-g,g-i) plane. In 
all 78/82 of our g < 21.15 QSOs would be accepted by the 2dFSDSS algorithm (64/68 for 
the subset with good identifications) and 52/79 of our g 2 21.15 QSOs would be accepted 
(41/59 for good identifications). If our QSO population is generally representative of 
faint QSOs, then we would expect the 2dFSDSS survey to include 95 per cent of QSOs 
with dust-corrected magnitude g < 21.15 and 65-70 per cent of QSOs with dust-corrected 
magnitude g 2 21.15. 
So, the 2clFSDSS algorithm does a reasonable job of targeting UVX QSOs fainter than 
g = 21.15 and an excellent job of targeting UVX QSOs brighter than g = 21.15. What 
level of contamination by non-QSOs might be expected? In Fig. 6.21 (for g < 21.15) 
and Fig. 6.22 (for g 2 21.15) we plot the position of the 125 non-QSOs identified in our 
WYFFOS ancl2dF surveys (that have accurate PSF magnitucles in the SDSS DR1). Again 
we note that objects would be accepted as QSO candidates if they lie in the parameter 
space to the left of the clashed lines in both panels of the figure they are plotted in. Of 
the g < 21.15 non-QSOs, 11/68 would be targeted as QSO candidates in the 2dFSDSS 
Survey (6/27 for good identifications). Of the g 2 21.15 non-QSOs, 13/57 would be 
targeted in the 2dFSDSS Survey (9/22 for good identifications). We thus project that 
the 2clFSDSS Survey will contain only 16-22 per cent of g < 21.15 non-QSOs that would 
be contained in a UVX sample and 23-41 per cent of the g > 21.15 non-QSOs that 
would be contained in a UVX sample. Overall, we project (having scaled the relative 
numbers of QSOs and non-QSOs) that 85 per cent of g < 21.15 QSO candidates will 
turn out to be QSOs (89 per cent considering only good identifications) and 76 per cent 
of g 2 21.15 QSO candidates will turn out to be QSOs (78 per cent if we only consider 
good identifications). These are favourable projected QSO fractions when we consider 
that 58 per cent of objects positively identified in the 2QZ are QSOs and 50 per cent 
of objects positively identified in our WYFFOS and 2dF surveys are QSOs. It is very 
difficult to find a single colour-cut better than the (u- g, g- i) cut the 2dFSDSS survey 
uses to target QSOs - at least using our 2clF and WYFFOS data. 
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Figure 6.21: As for Fig. 6.19 but for non-QSOs in the magnitude range 18.00 ~ g < 21.15. 
Stars are represented by circles (open shapes represent objects with questionable identifications). 
NELGs (and LINERs) are marked by triangles. White Dwarfs are represented by squares. Objects 
to the left of the dashed lines would be tagged as candidate QSOs. In all, about 80 per cent of the 
objects represented in this plot would be rejected as QSO candidates for the 2dFSDSS Survey. 
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Figure 6.22: As for Fig. 6.20 but for non-QSOs in the magnitude range 21.15 ::; g < 21.85. 
Stars are represented by circles (open circles being the questionable identifications). NELGs (and 
LINERs) are marked by triangles. White Dwarfs are represented by squares. Objects to the left 
of the dashed lines wou ld be tagged as candidate QSOs. In all, about 70 per cent of the objects 
represented in this plot would be rejeded as QSO candidates for the 2dFSDSS Survey. 
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6.5 Conclusions 
We have conducted two surveys targeting QSOs in the range 20.5 ::;: bJ < 22.5. We 
have used SDSS EDR photometry to select a UVX sample of QSO candidates similar to 
that targeted in the 2dF QSO Redshift Survey and shown that this photometry is likely 
accurate to ±0.1 mag in bJ. These QSO candidates were observed with WYFFOS on 
the WHT and the 2dF Spectrograph on the AAT over a total of 7 nights in March and 
May 2002. In total, 5.5 nights of useful observing time resulted, allowing useful total 
exposures of "' 3 hours for 5 WYFFOS fields and "' 6 hours for 4 2dF fields. Some 
additional WYFFOS fields were exposed for 1-2 hours. One WYFFOS field was observed 
in conjunction with a second project targeting X-ra.y loud QSO candidates. All of the 2dF 
fields were observed in conjunction with a second project. The candidate QSO spectra 
were reduced using various IRAF packages, in the case of the WYFFOS data, and the 
dedicated 2dF reduction package 2dfdr in the case of the 2dF data. In total, 163 UVX 
QSOs were identified fainter than bJ = 20.5. Of these, 103 were observed with 2dF to 
b1 = 22 and 60 with WYFFOS to b1 = 22.5. Of the QSOs observed with WYFFOS, 
2 have low-quality spectra due to flat-fielding problems (although are almost certainly 
QSOs) and a further 24 are subjectively characterised as having poor quality spectra 
or ambiguous redshift determinations. Of the QSOs observed with 2dF, 3 have been 
previously identified (Hall et al. 1996) and a further 8 are characterised as having poor 
quality spectra or ambiguous redshift determinations. The exact classification of what 
constitutes a poor spectra may not be consistent between the WYFFOS and 2dF samples, 
as the 2dF sample initially had identifications and redshifts assigned using an objective 
automated procedure, where the WYFFOS sample was entirely identified by eye, although 
identifications of the 2dF spectra were ultimately additionally checked by eye. 
The completeness of our surveys was discussed. Notably, we have demonstrated that 
far fewer QSOs than expected are identified in our data sample outside of the central40 ar-
cminutes of a WYFFOS plate. It is well known that WYFFOS suffers some vignetting 
outside of the central 40 arcminute field of view (Corradi et al. 2001) and, arguing that 
this vignetting would severely effect our survey completeness, we decided to only consider 
survey statistics within the central 40 arcminutes of a WYFFOS field. The 2dF data sug-
gested no variation in completeness with fibre position. The spectroscopic completeness 
was determined for both the WYFFOS and 2dF data and found to be about 40 per cent 
in the range 21 :S: bJ < 22 for the strictest spectral identifications in both sets of data. 
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The typical observational completeness of the two surveys is about 30 per cent. 
We have used our 2dF and WYFFOS data to confirm the form of the QSO number-
magnitude counts in the magnitude range 21 ~ bJ < 22 for QSOs in the redshift range 
0.3 < z < 2.2, the range for which UVX QSO samples are designed to be most complete 
(Veron 1983}. In total, 83 of our QSOs lie in these redshift and magnitude ranges, of 
which 68 adhere to the strictest spectral criteria. This means our survey is 3-4 times larger 
than the surveys of Boyle, Jones & Shanks (1991} and Koo & Kron (1988} combined, the 
largest individual surveys in the literature fainter than bJ = 20.85. By fitting models 
to the differential QSO counts, we confirm the slope of the integrated QSO number-
magnitude counts to be 0.29 ± 0.03 - essentially the value of the slope used throughout 
this thesis, with improved accuracy. 
Finally, we have discussed the proposal of the 2dFSDSS collaboration of extending our 
idea of combining SDSS photometry and 2dF spectroscopy to obtain a much larger sample 
of faint QSOs. We have discussed the 2dFSDSS algorithm developed by G. T. Richards 
and P. J. Ou tram to improve on the UVX method of targeting faint QSOs, particularly, 
using a si m pie cut in ( u- g, g- i) parameter space to obtain lower rates of contamination 
by non-QSOs. We have estimated (using 161 QSOs and 125 non-QSOs obtained in our 
UVX surveys to bJ > 20.5} that 85-90 per cent of g < 21.15 candidates targeted by the 
2dFSDSS algorithm will be QSOs and 75-80 per cent of g 2 21.15 candidates targeted by 
the 2dFSDSS algorithm will be QSOs. This is a high QSO return compared to traditional 
UVX candidates, 50-60 per cent of which are QSOs. 
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Chapter 7 
Conclusions 
7.1 S un1n1ary 
The mandate of this thesis was to study the statistical lensing of QSOs by foreground 
structure in light of the large amount of data recently made available as the 2dF QSO 
Redshift Survey (2QZ). In the Introduction of this thesis, we discussed the evolution of 
cosmology, loosely divided into the "classical era" and "modern cosmology". We noted 
that while the questions humans seek to ask about our Universe are eternal, the de-
velopment of new theories and technologies drive the field of observational cosmology 
towards a more intricate understanding of the Cosmos. It could be argued, for instance, 
that, classically, the development of General Relativity and larger telescopes equipped 
for spectroscopy marked the genesis of modern cosmology. The last decade or so, has 
seen the wide acceptance of gravitational lensing as a tool to probe the mass (rather 
than the light) associated with structures in our Universe. Similarly, the last decade has 
been graced by the evolution of spectroscopy to the point where spectroscopic surveys 
of significant portions of the sky can be carried out on timescales of a few years. Still, 
few cosmological results have emerged from the marriage of gravitational lensing theory 
and these large spectroscopic surveys, and a barrage of studies addressing cosmological 
leasing in large surveys is likely imminent. 
After introducing the classical and modern cosmological parameters that might be 
probed by the statisticallensing of QSOs, introducing the values of these parameters that 
are widely accepted as characterising the geometry of our Universe (the "Concordance 
Cosmology") and discussing the current standard model (ACDM), we turned our attention 
to the 2QZ. In Chapter 2, we outlined the form and content of the 2QZ and derived a 
number of results that would prove useful in studying properties of the QSO population 
as a whole. Chapter 3 reintroduced the result of Boyle, Fang & Shanks (1988), that 
QSOs and galaxy groups are anti-correlated and discussed the idea (Rodrigues-Williams 
& Hogan 1994, Croom & Shanks 1999) that this signal could be attributed to lensing 
by groups of galaxies diluting background QSO numbers. The groups used to study 
QSO-group cross-correlations were defined where galaxy numbers in the APM Survey 
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and the Sloan Digital Sky Survey (SDSS) are particularly dense on the plane of the sky. 
The lensing models used to characterise the effect of the groups' mass on QSO numbers 
considered the groups to be well-characterised as dark matter haloes. In Chapter 4, we 
investigated in what sense these groups selected on the plane of the sky might be thought 
to be representative of dark matter haloes in our Universe. We went on to investigate 
the cross-correlation between QSOs and groups selected from the 2dF Galaxy Redshift 
Survey (Eke et al. 2003) to best trace underlying dark matter haloes in a ACDM universe. 
Many of the problems that arise when trying to characterise what constitues a "group" 
of galaxies can be circumvented by analysing the ensemble galaxy distribution, rather than 
groups selected from it. In Chapter 5 we considered the cross-correlation between QSOs 
and galaxies. Recently Gaztaii.aga (2003) has found a significant correlation between 
galaxies and QSOs taken from the SDSS, a result that might have significant implications 
for how mass in our Universe clusters on small scales, as compared to the light from 
galaxies. In Chapter 5, we checked whether the result of Gaztaiiaga (2003) was consistent 
with the distribution of QSOs in the 2QZ relative to foreground galaxies. The results 
of Chapter 5 (and Chapter 3) are somewhat at odds with the Concordance Cosmology, 
and, further, could be explained if the form of the QSO number-magnitude counts flattens 
significantly at magnitudes fainter than the limit of the 2QZ. In Chapter 6, we introduced 
two QSO surveys intended to study the form of the QSO counts to 21 :<::; bJ < 22.5. The 
idea of extending the 2QZ to fainter magnitudes has now been taken up by a 2dF-SDSS 
collaboration and our faint QSO data were useful in testing the algorithms used by this 
collaboration to target candidate QSOs for spectroscopy. Thus, our thesis came full 
circle, beginning with analysis of the completed 2dF QSO Redshift Survey and ending 
with preliminary analysis of what might well become the 2dFSDSS QSO Redshift Survey. 
7.2 Main Results of This Thesis 
In Chapter 2 of this thesis, we discussed the construction of angular completeness masks 
for the 2dF QSO Redshift Survey (2QZ), that were based on the fraction of QSOs iden-
tified compared to the number of candidate QSOs targetted by the survey. The masks 
make the assumption that the sample of objects not spectroscopically identified by the 
2QZ contains the same fraction of QSOs as the parent catalogue. By analysing the subset 
of 2QZ objects that were initially classed as unidentified but were subsequently reobserved 
and assigned a spectral quality, we showed that the fraction of QSOs identified in the 2QZ 
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is likely to be representative of the fraction of QSOs in the sample of 2QZ objects tha.t 
were observed without being identified. This is true even at bJ > 20.5, the faint end of the 
2QZ. This means that correcting observed QSO numbers on the basis of the fraction of 
QSOs identified in the 2QZ will fairly estimate the true number of QSOs. The other main 
result of Chapter 2 was our analysis of the form of the integrated QSO number-magnitude 
counts, N ( < bJ). When the number of QSOs as a function of magnitude are corrected 
for absorption by dust in our Galaxy and for incompleteness, both the cumulative and 
differential data are fit very well by a Smooth Power Law (SPL) model. We found that 
the faint-end slope of the integrated SPL model over the range 20.85 ~ bJ < 21.85 is 
0.29 ± 0.05, a value consistent with the determinations of earlier authors (Boyle, Fong & 
Shanks 1988, Koo & Kron 1988, Boyle, Jones & Shanks 1991, Hartwick & Schade 1990). 
In Chapter 3, we sought the effect of lensing by foreground groups of galaxies on 
QSO numbers. By cross-correlating (z > 0.4) 2QZ QSOs against galaxies in objectively-
determined groups, we demonstrated that there is a 3a anti-correlation between QSOs and 
galaxy groups of strength w9 q( < 10') = -0.049. The strength of this effect is consistent 
with the result of Boyle, Fong & Shanks (1988), with the caveat that Boyle, Fong & Shanks 
(1988) cross-correlated UVX QSO candidates, rather than spectroscopically identified 
QSOs, against galaxy groups. Care was taken to show that the anti-correlation between 
QSOs and galaxies in groups is not a selection effect due to the 2QZ observing process. 
By analysing the colours of QSOs as a function of their distance from the centres of galaxy 
groups, we limited the amount that dust in galaxy groups could redden QSOs, finding a 
95 per cent upper limit on reddening in bJ- r of 0.012, which translates to a 2a limit on 
absorption in groups of AB < 0.04 mag assuming the Galactic dust absorption law from 
Schlegel, Finkbeiner & Davis (1998), in good agreement with the limit on absorption 
in galaxy groups from Nollenberg, Williams & Maddox (2003). To explain the anti-
correlation of QSOs and galaxy groups as an effect of absorption by dust in the groups 
would require an absorption of at least AB~ 0.2 mag (Boyle, Fang & Shanks 1988). We 
later demonstrated (see Section 5.4.4.1) that assuming even the greyest dust law measured 
in local galaxy groups (Calzetti, Kinney & Storchi-Bergmann 1994) would not increase 
our estimate of absorption in groups by more than 25 per cent. 
Magnification bias (see Appendix B) predicts that where the slope, a, of the integrated 
QSO number-counts, N[ < m] ex: loam, is flatter than 0.4, an anti-correlation should be 
observed between QSOs and foreground structure. The strength of the expected anti-
correlation depends on the exact value of the slope and the size and distribution of the 
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mass of foreground groups. When Croom & Shanks (1999) modelled the anti-correlation 
between galaxies in groups and UVX QSO candidates as an effect of statistical lensing, 
they weighted each group by the number of galaxies in the group, effectively skewing their 
result towards groups with more galaxies (and therefore higher mass groups). To study 
the anti-correlation between galaxy groups and QSOs in terms of statistical lensing, we 
remeasured the result as a cross-correlation between QSOs and group centres, with each 
group weighted equally. The revised anti-correlation measured was Wcq ( < 10') = -0.034, 
at a significance of 3a. We then demonstrated that the anti-correlation is fit well by 
supposing its cause is the statisticallensing of QSOs by dark matter haloes, either NFW 
haloes or Singular Isothermal Spheres. Such a lensing explanation requires more mass 
than models with nm = 0.3 would suggest, at the rv 1-2a level, meaning the effect is 
somewhat at odds with the Concordance Cosmology. Alternative explanations for the 
anti-correlation include a combination of lensing and dust, a significant flattening of the 
QSO integrated number-counts (a < 0.2 in the range 20.85 :=:; bJ < 21.85), or some 
combination of these factors. 
A major assumption was made in the statisticallensing analysis of Chapter 3, namely, 
that groups selected as over-densities on the plane of the sky were representative of the 
dark matter haloes used to model them as lenses. In Chapter 4, we investigated how many 
groups defined on the plane of the sky ("2D groups") would still be considered groups 
if we also knew the redshifts of the galaxies in the groups ("3D groups"). As no large 
galaxy redshift surveys to bJ < 20.5 currently exist, we used a mock catalogue (Cole et 
al. 1998) created from an N-body simulation of dark matter in a ACDM universe to test 
our group-detection algorithm. About 63 per cent of galaxies that are in 2D groups with 
7 or more members could also be considered to be in 3D groups. However, only about 
45 per cent of 2D groups with 7 or more members would also be considered a 3D group 
with 7 or more members, rising to 80 per cent for 3D groups with 4 or more members. In 
general, then, we concluded that if our 2D groups trace 3D groups, then they must trace 
quite small 3D groups. 
Chapter 4 subsequently sought the effect of the statistical lensing of 2QZ QSOs by 
foreground structure detected in the 2dF Galaxy Redshift Survey (2dFGRS) group sample 
(Eke et al. 2003). The 2dFGRS group sample is optimised to identify groups that are 
representative of underlying dark matter haloes, so should be well matched to our lensing 
models. 2QZ QSOs were cross-correlated against 2dFGRS groups with 5 or more members 
and we concluded that there is a significant anti-correlation between 2dFGRS groups and 
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2QZ QSOs but only on small scales; Wcq(B < 2') = -0.16 ± 0.05. There is no significant 
anti-correlation on larger scales. We demonstrated that this result is not unique to the 
subsample of 2dFGRS groups with 5 or more members. A posteriori, we found that only 
the cross-correlation between a subset of 2dFGRS groups of"' 15 or more members and 
2QZ QSOs showed as strong an anti-correlation as that found in Chapter 3, and such 
groups are scarce enough that even that signal was at the limit of the statistics that could 
be probed by our data. By comparing the mass estimated for each group by Eke et al. 
(2003) to masses estimated by fitting the NFW lensing model described in Chapter 3, 
we concluded, unlike in Chapter 3, that there is no discrepancy between groups masses 
estimated from the statisticallensing of QSOs and group masses estimated in comparison 
to ACDM simulations. 
Chapter 5 studied the cross-correlation of high-redshift (z > 0.4) 2QZ QSOs and 
bJ < 20.5 galaxies. We found that QSOs are anti-correlated with galaxies to the extent 
wq9 (B < 10') = -0.007 at nearly 3a significance. There is no significant correlation 
between 2QZ stars and galaxies, suggesting that the QSO-galaxy anti-correlation is not 
some systematic of the 2dF observational technique. We measured the colours of 2QZ 
QSOs as a function of their distance from galaxies, as compared to a control sample of 
the same spatial distribution of QSOs but with colours selected at random from the 2QZ 
QSO distribution of colours. This analysis of colours suggested that absorption by dust 
in galaxies could account for at most 30 per cent of the QSO-galaxy anti-correlation, at 
the 95 per cent significance level. We demonstrated that, should dust in galaxies have a 
reddening law like that found by Calzetti, Kinney & Storchi-Bergmann (1994), dust could 
account for only a further 7-8 per cent of the anti-correlation. 
We demonstrated that the anti-correlation between QSOs and galaxies is consistent 
with some effects that are expected if it arises due to the statistical lensing of QSOs. No-
tably, the anti-correlation evolves into a positive correlation as brighter samples of QSOs 
are cross-correlated against galaxies- although this effect is not significant. Somewhat un-
expectedly, there is a stronger anti-correlation between radio-loud 2QZ QSOs and galaxy 
groups. This signal may be due to the effects of double magnification bias (Borgeest, von 
Linde & Refsdal 1991) but if so, could only arise due to some complicated form of this 
bias (Wyithe et al. 2003). If the QSO-galaxy anti-correlation were entirely due to the sta-
tistical lensing of QSOs, then galaxies would have to be highly anti-biased (b"' 0.05) on 
scales of 0.1 h- 1 M pc. This is equivalent to saying that mass is highly clustered on small 
scales, as compared to galaxies, inconsistent with the ACDM paradigm. Our results are 
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particularly interesting when compared to the analysis of Gaztanaga (2003) who finds 
that galaxies are similarly anti-biased (b"" 0.1) on small scales (0.2h- 1Mpc) by cross-
correlating a bright SDSS QSO sample with SDSS galaxies and measuring a positive 
correlation between galaxies and QSOs. It is difficult to imagine a systematic effect that 
could cause both an anti-correlation and positive correlation between QSOs and galaxies, 
except for the statistical lensing of QSOs. 
Some results in this thesis are at odds with the standard ACDM paradigm. Many 
of the discrepancies between this thesis and ACDM could be resolved if the integrated 
QSO number-count slope flattened considerably at magnitudes fainter than the limit of 
the 2QZ. In Chapter 6, we discussed two surveys we carried out to count QSOs in the 
magnitude range 20.5 ~ bJ < 22.5. Our surveys, performed with WYFFOS (Corradi et 
al. 2001) and 2dF (Bailey & Glazebrook 1999), utilised the same UVX selection process 
used to target QSO candidates for the 2QZ, but our surveys used SDSS photometry. We 
transformed the magnitudes of star-like SDSS Early Data Release sources to the UKST 
bands and estimated that the resulting bJ magnitudes would be accurate to ±0.1 mag. We 
discussed the observational technique and data reduction of our surveys at some length. 
Ultimately, we identified 160 QSOs fainter than bJ = 20.5 that are not identified in the 
catalogue of Veron-Cetty & Veron (2001). We noted and demonstrated that WYFFOS 
suffers considerable light loss down fibres placed more than 20 arcminutes radius from 
the plate-centre (Corradi et al. 2001). The typical observational completeness of our two 
surveys (only considering the central 40 arcminutes of a WYFFOS field) was found to be 
30 per cent. The typical spectroscopic completeness was found to be 40 per cent. After 
correcting our QSO numbers for incompleteness (and for dust absorption in our Galaxy), 
we found that, in the magnitude range 21 ~ bJ < 22, the integrated QSO number-counts 
have a slope of 0.29 ± 0.03, highly consistent with the value inferred in Chapter 2 and 
used throughout this thesis. Finally, we discussed the 2dFSDSS collaboration's intention 
to extend the 2dF survey to fainter magnitudes. Using our faint QSO data, we estimated 
that "" 85 per cent of g < 21.1.5 candidates targeted by the 2dFSDSS will be QSOs and 
"" 75 per cent of g ~ 21.15 candidates targeted by the 2dFSDSS will be QSOs, higher 
than the QSO fraction identified in prior UVX surveys such as the 2QZ (rv 60 per cent 
of which are QSOs). 
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7.3 Final Conclusions and Future Prospects 
This thesis has dealt with the statisticallensing of QSOs and its implications for cosmolog-
ical parameters. Many of the questions we have posed remain unanswered or incomplete. 
Though we have shown that that the distribution of high-density peaks in the galaxy dis-
tribution significantly influences the distribution of (redshift 0.4 and greater) 2QZ QSOs, 
and concluded that there may be more mass in groups than accounted for in the ACDM 
paradigm, we have applied quite simple modelling to the effect. High-resolution ray-
tracing simulations of the effect of galaxy groups on QSOs would be beneficial. Large 
simulations of weak lensing on a cosmological scale are still in their infancy but do sug-
gest greater magnification in ACDM universes than might be naively expected (Barber 
et al. 2000). However, to compare lensing through dark matter in simulations to the 
observed distribution of galaxies and groups will require a better understanding of how 
galaxies are biased relative to dark matter. 
An alternative approach, studying 2dFGRS groups that are selected to mimic the 
distribution of NFW haloes in a ACDM cosmology, suggests no discrepancy between 
expected halo masses and lensing masses measured from statistical lensing. What this 
is telling us about the mass in our Universe where the density of the bJ < 20.5 galaxy 
distribution peaks on the plane of the sky is unclear. If ACDM correctly accounts for the 
distribution of mass in our Universe, then the anti-correlation between QSOs and galaxy 
groups selected as over-densities on the plane of the sky must arise due to some quirk 
of lensing near points where the projected number of bJ < 20.5 galaxies are particularly 
dense. To investigate this question will require extensive ray-tracing simula.tions of lensing 
magnification out to QSO redshifts coupled with a realistic model of galaxy bias, and 
might also need a survey of galaxy redshifts to bJ < 20.5, to investigate if there is a 
reason why QSOs seem to evade galaxy groups defined to this magnitude limit. 
Coupled with the work of Gaztanaga (2003), we have found evidence that there is a 
consistent lensing signal in two independent samples of QSOs, samples where statistical 
lensing would boldly predict lensing signals quite different in form. This consistent lensing 
signal suggests that dark matter is highly anti-biased on small scales relative to galaxies. 
Again, the modelling used might be too simplistic. Galaxy bias may be very complicated 
on small scales. It is likely that much of theroretical cosmology in the next decade 
will study the complicated relationship between the light from baryons in the Universe 
and the dark matter component on small scales. Hopefully, alongside these theoretical 
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developments, better constraints on galaxy bias across a range of scales can be determined 
from lensing predictions based on a comparison of QSO and galaxy clustering in the 
completed Sloan Digital Sky Survey. 
As the work outlined in this thesis has progressed, other authors have been using 
a second aspect of statistical gravitational lensing, namely, the shearing of background 
galaxy images by the differential gravitational potential across foreground structure, to 
determine cosmological parameters. These studies (Hoekstra et al. 2001, Hoekstra et 
al. 2002) yield values for nm and the galaxy bias parameter, b, that are entirely consistent 
with the ACDM paradigm. Why there is a discrepancy between some aspects of this thesis 
and these galaxy shear measurements is not clear. The most obvious assumption that 
could influence measurements of QSO magnification but not galaxy shear, is the form 
of the faint-end of the integrated QSO number-counts. However, the surveys presented 
in Chapter 6 of this thesis suggest that the slope of the QSO number-counts fainter 
than the 2QZ limit is consistent with what would be extrapolated from the 2QZ data. 
Should it gain enough telescope time, the 2dFSDSS collaborative survey will definitively 
measure the slope of the QSO number-magnitude counts fainter than the 2QZ limit. An 
alternative reason for false measurements of QSO magnification is dust in foreground 
structure obscuring QSOs. Though we have shown in this thesis that this would need 
to be particularly grey dust, it might be interesting to survey QSOs by means other 
than their flux to determine dust-independent QSO numbers near galaxies or groups. 
Practically, this means that QSOs would have to be selected by their variability, or their 
lack of proper motion (Hartwick & Schade 1990). The largest QSO surveys in the time 
domain are currently performed on far smaller scales than the 2QZ (Rengstorf et al. 2001). 
In the wake of constraints on the cosmological parameters provided by WMAP CMB 
data (Spergel et a.l. 2003) and looking forward to the even better constraints expected 
from PLANCK data (Vielva et al. 2003), many cosmologists would argue that the large-
scale cosmology of our Universe is now well-known. We are entering an era of precision 
cosmology. The geometrical part of the ACDM paradigm has been upheld. Clustering 
results from large-scale structure affirm this geometry (Percival et al. 2001, Outram et 
al. 2003). We expect the next decade of cosmology to centre on the form of our Universe 
on smaller scales, on theories of how baryons coalesce and cluster relative to dark matter 
in our Universe, and on the general effect of gravitational lensing in our Universe on 
the brightness of sources we use to infer cosmological results (Perlmutter et al. 1999, 
Barber et al. 2000). Is the dark component of our Universe well represented by haloes of 
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collisonless Cold Dark Matter (Moore et al. 1999, Ghigna et al. 2000, Sand, Tommaso & 
Ellis 2002, Power et al. 2003)? Why can't we detect this dark matter (Paling 2003)? How 
do the baryons, which we can observe, trace the dark matter, which we cannot and how 
are these baryons redistributed on galactic scales by winds and supernovae (Adelberger 
et al. 2003)? Does tensing have an important effect on the general clustering statistics 
we use to measure the geometry of our Universe (Barber & Taylor 2003, Okamoto & 
Hu 2003)? We hope that effects discussed in this thesis, if further confirmed in larger 
QSO surveys such as the Sloan Digital Sky Survey and 2dFSDSS Survey, will continue 
to pose interesting observational questions to be considered by the cosmological theories 
developed over the next few decades. Early Twentieth Century physics taught us that a 
few small discrepancies at a time when a scientific discipline is considered essentially solved 
can trigger the scientific advances of the next 100 years. As such, posing new questions 
and highlighting discrepancies between observations and established theory should be 
considered the essential pursuit of the Twenty-First Century observational cosmologist. 
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Appendix 
Appendix A Classical 
Cosmology 
In this appendix, we derive descriptions of the basic cosmological parameters used in 
this thesis but not defined elsewhere within it. 
A.l The Cosmological World Model 
The simplest metric line element for an expanding universe that is isotropic and homoge-
nous on sufficiently large scales and consistent with the Theory of General Relativity 
(Einstein 1916) is given by 
(A.1) 
where k is a constant that defines the geometry of the universal model for all time. For 
k = 0, the model reduces to a spherically symmetric space- called a "flat" universe. The 
case k > 0 represents a closed geometry and the case k < 0 an open geometry. The 
variables r, () and <jJ denote spherical polar coordinates that flow with the expansion of the 
universe ( "comoving coordinates"); t is the cosmic time coordinate and ds is the Lorentz 
invariant metric interval. Note that under the assumption of Universal homogeneity, t is 
equivalent to the proper time, as different observes may agree on Universal parameters 
at the same time. The function a(t) paramaterises the expansion factor of our Universe. 
Equation A.1 is named the Robertson-Walker Metric after the authors who first re-
alised its form (Robertson 1935, Walker 1936). Friedmann (1923) and Lemaitre (1927) 
had previously independently derived the form of Einstein's Field Equations of General 
Relativity (which relate the geometry of the universe to its content) in an expanding 
universe 
a 4 ( 3p) Ac2 
- = -rrG p + - + -
a 3 c2 3 
(a) 2 8 kc2 Ac2 - = -rrGp- -+-a 3 a2 3 
241 
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(A.3) 
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where pis the pressure due to, and pis the density of, matter and radiation in a universe, 
and G is the gravitational constant. The dot denotes a derivative with respect to cosmic 
time t. The cosmological constant, A, was added to these equations independently by 
Einstein (arising as a constant of integration in solving his field equations) in an attempt 
to provide for a non-expanding model of our Universe. 
Bubble (1929) showed that our Universe is expanding and proposed the linear expan-
sion law relating the velocities of galaxies v and their distances r 
(A.4) 
where Ho is Bubble's Constant. Subsequently, the Robertson-Walker Metric (Equa-
tion A.l) and Friedmann Equations (Equations A.2 and A.3) gradually became the ac-
cepted fundamental cosmological equations of our era. In fact, Bubble's Law is a criterion 
of any expanding, isotropic, homogenous model. 
It is simple to see there is a fundamental relationship between Bubble's constant 
as a function of cosmic time and the scale factor of Equations A.l, A.2 and A.3. The 
Robertson-Walker Metric (Equation A.l) shows that the proper distance at any particular 
cosmic time is some function of distance multiplied by the scale factor 1'pr = a(t)j(r·), so 
the proper velocity is 
Vpr = aj(r) = ~1'pr 
a 
(A.5) 
So, by analogy with Equation A.4, H(t) = aja. The Bubble Constant as a function 
of time is usually called the H u bble Parameter, to distinguish it from the small-scale 
Bubble's Constant (denoted H 0 ). 
Consider the Bubble parameter, yielded by a/a in Equation A.3, as made up of sepa-
rate contributions from matter in our Universe and from the Cosmologica.l Constant. We 
define the critical density of a universe as the matter density in a. flat (k = 0) universe 
with A= 0 
3H2 
Pcrit = SrrG 
allowing us to define a quantity that describes the flatness of the Universe 
p 8rrG 
S1m = --. = 3H2P 
Pent 
(A.6) 
(A.7) 
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Similarly, ignoring the matter contribution by setting p = 0 in Equation A.3, we find the 
contribution to the curvature of the universe from the Cosmological Constant is 
Ac2 
QA = 3H2 
Under these definitions, the Second Friedmann Equation becomes 
(A.8) 
(A.9) 
Equation A.9 is a fair distillation of Einstein's Field Equations in the cosmological domain. 
The terms on the left hand side of Equation A.9 are constructed to contain the matter 
content of the Universe, where the terms on the right describe the geometry of a universe. 
Sometimes, the term :i:2 is denoted nk, the "critical curvature" of our Universe. The 
significance of k is now apparent. If k = 0, the case of a "geometrically flat" universe, 
then the critical matter terms sum to 1. In a A = 0, flat universe, nm = 1 and the density 
of the universe is critical. For an open (k < 0) cosmology, the n terms will total more 
than 1. For a closed (k > 0) geometry, the n terms will total less than 1. 
Recent measurements of the angular power spectrum of the Cosmic Microwave Back-
ground suggest nmh2 = 0.14 ± 0.02 and h = 0.72 ± 0.05 (Spergel et al. 2003). Measure-
ments assuming that supernovae are standard candles (Perlmutter et al. 1999) suggest 
O.Snm- 0.6nA rv -0.2±0.1. Key Project measurements of Hubble's Constant (Freedman 
et al. 2001) suggest h = 0.72±0.08 (100h kms- 1 Mpc = H 0 ). Measurements of the statisti-
cal distribution of large scale structure (Percival et al. 2001, Dodelson et al. 2002, Outram 
et al. 2003) are converging at around nmh = 0.2 ± 0.05. Probably any two of these ob-
servations (consider Efstathiou et al. 2002) and certainly any three of them are sufficient 
to say with some confidence that Qm = 0.3, QA = 0.7 and k = 0. 
A.2 The Redshift of Photons 
The Robertson-vValker Metric is readily used to demonstrate that photons that are emit-
ted at one time in an expanding cosmology and received at another time will redden. 
Consider a photon emitted at time te, which travels a distance r to be received by an 
observer at the present time t 0 • Photons travel along null geodesics, so we may set 
ds = d() = d<f; = 0 in Equation A.1 
11o cdt !or dr - = = J(r) le a(t) 0 v1- k,-2 (A.10) 
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Where J(r) simply denotes a function of r. Light emitted a small time later, te +Me, will 
be received a small time later, t0 + 8t0 , so 
J(r) (A.ll) 
(A.l2) 
This reduces to 
(A.13) 
where a(to) has been shortened to a0 and a(te) to a. In the previous equation, c8t could 
be identified with the wavelength (A) of the photon, meaning 
Ao ao 
Ae a (A.14) 
If our Universe is expanding, then a0 > a, so A0 > Ae· The photon received at the present 
time is redder than when it was emitted. The cosmological redshift, z is defined as the 
fractional reddening in a photon's wavelength between emission and reception 
a0 - a 
a 
A.3 Rubble's Parameter as a Function of Redshift 
(A.l5) 
The Second Friedmann Equation (A.3) may be combined with Equation A.l5 to determine 
the Hubble Parameter in terms of measurable quantities. The present value of flm is given 
by Equations A.7 and A.6 with the Hubble Parameter set to its present value (Hubble's 
Constant, Ho) 
Po 81rG nmo = -- = --po 
' Pcrit,o 3H't 
The present value of f2A is similarly yielded via Equation A.8 
Ac2 nA ---
,o- 3Hz 
0 
(A.16) 
(A.l7) 
In the matter-dominated era, the density of part of the Universe is always inversely 
proportional to the volume of that part, meaning, p ex: a-3 , where a is the scale factor 
at the time the density is measured. This means p = (!~l p0 , which is to say p = 
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(l+z) 3 p0 , given the definition of the redshift, z, in Equation A.l5. The Second Friedmann 
Equation (A.3) can then be written 
(A.l8) 
Substituting from Equations A.l7 and A.l6 for the present-day, measurable values of Om,o 
and QA, we find 
(A.l9) 
To determine the present day value of k, which is, by definition, a constant for all times 
and places, we consider Equation A.l9 with all terms measured at the present day, so 
H(t) = H0 , a= a0 and z = 0 
(A.20) 
so 
(A.21) 
Substituting this expression back into Equation A.l9 and once more using Equa-
tion A.l5 for the redshift, we find 
(A.22) 
which allows the Hubble Parameter to be determined for any redshift in terms of the 
present day measurables. When using this equation, we shall usually drop the cumbersome 
0 = "present-day"subscript on Om and QA. 
A.4 Cosn1ological Distances 
It is straightforward to show how redshift, z, evolves with cosmic time, t. We use the fact 
that ~~ =a can be identified as a= aH using the definition of the Hubble Parameter (see 
Equation A.5) and differentiate the definiton of redshift (Equation A.l5) with respect to 
the scale parameter, a, to see 
dz = dz da = H ( 1 + z) 
dt da dt (A.23) 
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We have previously shown the path of a radially moving photon in Equation A.lO 
cdt dr· 
a vl- kr2 (A.24) 
We will denote the radial comoving distance traced by such a photon from an object 
of interest in the Universe by X· As the comoving coordinates of objects in the Universe 
do not change with time (moving, as they do, with the expansion), the scale factor is the 
same for all times (the present scale is equivalent to the scale at any time). Setting dt 
= d<;l> = dB = 0 and a = a0 in the Robertson-Walker Metric (Equation A.l, the radial 
comoving distance element is given by 
(A.25) 
which we can equate with Equation A.24 and the definition of redshift to yield 
dx ao ( ) 
- = -c = 1+ z c 
dt a 
(A.26) 
We combine Equations A.23 and A.26 to give 
dx dx dt c 
dz dt dz H 
(A.27) 
an equation that may be integrated to give the radial comoving distance to any object in 
our Universe, provided its redshift is known. In this thesis, we mainly use Equation A.23 
and Equation A.27, together with the equation for Rubble's Parameter in terms of red-
shift (Equation A.22) to determine distances from redshift and values of the present day 
cosmological parameters (c, Ho, rlm, nA)· 
Although the most readily conceptual cosmological distance, the radial comoving dis-
tance is not directly measurable. Expressions in gravitational lensing models often sim-
plify greatly when related to a distance concept that can, in principle, be directly measured 
- angular diameter distance. In terms of measurements, the angular diameter distance is 
the distance at which a standard rod of certain proper length subtends a given angle. In 
terms of the cosmological world model, the angular diameter distance is defined similarly 
to the comoving distance but because galaxies will appear smaller as they recede with 
the expansion, the angular diameter distance moves with the scale factor, a. It turns out 
that the physically meaningful model of the angular diameter distance, D A at a given 
redshift, z out to the Robertson-Walker metric radial coordinate r is 
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a0 r(z) DA(z) = a(z)r(z) = ( ) 1+z (A.28) 
Given Equations A.25 and A.27 we find 
dr dr dx 
dz dx dz (A.29) 
which can be integrated to give r(z), which in turn yields DA(z). It is possible but 
not straightforward to generally determine the angular diameter distance between two 
redshifts, such as might be necessary to characterise the distance between a gravitational 
lens and the source it is lensing, by numerically integrating a second-order differential 
equation known as the Dyer-Roeder Equation (Dyer & Roeder 1974, Dyer & Roeder 
1981), as outlined in Section 5.1 of Schneider, Ehlers & Falco (1992). The Dyer-Roeder 
Equation can also model the gross effect of gravitational lensing through the field of in 
an inhomogenous cosmology on the distance determinations. However, the Dyer-Roeder 
Equation can quickly become complicated in inhomogenous universes or universes with 
a Cosmological Constant (Demianski et al. 2000, Kantowski 2000). In this thesis, we 
tend to use the practical approach of Kayser, Helbig & Schramm (1997) when calculating 
the angular diameter distance between two redshifts. Unless otherwise mentioned, all 
angular diameter distances in this thesis are calculated assuming a smooth (homogenous) 
umverse. 
~-----------------------------------------------------------------------------
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Appendix 
Appendix B - Modern 
Cosmology 
In this appendix, we discuss the main statistics used to test modern cosmology, namely 
the two-point correlation function and its Fourier-space twin the power spectrum. We 
also discuss how galaxy bias is measured using either statistic. 
B.l The Two-point Correlation Function 
The two-point correlation function, ~(r) is a measure of how clustered a set of points 
in space are (Peebles 1980). Consider the following measure of the probability (dP) of 
finding pairs of sources of mean number density n within volume dV separated by distance 
(B.l) 
Clearly, if ~(r) = 0, then we obtain the expected expression for two sets of points that 
are randomly distributed relative to each other 
(B.2) 
but, if ~(r) > 0, or ~(r) < 0 then we have a greater or lesser chance of finding a point 
at a given distance from a second point and our two sets of points either cluster around 
each other or avoid each other, as might be expected for real data 
(B.3) 
If we wish to measure ~(1·), then we need only compare the distribution of data-points to 
a set of random points. Taking Equations B.2 and B.3 in ratio 
~(r) = dPD1D2 (r) nn1 nn2 dVn1dVn2 _ 1 
dPn1 R 2 (r) iiD 1 iiD2 dVD 1 dVD2 
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In practice, one usually integrates over the volumes and probabilities in these expressions, 
simply counting the number of data-data (D1D2) pairs and random-random (RtR2) pairs 
in a given volume of sky. With a little thought, it is possible to construct a number of 
estimators of ~(r). A simple estimator that is often used, and that is accurate when the 
survey volume is large enough that the number density of sources is well-known (i.e. a 
large enough part of the Universe is sampled that clustering at the edges of the field do 
not have any bearing on the estimation of the number density of sources), is 
(B.5) 
This estimator is rapid, as a set of random points need only be constructed to mimic one 
of the sets of data points. 
If we are interested in working in the plane of the sky rather than over the entire 
volume of a survey (perhaps as redshifts of sources aren't available), then one can define an 
analogous angular two-point correlation function, w( B) si m ply by making the substitutions 
~ t-+ w, r t-+ B, dV t-+ dD. If we are interested in measuring the intrinsic clustering of 
a particular set of objects, rather than the relative clustering of two sets of objects, we 
can define the auto-correlation function simply by dropping any subscripts in the above 
equations, so that we are only dealing with one species. 
B.2 The Power Spectrum 
Though we never directly measure the power spectrum in this thesis, it is frequently the 
statistic of choice in modern studies of clustering, and we often discuss it in the body of 
the text, so we will briefly outline its meaning here. 
Consider Equation B .. 5 but written to express the auto-correlation function (i.e. D 1 = 
D2 and Rt = R2). Assuming we are sitting at a given coordinate in space and counting 
the number of data points and random points at a distance r away, and further rewriting 
the number of data points (at a distance, r) divided by the mean number of data points 
(at a distance, r) in terms of the relative densities, p, of data points, we find 
8(r) = p~)- 1 = p(r)_- p 
p p 
(B.6) 
where the number of random points divided by the mean number of random points at 
--- ------
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any scale is just the expected density at any coordinate. The quantity 8(r) is called the 
density contrast, and characterises fluctuations in the density field at any coordinate. 
We have made a subtle assumption here. As we constructed the two-point auto-
correlation so that it measured the mean density of points at any distance from a given 
point, it seems that at any scale r, we should recover the exact same value of the density of 
points. This is not necessarily the case, we can construct situations where the distribution 
of points is highly skewed. In an extreme case, if one-half of the points in a particular 
density field are extremely clustered but the other half avoid each other to the exact same 
degree, then we will measure zero for the correlation function, as on average, the points 
are unclustered. However, this skewed situation is very different from a distribution of 
randomly placed points, which are genuinely unclustered. A density field where the mean 
number of points around any given point is an exact representation of the distribution 
of points on that scale is called a Gaussian Random Field. Clearly, a Gaussian Random 
Field, where over any scale, the same (mean) number of points is repeated, is periodic. 
Under the assumption that Equation B.6 is describing a Gaussian Random Field, the 
density contrast is a periodic function and can thus be Fourier expanded 
(B.7) 
for modes in the range 0 ---+ 2rr in each spatial dimension. The amplitude of the modes of 
the density field are given by the Fourier transform of this equation 
(B.8) 
The power spectrum, P(k) of a density field for any wavenumber k is defined as the square 
modulus of the amplitude of the modes at that wavenumber 
(B.9) 
In practice, the calculation of the power spectrum for observational data is more 
complicated than outlined here. A good reference is Tadros & Efstathiou (1996). As 
might be expected from the route we have taken to describe the power spectrum, the 
power spectrum is the Fourier transform of the two-point auto-correlation function. Note 
that both the two-point auto-correlation function and the power spectrum contain enough 
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information to characterise a density field if and only if the field is a Gaussian Random 
Field. Fields with skewness must be described by higher-order statistics. Inflation predicts 
that the CMB should be Gaussian and Komatsu et al. (2003) have recently analysed 
WMAP data, suggesting the CMB is very close to Gaussian. 
B.3 Galaxy Bias 
As discussed in Chapter 1, galaxies (or other luminous sources) in our Universe only 
represent a small fraction of the mass. In the CDM picture, huge gravity wells of dark 
matter agglomerate and merge over time, trapping baryonic matter in their thrall. The 
baryons, which, unlike the CDM, can collide and interact, can heat through shocks and 
nuclear reactions, creating the light we see in the Universe. Thus, the light traces the 
CDM but does not necessarily cluster in the same manner as the CDM. The function 
that describes how galaxies cluster relative to the underlying dark matter is the galaxy 
bias function. Representing the clustering of galaxies using the two-point auto-correlation 
function with subscript "g" and the clustering of mass using the two-point auto-correlation 
function with no subscript, we can write 
~g(r) = J(b)~(r) (B.lO) 
where f(b) represents some unknown bias function. 
Many attempts have been made to model the form of the bias function (Baugh, Cole 
& Frenk 1996, Seljak 2000, Cooray & Sheth 2002) but the results can be quite different, 
depending on the assumptions made. In the simplest and probably most widely-used 
bias model (Kaiser 1984) the dark matter is assumed to be a Gaussian Random Field 
and galaxies to form in places where a fluctuation in the dark matter field peaks above a 
certain arbitrary threshold, v. This gives the following relation 
(B.ll) 
where b, the bias parameter, is the number of standard deviations above the threshold 
that the dark matter must fluctuate to trigger galaxy formation (i.e. b = vja where a is 
the standard deviation of the Gaussian Random Field of the dark matter). In practice, on 
scales of a few Megaparsecs and above, most studies find b ,....., 1 (Verde et al. 2002, Lahav 
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et al. 2002, Hoekstra et al. 2002), meaning galaxies form in moderate 10" fluctuations 
and there is no particular bias. If b < 1 (i.e. the threshold necessary for galaxies to 
form is lower than 10") then galaxies predominately form in regions where the mass is 
not particularly clustered (the CDM is far more clustered than the galaxies). If b > 1 
then galaxies form in the most clustered regions of mass (the galaxies are more highly 
clustered than the CDM). This simple model of galaxy bias is often called "high peaks" 
bias. Currently, the auto-correlation function of underlying matter in a universe is inferred 
from simulations of dark matter, and the galaxy bias is estimated by a comparison to the 
observed auto-correlation function of galaxies (Baugh, Cole & Frenk 1996). 
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Appendix 
Appendix C-
Gravitational Lensing 
In this appendix, we discuss some of the gravitationallensing theory used to construct 
models in this thesis. 
C.l The Lens Equation 
General Relativity predicts that mass will lens light, deflecting light rays from the source 
in the lensing plane by the deflection angle, a 
4GM(< ~) 
a= ~c2 (C.l) 
(in the Schwarzschild metric) for a mass M at impact parameter~' which, turns out to 
be exactly twice the prediction of N ewtonian Theory. 
In Fig. C.l, we plot the lensing geometry in the case of a circular-symmetric lens with 
radius much smaller than the impact parameter (i.e. space described by the Schwarzschild 
Metric). Light rays are emitted by a source and take one of two routes around a lensing 
mass. We only specifically consider one route, as the geometry is equivalent for either 
route. In the cases discussed in this thesis (and in nearly all cosmological situations) 
(), Bq, a<< 1 (i.e. ~ << 4GMjc2 , which is twice the Schwarzschild Radius of the lens), 
so the distance 17 (marked in Fig. C.l) may be expressed 
(C.2) 
In the one-dimensional case plotted in Fig. C.l, the Lens Equation is expressed 
() = () _ D1s (= () _ D1s 4Gfl!l( < ~)) 
q Ds 0' Ds ~c2 (C.3) 
where we have bracketed the final part of the equation to highlight the fact that the 
deflection angle a is only given by Equation C.l in the specific case where the coordinate 
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Figure C.l: Light from a source at angular diameter distance Ds that is a distance 1] from the 
optical axis (drawn here as the line adjoining the observer and the lens), would, in the absence 
of gravitationallensing, traverse the path at angle Bq to the observer. However, a massive lens at 
distance D1 can make the light ray deviate as it passes the lens at impact parameter~' bending the 
ray back towards the observer. The image then appears to have come from further than 1] from 
the optical axis. The deviation angle, a is predicted by General Relativity. Note that a second 
light path exists on the other side of the lens (drawn as the curved dotted line), so, in actuality, 
there are two images, with similar geometry. 
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space is described by the Schwarzschild metric. Equation C.3 is easily extended to the 
two-dimensional case, if the various angles involved are considered as vectors. 
Note that in the spherically symmetric one-dimensional case, where the two possible 
images of the source appear equidistant from the lens, the source must lie on the optical 
axis and TJ = Bq = 0, so 
() _ Dts 4GM _ Dts 4GM 
- Ds -v- Ds D1Bc2 
and the two images form at the "Einstein Radius" 
82 _ 4GM ~ 
E- c2 DsDt 
(C.4) 
(C.5) 
In the two-dimensional (circular-symmetric) case, these two images sweep out a con-
tinuous circle around the lens - the "Einstein Ring". If the symmetry were elliptical, the 
Einstein Ring would be an ellipse (and so forth). Using this definition of the Einstein 
Radius, we can rewrite Equation C.3 as 
(C.6) 
a quadratic with solutions 
~ ( () q ± J ()~ + 481) (C.7) 
If we write Bq = nBE these two solutions can be expressed as 
(C.S) 
and the difference between these two solutions is 
(C.9) 
meaning that the closest approach of the two images is twice the Einstein Radius, when 
Bq = 17 = 0. Hence, every image within the Einstein Radius has a pair on the opposite 
side of the lens that lies exterior to the Einstein Radius. Closer analysis of Equation C.S 
shows that images at infinity map to the centre of the lens and, in fact, each point in the 
source plane has two images, one interior and one exterior to the Einstein Radius. 
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C.2 Magnification Bias 
In Fig. C.2 we plot the (infinitesimal) cross-section of rays of light that have been emitted 
from the source in Fig. C.l and lensed into the eye of the observer. In fact, we are 
looking along the cluster of arrows labelled in Fig. C.l. We state without proof that 
surface brightness is conserved during the process of gravitational tensing, so an image 
of a source has the same surface brightness as the source itself (see, e.g., section 3.8 of 
Schneider, Ehlers & Falco 1992). As surface brightness (for a sufficiently small elemental 
area) is the product of flux and solid angle, a distortion in the cross-sectional area of a 
light-ray magnifies (or de-magnifies) the flux of an image as compared to its source. The 
magnification can then be expressed entirely as the ratio of the solid angles subtended by 
an image and a source. If the image has area AI and is at distance Dt and the source has 
area As and is at distance Ds, then the ratio of the emitted solid angle We and observed 
solid angle W 0 is 
(C.lO) 
where 11 is the magnification. 
Now, In Fig. C.2, we illustrate infinitesimal area elements subtended by the image 
(in the lens plane) and the source (projected into the lens plane). The geometry of the 
situation implies that As = D;BqdBq tan~ and AI = D[Bd(} tan~' which, together with 
Equation C.lO implies 
I 
(} d(} I 
11 = Bq dBq (C.ll) 
where the absolute value is taken only to highlight the fact that the second image (that 
appears on the opposite side of the lens) will, in vectorial notation, have a negative value 
( by analogy with the theory of optics, it is a mirror-image of the first image). 
One can use Equation C.8 and Equation C.ll to show that the two images in the one-
dimensional circular symmetric case considered in Section C.l will have magnifications 
l - nz + 2 ± ~ 11
'
2
- 2nJn2 + 4 2 
(C.l2) 
which shows (remembering Bq = nBE) that exactly on the optical axis, the images that 
form at the Einstein Radius are infinitely magnified. Further, when an image-pair forms 
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Figure C.2: Gravitational Lensing conserves surface brightness. For an infinitesimal source, 
surface brightness is the product of the source flux and solid angle. Thus if the solid angle 
subtended by a source is altered by lensing, the flux received can be larger or smaller than expected 
in the absence of tensing - this is called magnification. Above, we plot two elemental bundles of 
light rays. The source bundle is the projection into the lens plane of the emitting source in the 
absence of lensing. The image bundle is the image of the source bundle in the lens plane in the 
presence of lensing. Lensing alters the (infinitesimal) area of a ray bundle. 
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with one image at infinity and the other at the centre of the lens (see the last sentence of 
Section C.1), the image at infinity is the same magnitude as the source and the image at 
the centre of the lens is invisible. In general, one of the image pairs that form inside and 
outside the Einstein Ring is magnified and the other is de-magnified. 
Let us consider this magnification over a large portion of sky. If we have surveyed a 
sample of objects to a limiting magnitude m, in the absence of lensing, the number of 
sources we will observed will beN(< m). However, magnification by lensing will have two 
effects on our survey. First, as the magnification is the ratio of the lensed and unlensed 
flux of an object, some objects that were two faint to be included in our sample in the 
absence of lensing will be magnified into the sample N(< m)--+ N(< m+ 2.5logjt). 
Secondly, as magnification arises through a distortion that increases the area behind a 
lens, the area we are observing is smaller than that we would observe in the absence of 
lensing, meaning the number of objects observed is reduced by a factor 1/ fl· Hence, the 
number of objects observed in the presence of lensing as compared to the number observed 
in the absence of lensing q is given by (Narayan 1989) 
1 N(< m+ 2.5log~t) 
q=p, N(<m) (C.13) 
C.3 The General Lens 
In two dimensions, the impact parameter becomes a vectorial quantity in the lens plane. In 
three dimensions, the propagation of a light ray through an extended mass distribution 
may be envisaged by projecting the entire mass distribution onto a single plane, then 
treating this as the lens plane (this is called the thin lens approximation). Compared to 
the impact parameter, ~~ in the lens plane, the impact parameter in other planes will be 
{- ~~, where ~~ accounts for the deviation of the light ra.y as it propagates through the 
extended lensing mass. The mass of the extended lens may be similarly thought of as 
projected onto the lens plane, meaning the surface mass density at any point on the lens 
plane E(~) is the integral of the density encountered by the light ray along the density 
distribution of the lens, p(r). If the vector through the lensing distribution is f = (~~ r·) 
then 
(C.14) 
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By analogy with Equation C.1, the deflection angle through the entire lensing medium, 
being the sum of the mass encountered at each impact angle at each impact parameter 
along the propagation of the light ray, is given by 
(C.15) 
where~ is now constructed as a vector rather than the scalar of Equation C.l. Projecting 
the mass distribution into the lens plane, and integrating over the entire area in the lens 
plane in the continuous limit, this is equivalent to 
D --; --; a(~) = 4G j { • (e r)dr ~- ~ d 2e = 4G j ~(e) ~- ~ d 2e 
c
2 la P ' I~- el 2 c2 I~- el 2 (C.16) 
Note that the Lens Equation (Equation C.3) still holds, in vector form. In the one-
dimensional case considered when introducing the Lens Equation, we discussed the Ein-
stein Ring. By analogy with the Einstein Ring, in three dimensions, we consider a circle 
projected onto the lens plane that has constant surface mass density, so e = 0 and 
~(~1) = ~. In this case, Equations C.16 and the Lens Equation combine to give 
if = if_ Dts 4G n~2 ~ = if_ DtsDt 4nG if~ 
q Ds c2 1~1 Ds c2 (C.17) 
where we have reintroduced { = Dtif. In the on-axis case where Oq = 17 = 0 (by analogy 
with Fig. C.1), we define the critical surface mass density ~er it 
(C.18) 
A comparison to Equation C.5 shows that the critical surface mass density is analogous 
to the total mass of a point-like lens being distributed around the Einstein Radius. 
How close the surface mass density is to critical at any point is denoted by the dimen-
sionless surface mass density, or convergence, K(if) 
(C.19) 
and a mass distribution that has K > 1 somewhere will produce some multiple images, 
much as discussed in the simplified case of Section C.1 (see Schneider, Ehlers & Falco 
1992; section 5.4). 
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Now, Equation C.16 can be rescaled using the convergence (and the substitution 
{ = D1if), becoming 
(C.20) 
and we can define the (scalar) lensing potential, W, using 
(C.21) 
By analogy with Poisson 's Equation, it can be shown that (Blandford & Narayan 1986) 
(C.22) 
which isn't necessarily obvious without seeing a derivation of Poisson's Equation (Binney 
& Tremaine 1987). Much of what remains will be similarly outlined rather than derived in 
much detail, as to detail it would grossly lengthen this already grossly lengthy appendix. 
C.3.1 Geometric Distortion of an Image 
As discussed in Section C.2, gravitational lensing conserves surface brightness meaning 
that the relative brightnesses of source and image are characterised entirely by the relative 
solid angles of source and image, which we have labelled ~ and if. In general, geometric 
distortion of an image compared to the source, may be describe by the Jacobian Matrix 
of the lensing equation (i.e. the rate of change of~ with respect to if). Rewriting the 
Lens Equation (Equation C.3) in vector form using the scalar lensing potential, W (see 
Equation C.21) 
~ = if- Dls iS. = if- V'\ll 
Ds 
(C.23) 
we can see that the Jacobian matrix, ~ of the Lens Equation is 
(C.24) 
where b;j is the (one-space) Kronecker delta. Now, Poisson's Equation tells us 
------
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(C.25) 
so, we know that the 11 and 22 terms of the Jacobian Matrix must sum to 2K. The 
Jacobian Matrix of the lens mapping can be written 
f)~ = ( 1 - K, - /1 
f)(} _,2 (C.26) 
The 1 terms, which arise from the cross-terms in the lensing potential and are thus due 
to tidal forces (i.e. as they act with different strength in each of the two basis directions), 
correspond to how an extended source is distorted into a different shape by lensing (they 
are shear terms). As we always deal with point sources (QSOs) in this thesis, we set 
11 = 12 = 0. The magnification, /-L, of a distortion is given by the inverse determinant of 
the lens mapping 
( ) 2 
~ 1 + 2K 1-K 
1 (C.27) 
Where, in the last step we have performed a Taylor Expansion, assuming K < < 1 (i.e. 
assuming weak lensing). 
C.3.2 Poisson 's Equation and Cosmological Weak Lensing 
This section is taken from Bartelmann & Schneider (2001). Further explanation of the 
theory may be found at that source. 
In Newtonian Theory, Poisson's Equation for gravitational fields is 
V';<!>= 4nGp (C.28) 
On local scales(<< c/Ho,....., 3000h-1Mpc) and at small peculiar velocites (<<c), cos-
mological inhomogeneites may be described by Newtonian gravity. Expressing the grav-
itational potential as the sum of a smooth component, W and a peturbation due to the 
inhomogeneity \11 and similarly expressing the density of the Universe as the sum of the 
background density and the density of the inhomogeneity p = (1 + 8)p, where 8 is the 
(linear) density contrast (first introduced as Equation B.6) we can consider Poisson 's 
Equation for the inhomogeneity 
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\7;<1> = 4rrG8p (C.29) 
Poisson's Equation describes proper coordinates (see Appendix A). When considering 
comoving coordinates V' x = (aaJ V',. where a is the scale factor of the expansion of the 
Universe (see Equation A.1) and X is the comoving coordinate. In the matter-dominated 
era of the Universe, the density at any time may be written in terms of the density at 
the present day, p0 , asp= (~) 3 Po (see the discussion after Equation A.17). The critical 
density of the Universe Slm is defined by Equation A.16. Hence, the cosmological form of 
Poisson 's Equation describing local inhomogeneities in comoving coordinates is given by 
(C.30) 
where z is the redshift of the inhomogeneity. 
The reason, in the spherically symmetric case, that the lensing deflection angle, a, 
is given by Equation C.1 is embodied in the Scwharzschild metric, which describes a 
spherically-symmetric world system with a point-mass at the centre of that system 
(C.31) 
(C.32) 
A metric can be constructed that describes an expanding universe pockmarked with in-
homogeneities rather than the spherically symmetric smooth space of the Schwarzschild 
metric (see Bartelmann & Schneider 2001) and that metric is consistent with Equa-
tion C.30. In a flat cosmology (Slm + SlA = 1), the form of such a metric implies that the 
deflection angle, a in the Universe is given by (c.f. Equation C.16) 
- 21x x- x' -a(O, x) = 2 -/ -/-\7 x<l>(x'O, x')dx' 
c o X 
(C.33) 
where(} is, as throughout this appendix, the angle on the sky and x represents directions in 
the lens plane, often represented by the impact parameter E in previous sections (E being 
directions interior to the ray, towards the centre of the Schwarzschild system, rather than 
any direction in the plane perpendicular to the ray). Thus x = x'if, where x' is the 
comoving distance from the observer to the lens plane. 
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In the thin lens approximation (see Equation C.22), the convergence is related to the 
deflection angle as V'. ( %;-&( ii)) = 2"'( if). In the case of cosmological lensing, a single 
source is replaced by the mean effect of a large number of sources integrated along the 
comoving line of sight. For now, we will not consider this component, instead making 
the convergence and deflection angles functions of the comoving distance V' O· (&(if, x)) = 
X1V' x·&( if, x) = 2"'( if, x). Writing Equation C.33 in terms of the convergence yields what 
is known as the effective convergence for cosmological weak lensing, "'ef 1 (if, x) 
((}- ) 1 lax X- X1 ln2if..( 1(}- l)d I 
"'eff ,x=2 ---xvx'~'X ,x X 
c o X 
(C.34) 
Substituting for the appropriate form of Poisson's Equation (Equation C.30) yields 
- 3H2n lax x - xl -
"'ef f (0, X) = 2o 2 m -/ --x~ (1 + z)8(x~O, Xl)dxl 
c o X 
(C.35) 
So far, we have only considered the foreground contribution of lenses to the effective 
convergence. However, in the cosmological context, there is also a distribution of sources. 
If we consider the effective convergence integrated over the number of sources, N in 
comoving coordinates as 
- laXH dN -
"'eJJ(O) = -t-"'eJJ(O,x)dx 
0 ex 
(C.36) 
where XH is the integral out to the visible horizon of our Universe, the Equation C.35 can 
be rewritten, with a little rearranging of the limits of integration, in the practical form 
- 3Ho 2flm 1XH 1XH X1 - X dN 
"'ef J(O) = 2 2 dx(1 + z)x8(x10, x) dx1 --~--d I 
c 0 X X X 
(C.37) 
which is used in Chapter 5. 
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