ABSTRACT The infrared small and dim targets are often buried in strong clutters and noise, which requires robust and efficient detection approaches to achieve search and track task. In this paper, a novel infrared small target detection approach based on tensor robust principal component analysis (RPCA) is proposed by fully utilizing both spatial and temporal information. Traditional total variation (TV) regularizationbased method only considers the spatial information of a single frame, and its efficiency cannot meet the real-time processing requirement. We incorporate an anisotropic spatial-temporal TV regularization to utilize both single-frame and inter-frame information. First, the input image sequence is transformed into an infrared patch tensor (IPT) model. Then, the spatial-temporal TV regularization and weighted IPT model (STTVWNIPT) is proposed to separate the target and background. For the low-rank background component, we adopt the weighted tensor nuclear norm and spatial-temporal TV regularization to describe the smoothness. For sparse target component and a noise component, we use the l 1 norm and Frobenius norm terms to characterize, respectively. Finally, the proposed model can be solved efficiently by the alternating direction method of multipliers (ADMM). The extensive experiments demonstrate that the proposed model outperforms the other competitive methods, and it is much more efficient than traditional TV-based method.
I. INTRODUCTION
Infrared small target detection has been a very important part in many applications, such as space-based surveillance systems (SBSS), early-warning system, and military guidance system. The infrared targets are usually buried in strong clutters and complex noises with low signal-to-clutter ratio (SCR). Besides, the size of the infrared targets are usually only several pixels, which means the targets cannot be detected by shape information and texture information. Therefore, the infrared target detection still remains a challenging task [1] - [3] .
A. RELATED WORK
Many state-of-the-art approaches have been developed to detect small and dim infrared target in recent years. In general, these methods can be classified into two categories: track-before-detection (TBD) methods [4] , [5] and
The associate editor coordinating the review of this manuscript and approving it for publication was Wei Liu. detection-before-track (DBT) methods [6] - [8] . TBD methods utilize the inter-frame information and accumulate signal energy of the target along the trajectory to detect targets, so it is suitable for the targets with the consistent trajectory. Some classical methods are three dimensional (3D) matched filters [9] and some other spatial-temporal methods [10] - [12] have been proposed recently. DBT methods can utilize the continuity of the target trajectory to select the true target in the detection result obtained based on the single frame detection method, including (HVS)-based methods [13] - [15] and the classification-based methods [16] - [18] .
Compared with spatial and temporal based methods, some methods just use the spatial information to detect small targets. This type of methods consider the small targets as a point that breaks the consistent correlationship between local background regions. The representative methods include TopHat filter [19] , 2D least mean square (TDLMS) filter [20] and Max-Median filter [21] . These methods do enhance the targets by predicting the background. However, the strong clutters and edges are also enhanced simultaneously, which would increase false alarm ratio.
The sparse and low-rank components recovery-based methods have attracted much attention recently, which assume that the background images are a mixture of lowrank subspace clutters and targets are considered as sparse components. The representative method is the infrared imagepatch (IPI) model [22] , which transforms the original infrared image into patch-image by sliding window. Then the target and background separation problem is modeled as a robust principal component analysis (RPCA) problem. However, some background residuals still remain because of quantifying target sparsity by l 1 norm. To alleviate this deficiency, a weighted IPI model [23] and a non-negative IPI model [24] were proposed. To further utilize the spatial information, a reweighted infrared patch-tensor (RIPT) model was proposed in [25] , which constructs tensor data structure and uses the sum of nuclear norms (SNN) to separate the true target and background by incorporating nonlocal and local spatial priors. Considering the SNN is not the convex envelope of the low-rank background tensor, a weighted tensor nuclear norm with reweighted infrared patch-tensor (WNRIPT) model is proposed in [26] . The nonconvex weighted nuclear norm usually performs better than the traditional nuclear norm minimization (NNM) due to the major data components can be preserved by penalizing larger singular values less than the smaller ones. In image processing fields, each singular value has different physical meaning and should be regularized differently. The weighted nuclear norm (WNNM) has been widely adopted in many real applications, such as matrix or tensor completion [27] , [28] , image restoration and image denoising [29] - [31] . WNRIPT method improves the performance and reduces the computational complexity dramatically. Moreover, a reweighted WIPI model (ReWIPI) was proposed in [32] by incorporating the weighted nuclear norm to suppress the background better. Nevertheless, the performance of the aforementioned methods are sensitive to the smoothness of the input infrared images. To solve this problem, an approach based on total variation regularization and principal component pursuit (TV-PCP) is proposed in [33] , since TV regularization can describe the inner smoothness of the background.
B. MOTIVATION
The performance of non-local prior based methods, i.e., IPI method [22] and [23] , [24] , are quite sensitive to the smoothness and uniformity of background regions. When the infrared image contains strong edges and corners, these salient edge residuals are also sparse components as the same as the true target and cannot be wiped out. To solve this problem, the RIPT [25] adopts the structure tensor to estimate the edge information. However, structure tensor based method is hard to estimate edges at corners accurately, because the difference of two eigenvalues, i.e., λ max − λ min , that serves as background edge indicator is very small at corners, which cannot discriminate the boundaries. The WNRIPT model [26] was proposed based on the IPT model, and the weighted tensor nuclear norm is adopted to further improve the efficiency and performance of infrared target detection. However, there are still two drawbacks in WNRIPT method: 1) the traditional IPT based methods [25] , [26] only use the spatial information, which means each slice of the tensor are the overlapped region of a single image with fixed sliding step; 2) the traditional RPCA based infrared target detection methods are sensitive to the smoothness of the image. To cope with the above obstacles, we first propose an improved IPT model, which stack different images of a sequence into the slices of a tensor. This patch construction method can utilize both the spatial and temporal information, and it is more reasonable than the traditional IPT model with clear physical meaning. The similar tensor model has been widely utilized in HIS image denoising [34] , in which the observed data are natural tensor structure, and each slice is obtained from different band. For the second dilemma, we incorporate the total variation (TV) regularization norm to preserve the sparse edges and corner better. The TV-PCP model was firstly proposed for infrared small target detection in [33] with TV regularization norm, and it has achieved the-state-ofthe-art performance in non-smooth and non-uniform scenes. However, the TV-PCP model is based on the IPI model, which has potential to further improve its performance by exploiting more spatial and temporal information with improved IPT model. Besides, the procedure of SVD operations and TV regularization norm is time-consuming, which means this method is inefficient. Therefore, a weighted tensor nuclear norm with spatial-temporal TV regularization norm (STTV-WNIPT) model is proposed in this paper for better small infrared target detection performance in non-smooth and non-uniform scenes. Our main contributions of this work are summarized as follows: 1) To utilize both spatial and temporal information, the spatial patch image is generalized to spatialtemporal patch image by the tensor data structure. 2) A spatial-temporal total variation (STTV) regularization term is incorporated into the low-rank based method. It is shown that the spatial-temporal TV regularization could discriminate the boundaries and crisp edges better.
3) The weighted tensor nuclear norm is adopted to further suppress the residual strong edges, which can reduce false alarm rate. 4) The well-known Alternating Direction Method of Multipliers (ADMM) [35] is used for solving the TV-regularized low-rank weighted tensor decomposition model. Besides, the tensor-SVD (t-SVD) factorization can help to reduce the computing time, which means the proposed method is more efficient than TV-PCP model. The experimental results on both simulated and real datasets illustrate that the proposed method improves the target detection performance over some other popular techniques. The remainder of this paper is structured as follows. Section II gives some notations and briefly introduces the IPT model. The proposed model is described in Section III. Section IV provides extensive experiments on synthetic and real infrared images to validate the effectiveness of proposed method. We conclude this work in Section V.
II. NOTATIONS
In this section, we introduce several mathematical notations firstly. The mathematical notations used in this paper are defined in Table 1 .
III. THE PROPOSED MODEL A. SPATIAL-TEMPORAL PATCH TENSOR MODEL
Generally, given an image sequence f 1 , f 2 , · · · , f P ∈ R m×n and number of frames L, a cube patch tensor F ∈ R m×n×L can be obtained by stacking each frame in chronological order. The infrared small target image tensor can be formulated as:
where F , B, T , N ∈ R m×n×L are the original patch-tensor, background patch-tensor, target patch-tensor and noise patchtensor, respectively. According to the infrared imaging mechanism, the relative motion between the imaging sensor and the target usually can be considered as trivial changes due to the long distance, such as early-warning systems. Thus, the background of different frames is generally assumed to change slowly on the whole sequential images, which implies correlations between the adjacent frames in sequence [22] , [36] . In Fig. 1 , the singular values of all the unfolding matrices decrease to zero rapidly when L = 6, which means background tensor B can be considered as a low rank tensor. Contrariwise, after being processed, the constructed 3D tensor can be reconstructed into an image sequence by the inverse reconstruction method.
B. SPATIAL-TEMPORAL TOTAL VARIATION
Total variation (TV) regularization has been widely used to detect crisp edges and corners of images, and it can represent the spatial smoothness of an image. Here, we adopt a 3D TV to utilize the spatial-temporal information. Let F ∈ R m×n×L , and the 3D STTV norm is defined as:
where F (i, j, k) denotes the intensity at the voxel (i, j, k), and the three terms denote three difference operations along the horizontal, vertical and temporal directions, respectively. 
C. TENSOR NUCLEAR NORM As in our previous work [26] , we use the tensor nuclear norm minimization method [37] to infer the low-rank background component of (1) . Here, we just briefly describe the definition of the tensor nuclear norm and the details can be found in [37] . For a tensor A ∈ R n 1 ×n 2 ×n 3 , we denoteĀ ∈ C n 1 ×n 2 ×n 3 as the result of Discrete Fourier Transformation (DFT) on A along the third dimension:
Conversely, we can compute A fromĀ by inverse FFT:
We denoteĀ ∈ R n 1 n 3 ×n 2 n 3 as a block diagonal matrix with its i-th block on the diagonal as the i-th frontal sliceĀ (i) ofĀ:
where bdiag(·) is an operator that transforms the tensor to the block diagonal matrix. Definition 1 (t-SVD) [37] : Let A ∈ R n 1 ×n 2 ×n 3 . Then it can be factorized as:
where U ∈ R n 1 ×n 1 ×n 3 , V ∈ R n 2 ×n 2 ×n 3 are orthogonal, and S ∈ R n 1 ×n 2 ×n 3 is a diagonal tensor. Definition 2 (Tensor tubal rank) [37] : Let A ∈ R n 1 ×n 2 ×n 3 and A = U * S * V * , the tensor tubal rank of A is defined as the number of nonzero singular tubes of S, which is defined as follow: [37] : Let A = U * S * V * be the t-SVD of A ∈ R n 1 ×n 2 ×n 3 . The tensor nuclear norm is defined as:
Definition 3 (Tensor nuclear norm)
where r = rank t (A), and S (i, i, 1) is the entries on the diagonal of the first slice of S, and the entries on the diagonal ofS (:, :, j) are the singular values ofĀ (:, :, j).
D. STTV-WNIPT MODEL
To improve the target detection performance in non-smooth and non-uniform scenarios, we incorporate the STTV norm to our previous work [26] . Firstly, we just briefly describe the WNRIPT model and the details can be found in [26] . In WNRIPT model, the small target detection problem can be formulated as below:
where · * is the tensor nuclear norm [37] , [38] , W T is the structure tensor for estimating the direction of the edge, λ is a positive regularization parameter. The background component tensor B ∈ R m×n×L and B = U * S * V * , the tensor tubal rank of B is defined as the number of nonzero singular tubes of S, and the weighted tensor nuclear norm B W B , * is defined as below:
where r = rank t (B). k is the iteration reweighted counter, S (:, :, j) are the singular values ofB (:, :, j), which can be obtained by tensor SVD (t-SVD). ε B is a positive constant, and W
k+1 B
is a weight tensor for tensor nuclear norm in (k + 1) th iteration. As the motivation part described, the methods based on the performance of the structure tensor would decrease when the images contain crisp edges and corners, and these components are also sparse parts as the same as true targets. So we adopt the TV regularization to characterize the edges and corners instead of the structure tensor.
To further improve the performance and efficiency of the small-dim target detection approaches, the STTV regularization term is incorporated into the IPT model, which can be formulated as follows:
where · SSTV denotes the SSTV norm, and λ 1 , λ 2 , λ 3 denote the positive regularization parameters for STTV term, target and noise component, respectively. Then we can use (3) to rewrite (9) as below:
It is worth noting that the proposed model can fully capture the spatial and temporal information of the infrared image sequence by incorporating the STTV regularization term, and thus it is expected to have a better performance in small-dim target detection. Besides, the efficiency of the proposed method can be improved with the help of the t-SVD operation.
E. OPTIMIZATION PROCEDURE
Firstly, some auxiliary variables are introduced to rewrite model (10) :
Then the Alternating Direction Method of Multipliers (ADMM) [35] and the inexact augmented Lagrangian multiplier (IALM) [39] method are incorporated to solve the above problem (11) . The augmented Lagrangian function is defined as below:
where Y 1 , Y 2 , Y 3 ∈ R m×n×L denote the Lagrangian multiplier tensors, and µ is a positive penalty scalar. The above augmented Lagrangian function can be optimized over one variable while fixing the others. Specifically, in the (k + 1)th iteration, the variables involved in (11), i.e., the (Z, L, B, T , Y), are solved alternatively as follows: 1) Update Z: Extracting all terms containing Z from (12), Z subproblem can be translated as below:
Then (13) can be solved by tensor singular value thresholding (t-SVT) [37] , [40] , [41] :
where D (·) denotes the t-SVT operation, and the details can be found in [26] . The computation time of matrix SVD operation can be reduced by almost half than TV-PCP method.
2) Update L: Extracting all terms containing L from (12), L subproblem can be defined as below:
The above problem (15) can be solved by element-wise shrinkage operator [42] :
where Th (·) is the element-wise shrinkage operator.
3) Update B: Extracting all terms containing B from (12), we can have:
By the following derivation operator:
The above problem can be treated as solving the following linear system:
where D * (·) is the adjoint operator of D (·), and the the operator D * D (·) corresponds to the block-circulant structure of the matrix [43] , which means it can be diagonalized by the three-dimensional (3D) FFT matrix. Then the above problem can be solved by:
where fftn and ifftn denote the fast 3D Fourier transform and its inverse transform, respectively, and |·| 2 is the element-wise square.
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The above problem can also be solved as the same as problem (15) by element-wise shrinkage operator:
5) Update N : Extracting all terms containing N from (12), we can get:
The solution of the above problem can be obtained by:
6) Update multipliers
The multipliers can be updated by following equations:
by the following equation:
Finally, the detailed optimization procedure is described in Algorithm 1.
F. DETECTION PROCEDURE
The detailed detection procedure is described as follows:
1) The original infrared image sequence f 1 , f 2 , · · · , f P ∈ R m×n is transformed into several patch-tensors F ∈ R m×n×L by stacking L adjacent frames in chronological order.
2) The original patch-tensor F is decomposed into background patch-tenor B, target patch-tenor T and noise patch-tensor N by Algorithm 1. 
Step 1:
Step 2:
Step 3:Update B k+1 by (20) .
Step 4:
Step 5: Update N k+1 by (24).
Step 6: Update multipliers by (25) Step 7:µ k+1 = min ρµ k , µ max .
Step 9: Check the convergence conditions
Step 8:
3) The background image f B and target image f T are extracted from background patch-tenor B and target patch-tenor T . 4) Finally, the target can be segmented by the adaptive threshold [22] :
where µ and σ are the mean and standard deviation of the target image f T , respectively. k and υ min are constants determined experientially. A pixel at (x, y) can be segmented as target if f T (x, y) > t up .
G. COMPLEXITY ANALYSIS
For the input image sequence f 1 , f 2 , · · · , f P ∈ R m×n , we can get s = P L patch-tensors, and the dimension of each tensor is F ∈ R m×n×L . The main cost of the proposed method is the update of Z and B, and the optimization of other variables can be solved by simple linear calculation. For the update of Z, it only needs to compute FFT and
SVDs of m × n matrices in each iteration by t-SVT, the whole complexity is O(ksmnL(logL + (n (L + 1) 2 ) L)). The main cost of updating B lies in the FFT operation, and the complexity is O (ksmnL log (L)), where k denotes the iteration times. Therefore, the whole cost of the proposed method is O(ksmnL(2logL + (n (L + 1) 2 ) L)). This complexity is comparable with the existing low-rank based methods, and it is much more efficient than the TV-PCP method. The comparison of different methods in processing time is shown in Section IV-E.
IV. EXPERIMENTS
To evaluate the proposed method, we conduct experiments using infrared images from different scenarios, and five state-of-the-art methods are compared with the proposed method.
A. EXPERIMENTAL SETTINGS 1) PARAMETER SETTING
The proposed method has several parameters which influence the performance, i.e., λ i (i = 1, 2, 3). The regularized parameter λ 1 could balance the tradeoff between the weighted nuclear norm and TV regularization, and it is set as 0.005 empirically [33] . The parameter λ 2 is used to control the relative contribution of sparse term, and we set λ 2 = H √ max(m,n)×L [37] , where H denotes a tunning parameter. The parameter λ 3 is set as 100 empirically [43] . In the following experiments, we set the number of frames L = 3. Moreover, we also conduct experiments to further analyze the influence of parameter L and H . Please refer to Section IV-C for more detailed descriptions.
2) DATASETS
Firstly, the proposed method is tested on some real infrared image sequences to validate its robustness to various scenarios and noisy cases. Then, we focus on the real datasets with complex background and dim targets, especially the scenarios containing strong edges and corners. The detailed characteristics of six real infrared sequences are described in Table 2 . 
3) EVALUATION METRICS
Firstly, the detection probability P d and false-alarm rate F a are introduced to evaluate the performance [19] :
number of true detections number of actual targets .
F a = number of false detections number of images .
and the widely used receiver operating characteristic (ROC) curves are also adopted. Similar to our previous work [26] , we also adopt the local signal-to-noise ratio gain (LSNRG), background suppression factor (BSF), signal to clutter ratio gain (SCRG) and contrast gain (CG) to evaluate the background suppression ability and target detection performance of different methods. Since the LSNRG, BSF and SCRG need to be computed in a local neighborhood region. We also adopt a variable neighboring area with respect to the target [22] . Let the size of the target be a × b, the size of its neighborhood region is (a + 2d) × (b + 2d), where d is the width of neighboring area and we set d = 20, as described in Fig. 2 . The above four metrics are 
where LSNR out and LSNR in are the LSNR values before and after processing, and LSNR = P T P B . P T and P B are the maximum pixel values of the target and neighborhood, respectively. BSF is defined as below:
where σ in and σ out are the standard variances of background neighborhood before and after processing. The SCRG is defined as the ratio of signal-to-clutter ratio (SCR) before and after processing:
where local SCR is defined as follows [44] :
56674 VOLUME 7, 2019 where µ t is the average pixel value of the target region, µ b and σ b denote the average pixel values and the standard deviation of the neighborhood region. The contrast gain (CG) is defined as follows [36] :
where CON in and CON out are the contrast (CON) of the original and result images, respectively. CON is defined as:
where µ t and µ b are the same as those in (33) . In general, higher values means better background suppression ability for the above four metrics, and it should be noted that LSNRG, BSF and SCRG only evaluate the suppression ability in local neighboring area, but not globally.
4) BASELINES AND PARAMETER SETTINGS
To further evaluate the effectiveness of propose method, we compare its performance with five other state-of-theart methods, including two classical filter methods: MaxMedian [21] and Top-Hat [19] , three low-rank assumption based methods: IPI method [22] , WNRIPT [26] and TV-PCP method [33] . Table 3 gives the detailed parameter settings of six tested methods. All the tested methods are implemented in MATLAB 2014a on a laptop of 2.6 GHz and 4GB RAM.
B. VALIDATION OF STTV-WNIPT
In this section, the proposed method are validated for its robustness to different scenes, including single target scene, multiple targets scene and noisy cases.
1) PERFORMANCE OF SINGLE TARGET SCENE
Firstly, the proposed method is tested on five real single target infrared image sequences. The representative images are given in the first row of Fig. 3 , and the corresponding separated target images are shown in the second row. For observing conveniently, the targets are labeled with green boxes. It can be observed from Fig. 3 that the background clutters are suppressed perfectly and each target is detected successfully.
2) PERFORMANCE OF MULTIPLE TARGETS SCENE
To validate the performance of the proposed method in multiple targets scenes, several synthetic targets are embedded into the background images as follows [22] :
where T r denotes resizing the targets with size of am × bn by using the bicubic interpolation. (x 0 , y 0 ) is the position of VOLUME 7, 2019 the left upper corner of the target image in the background image produced randomly, p is weight of the target image also produced randomly within the range [h, 255], and h is the maximum value of the whole image. The synthetic images are given in the first row of Fig. 4 , and it can be seen from the second row of Fig. 4 that the background clutters are suppressed clearly, leaving the true targets the only sole component.
3) PERFORMANCE OF NOISY CASES
To take a closer look at the robustness of the proposed method to the noise, the proposed method is tested on several noisy scenarios. The first row of Fig. 5 are representative infrared images contaminated by additive white Gaussian noise with standard deviation of 20, and it can be seen from the corresponding second row in Fig. 5 . The proposed model can detect all dim target correctly.
C. PARAMETER ANALYSIS
To further analyze the influence of the parameters on performance of the proposed method in this subsection, we evaluate the influence of the number of frames L and tunning parameter H .
1) NUMBER OF FRAMES
In our proposed method, we adopt STTV regularization to utilize the temporal information, and the number of frames L is the decisive factor. The ROC curves of different values for L (with L varying from 2 to 6) on the above six real image sequences are given in Fig. 6 . It can be observed from Fig. 6 that the performance is not very sensitive to parameter L. Considering that the parameter L also has an influence on computation complexity. If the value of the L is too small, the number of patches s would increase. On the contrary, the low-rank assumption could fail when L is too large, and the performance of the proposed method would degrade. To achieve a balance between the performance and effectiveness, we just simply set L as 3 in the following experiments, and we find it works well for all the experiments.
2) WEIGHTING PARAMETER
Weighting parameter is a decisive factor to the detection performance. We vary tunning parameter H from 2 to 12 with 2 intervals, and the corresponding ROC curves are also given in Fig. 7 . It can be observed from Fig. 7 (c) and (f) that the ROC curves of H = 2 and H = 4 suggest it is not suitable to set H too small, which would increase the false alarm rate. However, we can also conclude from the result of H = 10 and H = 12 in Fig. 7 (d) that too large H would decrease the detection probability. So we set H = 8 in the following experiments, and it should be noted that it is possible to further improve the performance by tunning H more carefully.
3) ABLATION EXPERIMENTS
In this subsection, we conduct ablation experiments to validate the effectiveness of the contributions. As the Motivation part described, the proposed model includes three terms: the spatial and temporal tensor structure, the spatial-temporal TV regularization and the weighted IPT model. Therefore, we compare the performance of three versions of the proposed model with the proposed model, including: 1) the spatial and temporal tensor structure with the spatial-temporal TV regularization (STTV-NIPT); 2) the spatial and temporal tensor structure with the weighted IPT model (ST-WNIPT); 3) the 3D TV regularization with the weighted IPT model (TV-WNIPT). The corresponding ROC curves of the above versions on Sequences 1-6 are given in Fig. 8 . It can be observed from Fig. 8 that the performance of TV-WNIPT is the worst, and the performance of the STTV-NIPT is better than that of the ST-WNIPT. The performance of the proposed model is the best among Sequences 1-6. In conclusion, the results of Fig. 8 demonstrate that the function of the spatial and temporal tensor structure plays a very important role for the performance of the proposed method, and the utilization of the spatial-temporal TV regularization dose improve the target detection ability. The contribution of the WNNM is less than other two terms.
D. COMPARISON WITH COMPETITIVE METHODS
In this subsection, the performance of the proposed model and the other 5 baseline methods on real infrared image sequences are compared. Firstly, six representative frames of Sequences 1-6 are chosen randomly, and the corresponding separated target images by 6 tested methods are shown in Fig. 9 . It can be observed that the Max-Median filter can detect the targets of Sequences 1-2 and Sequence 5 from the first column of Fig. 9 , however, many non-target pixels are also enhanced simultaneously. Moreover, Max-Median filter lose the targets in Sequences 3-4 and 6. Top-Hat filter also does enhance the targets in Sequences 1-6, but many non-targets and clutters still remain in the separated target images. The unsatisfactory performance of the above two classical filter methods is related to their strict preset target size, which is usually unknown in real datasets. For four low-rank assumption based methods, their performance are better than that of filter methods. It can be observed from the third column of Fig. 9 that the the suppression of background clutters of IPI model are relatively better than that of filter methods. The IPI model can detect all the targets VOLUME 7, 2019 in Sequences 1-6. Nevertheless, the separated target images still remain some background residuals in consequence of the deficiency effects. The performance of WNRIPT is better than that of IPI, and some background clutters also could not be wiped out clearly in the target images. Based on the spatialtemporal TV regularization term, it can be observed from the last column of Fig. 9 that the proposed method can detect all the targets correctly, and the non-target pixels are suppressed thoroughly with the help of the STTV regularization term. So the proposed model achieves the best performance in background clutters suppression among 6 tested methods.
In addition, the quantitative evaluation indices are used to compare the background suppression ability of the tested 6 methods. The results of 6 tested methods for the above representative frames in Sequences 1-6 are shown in Table 4 and Table 5 . It can be concluded that the proposed method gets the highest score for all tested images and indices. It should be noted that Inf are quite common for low-rank based methods, which denotes that the target neighborhood regions are suppressed to zero. For example, the value of WNRIPT method, including LSNRG, BSF and SCRG, are achieving Inf in Sequence 1 and Sequences 3-6. However, it can be observed from the fourth column of Fig. 9 that some background residuals still remain in the separated target images. So these three metrics only evaluate the suppression ability in local neighboring area, but not globally. The CG metric can validate the superiority of the proposed method over other 5 baseline methods.
To further validate the superiority of the proposed method over other methods, the ROC curves of Sequences 1-6 by 6 methods are provided for comparison in Fig. 10 . It can be observed that the performance of the Max-Median is 56678 VOLUME 7, 2019 the worst. The performance of WNRIPT and IPI methods are slightly better than that of Top-hat filter, and the ROC curve of IPI method on Sequence 4 validates that its performance would degrade heavily in non-smooth scenarios. The result of TV-PCP model shows that the TV regularization improves the robustness of RPCA based method to non-smooth and non-uniform background. For the proposed method, it can achieve the highest detection probability than other methods for the same false-alarm ratio, which means it achieves the best performance.
E. CONVERGENCE ANALYSIS
In this section, we analyze the convergence of the proposed model. The optimization of the proposed problem is actually VOLUME 7, 2019 a multi-block problem [45] . Due to the weighted tensor nuclear norm is not convex and has no general form of subgradient, it is very hard to provide an explicit convergence analysis of the proposed model. However, a similar case can be found in [46] , in which the weighted Schatten p-norm minimization is adopted for image denoising and background subtraction. The problem of the weighted Schatten p-norm minimization is also not convex, but the author provide a theorem to ensure the change of the variables in consecutive iterations tends to zero. The same conclusion for WNNM-RPCA can be obtained by similar deductive method, and the details can be found in [46, Th. 3] . Here, we choose to give an empirical analysis of convergence of our proposed method. Fig. 11 shows the change of objective function versus the iteration number of the proposed method on the real Sequence 3. It can be observed that the difference of the objective function in k-th and (k + 1)th iteration converges to zero quickly as the number of iteration increases. The proposed method converges fast in our experiments, which demonstrates the effectiveness of the proposed optimization method.
F. COMPARISONS OF COMPUTATIONAL TIME
In this section, the computational time of the proposed method and other five baseline methods are given in Table 6 . The Top-hat filter method achieves the fastest processing speed. However, its target detection performance and background suppression ability is not satisfying. The processing time of the proposed method is longer than that of the WNRIPT method and Max-Median. Nevertheless, considering the proposed method has achieved better performance in complex scenarios, the sacrifice of computing time is acceptable. Besides, for the last TV regularization based methods, the processing time of STTV-WNIPT is much shorter than that of the TV-PCP method with the help of the t-SVD and 3D FFT operation.
V. CONCLUSION
To further improve the performance of infrared small target detection and background clutters suppression in complex scenarios, a STTV-WNIPT model is developed in this paper. By incorporating the STTV regularization term to the weighted IPT model, the proposed method can utilize both spatial and temporal information to detect the targets and suppress the background clearly in non-smooth and non-uniform images. True targets can be separated from background by solving an optimization problem by ADMM. Experimental results validate the superiority of STTV-WNIPT method over other five competitive methods in background suppression and target detection, and the proposed method is much more efficient than other TV based methods with the help of the t-SVT and FFT operation. In the future, we will consider better nonconvex rank surrogates to achieve better target detection performance based on work [29] . 
