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The inhomogeneous transverse field Ising models mainly impurity based and the joint chain are
analysed analytically using Jordan-Wigner transformations. The effects of inhomogeneities on the
phase transition have been discussed in detail. We constructed an ansatz to diagonalize the two
models which are taken into consideration. The inhomogeneity is quantified by a coupling parameter,
which can be tuned to control the occurrence of quantum phase transition in these models. We
have shown a systematic setup using which we can generalise the solution to a system with an
arbitrary number of impurity sites and junctions, which are separated by at least two lattice sites.
We have analysed the quantum critical point by calculating the correlation functions, transverse
magnetization and the gap between the ground state and the first excited state.
PACS numbers: 03.67.Hk, 75.85.+t, 75.10.Pq
I. INTRODUCTION
Quantum phase transition (QPT) is one of the most
intricate and interesting phenomena which emerges in
quantum many-body physics.1–7 Their manifestation in
quantum many-body systems is realised when the ground
state of the system undergoes a qualitative change by
tuning a non-thermal parameter (say transverse mag-
netic field (h) for instance) across its critical value (hc).
Unlike the thermally induced phase transitions, a quan-
tum phase transition is triggered by quantum fluctua-
tions which can take place even at the absolute zero tem-
perature. The ground state properties of a system is
determined by its intricate structure. The degree of com-
plexity of this structure is captured by the entanglement
that pervades ground state of the system.8–14 As a con-
sequence of quantum phase transition, the entanglement
structure of the ground state changes too, which gives us
an opportunity to engineer quantum systems where the
entanglement can be manipulated as per our will.15–24
Such a viewpoint is important in recent times where en-
tanglement is seen as a crucial resource to process and
send information using various protocols like superdense
coding, quantum teleportation etc.25–29
Quantum spin chains are useful systems for theoret-
ical and experimental investigations because of the ac-
cessibility of QPT. Various types of quantum spin chain
systems have demonstrated to be effectiveness for tele-
portation and direct state transfer protocols.30–35 Apart
from the state transfer applications, quantum spin chains
have also found applications in hardware development of
quantum computer.36–38
Interacting quantum spin system are interesting topics
of study also because of the extensive body of work per-
formed in the area of exactly solvable models. There are
various analytical and numerical techniques for the inves-
tigation of statistical properties of these models.39–44 Re-
cently after the quantum Newton’s cradle experiment was
reported, the scientific community has started taking in-
terest in physically realising these models because of their
exotic behaviour against the quantum non-integrable
models.45The models that we consider in this work also
come under the same category.
In realistic situations the impurities are always present
in the system and they recast drastically to the various
properties of the system. For instance in the case of a
metal, the magnetic impurity leads to a well studied phe-
nomena known as Kondo effect.46 The impurity in a spin
chain adds the inhomogenity in the system and modifies
the exchange interaction strength locally.47 The broken
translational symmetry due to the imurity sites in these
system implies that the state of the system becomes no
more invariant under this symmetry and lead to major
change in the ground state properties of the realistic sys-
tem as compared to the pure system. In the case of
impurity based transverse field Ising model (TFIM), we
consider an impurity located at the centre of TFIM. This
model that we consider can be realised as the physical
description of isolated impurities in solid state systems.
It can also be used for modeling the random noise be-
tween two quantum information channels. In another
model we consider the junction of two TFIMs with dif-
ferent coupling strength. This model can be realised as
a physical description of junction between two quasi one
dimensional solid state systems. It can be used for mod-
eling the junction of two quantum information channels
with different coupling strengths.
Development of ultra-cold atom simulations have al-
lowed us to practically realise these models on optical
lattices.48 It is straightforward to show that the cre-
ation and annihilation operators describing the hardcore
bosons are algebraically identical to lowering and raising
operators of spin systems. Hence the two models that we
considered can also be simulated using ultra-cold atoms.
The inhomogeneity coupling strength turns out to be the
tunnelling coefficient for the ultra cold atoms on the op-
tical lattice which can be controlled very precisely in a
properly engineered simulation. The paper is organised
as follows: In Sec.II we introduce the general inhomoge-
neous transverse field Ising models and also discuss the
conventional method used for diagonalising these models.
In Sec.III and Sec.IV we discuss the analytical solutions
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2for impurity based TFIM and joint-chain TFIM respec-
tively and the salient features of the solutions. In Sec.V
we discuss a systematic way of developing the ansatz that
was used for analytically diagonalising the two models.
In Sec.VI we present a study of quantum phase transition
which is observed in these models. Finally in Sec.VII we
draw our conclusions.
II. INHOMOGENEOUS TRANSVERSE FIELD
ISING MODELS
We consider a class of inhomogeneous transverse field
Ising models47,49–56 defined by the Hamiltonian
Hˆ = −
N−1∑
i=1
JiS
x
i S
x
i+1 −
N∑
i=1
Szi . (1)
The inhomogeneity results from different values of
Ji’s. S
α
i = σ
α
i , where σ
α
i (α = x, y, z) are the Pauli
matrices corresponding to the components of spin− 12
quantum operator at ith site. It is a well known fact that
gobal spin flip symmetry (UPF ) is a symmetry of the
Hamiltonian mentioned above, where UPF =
∏N
i=1 σ
z
i .
In this study we consider two different models. Model
I (impurity based TFIM) and Model II (joint-chain
transverse field Ising model). We will present the
analytical solutions for these models and use them to
find the signatures of quantum phase transition in these
systems.
We use Jordan-Wigner transformation57 to map the
spin− 12 operators onto the lattice fermionic operators
(ai, a
†
i ), which gives us S
x
i S
x
i+1 = (a
†
i − ai)(ai+1 + a†i+1)
and Szi = [ai, a
†
i ]. As a result we obtain a quadratic
Hamiltonian in fermionic operators. By introducing
Bogoliubov-de Gennes quasiparticle operators (bj , b
†
j )
(where 1 ≤ j ≤ N) which are related to (ai, a†i ) by
Bogoliubov transformations
bj =
N∑
i=1
φji + ψji
2
ai +
φji − ψji
2
a†i ,
b†j =
N∑
i=1
φji + ψji
2
a†i +
φji − ψji
2
ai, (2)
we can recast the Hamiltonian Hˆ in the form
Hˆ = −
N∑
j=1
2Λjb
†
jbj +
N∑
j=1
Λj . (3)
Here φj and ψj are considered to as N component vec-
tors, which are real solutions for following matrix equa-
tions and Λ2j are the real and positive eigenvalues of the
𝐽1 𝐽1 𝐽1 𝐽1𝐽2
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FIG. 1. Schematic for the impurity based TFIM. The pres-
ence of impurity modified the exchange coefficient between
N
2
and N
2
+ 1 sites on the spin chain. The red coloured link
with exchange interaction strength J2 differentiated from the
other blue coloured bonds. Even system size and open bound-
ary condition are considered.
matrix (α+ β)(α− β)58.
(α+ β)(α− β)φTj = Λ2jφTj , (4)
(α− β)φTj = ΛjψTj , (5)
(α+ β)ψTj = Λjφ
T
j . (6)
Here φT represents the transpose of the matrix φ. The
only objects that change when we move from one model
to another are the α and β matrices (αjk is the coef-
ficient of a†jak and βjk is the coefficient of ajak in the
Hamiltonian obtained after Jordan-Wigner transforma-
tion). These matrices contain the information which
characterizes a given model. As a result, the problem
reduces to solving the matrix equations (4),(5) and (6).
III. MODEL I : IMPURITY BASED
TRANSVERSE FIELD ISING MODEL
Let us first consider a one dimensional transverse field
Ising model with an impurity present at the center of the
spin-chain with open boundaries.59 We call this model as
model I (impurity based TFIM) and represent the impu-
rity by modifying the coupling parameter to J2 between
the N2 and
N
2 +1 sites on the spin chain (N is considered
to be even ). J1 is the coupling parameter along the host
chain on which the impurity is embedded (see fig. 1).
h represents the transverse magnetic field at each site.
The nearest neighbour coupling parameter between the
ith and (i+ 1)th site is given as
Ji = (J1/h)(1− δi,N2 ) + (J2/h)δi,N2 . (7)
For this choice of Ji in eq. (1) we can proceed with
the steps discussed in the previous section and write the
component form of the matrix eq. (4) for model I, is
φT(i−1)j + φ
T
(i+1)j =
(
J21 + h
2 − h2Λ2j
hJ1
)
φTij , (8)
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FIG. 2. Schematic for joint-chain TFIM. Odd system size and
open boundary condition are considered. Two spin chain with
different nearest neighbour bonds are joined together to form
one spin chain. The blue coloured links have exchange inter-
action strength J1 and the red coloured links have exchange
interaction strength J2.
where 1 ≤ i ≤ (N2 − 1) and (N2 + 2) ≤ i ≤ (N − 1). The
initial condition for equation (4) is
φT2j =
(
h2 − h2Λ2j
hJ1
)
φT1j , (9)
and the boundary conditions are:
φT
(N2 −1)j +
J2
J1
φT
(N2 +1)j
=
(
J21 + h
2 − h2Λ2j
hJ1
)
φTN
2 j
, (10)
J2
J1
φTN
2 j
+ φT
(N2 +2)j
=
(
J22 + h
2 − h2Λ2j
hJ1
)
φT
(N2 +1)j
,
(11)
φT(N−1)j =
(
J21 + h
2 − h2Λ2j
hJ1
)
φTNj . (12)
We consider the following ansatz to solve equation (4)
φTij =
{
A sin
(
kj(i− 1/2)
)
+B cos
(
kj(i− 1/2)
)
, if 1 ≤ i ≤ N2
A1 sin
(
kj(i− 1/2)
)
+B1 cos
(
kj(i− 1/2)
)
, if (N2 + 1) ≤ i ≤ N
(13)
which implies the eigenvalues of the form
Λ2j = (J1/h)
2 + 1− 2(J1/h) cos(kj). (14)
By eliminating all the free parameters in the above ansatz, we obtain the expressions for the matrix elements of {φ, ψ}
in the {J1, J2, h} parameter space as
φTij =

A
(
J2
J1
) sin(kjN/2)
cos
(
kj(N+1/2)
)( J1h sin(kj(i−1))−sin(kji)
sin
(
kj(N/2+1)
)
− J1h sin
(
kjN/2
)), if 1 ≤ i ≤ N2 .
A
sin(kj(i−N−1)
cos
(
kj(N+1/2)
) , if N2 + 1 ≤ i ≤ N.
(15)
ψTij =

J1
h φ
T
i+1j−φTij
Λj
(1− δi,N2 ) +
J2
h φ
T
N
2
+1j
−φTN
2
j
Λj
δi,N2
, Λj 6= 0, 1 ≤ i ≤ N and φT(N+1)j ≡ 0.
0, Λj = 0.
(16)
Using these expressions in the boundary conditions we get the transcendental equation(
J2
J1
)2
sin
(
kjN
2
)( J1
h sin
(kj(N−2)
2
)− sin(kjN2 )
J1
h sin
(kjN
2
)− sin(kj(N+2)2 )
)
= sin
(
kj(N + 2)
2
)
+
(
J22 − J21
hJ1
)
sin
(
kjN
2
)
, (17)
where kj is the j
th root of (17). Equation (17) pos-
sesses N roots with no recurrence. In some cases, all the
roots are real, while in others we witness the emergence
of complex roots, but those complex roots are of the form
iu or pi− iv, where u and v belong to the real space. All
the unique real roots lie in the interval (0, pi). Next we
will explore various correlations (between N2 and
N
2 + 1
sites) and transverse magnetisation, which can be eval-
uated analytically, for a system size N = 10. Although
in principle with this solution one can study arbitrarily
large systems, but for very large system sizes, finding all
the N roots of eq. (17) becomes difficult as it has to be
done numerically.
4IV. MODEL II : JOINT CHAIN TFIM
Another variant of inhomogeneous TFIM can be con-
sidered as model II (joint-chain transverse field Ising
model) which is defined as
Ji =
{
J1
h , for 1 ≤ i ≤ N−12 ,
J2
h , for
N+1
2 ≤ i ≤ N − 1.
(18)
In this model half of the spin-chain couples with a cou-
pling parameter J1 and the rest half couples with a cou-
pling parameter J2 (See fig. 2 ). After making appro-
priate changes in the α and β matrices the equations
correspond to the Hamiltonian of this particular system.
The component form of the matrix eq.(4) is as follows
φT(i−1)j + φ
T
(i+1)j =
(
J21 + h
2 − h2Λ2j
hJ1
)
φTij , (19)
for 2 ≤ i ≤ (N−32 ) and
φT(i−1)j + φ
T
(i+1)j =
(
J22 + h
2 − h2Λ2j
hJ2
)
φTij , (20)
for
(
N+3
2
) ≤ i ≤ (N − 1).
The initial condition for this problem is
φT2j =
(
h2 − h2Λ2j
hJ1
)
φT1j (21)
and the boundary conditions are
φT
(N−32 )j
+ φT
(N+12 )j
=
(
J21 + h
2 − h2Λ2j
hJ1
)
φT
(N−12 )j
,
(22)
φT
(N−12 )j
+
J2
J1
φT
(N+32 )j
=
(
J21 + h
2 − h2Λ2j
hJ1
)
φT
(N+12 )j
,
(23)
φT(N−1)j =
(
J22 + h
2 − h2Λ2j
hJ2
)
φTNj . (24)
We consider the following ansatz to solve this problem
φTij =
{
A cos
(
k1j (i− 1/2)
)
+B sin
(
k1j (i− 1/2)
)
, if 1 ≤ i ≤ (N−12 )
A1 cos
(
k2j (i− 1/2)
)
+B1 sin
(
k2j (i− 1/2)
)
, if (N+12 ) ≤ i ≤ N
(25)
which implies the eigenvalues of the form
Λ2j = (J1/h)
2 + 1− 2(J1/h) cos(k1j ) = (J2/h)2 + 1− 2(J2/h) cos(k2j ). (26)
It is slightly modified in order to make sure that it works out for this case. The modification is that, instead of having
a single quasi-momentum mode kj , here we have two quasi-momentum modes (k
1
j , k
2
j ) involved in the ansatz. By
eliminating all the free parameters, we get the equations for the matrix elements of {φ, ψ} in {J1, J2, h} parameter
space as
φTij =

A
sin
(
k2j (N+1)/2
)(
sin(k1j i)− J1h sin(k1j (i−1))
)
sin
(
k2j (N+1/2)
)(
sin
(
(k1j (N+1)/2
)
− J1h sin
(
k1j (N−1)/2
)) , if 1 ≤ i ≤ (N−12 )
A
sin(k2j (N+1−i))
sin
(
k2j (N+1/2)
) , if N+12 ≤ i ≤ N
(27)
ψTij =

J1
h φ
T
(i+1)j−φTij
Λj
, 1 ≤ i ≤ N−22 and Λj 6= 0
J1
h φ
T
N+1
2
j
−φTN−1
2
j
Λj
, i = N−12 and Λj 6= 0
J2
h φ
T
(i+1)j−φTij
Λj
, N+12 ≤ i ≤ N,φT(N+1)j ≡ 0 and Λj 6= 0
0, if Λj = 0
(28)
and two transcendental equations
J22 − J21
2
= (J2h cos(k
2
j )− J1h cos(k1j )), (29)
J2
J1
sin
(
k2j (N − 1)
2
)(
sin
(
k1j (N + 1)
2
)
−J1
h
sin
(
k1j (N − 1)
2
))
= sin
(
k2j (N + 1)
2
)(
sin
(
k1j (N + 3)
2
)
−J1
h
sin
(
k1j (N + 1)
2
))
,
(30)
5where k1j is the j
th root of the coupled transcendental
equations (29) and (30) which is paired up with k2j . Un-
like the previous model, here we have to solve a set of
coupled transcendental equations. (29) and (30) in order
to find all the allowed quasi-momentum modes. There
are total 2N solutions to this coupled set of the tran-
scendental equations. N solutions for k1j modes and N
solutions for k2j modes. Even these equations show the
emergence of complex roots but they are either of the
form iu or pi− iv, where u and v belong to the real space.
All the unique real roots lie in the interval (0, pi). In
this paper we present the correlation evaluated between
the junction sites N−12 and
N+1
2 and transverse magneti-
sation for a system size of N = 9. Here as well, the
transcendental equations have to be solved numerically.
Hence it becomes difficult to find all 2N roots of the
transcendental equations (29) and (30).
V. SOLUTION USING TRANSFER MATRIX
TECHNIQUE
The ansatz we have considered to solve the equations
presented in Sec. III and Sec. IV, can be systematically
obtained using the transfer matrix43,60,61that governs the
equation
φT(i−1)k + φ
T
(i+1)k = Ekφ
T
ik. (31)
In matrix form this equation can be presented as follows
TΦik = Φ(i+1)k, (32)
for 2 ≤ i ≤ (N − 1).
T is the transfer matrix defined by the equation
T =
[
Ek −1
1 0
]
, (33)
and Φik is defined as
Φik =
 φTik
φT(i−1)k
 . (34)
So the general solution to the eq.(32) is as follows
T (p−2)Φ2 = Φpk (35)
for 2 ≤ p ≤ N .
Let
Φ2 = A
[
exp(ι3k/2)
exp(kι/2)
]
+B
[
exp(−ι3k/2)
exp(−kι/2)
]
(36)
where
[
exp(ι3k/2)
exp(kι/2)
]
and
[
exp(−ι3k/2)
exp(−kι/2)
]
are the
eigenvectors of T with the eigenvalues exp(kι) and
exp(−kι) respectively.
⇒ Ek = 2 cos(k).
Hence with eqs. (35) and we get (36)
Φp = A
′
[
cos(k(2p− 1)/2)
cos(k(2p− 3)/2)
]
+B′
[
sin(k(2p− 1)/2)
sin(k(2p− 3)/2)
]
⇒ φTik = A′ cos(k(2i− 1)/2) +B′ sin(k(2i− 1)/2)
where A′ and B′ are fixed by the initial and boundary
conditions imposed on the eq. (31). As a result we re-
alize that the ansatz we constructed, is connected to a
systematic method like the transfer matrix technique.
VI. SIGNATURES OF QUANTUM PHASE
TRANSITION IN INHOMOGENEOUS
TRANSVERSE FIELD ISING MODELS
The quantum phase transition in TFIM, a canonical
system is well understood62,63. Here the phase transition
in TFIM occurs because of the competition between
the coupling parameter (J) and the transverse magnetic
field (h). The coupling parameter tends to increase the
order in the ground state and the transverse magnetic
field tends to disrupt it. So when the coupling strength
is too high, the order in the ground state persists and
the system is in a ferromagnetic phase, however, when
the transverse magnetic field dominates the coupling
parameter, the system’s ground state becomes becomes
a paramagnet. As a result, when the coupling strength is
comparable to the transverse magnetic field, we observe
a phase transition form an ordered phase to a disordered
phase, even at T = 0K.
The phase transition is accompanied byspontaneous sym-
metry breaking and the system in quantum ferromagnet
phase assumes a particular superposition |0+〉 or |0−〉
(UPF |0+〉 = |0−〉) as the ground state. In h → 0 limit
|0+〉 ≈ | · · · ←←←← · · · 〉 and |0−〉 ≈ | · · · →→→→ · · · 〉.
As a result the ground state develops spontaneous
longitudinal magnetisation 〈σx〉. In h → ∞ limit,
|0〉 ≈ | · · · ↑↑↑ · · · 〉. Hence all the spontaneous lon-
gitudinal magnetisation is lost. Thus, longitudinal
magnetisation serves as an order parameter across the
phase transition. However, for finite sized systems, 〈σx〉,
when expressed in terms of Jordan-Wigner fermionic
operators gives a non-local expression which is difficult
to evaluate23,64. Hence, we measure other quantities
which have similar behavior as 〈σx〉, across the phase
transition like transverse magnetisation 〈σz〉.
In inhomogeneous TFIM, we have two free param-
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FIG. 3. All the plots mentioned above are obtained for model I, for system size N = 10. (a) Gap between ground state and
first excited state. (a1) Line plots of the gap between the first excited state and ground state for different inhomogeneity
coupling strength. As the inhomogeneity coupling strength increases, the point where the gap between the first excited state
and ground state becomes non-zero, keeps shifting ahead along x axis, implying that the transverse magnetic field required for
lifting the degeneracy keeps increasing as the inhomogeneity coupling strength increases. (b) Transverse magnetization. (b1)
Line plots of the transverse magnetization for different inhomogeneity strength coupling. The transverse magnetisation takes
longer to reach the value 0.5 as the inhomogeneity interaction strength increases. (c) Longitudinal x-x correlation, (d) transverse
correlation and (e) longitudinal y-y correlation between the impurity sites 5 and 6. (c1) , (d1) and (e1) represent the line plots
for longitudinal x-x correlation, transverse correlation and longitudinal y-y correlation respectively for different inhomogeneity
coupling strengths. The transverse correlation qualitatively shows a very similar behavior as transverse magnetisation. This
is because of the fact that the increasing magnetic field tends to align the spins along transverse direction. Hence both
transverse correlation and transverse magnetisation increases as the field strength increases. The plots on the right hand side
have logarithmic x and y axes where as the for the plots on left hand side, only the x axis is logarithmic, y axis is linear. J2
represents the inhomogeneity coupling strength and h represents the strength of transverse magnetic field at each site. For all
the plots, x axis represents transverse magnetic field h.
eters (J2 and h). The background coupling strength
(J1) is normalised to 1 so that we can study the effects
of inhomogeneity coupling strength (J2) with respect to
this scale. Analyzing the effects of the inhomogeneity
coupling on the phase transition line can tell us a lot
about the occurrence of the quantum phase transition
in these models. Using the ansatz (13) and (25), we
solve the matrix equations that characterize model I
and model II respectively. We use the φ and ψ matrices,
that we obtain as solutions of those matrix equations,
to calculate different physical quantities and explore
the effect of adding an inhomogeneity in the system.
The phase transition in these models is accompanied
by symmetry breaking (Global phase flip symmetry),
which results in a change in the ground state degeneracy
structure across the phase transition. This can be
explicitly checked by calculating the gap between the
ground state and the first excited state (E1 −E0) which
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FIG. 4. These plots are obtained for the model II, for system size N = 9. (a) Gap between ground state and first excited
state. (a1) Line plots of the gap between the first excited state and ground state for different inhomogeneity coupling strength.
(b) Transverse magnetization. (b1) Line plots of the transverse magnetization for different inhomogeneity strength coupling.
(c) Longitudinal x-x correlation, (d) transverse correlation and (e) longitudinal y-y correlation between the impurity sites 5
and 6. (c1) , (d1) and (e1) represent the line plots for longitudinal x-x correlation, transverse correlation and longitudinal
y-y correlation respectively for different inhomogeneity coupling strengths. Qualitatively all the quantities behave in a similar
manner as observed in Fig. 3 . The plots on the right hand side have logarithmic x and y axes where as the for the plots on left
hand side, only the x axis is logarithmic, y axis is linear. J2 represents the inhomogeneity coupling strength and h represents
the strength of transverse magnetic field at each site. For all the plots, x axis represents transverse magnetic field h.
we show in fig. 3 (a), (a1) and fig. 4 (a), (a1). We
can get an approximate estimate of the phase transition
line by locating the values of parameters (J2 and h)
where the transverse magnetisation 〈σz〉 is 0.5. We
show this line, in fig. 3 (a) and fig. 4 (a) by the
dashed curve. The solid black line represents the phase
transition line in fig. 3 (a) and fig. 4 (a), for TFIM.
The degenerate ground state of inhomogeneous TFIM
in the quantum ferromagnet phase has very different
properties than the non-degenerate ground state, in the
quantum paramagnet phase. We expect the region of
parameter space within which this rapid transition takes
place for finite sized systems, keeps getting narrower as
the system size tends to infinity. In the end it collapses
with the boundary line of the no-gap region. We can
calculate two site site correlation function between sites
i and j in x-x direction 〈σxi σxj 〉, y-y direction 〈σyi σyj 〉 and
z-z direction 〈σzi σzj 〉 as following:
〈σxi σxj 〉 =
∣∣∣∣∣∣∣
Gi,i+1 Gi,i+2 · · · Gi,j
...
Gj−1,i+1 · · · · · · Gj−1,j
∣∣∣∣∣∣∣ , (37)
〈σyi σyj 〉 =
∣∣∣∣∣∣∣
Gi+1,i Gi+1,i+1 · · · Gi+1,j−1
...
...
Gj,i · · · · · · Gj,j−1
∣∣∣∣∣∣∣ , (38)
〈σzi σzj 〉 =
∣∣∣∣ Gi,i Gj,iGi,j Gj,j
∣∣∣∣ , (39)
8where Gi,j = −
(
ψTφ
)
i,j
.47,58 The transverse magnetiza-
tion per site is given by
〈σzi 〉 = 1− 2
N∑
q=1
(
ψqi − φqi
2
,
)2
(40)
and the total transverse magnetization as
〈σz〉 =
∑N
i=1〈σzi 〉
N . (41)
We use the exact solutions for model I and II to com-
pute the two site correlation functions and transverse
magnetisation 〈σz〉 defined in the above equations. We
show some signatures of quantum phase transition in
the ground state of these models. In particular the
transverse magnetisation 〈σz〉 and transverse correlation
〈σzi σzj 〉 are observed to be highly sensitive to this phase
transition. The correlation function 〈σzi σzj 〉 and |〈σz〉|
go from 0 to 1 as h goes from 0 to infinity, for any
value of J2 and for all (i, j) in a given spin chain. We
measure the transverse magnetisation 〈σz〉 and show it
in fig. 3 (b), (b1) and fig. 4 (b), (b1), as a function of h
for different values of J2. This quantity varies smoothly
from 0 to 1 with respect to h, for a finite system. For a
given value of J2, this gap is a smooth function of h. The
longitudinal x-x correlation 〈σxi σxj 〉 qualitatively behaves
in an exactly opposite manner to 〈σzi σzj 〉, for any value
of J2 and for all (i, j). When the transverse magnetic
field is low, all the spins tend to point in the same
direction along x axis, however, increasing transverse
magnetic field, tends to align the spins along z axis
(This represents the domain breakdown). As a conse-
quence, increasing the transverse magnetic field results
in reduction of longitudinal x-x correlations and increase
in transverse correlations. This behavior is well depicted
in the fig. 3 (c), (c1), (d), (d1) and fig. 4 (c), (c1), (d),
(d1). In the limiting case h→ 0, for any value of J2, the
ground state of the system is | · · · ←←←← · · · 〉 and in
the limit h→∞ the ground state is | ↑↑↑ · · · ↑〉. Here we
consider the symmetry broken ground state, out of the
entire degenerate space. This does not result in loss of
generality, as these correlation functions and transverse
magnetization are insensitive to the choice of superpo-
sition of the symmetry broken ground states that we
consider. As a result, because of the analytic behavior
of correlation functions and transverse magnetization,
we can qualitatively say that there has to be a region in
the parameter space where these quantities undergo a
change, inherently indicating the loss of degeneracy from
the ground state of the system, for finite sized systems.
This is observed in fig. 3 and fig. 4. On the contrary
〈σyi σyj 〉 correlation function tends to be 0 in both the
cases for all (i, j), which is again a consequence of the
limiting case behavior of the ground state. This is well
depicted in the fig. 3 (e), (e1) and fig. 4 (e), (e1).
We conclude this section with the following obser-
vation we make in the exactly solvable models I and II
that, when the inhomogeneity coupling strength J2 > 1,
we see that the occurrence of quantum phase transition
is delayed as compared to TFIM. On the contrary for
J2 < 1 we see that the occurrence of the phase transition
is preponed. This behavior is expected based on a
simple mean field argument. The phase transition can
be thought of as arising due to a competition between
the Ising terms (J ′s) and the transverse magnetic
field (h). In a mean field picture the competition is
between average of coupling terms (J ′s) with transverse
magnetisation (h). As J2 is decreased, the average J
decreases as well requiring smaller h for phase transition
and vice versa.
VII. CONCLUSION
We have studied the QPT which occurs in the models,
namely impurity based transverse field Ising model and
joint-chain Ising model. We spotted the effects of intro-
ducing inhomogeneities on the phase transition using the
exact solutions that we obtained in the body of this pa-
per. To do so, we use the ansatz that we construct and
analytically diagonalise the two systems which are taken
into consideration. Also we give a systematic way of con-
structing this ansatz using the transfer matrix technique.
This solution can easily be generalised to multiple im-
purity site problems (impurities refers to bond defects),
where the impurities should be separated by at least two
lattice sites on the one dimensional lattice. The solution
for joint-chain Ising model can be extended to multiple
junction problems, in which more than two Ising chains
with different coupling strengths are connected together.
These junctions should be separated by at-least two lat-
tice points. Using the analysis employed in this paper,
we can extend the analytical solutions for problems which
have junctions as whell as isolated impurities too. Also
we observe that the inhomogeneity coupling strength acts
as a tuneable parameter which controls the occurrence of
QPT in these models. The quench dynamics of these
models holds a lot of promise for the future development
of models useful in the implementation quantum infor-
mation protocols.
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