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Abstract
We study a Lie algebra of formal vector fields Wn with its application to the perturbative
deformed holomorphic symplectic structure in the A-model, and a Calabi-Yau manifold
with boundaries in the B-model. A relevant concept in the vertex operator algebra and the
BRST cohomology is that of the elliptic genera (the one-loop string partition function). We
show that the elliptic genera can be written in terms of spectral functions of the hyperbolic
three-geometry (which inherits the cohomology structure of BRST-like operator). We show
that equivalence classes of deformations are described by a Hochschild cohomology theory
of the DG-algebra A = (A,Q), Q = ∂ + ∂deform, which is defined to be the cohomology
of (−1)nQ + dHoch. Here ∂ is the initial non-deformed BRST operator while ∂deform is the
deformed part whose algebra is a Lie algebra of linear vector fields gln. We discuss the
identification of the harmonic structure (HT •(X);HΩ•(X)) of affine space X and the group
ExtnX(O△,O△) (the HKR isomorphism), and bulk-boundary deformation pairing.
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1 Introduction
Two-dimensional topological field theories have been actively studied (especially in connec-
tion with mirror symmetry), however these theories are much more nontrivial and more
interesting when can be defined for deformed holomorphic symplectic structure of the cotan-
gent bundle (the A-model) and a Calabi-Yau manifold with boundaries (the B-model). Re-
call that original topological field model in arbitrary dimension has been analyzed by M.
Atiyah [1] and this theory did not allow for boundaries (but it allowed for defects of higher
codimension, Wilson loops in Chern-Simons theory, for example). Non-trivial variety of
boundary conditions which could be associated with topological branes in the B-model has
been introduced by E. Witten [2]. 1
In this paper we study (perturbative) deformations of complex structure for topological sigma
models. There are strong reasons to study these models. A generalization of topological
field theories is most conveniently formulated in the language of category theory. In two-
dimensional case the structures are provided by A- and B-models associated to Calabi-Yau
manifolds [2, 5] (to Calabi-Yau A∞ categories [6, 7] for more abstract cases). The topological
A- and B-twist respectively capture the symplectic and holomorphic structure on the target
Calabi-Yau manifold. Mirror symmetry interchanges the topological A-model on the half of
a mirror pair with the B-model on the other. Homological mirror symmetry formulated by
M. Kontsevich [8] postulates a quasi-equivalence between certain A∞-categories related to
the A- and B-model. Indeed, to the A-model one associates the Fukaya category (some yet
unknown generalizations thereof), and to the B-model one associates the bounded derived
category of coherent sheaves. A mathematical reason to study topological field theory is its
path intergal analysis which suggests the Fukaya-Floer category of boundary conditions in
the A-model, and deformation quantization and the derived category of coherent sheaves on
a complex manifold in the B-model.
A brief summary of the results of the paper is the following. We study a Lie algebra of
formal vector fields Wn
2 with it application to the deformed BRST operator. We consider
the infinite-dimensional Lie algebraWn⋉G⊗Pn, i.e. a semidirect sum of algebraWn extended
by product of Lie algebraG (related to the initial non-deformed BRST operator ∂) and formal
power series Pn of n compex variables z1, . . . , zn. The infinite-dimensional Lie algebra Wn⋉
G⊗Pn contains a small Lie subalgebra gln⊕G, which consists of linear vector fields and G-
1 In the topological B-model boundary conditions can be twisted by the curvature of the Chan-Paton
factors and the B field [3, 4]
2The concept of formal geometry has been introduced in [9, 10], where by means of calculation of relative
cohomologies of the Lie algebra of formal vector fields on manifold the characterictic classes of its tangent
fibre bundles has been constructed.
3
valued fields. The cochain complex of a Lie algebraWn⋉G⊗Pn is isomorphic to the quotient
of Weyl algebra of gln ⊕G by (2n+ 1)-st term of standard filtration. There are morphisms
between filtered complexes and spectral sequences of these two Lie algebras. These subtleties
have the effect of realizing spectral sequences directly in BRST cohomology of the operator
Q = ∂ + ∂deform (Lie algebra of the operator ∂deform is gln). Q satisfies the condition Q
2 = 0
and we show that on the bigraded vector space C•(A) the Hochschild cohomology of an
associative algebra A is defined to be the cohomology of (−1)n(∂ + ∂deform) + dHoch. We also
discuss the identification of the harmonic structure (HT •(X);HΩ•(X)) of (affine) space X
and the group ExtnX(O△,O△) (the Hochschild-Kostant-Rosenberg isomorphism (HKR)) and
bulk-boundary deformation pairing.
This paper is outlined as follows. In Section 2 we analyze two-categories of topolgical sigma-
models and deformations of holomorphic symplectic structures in the A-model, and descent
procedure of deformations of boundary conditions in the B-model. In that section we mainly
follow the lines of [12, 13]. We discuss Lie algebras of formal vector fields in Section 3 and
then, in Section 4, we describe tensor modules and invariants of Lie algebra Wn ⋉ G ⊗ Pn,
its Lie subalgrebra gln, and truncated Weyl algebras. Filtrations on cochain complexes and
morphisms of filtered complexes are analyzed in Section 5, and then in Section 6 we discuss
the BRST cohomology and characteristic classes of foliations with its connection to the
Charn polynomials (and elliptic genera). We show that the final result can be written in
terms of spectral functions of the hyperbolic three-geometry associated with q-series. The
Hochschild cochain complex and deformations are studied in Section 7. Finally deformation
pairing, algebra deformations and a bulk-boundary operator product expansion (OPE) are
analyzed in Section 8. In the appendixes A, B and C we deduce the useful information on Lie
algebra cohomology, spectral sequences, sheaves and categories, and the HKR isomorphism.
2 Two-categories of sigma-models and their deforma-
tions
The general case. In this Section we will mostly follow [12, 13] in the reproduction of
necessary results. Let X = (X, s) be a pair in which X is a real manifold and s is a
geometric structure on X (such as a complex structure or a symplectic structure). Let Σ
be a real N -dimensional manifold. A topological sigma-model with world-volume Σ and a
target space X is a quantum field theory based on a path integral (the measure on the space
of maps Σ→ X is dertermined by the structure s). As X varies, one obtains an N -category
with useful features, where the X component of X serves as a target space for a topological
sigma model. For the definition of categories see Appendix B.
Recall that the category C, associated with pair (X, s), has a symmetric monoidal struc-
ture related to the cartesian product of manifolds: C × C → C, (X1, s1) × (X2, s2) =
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(X1 ×X2, s1 × s2), with the natural structure s1 × s2 on X1 ×X2. This monoidal structure
has a unit element Xpt = (Xpt, spt), where spt is the corresponding trivial structure of the
manifold consisting of a single point Xpt. It is clear that Xpt × X = X . Define a (N − 1)-
category of morphisms C := HomC(Xpt,X ). In quantum field theory this categogy is known
as the category of boundary conditions of the topological sigma-model associated with X .
The category C has a contravariant duality functor C
♦
→ C, (X, s)♦ = (X, s♦), such that
there is a canonical equivalence between (N − 1)-categories of morphisms: HomC(X1,X2) =
HomC(Xpt,X
♦
1 ×X2) := CX♦1 ×X2 . This equivalence implies that an object E12 ∈ HomC(X1,X2)
determines a functor between (N−1)-categories F [E12] : CX1 → CX2 , which represents a com-
position of morphisms within C. Moreover, a composition of morphisms of C corresponds
to the composition of functors, so the structure of the N -category C is determined by the
boundary condition categories CX and the functors.
The differential Gerstenhaber algebra and deformations of the complex struc-
ture. For the further discussion we need the differential Gerstenhaber algebra G(X) which
gives rise to a Kuranishi deformation theory [14, 15] for any complex structure. Let R be a
ring with unit and let A be an R-algebra. Suppose that a = ⊕n∈Za
n is a graded algebra over
A. If a ∈ an, let |a| denote its degree. The algebra a is called a Gerstenhaber algebra [16, 17]
if there is an associative product ∧ and a graded commutative product [−•−] satisfying the
following axioms: for a ∈ a|a|, b ∈ a|b|, c ∈ a|c| ,
a ∧ b ∈ a|a|+|b|, b ∧ a = (−1)|a||b|a ∧ b ,
(−1)(|a|+1)(|c|+1)[[a • b] • c] + more two terms (a, b, c cyclic permutation) = 0 ,
[a • b ∧ c] = [a • b] ∧ c+ (−1)(|a|=1)|b|b ∧ [a • c] . (1)
Note that a differential graded algebra a is a graded algebra with a graded commutative
product ∧ and a differential d of degree +1, i.e. a map d : a→ a such that
d(an) ⊆ an+1, d ◦ d = 0, d(a ∧ b) = da ∧ b+ (−1)|a|a ∧ db . (2)
Let a be a graded algebra over k such that (a, [−•−],∧) forms a Gerstenhaber algebra and
(a,∧, d) forms a differential graded algebra. If in addition
d[a • b] = [ad • b] + (−1)|a|+1[a • db] , ∀ a, b ∈ a , (3)
then (a, [− • −],∧, d) is a differential Gerstenhaber algebra.
Let X be a compact Ka¨hler manifold with the Ka¨hler form ω; in physics, the mathematical
setting is restricted to D-branes on Calabi-Yau manifolds. Let us consider the decomposi-
tion (g ⊕ g∗) ⊗ C := (TX ⊕ T∨X) ⊗ C ≡ E ⊕ E∨, where T∨X is a cotangent bundle, g
and g∗ are complex Lie subalgebras of the complexified algebra gC. The differential Gersten-
haber algebra (Ω•E∨, ∂E∨) is elliptic and it gives rise to a Kuranishi deformation theory for
any generalized complex structure [18]. The space of infinitesimal deformations of complex
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structures on X is given by the direct sum of the L−1s -valued Dolbeault cohomology groups
[18, 19]:
Hn,2
∂
(X ;L−1s )⊕H
n−1,1
∂
(X ;L−1s )⊕H
n−2,0
∂
(X ;L−1s ), (4)
where L−1s denotes the dual of the standard canonical line bundle of the complex manifold
(X, s), and where we emphasize ∂ cohomology by the subscript ∂. The spaces of infinitesimal
deformations of complex structures are:
The space Hn,2
∂
(X ;L−1s ) given by the action of B-fields (2-forms) .
The space Hn−2,0
∂
(X ;L−1s ) induced by the action of holomorphic 2-vector fields .
The space of the obstructions given by
Hn,3
∂
(X ;L−1s )⊕H
n−1,2
∂
(X ;L−1s )⊕H
n−2,1
∂
(X ;L−1s )⊕H
n−3,0
∂
(X ;L−1s ) . (5)
As it follows from Eqs. (4) and (5) the space Hn−1,1
∂
(X ;L−1s )
∼= H1(X,O) is the space of
infinitesimal deformations of complex structures in Kodaira-Spencer theory.
Remark 2.1 Recall that the general Kodaira-Spencer theory identifies as the key to the
deformation theory the sheaf cohomolgy group H1(X,O), where O is the sheaf of germs of
sections of the holomorphic tangent bundle. Some results on infinitisimal deformations of
complex structure are:
(i) The base of the Kuranishi family lies in H2(X) = ⊕p+q=2H
q(X,ΩpT∨X).
(ii) The image of the obstruction map lies in H3(X) = ⊕p+q=3H
q(X,ΩpT∨X).
(iii) In the deformation theory any deformation has three components (ξ0, ξ1, ξ2), namely
ξ0 ∈ H
0(X,Ω2T∨X), ξ1 ∈ H
1(X, T∨X), ξ2 ∈ H
2(X,O) . (6)
The component ξ0 ∈ C
∞(Ω2T∨X) is a type of deformation for complex manifolds for which
the integrability condition is simply that
∂ξ0 + (1/2)[ξ0, ξ0]∂ = 0 (Maurer− Cartan equation).
This condition is satisfied if and only if the bivector ξ0 is holomorphic and Poisson. The
component ξ1 is a deformation of the complex structure. The component ξ2 is a complex
B-field action.
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2.1 The A-model and deformations of holomorphic symplectic
structures
Let C be a (N = 2)-category. For the A-model the structure s is a symplectic structure (that
is, s is a symplectic form on X), the category of boundary conditions CX is the Fukaya-Floer
category F (X ), its simplest objects being lagrangian submanifolds of X , the action of the
duality functor is s♦ = −s, and the functor F [E12] is the lagrangian correspondence functor
determined by a lagrangian submanifold M12 ⊂ X
♦
1 × X2.
Deformations of holomorphic symplectic structure which preserve the de Rham cohomology
class of ω 3 are parameterized up to gauge equivalence by Maurer-Cartan elements of the
differential Poisson algebra P(X,ω). The differential Poisson algebra P(X,ω) of a holomor-
phic symplectic manifold (X,ω) is defined as the algebra Ω0,q(X) of (0, q)-forms on X with
the differential ∂ and with Poisson bracket {, } coming from ω. Let X = T∨Y , where Y
is a complex manifold, then we may consider a simpler version of this algebra, which we
denote as PT∨Y : it is the algebra of S
iTY -valued (0, q) forms Ω0,q(Y, SiTY ), where Si is the
symmetric algebra (and its differential is ∂). There is a natural injection
Ω0,q(Y, SiTY ) →֒ Ω0,q(T∨Y ) (7)
which turns an element of Ω0,q(Y, SiTY ) into a (0, q) differential form on T∨Y having a
polynomial dependence on fiber coordinates and restricting to zero on all fibers. The bracket
of PT∨(Y ) is a well-defined restriction of the Poisson bracket of Ω
0,q(T∨Y ), so the injection
(7) becomes an injection of differential Poisson algebras PT∨ →֒ P(T
∨Y ).
If an element ζ ∈ Ω0,1(X) ⊂ G(X) (the differential Gerstenhaber algebra) satisfies the
Maurer-Cartan equation, then the corresponding deformation of the complex structure of X
is described by the Beltrami differential µ = ω−1(∂ζ), that is, the (0, 1) part of the deformed
Dolbeault differential is
∂new = ∂ + ω
−1(∂ζ) x ∂, (8)
where x denotes contraction on the holomorphic indices and exterior product on the an-
tiholomorphic ones. The symplectic form ω is replaced by ω → ω + dζ, so that it re-
mains of type (2, 0) relative to the new complex structure. In the formula (8) we defined
ω−1 : Γ(T∨X)→ Γ(TX) as the inverse of ι− ω.
Perturbative deformations. First let us consider the general case. Let the deforma-
3 Recall that if X is a symplectic manifold then it is equipped with a 2-form ω which is closed (dω = 0)
and satisfies a certain non-degeneracy condition: for each z ∈ X the bilinear form on the tangent space
TzX determined by ω is non-degenerate. If f ∈ C∞(X) is a smooth function, the Hamiltonian vector field
generated by f is the unique vector field Hf such that df = ι(Hf )ω, where ι(Hf ) is the contraction by the
Hamiltonian vector field.
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tion of (X,ω) be perturbative, that is, if ζ is a formal power series
ζ(ε) =
∞∑
j=1
ζjε
j, (9)
then the Maurer-Cartan equation says that the leading coefficient ζ1 must be ∂-closed, and its
gauge equivalence class is determined by its Dolbeault cohomology class ζ˜1 ∈ Hom
1
∂
(X), while
the relation ∂ζ2 + (1/2){ζ1, ζ1} = 0 implies the integrability condition for ζ˜1: {ζ˜1, ζ˜1} = 0.
Now let us consider deformations of the holomorphic symplectic structure of a cotangent
bundle. As before X = T∨Y , we restrict ourselves to Maurer-Cartan elements ζ belonging
to the subalgebra PT∨(Y ) →֒ P(T
∨Y ). Following [13] we consider only the deformations
which do not deform the complex structure of the zero section Y0 ⊂ T
∨Y , and we impose
the condition µ|Y0 = 0 on the Beltrami differential µ = ω
−1(∂ζ). Note that this condition is
satisfied if ζ is at least quadratic as a function of holomorphic coordinates on fibers of T∨Y
: ζ =
∑∞
j=2 ζi, ζi ∈ Ω
0,1(Y, SiTY ) . The first two terms in this sum satisfy the equations
∂ζ2 = 0, ∂ζ3 + (1/2){ζ2, ζ2} = 0. As a result ζ2 is ∂-closed, and its gauge equivalence
class is determined by the Dolbeault cohomology class that it represents: ζ˜2 ∈ H
1
∂
(Y, S2TY ),
{ζ˜2, ζ˜2} = 0. The injection (7) turns an element ζ ∈ Ω
0,q(Y, SiTY ) into a T
∨
Y -valued function
or, rather, a formal power series on the total space of T∨Y . Denote this function by the same
letter ζ . The evaluation of ζ on a section of T∨Y gives a map ζ : Γ(T∨Y ) → Ω0,1(Y ). The
restriction of the (1, 0) part of the differential ∂ζ of an element ζ ∈ Ω0,q(T∨Y ) to the fibers
of T∨Y determines a vertical holomorphic differential map ∂vrtζ : Γ(T
∨Y ) → Ω0,1(Y, TY ).
Let us consider a perturbative deformation (9). The generating function becomes a formal
power series
W (ε) =
∞∑
j=0
W (j) εj. (10)
Then the complex structure is deformed by the Beltrami differential (see for detail [13])
µW = −∂vrtζ(∂W ) .
2.2 The B-model and the descent procedure of deformations
For the B-model X is a Calabi-Yau manifold, s is its complex structure, the category of
boundary conditions CX is the bounded derived category of coherent sheaves D
b
coh(X ) (see
Appendix B), its simplest objects being complexes of holomorphic vector bundles on X , the
duality functor acts trivially: s♦ = s, and the functor F [E12] is the Fourier-Mukai transform
corresponding to the object E12. Note that all suitable enough functors between the derived
category of quasicoherent sheaves on two varieties, X1 and X2, are given by Fourier-Mukai
transforms. Let E is an object in Dbcoh(X1 × X2). Given any object D ∈ D(X1) define the
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integral transform with kernel E to be the functor (or morphism) 4
F EX1→X2 : D
b
coh(X1) −→ D
b
coh(X2) ,
F EX1→X2(D) = RπX2∗(Lπ
∗
X1
D
L
⊗ E) . (11)
It gives action of monodromy on the derived category [20]. The projection maps from X1×X2
to its first and second factors is:
△ ⊂ X1 ×X2
πX1
ww♣♣
♣♣
♣♣
♣♣
♣♣
♣♣ πX2
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
X1 X2
(12)
where πX1 and πX2 are the projections from X1 ×X2 to X1 and X2 respectively.
The descent procedure. A systematic way to construct deformations of boundary condi-
tions is the descent procedure [2]. If O is an even (bosonic) local observable on the boundary
then its descendants O(1) ∈ Ω1(X) and O(2) ∈ Ω2(X) are defined by
dO = δQO
(1) + . . . , dO(1) = δQO
(2) + . . . (13)
Then in forming the topological family the generalized action becomes Sbulk =⇒ Sbulk +
γ
∫
Σ
O(2), where γ is a formal parameter. Because of the definition of O(2) it follows that
the modified action is BRST-invariant up to terms proportional to equations of motion. It
is clear that local topological observables on the boundary are of the same (0, q)-form as
in the bulk. An element of space of infinitisemal deformations can be represented by a ∂-
closed inhomogeneous form W of even degree. Thus the corresponding observable can be
thought of as an even function W (φ, η) of bosonic variables φi, φi and fermionic variables
ηi, it satisfying
QW =
∑
i
ηi
∂W (φ, η)
∂φi
= 0 . (14)
Next the descendans of W have to be constructed. Note that on the quantum level one
requires X to be a Calabi-Yau manifold, i.e. one requires the existence of a holomorphic
volume form on X . The volume form is used to write down a BRST-invariant measure on
the space of bosonic and fermionic zero modes (see, for example, [12]).
LetW be a holomorphic function on a manifold X . One can deform the B-model with target
X by modifying the transformation law for fermionic fields and adding to the action a new
4 The following functors can be applied [20]: (i) Lπ∗
X
- take the complex to be a complex of locally-free
sheaves or, equivalently, vector bundles. π∗
X
is then the usual pull-back map on vector bundles. (ii)
L
⊗ E -
the complex must be a complex of locally-free sheaves; ⊗ is the usual tensor product of sheaves. Acting on
complexes, ⊗ produces a double complex which can be collapsed back to a single complex in the usual way.
(iii) RπX ,∗ - the complex must be a complex of injective objects. πX ,∗ is then the push-forward map for
sheaves.
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term which is related to this deformation (see, for detail, [12], section Appendix B). This
model can be called the Landau-Ginzburg model with target X and superpotential W . The
algebra of topological observables for the Landau-Ginzburg model is the hypercohomology
of the complex
ΛnTX −→ Λn−1TX −→ . . . −→ TX −→ OX
where the differential is contraction with the holomorphic 1-form −∂W . Let X be a con-
tractible open subset of Cn and assume that the critical points of W are isolated, then the
hypercohomology of this complex is the Jacobi algebra H0(X,OX)/A∂W where A∂W is the
ideal generated by partial derivatives of W . This construction can be generalized by re-
placing W with an inhomogeneous even ∂-closed form on X . This generalization is called
the curved B-model. 5 It can be thought of as a generalization of the Landau-Ginzburg
deformation of the B-model [12].
Consider a local observable W (φ, η) representing an even element of ⊕pH
p(OX). Then one
can determine its descendants W (j) and their BRST transformations. More generally, for a
non-vanishing form which is a trivial class in ∂-cohomology, one can restore BRST-invariance
at some order by writing W (ε) =
∑
j W
(j)εj (where typically εj is of order ~j). Finally the
total action has to be BRST-invariant. As a result we can get the curved B-model which is
Z2-graded like the Landau-Ginzburg model. Also the algebra of observables in the curved
B-model is computed in essentially the same way as in the Landau-Ginzburg model. Indeed,
the algebra of observables is the cohomology of a certain differential δQ in the space of (0, q)
forms with values in polyvector fields of type (p, 0). This differential is given by
δQ = ∂ − ∂W x. (15)
If X is compact and Ka¨hler, then one can always find a form in the cohomology class of W
which is ∂-closed. For such X the differential δQ reduces to ∂, and the algebra of topological
observables is the same as in the ordinary B-model.
3 Lie algebras of formal vector fields
Suppose that the even function W (φ, η) has the form of formal power series in fields. This
situation has been discussed in Section 2 for the two dimensional sigma-model (perturbative
deformations of the holomorphic symplectic structure for the A-model, Eqs. (9), (10), and
the descent procedure of deformations of boundary conditions for the B-model, Eq. (15)).
A systematic way to study deformations is to consider the space of vector fields associated
with the deformed BRST operator and its topological algebra.
5 To the best of our knowledge the article [11] was the first to study Landau-Ginzburg models over
nontrivial spaces.
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Lie algebras WGn ⋉G⊗Pn. At more basic level let us consider the infinite-dimensional Lie
algebra WGn ⋉ G ⊗ Pn, i.e. a semidirect sum of the algebra W
G
n extended by the product
of the algebra G (related to the operator ∂) and the formal power series Pn of n variables.
These algebras are interpreted as follows:
• The Lie algebraWGn is associated with the deformed part of the BRST operator and it is
slightly different from the traditional infinite-dimensional Lie algebra of formal vector
fields Wn. Its elements in “coordinates” can be written in the form
∑n
i=1 Fi∂/∂zi,
where Fi is a power series in z1, . . . , zn whose coefficients are elements of the proper
algebra G of alternating holomorphic forms. Thus when taking the commutator for
such “vector fields” this fact should be kept in mind.
• The elements of the algebra G correspond to the initial BRST operator
∂ =
∑n
i=1 dz
i∂/∂zi.
A commutator of two elements has the form
[v + g1 ⊗ p1, u+ g2 ⊗ p2]
def
= [v, u]WGn + [g1, g2]G ⊗ p1p2 + g2 ⊗ v(p2)− g1 ⊗ u(p1) , (16)
where v, u ∈ WGn , gi ∈ G, pi ∈ Pn and i ∈ {1, 2} . In the following we will concentrate on
the cohomology of Lie algebras Wn. The corresponding theory is similar to the cohomology
of Lie algebras WGn , and the reader will have no difficulty in recovering results for the case
of WGn . The Lie algebra Wn ⋉ G ⊗ Pn contains a Lie subalgebra which is isomorphic to
the direct sum gln ⊕ G. This subalgebra consists of linear vector fields and fixed G-valued
constant fields
ι : gln ⊕G →֒Wn ⋉G⊗ Pn , ι(||ai,j||+G) =
∑
i,j
ai,jzi
∂
∂zj
+
n∑
i=1
dzi
∂
∂zi
⊗ 1 . (17)
Remark 3.1 Recall that if A is a general field of zero characteristic then a vector field can
be writen in coordinate form α =
∑n
i=1 vi∂/∂zi, where vi ∈ Pn = A[[z1, . . . , zn]] is a ring of
formal power series on An. Thus an action on functions is determed by means of differentia-
tion of formal series α(p)
def
=
∑n
i=1 vi∂p/∂zi. The space of formal vector fields in A
n with the
projective limit topology is a topological Lie algebra with respect to the commutation operation
of two vector fields α =
∑n
i=1 vi∂/∂zi and β =
∑n
i=1 ui∂/∂zi. In coordinate representation it
has the standard form
[α, β]Wn
def
=
n∑
i,j=1
(vi
∂uj
∂zi
− ui
∂vj
∂zi
)
∂
∂zj
(18)
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in which {ui}
n
i=1 and {vi}
n
i=1 denote formal power series in z1, ..., zn. This topological algebra
denoted by Wn [22].
6 The algebra Wn itself has no ideals, i.e. it is simple; it may be
interpreted as the algebra of ∞-jets of smooth vector fields on Rn.
The subalgebra of the algebraWn, consisting of the vector fields
∑
i vi∂/∂zi, for which {vi}
n
i=1
belong to the (k+1)-st power of the maximal ideal of the ring of formal power series, where
k = −1, 0, 1, 2, ... is denoted by Lk. It is clear that
Wn = L−1 ⊃ L0 ⊃ L1 ⊃ · · · , [Lk, Lℓ] ⊂ Lk+ℓ . (19)
When ℓ > k ≥ 0 the algebra Lℓ is an ideal in Lk. Vector fields
∑
i vi∂/∂zi with trivial
divergence
∑
i ∂vi/∂zi constitute the classical subalgebra Sn, ‖ aij ‖Sn 7−→
∑n
i=1 ai,n+1∂/∂zi,
of the algebra of formal vector fields Wn. This algebra is simple, but itself an ideal of
codimension one in the algebra Ŝn, consisting of vector fields with constant divergence. The
formula ‖ aij ‖7→
∑
aijzi∂/∂zj determines the canonical inclusion gln → L0 ⊂ Wn . The
composition of this inclusion yields the canonical isomorphism
gln
Inclusion
//
Isomorphism
""
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
L0
Projection

L0/L1
(20)
4 Invariants of truncated Weyl algebras
Define a DG-algebra W˜ •(gln) as a factor algebra of the Weyl algebra W
•(gln) (see Appendix
9.3) over (2n+ 1)-term of standard filtration F • in it. The following result holds:
Theorem 4.1 (D. B. Fuks [22], Theorem 2.2.4′) There is the homomorphism
W˜ •(gln) =W
•(gln)/F
2n+1W •(gln) −→ C
•(W •(gln)). (21)
The quotient complex W˜ •(gln) is usually known as the truncated Weyl algebra. The homo-
morphism (21) induces an isomorphism in cohomology.
The proof of this statement uses a spectral sequence associated with filtration
{F •W •(gln)/F
2n+1W •(gln)} in W
•(gln). (22)
6 The algebra W1 is simplest but important example. It has topological basis of the fields ek and
commutator in this basis which are given by the formulas ek = z
k+1∂/∂z , [ek, eℓ] = (ℓ − k)ek+ℓ , where
k = −1, 0, 1, 2, ....
12
Note that this latter spectral sequence satisfies Eq. (117) of the Appendix A (see also
Eq. (120)). The homomorphism (21) is compatible with the filtration (22) and with the
Hochschild-Serre filtration in complex C•(Wn), so that we obtain a homomorphism of one
spectral sequence to another. This homomorhism establishes an isomorphism between the
terms EW2 and even between the parts EW
0,q
2 , EW
p,0
2 of these terms.
4.1 Tensor modules and the gln invariants
We concentrate on gln tensor modules and it invariants.
7 Denote by V a tautological n-
dimensional gln-representation. Following [22] denote the elements of space V by letters α
while the elements of dual space V ′ by letters β, µ. Then a tensor from the space V ′⊗k⊗V ⊗ℓ
is a function of variables (α1, · · · , αk; β1, · · · , βℓ).
Theorem 4.2 (The main theorem of invariants [23]) If k 6= ℓ then Inv T kℓ ≡ [V
′⊗k⊗V ⊗ℓ]gln =
0. The space Inv T kℓ with both subscript ℓ and superscript k = ℓ is generated by tensors cσ =∑n
i1,...,ik=1
ei1···ikσ(i1)···σ(ik), where σ ∈ Sk ≡ Symm(k).
8 The space [V ′⊗k ⊗ V ⊗k]gln is generated
by traces, i.e. functionals of the kind cσ(α1, · · · , αk; β1, · · · , βk) = β1(ασ(1)) · . . . · βk(ασ(k)),
where σ is an element of symmetric group Sk. If k ≤ n, then the elements cσ are linear
independent. If k = n+ 1 then there is the unique relation∑
σ∈Sn+1
sgn(σ)cσ = 0 . (23)
If k ≥ n + 1 then all relations are algebraic consequences of the relation (23).
Thus using the above notation one can consider the elements of space
Tp,q =
⊗
i≥0,i 6=1
Λpi(SiV ⊗ V ′)⊗ V ⊗q , p = (p0, p2, p3, . . .) (24)
7 The main example of a gln moduleis is the space A
n of column-vectors V on which matricies act by
left multiplication. Note also the one-dimensional module Eλ, where λ ∈ A. The structure of the module is
determed by the formula ga = −λ(Tr g)a, where Tr denotes trace. It is clear that Eλ⊗Eµ = Eλ+µ. Modules
of the form V ⊗ . . . ⊗ V ⊗ V ′ ⊗ . . . ⊗ V ′ (and their submodules), where the prime denotes dual space are
called tensor modules. Modules of the form V ⊗ . . . ⊗ V ⊗ V ′ ⊗ . . . ⊗ V ′ ⊗ Eλ (and their submodules) are
called generalized tensor modules.
8 Under the identification of T kk with (T
k
k )
′ and with Hom(V ⊗· · ·⊗V, V ⊗· · ·⊗V ), the tensor cσ becomes,
respectively, the functional and the homomorphism described by the formulas
β1 ⊗ · · · ⊗ βk ⊗ α1 ⊗ · · · ⊗ αk 7−→ β1(ασ(1)) · · ·βk(ασ(k)) ,
α1 ⊗ · · · ⊗ αk 7−→ ασ(1) ⊗ · · · ⊗ ασ(k) .
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as the linear function of set of variables:
Λp0V ′ corresponding variables are : α1;α2; . . . ;αp0 .
Λp2(S2V ⊗ V ′) corresponding variables are : β1p0+1, β
2
p0+1, αp0+1; . . . ; β
1
p0+2, β
2
p0+p2, αp0+p2 .
Λp3(S3V ⊗ V ′) corresponding variables are : β1p0+p2+1, β
2
p0+p2+1
, β3p0+p2+1, αp0+p2+1; . . . ;
β1p0+p2+p3, β
2
p0+p2+p3
, β3p0+p2+p3, αp0+p2+p3 .
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
V ⊗q corresponding variables are : µ1;µ2; . . . ;µq (25)
The elements of the space Tp,q as function of variables (α, β, µ) are subject to certain sym-
metry conditions. Namely, a tensor has to be symmetric with respect to variables β with
identical lower index, and it must change the sign under the following permutations:
(i) Permutation of two α’s in the first line of (25) αi and αj 1 ≤ i 6= j ≤ p0.
(ii) Permutation of group of variables of the second line of (25) (which are separated by
a punctuation mark ” ; ”), i.e. the permutation β1i , β
2
i , αi with the group β
1
j , β
2
j , αj , where
p0 < i 6= j ≤ p0 + p2.
(iii) Permutation of similar groups in the third line of (25): permutation of the group
β1i , β
2
i , β
3
i , αi with the group β
1
j , β
2
j , β
3
j , αj, where p0 + p2 < i 6= j ≤ p0 + p2 + p3; . . ., etc.
4.2 Lie algebras Wn ⋉G⊗ Pn
Lemma 4.1 The relative cochain complex of the Lie algebra Wn⋉G⊗Pn with respect to the
Lie subalgebra gln coincides with the factor-algebra of the relative Weyl algebra over module
of the same Lie subalgebra gln, W˜
•(gln ⊕G, gln) =W
•(gln⊕G, gln)/F
2n+1W •(gln⊕G, gln).
Let us analyze the structure of k-cochains of relative cochain complex. Recall that q-
dimensional cochain of the algebra g with coefficients in A is a skew-symmetric q-linear func-
tional on g with values in A. The space of all such cochains is Cq(g;A) = Hom(Λqg;A) and
this representation transforms Cq(g;A) into g-module. Since Cq(g, h;A) = Homh(Λ(g/h);A),
where h is a subalgebra of the Lie algebra g and A is an arbitrary h-module, we have
Ck(Wn ⋉G⊗ Pn, gln;A) = Homgln(Λ
k((Wn ⋉G⊗ Pn)/gln);A) . (26)
Consider the structure of gln-representations in formal functions and vector fields. The
algebra Wn contains gln as a subalgebra, and therefore it is a gln-module. For every k
the vector fields
∑
Fk∂/∂zk constitute a submodule of this module. It is clear that this
submodule is isomorphic to SkV ′ ⊗ V . Thus we have
gln ∼= V
′ ⊗ V, Pn ∼=
⊕̂
0≤m<∞
SmV ′, Wn ∼=
⊕̂
0≤m<∞
SmV ′ ⊗ V, (27)
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where the notation
⊕̂
means a direct sum enlarged with respect to the formal power series.
Recall that SV = ⊕SjV denotes the symmetric algebra of a A-module. In the case of
extended Lie algebra Wn ⋉G⊗ Pn we have
((Wn ⋉G⊗ Pn)/gln)
∗ ∼=
(
(
⊕̂
i>0,i 6=1
SiV ′ ⊗ V )⊕G⊗ (
⊕̂
j≥0
SjV ′)
)∗
∼= (
⊕
i>0,i 6=1
SiV ⊗ V ′)⊕G
∗
⊗ (
⊕
j≥0
SjV ) . (28)
The space of kth cochains can be represented as a sum of invariants in tensor products
Ck(Wn ⋉G⊗ Pn, gln;A) =
[
Λk
(
(
⊕
i>0,i 6=1
SiV ⊗ V ′)⊕G
∗
⊗ (
⊕
j≥0
SjV )
)]gln
=
 ⊕
p0+p2+p3+···
+q0+q1+q2···=k
(
Λp0V ′ ⊗ Λp2(S2V ΛV ′)⊗ Λp3(S3V ⊗ V ′)⊗ · · ·
⊗Λq0G
∗
⊗ Λq1(G
∗
V )⊗ Λq2(G
∗
⊗ S2V )⊗ · · ·
)
gln
. (29)
The ring of invariants [Tp,q]
gln (Eq. (24)) is generated by trace t ∈ [V ′ ⊗ V ]gln, determined
by t(α;µ) = µ(α), and elements Ψr ∈ [Λ
rV ′ ⊗ Λr(S2V ⊗ V ′)]gln . The elements Ψr are given
by
Ψr(α1; · · ·;αr; β
2
r=1, αr+1; · · ·; β
1
2r, β
2
2r, α2r)
=
∑
σ,τ∈Sr
ν1,···,νr∈S2
[
sgn(σ)sgn(τ)
r∏
j=1
β
νj(1)
r+τ(j)(ασ(j))β
νj(2)
r+τ(j)(αr+τ(j−1))
]
, (30)
where we assume that τ(0) = τ(r). We refer the reader to the paper [24] where gln-invariants
involve linear and constant G-valued functions. Here we restrict ourselves to the final result.
Relative cochains complex has the form:
Ck(Wn ⋉G⊗ Pn, gln;A) =
[
Λk((Wn ⋉G⊗ Pn, gln;A)/gln)
∗
]gln
=
⊕
m+ℓ=k
[
Λm(Wn/gln)
∗ ⊗ Λℓ(G
∗
⊗ Pn)
∗
]gln
=
⊕
2p0+q0+2q1=k
[
Λp0V ′ ⊗ Λp0+q1(S2V ⊗ V ′)⊗ Λq1V
]
⊗ C(G; q), (31)
where C(G; q) = Λq0G
∗
⊗ Sq1G
∗
and⊕
k≥0
Ck(Wn⋉G⊗Pn, gln;A) = 〈t
q1Ψr11 Ψ
r2
2 · · ·Ψ
rn
n |q1+r1+2r2+ · · ·+nrn ≤ n〉⊗(
⊕
qj
C(G; q)).
(32)
It can be checked that differentials in the cochain complex and in the Weyl factor-algebra
W •(gln ⊕G, gln) are identical; this completes the proof of Lemma 4.1.
15
5 Morphisms of filtered complexes
The algebra W˜ •(gln ⊕ G) has filtration from Weyl algebra. The following main statement
asserts the structure of a cohomology ring of the Lie algebra gln⊕G: The filtered DG-algebra
F •W˜ •(gln⊕G) is quasiconformal to cochain complex of Lie algebraWn⋉G⊗Pn with constant
coefficients and Hochshild-Serre filtration with respect to Lie subalgebra gln ⊕G.
In terms of spectral sequences this statement can be reformulated as follows. Let h be a
subalgebra of a Lie algebra g. Choose an h-module direct sum decomposition of g, g =
h ⊕ g/h, and let π denote both the corresponding projection of g onto h and onto g/h. By
analogy with Leray-Serre filtration (Eqs. (107), (108)), one can introduce filtration Φ• on a
cochain complex of Lie algebra g. The projection π assigns morphism of filtered DG-algebras
π : F •W •(h) −→ Φ•C•(g) . (33)
There is a morphism of corresponding spectral sequences and in particular their first terms
are:
π∗ : Hq(h;Sph∗) −→ Hq(h; Λ2p(g/h)∗) . (34)
If h, g are the Lie algebras of compact Lie groups H,G, then such a morphism is a partic-
ular case of the Chern-Weyl homomrphism for H-fibering G
H
→ G/H , with the following
difference: the deRham complexes have to be substituted for cohomological complexes of
left invariant forms. Now let us ascertain an expansion of (gln ⊕G)-modules
α : Wn ⋉G⊗ Pn
∼
−→ (gln ⊕G)⊕ ((Wn ⋉G⊗ Pn)/(gln ⊕G)) . (35)
Consider a diagram of morphisms of filtered complexes [24]
F •W •(gln ⊕G)
uu❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦
α
**❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚
F •W˜ •(gln ⊕G) Φ
•C•(Wn ⋉G⊗ Pn;A)
(36)
Here α has been constructed from α as it has been discussed above (formula (33)). The
corresponding diagram of spectral sequences takes the form
E•W •,•(gln ⊕G)
uu❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
α
**❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
EW˜ •,•(gln ⊕G) EC
•,•(Wn ⋉G⊗ Pn;A)
(37)
Spectral sequences in the lower line of diagram (37) coincide beginning from the first term.
16
6 BRST cohomology, characteristic classes of foliations
and characters
The sheaf cohomology group Hp(X,ΛqTX) associated with (0, q) forms on space X with
values in ΛqTX (the qth exterior power of the holomorphic tangent bundle of X), consists
of solutions of ∂V = 0 modulo V → V + ∂S for an object
OV = η
i¯1η i¯2 . . . η i¯pVi¯1 i¯2...¯ip
j1j2...jqψj1 . . . ψjq
= dz¯ i¯1dz¯ i¯2 . . . dz¯ i¯pVi¯1 i¯2...¯ip
j1j2...jq∂/∂zj1 . . . ∂/∂zjq , (38)
which is called the vertex operator.
Recall that for the topological field theory the transformation laws in terms of BRST operator
Q can be expressed as δW = −{Q,W} for any field W ; in addition Q2 = 0. Standard
arguments using the Q invariance show that the correlation function 〈{Q,W}〉 = 0 for any
W . It is also true that {Q,Oa} = 0 for some BRST invariant operators Oa. As before (see
Eq. (14)) the local variables are η i¯ ∈ Γ(φ∗T∨X) ∼ dz¯ i¯ , θi ∈ gij¯(Γ(φ
∗T∨X))j¯ ∼ ∂/∂zi .
Mathematically one can interpret ηi as the (0, 1) form dφi, and φi ∼ zi, ηi ∼ dφi. The
Noether BRST charge Q acts on the fields as Q ∼ ∂ =
∑
i η
i∂/∂φi ∼
∑
i dz
i∂/∂zi . Then
δQ(OV) = O∂V ; OV is BRST invariant if ∂V = 0 and BRST exact if V = ∂S . (39)
The BRST transformation (for bosonic and fermionic fields) is nilpotent, δ2Q = 0, and is
a derivation of the algebra generated by fields and their derivatives. There is a natural
map V → OV from ⊕p,qH
p(X,ΛqTX) to the BRST cohomology (see also Section 9.2).
Therefore the BRST cohomology is isomorphic to the Dolbeault cohomology, and on the
classical level the BRST operator acts as Dolbeault operator. The explanation can be found
in a book by Nakanishi and Ojima [25] about the mutual relations among gauge and BRST
transformations, BRST cohomology with its implementing BRST operator (or BRST charge)
and their roles in determining the physical contents of the theory.
A relevant concept in the vertex operator algebra and the BRST cohomology is that of
elliptic genus. Elliptic genera are natural topological invariants, which generalize the classi-
cal genera. They appear when one considers supersymmetric indices of the superconformal
vertex algebras (SCVA). For mathematicians, elliptic genera (and the respective elliptic co-
homology) may be associated to new mathematical invariants for spaces, while for physicists
elliptic genera are the one-loop string partition functions. In many applications, when the
space X is a Calabi-Yau manifold, there is an N = 2 SCFT associated to X , with the two
twists leading to the A-model and B-model, respectively. This has been discussed over the
years in an impressive number of papers. The mathematical formalization of these concepts
has also existed for some time. A sheaf of the topological vertex algebras for any Calabi-Yau
manifold has been constructed in [26], where the theory involved is the A-model. A different
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approach based on standard techniques in differential geometry has been developed in [27],
where the holomorphic vector bundles of the N = 2 SCVA on a complex manifold X and
the ∂ operator on such bundles have been used.
For a holomorphic vector bundle E on X and a formal variable z we use the following
identities
Sq (zE) = 1 ⊕ zqE ⊕ z
2q2Sym2E ⊕ z3q3Sym3E ⊕ · · · = SzqE , (40)
Λq (zE) = 1 ⊕ zqE ⊕ z
2q2Alt2E ⊕ z3q3Alt3E ⊕ · · · = ΛzqE , (41)
Sq (zE)
C = Sq (zE)⊗ Sq
(
zE
)
, Λq (zE)
C = Λq (zE)⊗ Λq
(
zE
)
. (42)
These identities have good multiplicative properties and its elements should be understood
as elements of the K-theory of the underlying space.
Sq (E ⊕ F ) = (SqE)⊗ (SqF ) , Sq (E ⊖ F ) = (SqE)⊗ (SqF )
−1 , (43)
Λq (E ⊕ F ) = (ΛqE)⊗ (ΛqF ) , Λq (E ⊖ F ) = (ΛqE)⊗ (ΛqF )
−1 . (44)
In Eqs. (43), (44) we have used the fact that
Symn(E ⊕ F ) =
n⊕
i=0
Symi(E)⊗ Symn−i(F ) , (45)
Altn(E ⊕ F ) =
n⊕
i=0
Alti(E)⊗ Altn−i(F ) . (46)
In the case of a line bundle L, we have SqL = 1
⊕
n∈Z+
qnLn = (1⊖ qL)−1 = (Λ−qL)
−1, and
therefore (SqE)
−1 = Λ−qE for any vector bundle E, and similarly (ΛqE)
−1 = S−qE.
Let us note some well known examples of the vertex operator algebra bundles which have
been used in the literature to study the elliptic genus and the Witten genus. If X is a
Riemannian manifold, then the transition functions of the complex tangent bundle TCX lie
in the special orthogonal group SO(d), where d is the dimension ofX . Then
⊗
n∈Z+
Sqn(TCX)
is a V
SO(d)
H -bundle. Here VH is the Heisenberg vertex operator algebra of dimension d, with
SO(d) as a subgroup of Aut(VH), and VH
SO(d) is the set of SO(d)-invariants of VH , which is
the vertex operator subalgebra of VH . Similarly,
⊗
n∈Z+∪{0}
Λqn+1/2(TCX) is an L(1, 0)
SO(d)-
bundle where L(1, 0) is the level one module for the affine algebra D
(1)
d/2. In this case we
assume that d is even. If X is further assumed to be a spin manifold, we denote the spin
bundle by S. Then S ⊗
⊗
n∈Z+
Λqn(TCX) is also a L(1, 0)
SO(d)-bundle.
The prototypes for the elliptic genera are the expressions (see for detail [28]):⊗
n∈Z+
Sσqn((ξP)
C)
⊗
n∈Z+
Λλqn
(
(ζQ)C
)
,
⊗
n∈Z+
Sσqn((ξP)
C)
⊗
n∈Z+/2
Λλqn
(
(ζQ)C
)
, (47)
⊗
n∈Z+/2
Sσqn((ξP)
C)
⊗
n∈Z+
Λλqn
(
(ζQ)C
)
,
⊗
n∈Z+/2
Sσqn((ξP)
C)
⊗
n∈Z+/2
Λλqn
(
(ζQ)C
)
. (48)
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Characteristic classes of foliations. As before let us suppose that g is a Lie algebra (in
the following we shall assume that g is a subalgebra of the Lie algebra Wn). By a g-structure
on a smooth manifold X we mean, following the lines of the Bernstein-Rosenfeld article
[34], a smooth one-form ω on X with values in g, satisfying the Maurier-Cartan equation
dω = −(1/2)[ω, ω]. The latter means that for any vector fields ξ1, ξ2 on X , dω(ξ1, ξ2) =
−[ω(ξ1), ω(ξ2)]. As before, let us consider the pair (H,G) of Lie groups. It follow that the
pair (H,G) with a discrete quotient group (NormH)/H) corresponds the inclusion g→Wn,
where n = dimG/H , while the quotient space G/H possesses a canonical g-structure (see
for detail [22]). Combining this g-structure and the above inclusion one can obtain a Wn-
structure on G/Γ, where Γ is a discrete subgroup of the group G, and this is precisely the
Wn-structure wich corresponds to the foliation F(G,H,Γ). Thus the homomorphism
Char : H•(Wn) −→ H
•(G/Γ;R) (49)
splits up into the composition of homomorphisms
H•(Wn) −→ H
•(g) , H•(g) −→ H•(G/Γ;R) (50)
of which the first has nothing to do with Γ and is induced by the inclusion g → Wn, while
the second has nothing to do with H and corresponds to the canonical g-structure on G/Γ.
For the canonical g-structure on G/Γ characteristic classes are determined by the canonical
homomorphism H•(g) −→ H•(G/Γ;R). Suppose that the algebra g is unitary (i.e. Hn(g) 6=
0) 9 and the quotient space G/Γ is compact, then this homomorphism is a monomorphism
[22]. If the groupG is semisimple, then the algebra g is unitary and G has a discrete subgroup
Γ with compact G/Γ. If the group G is semisimple, then for an appropriately choosen group
Γ the kernel of the homomorphism H•(Wn) −→ H
•(G/Γ;R) coincides with the kernel of the
homomorphism H•(Wn) → H
•(g). In general the second kernel in Eq. (50) is contained in
the first one.
The Lefschetz formula and the Chern polynomials. The purpose of this section is
to establish the Lefschetz fixed point formula (which counts the number of fixed points of a
continuous mapping from a compact topological space to itself) with its connection to the
Chern polynomials. Recall that the vertex operator algebras can be constructed from the
highest weight representations of infinite dimensional Lie algebras. The characters of (inte-
grable) highest weight modules can be identified with the holomorphic parts of the partition
functions (elliptic genera) on the torus for the corresponding conformal field theories. All
these structures arise naturally, but not exclusively, in string theory, and are particularly
clear and treatable when supersymmetry is involved.
LetX be a compact complex manifold and let G be a Lie group acting onX by biholomorphic
maps. Let g be a generator of G. Furthermore, let π : E → X be a holomorphic vector
9If the algebra g is determined by means of the structural constants ckij , [ei, ej ] =
∑n
k=1 cijkek for some
basis e1, · · · , en of the space g, then the unitary condition can be written in the form
∑n
j=1 cijj = 0, i =
1, ..., n. Note that semisimple and nilpotent Lie algebras are unitary algebras.
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bundle which admits a G-action compatible with the G-action on X . Let G be a compact
Lie group, then a characteristic class G can be defined as a functor which assigns to every
principal G-bundle P a cohomology class of X = P/G. The set of all characteristic classes
forms a ring H∗G(A) where the coefficient ring A has to be specify. For example, let G = T
be a torus, and T ∗ a character group (or Pontryagin dual) of T . Let {xi}
n
i=1 are basis for
T ∗, then H∗G(A) = A[[x1, · · ·xn]] is the ring for formal power series in x1, · · · , xn.
For the complex vector bundle Ng one can construct a decomposition Ng =
∑
Ng(θ), where
Ng(θ) is the sub-bundle on which g acts as exp(iθ), and [29]
chΛ−1(N
g(θ))∗ =
∏
j
(1− e−xj−iθ)(Ng(θ)) . (51)
Here
∏
j(1 − e
−xj−iθ) ∈ H∗U(m)(C), m = dimN
g(θ). For 0 < θ < 2π define the stable
characteristic class Uθ =
∑
Uθr =
∏
j
[
1−e−xj−iθ
1−e−iθ
]−1
. Thus each Uθr is a polynomial with
complex coefficients in the Chern classes, and
[chΛ−1(N
g(θ))∗]−1 =
Uθ(Ng(θ))
(1− e−iθ)m
. (52)
Taking the product over all θ, we get
[chΛ−1(N
g)∗]−1 =
∏
Uθ(Ng(θ))
det (1− g(Ng)∗)
, (53)
where detC(1−g|(N
g)∗) ∈ H0(Xg;C) assigns to the component of x ∈ Xg the value detC(1−
g|(Ngx)
∗).
Finally, let X be a compact complex manifold and E a holomorphic vector bundle over X.
Suppose that G is a finite group of automorphisms of the pair (X,E). For any g ∈ G, let
Xg denote the fixed point set of g, and let, as before, Ng =
∑
Ng(θ) denote the (complex)
normal bundle of Xg decomposed according to the eigenvalues exp(iθ) of g. Let Uθ denote
the characteristic class. Then (combinning the Lefschetz theorem with the Riemann-Roch
theorem) one gets [29]∑
(−1)pTr (g |Hp(X ;O(E)) =
{
ch (E|Xg)(g)Td(Xg)
chΛ−1((Ng)∗)(g)
}
[Xg]
=
{
ch (E|Xg)(g)
∏
θ U
θ(Ng(θ))Td(Xg)
det (1− g|(Ng)∗)
}
[Xg] . (54)
In Eq. (54) Td(Xg) is the Todd class. Formally, the Todd class and the dual Todd class are
Td =
∏n
j=1(xj/(1−e
−xj)) and Td∗ =
∏n
j=1(−xj/(1−e
xj)) respectively. If E∗ is the dual to E
then Td(E) = Td(E∗). In particular, for the complexification of a real bundle, E = E
⊗
RC,
E ∼= E∗, and thus Td(E) = Td∗(E). The functor E 7→ Td(E
⊗
RC) defines a characteristic
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class of O(n), and the image of Td in the homomorphism H∗U(n)(Q)→ H
∗
O(n)(Q). This class
is called the index class. If y1, · · · , ym are the basic characters for the maximal torus of O(n)
(m = [n/2]), then Td(E) = Td(E
⊗
RC), where Td =
∏
(−yj/(1− e
yj))
∏
(yj/(1− e
−yj ).
In the Todd class Td the formal Chern roots {xj}
n
j=1 of TX are defined by c(TX) =
∏
j(1+
xj). Then for
⊗
n∈Z+
Sqn((TX)
C) the resulting Chern character takes the form
ch(
⊗
n∈Z+
Sqn((TX)
C)) =
∏
j
∏
n∈Z+
[(1− qnexj )(1− qne−xj)]−1
=
∏
j
[R(s = ξj(1− it)) · R(s = −ξj(1− it))]
−1 , (55)
where q = exp(2πiτ), t = Reτ/Imτ and ξj = xj/2πi.
Remark 6.1 One of the important features of the theory of infinite dimensional Lie algebras
is the modular properties of characters of certain representations. The Chern polynomials
(and elliptic genera) can be converted into product expressions which inherits modular and co-
homology properties (in sence of characteristic classes, Eq. (50))) of appropriate (polygraded)
Lie algebras. The final result can be written in terms of spectral functions of the hyperbolic
three-geometry associated with q-series. The spectral Patterson-Selberg and Ruelle functions,
ZΓ(s) and R(s) respectively, can be attached to a closed oriented hyperbolic three-manifolds
X = H3/Γ (with acyclic orthogonal representation of π1(X)) as follows [30, 28]:
ZΓ(s) :=
∏
k1,k2∈Z+∪{0}
[1− (eiβ)k1(e−iβ)k2e−(k1+k2+s)α], R(s) =
dimX−1∏
p=0
ZΓ(p+ s)
(−1)p , (56)
∞∏
n=ℓ
(1− qn+ε) = R(s = ξ(1− it)) , ξ = ℓ+ ε. (57)
In many applications the quantum generating functions of the topological field theories can be
reproduced in terms of spectral functions of Selberg type. Therefore, the role of the unimodular
group SL(2;C) and of the modular group SL(2;Z) constitute a clear manifestation of the
remarkable link that exists between all the above and hyperbolic three-geometry.
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7 The Hochschild cochain complex and deformations
7.1 Lie algebra cohomology
Let gln(A) be the Lie algebra of n × n matrices with coefficients in A.
10 In fact it is the
tensor product Mn(C) ⊗ A of the algebra of n × n matrices with A, considered as a Lie
algebra. It contains the Lie subalgebra Mn(C)⊗ 1 . Define the cochain Φ
n ∈ Ck(gln) by the
formula
Φn(g1, . . . , gk)
def
=
∑
σ∈Sk
sign(σ)Tr(gσ(1) . . . gσ(k)). (58)
The homomorphism induced by the standard inclusion gln−1 → gln sends Φ
n into Φn−1. The
cochain Φn is a cocycle [22]. Denote the cohomology class of the cocycle Φn by ϕn. The
tensor product in connection with algebra gln(A) becomesMn(C)⊗A. There are chain maps
ϕn : C•(A) −→ C•(gln(A), gln(A)
∗), (59)
ϕn(τ)(M1 ⊗ a1, . . . ,Mk ⊗ ak)(M0 ⊗ a0) =
∑
σ∈Sk
sign(σ)τ(a0 ⊗ aσ(1) · · · ⊗ aσ(k))
×Tr(M0Mσ(1) · · ·Mσ(k)), (60)
where τ is the Hochschild cochain which is a sp2n(C)-invariant cocycle in the normalized
Hochschild complex C
2n
(Apol2n ) = A
pol
2n ⊗ (A
pol
2n /C · 1 )
⊗2n [31]. These maps are compatible
with the inclusion ιn′n : gln → gln′, n < n
′ obtained by embedding an n × n matrix in the
first rows and columns of an n′ × n′ matrix and completing with zeros. Indeed ιn′n induces
a restriction map ι∗n′n on complexes and one has ϕ
n = ι∗n′n ◦ ϕ
n′ . Recall that SV = ⊕SjV
denote the symmetric algebra of a A-module V , and by composing ϕn with the dual of the
homomorphism of gln(A)-modules (compare with relations in Theorem 4.2) one gets
Sgln(A) −→ gln(A), z1 · · · zk 7−→
1
k!
∑
σ∈Sk
zσ(1) · · · zσ(k) , (61)
where the product on the left side is the product in the symmetric algebra of the vector
space Sgln(A), while the product on the right side is the associative product of Mn(C)⊗A.
Extensions of ϕn to a chain map for all j ≥ 1 are
ϕnj : C
•(A) −→ C•(gln(A), S
jgln(A)
∗). (62)
7.2 The Hochschild cohomology
Recall the definition of the Hochschild cohomology. Let A be an associative algebra over
C. The Hochschild cochain complex with coefficients in A is the sequence of vector spaces
10 Cohomology of Lie algebra gln(A) with coefficients in finite representation A coinsides with cohomology
gln with coefficients in invariants of actions of gln on A [22], H
•
Lie(gln;A)
∼= H•Lie(gln)⊗ [A]
gln .
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Cn(A) = HomC(A
⊗n,A), n = 0, 1, . . ., equipped with an operator dHoch : C
n(A)→ Cn+1(A),
(dHochf)(a1, . . . , an+1) = a1f(a2, . . . , an)
+
n∑
j=1
(−1)jf(a1, . . . , aj−1, ajaj+1, aj+2, . . . , an)
+ (−1)n+1f(a1, . . . , an)an+1 , (63)
where d2Hoch = 0. The cohomology of dHoch in degree n will be denoted HH
n(A) ≡
HHn(A,A),
HHn(A) :=
Ker(dHoch : C
n(A) −→ Cn+1(A))
Im(dHoch : Cn−1(A) −→ Cn(A))
(64)
and is called the Hochschild cohomology of A with coefficients in A. Suppose that A is a
Z-graded algebra and Ap is a degree-p component of A, such that Ap · Aq ⊂ Ap+q. We say
that element f of Cn(A) has an internal degree p if f(a1, . . . , an) ∈ Ap+k1+···+kn, ai ∈ Aki.
The vector space Cn(A) is graded by the internal degree, and the total degree of an element
has the form C⋆(A) = ⊕nC
n(A). The Hochschild complex is graded by the total degree,
and the Hochschild differential can be expressed in the form
(dHochf)(a1, . . . , an+1) = (−1)
a·f a1f(a2, . . . , an)
+
n∑
j=1
(−1)jf(a1, . . . , aj−1, ajaj+1, aj+2, . . . , an)
+ (−1)n+1f(a1, . . . , an)an+1. (65)
Now let A = (A, Q) be a DG-algebra. The degree-1 derivation Q as a map Q : Ap → Ap+1
satisfies Q2 = 0, and is given by
(Qf)(a1, . . . , an) = Q(f(a1, . . . , an))
−
n∑
j=1
(−1)v1+...+vj−1+f+n−1f(a1, . . . , aj−1, Qai, aj+1, . . . , an). (66)
Each two-cocycle (Qf)(a1, a2) in (66) defines an infinitesimal deformation of the associative
product on A. Indeed, define a new product by α ◦β = αβ+ t(Qf)(α, β), t ∈ C; then it will
be associative of linear order in t iff (Qf) = 0. Trivial infinitesimal deformations which lead
to an isomorphic algebra are classified by two-coboundaries (i.e. two-cocycles of the form
(Qf)τ for some one-cochain τ(α)).
Thus HH2(A) classifies nontrivial deformations of the associative algebra structure on A.
A similar interpretation can be given to the Hochschild cohomology HH•(A): it classifies
infinitesimal deformations of A in the class of A∞ algebras (associative algebras being a very
special case of A∞ algebras).
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The maps (62) induce maps ϕnk,j on cohomology
11 :
C•(A)
ϕnj
// C•(gln(A), S
jgln(A)
∗)
HHk(A)
ϕn
k,j (j≥1)
// Hk(gln(A), S
jgln(A)
∗)
(67)
Remark 7.1 From (16) it follows that C•(Wn, gln;A) →֒ C
•(Wn⋉G⊗Pn, gln;A). Also there
is an isomorphism of cohomology rings of reduced relative Weyl algebra and relative cochain
complex of infinite dimensional Lie algebra Wn ⋉G⊗ Pn over module of any Lie subalgebra
g ⊂ (gln⊕G) (see Eq. (37)): [α] : H
•W˜ •(gln⊕G, g)
≃
−→ H•(Wn⋉G⊗Pn, g;A) . Note that
the isomorphism [α] does not depend on the choice of connection form α. Thus we assume
that the modified action of a topological model is BRST-invariant and the deformed BRST
charge is Q = ∂ + ∂deform, where the operator ∂deform is a linear vector field. Its Lie algebra
is gln and the elements of this algebra in coordinates z1, . . . , zn is given in Eq. (17). The
operator Q = ∂ + ∂deform satisfies the condition Q
2 = 0 and on the vector space C•(A) there
are two commuting differentials: Q and dHoch. The Hochschild cohomology of A is defined
to be the cohomology of (−1)n(∂ + ∂deform) + dHoch.
Conjecture 7.1 It has been shown that closed topological string states are related to in-
finitesimal deformations of the open-string theory. The closed string correlators perhaps can
be constructed from the open ones using topological string theories as a model. The conjecture
is [32]: the space of physical closed-string states is isomorphic to the Hochschild cohomol-
ogy of (A, Q). This conjecture has been partially verified by means of computation of the
Hochschild cohomology in the category of D-branes.
11For a holomorphic function W on X one can define a deformed Lagrangian submanifold Y by pi =
∂W/∂qi. In symplectic geometry the function W is known as the generating function of the Lagrangian Y .
Let us consider the polynomial Weyl algebra Apol2n over the ring C[ε, ε
−1] following the lines of [31]. It is
the space of polynomials A[[p1, . . . , pn, q1, . . . , qn]] with the Moyal product g1 ⋆ g2 = m(exp(εα)(g1 ⊗ g2))
(m(g1 ⊗ g2) = g1g2 being the standard commutative product on polynomial) which associated with the
bivector α = (1/2)
∑n
i=1 (∂/∂pi ⊗ ∂/∂qi − ∂/∂qi ⊗ ∂/∂pi) ∈ EndC(A
pol
2n ⊗A
pol
2n ). There are defining relations
pi ⋆ qj − qj ⋆ pi = εδij (~ = iε in the notation of physics), and the following isomorphism:{
Polynomial Weyl algebra
generated by pi, qi
}
Isomorphism
←−−→
{
Algebra of differential operators in n variables
with coefficients in A[[x1, . . . , x2n]]
}
If A is the algebra of differential operators (or the polynomial Weyl algebra), then ϕnk,j is an isomorphism
for all 0 ≤ k ≤ n and j ≥ 1. In particular, Hk(gln(A
pol
2ℓ ), S
jgln(A
pol
2ℓ )
∗) = C[ε, ε−1] for k = 2ℓ (for k < 2ℓ
these cohomology groups are trivial).
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One can generalize this statement for the case of perturbative deformations (see also [33]).
If there exists in the theory a single D-brane then all the information associated with defor-
mations is encoded in an associative algebra A equipped with a differential Q = ∂ + ∂deform.
Equivalence classes of deformations of these data are described by a Hochschild cohomology
of (A, Q), an important geometric invariant of the (anti)holomorphic structure on X.
8 Deformation pairing
The harmonic structure. Suppose that X is a smooth manifold of dimension n over C.
The vector space structure of the harmonic structure (HT i(X); HΩi(X)) of X is defined as
HT i(X) =
⊕
p+q=i
Hp(X,ΛqTX) , HΩi(X) =
⊕
q−p=i
Hp(X,ΩqX). (68)
These vector spaces carry the same structures as (HH i(X); HHi(X)), namely: HT
i(X) is
a ring, with multiplication induced by the exterior product on polyvector fields; HΩi(X)
is a module over HT i(X), via contraction of polyvector fields with forms. It follows that
(compare with results of Section 2):
• HH2(X) contains H1(X, TX), the space of infinitesimal complex structure deforma-
tions.
• H0(X,Λ2TX) is a global bivector, giving rise to a noncommutative deformation. 12
• The group H2(X,O) is a Gerbry deformation (see also Eq. (6)).
For a smooth proper variety X (dimCX = n) we will use the following notation:
- The diagonal embedding △ : X →֒ X ×X = X2, KX is the canonical bundle of X .
- Db(C) is equivalent to the full subcategory of D(C) consisting of objects X such that
Hn(X) = 0 for |n| ≫ 0.
- SX = KX is the dualizing object of D
b
coh(X), also thought to be as the Serre functor
SX ⊗ (−) = KX [n]⊗ (−); SX2 = KX2(dimX
2 = 2n) in Dbcoh(X
2).
- O△ = △∗OX (the structure sheaf of the diagonal in X × X); S△ = △∗SX ; S△
−1 =
△∗S
−1
X ; the left adjoint of △∗ is △! : D
b
coh(X)→ D
b
coh(X
2); △! = S
−1
X2△∗SX (also note that
△!OX ∼= S
−1
△ ). The identity functor from D(X) to itself is given by the kernel ∆∗OX = O∆
12 In the Seiberg-Witten limit, we take the matrix inverse of the B-field to obtain the noncommutative
deformation θ, [35], which is this bivector. This is equivalent to inverting a symplectic form to obtain a
Poisson structure.
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which is a coherent sheaf. We will refer to a sheaf of OX -modules as an OX -module. One
can take a some of copies O⊕nX = (OX ⊕OX ⊕ . . .⊕OX︸ ︷︷ ︸
n
to give another OX -module (the
free OX -module of rank n).
The identification
⊕
p+q=nH
p(X,ΛqTX) with the group ExtnX2(O∆,O∆) is given by the
HKR isomorphism (see Appendix C) between these two groups,
HH i(X)
def
= HH i(D(X)) = HomD(X2)(O∆,O∆[i]) = Ext
i
X2(O∆,O∆)
= HomD(X)(L∆
∗O∆,OX [i]) = Ext
i
X(L∆
∗O∆,OX) . (69)
The reader can recognize this result as the space of closed string states in the B-model.
Algebra deformations. The HKR theorem states that for a commutative algebra A,
HH i(A) ∼= ΛiDer(A), where Der(A) is the space of derivations of A. There is a map from
A to Der(A) which gives rise to an exact sequence of algebra homomorphisms
0 −→ A −→ A
m
−→ Der(A) −→ 0 (70)
where m is the map (v + g) 7→ [v + g, −], v ∈ gln, g ∈ G. The equivalent statement is:
HH i(Spec(A)) ∼= H0(Spec(A),ΛiTSpec(A)), where Spec(A) is the set of all proper prime
ideals of A. 13 Since any variety can be covered by affine patches, one can think of the HKR
theorem as a globalization of this result.
Let us consider a geometrical interpretation of the Hochschild cohomology. One can regard
an associative algebra A as the algebra of functions on an affine scheme X = Spec(A). Then
consider A⊗A, its spectrum Spec(A⊗A) = X2, and the diagonal△ ⊂ X2. One can analyze
open-string spectrum of △ (i.e. the endomorphism algebra); it turns out that the resulting
algebra of physical open-string states is precisely the Hochschild cohomology of A. Indeed,
the Hochschild cohomology ofA isHH i(A) = ExtiA⊗A(A,A); it is the endomorphism algebra
of A regarded as an object of the derived category of modules over A⊗A.
Remark 8.1 If A is noncommutative, then A is not a module over A ⊗ A, but it is a
module over A⊗Aop, where Aop is the opposite algebra of A. Thus we will have the more
general case: HH i(A) = ExtA⊗Aop(A,A) for which we need to compute the endomorphisms
of △ in Db(X2). That is, one has to take a projective resolution of A regarded as a module
over A⊗Aop, apply to it the operation HomA⊗Aop(−,A), and evaluate the cohomology of the
resulting complex of vector spaces. The main point is that for any algebra A with a unit there
is a canonical resolution of A by free A ⊗ Aop modules: · · · → A⊗4 → A⊗3 → A⊗2. Each
term in this complex is a bimodule over A, which is the same as a module over A ⊗ Aop.
Then if we use this resolution to compute Exti(A,A), we get the Hochschild complex.
13 For example, if χ is a character of A (i.e. a non-zero homomorphism A → C) then kerχ = {a ∈ A :
χ(a) = 0} is an ideal of A. For codimχ = 1 the ideal is maximal.
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For an affine space X we have the following diagram
HH i(Spec(A))
ϕnk,j
tt❥❥❥
❥❥
❥❥
❥❥
❥❥❥
❥❥
❥❥ ∼=
**❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
H i(gln(A), S
jgln(A)
∗) ❴❴❴❴❴❴❴ H0(Spec(A), ΛiTSpec(A))❴ ❴ ❴ ❴ ❴ ❴ ❴
(71)
In the case of the B-model a bulk-boundary OPE would be a pairing
H0(X, ΛiTX)× ExtnX(E ,F)→ H
i(gln(A), S
jgln(A)
∗)× ExtnX(E ,F)→ Ext
n+i
X (E ,F) (72)
Conjecture 8.1 It is natural to conjecture that such a mathematical pairing realizes some
bulk-boundary OPE above under deformation of the BRST operator. Perhaps any mathemati-
cal (or geometrical ) deformations of a sheaf match physical deformations of the corresponding
branes in the sigma model.
In the special case that the sheaves are bundles on X , so that the Ext groups reduce to sheaf
cohomology on X , represented by differential forms, the mathematical pairing reduces to a
wedge product of differential forms, similar to the Yoneda pairing in such circumstances, and
the bulk-bulk OPE in all circumstances. This bulk-boundary pairing is defined as follows:
- First, we must define a map HH i(X) → H i(gln(A), S
jgln(A)
∗) → ExtiX(E , E) that maps
bulk states (in the presence of deformations) to states defined on the boundary.
- Then, we use the Yoneda pairing ExtiX (E , E)× Ext
n
X (E ,F)→ Ext
n+i
X (E ,F) .
For the first map we need to identify HH i(X) (and therefore H i(gln(A);S
jgln(A)
∗)) with
the group ExtiX2(O∆,O∆), see Eq. (69). Then we need define a pairing on HΩi(X) which
is a modification of the usual pairing of forms given by cup product and integration on X .
Given the morphism above, we can define the desired bulk-boundary map. Note that a
Fourier-Mukai transform with kernel O∆ maps E to E , and with kernel O∆[n] maps E to
E [n]. A bulk state identified via the morphism above as an element of ExtnX2 (O∆,O∆) =
HomX2 (O∆,O∆[n]) is a map µ : O∆ → O∆[n]. Finally a map between the kernels of two
Fourier-Mukai transforms defines a map E → E [i] between the image of a given object (E),
and the bulk state µ defines an element of HomX (E , E [n]) = Ext
n
X (E , E) . Given an element
of H i(gln(A), S
jgln(A)
∗) one can define an element of Extp+iX (E , E).
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9 Appendix A: Expository remarks on Lie algebra co-
homology
Fix a Lie algebra g and a vector space A over a field F . In general both g and A could be
infinite dimensional. Given representation π : g→ gl(A) of g on A we recall the definition of
the nth-dimensional cohomology Hn(g;A) of g with coefficients in A (for n ≥ 0 an integer).
The space of n-dimensional cochains Λn(g;A) is define as follows. Λ0(g;A)
def
= A, and for
n ≥ 1, Λn(g;A) is the space of n-linear maps f : g × · · · × g → A that are alternating; i.e.
f(x1, · · · , xi, · · · , xj , · · · , xn) = 0 for i 6= j, xi = xj , xi ∈ g.
Assuming that the characteristic of F is not 2 (say F = R or C) these alternating maps are
the same as skew-symmetric maps. We have a linear map δn : Λ
n(g;A) → Λn+1(g;A) (a
coboundary operator) defined by
(δn, f)(x1, x2, . . . , xn, . . . , xn, xn+1)
def
=
n+1∑
i=1
(−1)i+1π(xi)f(x1, . . . , xˆi, . . . , xi+1)
+
∑
i<j
(−1)i+jf([xi, xj ], x1, . . . , xˆi, . . . , xˆj , . . . , xn+1), (73)
for n ≥ 1, (δ0v)(x)
def
= π(x)v for v ∈ A = Λ0(g, A). For example
δ1 : Λ
1(g;A)
def
= Hom(g;A) −→ Λ2(g;A) (74)
is given by
(δ1f)(x1, x2)
def
= π(x1)f(x2)− π(x2)f(x1)− f([x1, x2]) , (75)
for f : g→ A in Hom(g;A). Similarly δ2 : Λ
2(g;A)→ Λ3(g;A) is given by
(δ2f)(x1, x2, x3)
(def)
= π(x1)f(x2, x3)− π(x2)f(x1, x3) + π(x3)f(x1, x2)− f([x1, x2], x3)
− f([x2, x3], x1) + f([x1, x3], x2) . (76)
Then by direct calculation, δ1δ0 = 0, δ2δ1 = 0. In general one can prove that δn+1δn :
Λn(g;A)→ Λn+2(g;A) is zero map.
Definition 9.1 For n ≥ 1, Bn(g;A)
def
= Im (image) of δn−1 ⊂ Ker (kernel) of δn
def
= Zn(g;A)
and we can define
Hn(g;A)
def
= Zn(g;A)/Bn(g;A) . (77)
28
We set H0(g;A) = Ker δ0 = {v ∈ A | π(x)v = 0, ∀x ∈ g}
def
= Ag (= space of invariants).
Elements of Bn(g;A), Zn(g;A) are called n-coboundaries, n-cocycles, respectively (with co-
efficients in A). In particular for A = g, with π = adg = the adjoint representation of g on g
(i.e. π(x) = adx : g→ g, with adx(y)
def
= [x, y]) the group H2(g, g) classifies the infinitesimal
deformations of g (up to equivalence), by a result due to M. Gerstenhaber [44, 45, 46].
9.1 Examples
The Witt algebra. Let g = the complexified Lie algebra of polynomial vector fields on
the circle S1: g = W = the Witt algebra spanned (as a vector space) by {Ln}n∈Z with
[Ln, Lm] = (n − m)Ln+m. Let π be the trivial representation of g on A = C : π(x)z
def
=
0, ∀(x, z) ∈ g× C. Then it is due to Gelfand-Fuks [48] that H2(g;C) = C. In fact one can
construct ω ∈ Z2(g,C)/B2(g,C) by ω(Ln, Lm)
def
= δn+m,0 n(n− 1)/12, where the factor 1/12
(the value of the Riemann zeta function at -1) is only a convenient normalization. A deeper
(deformation) result is due to A. Fialowski [49], which shows that g is rigid, infinitesimally
and formally: H2(g, g) = 0.
The Virasoro algebra. Using the cocycle ω above, one constructs the Virasoro algebra g
= Vir as a central extension of W . That is, one constructs an exact sequence of Lie algebras
0 −→ A −→ g −→ W −→ 0 (78)
with A abelian ∋ [A, g] = 0. Namely take A = 1-dimensional vector space Cz, and Vir
def
=
W × Cz, with bracket
[(ω1, c1z), (ω2, c2z)]
def
= ([ω1, ω2], ω(ω1, ω2)z) for (ω1, ω2, c1, c2) ∈ W ×W × C× C . (79)
For L̂n
def
= (Ln, 0), ẑ = (0, z) ∈ Vir, one obtains the familiar rules:
[L̂n, L̂m] = (n−m)L̂n+m +
n(n2 − 1)
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δn+m,0ẑ, [L̂n, ẑ] = 0, [ẑ, ẑ] = 0 . (80)
The deformation result forW also holds for Vir [47]: Vir is infinitesimally and formally rigid:
H2(Vir,Vir) = 0. Note that by formula (76),
ω(x3, [x1, x2]) + ω(x1, [x2, x3]) + ω(x2, [x3, x1]) = 0 . (81)
Complex semisimple Lie algebra. Let g be a complex semisimple Lie algebra which is
finite dimensional. Let h be a Cartan subalgebra of g, h∗ = Hom(h,C), W the Weyl group
of (g, h), and for a choice of positive root system △+ of (g, h) let δ = (1/2)
∑
α∈△+ α. For
λ ∈ h∗, let M(λ)
def
= U(g)
⊗
U(b)Cλ be the corresponding Verma module of g, where b ⊃ h is
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a Borel subalgebra of g and where Cλ = C as a b-module ∋ H · z
def
= λ(H)z, [b, b] · z
def
= 0 for
(H, z) ∈ h×C; U(b) is the universal enveloping algebra of a Lie algebra b. The representation
π of g onM(λ) is given by π(x)(u⊗z)
def
= xu⊗z for (x, u, z) ∈ g×U(g)×C. The cohomology
groups Hn(g;M(λ)) were computed by F. Williams [50]:
• Hn(g, M(λ)) = 0, ∀n ≥ 0 , unless λ = ωδ − δ for some (necessarily unique) ω ∈ W , in
which case Hn(g, M(λ)) = Λdim g−n−(length of ω)h .
9.2 Lie algebra homology and spectral sequences
It is of interest to compute also the Lie algebra homology Hn(g, M(λ)). More generally if g
is any Lie algebra and π : g→ gl(A) is a representation of g on A then one has the following
relation Hn(g;A)
∗ = Hn(g;A
∗) where the representation of g on A∗ = Hom(A,C) is the
contragradient π∗ of π; that is (π∗(x)f)(v)
def
= −f(π(x)v) for (x, f, v) ∈ g× A∗ × A. Since g
here is arbitrary we can now take g to be an (infinite dimensional) Kac-Moody Lie algebra
g(A) associated to a symmetrizable generalized ℓ× ℓ Cartan matrix A = [aij ]. Thus the aij
are intergers with aij = 2, aij ≤ 0 for i 6= j, and for some diaginal matrix D with ℓ positive
rational entries DA is a symmetric matrix. Using ideas similar to those developed in [50],
C. Sen [51] and S. Kumar [52], independently, obtain the following result which is dual to
that in complex semisimple Lie algebra example, for a Cartan subalgebra h of g:
• Hn(g, M(λ)) = 0, ∀n ≥ 0 , unless λ = wδ − δ for some (necessarily unique) w ∈ W , in
which case Hn(g, M(λ)) = Λ
n−(length of w)h .
When g(A) = g in the case of a finite dimensional complex semisimple Lie algebra (see
above), this result reduces to that in [50].
Definition 9.2 A spectral sequence is a family of abelian groups {Ep,qr } and homomorphisms
{dp,qr } for p, q, r ∈ Z, where d
p,q
r : E
p,q
r → E
p+r,q−r+1
r and where we require the following:
1. The composition Ep−r,q+r−1r → E
p,q
r → E
p+r,q−r+1
r is the zero map. Hence Im d
p−r,q+r−1
r
def
= dp−r,q+r−1r E
p−r,q+r−1
r ⊂ Ker d
p,q
r .
2. Ker dp−r,q+r−1r /Im d
p,q
r ≃ E
p,q
r+1 (≃ means an isomorphism).
Spectral sequence of a filtered complex. Let C = {Cn, dn}n∈Z be a cochain complex of
abelian groups Cn,
Cn−1
dn−1
−→ Cn
dn−→ Cn+1 (82)
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is the zero map and Hn(C)
def
= Ker dn/dn−1C
n−1 is the nth-dimensional cohomology of C.
A decreasing filtration of Cn is a family {FpC
n}p∈Z of subgroups FpC
n ⊂ Cn of Cn ∋
Fp+1C
n ⊂ FpC
n ∀ p ∈ Z, and dnFpC
n ⊂ FpC
n+1 ∀ p ∈ Z. We suppose that such a filtration
exists ∀n ∈ Z.
Definition 9.3 We define abelian groups
Zp,qr
def
= {x ∈ FpC
p+q | dp+qx ∈ Fp+rC
p+q+1} , (83)
Bp,qr
def
= dd+q−1Z
p−r,q+r−1
r ≡ dp+q−1Fp−rC
p+q−1 ∩ FpC
p+q . (84)
Then Bp,qr−1 and Z
p+1,q−1
r−1 are subgroups of Z
p,q
r and we define a spectral sequence by first
setting
Ep,qr
def
= Zp,qr /(B
p,q
r−1 + Z
p+1,q−1
r−1 ) . (85)
Note that dp+q : Z
p,q
r → Z
p+r,q−r+1
r , dp+q maps B
p,q
r−1
def
= dp+q−1Z
p−r+1,q+r−2
r−1 to 0 (since
dn−1dn = 0) and
Bp+r,q−r+1r−1
def
= dp+qZ
p+1,q−1
r−1 =⇒ dp+q : Z
p+1,q−1
r−1 −→ B
p+r,q−r+1
r−1 , (86)
which shows that dp+q induces a quotient map d
p,q
r : E
p,q
r → E
p+r,q−r+1
r ∋ d
p,q
r d
p−r,q+r−1
r
= 0. To see that {Ep,qr , d
p,q
r } is a spectral sequence, one has to check that Ker d
p,q
r /Im d
p−r,q+r−1
r
≃ Ep,qr+1 ∀ p, q, r ∈ Z. In fact, if
π : Zp,qr −→ E
p,q
r
def
= Zp,qr /(B
p,q
r−1 + Z
p+1,q−1
r−1 ) (87)
is the natural quotient map (where z → z+Bp,qr−1+Z
p+1,q−1
r−1 for z ∈ Z
p,q
r ) then Im π(Z
p,q
r+1) =
Ker dp,qr and an isomorphism Φ of E
p,q
r+1 onto Ker d
p,q
r /Im d
p−r,q+r−1
r is given by
Φ(z +Bp,qr + Z
p+1,q−1
r ) = πz + Im d
p−r,q+r−1
r for z ∈ Z
p,q
r+1 . (88)
Regularity. To connect this spectral sequence with the computation of cohomology we
assume that the filtration is regular: ∀n ∃ an integer s(n) ∋ FpC
n = 0 for p > s(n). In
some cases in practice one can take s(n) = n. We also assume the exhaustive condition:
F pCn = Cn, ∀n when p ≤ 0. One has
Theorem 9.1 The following isomorphisms hold:
(A) Let r ≥ 2 ∋ for some q0, E
p,q
r = 0 ∀p , ∀q 6= q0. Then ∀p, H
p(C) ≃ Ep−q0,q0r .
(B) Let r ≥ 1 ∋ for some p0, E
p,q
r = 0 ∀q , ∀p 6= p0. Then ∀ p, H
p(C) ≃ Ep0,p−p0r .
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Conditions (A), (B) mean that the spectral sequence collapses at r.
Spectral sequence of a double complex. A double complex is a family of abelian groups
{Cp,q}p,q∈Z with homomorphisms
14 :
∂ : Cp,q −→ Cp+1,q , ∂ : Cp,q −→ Cp,q+1 ∋ ∂∂ = ∂ ∂ = 0 and ∂∂ + ∂∂ = 0, (89)
∂∂ : Cp,q −→ Cp+2,q , ∂ ∂ : Cp,q −→ Cp,q+2 , (90)
∂∂ : Cp,q −→ Cp+1,q+1 , ∂∂ : Cp,q −→ Cp+1,q+1 . (91)
One constructs a cochain complex {Cn, dn}n∈Z by setting C
def
=
∑
p+q=nC
p,q (direct sum),
dn = ∂ + ∂ on C
p,q ⊂ Cn → Cp+1,q + Cp,q+1 ⊂ Cn+1. There are two decreasing filtrations of
Cn, ∀n ∈ Z :
F 1pC
n def= {
∑
r+s=n
xrs ∈ C
n | xrs ∈ C
r,s, r ≥ p} , (92)
F 2pC
n def= {
∑
r+s=n
xrs ∈ C
n | xrs ∈ C
r,s, s ≥ q} . (93)
Theorem 9.2 These filtrations therefore generate two spectral sequences (j)Ep,qr , j = 1, 2,
whose initial terms are computed as follows:
(1)Ep,q0 ≃ C
p,q , (2)Ep,q0 ≃ C
q,p , (94)
(1)Ep,q1 ≃ Ker(C
p,q ∂−→ Cp,q+1)/∂Cp,q−1
def
= Hq(Cp,•, ∂) , (95)
(2)Ep,q1 ≃ Ker(C
q,p ∂−→ Cq+1,p)/∂Cq−1,p
def
= Hq(C•,p, ∂) , (96)
(1)Ep,q2 ≃ Ker ∂/Im ∂, where
∂ : Ker(Cp,q
∂
−→ Cp,q+1)/∂Cp,q−1 −→ Ker(Cp+1,q
∂
−→ Cp+1,q+1)/∂Cp+1,q−1 (97)
is the quotient map induced by ∂; i.e. ∂(x + ∂Cp,q−1)
def
= ∂x + ∂Cp+1,q−1 for x ∈ Cp,q ∋
∂x = 0, which is well define since 0 = ∂∂ + ∂∂ on Cp,q ⇒ ∂∂x = −∂∂x = 0. Similarly
(2)Ep,q2 ≃ Ker ∂/Im ∂, where
∂ : Ker(Cq,p
∂
−→ Cq+1,p)/∂Cq−1,p −→ Ker(Cq,p+1
∂
−→ Cq+1,p+1)/∂Cq−1,p+1 (98)
is the quotient map induced by ∂ : ∂(x + ∂Cp,p)
def
= ∂x + ∂Cq−1,p+1 for x ∈ Cp,q ∋ ∂x = 0.
Suppose also that Cp,q = 0 for either p < 0 or q < 0. Then both filtrations are regular and
exhaustive (see previous section): in fact F j=1,2p C
n = 0 for p > n (so s(n) = n). Therefore
the cohomology formulas (A), (B) hold for collapse at r ≥ 0, r ≥ 1, respectively.
14 The ∂ are called horizontal operators and the ∂ are called vertical operators.
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BRST cohomology. Let g be a finite dimensional Lie algebra over R. Let Λn
def
= Λn(g,R)
be the space of n-cochains for the trivial representation π of g on A = R. Suppose we also
have some other cochain complex C = {Cn, dn}n∈Z. We assume in fact that each C
n is a
vector space over R and the dn : C
n → Cn+1 are linear maps over R. We assume also that
the Cn carry a representation πn : g→ gl(C
n) of g such that the diagram
Cn
dn
//
πn(x)

Cn+1
πn+1(x)

Cn
dn
// Cn+1
(99)
is commutative ∀x ∈ g; i.e. dnπn(x) = πn+1(x)dn. For example, g could be the Lie algebra
of a Lie group G which has a Hamiltonian action on a symplectic manifold (X,ω), and we
could take Cn = Λng⊗ C∞(X), as in the classical BRST setting.
One constructs a double complex by setting Cp,q
def
= Cp ⊗ Λq and by defining
∂ : Cp,q −→ Cp+1,q , ∂ : Cp,q −→ Cp,q+1, (100)
∂
def
= dp ⊗ 1 Λg , ∂
def
= (−1)p1 Cp ⊗ δq , (101)
where δq : Λ
q → Λq+1 is the coboundary operator and 1 S is the identity operator on a space
S. Already Cp,q = 0 for q < 0 and in the example just presented Cp,q = 0 for p < 0 which we
need 15 - i.e. take Cp = 0 for p < 0. Of the two spectral sequences generated by this double
complex we focus only on the second one with (2)Ep,q1 ≃ Ker(C
q,p ∂→ Cq+1,p)/∂Cq−1,p. The
main point in the classical BRST setting is the acyclicity of C: Hn(C) = 0 for n ≥ 1, which
allows for the collapse of the spectral sequence at r = 1. One computes that
(2)Ep,q1 ≃ H
q(C)⊗ Λp = 0 for q 6= 0 ⇒ (2)Ep,qr = 0 for r > 1 (by 2 in Definition 8.2) .
(102)
In particular we have collapse at r = 2 : (2)Ep,q2 = 0 for q 6= 0. Therefore for the total
complex Ctotal
def
=
∑
p+q=nC
p,q with BRST operator ∂ + ∂, we deduce from (A) that
Hp(Ctotal) ≃
(2)Ep,q2 , ∀p . (103)
Of interest is the zero-dimensional cohomology which one computes (using previous results)
as H0(Ctotal) ≃
(2)E0,02 ≃ zero-dimensional ∂-cohomology of
(2)E0,q1 (i.e. H
0(H0(C)⊗Λ•; ∂))
≃ H0(C)q, where that latter space of invariants make since as the commutative diagram (99)
leads to a representation πn of g on the cohomology H
n(C). The isomorphism H0(Ctotal) ≃
H0(C)q is classically the fact that invariant functions on a constraint manifold are described
by BRST cohomology in degree zero [53].
15 Recall that as before this is needed for regularity and exhaustiveness of the filtrations.
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Relative cohomology. Suppose h is a subalgebra of the algebra g. If A is a g-module then
denote by Cq(g, h;A) the subspace of the space Cq(g, A), consisting of cochains c, such that
c(g1, . . . , gq) = 0 for g1 ∈ h, and dc(g1, . . . , gq+1) = 0 for g1 ∈ h . (104)
Equivalent definition: Cq(g, h;A) = Homh(Λ(g/h), A). Elements of the space C
q(g, h;A) are
called relative cochains. Since dCq(g, h;A) ⊂ Cq+1(g, h;A) the relative cochains constitute a
subcomplex of the complex C•(g, A). Denote this subcomplex by C•(g, h;A); it cohomology
Hq(g, h;A) is called a (relative) cohomology of the algebra g modulo h with coefficients in
A. For the base field A we use the notation: Cq(g, h), Hq(g, h). Let h be an ideal in g. Then
Λq(g/h) is trivial h-module and
Homh(Λ
q(g/h), A) = Hom(Λq(g/h), InvhA) = C
q(g/h; InvhA) , (105)
InvhA = {a ∈ A| ha = 0 ∀h ∈ h} , (106)
InvhA is the module over g/h of h-invariants. In this case the differentials in the complexes
C•(g, h;A) and C•(g/h, InvhA) coincides so that H
q(g, h;A) = Hq(g/h, InvhA). The defini-
tion of relative homology is similar to the definition of relative cohomology. For the space
Cq(g, h;A) of relative chain we must take A⊗h Λ
q(g/h).
9.3 The Hochschild-Serre spectral sequence
Theorem 9.3 (The Hochschild-Serre spectral sequence (see [22], Section 1.5)) Let A be a
module over g. There exists a spectral sequence {Ep,qr , d
p,q
r : E
p,q
r → E
p+r,q−r+1
r } with the
following properties:
• Ep,q1 = H
q(h,Hom(Λp(g/h);A)), Ep,02 = H
p(g, h;A).
• If h is an ideal then Ep,q2 = H
q(h, Hq(h, A)).
• The term E∞ is associated to H
∗(g; A) =
⊕
qH
q(g; A).
• The natural homomorphisms Hq(g;A) → Hq(h;A), Hp(g, h;A) → Hp(g;A) can be
represented as compositions
Hq(g, A) −→ E0,q∞ −→ E
0,q
1 = H
q(h; A) , Hq(g, h;A) = Ep,02 −→ E
p,0
∞ −→ H
p(g;A) .
If A = A is an associative commutative algebra in which g acts by means of derivations then
the spectral sequence is multiplicative.
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Some clarifications of this statement have to be made. For the proof of the Theorem 9.3 it
is convenient to let
F pCp+q(g;A) = {c ∈ Cp+q(g;A) | c(g1, . . . , gp+q) = 0 for g1, . . . , gp+q ∈ h}, (107)
Cr(g;A) = F 0Cr(g;A) ⊃ . . . ⊃ F rCr(g;A) ⊃ F r+1Cr(g;A) = 0, (108)
where dF pCp+q(g;A) ⊂ F pCp+q+s(g;A). Therefore, {F p} is a filtration in the complex
C•(g;A). Since there is a map F pCp+q(g;A) → Hom(Λp(g/h), A) (which in fact is an
epimorphism with kernel F p+1Cp+q(g;A)), we get the following isomorphism
Ep,q0 = F
pCp+q(g;A)/F p+1Cp+q(g;A) −→ Cq(h,Hom(Λp(g/h));A). (109)
This isomorphism commutes with differentials (see for detail [22]). Then we get
Ep,q1 = H
q(h,Hom(Λ(g/h));A), (110)
dp,q1 : E
p,q
1 = H
q(h,Hom(Λp(g/h));A) −→ Ep+1,q1 = H
q(h,Hom(Λp+1(g/h));A). (111)
dp,q1 is not induced by any natural homomorphism Hom(Λ
p(g/h, A))→ Hom(Λp+1(g/h, A)).
But we do have the differential d : Cp(g, h;A) → Cp+1(g, h;A), which is a natural homo-
morphism Homh(Λ
p(g/h), A)→ Homh(Λ
p+1(g/h), A). The following diagram
Hq(h)⊗ Cp(g, h;A)
Id⊗d
// Hq(h)⊗ Cp+1(g, h;A)
Hq(h,Homh(Λ
p(g/h);A))
inclusion

Hq(h,Homh(Λ
p+1(g/h);A))
inclusion

Hq(h,Hom(Λp(g/h);A))
dp,q1
// Hq(h,Hom(Λp+1(g/h);A))
(112)
whose vertical arrows are induced by the inclusions Homh(Λ
p(g/h), A)→ Homh(Λ
p(g/h), A),
is commutative. In certain important cases vertical inclusions in (112) turn out to be iso-
morphisms [22]; thus diargam (112) is a satisfactory description of the differential dp,q1 as
well as the term Ep,q2 . In general case these arrows are isomorphisms for q = 0 [22], so that
Ep,q1 = C
p(g, h;A), Ep,02 = H
p(g, h;A). The Theorem 9.3 may be generalized to relative case.
Indeed, if k is a subalgebra of the algebra h, there is a spectral sequence for which
- Ep,q1 = H
q(h, k,Hom(Λp(g/h);A)) , Ep,02 = H
p(g, h;A) .
- If h is an ideal, then Ep,q2 = H
p(g/h, Hq(h, k;A)).
- The term E∞ is associated to H
∗(g, k;A) .
The infinite-dimensional g-module. We can extend the Hochschild-Serre spectral se-
quence as follows (as proved by F. Williams in [54]). Let g be a finite-dimensional Lie
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algebra over a base field F of characteristic zero. Let h ⊂ g be asubalgebra which is reduc-
tive in g – i.e. the adjoint action of g on h is semisimple. Let A be a g-module (i.e. we have
a representation π : g→ gl(A) of g on A; one writes, as usual, x ·v for the module structure,
meaning π(x)v, for (x, v) ∈ g × A). A might be infinite-dimensional but we assume that
A =
∑
r⊕Ar is a direct sum, where each Ar ⊂ A is finite-dimensional, h-invariant, and
h-semisimple.
Theorem 9.4 The first- and second-order terms of the Hochschild-Serre spectral sequence
generated by h are given by
Ep,q1 ≃ H
q(h)⊗ Λp(g, h;A) , (113)
Ep,q2 ≃ H
q(h)⊗Hp(g, h;A) , (114)
exactly as in the case of a finite-dimensional h-semisimple g-module A [55]. Here, as usual,
Hq(h) = Hq(h, F ) for F the trivial h-module, and Hp(g, h;A) is the relative Lie algebra
cohomology, for the relative cochains Λp(g, h;A) given by Λp(g, h;A) = Homh(Λ
p, g/h, A).
The Weyl DG-algebra. Let us discuss a construction widely used in differential geometry,
which yields a multiplicative complex possesing a series of supplementary structures and
which is called the Weyl algebra [23]. Let h be an arbitrary Lie algebra. Then the free
DG-algebra 16 W •(h) can be defined as a tensor product of symmetric and external algebras
on the dual space of h. Suppose the homological powers of generators of external and
symmetric algebras are equal to 1 and 2 respectively. We will use the standard notation
from homological algebra for shifts of gradings in complexes C[i]j = C i+j. Then
W •(h) = Λ•h∗ ⊗ S•h∗ = Λ•(h∗[−1]⊗ h∗[−2]) , W q(h) =
⊕
i+2j=q
Λih∗ ⊗ Sjh∗ . (115)
Choose the differential d = d1 + d2 on the Weyl algebra, where the differentials satisfy the
Leibnitz rule. It is sufficient to define the action of differentials on generators. Define the
restrictions of d1 and d2 (Koszul differential) on generators: d1 |Λ1h∗ : Λ
1h∗ → Λ2h∗, d1 |S1h∗
: S1h∗ → Λ1h∗⊗S1h∗; d2 |Λ1h∗ : Λ
1h∗
Id
→ S1h∗, d2 |S1h∗= 0. On the Weyl DG-algebra define
a standard decreasing filtration with respect to the differential d1,
F kW (h)
def
=
⊕
2j≥k
Λ•h∗ ⊗ Sjh∗ . (116)
Then the associated multiplicative spectral sequence (EW p,qr (h), d
p,q
r ) with d0 = d1 has the
following initial terms:
EW p,q0 (h) =
{
Λqh∗ ⊗ S
p
2h∗ if p even
0 if p odd
, EW p,qr=1,2(h) =
{
Hq(h, S
p
2h∗) if p even
0 if p odd
(117)
16Here and in the following DG-algebra means differential graded algebra.
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The spectral sequence (derived from the filtration of the external algebra) degenerates at
the first term, which prooves that the Weyl DG-algebra is acyclic.
The relative Weyl algebra. Let g be a Lie algebra, h ⊂ g a finite dimensional subalgebra.
The relative Weyl algebra is the commutative DG-algebra
W (g, h) =
⊕
i,j≥0
W i,j(g, h), where W i,j(g, h) = [Λi(g/h)⊗ Sjg]∗h has grading i+ 2j .
(118)
The relative Weyl algebra W •(g, h) is the Weyl DG-algebra W •(g) such that an element c
in Λqg∗ ⊗ Spg∗ = Hom(Λqg, Spg∗) ⊂ W •(g) is an element of relative Weyl algebra which
satisfies the following conditions:
c(g1, g2, ..., gq) = 0 if g1 ∈ h ; (δ1c)(g1, g2, ..., gq, gq+1) = 0 if g1 ∈ h . (119)
If h = g, thenW 2p(g, g) = [Spg∗]g, W 2p+1(g, g) = 0 and this complex coincides with its coho-
mology. The standard filtration on all Weyl algebra transfers to a relative Weyl subalgebra.
In addition the spectral sequence has the following initial terms:
EW p,qr=1,2(g, h) =
{
Hq(g, h;S
p
2g∗) if p even
0 if p odd
(120)
The spectral sequence (derived from the filtration of the exterior algebra) degenerates at
the first term, and its total cohomologies are: Hp(W (g, h)) = [S
p
2h∗]h if p even, and
Hp(W (g, h)) = 0 if p odd.
10 Appendix B: Sheaves and categories
A preheaf. A presheaf F on topological space X consists of the following data:
For every open set U ⊂ X one can associate an abelian group F(U).
If A ⊂ U are open sets then one has a restriction homomorphism rUA : F(U)→ F(A).
The following conditions hold: F(∅) = 0; rUU is the identity map; if W ⊂ A ⊂ U then
rAW rUA = rUW . For the restriction rUA(R), R ∈ F(U) we use the notation R|A. An element
of F(U) is called a section of F over U , while an element of F(X) is called a global section.
A sheaf. A presheaf F is called sheaf if for every collection Uj of open subsets of X with
U =
⋃
j∈I
Uj the following axioms hold:
- If R,Q ∈ F(U) and rUUj(R) = rUUj(Q) ∀ j, then R = Q.
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- If Rj ∈ F(Uj) and if for Uj
⋂
Uj 6= ∅, rUj ,Uj
⋂
Uℓ(Rj) = rUℓ,Uj
⋂
Uℓ(Rℓ) ∀j, then there exists
an R ∈ F(U) such that rU,Uj(R) = Rj , ∀j.
Let F and E be presheaves over X . Then a morphism of presheaves α : F → E is a collection
of maps α(U) : F(U) → E(U), satisfying the relation rUAα(U) = α(A)rUA. Morphisms of
sheaves are morphisms of the underlying presheaves.
Coherent sheaves. Let X be a complex manifold. A sheaf F over X is called a coherent
sheaf of O-modules if for each z ∈ X there is a neighborhood U of z such that there is an
exact sequence of sheaves over U :
0 −→ F|U −→ O
⊕p1|U −→ O
⊕p2|U −→ . . . −→ O
⊕pj |U −→ 0
Categories. A category C consists of the following data: a class Ob C of objects A, B,
C, . . .; a family of disjoint sets of morphisms Hom(A, B), one for each ordered pair A, B
of objects; a family of maps Hom(A,B) × Hom(B,C) → Hom(A,C), one for each ordered
triplet A, B, C of objects. These data obey the axioms:
- If f : A → B, g : B → C, h : C → D, then composition of morphisms is associative, that
is, h(gf) = (hg)f .
- To each object B there exists a morphism 1 B : B → B such that 1Bf = f , g1B = g for
f : A→ B and g : B → C.
Additive category. An additive category is a category in which each set of morphisms
Hom(A,B) has the structure of an abelian group. The following axioms hold:
- Composition of morphisms is distributive: (g1+ g2)f = g1f + g2f , h(g1+ g2) = hg1+hg2
for any g1, g2 : B → C , f : A→ B , h : C → D.
- There is a null object 0 such that Hom(A; 0) and Hom(0; A) consist of one morphism for
any A.
- To each pair of objects A1 and A2 there exists an object B and four morphisms A1
j1
→ B
ℓ2→
A2
j2
→ B
ℓ1→ A1, which satisfy the identities ℓkjk = 1Ak , (k = 1, 2), j1ℓ1 + j2ℓ2 = 1B, ℓ2j1 =
ℓ1j2 = 0.
Abelian category. It is an additive category C which satisfies the additional axiom:
- To each morphism f : A → B there exists the sequence K
k
→ A
i
→ I
j
→ B
c
→ K
′
with the properties: ji = f ; K is a kernel of f , K
′
is a cokernel of f ; I is a cokernel of k
and a kernel of c.
The category of coherent sheaves is an abelian category C.
Derived category. The definition of the derived category D(C) proceeds as follows [36]:
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1. We begin with the category of complexes of coherent sheaves Kom(C): Ob Kom(C)
= {complexes E• of coherent sheaves }; Hom(E•, F•) = morphisms of complexes
E• → F•.
2. The homotopy category K(C) can be determined as follows: Ob K(C) = Ob Kom(C),
Mor K(C) = Mor Kom(C) modulo homotopy equivalence.
3. Finally the derived category D(C) is determined as follows: Ob D(C) = Ob K(C).
The morphisms of D(C) are obtained from morphisms in K(C) by inverting all quasi-
isomorphisms. The derived category D(C) is an additive category.
11 Appendix C: The HKR isomorphism
Let ∆ : X → X2 be the diagonal embedding. There exists a quasi-isomorphism [37, 38, 39,
40]:
I : ∆∗O∆
∼
−→
⊕
i
ΩiX [i] . (121)
Here the right hand side denotes the complex whose i-th term is ΩiX , and all differentials are
zero.
A sketch of a proof of this statement is as follows. Recall that if A is a commutative K-
algebra there exists a standard resolution of A as an Ae = A ⊗K A-module. These are A
bimodules with the bimodule structure given by the multiplication by A on the left and right
copies of A. It is clear that these are projective bimodules. We can denote an element of
A⊗n as [a1|a2| . . . |an]. Let Bi(A) = A
⊗(i+2), i ≥ 0, where the tensor product is taken over
K (it is an Ae-module by multiplication in the first and last factor). Then the bar resolution
is defined to be the complex of Ae-modules
· · · −→ Bi(A)
∂
−→ · · ·
∂
−→ B2(A)
∂
−→ B1(A)
∂
−→ B0(A) −→ A −→ 0 . (122)
Here the differential ∂ is the linear Ae-morphism given by the formula
∂(a0 ⊗ · · · ⊗ aq+1) =
q∑
i=0
(−1)ia0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ aq+1 . (123)
The complex (122) is split-exact with splitting homomorphism σ(a0 ⊗ · · · aq+1) = a0 ⊗
· · · aq+1 ⊗ 1 . The homomorphism σ is A-linear when A acts via a 7→ a⊗ 1 [41].
If X were affine then X = SpecA and we could use the above resolution to compute ∆∗O∆.
Namely, A can be viewed as an Ae = OX2-module, and the modules Bi are A
e-flat. The
complex obtained by tensoring the bar resolution over Ae with A is called the bar complex,
· · · −→ Ci(A) −→ · · · −→ C1(A) −→ C0(A) −→ 0 , Ci(A) = Bi(A)⊗Ae A , (124)
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where Ci(A) is the module of any degree i Hochschild chains of A, and the differential
is obtained from the differential ∂ of (122). However when one tries to sheafify the bar
resolution to obtain a complex of sheaves on a scheme, the resulting sheaves are ill-behaved
(not quasi-coherent). As a replacement, one can use the complete bar resolution [40].
For i ≥ 0, let Xi be the formal completion of the scheme Xi = X × · · · × X along the
diagonal embedding of X . Define for any i ≥ 0, B̂i(X) := OXi+2 (which is a sheaf of abelian
groups on the topological space X). The sheaf of degree i complete Hochschild chains of X
is Ĉi := B̂i(X)⊗O
X2
OX . One can formally complete and sheafify the original bar resolution
to get the complete bar resolution
· · · −→ B̂i(X) −→ · · · −→ B̂1(X) −→ B̂0(X) −→ 0 , (125)
where the maps are locally obtained from the maps of the original bar complex. As a result,
the complete bar resolution is an exact resolution of O∆ by sheaves of flat OX2-modules. So
over an affine open set U = SpecA of X , Γ(U, B̂i(X)) is the completion B̂i(A) of Bi(A) at
the ideal Ii given by the kernel of the multiplication map Bi(A) = A
⊗i → A.
Let us consider the complete bar resolution as a flat resolution of O∆ on X
2, and let us
compute ∆∗O∆. This means that we are looking at the tensoring of the complete bar
resolution over OX2 with O∆. Then the resulting complex is called the complex of complete
Hochschild chains of X ,
· · · −→ Ĉi(X) −→ · · · −→ Ĉ1(X) −→ Ĉ0(X) −→ 0 , Ĉi(X) = B̂i(X)⊗OX2 O∆ . (126)
Over any affine open U = SpecA define the maps Ii : Ci(A)→ Ω
i
A/k by setting
Ii((1 ⊗ a1 ⊗ · · · ⊗ ai ⊗ 1 )⊗Ae 1 ) = da1 ∧ da2 ∧ · · · ∧ dai . (127)
These maps are continuous with respect to the topology [40] and they can be completed and
sheafified to maps Ii : Ĉi(X) → Ω
i
X . These maps also commute with the zero differentials
of the complex ⊕iΩ
i
X , so they extend to a morphism of complexes I : ∆
∗O∆ →
⊕
iΩ
i
X [i]
which can be seen to be a quasi-isomorphism in characteristic 0 [40]. In the affine case this
is essentially the HKR theorem [37].
The Hochschild structure. In the case of a quasi-projective variety X the HKR iso-
morphism induces isomorphisms of graded vector spaces IHKR : HHk(X)
∼
→ HT k(X),
IHKR : HHk(X)
∼
→ HΩk(X):
HHk(X) = HomX2(O∆,O∆[k]) ∼= HomX(∆
∗O∆,OX [k]) ∼= HomX(
⊕
i
ΩiX [i],OX [k])
=
⊕
i
Hk−i(X,ΛiTX) = HT k(X) , (128)
HHk(X) = HomX2(∆!OX [k],O∆) ∼= HomX(OX [k],∆
∗O∆) ∼= HomX(OX [k],
⊕
i
ΩiX [i])
=
⊕
i
H i−k(X,ΩiX) = HΩk(X) . (129)
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As a result, the Hochshild structure consists of [42, 43]:
- A graded ring HH i(X), the Hochschild cohomology ring, defined as HH i(X) =
HomDbcoh(X2)(O∆,O∆[i]),
- A graded left HH i(X)-module HHi(X), the Hochschild homology module, defined as
HHi(X) = HomDbcoh(X2)(∆!OX [i],O∆) , and
- A non-degenerate pairing 〈·, ·〉 defined on HHi(X), the generalized Mukai pairing,
- The connection between Hochshild and harmonic structures is given by the HKR isomor-
phism.
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