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Abstract
Liquid crystalline materials form a whole array of interesting textures and phases. While there are many
cholesteric and smectic phases, the discovery of new nematic phases is rare since the space of possible
configurations for achiral molecules is small. Here, we look at the novel class of modulated nematic
structures -- the twist-bend, splay-bend and splay-twist. While twist-bend nematic phases have been
extensively studied, the experimental observation of two dimensional, oscillating splay-bend phases is
recent. We consider two theoretical models that have been used to explain the formation of twist-bend
phases—flexoelectricity and bond orientational order—as mechanisms to induce splay-bend phases.
Flexoelectricity is a viable mechanism, and splay and bend flexoelectric couplings can lead to splay-bend
phases with different modulations. We show that while bond orientational order circumvents the need for
higher order terms in the free energy, the important role of nematic symmetry and phase chirality rules it
out as a basic mechanism.
The Hopf fibration has inspired any number of geometric structures in physical systems, in particular, in
chiral liquid crystalline materials. Because the Hopf fibration lives on the three sphere, some method of
projection or distortion must be employed to realize textures in flat space. Here, we explore the geodesic
preserving gnomonic projection of the Hopf fibration, and show that this could be the basis for a new
modulated nematic texture with only splay and twist. We outline the structure and show that it is defined
by the tangent vectors along the straight line rulings on a series of hyperboloids. The phase is defined by
a lack of bend deformations in the texture, and is reminiscent of the splay-bend and twist-bend nematic
phases. We show that domains of this phase may be stabilized through anchoring and saddle-splay.
The second part of this thesis is about ecology and evolution in heterogenous environments. Organisms
in nature have to be competent at multiple tasks in order to survive and a given phenotype cannot usually
be optimal at all tasks at the same time. Recent studies employ the concept of Pareto optimality from
economics and engineering to capture this inherent trade-off. If we associate each task with a different
environmental niche, Pareto optimality is a useful framework to capture phenotypic plasticity. We
compare Pareto optimal fronts to the well known ecological concept of fitness sets, and show how the
shape of Pareto fronts in trait space can be connected to the determination of the optimal strategy in a
heterogenous environment. We consider both temporal and spatial heterogeneity.
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ABSTRACT
GEOMETRY, ANISOTROPY AND HETEROGENEITY – A STUDY OF
MODULATED NEMATICS, ECOLOGY AND EVOLUTION
Nandita Chaturvedi
Randall D. Kamien
Liquid crystalline materials form a whole array of interesting textures and phases. While
there are many cholesteric and smectic phases, the discovery of new nematic phases is rare
since the space of possible configurations for achiral molecules is small. Here, we look at the
novel class of modulated nematic structures – the twist-bend, splay-bend and splay-twist.
While twist-bend nematic phases have been extensively studied, the experimental observation of two dimensional, oscillating splay-bend phases is recent. We consider two theoretical
models that have been used to explain the formation of twist-bend phases—flexoelectricity
and bond orientational order—as mechanisms to induce splay-bend phases. Flexoelectricity
is a viable mechanism, and splay and bend flexoelectric couplings can lead to splay-bend
phases with different modulations. We show that while bond orientational order circumvents the need for higher order terms in the free energy, the important role of nematic
symmetry and phase chirality rules it out as a basic mechanism.
The Hopf fibration has inspired any number of geometric structures in physical systems,
in particular, in chiral liquid crystalline materials. Because the Hopf fibration lives on
the three sphere, S 3 , some method of projection or distortion must be employed to realize
textures in flat space. Here, we explore the geodesic preserving gnomonic projection of the
Hopf fibration, and show that this could be the basis for a new modulated nematic texture
with only splay and twist. We outline the structure and show that it is defined by the
tangent vectors along the straight line rulings on a series of hyperboloids. The phase is
defined by a lack of bend deformations in the texture, and is reminiscent of the splay-bend
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and twist-bend nematic phases. We show that domains of this phase may be stabilized
through anchoring and saddle-splay.
The second part of this thesis is about ecology and evolution in heterogenous environments.
Organisms in nature have to be competent at multiple tasks in order to survive and a given
phenotype cannot usually be optimal at all tasks at the same time. Recent studies employ
the concept of Pareto optimality from economics and engineering to capture this inherent
trade-off. If we associate each task with a different environmental niche, Pareto optimality
is a useful framework to capture phenotypic plasticity. We compare Pareto optimal fronts
to the well known ecological concept of fitness sets, and show how the shape of Pareto
fronts in trait space can be connected to the determination of the optimal strategy in a
heterogenous environment. We consider both temporal and spatial heterogeneity.
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CHAPTER 1 : OUTLINE

Arjuna said: O Krisna, I wish to know about material nature (prakriti ), the
unchanging truth (purusha), the field of action, the knower of the field,
knowledge and the purpose of knowledge.
Bhagvad Gita, Verse 1, Chapter 13

This thesis is made up of two unconnected parts. The first part concerns itself with the
study of liquid crystalline nematic phases. We will introduce liquid crystals to the reader in
Chapter 2. Here we will discuss the different kinds of liquid crystalline phases, the history
of their discovery, look into the characteristics of nematic liquid crystals and develop the
mathematical tools of description used later in the thesis. The purpose of the first part of
this thesis is to investigate the range of different modulated nematic structures that can
form, and to ask what physical mechanisms can lead to their formation. We will begin by
summarizing the study of the twist-bend phase in Chapter 3, and ask what parallel physics
could be behind the formation of the recently discovered splay-bend phase. We will then
address the possibility of a third modulated nematic phase, the splay-twist, in Chapter
4. For this, we will look at the fascinating relation of this texture to the Hopf fibration,
and investigate geometries that could lead to its stabilization. Sections of Chapter 3 and
Chapter 4 are reproduced from the following papers:
• Chaturvedi, N., and Randall D. Kamien. “Mechanisms to splay-bend nematic phases.”
Physical Review E 100.2 (2019): 022704. [9]
• Chaturvedi, N., and Randall D. Kamien. “Gnomonious projections for bend-free
textures: thoughts on the splay-twist phase.” Proceedings of the Royal Society A
476.2234 (2020): 20190824. [10]
We will then switch our attention to a completely different subject — ecology and evolution
in changing, heterogenous environments. Chapter 5 of this thesis will serve as both intro-
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duction to the field and present some of my work in it. We will begin by a brief discussion
on the methodology and philosophy of ecological model building. We will then summarize
the framework of fitness sets to address questions related to evolution in heterogenous environments. From here we will look at the recent application of Pareto optimality, a concept
from engineering and economics, to niche formation and phenotypic plasticity in ecological
systems. We will discuss a method to bridge these two frameworks so that fitness sets and
their qualitative properties can be mapped directly to Pareto optimal fronts. We will end
by discussing how this could help develop tools to talk about slow, long term environmental
changes in spatially heterogenous environments and directions for future research.
Both subjects of investigation have been long standing interests for me, and are united
perhaps by my most recent interest — geometry. Further, both parts of this thesis are
concerned with the study of natural systems that show emergent behavior because of some
spatial variation in their building blocks. Modulated nematic systems are formed by liquid
crystal molecules that show shape or polar anisotropy. Further, the ecological systems of
interest here are those that show spatial and temporal heterogeneity. This thesis moves
from more to less understood levels of heterogeneity and complexity.

2

CHAPTER 2 : INTRODUCTION TO LIQUID CRYSTALLINE MATERIALS

Perception, inference, comparison and verbal testimony — these are the means
of right knowledge.
Nyaya Sutras of Gautam
400 BCE

Liquids have a high degree of symmetry - they show short range order but no long range
order. On the other hand, solids show long range positional and orientational order and
have a low degree of symmetry. Liquid crystalline materials are materials that fall somewhat
in the middle of these two extremes. They are materials that show long range order in some
directions, and only short range correlations in others. One way to achieve such ordering is
to have orientational order but no positional order. This can be achieved, as is seen in many
liquid crystal materials, with molecules that are highly anisotropic in shape, the classical
shape being long rod-like molecules.
At high enough temperatures, rod like molecules are completely disordered and form an
isotropic, liquid phase. Nematic liquid crystal phases are those that break the rotational
symmetry of the isotropic phase so molecules align with their neighbors upon cooling. They
retain their translational symmetry, however, and are fluid. Anisotropy in molecular shapes
promotes alignment in the system and allows the molecules to break rotational symmetry

Figure 1: Common molecules that form liquid crystalline phases. This image is reproduced
with permission from [1].
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Figure 2: The schematic shows different liquid crystalline phases. Part of this image is
reproduced from [2].
while preserving translational symmetry. Some molecules that have a rigid backbone that
can define a long axis, and form nematic phases are shown in Figure 1. Disk-like mesogens
are also known to form nematic phases, and these orient in the direction of their short axis.
Additionally, molecules may break translational symmetry in one direction, while retaining
it in others. This is what gives rise to the smectic liquid crystalline phase, where molecules
act in separate layers like they would in a nematic. These layers are then stacked on top of
each other and the layers of nematic can slide freely over one another. Different molecular
orientations with respect to the layer normals can give distinct smectic phases. When the
molecules are oriented perpendicular to the layers, smectic A is formed. In smectic C, the
molecules are not perpendicular to the layers, so there is biaxial symmetry. Hexagonal
ordering within the layers gives rise to a smectic B phase.
When constituent molecules are chiral, chiral nematic, or cholesteric phases are seen. These
show the breaking of translational symmetry by twisting in addition to aligning with their

4

neighbors. Technically, cholesterics are nematics of infinite pitch. There is thus no phase
transition between nematics and cholesteric phases. Nematics that are doped with chiral
enantiomers become cholesterics of long but finite pitch. Molecules that form cholesteric
phases are decidedly right or left-handed chiral, as can be seen in the picture in Figure 1.
The pitch of common cholesterics is similar to the wavelength of visible light and this gives
rise to their vivid colors. Some beautiful cholesteric textures are shown in Figure 4.
Finally, columnar liquid crystalline phases can be formed by flat discotic molecules like
are shown in Figure 1. The molecules arrange into stacked cylindrical structures. These
phases are classified according to the arrangement of their columns. In columnar nematics,
the molecules do not form columnar assemblies but float with their short axes parallel to
each other. In other phases, the columns may be arranged in two dimensional lattices like
hexagonal or rectangular. All these different liquid crystalline phases are represented in the
schematic in Figure 2.
Liquid crystals can be categorized into two classes — thermotropic and lyotropic mesophases.
So far we have talked about thermotropic liquid crystalline phases. The phase transitions of
thermotropic liquid crystal are temperature-dependent, while those of lyotropic liquid crystals depend on both temperature and concentration. Apart from molecules like those shown
in Figure 1, polymers and colloidal suspensions can also form liquid crystalline phases. For
instance, micrometre-sized objects such as anisotropic colloids, latex particles, clay platelets,
and even some viruses, such as the tobacco mosaic virus can organize themselves in liquid
crystal phases [11, 12, 13, 14]. These more unusual phases generally fall into the category
of lyotropic liquid crystals.
Liquid crystalline materials are birefringent which makes them easy to manipulate with
electric and magnetic fields, and also allows them to alter light. They are elastic, and have
a tendency to order, even as they are reconfigurable. They respond to geometric constraints
by creating patterned phases and defects. Defects are local melted areas of disorder that
lower the energetic distortion in the system. By looking at textures of liquid crystalline
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phases in visible light, i.e. looking at structure on the micrometer range, we can deduce
their ordering at the molecular or nanometer range. This makes them a fascinating class of
materials to study geometry and topology, along with perfect candidates to pattern other
materials [15, 16, 17].
This introductory chapter is arranged as follows. In Section 2.1, we will look at how the
field of liquid crystals began and developed. In Section 2.3 we will study the mathematical
treatment of distortions in liquid crystal textures and derive the Frank free energy density,
which shall be used throughout this thesis. Next, in Section 2.2 we will delve deeper into
nematic liquid crystals, and briefly define modulated nematic phases. Finally, we will end in
Section 2.4 with a broader discussion of the purpose of this work. The last section includes
a philosophical exploration, and may be skipped by readers interested more in the technical
and scientific aspects of this thesis.

2.1. The Story of Liquid Crystals: of Carrots and Controversies
Finally, as the search for causes and their effects, science is cumulative: science
is the history of science. Every scientific discovery of any importance is
absorbed into the body of human scientific knowledge, to be used thereafter.
D.D. Kosambi
Imperialism and Peace, Science and Freedom, 1952

The story of liquid crystals began in 1888 when botanist Friedrich Reinitzer unexpectedly
observed two different melting points for cholesterol crystals that he had extracted from
the root of a carrot [18]. As he described in a letter to German physicist Otto Lehmann,
the substance, cholesteryl benzoate, lost crystalline rigidity at 145.5◦ C and turned into a
milky fluid. At 178.5◦ C, the second melting point, the drop of material became perfectly
transparent [19]. Upon cooling, the material showed vibrant violet and blue colours which
then disappeared. What Reinitzer had discovered were later found to be cholesteric and
cholesteric blue phases.
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In 1854, Rudolf Virchow had discovered similar behaviour in myelin, a substance that
surrounds nerve fibres [20]. Further, Carl von Mattenheimer had showed that myelin was
birefringent [21].
Otto Lehmann was an experienced crystallographer and started experiments with the substance that Reinitzer had found where he looked at its two step melting using polarized
light microscopy. Later, he was able to reproduce this behavior in a whole range of substances, and would name them the oxymoronic ‘liquid crystals’. This was a time when the
first theories on crystalline materials and phase transitions were appearing, and Lehmann
and Reinitzer’s discovery took the scientific community by storm. It was only in 1840
that the ideas of a periodic structure in crystals, and the concept of a unit cell had first
been suggested. For many decades, many opposed the idea of liquid crystals, claiming that
Lehmann’s substances were instead mixtures, and that the two melting points just reflected
melting points of two different substances in the mixture. Some thought the material was
a colloid and claimed that this was the cause of birefringence.
It was not untill 1905 that the controvery was resolved. At a conference held in Karlsruhe the
physical chemist Rudolf Schenck gave a seminar in which he decisively showed discontinuity
in the density and viscosity at the clearing point, which could not be the behavior of an
emulsion. Further, he showed that purification did not change the behavior. The conference
is recorded to have been so tense that a physical confrontation between Schenck and an
opponent had to be diffused. At last it was decided, “liquid crystals” did indeed exist.
In 1922, a seminal paper over 200 pages long was published in the Annales de Physique
by Friedel [22]. The paper first introduced the classification of liquid crystals into nematic,
cholesteric and smectic. The term cholesteric came from discovery of this phase by Reinitzer
in cholesterol esters from the carrot. Smectics are named after soaps (or smectos in Greek)
since they behave like stacked layers that can slide over one another in a manner similar
to that of soapy film. The name ‘nematic’ comes directly from Friedel. He is said to have
shown his daughters pictures of liquid crystals taken through a microscope one afternoon.
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(a)

(b)

(c)

Figure 3: (a)Botanist Friedrich Reinitzer who first discovered liquid crystal cholestrol esters
in a carrot’s root. (b) Physicist Otto Lehmann who reproduced the phenomena seen by
Reinitzer in a number of substances and coined the term liquid crystal. (c) The first image
of liquid crystals published by Lehmann in 1889. The image is of a planar texture wuth
oily streaks.
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His daughter, Marie Friedel, who had a passion for ancient languages noticed the abundance
of threadlike structures and told Friedel excitedly, ‘The Greek word for thread is “nêmatos”.
You should call your liquid crystal “nematic”, Dad!’ [18] Interestingly, Friedel vehemently
criticized the term ‘liquid crystals’ as being confusing and would advocate for ‘mesomorphic
states’.
The 1920s saw the end of a period of frantic research and rich debate over the liquid
crystalline materials. After this, the field would see a period of decline and liquid crystals
were seen as a mere scientific curiosity that would never find any practical applications. This
would last until the 1960s, when there was a rush of patents on thermography and display
applications. Liquid crystals revolutionized the field of display technology and interest in
these materials once again rose in the scientific community. Today the applications of the
field go well beyond displays, and we will look more at this in Section 2.4.
In Section 2.2 of this introduction, we will look at nematic mesophases in more detail. For
further reading about cholesteric and smectic liquid crystals and a pedagogical overview,
see [1].

2.2. Nematic Liquid Crystals
About starting a sentence in the middle, and then going to the beginning and
the end of it at the same time ... both directions at once.
John Coltrane

Nematic liquid crystals, as mentioned, are phases with long range orientational order, and
no long range positional order. When we look at a nematic phase under a microscope at
room temperature, what we see is not an idealized uniform equilibrium texture. Instead, a
schlieren texture, like in (a) of Figure 4 is observed. This image has been taken by putting
a nematic film between cross polarizers using a microscope. The colors in the image are
because of thin film refraction and depend on the local thickness of the film. As can be
seen, the texture has interesting features in the form of dark lines that smoothly flow from
9

one point to another.
Dark parts of the image indicate that the molecules are either parallel or perpendicular to
the direction of the polarizers. There are points from which four dark brushes emerge. This
means that if we go around the point in a circle, the molecular orientation rotates by 2π.
If we try to trace the texture to the point from any two directions, we will find that we
arrive at contradictory directions. This is what is known as a point defect — the molecules
do not know which way to point at the position of a defect and the continuous texture is
interrupted. Between defects, there are deformations in the nematic that combine splay,
twist and bend.
Point defects are characterized by their charge, which measures the angle by which the
nematic molecules rotate as you go around the point in a circle as a fraction of 2π. Defect
points that have two brushes emanating from them are ±1/2 defects, the molecules around
the point rotate by only π. In Figure 4 two kinds of points where four brushes emanate can
be seen, one more colorful than the other. This is because of opposite topological charge of
the defects.
Figure 4 (b) is a picture of a thin nematic film on an isotropic surface. Thin stripes arise
because of competition between bulk elasticity and surface anchoring. The top surface
aligns the molecules perpendicular to it while the bottom surface aligns molecules parallel
to it, while the bulk resists such a distortion. The image in Figure 4 (c) shows a thread like
structure, not unlike the one Friedel named nematics after. These threads are similar to
the dislocations that are found in solids, and in liquid crystals they are called disclinations.
There has been much work done on the geometry and topology of defects found in nematic
textures. For a review of this research, see [23].
Although cholesteric and smectic liquid crystals form a whole plethora of interesting phases,
few distinct achiral nematic phases have been observed. This is why the discovery of the
first modulated phase, the twist-bend, in bent-core liquid crystals caused much excitement
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Figure 4: (a) Schlieren texture of a nematic film with surface point defects. (b) Thin
nematic film on an isotropic surface. (c) Nematic thread-like texture. (d) Cholesteric
fingerprint texture. The line pattern is due to the helical structure of the cholesteric phase
in the plane of the substrate. (e) A short-pitch cholesteric liquid crystal. The bright colors
are due to the difference in rotatory power arising from domains with different cholesteric
pitches. (f) Long-range orientation of cholesteric liquid crystalline DNA mesophases in a
magnetic field. (g, h) Focal conic texture of a chiral smectic A liquid crystal. (i) Focal
conic texture of a chiral smectic C liquid crystal. (j) Hexagonal columnar phase with a
typical spherulitic texture. (k) Rectangular phase of a discotic liquid crystal. (l) Hexagonal
columnar liquid-crystalline phase. This image is reproduced with permission from [1].
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Figure 5: The different deformations in a nematic liquid crystal. This image is reproduced
from [3].
in the liquid crystal community [24, 25, 26, 27]. As we will discuss further in the next
chapter, the twist-bend phase generated interest because of some unusual properties: the
phase shows chiral symmetry breaking. We define modulated nematic phases as textures
which retain nematic orientation on average at long length scales, while exhibiting local
periodic modulations.

2.3. Oseen-Frank Free Energy
All a musician can do is get closer to the source.
John Coltrane

The free energy density of liquid crystalline textures will be described using the Frank free
energy for the rest of this thesis. We will go over the details of this formulation in this
section. The first structural theory of liquid crystalline materials was offered by Oseen in
1933 and was then reformulated and developed by Frank in 1958.
In any liquid crystalline material, like a nematic for instance, surfaces and imperfections in
the material impose particular orientations of the molecules. If the imposed orientations
are not parallel, then curved transitions are required between them. Curvature is also
introduced by the effects of a magnetic or electric field. As we shall see, we may classify
the curvature in a nematic liquid crystal into three kinds; splay, twist and bend. These are
shown in Figure 5.
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To describe such equilibrium curvature, something similar to elasticity theory is required.
In the elasticity theory of solids, when we talk about equilibrium curvatures, we assume
that the material has undergone homogenous strains in small elements. Further, restoring
forces oppose the direction of change of distance between points. In liquids, no permanent
restoring forces exist. In a liquid crystal, we talk about restoring torques which directly
oppose the curvature. We assume that an equivalent of Hooke’s law exists for these torque
stresses, and are proportional to the curvature strains, when they are sufficiently small.
Thus, we may say that the free energy density is a quadratic function of the curvature
strains, with the coefficients being analogous to elastic moduli. In Oseen’s treatment of this
free energy density, he assumes that the energy is expressible as a sum of energies between
pairs of molecules.
We now follow the calculation carried out by Frank. Let n be a unit vector representing the
direction of orientation of the material at any point. The sign of the vector does not have
any physical significance, and we choose it arbitrarily at a single point, and then define it
continuously everywhere else. In three dimensional space, the six components of curvature
can be defined as,

splay: s1 = ∂nx /∂x, s2 = ∂ny /∂y

(2.1)

twist: t1 = ∂ny /∂x, t2 = ∂nx /∂y

(2.2)

bend: b1 = ∂nx /∂z, b2 = ∂ny /∂z

(2.3)

Then, using the linear assumption for small deformations
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nx = a1 x + a2 y + a3 z + O(r2 )

(2.4)

ny = a4 x + a5 y + a6 z + O(r2 )

(2.5)

nz = 1 + O(r2 )

(2.6)

we have

s1 = a1, t2 = a2 , b1 = a3 ,

(2.7)

t1 = −a4 , s2 = a5 , b2 = a6 .

We assume that the free energy density of the liquid crystalline material in any configuration
is a quadratic function of the six different coefficients that measure curvature,

1
g = ki ai + kij ai aj .
2

(2.8)

Here, ki and kij are elastic coefficients. By requiring that the free energy density remain
unchanged under rotations of the coordinate system, we can deduce that only five independent kij exist out of the thirty six possible ones, and only two independent ki . Eliminating
many terms we obtain,

1
1
1
g = C + k11 (s1 + s2 − s0 )2 + k22 (t1 + t2 − t0 )2 + k33 (b21 + b22 )
2
2
2
+k12 (s1 + s2 )(t1 + t2 ) − (k22 + k24 )(s1 s2 + t1 t2 ),
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(2.9)

where s0 = −k1 /k11 , t0 = −k2 /k22 and C = − 21 (k11 s20 + k22 t20 ). If there is no physical
polarity in the molecules, we may assume that g remains unchanged under a transformation
n → −n, x → x, y → −y and z → −z. This would imply that k1 = k12 = 0. Similarly, in
the absence of chirality, g must remain unchanged under the transformation x → x, y → −y
and z → −z. This would imply that k2 = k12 = 0. Thus, s0 vanishes in the absence of
polarity and t0 in the absence of enantiomorphy, and k12 vanishes unless both polarity and
enantiomorphy are present together. We may drop the C to adopt a lower zero for the free
energy density. Futher, the last term can be written as

∂
s1 s2 + t1 t2 =
∂x



∂ny
nx
∂y



∂
−
∂y



∂ny
nx
.
∂x

(2.10)

This contributes only to the surface energy and can be left out when we look at only bulk
properties of liquid crystals. The quantity (s1 s2 + t1 t2 ) relates to an essentially threedimensional kind of curvature. It occurs in what we may call ‘saddle-splay’, when the
preferred directions n are normal to a saddle-surface, and then contributes a positive term
to the energy if (k22 + k24 ) is positive. It is zero if n is either constant in a plane or parallel
to a plane. We can reformulate the above expression in co-ordinate free form as,

1
1
1
(2.11)
g = k11 (∇ · n − s0 )2 + k22 (n · ∇ × n + t0 )2 + k33 ((n · ∇)n)2
2
2
2
1
− k12 (∇ · n)((n · ∇)n) − (k22 + k24 )((∇ · n)2 + (∇ × n)2 − ∇n : ∇n),
2
x 2
where ∇n : ∇n = ( ∂n
∂x ) +(

∂ny 2
∂ny 2
∂ny 2
∂ny 2
∂nz 2
∂nz 2
∂nz 2
∂nz 2
∂y ) +( ∂z ) +( ∂x ) +( ∂y ) +( ∂z ) +( ∂x ) +( ∂y ) +( ∂z ) .

In current standard notation, leaving out the surface term,
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1
1
1
g = K1 (∇ · n − s0 )2 + K2 (n · ∇ × n + t0 )2 + K3 ((n · ∇)n)2
2
2
2

(2.12)

− K12 (∇ · n) ((n · ∇)n) ,

Here, K1 , K2 and K3 are the splay, twist and bend elastic constants, and they define how
resistant the system is to these particular deformations. Further, K12 is zero unless the
system is both polar and chiral. For several calculations in this thesis, we will minimize
the above free energy density for a particular ansatz for the nematic director of a liquid
crystalline texture. At the minimum, we will ask whether the resultant free energy is
negative to determine the stability of the phase. This amounts to comparing the phase
with the uniaxial nematic. If we wanted to carry out this process for a chiral liquid crystal,
we would compare our minimized free energy density to that of the cholesteric phase. In
Chapter 4, when we do stability calculations for the splay-twist phase, the saddle-splay
term will become important as we deal with surface anchoring energies.
It is instructive to consider the case of a nonpolar, nonchiral liquid crystal in the one constant
approximation, i.e. when K1 = K2 = K3 = k. The free energy then has a particularly
simple form,

1 
g = k (∇ · n)2 + (∇ × n)2
2

(2.13)

2.4. Why study liquid crystals?
The unexamined life is not worth living.
Socrates
as recollected in Plato’s Apology, 399 BCE

Most students of science today face the problem of purpose: why am I studying what I am
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studying? Scientific enquiry at the level of fundamental research can seem removed from
everyday life and people. We dismiss the answer that scientific research is a lofty search
for beauty and truth as untimately selfish and decadent. To those who hold this view,
we may sing the lines of an old Hindi song [28], “What is the worth of a life lived only
for yourself?” The question of purpose may seem easier to answer for those carrying out
research in the field of liquid crystalline materials, since such research today is often tied
directly to applications in industry and biology.
Liquid crystal displays are everywhere in modern society, and the display industry around
liquid crystals stood at a $100 billion industry in 2013 [29]. They can be found in smartphones, televisions, computer screens, and instrumentation in aeroplanes and ships, among
other places. They generally use the fact that the orientation of the molecules in a nematic
phase can be controlled by the application of an external electric field, and hence their
colour and birefringence can also be controlled. Mixtures are used to optimize properties,
and the simplest ones make use of surrounding light, which is selectively reflected or absorbed. They consume very low energy compared to the old cathode ray tube displays.
Today, most displays use twisted nematics, or super twisted nematics [30].
Liquid crystals today are being used in many different fields, beyond the display technology
that gave the field its initial push. The temperature sensitive pitch (and hence color)
of many cholesteric materials allows them to be used in thermometers and other sensing
technology[31]. Cholesteric mixtures that change color upon rubbing and vary between
vibrant blues and reds have been used in cosmetic preparations [32], and others as hydration
creams due to their ability to mimic intercellular lipids [33].
Since different properties of liquid crystals are easy to control with electric and magnetic
fields, their combination with other materials has led to a whole field of functional materials.
The development of functional materials with nanometer-scale architectures and the effect
of these architectures on their chemical and physical properties are currently of great interest in materials design. Polymerizable lyotropic liquid crystal assemblies allow one to fix
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the inherent order in these systems using covalent bonds to create robust, nanostructured
materials [34]. Many such materials are also responsive to stimuli, and undergo actuation
with changes in temperature or pH [35, 36]. The field of liquid crystal elastomers and their
networks is fast developing, and will have applications in areas as diverse as solar energy
[37] and the development of artificial muscles [38].
There has been much interest in the use of pH or temperature sensitive lipid based lyotropic
liquid crystalline structures as vehicles for drug delivery [39, 40]. Such systems are prepared
using amphiphilic lipids that are able to spontaneously self-assemble into ordered cubic,
hexagonal or other liquid crystalline structures [41]. The structures are thermodynamically
stable and comprise discrete lipidic and aqueous domains, allowing the incorporation of
molecules of varying physicochemical properties.
These examples give a sense of the immensely wide range of application for liquid crystalline
materials, although they should not be taken as exhaustive, or even as defining of the field.

2.4.1. Broader Purpose
Freedom is the recognition of necessity; science is the cognition of necessity.
D.D. Kosambi
Imperialism and Peace, Science and Freedom, 1952

However, the sincere student may ask if applications in industry make up a goal worthy of
their time and effort, and worthy of dedication of their life to. As W.E.B. Du Bois, one
of the central philosophers and sociologists of the 20th century states in his essay Galileo
Galilei [42], “ What is the world, cries the present Philosophy? It is the growing of grain
and the weaving of cloth, the moving wheels and the building of walls; it is the ability to
do, the earning of livlihood, the creation of wealth. (...) Is this philosophy false? No, but
almost as dangerous, for it is half true.” Du Bois is telling us not only to investigate the
natural world and how to bend it to fulfill the needs of industry, but further to investigate
the aims of industry, and the ultimate aim of industry-driven scientific research.
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Some might say, isn’t the betterment of human life with material progress a worthy goal?
With that, Du Bois would agree, “After all, science is a worthy mistress but there is one
more worthy, and that is humanity.” But this raises the question — do advancements in
industry translate to a forward progress for humankind? Many scientists would say that
this is a question that does not concern them, that questions of this kind are best left
to historians, sociologists and economists. This represents the current dominant view in
academic science which traces back to the European elightenment. To quote Du Bois again,
“Two things in the world are ever miraculous — thought and motion. After the death of the
dark age, the European world awoke in the Italian Renaissance to a sense of the wonders of
human thought — their own keen speculation and the marvels of the rediscovered thought
of the ancient world. Then, imperceptibly, the things thought of displaced the thought of
the thinking, and motion, form, movement, held the attention of men and the Genius of
Galileo.” As Du Bois is pointing out, this kind of division in thought fails to address the
question we are raising - the purpose of scientific work, and the purpose of the life of a
scientist. Who is more well positioned to assess the results and applications of their work
than scientists? Further, these questions must concern us as moral and responsible actors
in society.
The present world order is characterized by nations that have and those that have not.
Du Bois had stated, “The problem of the 20th century is the problem of the color line”,
and so it continues into the 21st century. Ever since the yoke of colonialism gripped the
world, it has been divided into the rich western nations and the darker, developing poor
countries. Since a large part of this thesis is concerned with liquid crystalline materials,
we may ask what is the penetration of a technology such as smart phones in the world?
According to a 2015 survey, while technology usage has been increasing in the third world,
it still lags significantly behind the West [43]. In the United States, for example, over 72%
of adults owned smartphones, while in India the percentage was only 17%. If we do not
limit ourselves to liquid crystals, we could ask for a comparison in other significant statistics,
such as childhood hunger, medicine availability, etc, and would find similarly stark contrast.
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Divisions and disparities also exist within the western nations. In Philadelphia, home to
the University of Pennsylvania, it was found in 2017 that childhood hunger had tripled to
9.7% over the last decade, while child food insecurity was at 17% [44]. All of this exists
despite the spectacular scientific success that has defined the last century. Further, our time
is marked with continuous wars, perhaps more extensive and efficient than any other time
in history due to advancements in military technology. The full extent of social problems in
the world caused by militarism, poverty and racism is beyond the scope of this exploration.
Our aim in delving into these subjects here is to point out that in such a situation, and faced
with the contradiction of the purpose and result of their work, it becomes imperitive that
the scientist concerned with mankind push for social change along with scientific research.
Then why is it that a significant movement among scientists does not exist for the restructuring of scientific research and industry? The answer to this question is complex and must
include dominant funding sources for research like big corporations, and the department
of defense, as well as the tenure system. This is a question that demands attention and
investigation from within the scientific community.
In Galileo Galilei, Du Bois traces the life of the famous astronomer Galileo, and judges his
life’s work, similar to how we might judge ours. He paints a picture of Galileo’s achievements,
in a time of unscientific thinking and superstition, “Here then was a human soul that
walked into this world naked and unashamed, that dared to see what his own eyes saw and
think whither his own clear logic went. A dangerous soul — a Revolutionist greater than
Robespierre, a socialist wider than Marx or Gorky — a very creator of a new heaven and
a new earth.” He tells us of how Galileo was a learner and teacher of men, of his many
discoveries: the law of falling bodies, the telescope, the moons of Jupiter. Then Du Bois
turns his attention to the central struggle in Galileo’s life: his struggle with the Catholic
Church. Galileo was hounded for contradicting church dogma that the Earth formed the
center of the universe. He faced the inquisition for his groundbreaking proclamation that
the Sun was at the center of the solar system, and the Earth revolved around it. How
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did Galileo resolve this struggle? For fifty years Galileo hesitated and tried to escape the
tentacles of the church without taking a stand. Finally at age seventy he was pulled by up
the Inquisition to the Vatican, and then, to save his life for nine more years, Galileo lied.
Du Bois poses the question: how then should we judge a great but cowardly scientist like
Galileo? “...on the one hand his service to mankind: his discovery of motion in the solar
system, and on the other place the cowardice of his lie; on the one hand the avantage of a
mechanical knowledge of the universe and on the other the necessity of faith in one’s fellow
men as the foundation stone of society. Which is the greatest? Which is the sorest wound
to human progress — the loss of a valuable body of knowledge or the voluntary misdirection
of human faith? A blow at the upbuilding of Truth or a blow at its very foundations?”
This is the question that we face today as we attempt to carry out scientific research with
the spirit of progress and a search for the truth. Like Galileo, we are faced with a choice: to
build up research on the foundations of an unjust society, or to attempt to change society
so we might once again realign the aims of science with the progress of humanity.
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CHAPTER 3 : MODULATED LIQUID CRYSTALLINE PHASES: The
Twist-Bend and Splay-Bend

Neither from itself nor from another,
Nor from both,
Nor without a cause,
Does anything whatever, anywhere arise.
Mulamadhyamakakarika by Nagarjuna, 250 CE

Liquid crystalline materials show a rich variety of structures and phases. Indeed even if
we focus on the smectic or cholesteric mesophases, there are a nearly unlimited variety of
structures and motifs. On the other hand, achiral nematic phases, the backbone of the
display industry, the workhorse of experiment, and the most well understood have only a
few variants (it has not escaped our attention that their simplicity is the key to their value
as devices). Only a handful of distinct nematic phases have been found, and the space of
possible configurations is highly restricted for achiral molecules. It is well known that achiral
rod-like and discotic molecules form uniaxial nematics, and also biaxial nematics [45, 46, 47].
Over the past few decades, the study of bent core molecules has led to the discovery of a
nematic phase in which the director field of achiral molecules follows an oblique helicoid,
maintaining a constant oblique angle with a helical axis [26, 48, 25, 27, 49]. The texture is
splay-free, having only twist and bend distortions. This new phase, the twist-bend phase,
has attracted attention due to its unusual properties —- a spontaneously chiral phase is
formed out of achiral molecules [50, 51]. Additionally, experiments show three times larger
bend flexoelectric coefficients in bent core molecules than the typical value in rod-like liquid
crystals [52, 53]. A schematic of this phase is shown in Figure 6.
With this phase as the backdrop, it is natural to contemplate additional nematic phases
that show only twist and splay, or only splay and bend deformations. These three together
exhaust the possibilities of what we will call ‘modulated nematic phases’. Modulated ne-
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(a)
Bend

Twist-

(b) Splay-Bend

Figure 6: The figure shows a twist-bend and splay-bend structure. the twist-bend structure
has molecules rotating about the z direction while maintaining a constant angle with it. In
the splay-bend texture, molecules oscillate along the z direction in two dimensions.
matic phases are liquid crystalline phases that retain nematic ordering on average even as
they show periodic deformations locally. In this chapter, we will focus on the twist-bend
phase, and the twist-less ‘splay-bend’ phase, which is shown in 6. Splay-bend phases have
recently been discovered in experiment, and are the subject of much recent theoretical and
experimental work [54, 55, 56].
The mechanism behind the emergence of the twist-bend and splay-bend phases remains
debated. Initial work argued that a purely elastic instability, resulting from negative bend
elastic constants, could explain the emergence of both these phases [4, 57, 58]. More recent
theoretical work shows that a linear coupling between polar order and the deformations of
the nematic director can give effective elastic constants, which can then be driven negative
with changing temperature [59, 60]. Bend flexoelectric couplings have been used to explain
twist-bend phases, and a combination of both bend and splay flexoelectricity to explain
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splay-bend phases. Recent work shows that combinations of flexoelectricity and intrinsic
chirality also predict yet unseen, but related, modulated phases [61].
Another mechanism that does not require higher order terms does exist for the twistbend texture [62] but requires chiral bond order: upon cooling, nematic liquid crystals can
give rise to a liquid crystalline phase with nematic order and hexatic order in the plane
perpendicular to it [63]. If the hexatic order is itself chiral, then the twist-bend texture
is stable. Such a mechanism would predict the emergence of twist-bend and splay-bend
phases without the need for stabilizing arbitrary higher order terms but pushes the problem
on to find a mechanism for spontaneous achiral symmetry breaking in the case of achiral
molecules.
In this chapter we will summarize the theoretical treatment of the formation of twist-bend
phases. Taking inspiration from this literature, we will consider both bond orientational
order and flexoelectricity as effects that can stabilize splay-bend phases, also shown in the
schematic in Figure 6. Although flexoelectricity has been considered before, we show that
different forms of the splay and bend couplings can give us two distinct splay-bend phases
with different modulations [4, 54]. The chapter is organized as follows. In Section 3.1, we
summarize the results of a seminal paper by Dozov that argued that elastic instability alone
can explain the emergence of both twist-bend and splay-bend phases. In Section 3.2, we
consider bond orientational order as a mechanism that can lead to twist-bend phases, and
show that nematic symmetry and phase chirality make bond order an unlikely mechanism
for splay-bend. Next, in Section 3.3 we consider flexoelectric effects and look at the splay
and bend flexoelectric couplings that could give rise to splay-bend phases with different
modulations. In Section 3.4, we look at the two different ‘splay’ phases that have been
addressed in the literature, splay-bend [4] and splay nematic phases [54], and show that
these are related to each other by an exchange of the bend and splay deformations.
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3.1. Elastic Instability
The initial explanation for the formation of twist-bend phases was offered by Dozov [4].
The paper argued that there was no intrinsic symmetry reason to forbid negative elastic
constants, and proposed that the banana shape of molecules that show the twist-bend phase
could cause the bend elastic constant to be negative. A negative bend elastic constant
induces spontaneous bend into the system. Since constant bend in a liquid crystalline
system is not possible, the texture can combine bend deformations with either splay or
twist to form two distinct modulated nematic phases: the splay-twist or the splay-bend.
However, a negative bend elastic constant causes the free energy density to be unbounded
from below; it becomes more negative with increasing bend in the system. To make the
free energy once again bounded, we add three higher order terms,

1
f = fn + {C1 [(nl nk )00 ]2 + 2C2 [(nz nk )00 ]2 + C3 [(n2z )00 ]2 },
4

(3.1)

where 00 is equivalent to d2 /dz 2 , repeated indices are summed over and fn is the usual Frank
free energy given by

fn =

K1
K2
[n(∇ · n)]2 +
[n · (∇ × n)]2
2
2
K3
+
[(n · ∇)n]2 .
2

(3.2)

Note that the higher order terms did not have any physical motivation, and are arbitrary.
The twist-bend phase can be described by a nematic director field of the form,

ntb = {sin θ cos qz, sin θ sin qz, cos θ},

(3.3)

where θ denotes the tilt of the molecules from the z axis and q denotes the pitch of the
texture. A schematic of the texture from the original paper is shown in Figure 7 for reference.
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Figure 7: The figure shows a schematic of the twist-bend and splay-bend structure reproduced from [4]
With higher order terms and in the limit θ << 1, we can then calculate the free energy
density of the twist-bend phase as

1
ftb = (K2 θ4 q 2 + K3 θ2 k 2 + Cθ2 k 4 ).
2

(3.4)

Minimizing this free energy density with respect to θ and q, we can calculate that at the
minimum,

f¯tb =

K33
<0
54CK2

(3.5)

if K3 < 0. Hence, there is a second order phase transition at K3 = 0 from a uniaxial
nematic to the twist-bend modulated nematic phase.
Similarly, we may address the possibility of a splay-bend phase. We write down the functional form of the splay-bend texture as
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n1 =

n

o
sin [θ sin(qz)] , 0, cos [θ sin(qz)] ,

(3.6)

where θ now denotes the maximum angle that the molecules make with respect to the z axis,
and q is once again the pitch of the texture. This texture is also shown in the schematic in
Figure 7. This describes an oscillating, two-dimensional structure that alternates between
regions of splay and bend deformations. Here, q is the pitch of the phase and θ is the
maximum angle to which the molecules tilt. Calculating the free energy in the limit θ << 1,

fsb

1
=
4




1
4 2
2 2
2 4
K1 θ q + K3 θ k + Cθ k .
4

(3.7)

Once again minimizing with respect to the texture parameters θ and q, we find

f¯sb =

K33
< 0.
27CK1

(3.8)

Once again, this is a stable phase for a negative bend elastic constant, K3 . Note that for
K2 < K1 /2, the twist-bend phase is more stable than the splay-bend and vice-versa. These
are neat calculations, but retain the problem of an unbounded free energy, and unphysical,
arbitrary higher order terms. As mentioned, having a negative elastic constant is equivalent
to saying that there is some spontaneous bend in the system. This can be achieved through
other physical mechanisms that produce an effective bend elastic constant.

3.2. Bond Orientational Order
Previous work shows how hexatic bond order in a chiral liquid crystal can give rise to a
‘conical phase’ with the same texture as the twist-bend phase, while circumventing the
need for higher order terms [62]. Drawing from this work, we consider now whether this is
a viable mechanism to induce the splay-bend phase. Consider a nematic system with bond
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orientational order in the plane perpendicular to the nematic director. For our purposes, it
is sufficient to consider the general case without specifying the number of nearest neighbors.
The fluctuations in the nematic director, n, are given by the Frank free energy density
given in equation 3.2 with K1 , K2 and K3 being the splay, twist and bend elastic constants,
respectively. Here and throughout the following sections we require that these elastic constants are positive. Apart from the contributions to the free energy from modulations in
the director field, we want to account for interactions between the director and the bond
angle. The bond angle, Φ, quantifies the bond order in the system. The definition of Φ
depends on the definition of the nematic director field [62]. In particular, it follows the
nematic symmetry, and Φ → −Φ under the transformation n → −n. We expect that the
bond order contribution to the free energy density has a term that penalizes any sharp
changes in Φ, and a term that captures the interaction between Φ and n.
Since we require that the overall nematic symmetry is preserved in the free energy density,
any term that represents the interaction between the bond angle and the nematic director
must have an even power of Φ and n together. This means, for a term linear in ∇Φ, the
interaction term must have an odd power in n.
The twist-bend phase has a chiral structure, and so a chiral interaction term is expected.
In order to construct the interaction term then, we want a vector with an odd number of
derivatives to account for chirality, and an odd power of n to preserve nematic symmetry.
The lowest order term that satisfies these constraints is n · ∇Φ. Considering this term,

fΦ =

KA
(∇Φ)2 − KA q0 (n · ∇Φ)
2

(3.9)

where the full free energy density is f = fn +fΦ and fΦ is the contribution to the free energy
density from bond orientational order. The total free energy can be minimized to determine
the parameters of the phase and the bond angle, Φ, as a function of the Frank constants,
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(a) Splay-bend phase in
Eq. (3.6)

(b) Splay-bend phase in
Eq. (3.13)

Figure 8: Schematics of the splay-bend phase in the ansatz in Eqs. (3.6) and (3.13) showing the maximum angle θ. The modulations are parallel to the average nematic director
direction in the left schematic, and perpendicular to it in the right.
the pitch (q0 ), and the bond-angle stiffness (KA ). Since the interaction term is of lower
order than the terms in the Frank elastic energy, the total free energy remains bounded
from below. Indeed, extremizing over Φ we have ∇2 Φ = q0 ∇ · n. For the twist-bend texture
ntb = [cos(qz) cos θ, sin(qz) cos θ, sin θ] and we can only have ∇Φ = v0 ẑ, a constant vector
along the z-axis. Minimizing over the value of v0 and integrating over a period generates a
term [62]
fΦ = −

KA q02
sin2 θ
2

(3.10)

and the bond order acts as a magnetic aligning field as studied half a century ago by
R.B. Meyer [64], stabilizing the texture. Note that this mechanism is markedly different
from the bold proposal of Dozov [4] that requires that Frank constants become negative.
However, this mechanism for a twist-bend texture requires chirality, something absent from
the observed systems.
Here, we drop chirality and attempt to build a bond-orientational order model that stabilizes
a splay-bend texture. For splay-bend, we use again the ansatz in equation 3.6. The direction
of modulation here is parallel to the average nematic director field as shown in Figure 8.
Using this to calculate the splay and bend free energy density contributions, and averaging
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over a period π/q, we find a free energy density

i K q2 h
i
K1 q 2 h 2
3
f¯n1 =
θ − θJ1 (2θ) +
θ2 + θJ1 (2θ)
8
8

(3.11)

Here, Jν (z) are Bessel functions of the first kind. Using the properties of Bessel functions it
is straightforward to check that when both K1 and K3 are positive, f¯n1 ≥ 0 and has only one
minimum at θ = 0, the uniaxial namatic. Since the splay-bend phase is achiral an achiral
coupling is necessary, f˜Φ . The symmetries that the new term must have are as follows:
continuing to require that the nematic symmetry, n → −n, is preserved, the interaction
term must have an even power of Φ and n together. Further, since the texture is achiral,
we assume that the interaction term must also be achiral and thus even in derivatives of
fields. Thus a term linear in ∇Φ, requires a vector with an odd order of derivatives, and an
odd power of n.
We may then list our the possibilities for the lowest order term: one could consider interactions that involve the splay vector, n(∇ · n), but these do not follow the nematic symmetry.
The same is true for interactions that involve the bend vector, n × (∇ × n).
One possibility that has the required symmetries is ∇Φ · (∇ × n). In this case, the extremal
equation for Φ is again ∇2 Φ = 0. Since ∇ × n1 = [qθ cos(qz) sin (θ sin(qz)) , 0, 0], we can
consider the standard harmonic solutions of Laplace’s equation for Φ. If ∇Φ · ∇ × n1 6= 0
then Φ must depend on x. There is the solution linear in x which, when inserted and
averaged over a z period results in no coupling between the bond order and the director.
Other solutions are of the form cosh(αxi ) cos(αxj ) where i 6= j and α is a constant. Since we
would need ∂x Φ 6= 0, the only possible term that would not vanish upon spatial averaging
would be of the form Φ = cosh(αx) cos(αz) (up to translations). Unfortunately, while
surviving the z-averaging, a solution like this would lead to an unbounded free energy
density. Whether it is possible to have defect walls between regions of bounded ∇Φ is the
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topic of future work.
Finally, were we to consider an interaction higher order in derivatives than either the bend
or splay vectors, we would generate an odd power of q higher than 2 in the free energy
integrated over one pitch, requiring even higher order terms to assure stability. Since that
was the raison d’être for considering this mechanism, we conclude that there are then no
interaction terms that have the appropriate symmetries, and a low enough order to give a
non-trivial minimum for q and θ.
We conclude then, that bond orientational order is not a simple mechanism that can give
splay-bend phases. In order to get a splay-bend phase, a vector field, like the polarization
vector, P, is required [59]. Such a field plays the part of a vector that need not follow the
nematic symmetry. Several of the interaction terms that are not available to us with the
bond angle are then permitted by symmetry.

3.3. Flexoelectricity
The flexoelectric effect is a linear coupling between a polarization vector and director deformations. Such a coupling may arise because of factors such as molecular shape [65]. A
coupling may be constructed with either the splay or bend vectors that, in turn, gives rise to
an effective negative K1 or K3 , respectively [59, 55]. Such a coupling induces spontaneous
splay or bend in the system. We saw how a negative effective K3 can lead to both the
twist-bend and splay-bend phases [4]. Similarly, a negative effective value of K1 has been
used to explain the observation of the splay nematic phase [54].
We look at both of these couplings independently. We consider the following ansatz for the
polarization vector, P and nematic director field n [54],
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n2 =

n

sin [θ sin(qx)] , 0, cos [θ sin(qx)]

o

P = n2 p cos qx

(3.12)
(3.13)

This ansatz is different from the one in Eq. (3.6), and the direction of modulation is
perpendicular to the average direction of the nematic director field, as is shown in Figure 8.
We will show in the next section how the two splay-bend systems can be mapped on to each
other. This form for the polarization, P, breaks the nematic up/down symmetry. When
averaging over the sample, modulations that are at different wavelengths than 2π/q will
vanish and so we pick the dipole modulation accordingly. For a splay flexoelectric coupling,
the free energy density is

t
b
fsplay = fn − γP · [n(∇ · n)] + (∇P)2 + P2
2
2

(3.14)

where γ, b and t are Landau coefficients. The coefficient t is determined by various factors
such as electrostatic energy, entropy which make a positive contribution, and packing energy
that depends on molecular shape which has a stabilizing effect. With all these contributing
factors, t changes with temperature and drives the transition to a spontaneously polarized
state [54]. Since the free energy is second order in n, the effective period of its variation is
π/q. Inserting the ansatz into the free energy density, and integrating over a period π/q,
we find an average free energy density of

 K3 2  2

K1 2  2
f¯splay =
q θ + θJ1 (2θ) +
q θ − θJ1 (2θ)
8
8
2

J1 (θ) tp
b
− γpq
+
+ p2 q 2 3θ2 + 4
θ
4
16
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(3.15)

This free energy can then be minimized with respect to p and q to obtain the following
expressions at the free energy minimum,

2
qsplay

√
4 t
= −
×
b(3θ2 + 4)
(
)
√
√
2 2γ|J1 (|θ|)|
t+ p
(K1 + K3 )θ2 + θ(K1 − K3 )J1 (2θ)

psplay =

8θγJ1 (|θ|)qsplay


2
|θ| b (3θ2 + 4) qsplay
+ 4t



(3.16)

(3.17)

Note that the radicand in (3.16) is non-negative (f¯n1 ≥ 0). In order to check the validity of
these expressions, we plug in typical values of the different constants and take θ ∼ 1. Using
K1 = 1 pN, K3 = 10 pN, γ = 10−3 V, b = 2×10−18 V m3 /(A s) and t = 8×10−8 V m/(A s),
we obtain q = 0.1 nm−1 and p = 107 (A s)/m2 . This is consistent with experiments where
a nanometer range for pitch is observed [54]. Further, using the typical density of 1 g/cm3 ,
the value of the polarization density, p translates to a molecular polarization of 10 Debye,
which is approximately the same as that of the molecule of RM734 seen to form splay-bend
phases [54].
We substitute these expressions for psplay and qsplay into the free energy and plot it as a
function of the maximum angle θ in Figure 9. As can be seen, there is a nontrivial minimum
at a non-zero value of θ, so the splay-bend phase is stable in the case of a splay flexoelectric
coupling.
In the case of a bend flexoelectric coupling, the only term that changes is the interaction
term with coupling γ. A bend flexoelectric coupling is of the form P × [n × (∇ × n)].
However, this is a vector. If, however, the material were sandwiched between two different
plates separated in the direction perpendicular to director (the y-axis), then a coupling of
the form ŷ · (P × [n × (∇ × n)]) is allowed. Further, a term of this form is a pseudoscalar,

33

f
-π

-

π

π

2

2

θ
π

f splay

-10

-20

-30
f bend
-40

Figure 9: Plot of f¯splay and f¯bend as a function of θ at the free energy minimizing values of
q and p. The plots clearly show that both free energies have a minimum at a non trivial
value of θ, implying that the splay-bend phase is a possibility with both couplings. The
parameter values are K1 = 1.5, K3 = 2, γ = 40, b = 2 and t = 10.
and the coupling constant γ also must be a pseudoscalar. The strength of this coupling
depends on the strength of the anchoring conditions and is characterized by γ. We require
that the assymetry in the ŷ direction is strong enough for the term to be of significant
magnitude. In this case the average free energy density is
f¯bend =

 K3 2  2

K1 2  2
q θ + θJ1 (2θ) +
q θ − θJ1 (2θ)
8
8

tp2
b 2 2
H 1 (θ) +
−γpqH
+ p q 3θ2 + 4
4
16

(3.18)

Here, H ν (z) is the Struve function of order ν. Repeating the same procedure as earlier,
we plot the average free energy density in Figure 9. As can be seen, a nontrivial minimum
exists at a higher value of θ than for splay flexoelectricity. Thus, we conclude that the
splay-bend phase given by the ansatz in Eq. (3.13) can be obtained by either splay flexoelectric coupling or a bend flexoelectric coupling along with a sample asymmetry, providing
the direction ŷ.
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3.4. Splay-Bend and Splay Nematic Phases
Previous work on nematic phases with splay and bend modulations makes a distinction
between the ansatz in Eq. (3.13), a ‘splay nematic phase’, and the ‘splay-bend phase’ in
Eq. (3.6) [54]. In particular, the direction of the modulation is perpendicular to the director
in Eq. (3.13), as opposed to along the director, as in Eq. (3.6). In the ‘splay-bend phase’,
the splay and bend contributions to the free energy density, integrated over a period π/q,
are then

i K q2 h
i
K1 q 2 h 2
3
f¯n2 =
θ + θJ1 (2θ) +
θ2 − θJ1 (2θ)
8
8

(3.19)

As can be seen from a comparison of the above equation with Eq. (3.11), the splay and
bend contributions have been interchanged. The two systems can be mapped on to each
other by exchanging K1 with K3 . The ‘splay nematic phase’ and the ‘splay-bend phase’
are closely related phases. This is expected since a rotation of the nematic director field
by π/2, as would be required to turn n1 into n2 , would turn splay deformations into bend
deformations and bend into splay. If we consider the case where the polarization vector has
its origins in shape asymmetry for bent-core molecules, a spontaneous bend in the system
would be equivalent to a spontaneous splay in a similar system of wedge-shaped molecules,
since the two shapes can be related to each other by a rotation of π/2. A mechanism that
leads to a ‘splay-bend’ phase of bent-core molecules would then induce a ‘splay nematic’
phase in a system of wedge-shaped molecules.
We could have begun by using the ansatz in Eq. (3.6), and repeated the process outlined
in Section 3.3 by inserting the new ansatz into the free energies with the two different
flexoelectric couplings. Minimizing with respect to q and p, we would find that the results
in Section 3.3 are reversed, and the curves for f¯splay and f¯bend interchanged in Figure 9.
Thus, both the splay-bend and ‘splay nematic’ phases can be obtained with splay and bend
flexoelectric couplings, and can be related to each other by an exhange of the bend and
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splay elastic constants.

3.5. Conclusions
In this chapter, we considered three different mechanisms that have been proposed to explain
twist-bend phases, and attempted to apply them to explain the splay-bend phase. The
first of these was the hypothesis of elastic instability, which causes elastic constants to be
negative, and leads to an unbounded free energy density. We demonstrated that while bond
orientational order is a mechanism that could circumpass the problem of an unbounded free
energy, nematic symmetry and achirality of the splay-bend phase prevent it from explaining
the formation of the splay-bend phase. Flexoelectricity provides a viable mechanism for
introducing splay and bend modulations in nematic systems. Bend and splay flexoelectric
couplings lead to effective elastic constants that stabilize splay and bend modulations. Both
flexoelectric couplings can give rise to splay-bend phases with modulation in the average
direction of the director field or modulations perpendicular to the average direction of the
nematic director. These two modulations, treated previously in the literature as ‘splaybend’ and ‘splay-nematic’ phases, are related to each other by an exchange of the splay and
bend elastic constants.
In the next chapter, we will consider the possibility of a third molulated phase that is
bend-less: the splay-twist.
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CHAPTER 4 : GNOMONIOUS PROJECTIONS OF THE HOPF FIBRATION:
The Splay-Twist Phase

A rope stretched along the length of the diagonal produces an area which the
vertical and horizontal sides make together.
Sulba Sutra of Baudhayana, 800 BCE

Topology and geometry have played an important role in illuminating the myriad textures
that liquid crystals can make [66, 67, 68, 69]. For instance, the blue phase of cholesteric
liquid crystals has a frustrated texture in R3 with regions of double twist seperated by
a lattice of disclination lines [70, 71]. A schematic of the blue phase and its lattice of
disclination lines can be seen in Figure 10. The texture can be made frustration-free when
placed in the curved space of S3 [72]. Further, the smooth double twist structure in S3
is tangent to a fascinating fibration of S3 with great circles, known as the Hopf fibration
[73, 74]. In this chapter, we will take inspiration from this history to explore projections
of the Hopf fibration for a twisted nematic texture that is bend-free. We will show that
in order to make a bend-free texture, we need a projection that preserves geodesics, the
gnomonic projection. We call the texture which results from taking the gnomonic projection
of the Hopf fibration ‘splay-twist’.
The splay-twist texture is the third modulated phase we spoke about in the last chapter,
other than the twist-bend and splay-bend phases that lack splay and twist, respectively
[4, 26, 48]. We will show that ‘splay-twist’ domains consists of molecules following a straight
line ruling on the surface of a series of hyperboloids. The angle of the straight lines with the
hyperboloid axis increases with increasing distance from the center of the texture, allowing
the architecture to be space-filling. The splay-twist texture is shown on the left hand sides
of Figure 13 and 14. Further, at large distances from the center, the phase resembles a
hedgehog nematic texture.
This chapter is organized as follows. We will first begin by taking a mathematical interlude
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Figure 10: (a) Schematic illustration of blue phase I unit cell. The blue cylinders indication
the DTCs, and the green lines indicate the disclination lines. (b) Schematic illustration of
blue phase II unit cell. This schematic has been reproduced from [5] for reference.
in which we will explore some aspects of the Hopf fibration and its different projections
in Section 4.1. In Section 4.2 we examine the elastic free energy of the splay-twist phase,
and show that the phase can be stabilized with saddle-splay as in the blue-phase, or with
anchoring conditions, like hedgehog nematic textures.

4.1. The Hopf Fibration and Its Gnonomic Projection
4.1.1. Cholesteric Blue Phases
Cholesteric blue phases occur mainly in binary mixtures of nematic and cholesteric liquid
crystals and are observed in a very narrow range of parameters between the isotropic and
cholesteric phases [75]. The director field n follows the double twist condition,

∂i nj = −qijk nk ,

(4.1)

where 2π/q is the cholesteric pitch and ijk is the totally antisymmetric tensor. The free
energy density for the blue phase can be defined as
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f=

KX
[(∇i n)j ]2 ,
2

(4.2)

where ∇i is the double twist connection

∇i = ∂i nj + qijk nk .

(4.3)

The free energy would reach an absolute minimum then when the double twist condition
holds everywhere. In other words, it would be minimized by a vector field parallel to the
above connection. However, it can be shown that a vector field that satisfies this condition
does not exist in R3 since the connection has curvature. The system is then geometrically
frustrated. Cholesteric liquid crystal blue phases consist of lattices of double twist regions
seperated by lattices of disclination lines, as is shown in Figure 10.
It is however, possible to generate such a vector field on the hypersphere S 3 with radius
R = 1/q, and we can say that when the double twist structure is put in the curved space of
S3 the system ceases to be frustrated, and its texture is space filling [72]. In S3 , the nematic
structure of the blue phase is tangent to a fibration of S3 with great circles, known as the
Hopf fibration. The Hopf fibration has a wide variety of physical applications including magnetic monopoles, rigid body mechanics, and quantum information theory [76, 77, 78, 79].
Indeed, the imprint of the Hopf fibration can be seen in at least “seven different physical
systems” [80], and has previously been studied in the context of nematic liquid crystal defects [69, 81].

4.1.2. Hopf Fibration
Hopf’s original paper [82] represented a breakthrough in homotopy theory. Homotopy
theory seeks to investigate properties of a space that remain constant under sontinuous deformations. One way to do this for an unfamiliar space M is to look at similar deformations
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in a familiar space N under continuous maps that connect N → M . Two maps whose set of
images can be continuously deformed from one to another are called homotopically equivalent. Then, if we know properties of N and also about the set of homotopically equivalent
maps from N to M , we can know something about M . One of the most difficult problems
in homotopy theory is to determine the homotopy equivalence classes of maps Sn → Sm
such that m < n. For the other case where m > n, the problem is uninteresting. Hopf’s
discovery of a map from S3 → S2 was a breakthrough in the field.
In the following, V = (X, Y, Z) = (sin θ0 cos φ0 , sin θ0 sin φ0 , cos θ0 ) are coordinates on S2 ,
(x̃, ỹ, z̃, w̃) are coordinates in R4 , and (x, y, z) are coordinates in R3 . The Hopf fibration is a
map from S3 → S2 . We parameterize S3 ⊂ R4 by (x̃, ỹ, z̃, w̃) such that x̃2 +ỹ 2 +z̃ 2 +(w̃−1)2 =
1 (a three-sphere in R4 sitting “above” R3 ). The preimage of the vector V is then a great
circle on S3 parameterized by an angle ψ ∈ [−π, π),

p
x̃ = (X sin ψ − Y cos ψ)/ 2(1 + Z)
p
ỹ = (Y sin ψ + X cos ψ)/ 2(1 + Z)
p
z̃ = (1 + Z)/2 cos ψ
p
w̃ = (1 + Z)/2 sin ψ + 1.

(4.4)

The preimage can be visualized as in Figure 11. The image shows both points on S2 and
the stereographic projection of their preimage in S3 . As can be seen, each point on S2 maps
back to a circle, and the whole circle maps to a torus. The remarkable thing about this
map is that we can break up all of S3 using circles, or S1 such that the set of all circles
can map to the complete surface of S2 . In other words, the map from each point on S2 to
a unique S1 does not make an uninteresting space like S2 × S1 , but is able to construct S3
globally. Note that locally at each patch S3 and S2 × S1 are indistinguishable. Further, any
two points on S2 map to two circles in S3 that link exactly once. This is known as a Hopf
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Figure 11: This is a still from an animation of the Hopf fibration by Niels Johnson [6]. The
right side shows points on S2 and the left side shows the stereographic projection of their
preimage in S3 .
link, and this property is intimately linked to the fact that this map from S2 can give us a
fibration of S3 using S1 .

4.1.3. Projections from S3 to R3
In order to visualize the Hopf fibration, the image in Figure 11 uses a stereographic projection from S3 to R3 . This is one of many different projections we could have considered,
and in this section we will look at the different projections from a curved space like S3 to a
flat space like R3 . We will begin by looking at what projections look like in one dimension
lower, from S2 to R2 . This is the same as the problem of mapping the earth on to a flat
sheet of paper, and hence is an extensively studied problem in cartography.
Perhaps the simplest projections are central projections. Consider a sphere perched next to
an image plane. Then, we can chose a point called the center of projection in the sphere.
In order to find the image of a point on the plane, we can simply take the line through the
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(a) Stereographic

(b) Gnomonic

Figure 12: The figure shows a stereographic and gnomonic projection from S2 to R2 .
center and the point to find where it intersects the plane. For a stereographic projection,
the center of projection is chosen to be the north pole, while the image plane is tangential
to the south pole. This is shown in Figure 12.
If the point P shown in the figure is at a distance z from the plane of projection, then it
maps to the point R under the stereographic projection such that

R=

2r
P.
2r − z

(4.5)

The stereographic projection preserves circles and angles. The entire sphere is conformally
mapped to the Riemann sphere, R2 ∪ {∞}, sending circles to circles.
The gnomonic projection is also a central projection in which S2 is projected through the
center of the sphere to the two-dimensional plane upon which the sphere sits. This is also
shown in Figure 12. If the point P shown in the figure is at a distance z from the plane of
projection, then it maps to the point R under a gnomonic projection such that

R=

r
P.
r−z
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(4.6)

In the gnomonic projection, however, only the southern hemisphere can be mapped to R2
— the equator does not map to a unique point at infinity. However, if we consider a great
circle on S2 then it lies in a plane with the sphere center. That plane intersects R2 in a line
— the gnomonic projection preserves geodesics.
Other than these two central projections, there also exist conical projections like the Lambert projection which preserves area. In the next section, we will extend these projections
to one dimension higher, and take the projection of the Hopf fibration from S3 to R3 . For
a review of projections of the sphere, see [83].

4.1.4. Projections of the Hopf Fibration
As mentioned, the stereographic projection S3 to R3 will map great circles to circles and
the gnomonic projection from S3 to R3 will map great circles into straight lines (i.e., the
intersection of R2 with R3 in R4 is a straight line). We began looking at the Hopf fibration
to look for projections that would give us a bend-free texture. Thus, we will now consider
the gnomonic projection of the Hopf fibration, since a texture without bend implies the
presence of straight lines. This suggests that we look at a projection of the Hopf fibration
that maps great circles to straight lines or, in other words, preserves geodesics.
The gnomonic projection from S3 to R3 is

(x, y, z) = (x̃, ỹ, z̃)/(1 − w̃)

(4.7)

This can only project one hemisphere of S3 to R3 since (1 − w̃) vanishes on the equator of
q
S3 where x̃2 + ỹ 2 + z̃ 2 = 1. Employing the fibration in (4.4) we find 1 − w̃ = 12 (1 + Z) sin ψ
and so
(x, y, z)V =


1
X − Y cot ψ, Y + X cot ψ, (1 + Z) cot ψ
(1 + Z)

(4.8)

For each V this is the equation for a straight line parameterized by cot ψ with ψ ∈ [−π, 0]
(the southern hemisphere) or s ≡ cot ψ ∈ (−∞, ∞). The tangent to each of these lines
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defines the nematic director,

n = [− sin(θ0 /2) sin φ0 , sin(θ0 /2) cos φ0 , cos(θ0 /2)]

(4.9)

Thus, the process of taking the preimage of the Hopf fibration and then a gnomonic projection amounts to a map that rotates the azimuthal angle by π/2 and halves the polar angle
- a meron configuration on the two-sphere at infinity [84].
We can also think of the gnomonic projection as being generated by the method of characteristics. We can merely project from S3 onto the z = 0 plane of R3 and then generate
the characterstics generated by (n · ∇)n = 0. In the last section we will discuss the conditions that prevent any shocks from occuring — when two characterstics collide. Note that
although we draw the characteristics as lines, we are imagining here only a nematic texture
made of short molecules. Were we considering, instead, polymer nematics, then we would
have to account for the increased K1 associated with splay-density coupling [85].
Continuing, we write ρ2 = x2 + y 2 , and find

ρ2 = (1 + z 2 )

X2 + Y 2
= (1 + z 2 ) tan2 (θ0 /2)
(1 + Z)2

(4.10)

and so we see that for each θ0 the Hopf fibration sweeps out a hyperboloid with a waist
radius of tan(θ0 /2). As θ0 grows from 0 to π the hyperboloids nest with polar angle θ0 /2,
eventually forming an azimuthal defect in n at infinite ρ, when θ0 = π. To find θ0 as a
function of (x, y, z), we invert (4.8) and find

Y
1+Z
X
1+Z

=
=
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y − xz
1 + z2
x + yz
1 + z2

(4.11)

so that tan(θ0 /2) =

√

√
√
√
X 2 + Y 2 /(1 + Z) = ρ/ 1 + z 2 and cos(θ0 /2) = 1 + z 2 / 1 + r2

where r2 = x2 + y 2 + z 2 . Finally, we get the nematic director field as a function of (x, y, z),
#
√
x + yz
−y + xz
1 + z2
√
√
,√
,√
n= √
1 + z 2 1 + r2
1 + z 2 1 + r2
1 + r2
"

(4.12)

Note that as r → ∞, n → (x/r, y/r, z/r) in the upper half-space (z > 0), as in a hedgehog
configuration. For z < 0, however, n → −(x/r, y/r, z/r). As a result, there is no net
hedgehog charge in any finite volume. This is not a surprise since the core is defect-free.
The difference between this configuration and the true hedgehog can be seen at z = 0.
When z = 0, the texture is a meron configuration, with n = ẑ at the origin and a winding
of +1 as r → ∞ [86, 84]. Were this texture a true hedgehog, there would be a radial
defect at infinity. The winding near the z = 0 plane is responsible for zeroing the hedgehog
charge. Finally, this configuration would be dilated or contracted had we projected from
the three sphere of radius λ 6= 1. In this case we would replace the R3 coordinates with
(x, y, z) → (x, y, z)/λ. We will only focus on λ = 1 in the following calculations since this
just amounts to a change in overall scale.
To visualize this texture, it is instructive to consider a one-parameter family of projections
that interpolates between the stereographic projection and the gnonomic projection. Using
the parameter t ∈ [0, 1] we have the projection from S3 to R3 :

[x(t), y(t), z(t)] = [x̃, ỹ, z̃]/(1 + t − w̃)

(4.13)

where t = 0 is the gnomonic projection and t = 1 is the stereographic projection. In
Fig. 13 we zoom in near the origin to see the projected textures. At t = 0 the lines are
straight and they form concentric hyperboloids. As t grows, the lines begin to curve until,
at t = 1 they become arcs of circles. In Fig. 14 we show the far field. At large distances the
t = 0 projection becomes pure splay, while at t = 1 we see the more common linked-loop
projection of the Hopf fibration. In between, at t = 0.9 we can see a mixed state where
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Figure 13: Here we show the one-parameter family of projections that interpolates between
the stereographic projection and the gnonomic projection, zoomed in near the origin. As
t changes from 0 to 1, the lines change from straight rulings on concentric hyperboloids to
arcs of circles.
some lines curl around into circles while others fly off to infinity as pure splay.
From 4.12, we calculate the splay, twist, and bend of the gnomonic projection of the Hopf
projection and find
2z
√
√
1 + z 2 1 + r2


1
1
n · (∇ × n) =
+
1 + z 2 1 + r2
∇·n =

(n · ∇) n = 0

(4.14)

and we see that the bend vanishes, by construction. In addition, the saddle-splay does not
vanish,

∇·[n (∇·n) − (n·∇) n] = 2/(1 + r2 ).
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(4.15)

Figure 14: Here we show the one-parameter family of projections that interpolates between
the stereographic projection and the gnonomic projection, at large distances. As t grows
from 0 to 1, the projection changes from pure splay, to a mixed state where some lines
curl around into circles while others fly off to infinity as pure splay, and finally to the more
common linked-loop projection of the Hopf fibration.
Thus, the gnomonic projection of the preimage of the Hopf fibration gives us a bend-less
splay-twist texture.

4.2. Geometry and Stability of the Splay-Twist Texture
Under what conditions is this texture stable? Inspired by the “diabolo” textures found in
[7], we first consider a domain M contained within a hyperboloid as depicted in Figure 15(a).
The director field is tangent to the hyperbola and intersects the discs at the top and the
bottom in a swirl. Compared to the cholesteric state, these diabolos are not stable when
saddle-splay is negligible. For a domain M , the Frank free energy is
Z

3

F = dx
M



K2
K1
[n (∇·n)]2 +
[n·(∇×n) − q]2
2
2



Z
+

n
o
dA W (ν ·n)2 − K24 (ν ·n) ∇·n)

∂M

(4.16)
where ν is the outward pointing unit normal of M . As usual, K1 , K2 , and K24 are the splay,
twist, and saddle-splay elastic constants while W is the anchoring strength: negative W
favors homeotropic alignment. We did not include the bend term as it vanishes identically.
The pitch q allows for the possibility of a tendency to twist in the system. In the following,
we calculate the free energy for K1 = K2 , W = 0, and q = 1/2. The diabolo texture results
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Figure 15: In (a) we show a typical bundle shape. The bundle volume M is defined by
the hyperboloid generated by the outermost integral curves of the director. The tops and
bottoms are chosen as flat discs to seal the volume. In (b) we show a typical spherical
droplet with the splay-twist structure inside.
in a stable domain as K24 grows as depicted in Figure 16. Larger values of K24 /K1 lead
to larger regions of stability (we have chosen the sign of the saddle-splay coupling so that
positive values of K24 favor this structure). Thus, for a diabolo system with saddle-splay
and no explicit anchoring, the splay-twist may be more stable than a cholesteric. In this
particular geometry, the surface alignment W leads to a complex contribution depending
upon how the cholesteric phase sits in the diabolo and so, to demonstrate stability of this
structure, we did not need to include it — no new geometric insight would be gained by
these complexities.
Next, we consider the possibility of isolating a splay-twist structure in a spherical droplet,
as is shown in Figure 15(b). This is evocative of how hedgehog nematic defects have been
stabilized in liquid crystalline droplets with homeotropic anchoring, although in our case,
with added twist [23]. The Frank free energy in (4.16) is shown for a spherical geometry
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Figure 16: The plot above is for the diabolo structure, with K1 = K2 and q = 12 . We show
the regions of stability as K24 /K1 grows, with no anchoring. As the shading gets lighter,
the stability region grows up till the contour line for each value, including all the darker
regions.
in Figure 17 and now we allow q to vary. In plot (a), as the saddle-splay, K24 /K1 , grows
and changes from negative to positive, the region of stability, as compared to a cholesteric,
grows. Even for negative saddle-splay a region of stability is seen for high values of the
pitch. The plot in Figure 17(b) shows the regions of stability for non-zero anchoring and
zero saddle-splay, as compared to a cholesteric. At low positive and small negative anchoring, the splay-twist is more stable than the cholesteric only for low values of the pitch q.
As anchoring becomes more negative and favors homeotropic anchoring more strongly, the
splay-twist is stable even for large values of the pitch.

4.3. Different Arrangements of Space-Filling Hyperboloids
We could have arrived at a splay-twist texture through a purely geometric argument. A lack
of bend implies a texture that is tangential to a series of straight lines. How can straight
lines be arranged such that they have twist with respect to each other? If straight lines
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Figure 17: Both the above plots are for the spherical droplet, with K1 = K2 . In (a) we
show the regions of stability as K24 /K1 grows, with no anchoring. As the shading gets
lighter, the stability region grows up till the contour line for each value, including all the
darker regions. In (b) we show the regions of stability as W/K1 becomes more negative for
no saddle-splay, as compared with the free energy for a cholesteric of the same pitch.
are arranged on a cylinder, and the two ends twisted with respect to each other, what we
arrive at is a hyperboloid. This is just another way of saying that a hyperboloid can be
parametrized by a series of non-intersecting straight lines. This sort of argument does not
define for us the distance between any two successive hyperboloids as we move away from the
center of the texture. Then, we have a whole set of textures with different rates of decrease
for nz as we go to higher and higher radii. We have seen that the gnomonic projection
of the Hopf fibration gives a particular arrangement of space filling hyperboloids. We can
embellish (4.8) to make a more general texture where the spacing of the hyperboloids can
be distorted as long as no two helicoids intersect,
h
p
i
(x, y, z) = (χ, ζ, 0) + −ζ, χ, c
χ2 + ζ 2 s

where c(ξ) > 0.
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(4.17)

This representation generates a bend-free, twisted pattern with hyperboloids:
z2
ρ2
−
=1
ξ2
c2 (ξ)

(4.18)

with ξ 2 = χ2 + ζ 2 , reducing to the gnomonic case when c = 1 (or any constant).
What are the constraints on c(ξ) so that the integral curves of the director field do not
intersect? Each hyperboloid is labeled by its waist radius ξi . If two hyperboloids ξ0 and
ξ1 > ξ0 intersect then they do so at the height z:
z2 =

ξ12 − ξ02
ξ02 /c2 (ξ0 ) − ξ12 /c2 (ξ1 )

(4.19)

A solution exists when z 2 ≥ 0 and so the hyperboloids avoid each other whenever
c(ξ0 )
ξ0
>
c(ξ1 )
ξ1

(4.20)

p
Equivalently, c(ξ)/ c2 (ξ) + ξ 2 is a decreasing function — the larger radii hyperboloids
must tilt more and more toward the xy-plane. As mentioned previously, this means that
the characteristic curves from the z = 0 plane never intersect. In a finite geometry, it is
possible that a virtual intersection could occur outside the sample as discussed, for instance,
in [87] in the context of viral rafts. In that and other cases (4.20) would be modified by the
sample size. This also leads to the possibility of having a finite bundle such that at some
radius ξ¯ the z-component of the director field vanishes and thus the bundle stops. We will
cross those bridges if we come to them.
Is the gnomonic projection special? Consider concentric discs of the diabolo at z = 0 of
radii ρ1 and ρ2 . At height z these discs are at new spacings, ρ0i with
π(ρ01 )2 − πρ21
c2 (ρ2 ) π(ρ02 )2 − πρ22
=
c2 (ρ1 )
πρ21
πρ22
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(4.21)

Figure 18: In (a) we show a possible packing of the chiral diabolos and compare to (b) images
of nucleosome core particles (previously unpublished image courtesy of A. Leforestier and
F. Livolant [7]).
so that the isotropic expansion of each disk is not homogeneous unless c(ρ1 ) = c(ρ2 ) —
precisely the gnomonic projection! Thus, we see that among all projections, the gnomonic
projection creates uniform expansion of a bundle of rigid lines. In the liquid phase, the free
energy is convex in the areal density of the lines (in the plane perpendicular to the ẑ-axis
in this case) and thus a uniform density variation will minimise the free energy.

4.4. Repeating Splay-Twist Bundles
Each stable bundle might, in principle, act as a chiral constituent for a more complex
arrangement as depicted in Figure 18(a). The chiral structure of the surface can lead to a
chiral packing of each diabolo, something reminiscent of the observed packing of nucleosome
core particles (NCPs) discovered by Leforestier and Livolant [7] shown in Figure 18(b). In
that work, the NCPs formed a hexagonal columnar phase with two-dimensional crystalline
order [88]. Because the plate-like stacking of the NCPs would enhance K3 while doing
little to the twist, we might expect straight, chiral distortions in these phases, as seen in
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other chromonic systems [89]. Incorporating hexagonal order into the bundle at the waist,
√
each successive z-slice is simply expanded uniformly by 1 + z 2 with no shear, just a pure
rotation. The crystalline elasticity thus contributes
B
Fxtal ∼
2

Z

h

π
dzπ tan2 (θ0 /2)z 2 = B h3 tan2 (θ0 /2)
3
−h

(4.22)

where B is the bulk modulus. This would lead to stouter hyperboloids depending on the
p
size of the twist penetration depth λ = K2 /B.

4.5. Conclusions
We have shown how the gnomonic projection of the Hopf fibration gives us a series of
hyperboloids, the tangent vectors to which define a nematic structure with no bend. This
structure can be the third in a series of new nematic phases defined by combinations of
splay, twist and bend deformations, the twist-bend, splay-bend, and now the splay-twist.
Further, the projection is one of a one parameter family of projections that goes from a
stereographic projection that produces pure bend at one end, to the gnomonic projection
at the other end. We have explored two different geometries in which such a phase could
be stabilized — a spherical droplet and a “diabolo” structure seen in experimental work on
chiral discotic columnar germs formed by nucleosome particles[7]. Finally, we have shown
that a variation of bend-free structures is possible, one of which is the gnomonic projection
of the Hopf fibration which can provide a basis for bulk-energy-minimising bundles.
It would be interesting to extend this projection to other textures on S3 such as the Seifert
fibrations considered in [69]. Further, conformal projections like the Lambert projection
preserve angles locally. This would imply that a Lambert projection of the Hopf fibration
could preserve splay. Since the Hopf fibration in S3 has zero splay, its Lambert projection
could be a good contender for a splay-less texture. It would also be interesting to explore
the energetics of how splay-twist domains could stack together to form the complete phase
under different anchoring conditions.
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(a) Twist-Bend

(b) Splay-Bend

(c) Splay-Twist

Figure 19: The figure shows a twist-bend, splay-bend structure and splay-twist texture.
Note that the three modulated phases we have covered in the last two chapters, the splaybend, twist-bend and splay-twist exhaust all the possibilities of modulated liquid crystalline
phases. Figure 19 shows all three possibilities.
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CHAPTER 5 : ECOLOGY AND EVOLUTION IN CHANGING
ENVIRONMENTS: Pareto Optimality

When this exists, that comes to be; with the arising of this, that arises. When
this does not exist, that does not come to be; with the cessation of this, that
ceases.
Gautama Buddha, Majjhima Nikaya, 400 BCE

5.1. Introduction
Scientific enquiry has been much more successful at mathematically capturing the essence
of systems in physics and chemistry than in biology. We know much better how to model
the behavior of molecules that make up matter than we know how to understand the ways
in which the same molecules arrange themselves and behave in cells, and how cells make
up organisms. For example, if we had the entire genetic code of a person, this would not
prepare us to know everything about them. Complexity continues as organisms make up
populations and ecosystems. Part of the reason for this disparity is the presence of emergent
phenomena in living systems [90]. Properties at higher levels of organization of a system
are different from the properties of its component parts. It is difficult to narrow down
parameters and variables in a biological system to few enough to model efficiently, while
capturing essential behavior. For the rest of this chapter, we turn our attention to the
joint field of theoretical ecology and evolution. It could be argued that the complexity and
co-dependency in biological systems is captured by the concept of paticca samuppada or
dependent co-origination from Buddhist philosophy. The relevance of this concept to other
fields of science has been studied before [91, 92]. This Buddhist idea that nothing exists
as an independent entity but rather arises through multiple causes and conditions is now
considered a fundamental tenet of ecology [93].
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5.1.1. Modelling in Ecology
Often in ecological systems, demographic time and evolutionary time can be comparable.
Thus ecology and population biology must deal simultaneously with genetic, physiological,
and age heterogeneity within species of multispecies systems changing demographically and
evolving under the fluctuating influences of other species in a heterogeneous environment
[94]. The problem is further complicated by the fact that human urban settlements, agriculture and industry have significantly altered ecological systems and the processes of evolution
[95, 96, 97]. This is, of course, the subject of several studies of climate change ecology over
the past few decades [98, 99, 100].
Our work will deal with mathematical modelling that attempts to explain real world ecological observations that arise from this tremendously complicated set of processes, and uncover
general principles. Modelling physical systems consists of an iterative process where model
predictions are repeatedly tested against experimental results, and the model is eventually
modified to reflect corrections, or rejected. There is an implicit idea of falsifiability in this
process [101]. Model building in a field such as ecology must be different from physics.
Since the general principles of ecological organization are much more complex and the field
more nascent, theory must be allowed to develop in a way that is connected to empirical
work, but independent in its aims [102, 103]. In insisting on immediate evidence of application, we run the risk of exaggerated claims of relevance, which are neither favourable to
the designing of experiments, nor to the development of theory.
There is a brute force method to model such problems, and that is to write down several
partial differential equations with hundreds of parameters and solving these equations to
make predictions. While this would give us something of a reflection of the natural system,
it would not reveal any underlying principles of organization. Further, there are too many
parameters to measure, many of which are vaguely defined. The cost of running these simulations would be very high. Thus, we must simplify the problem while retaining essential
features of the system. Ideally, our simplified model would maximize generality, realism and
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precision [94]. This is almost never possible for systems that show high level of complexity.
Then, we may choose to sacrifice generality to realism and precision. This is a favourable
method if we want to model a very specific system and make precise predictions, like is
true of fishery biologists [104]. Alternatively, we may sacrifice realism to generality and
precision. This is shown by models such as the Lotka-Volterra system, where the equations
are clearly unrealistic but can yield precise results [105]. This approach is most similar to
the ideal gas or frictionless surface approach in physics. Lastly, we may choose to keep
realism and generality, but sacrifice precision. This is the approach that biologists such as
Richard Levins, and Richard Lewontin choose to take, and that we shall attempt to follow
[106, 107]. This means that we are concerned more with long run qualitative results rather
than precise quantitative predictions.

5.2. Optimal Strategies in Heterogeneous Environments
Environments in nature are heterogeneous in space, as well as in time. Heterogeneity in
space has been addressed in the literature using niche theory or patch models [108, 109, 110].
Temporal heterogeneity is usually looked at in the context of seasonality, with environments
repeating with a certain probability distribution [111, 112, 113]. We are interested in modelling a system that shows spatial heterogeneity as well as slow temporal changes on the level
of evolutionary time scales. To begin to build a framework to address this, we will summarize the results of the seminal work by Levins on adaptation in heterogenous environments
[114].
The study of adaptation usually means the study of physiological features or processes that
evolve to adapt an organism to its environment. Organisms have many traits, however, that
cannot be explained as adaptations to a particular environment. This includes homeostasis
in development, sensitivity to natural selection and spatial variation in a species. These can
be explained better as adaptations to heterogeneity in their environments. We will regard
such adaptations as strategies. There are different kinds of strategies that can be applied
in variable environments. One of these is taking a middle course, or an intermediate trait
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that can deal moderately well with all extreme environments, but is not an expert at any
one of them. In other cases, the organism may choose to maximize fitness at one extreme
environment at the expense of its fitness in all others. Further, a population may be
polymorphic, or have a mixture of strategies. Lastly, the organism may alter its phenotype
as the environment changes, or show phenotypic plasticity [115]. Which strategy is chosen
depends on the details of the system: the ease with which developmental or phenotypic
changes can be made, the frequency and rate of change of the environment, the size of
patches or niches, and their specificity. As we will see later in the chapter, for many
organisms, like insects, these decisions are developmental and are taken in the egg or larval
stage [116, 117].
As a concrete example, consider an inducible enzyme such as β-galactosidase which some
bacteria produce in the presence of galactose [118, 119]. If galactose is not present in the
environment at all times, is it beneficial for the bacteria to produce the enzyme at all times
in the hope that it may at some point be useful? Or is it more efficient to produce it
when the bacteria detects galactose in its environment? Clearly, the answer depends on
how long it takes the bacteria to synthesize the enzyme, the duration for which galactose
stays in the vicinity of the bacteria after detection, and the frequency with which galactose
appears in the bacteria’s environment. Further, there is the complication of the mechanism
of receptors in the bacteria — the characteristics and physical form of the environmental
signal (in this case the presence of galactose) may not be the same as the signal recieved
by the bacteria.
Figure 20 shows the fitness of an organism as a function of its environment. The peak occurs
at the environment that the organism is most comfortable at, or the optimal environment
for that phenotype. The height of the curve tells us about the performance of the phenotype
in optimal environment and the breadth tells us about the tolerance of the phenotype to
non-optimal environments. The height is limited by the physical and chemical constraints
of the phenotype, and we assume that the breadth cannot be increased without lowering
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(a)

(b)

Figure 20: (a) Fitness as a function of the environment for two different phenotypes. (b)
Fitness as a function of phenotype for two different environments.
the height. That is the same as saying that there is an inherent trade off between the height
and breadth of the fitness curve. If F is the fitness, and e is the environment,

Z
F (e)de = C.

(5.1)

In general if y is the phenotype and e the environment, F (y − e) is a non negative function
with a maximum at e = y and decreases symmetrically to zero as |y − e| increases. We
can also plot F at a fixed environment, and this is shown in Figure 20. In this section,
we will talk about two discrete alternative environments, each of which has a different
optimal phenotype. The two niches occur in a proportion p and 1 − p, either temporally or
spatially. If for two environments the two curves are close enough so that their inflection
points overlap, the average of the two curves will have a single peak in the middle. On the
other hand, if the inflection points do not overlap, the average will have two distinct peaks.
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Figure 21: The fitness set.
Note that in general, the combination of two environments that will be relevant to us will
be weighted by probabilities and not a simple average.
The fitness set, a concept first introduced by Levins, is the parametric curve between F1 =
F (y − e1 ) and F2 = F (y − e2 ). This is shown in Figure 21. The points of maximum F1
and F2 are the right-most and the highest point of the curve. All phenotypes that have
lower area under their fitness curve will lie within the fitness set, while those that differ only
in the position of their peaks will lie on the boundary. If the inflection points of the two
fitness curves overlap, the fitness set is convex along the upper right side, and otherwise it
is concave. This qualitative difference in the shape of the fitness set will have important
consequences for the biology in Levins’ formulation. We define the tolerance of any fitness
curve then to be the distance between its two inflection points, and the quantity |e1 − e2 |
to be the environmental range. The comparison of these two decide the convex or concave
shape of the fitness set.
Now, the fitness of a mixture of phenotypes is given by point on the straight line joining
their coordinates on the fitness set. If the fitness set is convex, such a straight line would
lie inside the fitness set, and mixed strategies would be less optimal to a point on the set
itself. If the fitness set is concave, then this straight line would lie above the fitness set, and
mixed strategies could be optimal.
The fitness set alone is not sufficient to determine the optimal strategy. For this, we need
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information about the pattern and distribution of heterogeneity in the environment. We
define the adaptive function A(F1 , F2 ), which will measures the fitness in the heterogeneous
environment and is a monotonically increasing function of its arguments. If the two distinct
environments are coarse grained, and present to individual organisms as alternatives, then
it can be shown that the adaptive function takes on the form
(1−p)

A(F1 , F2 ) = F1p F2

.

(5.2)

On the other hand if the two environments have fine grains then the individual organisms do
not face a choice, but rather an average which is the same for all members of the population,
then the adaptive function takes on the form

A(F1 , F2 ) = pF1 + (1 − p)F2 .

(5.3)

There can, of course, be intermediate situations where the adaptive function takes on a
shape between the linear and the hyperbolic cases outlined above. Putting the two sides
of our problem together — the fitness set representing the relationship, or the ‘distance’
between the two environment fitness functions, and the adaptive function representing the
heterogeneity in the interaction of the organism with the combination of the two environments — we can define the optimal strategy. The optimal strategy is the point on the fitness
set (including single phenotypes or mixed strategies) that touches the curve A(F1 , F2 ) = K
at the maximum possible K. The following cases, as shown in Figure 22, are then possible:
• If the fitness set is convex (the environmental range is smaller than tolerance), then the
optimal strategy is a single phenotype. This is true for the cases where the adaptive
function is linear or hyperbolic.
• If the fitness set is concave (the environmental range exceeds the tolerance), and the
adaptive function is linear (or the environments are fine grained), then the optimum
strategy is a single phenotype which is optimal in e1 or e2 depending on the value of
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(a)

(b)

(c)

Figure 22: (a) Convex fitness set and linear adaptive function gives a single phenotype as the
optimal strategy. (b) Concave fitness function and linear or hyperbolic adaptive function
gives one of the optimal phenotypes to be the optimal strategy. (c) Concave fitness function
and linear or hyperbolic adaptive function gives a mixture of phenotypes to be the optimal
strategy.
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p.
• If the fitness set is concave and the adaptive function is hyperbolic (the environments
are coarse grained), then the optimum is a mixed strategy whose details also depend
on the value of p.
In the more general case when we have more than two environments, new axes have to be
added and the problem moves to a higher dimension. In a continuous environment, we can
think of a infinite dimension fitness set. Note also that as the two environments come closer
together, the fitness set becomes a straight line at 45◦ from the origin. For an application
of the method outlined here, and a discussion of its limitations, the reader may refer to [114].

5.3. Pareto Optimality in Heterogenous Environments
We will now switch gears to thinking about the same problem using a different, more recent
framework borrowed from engineering and economics — Pareto optimality. Organisms in
nature have to be competent at multiple tasks in order to survive. Traditionally, studies
in evolution that employ optimality have addressed phenotypes that lead to a maximum
performance at one task. In natural ecosystems, since a given phenotype cannot usually be
optimal at all tasks at the same time, a fundamental trade-off arises. Hence, an important
task in ecology is to model phenotypic plasticity. Recent work has shown that Pareto
optimality could be a suitable framework to address fitness maximization in the case of
multiple tasks [8, 120, 121]. Each task acts mathematically as a constraint, and the set
of all phenotypes that give the optimal trade-offs between different requirements can be
determined. The range of phenotypes that cannot be improved at all tasks at once, or
that cannot be improved at one task without becoming worse at others, is represented by
a ‘Pareto front’, a low dimensional polygon in the space of all phenotypes of the organism.
Different points on the Pareto front are defined by the relative contribution of each task
to the organism’s fitness in its habitat. The Pareto front then scans all possible fitness
functions, and its vertices represent the archetypes that maximise performance at each
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Figure 23: (A) The Pareto front is what remains after eliminating (crossed-out) all phenotypes v that are dominated on all tasks by other phenotypes v 0 . (B) The two archetypes
in morphospace maximize performance in tasks 1 and 2. Phenotype v is farther from both
archetypes than v 0 , its projection on the line segment that connects the archetypes. Thus, v
has lower performance than v 0 in both tasks, hence lower fitness. Eliminating all such points
v, one remains with the Pareto front: the line segment connecting the two archetypes. This
is a figure from [8].

Figure 24: (A) Two tasks form a line (B) Three tasks form a triangle. (C) Four tasks form
a tetrahedron. This is a figure from [8].
individual task.
The Pareto optimal front of phenotypes is defined by the set of phenotypes v such that

v=

k
X

θi vi∗ ,

(5.4)

i=1

where vi∗ represents the phenotypes which maximize performance at task i, called archetypes,
and θi are weights. Figure 23 shows how we can arrive at the Pareto front for two tasks
by eliminating all phenotypes that have lower performace than others at all tasks. The
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Pareto set for two tasks is a straight line. In the case of a trade-off between three tasks,
then, the Pareto optimal front is a triangle, with the vertices representing vi∗ . This is shown
in Figure 24. This pattern continues to higher dimensions. These shapes depend on two
assumptions: (i) each performance function is maximized by a single phenotype, (ii) performance decreases with distance from the archetype. The effect of relaxing these assumptions
upon the shape of the Pareto front has been studied [8]. The weights θi can be expressed
in terms of the fitness functions and the performance functions,

∂F ∂Pi
∂Pi ∂di
∂F ∂Pj
j=1 ∂Pj ∂dj

θi = Pk

.

(5.5)

The performance functions Pi are functions of the point in phenotype space, v, and hold
information about how the performace at each task i decays with distance di from the
maximizing phenotype vi∗ . The fitness function F is dependent on the niche, while the
performace functions are independent of it, and are static.
A recent series of papers by the group of Alon deal with fitting Pareto optimal fronts to
examples of animal morphology and evolution. The examples include systems as diverse as
castes in E.O. Wilson’s classic study of leaf cutter ants, beak shape and size in Darwin’s
ground finches, bat phenotypes, gene expression levels in E. Coli, morphology of ammonite
shells and the relationship between size and longevity in mammals [8, 120, 121, 122]. Further, a method known as the Pareto task inference method (ParTI) was developed for
inferring biological tasks from high-dimensional biological data. In this method, data is described as a polytope, and features maximally enriched closest to the vertices (or archetypes)
allow identification of the tasks the vertices represent [123].
To compare with our earlier discussion of Levins’ approach to evolution in heterogenous
environments, this framework of Pareto optimality can be seen a method to characterize
adaptation to spatially heterogenous environments. This is specially clear in the case of
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Darwin’s ground finches, as we shall see later. Further, although the framework of Pareto
optimality was developed as a static framework, it has been used to address strategies that
organisms employ to adapt to varying environments. The method involves associating each
environment with a most favourable phenotype, which maximizes fitness for that environment. The Pareto optimal set for changing environments is then given by the convex hull
of these archetypes. The accuracy of environmental cues, strength of natural selection, and
time correlation in the environmental changes all lead to different strategies that represent
different sections of the Pareto front [124, 125, 126, 127]. A recent paper by Xue et al. [126]
puts forward a framework for studying how organisms respond to environmental variations.
The paper models an adaptation strategy by an abstract mapping from environmental cues
to phenotypic traits. The authors chose to maximize the long term growth of a population,
and found that depending on the accuracy of environmental cues and the strength of natural selection, different adaptation strategies were chosen. They showed that “unvarying
strategy”, “tracking strategy” and “bet-hedging strategy” were special limits of a general
solution to adaptation in varying environments.
However, this approach to time dependent selection addresses environmental changes that
repeat with a certain probability, and does not take into account possible long term changes
in the tasks the organism has to perform. Further, the above approaches assume that a
single phenotype maximises fitness in each seperate environment. As environments change,
new trade-offs may arise, or old ones may become irrelevant as it becomes necessary to deal
with new environmental conditions. Each new environment can then be represented with
a new set of trade offs that lead to a Pareto front between different tasks. The question
we are interested in answering is, how do long term changes in a spatially heterogenous
environment affect phenotypic diversity? We think that this can be addressed through a
broadening of current work on evolution in changing environments by developing a new
theory of changing Pareto optimality constraints.
In any ecological or evolutionary model, it is important to specify the time scales of rele-
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Figure 25: This is a figure from [8] which shows the Pareto front for Darwin’s finches.
vance. Here we wish to deal with slow changes on the level of evolutionary time scales. Thus,
we look at gradual shifts that allow a simultaneous change in the Pareto front of an organism. This is different from earlier approaches to adaptation to changing environments, such
as in [126], which look at environmental changes on time scales much smaller than evolution.

5.3.1. Darwin’s Finches as an Example
In [8] the authors show that measurements of five beak and body traits in Darwin’s finches
falls on a neat two dimensional triangle. This Pareto front of finches is defined by two
principal axes– body size and beak shape. The archetypes are give by three strategies
connected to diet. These are (1) probing for insects and nectar (long beak, cactus finch),
(2) crushing large, hard seeds (thick beak, large ground finch), and (3) crushing small, soft
seeds (small beak, small ground finch). The Pareto front in Figure 25 is useful to describe
the different phenotypes that can exist in different niches. A thirty year long ecological
and evolutionary study has shown that the finches on the Galagapos islands show rapid
evolution in response to events such as droughts [128, 129, 130]. The long term study shows
that the distribution of finch phenotypes does not remain constant over its duration, as the
Pareto front in Figure 25 seems to suggest. Further, it illustrates that the response of a
species to changing environments is not always a fixed distribution of strategies, as is seen
in recent work on adaptation [126]. Instead, changes in food supply of the finches due to
extreme rainfall cause changes in mean body size and beak shape. In line with this, consider
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now a situation where there is a gradual drop in the population of insects that archetype
1 eats. How does the Pareto front change with this new environmental constraint? Is the
change as simple as a contraction in the direction of archetype 1, as the strategy of eating
insects becomes less important, or does a new strategy emerge, changing the shape of the
Pareto front? Alternatively, suppose it becomes important for the finches to be able to fly
in response to a new predator. How would the Pareto front of all finches respond to this
new constraint, since it directly relates to body size? The Pareto front of all finches is really
a high dimensional object, with many axes. The fact that we see a low dimensional front in
most cases reflects the fact that most tasks are more unimportant in the ecological context.
The question of a changing Pareto front is then related to how these invisible axes shift in
weight as environmental conditions change.
Other direct examples where a theory of dynamic Pareto optimality can find application include experiments with bacteriophage φ6 evolution experiments that study the emergence
of performance trade-offs during local adaptation [131], as well as the effect of extreme
weather events due to climate change [132]. A related question is how organisms adapt to
environments that undergo regime shifts, and whether changes in phenotypic distribution
and extinction events can be forseen [133].

5.4. Defining Pareto Fronts in Trait Space
We have talked about how the framework of Pareto optimality can be used to address the
question of adaptation in heterogenous environments by associating each distinct environment with an optimal phenotype. Another side of this problem lies in understanding the
relationship between the qualitative features of fitness functions and the resultant Pareto
front. With a theory that maps the shape of Levins’ fitness set to the shape of a Pareto
optimal front for two distinct environments, we can bridge the gap between these two theoretical formulations, and hopefully arrive at a synthesis of the two. A paper by Tikhonov
et al. outlines a toy model to talk about the interaction between the internal state of
organisms (the genotype or phenotype) and their environment [134]. They represent the
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~ in an abstract L dimensional space. For
state of the environment with a target vector E
~ represents the idealized organism, or the optimal phenotype for that
each environment, E
~ represents the organism that we would get in the absense
environment. In other words, E
of any constraints or trade-offs.
The internal state of each organism is represented by the genome G composed of a K
element basis in the larger L dimensional space. The basis vectors that make up G are
{~gµ }. Thus, any G that is a linear combination of {~gµ } is available for the organism to
~ is outside this K dimensional subspace
assume. The target phenotype, represented by E
~
and can only be approximated by linear combinations of {~gµ }. Then, the fitness, F (G, E)
tells us how well the linear combinations approximate the target vector, and is defined as
the norm of the residual

~ = minimum over aµ ≥ 0 of ||E
~−
F (G, E)

X

aµ~gµ ||.

(5.6)

µ

~ for a fixed
Now, it is possible that there are many G such that they have the same F (G, E)
~ This would trace out a Pareto front in the space of aµ . The first question that we then
E.
want to answer is, what is the set of all aµ combinations that lead to the same F for a fixed
~ In particular, for a two dimensional {~gµ }, is this set a line in aµ space, and a triangle
E?
for a three dimensional {~gµ }? Note that we have defined the fitness function as a quadratic
norm to make our calculations simple. We hope to extend this model to a more general
fitness function of the sort we considered in the framework by Levins. Further, although
we are calling the above function a fitness, our aim is really to minimize this quantity.
~
The actual fitness function would be some monotonically decreasing function of F (G, E).
~ as a fitness function to be
For now however, we will ignore this aspect, and treat F (G, E)
minimized rather than maximized.
~ it should be possible to set up a time
If we can figure out how to relate this set {aµ } to E,
~
~
series with the evironment varying with time, E(t).
Tikhonov et al. look at a set of E
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such that the system chooses one of the set at random, with a certain probability. They
are interested in the best adaptation to this sort of alternating, changing evironment. As
~
mentioned, we are interested in looking at a slow change in E.

5.4.1. Pareto Front for Vector Model in Fitness Space and Trait Space
~ we can ask what is the set of all G that have the minimum distance
Now, for a single E,
~ we can say that any undercomplete
from it? If we take the case of a three dimensional E,
basis would span out a plane. In that case, there is a unique vector that has the minimum
~ and that is the projection of E
~ onto the basis plane. This is true in
distance from any E,
~
general for any dimension, we can always find a unique vector that approximates best a E
in one dimesion higher for a distance that is defined by the square sum distance in equation
5.6. Thus, a unique optimum exists for a single environment vector.
Tikhonov et al. consider the case of two environment vectors, with their phenotype being
exposed to either of them with a certain probability. We can ask the question, does a
Pareto front exist for the maximum total fitness in these two environments? If we use the
simplest possible definition of the total fitness, which is a linear function of fitnesses in the
two environments,
~ 1, E
~ 2 ) = p1 F (G, E
~ 1 ) + p2 F (G, E
~ 2 ),
Ft (G, E

(5.7)

= p1 F1 + p2 F2

then, as Figure 27 shows, in fitness space, the Pareto front is a straight line. Note that this
is akin to chosing an adaptive function, or grain size in the fitness set framework. Here p1
is the proportion of time that the organism is likely to be in environment 1, and p2 is the
proportion of time that the organism is likely to be in environment 2.
In trait space, shown in Figure 26, we see that the problem of finding the lowest total fitness
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Figure 26: The plane is mapped out by the basis vectors {gµ }, and the two environment
~ 1 and E
~ 2 exist out of plane. G represents the phenotypic or genotypic traits of
vectors E
the organism, and is at a disctance m1 and m2 from the two enviroment vector projections
on to the plane. The point O gives the optimum phenotype vector.
is reduced to finding the set of points such that

p1 F1 + p2 F2 = p1

p
p
d21 + m21 + p2 d22 + m22

(5.8)

is minimized, subject to the constraint that

m1 + m2 ≥ M.

(5.9)

Note that p1 , p2 , d1 , d2 and M are fixed constants, and except the probabilities, depend on
the distance between the two environments. This means they define the shape of the fitness
set in Levins’ language. Numerically minimizing the total fitness gives us a point in trait
space. The point lies on the line joining the two projections of the environment vectors on
to trait space. Further, we can plot this point in fitness space, as is shown in Figure 27.
This leads us to ask what do the other points on the Pareto front in fitness space correspond
to in trait space? If we reformulate the constraint 5.9 in terms of fitness functions, we find,
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Figure 27: These are the straight line Pareto fronts in fitness space. The constraint curve
picks the lowest front that it is tangential to. Point O is the optimal, point A denotes a set
of solutions that fall short of the constraint, and B shows a non-optimal solution that falls
on an ellipse.

q
q
F12 − d21 + F22 − d22 ≥ M.

(5.10)

Plotting this on the Pareto fronts in fitness space, we can see that this constraint defines
the optimal point. It picks out the lowest total fitness line that it is tangential to. This is
similar to the optimality condition given in [127]. All points below this curve are solutions
that lead to smaller m1 and m2 than is required to make up the distance between the two
projections of the enviroment vectors on to the trait plane. All points above this curve
correspond to m1 + m2 > M .
Our method is parallel to Levins. The constraint curve, as mentioned, gives information
about the distance between the optimal phenotypes in the two different environments.
Given that we are considering a quadratic fitness function, there is no inflection point and
the tolerance is infinite. Since the environmental variance is smaller by default, our fitness
~ is a quantity to be minimized and the actual
set must be convex. Remember that F (G, E)
fitness function would be a monotonically decreasing function of the same. Thus, although
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Figure 27 shows a concave curve, if we were to do this calculation with a monotonically
~ we would obtain a concave curve.
decreasing function of F (G, E),

Figure 28: This is in the plane of the trait space. All the ellipses denote total fitness greater
than the optimal point O, and denote Pareto fronts that lie above the constraint curve.
Now, it is not necessary that any system reaches its optimal state, specially if we are considering changes in the environment on the same time scale as evolution. So we could consider
the case of a Pareto straight line that has a significant portion above the constraint curve.
Then, for this straight line, the corresponding curve in trait space is an ellipse with its
two focii at the projection vectors of the environments on to trait space. This is shown in
Figure 28. All points within the ellipse have lower fitness that on its boundary. We could
ask the question, how do these ellipses change as the environment vectors E1 and E2 change
in space?

5.5. Future Work
5.5.1. Development of a Dynamic Theory of Pareto Optimality
In the last section we have outlined the method to bridge the formalism of Pareto optimality
with Levins’ concept of fitness set. This needs to be applied to other more general fitness
functions that show an inflection point for complete comparison and a mapping from the
different kinds of fitness sets to Pareto optimal fronts. The parallel between the geometric
constraints in trait space and the fitness set on the one hand, and between the total fitness
and adaptive functions can be further formalized. Further, the case of a continuously varying
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environment could be interesting to investigate.
Pareto optimality is a formalism that could allow us to deal with niches in ecological systems
in an easy and beautiful way. Further, their temporal changes could be captured by making
our environment vectors explicit functions of time, and looking at the effect of this temporal
variation on the shape of the resultant Pareto front. This would allow us to investigate the
effect of a slowly varying, spatially heterogenous environment on the ecology and evolution
of a system of organisms.

5.5.2. Application to Red Flour Beetles
The generalist red flour beetle, Tribolium castaneum is a common pest that consumes and
lives in grain flour. In the group of Agashe [135], this insect has been used as a model
system to address broader ecological and evolutionary questions. Below we will describe
some of these experiments, and show how the theoretical framework of Pareto optimality
may help to further interpret these experiments, and develop new ones.

Inferring Trade-Offs for the Flour Beetle
As different populations of even the same species adapt to different environments, new tradeoffs must come into play, and a whole set of different phenotypic and genotypic traits can
give similar fitness levels. This defines the Pareto optimal set of genotypes or phenotypes.
To investigate trade-offs in the flour beetle, the Adaptation Lab [135], led by Agashe,
conducted a large analysis of intra-specific trait variation across 20 wild-collected flour
beetle populations. They studied correlations between different fitness related traits to look
for the signature of a trade-off, a negative correlation. Surprisingly, they did not find any
negative correlations between different traits, or between fitness levels across alternative
food sources for the beetles. However, the populations show significant divergence which
suggests that there is a possibility that trade-offs do indeed exist.
In the case of the Galagapos finches shown in Figure 25, one can see that if we tried to fit
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a negative correlation between beak size and body size, we would get a small correlation.
However, the data fits neatly in a triangle, with each edge corresponding to an archetype that
corresponds to a food source. Each archetype cannot be explained with simply maximizing
or minimizing either beak size or body size, but the principle trait axes are a combination
of these both. Similarly, it is possible that the principle tasks that the beetles have to carry
out represent some combination of the traits that were measured as part of the experiment.
In such a case, there need not be a direct negative correlation between any two traits.
Instead, we would expect the emergence of a multidimensional polytope when the region in
trait space that the beetles occupy is mapped out. The vertices of the polytope could help
determine what the archetypes of the flour beetles are, and what are the principle tasks
they maximize performance at.
To test out this hypothesis, we look at a randomly generated data set that is constrained
to a region in the trait space of two traits, we call them x and y. The data set is defined
by a triangle, with each of the vertices representing an archetype. As can be seen from
Figure 29, if a linear regression is run to find the existence of a trade-off, the result is
confusing and inconclusive. The linear regression has a P-value of 0.0005. However, it is
possible to determine the number of archetypes by fitting polytopes with n vertices to the
data using principal convex hull analysis [123, 136]. There also exists a numerical software,
“ParTI” [137] to determine the number of vertices and dimensions for the smallest polytope
that fits any large dimensional data set, like the data collected for Tribolium castaneum.
The framework of Pareto optimality and the mathematical tools available to us might thus
help us to determine trade-offs for the red flour beetle that the initial analysis may have
missed, and further extract information from already conducted experiments. Further, such
an analysis may also be applied to other systems that the Adaptation Lab has worked on,
like ants from the Andaman Islands, butterflies and dragonflies that specialize at utilizing
different food sources [138, 139, 140].
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Figure 29: This is a randomly generated data set that was constrained to the region in blue.
As can be seen, a regression analysis does not capture the existence of three archetypes and a
three-vertex polygon. The red line shows the best-fit line obtained through linear regression.

Adaptation in Changing Environments
Organisms in nature often have to choose between multiple viable food sources, and these
decisions have significant consequences for their fitness levels. In [141], the authors outline
an experiment with Tribolium castaneum where the beetles are introduced to novel flours like
corn and sorghum, which are different from their ancestral food source, wheat. The focus of
the study was to look at the effect of this sudden change in an environmental condition, food
source, on the gut microbiome of the red-flour beetles. They found that beetles that were
dispersed to new habitats had low fitness and a dramatically altered microbiome. When
the novel habitats were enriched with ancestral (wheat-derived) microbes, beetle fitness
increased. Finally, they found that within a few generations of laboratory adaptation to two
distinct novel habitats, the beetle populations gradually restored their ancestral microbiome.
This was partly because the beetles were confined to a finite amount of contained grain flour.
It is a possibility to conduct the same experiment such that the food source is repeatedly
replenished and the microbiome is not allowed to re-establish itself. This would shift the
focus of the experiment from the microbiome to strategies that the beetle itself might adopt
to increase fitness with a disrupted microbiome. The experiment might then eventually
apply selection pressures strong enough to select for mutations in the beetle itself.
Further, the experiment could also be repeated over longer time scales and the frequency
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and duration of changing the grain flours could be controlled to mimic seasonality. There
is a wide body of work that predicts the qualitative characteristics of populations that
adapt to changing environments. These studies usually associate each environment with a
favoured archetype phenotype. The strength of natural selection, and the nature of time
correlation in the environmental changes all lead to different strategies that represent different sections of the Pareto front [124, 125, 126, 127]. We could test the validity of many
of these predictions using a longer experiment of the kind outlined in [141].

Adaptation to Spatially Heterogeneous Environments
In [142], the authors describe experiments that were carried out with larvae of Tribolium
castaneum to investigate food preference induction at a developmental stage. The authors
exposed larvae to different kinds of heterogeneous environments — both temporal and
spatial. They found that the larvae exhibit experience-based plasticity, that is, they prefer
food sources that they are initially exposed to. Spatial heterogeneity in environments is
crucial to niche formation, and can explain the existence of a whole set of Pareto optimal
phenotypes, like is shown for finches in Figure 25. Experiments similar to the one in
[142] could be carried out over longer time scales to determine the set of Pareto optimal
flour beetle phenotypes that utilize different food sources. This would be distinct from the
information that we get from the data from the intra-specific trait variation experiment
mentioned earlier since such an experiment would address niche formation rather than
adaptation to changing environments.
Further, it would be interesting to extend this experiment to study how the whole Pareto
optimal set of larvae, and consequently adult beetles, respond to a large scale and slow
environmental change that affects all niche phenotypes simultaneously. This could be, for
example, changing temperature or exposure to a toxin. Such a gradual, long term environmental change that affects a spatially heterogenous system could help to answer some of the
theoretical questions posed in the first proposal. In particular, how does a Pareto front of
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phenotypes shift in a changing environment as new trade-offs arise and old ones lose their
relevance?

5.5.3. Lessons for Ecological Modelling from Self Consistent Field Theory
The relationship between the evolutionary process of individual organisms and the development of their environments remains one of the foremost questions in the field of ecology and
evolution. It is well established that spatial interactions play an important role in these
processes, as has been shown by spatial evolutionary game theory[143, 144]. Although
most theories in evolutionary ecology either do not consider space at all or assume that
populations face a static underlying environmental heterogeneity, spatial or social structure can emerge spontaneously as a consequence of interactions between individuals [145].
Experiments also show the importance of spatial extent and patterns in sustaining diverse
bacterial communities in biofilms, soil and the animal gut microbiome[146, 147, 148, 149].
Such highly diverse systems have many interactions that are expensive to capture in particlebased methods.
Both spatial extent and an interaction between the individual unit and the environment are
also critical components of the physical theories that describe many condensed matter systems, such as block-polymer chains [150]. In particular, self consistent field theory (SCFT)
simulations have simplified the analysis of block-polymer systems by combining individual
chain dynamics with a field theoretic approach to the ‘environment’ created by the other
chains in the system, and is among the most powerful tools available to investigate the
phase behavior of block polymers [151, 152, 153]. Although the theory only qualitatively
describes the order-disorder transitions, experience has shown its ability to discover new ordered phases from a simple description of local interactions via Flory-Huggins theory[154].
The method has proven very useful in predicting the relative stability of competing ordered
phases and its calculations are generally much less expensive than competing particle-based
simulation methods, often requiring only modest desktop resources to produce meaningful
results [155]. In short, SCFT is able to reduce the complex many-body problem of de78

scribing the thermodynamics of a polymer melt into an easier problem of analyzing the
conformation of a single chain in a potential field created by the other chains.
The SCFT mechanism begins with a guess for the fields that describe the mean field distributions of all block polymers in the system. It then looks at the statistical properties of
each polymer chain using a random walk in a chemical potential defined by these fields. The
concentration of each block polymer can then be calculated from the set of propagators that
describe the statistical properties of each polymer chain, which in turn describe an updated
set of fields. SCFT addresses only the equilibrium phases of a polymer melt, and steps in
the simulation mechanism have no dynamic physical meaning for the polymer system.
If each step in the simulation is, however, interpreted to be a dynamic time step encoding the
interaction between the ‘environment’ of the polymer chain and its individual dynamics,
this qualitative method can be applied to an ecological context. A parallel simulation
mechanism can be developed where each block-polymer chain is mapped to an organism in
an ecological system. The statistical calculations for the state of each chain in the SCFT
simulation can be replaced by a calculation of the internal state of each organism which may
deal with either the genetic or phenotypic state of the organism [125, 126, 127]. Further,
taking into account the internal states of the organism, the ‘environment’ can be modified to
encode both properties arising from the organism populations (like food availability, waste
substances), as well as components that vary independently from the organism populations
(like temperature, rainfall, etc). Interactions between different organisms can be encoded
by attractive or repellent interactions that affect the parameters of the environment. By
updating the individual chain dynamics and the fields (or environment) at different rates,
the different time scales for changes in population dynamics and environmental shifts can
be accounted for. The method of simulation from SCFT can be used as the basis for a new
kind of inexpensive ecological simulation that takes into account the evolution of individual
organisms, spatial distribution and extent, as well as changes in environmental factors.
Techniques from statistical physics have been employed previously to address ecological
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systems [156]. These have largely chosen to employ one of either the mean field approach,
reaction diffusion systems, patch systems or interacting particle systems. Mean field approaches assume uniform mixing and do not address spatial extent at all. At the same time,
while reaction diffusion systems address spatial extent, they are still deterministic in their
approach and do not consider the stochasticity or the individual processes of each organism
[157]. On the other hand, patch models account for stochasticity but assume a localization
of spatial interactions [157, 158]. Interacting particle systems, which combine stochasticity
and the full extent spatial interactions, prove to be expensive. The SCFT approach could
be an interesting compromise which addresses both space and the individual organism’s
interaction with an environment, without expensive detailing. The suggested mechanism
could be an efficient way of envisioning pattern formation in both macro-scale ecological
systems, as well as systems of bacterial populations. In particular, this could be a novel
way to treat highly diverse systems that have significant interactions between many species,
as are found in biofilms.
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CHAPTER 6 : SUMMARY AND CONCLUSIONS
6.1. Modulated Nematic Phases
We began this thesis with a study of modulated liquid crystalline nematic phases. Modulated nematic phases are phases that on average, retain nematic ordering over large distances, but show local periodic deformations. Liquid crystalline materials, in particular
cholesterics and smectics, show a rich variety of structures and phases. New nematic phases
on the other hand are rare since the space for possible configurations is highly restricted for
achiral molecules. Experiments with bent-core liquid crystalline materials revealed the first
modulated nematic phase, the twist-bend [26, 48, 25, 27, 49]. The twist-bend has a director
field that follows an oblique helicoid, maintaining a constant oblique angle with a helical
axis. The phase is fascinating and shows chiral symmetry breaking — achiral molecules can
spontaneously form a chiral phase. As the name suggests, the phase was found to consist
of twist and bend deformations, and lacked splay. A second twist-less modulated nematic
phase was observed in experiment for the first time recently. This phase, the splay-bend has
a two-dimensional texture in which molecules oscillate about a fixed axis with a maximum
angle and pitch that are determined by exprimental parameters [54, 55, 56].
Various mechanisms have been considered in the literature to explain the formation of the
twist-bend phase — elastic instability, bond orientational order and flexoelectric effects[4,
57, 58, 59, 60, 62]. We may consider these mechanisms as potential explanations for the
formation of the splay-bend phase. From a theoretical stand point, elastic instability is an
unsuitable explanation, since it causes the free energy density to be unbounded from below
and requires the addition of abitrary higher order terms for a stable free energy. While bondorientational order as a mechanism does not have this problem, the absence of chirality in
the phase and nematic symmetry forbid it mathematically from being a forming mechanism.
Lastly, flexoelectricity could explain the formation of splay-bend phases, but it also requires
higher order couplings between polar ordering in the phase and elastic deformations. Bend
and splay flexoelectric couplings lead to effective elastic constants that stabilize splay and
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bend modulations. Both flexoelectric couplings can give rise to splay-bend phases with
modulation in the average direction of the director field or modulations perpendicular to
the average direction of the nematic director. These two modulations, treated previously
in the literature as ‘splay-bend’ and ‘splay-nematic’ phases, are related to each other by an
exchange of the splay and bend elastic constants [54, 4].
Given the existence of the twist-bend and splay-bend nematic phases, it is geometrically
reasonable to expect the existence of a third modulated nematic phase that is made up of
twist and splay deformations, but lacks bend. We call this phase the splay-twist. A lack of
bend implies that the nematic director field must be parallel to a system of straight lines.
The straight line rulings on a hyperboloid show twist, and are a perfect contender for such
a phase. A space-filling and defect-less texture is possible with nested hyperboloids that
become flatter and increase in radius as you move out from the center of the texture. We can
show further that such a teture may also be formed by taking the gnomonic projection of the
Hopf fibration. This is reminiscent of the link between the Hopf fibration and cholesteric
blue phases [72]. Additionally, the gnomonic projection picks out a particular spacing
between successive hyperboloids — it creates a uniform expansion of a bundle of rigid lines.
In the liquid phase, the free energy is convex in the areal density of the lines (in the plane
perpendicular to the z-axis in this case) and thus a uniform density variation will minimise
the free energy.
We ask how the splay-twist phase can be isolated in experiment? At large distances from the
center of the hyperboloid texture, the nematic director field resembles that of a hedgehog
defect, and the phase is stable for certain parameter ranges with a boundary with spherical
geometry and homeotropic anchoring. Even for negative saddle-splay a region of stability
is seen for high values of the pitch. Further, the phase can be stabilized a diabolo geometry,
with the outside boundary being a hyperboloid. For a diabolo system with saddle-splay and
no explicit anchoring, the splay-twist may be more stable than a cholesteric. Each stable
bundle might, in principle, act as a chiral constituent for a more complex arrangement.
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The chiral structure of the surface can lead to a chiral packing of each diabolo, something
reminiscent of the observed packing of nucleosome core particles discovered by Leforestier
and Livolant.
It is possible to have a whole family of projections of the Hopf fibration that go from
gnomonic to steregraphic. As the point of projection moves from the center to the top of
S 3 , more and more straight line rulings of the projection become circular, and the projection
goes from pure splay to pure bend.
Many avenues of research remain open in the study of modulated nematic phases. The
mechanism behind the emergence of twist-bend and splay-bend phases remains debated.
Further, it remains to be seen whether the splay-twist can be isolated in experiment. A related geometric and energetic question is how the domains of splay-twist can pack together
to form a bulk phase, and whether defects are a necessary feature of the bulk phase.

6.2. Adaptation to Heterogenous Environments
The second part of this thesis is concerned with the ecology and evolution of changing and
heterogenous environments. Organisms adapt to their environments with changes to their
physiological features or processes in order to maximize their fitness. Certain adaptations
are strategies to changing or spatially heterogenous environments rather than to features
of a specific environment. We identify the optimal phenotype in each environment, and the
tolerance of the phenotype to variations in the environment as the two characteristics that
define the fitness curve for each environment. For an organism that encounters two or more
environments with a certain probability (either spatially or temporally), the fitness set is
a useful concept that captures the ‘distance’ between the environments [114]. The fitness
can either be concave or convex. Additionally, the adaptive function contains information
about the nature of the organisms encounter with the combination of the environments.
With these two functions, we can define easily the optimal strategy to a given heterogeneity,
which depends on: (1) the relationship between the different environments and (2) the size
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of the grain of encounter for the phenotypes.
Pareto optimality has recently been used to explain the presence of phenotypic plasticity
within a species, as well as among different species [8, 120, 121]. Heterogeneity in environmental conditions can be captured using trade-offs — it is not possible for one organism to
have maximum performance at multiple tasks at once, or have maximum fitness in multiple
environments at once. Hence, there must be a process of decision making. If the optimal
phenotype in each environment, or the archetype, is plotted in trait or phenotype space,
the convex hull of these points gives us the Pareto optimal front of phenotypes i.e. all
phenotypes that cannot increase fitness in one environment without decreasing it in all
others at the same time. This framework has been used to explain diversity in a number
of varying systems — castes in E.O. Wilson’s classic study of leaf cutter ants, beak shape
and size in Darwin’s ground finches, bat phenotypes, gene expression levels in E. Coli, morphology of ammonite shells, and the relationship between size and longevity in mammals
[8, 120, 121, 122]
We investigate the relationship of the shape of the Pareto front in trait space to the shape
of the fitness set, and compare the two methods to find an optimal strategy. Using a
toolbox model that represents environmental archetypes as vectors [134], we can find that
the Pareto front in trait space for a quadratic fitness function and a linear total fitness is
represented by ellipses. This calculation can be generallized for different fitness functions,
and made more qualitative, in order to retain generality and realism in our model. These
calculations can be developed further to make the archetype vectors time dependent, and
study the effect of temporal changes on the shape of the Pareto front. In this way, we can
together model spatial heterogeneity using the Pareto front, and temporal changes in the
environment. Although Pareto fronts have been used to address adaptation to changing
environments, these studies have looked at examples of seasonality, where environments
change and repeat with a certain probability [124, 125, 126, 127]. We are interested in
studying slow, long term changes on the scale of evolutionary time, such as those in the
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process of climate change.
Further, these theoretical explorations can be grounded with experimental data from a long
term study of the Galagapos finches [128, 129, 130], as well as experiments on the red flour
beetle Tribolium castaneum [141, 142].
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[52] John Harden, Badel Mbanga, Nandor Éber, Katalin Fodor-Csorba, Samuel Sprunt,
Jim T Gleeson, and Antal Jakli. Giant flexoelectricity of bent-core nematic liquid
crystals. Physical Review Letters, 97(15):157802, 2006.
[53] J Harden, Martin Chambers, Rafael Verduzco, Paul Luchette, Jim T Gleeson,
S Sprunt, and Antal Jákli. Giant flexoelectricity in bent-core nematic liquid crystal elastomers. Applied Physics Letters, 96(10):102907, 2010.
[54] Alenka Mertelj, Luka Cmok, Nerea Sebastián, Richard J Mandle, Rachel R Parker,
Adrian C Whitwood, John W Goodby, and Martin Čopič. Splay nematic phase.
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