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In this paper, an existence and uniqueness result is obtained for an IVP of fractional
differential equations using themethod of generalized quasilinearization, which allows for
some relaxation on the conditions on f .
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1. Introduction
Quasilinearization [1] is a very useful iterative technique that guarantees the quadratic convergence of the sequence of
the solutions of the corresponding linear problem. This has been extended to fractional differential equations in [2].
The technique can be refined to the situation where the function on the right hand side is split into two functions, one
satisfying a weaker assumption than convexity and the other function satisfying a weaker assumption than concavity.
In this paper we extend this method to fractional differential equations which appear to be appropriate models for many
physical phenomena and have attracted the attention of a number of research scientists [3–7].
2. Preliminaries
We start with the definitions of the Caputo fractional differential equation, the Riemann–Liouville fractional differential
equation and the relations between the two derivatives.
The Caputo fractional differential equation is given by
cDqx = f (t, x), x(t0) = x0 (2.1)
and the corresponding Volterra fractional integral equation by
x(t) = x0 + 1
Γ (q)
∫ t
t0
(t − s)q−1 f (s, x(s))ds. (2.2)
The Riemann–Liouville fractional differential equation is expressed as
Dqx = f (t, x), (2.3)
x(t0) = x0 = x(t)(t − t0)1−q|t=t0 (2.4)
and the corresponding Volterra fractional integral equation is
x(t) = x0(t)+ 1
Γ (q)
∫ t
t0
(t − s)q−1 f (s, x(s))ds, (2.5)
∗ Corresponding author at: GVP-Prof. V. Lakshmikantham Institute for Advanced Studies, Madhurawada, Visakhapatnam 530 048, India.
E-mail address: jvdevi@gmail.com (J. Vasundhara Devi).
0898-1221/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.05.017
1058 J. Vasundhara Devi et al. / Computers and Mathematics with Applications 59 (2010) 1057–1062
where
x0(t) = x
0(t − t0)q−1
Γ (q)
.
The relation between the Caputo fractional derivative and the Riemann–Liouville fractional derivative is as follows :
cDqx(t) = Dq [x(t)− x(t0)]. (2.6)
We shall state the needed notation and the required results from [8–10], without proof for the Riemann–Liouville fractional
derivatives below.
Let Cp ( [t0, T ], R) = {u ∈ C((t0, T ], R) and (t − t0)p u(t) ∈ C( [t0, T ], R)}.
Lemma 2.1. Let m ∈ Cp ( [t0, T ], R) be locally Hölder continuous with exponent λ > q and for any t1 ∈ ( t0, T ], we have
m(t1) = 0 and m(t) ≤ 0 for t0 ≤ t ≤ t1, (2.7)
then
Dqm(t1) ≥ 0. (2.8)
Lemma 2.2. Let {x(t)} be a family of continuous functions on [t0, T ], for each  > 0, where
Dq x(t) = f (t, x(t)), x0 = x(t)(t − t0)1−q|t=t0 ,
and
|f (t, x(t))| ≤ M for t0 ≤ t ≤ T .
Then the family {x(t)} is equicontinuous on [t0, T ].
The explicit solution of the nonhomogeneous linear fractional differential equation of the Caputo type is used to prove
the main result. Hence we present it here. The nonhomogeneous linear fractional differential equation of the Caputo type is
given by
cDq(x) = λx+ f (t), x(t0) = x0, (2.9)
where f ∈ Cq ( [t0, T ], R), and is Hölder continuous with exponent q.
Using the method of successive approximations we get the unique solution of (2.9) as
x(t) = x0 Eq(λ(t − t0)q)+
∫ t
t0
(t − s)q−1 Eq,q(λ(t − s)q) f (s)ds, t ∈ [t0, T ], (2.10)
where
Eq(t) =
∞∑
k=1
tk
Γ (qk+ 1) and Eq,q(t) =
∞∑
k=1
tk
Γ (qk+ q)
are the Mittag-Leffler functions of one parameter and two parameters respectively.
The next result deals with nonstrict fractional differential inequalities for the Caputo derivative.
Theorem 2.3. Let v,w ∈ Cp ( [t0, T ], R) be Hölder continuous for an exponent 0 < λ < 1 and λ > q, f ∈ C ( [t0, T ] × R, R)
and
(i) cDq v(t) ≤ f (t, v(t)), (ii) cDqw(t) ≥ f (t, w(t)), t0 < t ≤ T . (2.11)
Suppose further that the standard Lipschitz condition
f (t, x)− f (t, y) ≤ L(x− y), x ≥ y and L > 0, (2.12)
is satisfied. Then v(t0) ≤ w(t0) implies
v(t) ≤ w(t), t0 ≤ t ≤ T . (2.13)
Corollary 2.4. The function f (t, v) = σ(t)v where σ(t) ≤ L is admissible in Theorem 2.3 to yield v(t) ≤ 0 on t0 ≤ t ≤ T .
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3. Generalized quasilinearization
To develop the method of generalized quasilinearization for the Caputo fractional differential equation we begin with
the following details. The Caputo fractional differential equation is given by (2.1) and the corresponding Volterra fractional
integral equation by (2.2). Here we consider the function f (t, x) on the right hand side of (2.1) and split it into two parts as
f (t, x) and g(t, x)where f satisfies a weaker condition than convexity and g satisfies a weaker assumption than concavity.
Consider the IVP, in this set up, given by
cDqx = f (t, x)+ g(t, x), x(t0) = x0, (3.1)
The corresponding Volterra fractional integral equation is
x(t) = x0 +
∫ t
t0
(t − s)q−1(f (s, x(s))+ g(s, x(s)))ds. (3.2)
We define the natural lower and upper solutions for the given equation (3.1).
Definition 3.1. v,w ∈ Cp([t0, T ], R) are said to be lower and upper solutions, respectively, of (3.1) if the following hold.
cDqv ≤ f (t, v)+ g(t, v), v(t0) ≤ x0,
cDqw ≥ f (t, w)+ g(t, w), w(t0) ≥ x0, t ∈ J;
Theorem 3.2. Assume that
(i) f , g ∈ C ( [t0, T ] × R, R), α0, β0 ∈ Cq ( [t0, T ], R) and
cDqα0 ≤ f (t, α0)+ g(t, α0), α0(t0) ≤ x0
cDqβ0 ≥ f (t, β0)+ g(t, β0), β0(t0) ≥ x0,
α0(t) ≤ β0(t) on J, α0(t0) ≤ x0 ≤ β0(t0), where J = [t0, T ].
(ii) Suppose fx(t, x) exists, fx(t, x) is increasing in x for each t,
f (t, x) ≥ f (t, y)+ fx(t, y)(x− y), x ≥ y and
|fx(t, x)− fx(t, y)| ≤ L1|x− y|. (3.3)
Further, suppose that gx(t, x) exists, gx(t, x) is decreasing in x for each t,
g(t, x) ≥ g(t, y)+ gx(t, x)(x− y), x ≥ y
and
|gx(t, x)− gx(t, y)| ≤ L2|x− y|.
Then there exist monotone sequences {αn}, {βn} such that αn → ρ, βn → r uniformly and monotonically to the unique solution
ρ = r = x of IVP (3.1) on J and the convergence is quadratic.
Proof. Consider the linear fractional differential equations given by
cDq αk+1 = F(t, αk+1, αk, βk)
= f (t, αk)+ fx(t, αk)(αk+1 − αk)+ g(t, αk)+ gx(t, βk)(αk+1 − αk),
αk+1(t0) = x0
(3.4)
cDqβk+1 = G(t, βk+1, αk, βk)
= f (t, βk)+ fx(t, αk)(βk+1 − βk)+ g(t, βk)+ gx(t, βk)(βk+1 − βk)
βk+1(t0) = x0.
(3.5)
Since the right hand sides of (3.4) and (3.5) satisfy a Lipschitz condition, it is clear that there exist unique solutionsαk+1(t)
and βk+1(t), corresponding to (3.4) and (3.5) respectively. Our aim is to prove that
α0 ≤ α1 ≤ · · · ≤ αk ≤ βk ≤ · · · ≤ β1 ≤ β0 on J. (3.6)
First, we will show
α0 ≤ α1 ≤ β1 ≤ β0 on J, (3.7)
by setting,
p = α0 − α1 on J.
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Then
cDqp = cDqα0 − cDqα1.
Thus, on using assumption (ii), we get
cDqp = cDqα0 − cDqα1
≤ f (t, α0)+ g(t, α0)− [f (t, α0)+ fx(t, α0)(α0 − α1)+ g(t, α0)+ gx(t, β0)(α0 − α1)]
= [fx(t, α0)+ gx(t, β0)]p
and p(t0) ≤ 0.
Now applying Corollary 2.4, we obtain that
α0(t) ≤ α1(t) on J.
Similarly, we obtain β1 ≤ β0 on J . Next write
p = α1 − β1.
Then
cDqp = cDqα1 − cDqβ1
= f (t, α0)+ g(t, α0)+ fx(t, α0)(α1 − α0)+ gx(t, β0)(α1 − α0)
− [f (t, β0)+ g(t, β0)+ fx(t, α0)(β1 − β0)+ gx(t, β0)(β1 − β0)]
≤ fx(t, α0)(α0 − β0)+ fx(t, α0)(α1 − α0 − β1 + β0)+ gx(t, β0)(α0 − β0)+ gx(t, β0)(α1 − α0 − β1 + β0)
≤ [fx(t, α0)+ gx(t, β0)](α1 − β1).
This inequality holds by assumption (ii). Thus, we have
cDqp ≤ (fx(t, α0)+ gx(t, β0))p
p(t0) = 0.
Using Corollary 2.4, we conclude that α1 ≤ β1 on J . Hence (3.7) is proved.
Assuming for some k > 1,
α0 ≤ αk−1 ≤ αk ≤ βk ≤ βk−1 ≤ β0 on J, (3.8)
we shall show
αk ≤ αk+1 ≤ βk+1 ≤ βk on J.
In order to do so, we set p = αk − αk+1 and get
cDqp = cDqαk − cDqαk+1
= f (t, αk−1)+ g(t, αk−1)+ [fx(t, αk−1)+ gx(t, βk−1)](αk − αk−1)
−{f (t, αk)+ g(t, αk)+ [fx(t, αk)+ gx(t, βk)](αk+1 − αk)}
≤ fx(t, αk−1)(αk−1 − αk)+ fx(t, αk−1)(αk − αk−1)+ fx(t, αk)(αk − αk+1)+ gx(t, βk−1)(αk−1 − αk)
+ gx(t, βk−1)(αk − αk−1)+ gx(t, βk)(αk − αk+1)
≤ (fx(t, αk)+ gx(t, βk))p.
This inequality holds by assumption (ii). Thus, we have
cDqp ≤ (fx(t, αk)+ gx(t, βk))p
p(0) = 0,
by assumption (ii). Again, from Corollary 2.4, we conclude that
αk ≤ αk+1.
Similarly, we can show that βk+1 ≤ βk on J.
Finally, we show that αk+1 ≤ βk+1. To do so, set
p = αk+1 − βk+1.
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Then,
cDqp = cDqαk+1 − cDqβk+1
= f (t, αk)+ g(t, αk)+ [fx(t, αk)+ gx(t, βk)] (αk+1 − αk)
− f (t, βk)− g(t, βk)− [fx(t, αk)+ gx(t, βk)] (βk+1 − βk)
≤ fx(t, αk)[αk − βk + αk+1 − αk − βk+1 + βk] + gx(t, βk) [αk − βk + αk+1 − αk − βk+1 + βk]
= [fx(t, αk)+ gx(t, βk)]p.
Thus, we get cDqp ≤ [fx(t, αk)+ gx(t, βk)]p and p(t0) = 0, which yields, by Corollary 2.4, αk+1(t) ≤ βk+1(t) on J . Hence by
induction principle we have that (3.6) is valid for all k.
Clearly the sequences are uniformly bounded because of (3.6), which shows that {cDqαn}, {cDqβn} are also uniformly
bounded. By Lemma 2.2 we get the sequences are equicontinuous on [t0, T ] and therefore using the Ascoli–Arzela Theorem
we conclude that there is a subsequence that converges uniformly on [t0, T ]. This together with (3.6) gives that {αn}, {βn}
converge uniformly andmonotonically to ρ, r respectively as n→∞. Using the corresponding Volterra fractional integrals
of (3.4) and (3.5) one can easily show that ρ and r are solutions of the IVP (3.1). Since fx(t, x) is bounded on the sector
[[α0, β0] = {x : α0(t) ≤ x ≤ β0(t)}], we obtain that f (t, x) is Lipschitz and since g(t, x) is decreasing, we find that
ρ = r = x is the unique solution of the IVP (3.1).
To prove the quadratic convergence of {αn}, {βn} to the unique solution, set pn+1 = x− αn+1. Then,
cDqpn+1 = cDqx− cDqαn+1
= f (t, x)+ g(t, x)− f (t, αn)− g(t, αn)− {(fx(t, αn)+ gx(t, βn))[αn+1 − αn]}
≤ fx(t, ξ)pn + gx(t, η)pn + [fx(t, αn)+ gx(t, βn)] (pn+1 − pn)
where αn ≤ ξ ≤ x and x ≤ η ≤ βn.
Now using the increasing nature of fx and the decreasing nature of gx, we get
cDqpn+1 ≤ (fx(t, x)− fx(t, αn))pn + (gx(t, x)− gx(t, βn))pn + [fx(t, αn)+ gx(t, βn)] pn+1
≤ L|pn|2 + [fx(t, αn)+ gx(t, βn)] pn+1
≤ L|pn|20 + Kpn+1
where
|pn|0 = max[t0,T ] |pn(t)|, |fx(t, αn)| ≤ K1, |gx(t, βn)|,≤ K2
K = max (K1, K2)
and L = max{L1, L2}.
Thus we have,
cDqpn+1 ≤ L|pn|20 + Kpn+1,
which gives
pn+1(t) ≤ L|pn|20
∫ t
t0
(t − s)q−1Eq,q(K((t − s)))ds
≤ N|pn|20,
where
N = L
q
(T − t0)qEq,q (K(T − t0)q).
Thus we have the estimate
|pn+1|0 ≤ N|pn|20,
which gives the quadratic convergence.
A similar computation shows that
|rn+1|0 ≤ N|rn|20.
The proof is therefore complete. 
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