Control of a computer workstation via face position and facial gesturing would be an important advance for people with hand or body disabilities as well as for all users. Steps toward realization of such a system are reported here. A computer system has been developed to track the eyes and the nose of a subject and to compute the direction of the face. Face direction and movement is then used to control the cursor. Test results show that the resulting system is usable, although several improvements are needed.
I. INTRODUCTION
We demonstrate a mode of communication whereby the user controls the cursor and selects a desired menu item with his/her face. Our primary goal is to enhance both the work and living environment of disabled persons, but we believe that development of a system viable for all persons would have the most impact.
Eye-tracking systems contained in helmets, glasses, or other devices have already been built to aim guns in aircraft and to study the scanning process of reading 18] . In our project, we wanted to demonstrate feasibility of a face tracking device contained within the computer workstation itself, keeping the user completely free of any devices or wires. A secondary goal is to also avoid having to use cosmetics to provide enhanced facial features. Because a long-term goal is to recognize gestures made with the eyes and mouth, we want a system which will image the entire face and not just the eyes. An objective benchmark is to provide a choice of symbols from a set of 64 possible choices within a time of 2 seconds. This cycle time would provide a viable communication alternative for many patients of the Articial Languages Lab at Michigan State University, according to its Director, Dr John Eulenberg.
Much of the work on faces in computer vision is not directly related to face direction detection, but some of the techniques used in face recognition, such as feature extraction, location of templates and matching algorithms can be applied to face communication systems.
Work by Wagner and Galiana 17] shows how template matching can be used to track eye movements. In another related work, Schmandt, Ackerman and Hindus 13] showed how window navigation tasks usually performed with a mouse can be controlled by voice. Pentland and Mase 11] present a lip reading system that may be used to augment any speech recognition system to get better accuracy in noisy environments. Although lip reading is not directly related to face direction detection, it presents similar constraints for light requirements and camera positioning. Moreover, success at lip reading can yield symbols for communication.
Several other papers describe useful algorithms to locate the face within a noisy background. Govindaraju, Srihari and Sher 8] developed procedures to locate human faces in newspaper photographs. Their approach is based on cost minimization of feature graphs. Turk and Pentland 16] nd the face by analyzing frame di erencing in motion under the hypothesis that people are constantly moving. In an early paper, Baron 3] shows how to locate the eyes in a face. His approach is based on the standardization of the image size. Yuille, Cohen and Hallinan 19] use deformable templates and an energy minimization function to nd the eyes.
Ohmura, Tomono, and Kobayashi presented a method of detection of face direction 10]. Their 1 system computed face direction from three points extracted from the face. In order to track face movement in real time, they pasted three blue spots on nondeformable places of the face and developed special hardware for image processing. Their system achieved a speed of 10 updates per second and an average error of only 0.62 degrees (standard deviation of 0.76 degrees) making it practical for face tracking applications.
Tracking and analyzing the human face in an ordinary work environment requires processing complex images under di erent lighting conditions, handling a moving background and sometimes handling partial occlusions of the face. The algorithms presented here rst extract two feature points, one for each eye, and then extract a third feature point, the mouth or nose, with guidance from the positions of the two eyes. The direction of the face is de ned as the normal of the plane de ned by these three feature points. The values of yaw angle and pitch angle are used to give the position of the cursor.
Most of our e ort was spent in developing feature extraction which was both robust and fast; this is reported in Section 3. In order to locate feature points in 3D space, we used Ohmura et al's solution to the perspective-3-point problem 10]. Discussion of this method and study of the error resulting from change of focus is treated in Section 2. The method for controlling the mouse/cursor is discussed in Section 4. The system which we have implemented has been tested on eight subjects exhibiting a good variation in skin color and hair and viewed in several di erent poses each. Promising results are given in Section 5.
II. COMPUTATION OF FA-CIAL ASPECT
The position and orientation of the face can be computed from the 3D coordinates of three feature points seen in a 2D image, provided that the three 3D interpoint distances are known. This correspondence problem between an image and a 3D target is referred to as the P3P problem 7] : Perspective-3-Points problem. The computational method used by Ohmura et al 10] is based on the Newton-Raphson algorithm 12]. When the iteration is initialized with the three approximate distances from the focal point to the 3D feature points, the algorithm converges to accurate actual distances.
The imaging model is shown in Figure 1 . P i is a feature point imaging at image point Q i andû i is the unit vector in the direction of P i and Q i . a 1 , a 2 , a 3 are the distances from the origin O, or projection point, to the three 3-D pointsP 1 The face direction can be computed as the vector product of the di erence of the vectors: P 2 ?P 1 P 3 ?P 1 (6) III. EXTRACTING NATURAL FEATURE POINTS
As required by the direction computation module, three feature points must be extracted from the face. These points should be fairly rigid on the face so that facial movements unrelated to head positioning do not induce much error in the positions of the feature points and hence in the direction vector. In the rst approach, we tried a template matching method described below. Based on the results of Craw, Ellis and Lishman 6], both the eyes and the mouth were chosen as natural feature points. The results below show that the mouth is too highly deformable to be accurately modeled as the third feature point. Moreover, the template matching proved to be too slow. In the second approach taken, the nose was detected instead of the mouth. In addition, eye templates were not used. Instead, the method was based on the detection of specular light reection from the eyes and the nose.
A. Matching with deformable templates
Yuille, Cohen and Hallinan 19] studied a method for detecting facial features using deformable templates which modeled edges, peaks and valleys in the image, and their spatial relationships.
The runtime for the program was in terms of minutes on a SUN4 and hence was impractical for our purpose. In order to improve the computation time, we tried a much simpler template for both the eye and the mouth. It consists of a simple ellipse, whose parameters ( minor axis a, major axis b, and the center coordinates cx; cy ) may vary. The energy function is de ned as the distance from the template to a set of edge pixels averaged over all points of the template. When the distance is small (one or two pixels), it is assumed that a match has occured. Figure 2 gives an overview of the technique used to detect the three features: the modules correspond to the processing steps that are described in the following paragraphs. Since real time computation is required, the preprocessing has to be expedient and there must be a compromise between the number of computations and the accuracy of the results. Also, as a consequence of taking shortcuts, a badly processed image could sometimes result in the nonconvergence of the search for a feature. 1) Preprocessing: First a Sobel operator is applied to the image to detect the edges. Noise is eliminated by eroding the edge image. The erosion is de ned as :
e(x; y) = min i; j fI(x + i; y + j) ? K1(i; j)g ?1 i 1; ?1 j 1 (7) where : I(x, y) is a point in the image, K1(i, j) = 50 for i=j=0 and = 0 otherwise e(x, y) is a point in the eroded image
The resulting image is thresholded: edge pixels have a gray level of 1 and background pixels have a gray level of 0. (Figure 3 .) The image is then ready to be input to the chamfering module.
2) Chamfering the image: A chamfered image is basically an expanded-edge image. Each edge of the input edge-image is expanded in all directions with an increasing value of gray level. This increase in gray level de nes a distance function which gives the distance in pixel units from any pixel to the nearest edge pixel of the original image. The distance function not only cuts down the time necessary for evaluation of a match but it also improves the properties of the matching. H. G. Barrow, J. M. Tenenbaum, R.C. Bolles, and H.C. Wolf 4] showed that the cost involved in conventional matching techniques is quadratic in time while the chamfering technique is only linear. Figure 3 e) shows an image of a human face where the chamfering transformation was applied: the darker the pixel, the closer it is to an edge. White points are actually at the center of dark areas to improve the display. Based on this image, a goodness of t function is de ned which yields a large value for a bad match (the template is far from the sought edge) and a low value for a good match (the template is close to the edge).
A major problem in the processing of this image transformation is the high computation time required by a sequential algorithm. It took more than 80 sec to compute the chamfered image on our vision system (Innovision IDAS 150). Such a computation time is unacceptable for a real time application. A parallel version of the algorithm was implemented. Since the vision system can achieve real time 3 3 convolution computations, the previous algorithm is approximated by a sequence of convolutions. The following kernel is applied to the binary image as in Figure 7d The edges get expanded by applying a set of convolutions to the image. Each convolution expands (blurs) the edges with a new layer of one pixel on each side. The closer the template is to an edge, the higher the value of the gray level.
It is possible to get back the chamfered image by applying a post-transformation, such as taking the negative of the image and then applying a scaling transformation. The edge width depends on the number of convolutions performed. As a result, the expanded-edge image is not as precise as the image obtained with the chamfering transformation. This could a ect the searching process dramatically, since the more precise the image, the easier the search. Here we are facing a compromise between the accuracy of the results, and the length of the computation time. It took approximately 5 sec on IDAS 150 to compute the expanded-edge image using 5 convolutions, and about 10 sec with 10 convolutions. We shall see in the following sections that the face features can be found with 5 convolutions. Figure 3 f) shows an image of a human face obtained using 5 convolutions.
3) Location of the Search Area: Deciding where to start the search for a feature is a crucial point in the improvement of the speed of the algorithm. There is no need to search for an eye or a mouth in the entire image. Rather, we use our commonsense knowledge of the human face that tells us the eyes are in the upper part of the face and the mouth in the lower part. Furthermore, we know the mouth is always located "between" the two eyes. It is assumed that neither the right eye nor the left eye are hidden and that the roll angle is close to zero. As a result, when a subject is looking right, the right eye will be lower than the left eye in the image, and vice versa when looking left.
When tracking the facial features, the results of the previous frame can be used to locate the position of the current features. When the subject turns his head to the left or the right, the vertical positions of the eyes and the mouth do not change very much. The search area can be reduced accordingly. Three search areas were considered: one for each of the sought features. They were determined from the movement of the natural features in the image while the subject was rotating his face. Any change in the position of the feature should be inside the search area. Each of the three search areas is de ned as a rectangle surrounding the feature (Figure 4 ). The search algorithm described below will converge to the sought feature only if the starting point is close to the feature. Thus the location process is not only a way of gaining time, but also a requirement for convergence.
4) Search algorithm: Our goal is to recognize the two eyes and the mouth in the minimum possible time. Each of these features is modeled with a di erent ellipse. So the problem can be stated as nding the parameters of the ellipses that match the sought features and testing for the precision of matching. The algorithm follows a hill-climbing search. The modeled ellipse is placed on the image at a location given by the location module, and is evaluated by the distance function. The distance between the template and the sought ellipse (distance of search) is computed based on the result of the evaluation. If the evaluated distance is not acceptable, the ellipse is translated in the direction that gives the best evaluation. Only four directions are considered : up, down, left and right. If the algorithm converges to a local minimum, that is, if the evaluation function cannot be improved in any of the four directions and is still unacceptable, the distance of search is decremented by one. In the case of a plateau, that is, if the distance function cannot be improved in any of the four directions in a close neighborhood, and the evaluation of the distance is still too large, the values of the major and minor axes of the ellipse are varied.
Denote the evaluation function Eval. Eval is a function of the coordinates of the ellipse's center (cx; cy), the major axes (b) and the minor axes (a) of the ellipse. Eval = f(a; b; cx; cy) (10) Since the evaluation function should be decreasing (we always want to nd a better matching), we can de ne an error based on the previous minimum value (min Eval) of the evaluation function. Error = Eval ? min Eval (11) We want to minimize the error by changing the values of the major and minor axes of the ellipse. 
If we solve these two equations for a and b we get the new optimal values of the ellipse's major and minor axes. If the evaluation function is ten times greater than the tolerance (the value given to the algorithm for an acceptable distance between the sought ellipse and the template), it is assumed that the search occured in the wrong area, and as a result, the ellipse is translated in the direction that gives the best evaluation. All these heuristics have been determined from the behavior of the search for our images. Results of feature detection using these elliptical models are discussed in Section 5.
B. The twinkle approach
When the tting of ellipses to the eyes and mouth was determined to be too slow and too inaccurate for the mouth, a di erent approach had to be tried. With the second approach, the processing took the following steps.
1. Acquire a face image.
2. Locate the eye twinkles.
3. Locate the position of the nose guided by positions of the eyes.
4. Compute face direction from the three feature points.
5. Move the mouse cursor accordingly.
1) Extracting a pair of eye twinkles: The human eye is very nearly spherical with a diameter of approximately 24 millimeters 14]. A twinkle from the eye is a bright re ection from the cornea which may be assumed to be xed if a) the light source is xed, b) the head is xed and c) we assume that the eye is a sphere whose motion is purely rotational. We studied eye motion while inhibiting all other body motion and found that the twinkle would move in the image less than ve pixels. The error that resulted in face direction from this slight motion was less than one degree. Therefore, the above assumptions were practical for the computations of twinkle location.
The twinkles are the brightest regions of the image and also have the highest contrast. Since we also want to extract the contour of the nose, we also apply an edge operator to the image. A 2x2 Roberts operator was used to increase speed. Since the pixels de ning the twinkles have a high gradient magnitude, s(x) is maximized on the twinkles. Thresholding the edge image with a high value produces an image whose only points are the twinkles. The center of the iris is a conrming point in each eye. Figure 5 summarizes the process. Finding the right threshold is not necessarily an easy matter. The value of the threshold depends on the lighting conditions. If the value is too high we lose the twinkles, and with a low value we get a noisy result. A good value of the threshold is found by looking at the histogram of the edge image. The threshold is set to 30 percent less than the highest gray level value, an arbitrary percentile which gave good results.
A divide and conquer algorithm is used to quickly locate the position of the twinkles. The window is recursively divided by half, rst according to the x axis and then according to the y axis. Histogram analysis is performed on each window. If the window is empty, it is rejected, otherwise it is divided by half. When the window is small enough (about 30 pixels by 30 pixels) an exhaustive search for the twinkles is started. Once the twinkle is located, a connected component algorithm is run to nd the 8-connected region. Shape analysis is used to di erentiate twinkle pairs. We assumed rst that the two twinkles that we were looking for were the most similar pair among the set of twinkles. Our second assumption was based on our test data. Most twinkles were fairly small, usually less than 20 pixels and had almost a circular shape. The shape is de ned by three features: the area, or twinkle size which should be less than 20 pixels, the elongation which should be close to one and the compactness which is equal to 4 for a disk. Ballard and Brown 1] and Levine 9] give mathematical de nitions for these features. The area A is just the number of pixels of a connected component. The elongation is the ratio of the smallest eigenvalue and the largest eigenvalue of the component point set obtained from the covariance matrix. Finally, the compactness is dened as perimeter squared divided by the area, where the perimeter is the pixel boundary of the connected region.
All the features are scaled to fall within the in- 
The weights associated with each feature are system dependent: they were computed to obtain the best results. The twinkle pair that maximizes the similarity index s ij is selected as the best. The centroids m x and m y are the coordinates of the feature points.
2) Extracting the third feature point: Finding a third natural feature was not easy. Given the time and accuracy constraints, the feature should be easy to nd and be xed on the face. For instance, as shown in 2], the mouth is not a good feature since it can be partly occluded when the subject looks to the sides. Furthermore, points on the mouth can "move" on the face, independent of the rest of the face. This motion is confounding and creates error in the computation of face direction. We chose to detect the end of the nose and we used di erent techniques for static images and for dynamic sequences.
3) Extracting the nose in static images: We noticed that we could nd a slight specular reection of the light source on the end of the nose. This "nose-twinkle" is not as bright as the eye twinkles and requires more image enhancement for extraction. First, we used a lower threshold. The value of the threshold is dependent on two factors: a) the lighting environment and b) the skin complexion of the subject. Computing an accurate value of the threshold was di cult since it varied on a small scale (between 7 and 10) for all our subjects. Furthermore, extracting the nose with the wrong threshold led to large errors in the computation of face direction. To solve this problem, we needed a calibration phase in the system. Tests were done to determine the best value of the threshold. Canny 5] presents a thresholding method done with hysteresis. If any part of a contour is above a high threshold, those points are immediately output, as is the entire connected segment of contour which contains the points and which lies above a low threshold. This method reduces the sensitivity on the value of the threshold and makes it easier to nd automatically. As seen in Figure 6 , thresholding the image creates a set of near points. To connect these points we dilate the image 15].
Once the preprocessing of the image is done, locating the "nose-twinkle" is not too much of a problem. Deciding where to start the search is a crucial point in the improvement of the speed of the algorithm. There is no need to search for the nose in the entire image, rather, we use our commonsense knowledge of the human face. The nose is below the eyes and the distances from each eye to the nose are about the same. As mentioned in Section 2, our system knows, for each user, the 3D distances between the two eyes and between each eye (Left, Right) and the nose. Let us call these distances l EE , l LN and l RN . Conversion from (mm) to pixels gives the corresponding distance for l LN We may use any value of a and b such that:
19) The length of the bisectrice is set to the height of the triangle made by left eye, right eye and nose. We start searching for the nose-twinkle in a window located at two thirds of its length. Two thirds is an arbitrary number used when the subject is not looking up or down. It increases to one when the subject is looking down and decreases to 0.2 when the subject is looking up. Furthermore, the window is centered on the bisectrice when the subject is facing the camera and moves to the right or to the left when the subject is looking right or left. A connected component algorithm is run on the window to nd all the 8-connected regions. The method described in Section di erentiates among the 8-connected regions. The area of the "nose-twinkle" is between 150 and 230 pixels and its shape is close to a disk. The similarity index is de ned as : Again we want to maximize s ij . 4 ) Detecting the nose in dynamic images: Variation in a sequence of dynamic images was more than the previous method could handle for detecting the "nose-twinkle". Consistent size and shape cannot be guaranted for several reasons. First, the lighting may not be perfect. If the subject looks too far right or left, shadows may appear and cover the twinkle. And second, the picture may be taken when the subject is still moving, in which case all the edges in the image are expanded in the direction of motion. This results in a deformation of the twinkle which in most cases could not be modeled as a disk anymore. This is not a problem for the eye twinkles because the algorithm is looking for the most similar pair while it is looking for a particular shape for the "nosetwinkle".
For dynamic images, the same locating process is used as with static images, but now the algorithm is looking for the contours of the nose. As shown in Figure 7 , three cases are to be considered. In Figure 7 a) the subject is facing the camera. We look for the nasals, that is two connected components with same size (about 250 pixels), same elongation (usually very low) and The case is similar when the subject is looking to the left (Figure 7 c) ).
IV. MOUSE CONTROL
To demonstrate the practicality of the twinklesystem approach, the direction of the face was used to control the mouse cursor. A grid was drawn on the video monitor and one box selected at random. Starting from the top left of the screen the user then tried to position the cursor at the selected box by using gradual head motion. The program gave feedback by lighting the grid rectangle currently indicated by face position. Di erent sizes of grid were used to test both the accuracy of the system and the practical number of light button alternatives.
The current control algorithm is very simple. It uses the values of the yaw angle and the pitch angle to respectively move the cursor horizontally and vertically. It moves by increment of one box every 10 degrees of and every 5 degrees of . The di erence of increment is explained by a di erence of precision in the two angles. Moreover, the span of the pitch angle is smaller than the span of the yaw angle.
V. RESULTS
To assess the viability of our approach, we tested our system with eight di erent subjects under controlled lighting, scale and orientation. At least ve di erent orientations were considered for each subject. The camera was arranged so that the triangle de ned by the eyes and the nose was in the center of the image when the subject was looking straight at the camera. A bright light was directed on the face of the subject. It is important to note that the amount of light falling on the face was carefully controlled. When there was not enough light, we got some shadows on the face, and in most cases lost the features falling in the shadows. On the other hand, when there was too much light, the image was over-exposed and the "nose-twinkle" was lost . All the experiments were done with a white light. However, the white light would be replaced by an infra-red light for the comfort of the subject in any installed system. The processing was done on a 68000-based vision system (Innovision IDAS 150) at frame rate (30 frames/sec).
A. Results with template matching
The elliptical feature detection algorithm was implemented on two di erent systems. In the average case it took between 1 and 2 minutes on a SUN4 to nd both eyes and the mouth. We achieved similar results on the Innovision IDAS 150.
The results show that the convergence of the algorithm is highly dependent on the location process. If the search starts far o the sought feature, it is likely that the time required for convergence will be higher, and in the worst case, the algorithm will not converge. The location process described earlier gave good results. If the parameters of the template ellipse are close to the parameters of the sought ellipse, the eyes and the mouth can be found without having to run the search algorithm. Furthermore, it appeared that the order in which the search was conducted was important. It was easier to nd the mouth when the location of the eyes was known and vice versa. The principal cause of error obtains when the subject is looking hard right or left: the shape of the mouth is hardly an ellipse, in which case matching occurs only on one side of the mouth creating an error in the location of the feature point (center of the ellipse).
As mentioned earlier, the accuracy of the results is a function of the computation time. More accurate results require larger computation time. Real time computation was not achieved, even when chamfering was parallelized. In the best case, the eyes and the mouth were found in about a minute. We think that the computation time could drop to 25 sec if the computations were done with an additional histogram board. Furthermore, real time would probably be achieved if hardware processing were available for both the location and the search algorithm.
To test the accuracy of the results, the real yaw angle ( r ) was measured and compared to the yaw angle ( ) given by the algorithm. Figure 8 illustrates the experimental system. The subject is wearing a helmet on which is attached a stick. A bright light, placed behind the subject, projects his head on a carton board which has lines drawn on it to give the angle. Figure 9 shows computed angles relative to ground truth for di erent positions of the head.
Results of the template-matching experiments are given in Table 1 . A misalignment of one of the templates of 5 pixels or more will induce unwanted error in the computation of the the direction. An optimal match is needed to get an accuracy within 2 to 3 degrees. The ellipse is not a good model for the mouth. A deformable model, such as a spline, might give a better matching over various positions of the head but would require more costly computation. Table 1 shows that the location error for the eyes is generally acceptable. Large errors are mostly due to shadows. This could be improved by better lighting conditions. On the other hand, errors in the location of the mouth are fairly large. Such errors a ect the computation of the direction, and it is therefore very important to consider other models for the mouth.
B. Results of using twinkle features 1) Feature extraction and direction computation: Table 2 shows some results of the detection of the three \twinkle" features and the computation of face direction. Errors of one or two pixels in the location of the features are insigni cant. Most of the time, the very center of the feature was a block of four pixels. We arbitrarily chose the top left as the real center of the feature, knowing that it could be any of the four. Second, the human face is not at. Therefore, the pitch angle of the triangle, when the subject is facing the camera, is not null. To nd this angle, we asked our subjects to face the camera, ran our system and used the computed angle as a reference angle. As a result, if the subject is not perfectly facing the camera at calibration, all the pitch angles have an o set.
Tests were made on eight subjects each in ve positions. The system achieved 97.5% correct location of both the left eye and the right eye. Some errors occured when tears appeared in the subject's eyes and were detected as the pair of eye centers. The system cannot di erentiate between a pair of identical tears and a pair of eye twinkles. (A kinder lighting system is needed.)
Overall we have 25% error in the location of the correct position of the nose. Errors can be major and minor errors. We call it a major error when the system nds the wrong "nose-twinkle" and a minor error when the "nose-twinkle" is less than 10 pixels away from the actual position. Only 7.5 % of the errors were major errors. These errors had three main origins. The rst is related to the lighting. The second is software dependent: the program cannot nd the right nose-twinkle if it is looking for it in the wrong window. This problem may be solved with a little more engineering. Finally, we may get a major error as the result of an error in the location of the eye twinkles. As a consequence of major errors in the location of the features, there is an average 22.5% error in the yaw angle and 15% error in the pitch angle for those cases. This shows that is more sensitive than to the location errors of the nose.
2) Results of tracking and menu selection: In order to measure the capability and speed of the entire system for menu selection, we recorded the number of computations necessary to reach a \random box" for a grid of boxes. The user would move his head until the cursor was positioned over the box designated by the programs random choice and the results of the trial process recorded. (With one version of the program, the user could close the right eye to terminate the process.) On average, 5.6 face computations were necessary for a 7 7 grid, 12.16 computations for a 10 10 grid and 13.6 computations for the 15 15 grid. Since each face computation cycle takes less than three seconds, it would take on average about 15 seconds for a person to select a menu item from a grid of 49 light buttons. The location and searching algorithms are the most time consuming: edge detection and thresholding are performed in frame time, that is 2/30 of a second and 1/30 of a second respectively. We are optimistic that future hardware improvements will make the program practical.
VI. DISCUSSION AND CON-CLUSIONS
In this paper we described two techniques for extracting human face features to compute user face direction, which in turn would be used for menu selection. The rst method is based on parameterized template-matching where computation is supported by chamfering. To achieve real time processing, special hardware is needed for the chamfering transformation and both the location and search algorithms.
An accuracy of 1-5 pixels in the location of the templates was shown to be essential. A variation of 5 pixels in the location of the template can sometimes result in an error of more than 10 degrees in face direction. Accurate location of templates results in an accuracy of 2 degrees or better in the computed face direction. The ellipse was found to be an adequate model of the eye but an inadequate model to t the mouth. Moreover, the mouth was found to be an unreliable feature when the head is turned at larger angles.
With the second method of detecting natural features, two eye twinkles and the nose were used to compute the face direction. 97.5% correct location of the eye twinkles and over 75% correct location of the nose were achieved. Each face direction computation took less than three seconds. A program to do menu selection using these features was demonstrated in a controlled environment. For the purpose of selecting a box from a grid, an accuracy of 5 to 10 degrees in face direction was shown to be reasonable for menu selection. Error analysis and experiments show that these results obtain even with variation of focal length and face position needed to accomodate a moving human user: details can be found in 2]. We have not achieved our goal of being able to select one of 64 light buttons within two seconds; our experimental system required about 15 seconds.
However, since beginning our project, speed of workstations has increased eightfold and camera attachments are common. Moreover, there has been a great deal of activity in face recognition and modeling. Thus, the prospects of achieving a practical system in the near future seem to be good. 
