Recently, speech recognition systems have been used in various environments. As a result, we are facing low-quality speech data. One of the factors that degrade speech quality is clipping mainly caused by inappropriate microphone settings. Apparently, clipping degrades speech quality, and a study [1] has shown that speech recognition performance deteriorates for real data. However, in that study [1] , other factors, such as contents of utterances, recording devices or speakers, are uncontrolled and the influence of clipping itself on speech recognition performance cannot be evaluated quantitatively. In this study, we clarify the relationship between clipping level, which represents the extent of clipping, and automatic speech recognition (ASR) performance for various artificially clipped utterances by changing the clipping level but keeping the other factors the same.
Introduction
Recently, speech recognition systems have been used in various environments. As a result, we are facing low-quality speech data. One of the factors that degrade speech quality is clipping mainly caused by inappropriate microphone settings. Apparently, clipping degrades speech quality, and a study [1] has shown that speech recognition performance deteriorates for real data. However, in that study [1] , other factors, such as contents of utterances, recording devices or speakers, are uncontrolled and the influence of clipping itself on speech recognition performance cannot be evaluated quantitatively. In this study, we clarify the relationship between clipping level, which represents the extent of clipping, and automatic speech recognition (ASR) performance for various artificially clipped utterances by changing the clipping level but keeping the other factors the same.
Practically, ASR performance estimation is useful. There are some studies on estimating the ASR performance in reverberant and noisy environments [2, 3] but, to the best of our knowledge, there are as yet no studies on estimating the ASR performance of clipped speech. Our experiments show that the ASR performance can be expressed as a logistic regression using the signal-to-noise ratio (SNR) and perceptual evaluation of speech quality (PESQ) [4] . Moreover, we show the explicit relationship between SNR and clipping level, theoretically.
Definition of clipped signals and clipping level
Clipped signalsŷ are obtained by clipping original signals y with a clipping level c , as shown in Eq. (1), after y is normalized between À1 and 1.
Here, ''sign'' returns to 1 if the argument is positive or to À1 otherwise. When c is one,ŷ equals y.
SNR estimation of clipped speech
For clipped speech, SNR is a function of c , ð c Þ ¼ 10 log 10
where t is the sample number and T c is a set of the indexes of clipped samples.
In accordance with Ref. [5] , we assume that a background model of speech is represented as a Laplacian,
where 2b 2 is the variance of the Laplacian. The expectation of the numerator of Eq. (2) is given as X t2T c
where N c is the number of clipped samples and
Here, we use the relations below:
On the other hand, the expectation of the denominator is given as X t2T c
Substituting Eqs. (4) and (5) 
Note that b can be derived by the shape fitting of nonclipped speech a priori.
ASR performance estimation using logistic regression
The ASR performance (word recognition accuracy) A can be estimated, using a logistic regression [2] , as
where , , and are parameters of regression and x is an objective measure. In this paper, x is the SNR in Eq. (2) and PESQ, which evaluates speech quality, ranges from 0.5 to 4.5 [4] . Under noisy environments, a previous study [2] revealed that PESQ has a good correlation with the ASR performance. can be determined from the accuracy, A o , for original (nonclipped) speech as
because Að1Þ for SNR and Að4:5Þ for PESQ must be equal to A o . and are estimated by the minimum square errors criterion. represents the difficulty of the task; is the sensitivity of the performance against x; is the point where recognition accuracy becomes half, i.e., the point of inflection, and indicates the robustness against clipping.
Speech recognition experiments on clipped speech

Setup
We evaluated the JEIDA-JCSD (B-set) dataset (16 kHz sampling) consisting of 100 Japanese city names (e.g., ''Sapporo'') spoken by 20 male and 20 female speakers. Clipped utterances were artificially made with different c values in the range from 0.1 to 0.9. We prepared two tasks, a large vocabulary (155,592 words) task and a small vocabulary (100 words) task, because the influence of clippings can depend on the difficulty of the task. We used the Julius (ver. 4.2.1) software [6] for decoding. The acoustic model was the 64 mixture phonetic-tied mixture [7] context-dependent triphone HMM attached to Julius. The number of states was 3,131, and the number of Gaussians was 8,256. The acoustic features were 12-dim MFCCs, their Á, and Á log power. The total number of dimensions was 25. 5.2. ASR performance estimation Figure 1 shows the SNR and PESQ for clipped utterances. SNR and PESQ had almost linear relationships with clipping level, and they dropped with decreased clipping level. In the figure, the dotted line shows the SNR estimated using Eq. (6) with b ¼ 0:15. The estimated SNR matched the actual SNR. Figure 2 shows the relationships of (a) SNR and (b) PESQ with word recognition accuracy. Clipping levels c were arranged from 0.1 to 0.9. When c was over 0.7, the recognition accuracy did not decrease significantly and speech quality degradation was inaudible. Otherwise, the recognition accuracy decreased; this tendency was more significant for the large vocabulary task. SNR and PESQ had clear correlations with the word recognition accuracy. The dotted line in the figures is a fitted logistic regression curve estimated by the minimum square errors criterion. Table 1 shows the parameters. A logistic regression can express word recognition accuracies well with a small number of parameters. Figure 3 shows the confusion matrices of 23 Japanese phonemes (a) without clippings and (b) with clippings, respectively. The number of errors increased among vowels. The number of errors where consonants were recognized as vowels was greater than that of errors where vowels were recognized as consonants.
Phonemes error tendencies
The number of insertion errors increased more than that of deletion errors, especially for consonants. The whitening effect due to clipping caused the voices to become similar to the noise, and the voices did not match the acoustic models. Consonants were more susceptible to these phenomena than vowels, because consonants are originally more similar to the noise than vowels.
Conclusion
Speech recognition performance was evaluated by changing the clipping level while keeping the other factors the same. Experiments showed that SNR and PESQ correlate with the ASR performance of clipped speech as well as noisy speech cases. Moreover, we derived a theoretical estimation formula of SNR after clipping and showed its high accuracy. Confusion matrices revealed that some typical errors were caused by clipping, and consonants were more susceptible to clipping than vowels. 
