We propose new summary statistics quantifying several forms of dependence between types in a spatial pattern of points classi ed into distinct types. These statistics are the multivariate counterparts of the J-function for point processes of a single type, introduced in 18]. They are based on comparing distances from a type i point to either the nearest type j point or to the nearest point in the pattern regardless of type to these distances seen from an arbitrary point in space. Information about the range of interaction can also be inferred. Our statistics can be computed explicitly for a range of well-known multivariate point process models. Some applications to bivariate data sets are presented as well.
Introduction
A multivariate point pattern is a spatial pattern of points, each point belonging to one of a nite number of distinct types 8]. Bivariate or two-type patterns in particular have often been reported and analysed. Examples considered in section 5 are a map of two species of ants' nests, a map of trees identi ed as healthy or diseased, a microscope image of retinal ganglion cells identi ed as`on' or`o ', and a microscope image of cell nuclei classi ed into two types.
To investigate dependence between the di erent types of points, the usual approach 3, 9, 11, 12, 15, 19, 23, 28] begins by estimating`cross-type' versions of the standard summary functions G and K. The purpose of this paper is to pursue an alternative.
In 18] we introduced a new summary function J(t) for univariate (single-type) point patterns X: J(t) = 1 ? G(t) 1 ? F(t) (1) de ned for all t 0 with F(t) 6 = 1, where the`empty space function' F is the distribution function of the distance from an arbitrary xed point 0 to the nearest point of the pattern X, and the`nearest neighbour distance function' G is the distribution function of the distance from a typical point of X to the nearest other point of X. The J function is an index of spatial interaction, identically equal to 1 for a Poisson process, and generally takes values less than 1 for clustered patterns and greater than 1 for ordered patterns. An appealing property is that the superposition X = X 1 X 2 of two independent point processes X 1 ; X 2 has J-function J(t) = 
where J 1 ; J 2 are the J-functions of X 1 ; X 2 respectively and 1 ; 2 are their intensities. A similar statement holds for the superposition of m independent point processes.
In the present paper we extend these ideas to multivariate point patterns. Let X i be the process of type i points and X = X 1 X m the process of all points regardless of type.
Three approaches are proposed, which correspond to investigating three di erent forms of independence between types. First we may compare the left and right hand sides of (2) or its analogue for m types. These two expressions are equal if X 1 ; : : :; X m are independent. Secondly we may construct an`inter-type' J function J ij (t) for each pair of types i and j. This is identically equal to 1 if X i and X j are (marginally) independent. Thirdly we may construct a function J i (t) for each i summarising the dependence of X on X i . This reduces to a simple form if X i is independent of (X j ; j 6 = i), and to another simple form if thè independent random labelling' model holds.
Section 2 contains preliminaries and the main de nitions of the J functions; in section 3
we calculate them for a wide variety of stochastic models and in section 4 we exhibit some applications to bivariate point pattern data.
2 De nitions and notation
Univariate J-function
First we recall some de nitions from 18]. Suppose X is a stationary point process in R d with nite positive intensity . The empty space function F of X is the cumulative distribution function of the distance from a xed point (say, the origin) to the nearest point of X. Thus for t 0 F(t) = PfX \ B(0; t) 6 = ;g where B(0; t) is the closed ball of radius t centred at the origin 0. The nearest neighbour distance function G is the distribution of the distance from a typical point of X to the nearest other point of X. is the distribution of X n f0g under P 0 .
In 18] we introduced J(t) = 1 ? G(t) 1 ? F(t) de ned for all t 0 with F(t) < 1. If X is a Poisson process then J(t) 1 the point process consisting of all random points regardless of type.
Henceforth i and j denote indices from the set f1; : : :; mg. Let F i and F be the empty space functions of X i and X respectively; thus for t 0 F i (t) = PfX i \ B(0; t) 6 = ;g; F (t) = PfX \ B(0; t) 6 = ;g: Let P fX \ B(0; t) 6 = ;g Thus G ij is the distribution function of the distance from a typical point of type i to the nearest point of type j, and G i from a typical point of type i to the nearest point of any type. To keep notation uniform we write G for the ordinary G function of X . for all t 0 for which F j (t) < 1 or F (t) < 1 respectively. For uniformity of notation we will also write J (t) = 1 ? G (t) 1 ? F (t) for the J-function of X . In particular J ii is the J-function of the univariate process X i . Note that the de nition of J ij is not symmetric in i and j. While this may be undesirable for inference on processes appearing on an equal footing, it may be easier to interpret, especially when considering qualitatively di erent patterns.
Intuitively J ij is a comparison between the distributions of the distances to the nearest type j point, measured from (a) an arbitrary xed point in R d , (b) a typical type i point. The denominator of (4) is the unconditional probability of the event that there is no type j point within a distance t of 0. The numerator is the "conditional probability" of the same event given that there is a type i point at 0.
As in the univariate case 18], the value 1 is obtained when there is no spatial interaction: if X i ; X j are independent processes, then standard calculations give J ij 1. However, having a J ij -function taking value 1 everywhere should not be seen as a characterisation of independence. In particular J ii 1 is not a su cient condition for X i to be a Poisson process Values J ij > 1 can be interpreted as indicating inhibition (of type j points by type i points) since this is equivalent to G ij (t) < F j (t), i.e. the presence of a type i point decreases the probability of nding a type j point nearby. Similarly, values less than 1 suggest positive association.
The statistic J i is a comparison between the distributions of the distances to the nearest random point of any type, measured from the origin and from a type i point. An interpretation of the values of J i analogous to that of J ij applies. If (X 1 ; : : :; X m ) are independent then J i (t) = J ii (t), the marginal J-function. If furthermore X i is a Poisson process, then J i (t) 1.
With equation (2) in mind we introduce the following function I.
De nition 2 For a stationary multivariate point process (X 1 ; : : :; X m ) on R d de ne : (10) This yields the expression for G . The remaining identities follow by substitution. 2 
Case of independence
Here we calculate the multivariate J functions when some form of independence holds between types.
Lemma 2 Let i 6 = j. If X i and X j are (marginally) independent then J ij 1 where de ned. Proof : Clearly J ij depends only on the marginal joint distribution of (X i ; X j ). If X i ; X j are independent then the distribution of X j under P The random labelling assumption is that P = (P ) where P is the distribution of (X 1 ; : : :; X m ) and P is the distribution of X . It can easily be shown that under random and substituting in the de nition of J i yields (11) The second result (12) follows from (13) and the representation of the J-function for an independent thinning in 18, Theorem 3]. 2 
Representations
Here we investigate explicit representations for the various J and I functions in terms of conditional intensities, analogous to the univariate case 18, Theorem 1].
Write i (0; X i ) for the conditional intensity of X i at 0, and (0; X ) for that of X , de ned to satisfy the analogues of the Nguyen-Zessin formula (3), if they exist. Let ((0; i); Y ) be the conditional intensity (if it exists) of the multivariate process Y = (X 1 ; : : :; X m ) for a point at 0 with type i, de ned to satisfy the multivariate counterpart of (3) i E (16) by (3) and (14).
Lemma 5 Let Y = (X 1 ; : : :; X m ) be any stationary multivariate process for which the conditional intensity ((0; i); Y ) exists and satis es (14) .
Then G ij (t) < 1 implies F j (t) < 1 and Using Lemma 5 and the decomposition (9) we nd that a su cient condition for I(t) 0 is that for all i,
Reversing the signs gives a similar, su cient condition for I(t) 0.
Finite interaction range
Here we derive multivariate versions of the result in 18, Theorem 1(b)] that the J-function is constant for all t s if the process has nite interaction range s.
Following 18] a univariate point process X has interaction range s, 0 < s < 1, if its conditional intensity X (0; X) is constant for all patterns X which contain no points in B(0; s). Lemma 7 If Y has joint interaction range s, 0 < s < 1, then J i (t) is constant for t s, J i (t) ((0; i); ;) i ; t s: (21) If additionally the marginal processes X i each have interaction range s, then I(t) is constant for t s,
i (0; ;) ? ((0; i); ;)] ; t s (22) or equivalently
? (0; ;) ; t s: (23) An analogous statement for J ij does not hold in general.
Proof : In (19) observe that X \ B(0; t) = ; for t s implies X i \ B(0; s) = ; for all i so that ((0; i); Y ) is conditionally constant and equal to ((0; i); ;). The rst result (21) follows. The second result is proved by combining (21) with (9) 
General result
We need the multivariate version of a basic identity for cluster processes 10, x8. 
The following is a trivial corollary.
Lemma 9 For a stationary multivariate Poisson cluster process, J ij (t) = C !(0;i) fZ j \ B(0; t) = ;g (26) J i (t) = C !(0;i) fZ \ B(0; t) = ;g (27) where Z j denotes the nite point process of points of type j in the cluster, and Z the process of all points in the cluster regardless of type.
Thus, all J ij and J i functions are decreasing and bounded above by 1. Moreover J i (t) J ii (t), suggesting clustered behaviour.
Regarding the range of interaction, if all clusters have maximum diameter s then J ij (t) and J i (t) are constant for all t s.
Two{type Gauss{Poisson process
A Gauss{Poisson process 5, 20, 21] is a (univariate) Poisson cluster process in which each cluster consists either of one point (with probability 1 ? p) or two points (with probability p). If a cluster has two points, they are separated by a random vector displacement V which has probability density h on R d .
Here we study the associated bivariate point process in which parent points are labelled as being of type 1 and daughter points, type 2. This is a multivariate Poisson cluster process. h(x) dx:
Thus, the types 1 and 2 in this process are positively associated, in the senses measured by J ii ; J ij ; J and I functions. All the J functions are decreasing and less than or equal to 1 (since h is a probability density); I is increasing and non-negative. Furthermore, J i J ii , suggesting positive association as well. However, regarding association between labels, for p 6 2 f0; 1g, J 2 ? J = p?1 p+1 H(t) < 0 and decreasing, suggesting that the "2 to any" distances appear more clustered than if the type is disregarded, while , with probability 1 ? p the cluster Z has only a single point (of type 1 at 0), while with probability p it has two points (one of type 1 at 0 and one of type 2 at V , where V is random with density h). Applying Lemma 
Bivariate Poisson processes
A bivariate Poisson process is a two-type process in which the marginal distribution of each of the components is that of a stationary Poisson process. We treat several standard examples.
Linked Poisson
A linked Poisson process 12] is a bivariate Poisson cluster process in which every cluster consists of exactly two points, a type 1 point and a type 2 point, separated by a random displacement V where V has density h on R d . This is the special case p = 1 of our two-type Gauss-Poisson process, so Lemma 10 can be applied and we obtain J 11 J 22 1, J 12 (t) = J 21 (t) = J 1 (t) = J 2 (t) = J (t) = 1 ? H(t) and I(t) = H(t). In particular, J i = J (i = 1; 2), so the model is consistent with a random labelling assumption. However, in general, a randomly labelled linked Poisson process is not a linked Poisson process which can be seen easily if the displacement V is taken to be deterministic.
Bivariate Cox processes
A bivariate Cox process 7, 8, 13] is formed as follows. We start with two random measures 1 ; 2 on R d which are typically dependent. Conditional on ( 1 ; 2 ) = ( 1 ; 2 ), let X 1 and X 2 be independent inhomogeneous Poisson processes with intensity measures 1 and 2 respectively. Then the unconditional model Y = (X 1 ; X 2 ) is a bivariate Cox process.
Linked bivariate Cox process
As an example of positive dependence consider the case where 1 L 0 (0)L(s) is monotonically decreasing, the terms in brackets in the expression for I are both nonnegative. Thus I is non-negative, con rming the positive dependence between the components. Finally, J i (t) J ii (t), con rming the positive dependence. Note that given A, the conditional distribution of (X 1 ; X 2 ) given X is that of a random labelling with (p 1 ; p 2 ) = 1 +1 ( ; 1). Since this distribution does not depend on A, Y has the random labelling property. This is re ected in the fact that J i (t) = J (t). Lemma 12 Let (X 1 ; X 2 ) be a balanced Cox process on R d with 2 = Am, for a random variable A concentrated on (0; ) with 0 < EA < . Then, writingL for the moment generating function of ? A, 
Balanced Cox
as before writing d = m(B(0; 1)) for the volume of the unit ball in R d .
Proof : As the superposition is a Poisson process, J (t) = 1. Again applying 18, Theorem 6], the formulae for J 11 and J 22 follow, yielding the expression for I.
The reduced Palm distribution P Turning attention to the label association, note that given A, the conditional distribution of (X 1 ; X 2 ) given X is that of a random labelling with probabilities (p 1 ; p 2 ) = ( ?A ; A ). Thus the allocation probabilities are random, and in general Y does not satisfy the random labelling property. (This could also have been seen more directly by noting that X is a Poisson process and therefore its random labelling is a bivariate Poisson process with independent components rather than the balanced Cox model we started with.) However J i ? J 0, which is in accordance with a random label allocation. 
Pairwise interaction Gibbs processes
wherever de ned. If there is nite range interaction in the sense that ij (jjxjj) = 1 for jjxjj > r ij , the formulae above reduce to J (t) = P i for t r = max r ij and J i (t) = i i for t r i = max j r ij . Since in (29) the conditioning is only on no point of type j in a ball around the origin, a similar reduction for J ij in general will not hold.
Applications
In this Section we analyse four bivariate data sets with a range of correlation structures between the component processes, using empirical I and J-functions and Monte Carlo inference.
We consider two di erent null hypotheses: random labelling as described in De nition 3, and independence of the components X 1 and X 2 . To test the random labelling null hypothesis we condition on the locations and the relative frequency of the types, more speci cally given a data set consisting of n i type i events (i = 1; 2), the labels are permuted randomly, leaving the locations unchanged. Alternatively, we could condition on the location of the events only and sample the labels with replacement. A disadvantage of the latter is that the label probabilities are unknown { although they can be estimated by p i = n i =n where n i is the number of observed i-events and n the total number of events { and that the relative frequency of the labels is variable.
In general, non-parametric sampling from the unconditional null-hypothesis of independent components is hard. For rectangular windows however, Lotwick and Silverman proposed identifying opposite sides of the window to obtain a torus, and then translating the type 1 pattern randomly over the torus 19] . Hence this approach is conditional on the withincomponent patterns rather than on the superposition locations.
Estimates of the various F-and G-functions were computed using the Kaplan-Meier estimators 1]. The corresponding J-functions were derived by substitution. In the case of F, the windows were discretised into (subsets of) rectangular pixel arrays and the distances from each pixel to the nearest data point were computed using the distance transform algorithm 6]. The algorithms were implemented in Splus and C. W} assle et al. 32] investigated this pattern using histograms of nearest-neighbour distances (ignoring edge e ects). To test independence of the`on' and`o ' patterns, a random translation of the`o '-component was superimposed on the`on'-component, and the resulting nearest-neighbour histogram compared with the original one by a sign reversal test. The spatial correlation between the dying and dividing cells is important for the study of tumour growth. Since the classi cation into pyknotic and metaphase cells is made after the spatial positions are determined, in this case random labelling seems a more natural hypothesis than independence of the components. We performed tests using each of the statistics J 12 , J 1 ?J , J 2 ?J and I with 99 random label allocations without replacement. The results are plotted in Figure 5 .5. Although the sign of I suggests negative dependence between the two components, the null hypothesis cannot be rejected. Note that for most t, J 1 (t) ? J (t) > 0, while J 2 (t) ? J (t) is predominantly negative. However, the deviations are not statistically signi cant at the 1% level. Our conclusion is in keeping with other analyses reported in the literature. For instance, Diggle 11 ] accepted the random labelling hypothesis using the K-function; Stoyan 30, 14] plotted the mark correlation functions p ij , i; j 2 f1; 2g and found nearly horizontal graphs, suggesting a random allocation of marks. Although it is less meaningful from a biological point of view, one can perform a test for independence of the components. The results are plotted in Figure 5 .6. The empirical J 12 -function lies close to or above the upper envelope, and similarly for J 2 ? J 22 , while the plot of the I-statistic is close to or below the lower envelope for small distances r. Diggle 11] also found deviations from independence with a Monte Carlo test of 99 simulations using the cross K?function.
Beta cells in the cat retina

Myrtle trees
Our third example is a pattern of 221 healthy and 106 diseased myrtles in a rectangle of 170.5 by 213.0 meters, depicted in Figure 5 .7. The data set was collected by Dr G Kile and colleagues at CSIRO Tasmania and kindly supplied by Prof P J Diggle. The empty spaces in three corners of the plot suggest that it would not be appropriate to treat these data as a realisation of a stationary point process viewed through the rectangular frame. Instead, we have arbitrarily marked out a smaller window with a polygonal boundary as shown in Figure 5 .7, and computed all statistics with reference to this window. Both components have J-functions that lie below 1, suggestive of clustered behaviour. The J-function of the superposition is also less than 1. The I-statistic is close to zero, mostly positive.
Since disease a ects plants after their location has been xed, we prefer to test for a random mark allocation conditional on the locations. Moreover, working on a non-rectangular window, the Lotwick-Silverman approach using independent toroidal shifts can no longer be applied. Secondly, if we would not have corrected for the corners, empty spaces would be overestimated, resulting in underestimates of F-and J-functions. However, the multiplicative bias (for xed t) will be approximately the same, so should not e ect a test for random labelling (cf. De nition 3) too much. This is con rmed by our analysis.
The Monte Carlo envelopes over 99 simulations are given in Figure 5 .8. The empirical J 12 , J 1 ? J and J 2 ? J and I functions lie between the simulation envelopes for almost all values of t, hence for most t tests based on these statistics accept the null hypothesis.
5.4 Ants' nests In our nal example, we consider the distribution of the nests of two ant species, Messor wasmanni and Cataglyphis bicolor in a eld in Northern Greece 15] . This data set was supplied by Professor V Isham with kind permission by Professor R.D. Harkness. These two species have di erent feeding patterns. The Messor ants collect seeds, while the Cataglyphis ants collect dead insects which are mostly dead Messor ants. For details see 15] . It is therefore of interest to see whether the functional dependence between the species is re ected in dependencies between the nest location patterns.
The original data set contains 68 Messor and 29 Cataglyphis nests in an area of about 1 hectare. This region is divided into two main parts, scrub land and eld. As Cataglyphis ants tend not to build their nests in scrub, we only consider the eld region (about 290 by 165 ft) with 32 Messor and 15 Cataglyphis nests. For convenience, we have rotated the data through -0.6 radians to align with a standard coordinate system ( Figure 5.9) . No coordinates of the boundary were given, so we took the smallest rectangle including all observed nests. the I-function is close to 0, mostly negative for small t, positive for larger t.
In 99 random torus translations, we found the empirical J 12 function to lie at the upper envelope for small distances (due to the short-range repulsion between nests), and in between the envelopes at a larger range (see Figure 5 .10). The I and J 2 ? J 22 graphs lie within the envelopes. Hence we too cannot nd any signi cant positive correlation between the two components to re ect their functional dependence. As a possible explanation, Harkness and Isham suggest that Cataglyphis ants may prefer an overall strategic position to being close to one speci c Messor nest. Ants occupy the eld simultaneously, hence a null hypothesis of random label allocation seems less natural than one of independence between the components. Nevertheless the Monte Carlo envelopes for the former hypothesis are given in Figure 5 .11. For J 12 , J 1 ? J and J 2 ? J the random labelling null hypothesis is not rejected (except for the hard core distance between nests), but I provides evidence for positive association between the two ant species. 
