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ABSTRACT
We provide a consistent regularization procedure for calculating hadron structure func-
tions in a chiral quark model. The structure functions are extracted from the absorptive
part of the forward Compton amplitude in the Bjorken limit. Since this amplitude is
obtained as a time–ordered correlation function its regularization is consistently deter-
mined from the regularization of the bosonized action. We find that the Pauli–Villars
regularization scheme is most suitable because it preserves both the anomaly structure
of QCD and the leading scaling behavior of hadron structure functions in the Bjorken
limit. We show that this procedure yields the correct pion structure function. In order
to render the sum rules of the regularized polarized nucleon structure functions consis-
tent with their corresponding axial charges we find it mandatory to further specify the
regularization procedure. This specification goes beyond the double subtraction scheme
commonly employed when studying static hadron properties in this model. In particular
the present approach serves to determine the regularization prescription for structure
functions whose leading moments are not given by matrix elements of local operators.
In this regard we conclude somewhat surprisingly that in this model the Gottfried sum
rule does not undergo regularization.
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1. Introduction
The analysis of deep inelastic scattering (DIS) provides some of the most convincing evi-
dence for the quark sub–structure [1] of the nucleon because the resulting cross–sections are pa-
rameterized by structure functions which exhibit scaling properties characteristic of the quark
sub–structure. The parton model parameterizes these structure functions in terms of quark
and anti–quark distributions. To leading order in an expansion in twist perturbative QCD
in conjunction with the quark–parton model successfully describes the observed violations of
the scaling properties. In addition, using the world data the various parameterizations [2] of
quark distributions are successfully categorizing a wealth of information about the (quark)
sub–structure of hadrons.
However, without bound state wave–functions from first principles in QCD for hadrons it
is not possible to calculate the quark distributions and corresponding hadron structure func-
tions. On the other hand, from the point of view of an effective field theory the study of
quark momentum distributions in a hadron is particularly challenging, because it requires the
coexistence of hadronic and quark degrees of freedom, without perpetration of double counting.
As of present there is no obvious expansion parameter which facilitates a rigorous accounting
of such contributions. This is to be contrasted with the very low or very high energy regimes
where respectively the chiral expansion or perturbative QCD apply. Thus far, one must re-
sort to model calculations [3, 4]. In this context it is important to note that there are the
phenomenologically successful chiral models for hadron properties [5]. From the perspective
that hadron structure functions can be viewed as functions of quark distributions we adopt
the Nambu–Jona–Lasinio (NJL) model [6] of quark flavor dynamics. This model offers a mi-
croscopic description of dynamical chiral symmetry breaking for low energy non–perturbative
hadron physics. Upon bosonization of the quark fields, meson fields are described as function-
als in terms of non–perturbative quark anti–quark bound states [7, 8]. Moreover chiral soliton
configurations can be constructed for these meson fields [9]. In this manner the model provides
a non–perturbative description not only for the mesons but also the baryons. In the case of the
latter the quark fields become functionals of a chiral soliton. During the process of bosonization
a link to the quark degrees of freedom is maintained and one is tempted to compare the associ-
ated quark distributions to those which enter the quark–parton model description of structure
functions. The major reason, however, for adopting this model is that the hadronic tensor,
which defines the structure functions, can efficiently be studied in this model. This is based on
the observation that prior to bosonization the symmetry currents entering the hadronic tensor
are formally identical to currents in a non–interacting Dirac theory. At this formal level the
NJL quark distributions can indeed be identified with those of the parton model. However, a
major obstacle is that the bosonized NJL model contains quadratic divergences which have to
be regularized. This regularization eventually spoils the formal identity of these distributions.
For that reason the regularization of pion structure functions has sometimes been imposed a
posteriori.
In the NJL chiral soliton model the issue of systematically regularizing the nucleon struc-
ture functions has yet to be addressed. Rather various approximations have been made. In
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the first approximation the contributions of the polarized vacuum to the structure functions
were omitted [10, 11]. This approach is motivated by the observation that (after regulariza-
tion) the vacuum contributions to the corresponding static nucleon properties are small once
the self–consistent soliton is constructed. Other approaches included vacuum contributions,
however, regularization was introduced in a somewhat ad hoc manner by performing a single
Pauli–Villars type subtraction [12, 13, 14]. The single subtraction Pauli–Villars treatment is
limited to the chirally symmetric case of vanishing current quark masses as this particular case
allows one to ignore the quadratically divergent gap equation which is not rendered finite by
a single subtraction. In addition, attempts to impose a regularization scheme at the level of
quark distributions using error–function and Gaussian damping of the ultraviolet behavior was
carried out in ref [13]1. In turn the regularization attributed to a given structure function was
conjectured to equal that of the corresponding sum rule associated with static nucleon proper-
ties. This connection to static properties for setting up the regularization description does not
provide a definite answer for structure functions not having a sum rule; i.e., structure functions
whose integral cannot be written as a matrix element of a local operator. The major purpose
of the present investigation is to establish a consistent regularization procedure for obtaining
nucleon structure functions in the NJL model. Also, it happens that the issue of regularization
has significant impact for the pion structure functions, thus we will discuss that case as well.
Before bosonization the NJL model is defined in terms of quark fields by the Lagrangian [6]
LNJL = q¯(i∂/−m0)q + 2GNJL
{
(q¯
~τ
2
q)2 + (q¯
~τ
2
iγ5q)
2
}
(1.1)
with the quark interaction described by a chirally symmetric quartic potential. The current
quark mass, m0, parameterizes the small explicit breaking of chiral symmetry. Using functional
techniques the quark fields can be integrated out in favor of auxiliary mesonic fields, M =
S + iP . According to the chirally symmetric interaction in the Lagrangian (1.1), S and P are
scalar and pseudoscalar degrees of freedom, respectively. This results in the bosonized action [7]
ANJL = −iNCTrΛ log {i∂/−m0 − (S + iγ5P )}+ 1
4G
∫
d4x tr
[
MM†
]
. (1.2)
Here the ‘cut–off’ Λ indicates that the quadratically divergent quark loop requires regulariza-
tion. In order to compute properties of hadrons from the action (1.2) a twofold procedure
is in order. First, formal expressions for the symmetry currents have to be extracted. This
is straightforwardly accomplished by adding external sources to the Dirac operator and tak-
ing the appropriate functional derivatives. Ignoring effects associated with the regularization,
the currents would be as simple as q¯γµ(γ5)t
aq, with ta being the appropriate flavor generator.
Secondly, hadron states are constructed from the effective action which in turn allows one to
calculate the relevant matrix elements of the symmetry currents. For the pion this will be a
Bethe–Salpeter wave–function which is obtained by expanding the action (1.2) appropriately
1As the authors carefully noted these regularization schemes were not intended to be self consistent. Similar
schemes were applied in [15].
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in the fields S and P . In the case of the nucleon we will determine a soliton configuration
which after collective quantization carries nucleon quantum numbers [16]. These issues will be
reviewed in section 2.
For hadron structure functions we are required to evaluate matrix elements of bi–local
current correlation functions which define the hadronic tenor. As is well–known, this tensor
parameterizes the strong interaction part of a deep inelastic scattering (DIS) cross–section and
is decomposed into form factors. The form factors depend only on the Lorentz invariants
Q2 = −q2 and x = Q2/2p · q where p is the hadron momentum and q denotes the momentum
transferred to the hadron by the exchange of a virtual gauge boson. In general the hadronic
tensor also depends on the spin orientation, s, of the hadron as well as the flavor quantum
numbers of the hadronic current Jaµ to which the exchanged boson couples,
W abµν(p, q; s) =
1
4π
∫
d4xeiq·ξ
〈
p, s
∣∣∣[Jaµ(ξ), J b†ν (0)]∣∣∣p, s〉 . (1.3)
As the currents are rigorously determined within the model the hadronic tensor is a well–
defined quantity and except for calculational matters no further assumptions are needed to
compute Wµν .
In the case of the nucleon, the form factors appear in the Lorentz–covariant decomposition
(omitting parity violating contributions)
W abµν(p, q; s) =
(
−gµν + qµqν
q2
)
MNW1(x,Q
2)
+
(
pµ − qµp · q
q2
)(
pν − qν p · q
q2
)
1
MN
W2(x,Q
2)
+iǫµνλσ
qλMN
p · q
([
g1(x,Q
2) + g2(x,Q
2)
]
sσ − q · s
q · pp
σg2(x,Q
2)
)
. (1.4)
When a spin–zero hadron is considered, as e.g. the pion, the polarized structure functions g1
and g2 are ignored, cf. eq (3.1). Once the hadronic tensor is computed, the form factors are
given by suitable projections. Finally the leading twist contributions to the structure functions
are obtained from these form factors by assuming the Bjorken limit:
Q2 →∞ with x = Q2/2p · q fixed . (1.5)
For the spin independent part the structure functions fi are the linear combinations
MNW1(x,Q
2)
Bj−→ f1(x) and p · q
MN
W2(x,Q
2)
Bj−→ f2(x) . (1.6)
However, the expression (1.3) is not conveniently computed from the bosonized action (1.2).
In case the hadron represents the ground state with the specific quantum numbers, the hadronic
tensor will be related to the forward virtual Compton amplitude
W abµν(p, q; s) =
1
2π
ImT abµν(p, q; s) , (1.7)
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which is given as the matrix element of a time–ordered product of the currents
T abµν(p, q; s) = i
∫
d4ξeiq·ξ
〈
p, s
∣∣∣T {Jaµ(ξ)J b†ν (0)}
∣∣∣p, s〉 (1.8)
rather than their commutator. This time–ordered product can easily be obtained by expanding
the bosonized action (1.2) up to quadratic order in the external fields. Applying Cutkosky’s
rules subsequently yields the absorptive part, ImTµν , which is to be identified with the hadronic
tensor (1.7).
The paper is organized as follows. In section 2 we will review the model with regard to the
meson and soliton sectors. In section 3 we will discuss in detail the calculation of the pion struc-
ture function. In the fully regularized model this goes beyond simply computing the standard
‘handbag’ diagram. Fortunately the Bjorken limit provides some simplifications. In section 4
will will discuss how these simplifications can be transferred to the soliton sector; thereby ex-
hibiting the leading scaling laws. Section 5 represents the main part of the paper providing
formal expressions for the nucleon structure functions in the fully regularized NJL chiral soliton
model. In section 6 we will perform consistency checks with regard to the pertinent sum rules.
We will summarize our results in section 7. Starting from the Bethe–Salpeter amplitude an
alternative computation of the pion structure function is presented in appendix A while ap-
pendix B contains a formal discussion on the momentum distribution among the propagators in
the quark loop. In appendix C we will present a brief discussion of the (unphysical) model which
has been included to regularize the quadratically divergent action (1.2). Finally appendix D
contains some lengthy expressions for the nucleon structure functions at sub–leading order in
1/NC. At this order the structure functions which enter the Alder and Gottfried sum rules
are non–vanishing. Surprisingly we find that the latter does not undergo regularization. Some
preliminary results of the present studies have already been communicated previously [17, 18].
2. Pauli–Villars regularization for the NJL model
Upon employing the Pauli–Villars regularization scheme it is possible to formulate the
bosonized NJL model [6] completely in Minkowski space. This will be quite appropriate when
applying Cutkosky’s rules in order to extract the hadronic tensor from the Compton ampli-
tude. Also, let us remind the reader that in ref [17], scaling for the pion structure functions
was accomplished in the Pauli-Villars regularization, and not in the proper–time regulariza-
tion. In this context, it has been shown [19] that in the Pauli-Villars regularization, unlike the
more customary proper–time scheme where cuts in the complex plane appear [20, 9], dispersion
relations are fulfilled.
2a. Vacuum and meson sectors
In this subsection we will set the stage for our investigation of structure functions by first
reviewing the vacuum and meson sectors of the NJL model. We will be as brief as possible
because these issues have been thoroughly discussed in the literature [7, 8, 9]. The Pauli–Villars
regularization has been considered before in this context both for mesons and solitons and we
refer to refs [17, 19, 21, 22, 23, 24] for more details and results in this regularization scheme.
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We will specifically follow ref [17] because in that formulation a consistent treatment solely in
Minkowski space is possible.
We consider two different Dirac operators in the background of scalar (S) and pseudoscalar
(P ) fields [17, 21]
iD = i∂/− (S + iγ5P ) + v/+ a/γ5 =: iD(π) + v/+ a/γ5 (2.1)
iD5 = −i∂/ − (S − iγ5P )− v/+ a/γ5 =: iD(π)5 − v/+ a/γ5 . (2.2)
Here we have also introduced external vector (vµ) and axial–vector (aµ) fields. As noted above
the functional derivate of the action with respect to these sources will provide the vector and
axial–vector currents, respectively. For later use we have also defined Dirac operators, D(π)
and D
(π)
5 , with these fields omitted. Of course, all fields appearing in eqs (2.1) and (2.2) are
considered to be matrix fields in flavor space. It is worth noting that upon continuation to
Euclidean space, D5 transforms into the hermitian conjugate of D [21].
The regularized action of the bosonized NJL model is then given by1
ANJL = AR +AI + 1
4G
∫
d4x tr
[
S2 + P 2 + 2m0S
]
(2.3)
AR = −iNC
2
2∑
i=0
ciTr log
[
−DD5 + Λ2i − iǫ
]
, (2.4)
AI = −iNC
2
Tr log
[
−D (D5)−1 − iǫ
]
. (2.5)
The local term in eq (2.3) is the remainder of the quartic quark interaction of the NJL model.
After having shifted the meson fields by an amount proportional to the current quark masses
m0 it also contains the explicit breaking of chiral symmetry. Furthermore we have retained the
notion of real and imaginary parts of the action as it would come about in the Euclidean space
formulation. This is also indicated by the Feynman boundary conditions. When disentangling
these pieces, it is found that only the ‘real part’ AR is ultraviolet divergent. It is regularized
within the Pauli–Villars scheme according to which the conditions2
c0 = 1 , Λ0 = 0 ,
2∑
i=0
ci = 0 and
2∑
i=0
ciΛ
2
i = 0 (2.6)
hold. The ‘imaginary part’ AI is conditionally convergent, i.e. a principle value description
must be imposed for the integration over the time coordinate. A priori this does not imply that
it should not be regularized. However, in order to correctly reproduce the axial anomaly we
are constrained to leave it unregularized [25, 7]. In the case of vector interaction the situation
is a bit more involved because suitable counterterms have to be added [21, 26] .
Essentially we have added and subtracted the (unphysical) D5 model to the bosonized
NJL model. Under regularization the sum, log (D) + log (D5) is then treated differently from
1Here and henceforth we denote traces of discrete indices by “tr” while “Tr” also contains the space–time
integration.
2In the case of two subtractions we need at least two cut-offs Λ1 and Λ2. In the limit Λ1 → Λ2 = Λ, we have∑
i cif(Λ
2
i ) = f(0)− f(Λ2) + Λ2f ′(Λ2). For instance,
∑
i ciΛ
2n
i = (2n− 2)Λ2n.
6
the difference, log (D) − log (D5). In the case of the polarized nucleon structure functions
we will later recognize that this special choice of regularization nevertheless requires further
specification.
In the vacuum sector the pseudoscalar fields vanish while the variation of the action with
respect to the scalar field S and yields the gap equation
1
2G
(m−m0) = −4iNCm
2∑
i=0
ci
∫
d4k
(2π)4
[
−k2 +m2 + Λ2i − iǫ
]−1
. (2.7)
This equation determines the vacuum expectation value of the scalar field 〈S〉 = m which
is referred to as the constituent quark mass. Its non–vanishing value signals the dynamical
breaking of chiral symmetry. Next we expand the action to quadratic order in the pion field ~π.
This field resides in the non–linear representation of the meson fields on the chiral circle
M = mU = m exp
(
i
g
m
~π · ~τ
)
. (2.8)
This representation also defines the chiral field U . The quark–pion coupling g will be specified
shortly. Upon Fourier transforming to ~˜π we find
ANJL = g2
∫
d4q
(2π)4
~˜π(q) · ~˜π(−q)
[
2NCq
2Π(q2)− 1
2G
m0
m
]
+O
(
~π4
)
, (2.9)
with the polarization function
Π(q2, x) = −i
2∑
i=0
ci
d4k
(2π)4
[
−k2 − x(1− x)q2 +m2 + Λ2i − iǫ
]−2
and
Π(q2) =
∫ 1
0
dxΠ(q2, x) , (2.10)
parameterizing the quark loop. The on–shell condition for the pion relates its mass to the
model parameters
m2π =
1
2G
m0
m
1
2NCΠ(m2π)
. (2.11)
Requiring a unit residuum at the pion pole determines the quark–pion coupling
1
g2
= 4NC
d
dq2
[
q2Π(q2)
] ∣∣∣∣∣
q2=m2pi
. (2.12)
The axial current is obtained from the linear coupling to the axial–vector source aµ. Its matrix
element between the vacuum and the properly normalized one–pion state provides the pion
decay constant fπ as a function of the model parameters
fπ = 4NCmgΠ(m
2
π) . (2.13)
The empirical values mπ = 138MeV and fπ = 93MeV are used to determine the model param-
eters.
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2b. Soliton sector
In order to describe a soliton configuration we consider static meson configurations. In that
case it is suitable to introduce a Dirac Hamiltonian h via
iD(π) = β(i∂t − h) and iD(π)5 = (−i∂t − h)β . (2.14)
For a given meson configuration the Hamiltonian h is diagonalized
hΨα = ǫαΨα , (2.15)
yielding eigen–spinors Ψα and energy eigenvalues ǫα. In the unit baryon number sector the well–
known hedgehog configuration minimizes the action for the meson fields. This configuration
introduces the chiral angle Θ(r) via
h = ~α · ~p+ β m exp
[
i~ˆr · ~τ γ5Θ(r)
]
. (2.16)
The eigenstates |α〉 of this Dirac Hamiltonian are in particular characterized by their grand–spin
quantum number [27]. The grand–spin, ~G is the operator sum of total spin and isospin. Since
~G commutes with the Dirac Hamiltonian (2.16) the state exp(iπG2)|α〉 is also an eigenstate of
(2.16) with energy ǫα and grand–spin Gα. This rotational symmetry, which actually is a grand–
spin reflection, will later be useful to simplify matrix elements of the quark wave–functions, Ψα.
For unit baryon number configurations it turns out that one distinct level, Ψval, is strongly
bound [9]. This level is referred to as the valence quark state. The total energy functional
contains three pieces. The first one is due to the explicit occupation of the valence quark
level to ensure unit baryon number. The second is the contribution of the polarized vacuum.
It is extracted from the action (2.3) by considering an infinite time interval to discretize the
eigenvalues of ∂t. The sum over these eigenvalues then becomes a spectral integral [28] which
can be computed using Cauchy’s theorem. Finally, there is the trivial part stemming from the
local part of the action (1.2). Collecting these pieces we have [29, 9]
Etot[Θ] =
NC
2
(1− sign(ǫval)) ǫval − NC
2
2∑
i=0
ci
∑
α
{√
ǫ2α + Λ
2
i −
√
ǫ
(0)2
α + Λ2i
}
+m2πf
2
π
∫
d3r (1− cos(Θ)) . (2.17)
Here we have also subtracted the vacuum energy associated with the trivial meson field config-
uration and made use of the expressions obtained for mπ and fπ in the preceding subsection.
The soliton is then obtained as the profile function Θ(r) which minimizes the total energy Etot
self–consistently.
At this point we have constructed a state which has unit baryon number but neither good
quantum numbers for spin and flavor. Such states are generated by canonically quantizing the
time–dependent collective coordinates A(t) which parameterize the spin–flavor orientation of
the soliton. For a rigidly rotating soliton the Dirac operator becomes, after transforming to the
8
flavor rotating frame3 [28],
iD(π) = Aβ
(
i∂t − ~τ · ~Ω− h
)
A† and iD
(π)
5 = A
(
−i∂t + ~τ · ~Ω− h
)
βA† . (2.18)
Actual computations involve an expansion with respect to the angular velocities
A†
d
dt
A =
i
2
~τ · ~Ω . (2.19)
According to the quantization rules, the angular velocities are replaced by the spin operator
~Ω −→ 1
α2
~J . (2.20)
The constant of proportionality is the moment of inertia α2 which is calculated as a functional
of the soliton [28]. For the present purpose we remark that α2 is of the order 1/NC.
4 Hence an
expansion in ~Ω is equivalent to one in 1/NC. The nucleon wave–function becomes a (Wigner
D) function of the collective coordinates. A useful relation in computing matrix elements of
nucleon states is [16]
〈N |1
2
tr
(
A†τiAτj
)
|N〉 = −4
3
〈N |IiJj|N〉 . (2.21)
3. A reminder on the pion structure function
Here we will reconsider the computation of the pion structure function [17]. The reason
is that in the present formulation of the model this calculation goes beyond considering the
standard ‘handbag’ diagram because dimension five operators are involved. The matrix ele-
ments of these operators will lead to isospin breaking contributions. The particular way these
contributions cancel among each other will teach us how to organize the soliton calculation
efficiently.
DIS off pions is characterized by a single structure function, F (x),
1
2π
ImTµν(p, q)
Bj−→ F (x)
[
−gµν + qµqν
q2
− 1
q2
(
pµ − qµ
2x
)(
pν − qν
2x
)]
, (3.1)
where the Bjorken limit (1.5) has been indicated. In order to compute the Compton amplitude
(3.1) we calculate the time–ordered product
T {Jµ(ξ)Jν(0)} = δ
2
δvµ(ξ)δvν(0)
ANJL[v/Q]
∣∣∣∣∣
vµ=0
(3.2)
3A generalization to three flavors proceeds analogously but also requires to include flavor symmetry break-
ing [30].
4When formally considering nucleon structure functions it will turn out that it is mostly sufficient to refer
to the Dirac operators as defined in eqs (2.18) rather than to explicitly carry out the expansion in the angular
velocities.
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Figure 3.1: Local diagrams which do not contribute to the absorptive part of the Compton amplitude
in the Bjorken limit. Dotted and curly lines refer to the pion and photon fields, respectively.
from the action, ANJL. Here Q represents the quark charge matrix. The vector (photon) field vµ
is added according to eqs (2.1) and (2.2) while there are no axial sources. In order to compute
the pion matrix element of (3.2) we have to expand ANJL up to quadratic order in both the
pion and photon fields. We note that diagrams like those in figure 3.1, which have identical
particles at a single vertex, have no absorptive part in the Bjorken limit since these diagrams
depend on only one of the two external momenta. It is therefore sufficient to consider
−DD5 = ∂2 +m2 + gγ5 [∂/, ~π · τ ]− i (∂/v/Q+ v/Q∂/) + igγ5 [~π · τ, v/Q] + . . . . (3.3)
This expression shows that in the present formulation we are dealing with scalar quarks whose
derivative interactions exhibit the spinorial nature of the quarks. Consequently, the substitution
of (3.3) into AR generates many diagrams. In particular we recognize from eq (3.3) that the
present formulation of the NJL model contains vertices which are not expected within a simple
Dirac theory and we will have to go beyond computing standard ‘handbag’ diagrams. First,
there are pion–photon contact interactions contributing to diagrams like the one in the left
panel of figure 3.2. In addition there are derivative couplings of the pions to the quarks. They
are dimension five operators which cause diagrams like that in the right panel of figure 3.2 not to
vanish in the Bjorken limit. The diagrams in figure 3.2 have in common the (~πvµ~πvν) ordering
of the pion and photon insertions. The isospin part of the functional trace provides the factor
tr (τaQτaQ) where a is the isospin quantum number of the pion. Apparently this leads to isospin
violation as the contribution to the structure functions of charged and uncharged pions will be
different. Fortunately it turns out that the sum of all diagrams with this ordering vanishes
in the Bjorken limit. In addition there are diagrams with the vertex ordering (vµ~π~πvν). The
respective isospin factors tr (τaτaQQ) = 109 do not depend on the isospin of the pion. Typical
examples are depicted in figure 3.3. Collecting the contributions of all relevant graphs we find
〈π(p)| δ
2
δvµ(ξ)δvν(0)
ANJL[v/Q]
∣∣∣∣∣
vµ=0
|π(p)〉 =
5g2NC
18
2∑
i=0
ci
∫
d 4k
(2π)4
1
−k2 +m2 + Λ2i − iǫ
1
[−(k − p)2 +m2 + Λ2i − iǫ]2
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Figure 3.2: Cutting the quark loop according to Cutkosky’s rules. External pion and photon lines
are indicated by dotted and curly lines. These diagrams have an isospin violating ordering (vµ~πvν~π).
Figure 3.3: Cutting the quark loop according to Cutkosky’s rules. External pion and photon lines
are indicated by dotted and curly lines, respectively. These diagrams have the proper isospin ordering
(vµvν~π~π).
×
{ −(k − p)2 +m2 + Λ2i
−(k − q − p)2 +m2 + Λ2i − iǫ
tr (p/γµq/γν + p/γνq/γµ)
+
−(k − p)2 +m2 + Λ2i
−(k + q − p)2 +m2 + Λ2i − iǫ
tr (p/γµq/γν + p/γνq/γµ)
+2m2
[
tr ([k/− p/]γµq/γν)
−(k + q − p)2 +m2 + Λ2i − iǫ
− tr ([k/− p/]γ
νq/γµ)
−(k − q − p)2 +m2 + Λ2i − iǫ
]}
. (3.4)
This expression simplifies considerably when applying Cutkosky’s rules in the Bjorken limit,
1
−k2 +m2 + Λ2i − iǫ
−→ −2iπδ
(
k2 −m2 − Λ2i
)
, (3.5)
1
−(k ± q − p)2 +m2 + Λ2i − iǫ
−→ − iπ
q−
δ
(
q+ ± (k − p)+
)
. (3.6)
Here we have already employed light–cone coordinates because they render the implementation
of the Bjorken limit quite transparent; q− →∞ and q+ → xp+. At this point we pause to have
11
a second look at the replacement (3.6). In the δ–function all terms which did not multiply q−
have dropped out in the Bjorken limit. In particular, all the dependence on the cut–offs, Λi,
has disappeared. This yields the desired scaling behavior which would not have been recovered
in the frequently adopted proper–time regularization [17]. For scaling to occur, a cut–off which
is additive to the quark mass appears mandatory.
The pion structure function is now straightforwardly obtained from T11 + T22,
F (x) =
5
9
(4NCg
2)
2∑
i=0
ci
∫
d 4k
(2π)4
2πδ (k2 −m2 − Λ2i )
[−(k − p)2 +m2 + Λ2i − iǫ]2
×
{ [
−(k − p)2 +m2 + Λ2i
]
p+
[
δ
(
k+ − p+ − q+
)
− δ
(
k+ − p+ + q+
)]
+m2
(
k+ − p+
) [
δ
(
k+ − p+ − q+
)
− δ
(
k+ − p+ + q+
)] }
. (3.7)
The remaining integrals can be performed yielding
F (x) =
10
9
NCg
2
2∑
i=0
ci
∫
d2k⊥
(2π)3
1
x(1− x)
M2i
[M2i −m2]2
, (3.8)
M2i =
1
x(1− x)
[
k2⊥ +m
2 + Λ2i
]
.
Comparing this expression with the definition of the pion polarization function (2.10) it can
easily be verified that
F (x) =
5
9
(4NCg
2)
d
dp2
[
p2Π(p2, x)
] ∣∣∣∣∣
p2=m2pi
. (3.9)
This well–known result [17, 31] particularly implies that in the chiral limit (mπ = 0) the pion
structure function equals unity, up to charge normalization. In appendix A we show how this
result can also be obtained from the Bethe–Salpeter amplitude (2.10).
4. Bjorken limit and scaling
At this point we recognize that the same result could have been obtained by ignoring the
issue of regularization and simply computing the ‘handbag’ diagram (right panel of figure 3.3)
using the vertices contained in the simple Dirac operator,
i∂/ +m+ igγ5~π · ~τ + v/Q
and subsequently enforcing the Pauli–Villars regularization on the polarization function Π(q2).
Hence, the question arises whether a simple argument exists for the cancellation of all isospin
violating diagrams, which may involve dimension five operators, in the current approach. The
appearance of these terms actually is an artifact of the simultaneous expansion in the pion and
photon fields (3.3). According to eqs (2.1) and (2.2) we might equally well have expanded only
in the photon field first (omitting for the time being the trivial factors of the charge matrix)
− Tr
{(
−D(π)D(π)5 + Λ2i
)−1 [(
D(π)v/+ v/D
(π)
5
) (
−D(π)D(π)5 + Λ2i
)−1 (
D(π)v/+ v/D
(π)
5
)]}
. (4.1)
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Here square brackets have been introduced to mark those parts through which the large photon
momentum runs. Due to the cyclic properties of the trace this is merely a choice. In momentum
space the propagator inside the square brackets behaves like 1/Q2 in the Bjorken limit. In
particular this implies that
[
. . .
]
−→
(
D(π)v/+ v/D
(π)
5
) (
−D(π)D(π)5
)−1 (
D(π)v/+ v/D
(π)
5
)
−→ −D(π)v/
(
D
(π)
5
)−1
v/− v/
(
D(π)
)−1
v/D
(π)
5 . (4.2)
This replacement tells us that the propagator through which the large photon momentum
runs will not be effected by the regularization. Hence in the Bjorken limit there will be no
contributions which behave like Q2/Λ2i ; thereby the proper scaling behavior is manifest. In
other regularization schemes, like e.g. proper–time, wherein the cut–off is not additive to the
loop momenta, the absence of such scaling violating contributions is not apparent. In the above
expression we have also omitted terms which contained a two photon vertex or were suppressed
by additional factors of 1/Q2. Previously we expanded the operator (4.1) in powers of the pion
field leading to complicated three and four vertex quark loops as in figure 3.2. Now we see
that the Bjorken limit enforces the above observed cancellations among those diagrams. The
expression (4.2) simplifies even further by noting that the quark propagator inside the photon
insertions carries the large photon momentum and should hence be approximated by the free
massless propagator,
[
. . .
]
−→ D(π)v/ (∂/)−1 v/− v/ (∂/)−1 v/D(π)5 . (4.3)
Together with the propagator in (4.1) this will yield the standard ‘handbag’ diagram with
the propagators connecting the quark–pion and quark–photon vertices regularized according
to the Pauli–Villars scheme. The transition from the expression (4.1) to (4.3) is illustrated
in figure 4.1. One may still wonder whether the separation into (infinitely) large and small
momentum components of the expression (4.1) would be arbitrary, after all the functional
trace implies the integration over all momenta. For this purpose assume that the momenta
flowing through the two propagators in the functional trace (4.1) would both be comparable
to the photon momentum Q2. Then also the propagator outside the square brackets can be
approximated by the free massless propagator and the object (4.1) simplifies even further,
2Tr
{
(∂/)−1 v/ (∂/)−1 v/
}
. (4.4)
This will contribute a disconnected graph whose q–dependence is completely given by
(
2qµqν − q2gµν
) 1
q2 + iǫ
1
q2 + iǫ
. (4.5)
This contribution vanishes like 1/q2 in the Bjorken limit. The fact that the external momenta
(pion or nucleon versus photon) are on completely different scales allows us to distinguish
the quark propagators accordingly. We could furthermore ask for possible corrections to the
expression (4.3) when taking the quark propagator carrying q not to be the free massless one.
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Figure 4.1: Cutting the quark loop. The thick lines denote quark propagators which contain the
full dependence on the pion fields. As in figure 3.2 thin lines refer to free quark propagators carrying
the infinite photon momentum q. The arrow indicates the Bjorken limit.
q
q
These corrections would come about as an expansion in the pion field contained in the Dirac
operators D(π) and D
(π)
5 . The first order correction is shown in figure 4.2. As a matter of
fact this graph is similar to the one in the right panel of figure 3.2 with non–trivial quark
propagators on either side of the photon vertices. Once we have organized the expansion such
that the dimension–five operators no longer contribute (at the end they should cancel anyhow),
such diagrams will be suppressed in the Bjorken limit. Thus the replacement in (4.3) is indeed
exact in the Bjorken limit. In appendix B we discuss this replacement in the context of the
Wigner transformation.
Having clarified these issues for the pion structure functions we now turn to the case of the
nucleon. After re–introducing the charge matrix factors it will be sufficient to differentiate
A(2,v)Λ,R = −i
NC
4
2∑
i=0
ciTr
{(
−D(π)D(π)5 + Λ2i
)−1 [Q2v/ (∂/)−1 v/D(π)5 −D(π)(v/ (∂/)−1 v/)5Q2]
}
(4.6)
with respect to the vector sources in order to obtain the Compton amplitude in the Bjorken
limit.
At this point it is important to explain the crucial role of the subscript ‘5’ attached to
the second term in square brackets of eq (4.6). For this second term we have to recall that
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Figure 4.2: The first order perturbation to the lower part of figure 4.1 in expanding with respect to
the pion field which is denoted by the dotted line.
pi
q
the (inverse) derivative operator in v/ (∂/)−1 v/ is actually associated with the expansion of D5.
When comparing this γ5–odd operator to the ordinary Dirac operator in eqs (2.1) and (2.2)
one observes immediately that D5 has a relative sign between the derivative operator i∂/ and
the axial source a/γ5. In section 6 we will show that for the regularization of the structure
functions to be consistent with the sum rules this relative sign must also be reflected in the Dirac
decomposition of (v/ (∂/)−1 v/)5. Therefore the axial–vector component of (v/ (∂/)
−1 v/)5 requires a
relative sign. With Sµρνσ = gµρgνσ + gρνgµσ − gµνgρσ, that is
γµγργν = Sµρνσγ
σ − iǫµρνσγσγ5 while (γµγργν)5 = Sµρνσγσ + iǫµρνσγσγ5 . (4.7)
The fact that the sum rules enforce this extension of the regularization scheme is not all
surprising when noting that the derivative operator i∂/ fixes the Noether currents. Rather it is
imposed and a consequence of the ‘sum rules’ of the model defined by D5, cf. appendix C. We
recall that the D5 model, which is not physical, has been introduced as a device to allow for
a regularization which maintains the anomaly structure of the underlying theory. Hence it is
not at all surprising that further specification of this regularization prescription is demanded in
order to formulate a fully consistent model. It should be stressed that this issue is not specific to
the Pauli–Villars scheme but rather all schemes which do regularize the sum, log (D)+log (D5)
but not the difference, log (D) − log (D5) will require the specification (4.7). Since only the
polarized, i.e. spin dependent, structure functions are effected, this issue has not shown up
when computing the pion structure functions in the Pauli–Villars scheme.
For the imaginary part of the action the expression analogous to (4.6) reads
A(2,v)Λ,I = −i
NC
4
Tr
{(
−D(π)D(π)5
)−1 [Q2v/ (∂/)−1 v/D(π)5 +D(π)(v/ (∂/)−1 v/)5Q2]
}
. (4.8)
Again, it is understood that the large photon momentum runs only through the operators in
square brackets.
It is also noticed that in the unregularized case (Λi ≡ 0) the contributions associated to the
expansion of D5 cancel in the sum (4.6) and (4.8) leaving
A(2,v) = iNC
2
Tr
{(
D(π)
)−1 [Q2v/ (∂/)−1 v/]} . (4.9)
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This expression generates the ‘handbag’ diagram upon expansion in the pion field. A similar
cancellation would occur if the imaginary part were also regularized. In particular, the γ5–odd
pieces stemming from expanding D5 would cancel. With these remarks on the regularization
of the Compton tensor in the Bjorken limit we are prepared to proceed with the full soliton
calculation.
5. The nucleon structure functions
Here we will only discuss the contribution of the polarized vacuum to the nucleon struc-
ture functions. The contribution of the distinct valence level, which is not effected by the
regularization, cf. eq (2.17), has previously been detailed [3, 10].
Before carrying out a calculation like that in section 3 we must define the hadronic tensor for
localized field configurations. Among other things this demands the restoration of translational
invariance. This is accomplished by introducing a collective coordinate, ~R, which describes the
position of a soliton (nucleon) [32] with its momentum, ~p being conjugate to this collective
coordinate, i.e. 〈~R|~p 〉 = √2E exp
(
i ~R · ~p
)
. Here E =
√
~p 2 +M2N denotes the nucleon energy.
The Compton amplitude (1.8) is then obtained by taking the pertinent matrix element and
averaging over the position of the soliton,
T abµν = 2iMN
∫
d4ξ
∫
d3Reiq·ξ
〈
p, s
∣∣∣T {Jaµ(ξ − R)J b†ν (−R)} ∣∣∣p, s〉
= 2iMN
∫
d4ξ1
∫
d3ξ2 e
iq·(ξ1−ξ2)
〈
s
∣∣∣T {Jaµ(ξ1)J b†ν (ξ2)} ∣∣∣s〉 . (5.1)
Here we have made use of the fact that the initial and final nucleon states have identical
momenta. Furthermore we will treat ξ2 as a four–vector keeping in mind that its temporal
component vanishes, ξ02 = 0. Finally the spin–flavor matrix elements will be evaluated in the
space of the collective coordinates A, which have been introduced in eq (2.18).
5a. The unregularized case
Before going into details we wish to briefly discuss the formal result associated with the
unregularized case (4.9) as a warm–up. According to eq (5.1) we evaluate
T (Jµ(ξ1), Jν(ξ2)) = iNC
δ2
δvµ(ξ1)δvν(ξ2)
Tr
{(
−D(π)
)−1 [Q2v/ (∂/)−1 v/]}
∣∣∣∣∣
vµ=0
= i
NC
2
Tr
{(
−D(π)
)−1Q2[γµδ4 (xˆ− ξ1) (∂/)−1 γνδ4 (xˆ− ξ2)
+γνδ
4 (xˆ− ξ2) (∂/)−1 γµδ4 (xˆ− ξ1)
]}
. (5.2)
Here xˆ refers to the position operator. Its introduction represents a suitable tool to evaluate the
functional trace because xˆ|x〉 = x|x〉. This functional trace is computed by using a plane–wave
basis for the operator in the square brackets while the matrix elements of D(π) are evaluated
employing the eigenfunctions Ψα of the Dirac Hamiltonian (2.16). Confining ourselves to the
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leading order in 1/NC piece, i.e. omitting, for the time being, the corrections due to the
collective rotations yields
Tµν(q) = −MNNC
∫
dω
2π
∑
α
∫
d4ξ1
∫
d3ξ2
∫
d4k
(2π)4
eiξ
0
1
(q0+k0) e−i(
~ξ1−~ξ2)·(~q+~k)
1
k2 + iǫ
× ω + ǫα
ω2 − ǫ2α + iǫ
〈
N
∣∣∣
{
Ψ¯α(~ξ1)Q2Aγµk/γνΨα(~ξ2) eiξ
0
1
ω
− Ψ¯α(~ξ2)Q2Aγνk/γνΨα(~ξ1) e−iξ
0
1
ω
}∣∣∣N〉 . (5.3)
A few remarks are in order. First, the frequency integral stems from summing over the eigenval-
ues of i∂t contained in D
(π) in the limit of an infinitely large time interval (in Euclidean space or
with Feynman boundary conditions). This large time interval singles out the vacuum contribu-
tion to the functional trace [28]. Second, the momentum integral over k essentially introduces
the Fourier transformation of the single quark wave–functions Ψα which originated from the
projection of these states on the elements of the plane wave–basis. Note also that the Dirac
matrix β, contained in the definition (2.14) re–assembled to the adjoint spinor Ψ¯α = Ψ
†
αβ.
As we will see, this need not be the case in the fully regularized treatment. The collective
coordinates, A are only treated at the leading order in 1/NC by rotating the charge matrix
Q2 → Q2A = A†Q2A and taking the nucleon matrix elements in the space of the collective coor-
dinates (2.21). The next–to–leading order can straightforwardly be accounted for by expanding
the matrix elements of the operator (2.19),
〈ω, α|
(
D(π)
)−1 |ω, β〉 = δαβ
ω − ǫα +
1
ω − ǫα 〈α|~τ ·
~Ω|β〉 1
ω − ǫβ +O
(
~Ω 2
)
. (5.4)
In addition there will be 1/NC corrections associated with the bi–locality in the time coordinates
ξ01 = t and ξ
0
2 = 0. This bi–locality not only effects the eigen–functions of i∂t but also the
collective coordinates. However, it can be rewritten as a local quantity by expanding [13, 14, 33]
〈t, ~ξ|A(tˆ)|ω, α〉 = A(t) e−iωtΨα(~ξ)
= A(0)
[
1 +
it
2
~τ · ~Ω
]
e−iωtΨα(~ξ) +O
(
~Ω 2
)
. (5.5)
Apparently the non–linearity in the time–coordinate becomes feasible in the large NC expansion
since the angular velocity, ~Ω is of order 1/NC , cf. eq (2.20). We will see later that the
contribution to the structure functions stemming from the t–dependent coefficient of the angular
velocity in (5.5) is most conveniently expressed as a derivative with respect to Bjorken x. As
the induced terms (5.4) and (5.5) do not depend on the photon momentum, q, their inclusion
in the Compton amplitude is just a matter of book–keeping rather than a principle obstacle.
Putting the quark fields on–shell according to Cutkosky’s rules identifies the imaginary part
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of the Compton amplitude and hence the hadronic tensor
Wµν = MNNC
∑
α
sign(ǫα)
∫
dt
∫
d3ξ1
∫
d3ξ2
∫
d4k
(2π)4
eit(q
0+k0) e−i(
~ξ1−~ξ2)·(~q+~k) δ
(
k2
)
kρ
×
〈
N
∣∣∣Sµρνσ
{
Ψ¯α(~ξ1)Q2AγσΨα(~ξ2) eiǫαt − Ψ¯α(~ξ2)Q2AγσΨα(~ξ1) e−iǫαt
}
−iǫµρνσ
{
Ψ¯α(~ξ1)Q2Aγσγ5Ψα(~ξ2) eiǫαt + Ψ¯α(~ξ2)Q2Aγσγ5Ψα(~ξ1) e−iǫαt
}∣∣∣N〉 . (5.6)
It is recognized that this expression for the hadronic tensor is analogous to the one obtained in
the bag model some time ago [3]. For the purpose of comparison we have introduced the time
coordinate t = ξ01 . Although the nature of the quark spinors in the NJL and bag models is quite
different, this formal equality is not surprising because all that has entered so far, have been
the properties of the symmetry currents in the model. Moreover, in both models these currents
are formally identical to currents of a non–interacting Dirac theory. At this order in 1/NC the
only difference is contained in the labels “α” which characterize the single quark levels.
We also recognize two different contributions to the hadronic tensor: one associated with
forward moving intermediate quarks (ξ1, µ → ξ2, ν) and one wherein those quarks propagate
backward (ξ2, ν → ξ1, µ). In the parton model language these two pieces correspond to quark
and anti–quark distributions1, respectively.
5b. The fully regularized case
Here we compute the contribution to the hadronic tensor stemming from the time–ordered
product in (4.6). It is just a matter of generalizing the previous calculation to obtain the
contribution of the regularized real part, AR to the hadronic tensor. For the time being we
will confine ourselves to the leading order contribution in 1/NC while the resulting formulas
including the cranking corrections are presented in appendix D. We find
T (R)µν = −MN
NC
2
∫
dω
2π
∑
α
∫
dt
∫
d3ξ1
∫
d3ξ2
∫
d4k
(2π)4
ei(q
0+k0)t e−i(
~ξ1−~ξ2)·(~q+~k)
1
k2 + iǫ
(5.7)
×
〈
N
∣∣∣ 2∑
i=0
ci
{
ω + ǫα
ω2 − ǫ2α − Λ2i + iǫ
[
Ψ†α(
~ξ1)βQ2Aγµk/γνΨα(~ξ2) eiωt − Ψ†α(~ξ2)βQ2Aγνk/γµΨα(~ξ1) e−iωt
]
+
ω − ǫα
ω2 − ǫ2α − Λ2i + iǫ
[
Ψ†α(
~ξ1)Q2A(γµk/γν)5βΨα(~ξ2) eiωt − Ψ†α(~ξ2)Q2A(γνk/γµ)5βΨα(~ξ1) e−iωt
]}∣∣∣N〉 .
The first term in curly brackets corresponds the previous result (5.3) in the limit of vanishing
regularization. The second term, however, is new and originates from constructing the real
part by adding the D5 model. It is also noticed that in this term the Dirac matrix β does not
combine to the adjoint spinor Ψ¯α. Before applying Cutkosky’s rules to (5.7) in order to extract
the hadronic tensor, we will compute the piece stemming from the time–ordered product in
1It should be recalled that presently the quark field operators refer to the degrees of freedom in the NJL
model. Hence such distributions may not necessarily be identical to those of the QCD current quarks.
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(4.8) which is associated to the imaginary part of the bosonized NJL model action. Also in this
case, the cranking corrections are relegated to appendix D. In leading order 1/NC the imaginary
part of the action contributes
T (I)µν = −MN
NC
2
∫
dω
2π
∑
α
∫
dt
∫
d3ξ1
∫
d3ξ2
∫
d4k
(2π)4
ei(q
0+k0)t e−i(
~ξ1−~ξ2)·(~q+~k)
1
k2 + iǫ
(5.8)
×
〈
N
∣∣∣
{
ω + ǫα
ω2 − ǫ2α + iǫ
[
Ψ†α(
~ξ1)βQ2Aγµk/γνΨα(~ξ2) eiωt − Ψ†α(~ξ2)βQ2Aγνk/γµΨα(~ξ1) e−iωt
]
− ω − ǫα
ω2 − ǫ2α + iǫ
[
Ψ†α(
~ξ1)Q2A(γµk/γν)5βΨα(~ξ2) eiωt − Ψ†α(~ξ2)Q2A(γνk/γµ)5βΨα(~ξ1) e−iωt
] }∣∣∣N〉
to the Compton tensor. Except for the regularization this term differs from (5.7) in the sign
of the second term. Of course, if the regularization of T (R)µν were omitted, the sum of (5.7) and
(5.8) would combine to (5.3).
Now we can put pieces together providing the full Compton amplitude in the Bjorken limit
Tµν(q) = −MNNC
2
∫
dω
2π
∑
α
∫
dt
∫
d3ξ1
∫
d3ξ2
∫
d4k
(2π)4
ei(q0+k0)t e−i(~q+
~k)·(~ξ1−~ξ2)
1
k2 + iǫ
×
〈
N
∣∣∣
{ [
eiωtΨ†α(
~ξ1)βQ2Aγµk/γνΨα(~ξ2)− e−iωtΨ†α(~ξ2)βQ2Aγνk/γµΨα(~ξ1)
]
f+α (ω) (5.9)
+
[
eiωtΨ†α(
~ξ1)Q2A(γµk/γν)5βΨα(~ξ2)− e−iωtΨ†α(~ξ2)Q2A(γνk/γµ)5βΨα(~ξ1)
]
f−α (ω)
}∣∣∣N〉 ,
with the spectral functions
f±α (ω) =
2∑
i=0
ci
ω ± ǫα
ω2 − ǫ2α − Λ2i + iǫ
± ω ± ǫα
ω2 − ǫ2α + iǫ
. (5.10)
It is clear that in case we had chosen to regularize AI similarly to AR the terms involving f−α (ω)
would disappear and consequently the prescription (4.7), associated with the spin dependent
part of D5, would not have been required.
As the quark wave–functions are localized, the coordinate space integrals gather most of
their support when ξ1σ ∼ ξ2σ. Hence only that region of the k–integral will be relevant which
has kσ ∼ −qσ, i.e. the loop momentum should be of the order of the infinitely large photon
momentum. Having noted that, we again apply Cutkosky’s rules which yields the object of
desire, the hadronic tensor. The temporal integral yields k0 = q0 ± ω which then also fixes
the spatial part of the loop momentum due to δ(k2). To further exploit the Bjorken limit it is
useful to introduce the Fourier transformation of the quark wave–functions,
Ψ˜α(~p) =
∫
d3x
4π
Ψα(~x) e
i~x·~p (5.11)
and make use of the fact that the eigenstates of the Dirac Hamiltonian carry definite parity.
The latter property allows us to compensate spatial reflections by factors of β. With these
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preliminaries the spatial integrals can be performed
Wµν(q) = iMN
NC
2
(4π)2
∫
dω
2π
∑
α
∫
d3k
(2π)2
1
2|~k| (5.12)
×
〈
N
∣∣∣
{[
Ψ˜†α(~q +
~k)Q2Aβγµk/γνΨ˜α(~q + ~k)δ(|~k| − q0 − ω)
− Ψ˜†α(~q + ~k)Q2Aγνk/γµβΨ˜α(~q + ~k)δ(|~k| − q0 + ω)
]
f+α (ω)
∣∣∣
pole
+
[
Ψ˜†α(~q +
~k)Q2A(γµk/γν)5βΨ˜α(~q + ~k)δ(|~k| − q0 − ω)
− Ψ˜†α(~q + ~k)Q2Aβ(γνk/γµ)5Ψ˜α(~q + ~k)δ(|~k| − q0 + ω)
]
f−α (ω)
∣∣∣
pole
∣∣∣N〉 .
The subscript ‘pole’ indicates that the spectral integral is restricted to those values of ω which
cause the respective denominators of the spectral functions (5.10) to vanish. It is interesting to
remark that those (unphysical) poles which explicitly contain the cut–off, Λi, occur in positive
and negative pairs. Hence there is no clear distinction between quark and anti–quark contri-
butions. Note that the second term in (5.12) not only differs from the first one in the spectral
function but also with regard to the position of the Dirac matrix β.
We fix the coordinate system by agreeing that the photon moves along the z–axis. This
also introduces Bjorken’s scaling variable,
q0 = q3 −MN x . (5.13)
Furthermore we change the integration variable from ~k to ~p = ~q + ~k. Taking into account
the Jacobian for this transformation, which becomes feasible because only the regime |~p| ≈ 0
contributes to the integral [3, 10], the hadronic tensor becomes
Wµν(q) = i
NC
4
∫
dω
2π
∑
α
∫
d3p
〈
N
∣∣∣
{[
Ψ˜†α(~p)Q2Aβγµn/γνΨ˜α(~p)f+α (ω)
∣∣∣
pole
(5.14)
+Ψ˜†α(~p)Q2A(γµn/γν)5βΨ˜α(~p)f−α (ω)
∣∣∣
pole
]
δ(p3 −MNx+ ω)
−
[
Ψ˜†α(~p)Q2Aγνn/γµβΨ˜α(~p)f+α (ω)
∣∣∣
pole
+Ψ˜†α(~p)Q2Aβ(γνn/γµ)5Ψ˜α(~p)f−α (ω)
∣∣∣
pole
]
δ(p3 −MNx− ω)
}∣∣∣N〉 .
Here we have introduced the light–cone vector nµ = (1, 0, 0, 1)µ. Finally we adopt an ex-
ponential representation for the δ–function which allows us to return to a coordinate space
representation
Wµν(q) = −iMNNC
4
∫
dω
2π
∑
α
∫
d3ξ
∫
dλ
2π
eiMNxλ (5.15)
×
〈
N
∣∣∣
{[
Ψ¯α(~ξ)Q2Aγµn/γνΨα(~ξ+λeˆ3)e−iλω
−Ψ¯α(~ξ)Q2Aγνn/γµΨα(~ξ−λeˆ3)eiλω
]
f+α (ω)
∣∣∣
pole
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+
[
Ψ¯α(~ξ)Q2A(γµn/γν)5Ψα(~ξ−λeˆ3)e−iλω
−Ψ¯α(~ξ)Q2A(γνn/γµ)5Ψα(~ξ+λeˆ3)eiλω
]
f−α (ω)
∣∣∣
pole
}∣∣∣N〉 ,
which is similar to the decomposition into quark and anti–quark distributions. Again, in the un-
regularized case, this simplifies enormously because f−α (ω) = 0 while f
+
α (ω)|pole = −4πiδ(ω−ǫα).
Apparently the hadronic tensor then indeed becomes a sum of quark and anti–quark distribu-
tions. However, in the Pauli–Villars regularized scheme, we have additional contributions from
quark and anti–quark distributions with dispersion relations which also contain the cut–offs,
Λi. Hence they differ from those dispersion relations na¨ıvely expected from the solutions of the
Dirac equation (2.15).
In the next step the hadronic tensor is contracted with appropriate projectors which in turn
provides the structure functions. In the Bjorken limit these projectors become quite simple
and are given in table 5.1. Note that within the Bjorken limit the Callan–Gross relation,
Table 5.1: Projection operators which extract the leading twist piece of the nucleon structure
functions from the hadronic tensor. It should be remarked that the projectors given in the spin
independent cases are not general but rather presume the contraction with Sµνρσ which is defined
before eq (4.7). The last row denotes the spin orientation of the nucleon.
f1 f2 g1 gT = g1 + g2
−12gµν −xgµν i2MN ǫµνρσ
qρpσ
q·s
−i
2MN
ǫµνρσsρpσ
spin
independent
spin
independent ~s ‖ ~q ~s ⊥ ~q
f2(x) = 2xf1(x), is automatically fulfilled. The unpolarized structure function f1(x) then
becomes
f1(x) = −iMNNC
2
∫
dω
2π
∑
α
∫
d3ξ
∫
dλ
2π
eiMNxλ
(
2∑
i=0
ci
ω + ǫα
ω2 − ǫ2α − Λ2i + iǫ
)
pole
×
〈
N
∣∣∣Ψ¯α(~ξ)Q2An/Ψα(~ξ+λeˆ3)e−iωλ − Ψ¯α(~ξ)Q2An/Ψα(~ξ−λeˆ3))eiωλ∣∣∣N〉
= i
5
36
MNNC
∫ dω
2π
∑
α
∫ dλ
2π
eiMNxλ
(
2∑
i=0
ci
ω + ǫα
ω2 − ǫ2α − Λ2i + iǫ
)
pole
(5.16)
×
∫
d3ξ
{
Ψ†α(
~ξ) (1− α3) Ψα(~ξ+λeˆ3)e−iωλ −Ψ†α(~ξ) (1− α3) Ψα(~ξ−λeˆ3)eiωλ
}
to leading order in 1/NC. Here we have employed parity invariance as well as the symmetry
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under grand–spin rotations to show that there is no iso–vector piece2. This is perfectly consis-
tent with the Gottfried sum rule [34] vanishing at this order. Note that the spectral function
in (5.16) is fully regularized. This indicates that this piece is associated to the real part of the
bosonized action. In appendix D we also calculate the sub–leading order contribution to the
unpolarized structure function f1(x), cf. eq (D.12) which expectedly is of iso–vector charac-
ter. In contrast to the iso–scalar piece (5.16) that iso–vector contribution does not undergo
regularization in the sense that the explicit dependence on the cut–off Λi cancels. Of course,
from our knowledge on the static property calculations in the NJL model it was to be expected
that in case the iso–scalar piece is regularized the iso–vector piece is not and vice versa [9]. In
particular, these findings show that the structure function which enters the Gottfried sum rule
should not be regularized in contrast to previous studies. In ref [13, 14] this structure function
has been treated analogously to the one of neutrino nucleon scattering associated with the
Adler sum rule. As discussed in appendix D the latter indeed undergoes regularization. This
example clearly exhibits that obtaining the formal expressions for structure functions from the
defining action is unavoidable in cases when there is no relation to a static nucleon property.
Now we turn to the leading order in 1/NC piece to the polarized structure functions
3. They
are obtained from the anti–symmetric piece of the hadronic tensor
WAµν = −MN
NC
2
ǫµρνσn
ρ
∫ dω
2π
∑
α
∫
d3ξ
∫ dλ
2π
eiMNxλ
(
2∑
i=0
ci
ω + ǫα
ω2 − ǫ2α − Λ2i + iǫ
)
pole
×
〈
N
∣∣∣Ψ¯α(~ξ)Q2Aγσγ5Ψα(~ξ+λeˆ3))e−iωλ + Ψ¯α(~ξ)Q2Aγσγ5Ψα(~ξ−λeˆ3)eiωλ∣∣∣N〉 . (5.17)
Again, the spectral function is fully regularized as it originates from f+α (ω)−f−α (−ω). Here the
prescription (4.7) has a major impact. Without this specification the relative sign between the
spectral functions would have been positive resulting in the spectral function (ω + ǫα)/(ω
2 −
ǫ2α + iǫ). In that case W
A
µν would have to be associated with unregularized imaginary part of
the action. As we will see in the following section, such a result is not compatible with the sum
rules. The reason is that the leading order (in 1/NC) contributions to the axial charges stem
from the regularized real part of the action. Using the relevant projection operator given in
table 5.1 we find for the longitudinal polarized structure function
g1(x) = −iMNNC
36
〈
N
∣∣∣I3∣∣∣N〉
∫
dω
2π
∑
α
∫
d3ξ
∫
dλ
2π
eiMNxλ
(
2∑
i=0
ci
ω + ǫα
ω2 − ǫ2α − Λ2i + iǫ
)
pole
×
[
Ψ†α(
~ξ)τ3 (1− α3) γ5Ψα(~ξ+λeˆ3)e−iωλ +Ψ†α(~ξ)τ3 (1− α3) γ5Ψα(~ξ−λeˆ3)eiωλ
]
, (5.18)
where we have substituted the matrix element (2.21) of the collective coordinates, A, sand-
wiched between nucleon states. Similarly the transverse combination gT (x) = g1(x) + g2(x) is
2Upon expanding in λ the bilocal matrix element can be expressed as an infinite sum of local matrix
elements. Due to parity invariance only matrix elements like
(λ∂3)
2n − α3(λ∂3)2m+1
will be non–vanishing. As this operator is even under grand–spin reflections, the accompanying isospin
operator must be so too.
3See ref [35] for an overview on spin dependent nucleon structure functions.
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given by
gT (x) = −iMNNC
36
〈
N
∣∣∣I3∣∣∣N〉
∫
dω
2π
∑
α
∫
d3ξ
∫
dλ
2π
eiMNxλ
(
2∑
i=0
ci
ω + ǫα
ω2 − ǫ2α − Λ2i + iǫ
)
pole
×
[
Ψ†α(
~ξ)τ1α1γ5Ψα(~ξ+λeˆ3)e
−iωλ +Ψ†α(
~ξ)τ1α1γ5Ψα(~ξ−λeˆ3)eiωλ
]
. (5.19)
In obtaining eqs (5.18) and (5.19) we have repeatedly made use of both parity invariance as well
as the grand–spin reflection symmetry. As a result, the leading order pieces of the polarized
structure functions are of iso–vector character.
We conclude this section by presenting an unpolarized ‘structure function’ which is not di-
rectly extracted from the Compton amplitude but nevertheless is of interest in the parton model
picture. Reversing the relative sign of the contributions of the backward moving intermediate
quarks, yields
f¯1(x) = −MNNC
2
∑
α
sign(ǫα)
∫
d3ξ
∫ dλ
2π
eiMNxλ
×
〈
N
∣∣∣Ψ¯α(~ξ)Q2An/Ψα(~ξ+λeˆ3)e−iǫαλ + Ψ¯α(~ξ)Q2An/Ψα(~ξ−λeˆ3)eiǫαλ∣∣∣N〉 . (5.20)
This distribution could be thought of arising from coupling to an anti–hermitian flavor operator
stemming from the exchange of a charged gauge boson. Another example for such a distribution
emerges in neutrino–nucleon scattering which eventually leads to the Adler sum rule. In the
unregularized version, the two different parts could be thought of being attributed to quark and
anti–quark distributions. Therefore this ‘structure function’ will eventually be related to the
baryon number distribution. In this piece the regularization has dropped out which made the
extraction of the pole contribution simple. Using again the symmetries of the eigenfunctions of
the Dirac Hamiltonian this ‘structure function’ turns out to be pure iso–scalar
f¯1(x) = −MNNC
2
∑
α
sign(ǫα)
∫
d3ξ
∫
dλ
2π
eiMNxλ
×
[
Ψ†α(
~ξ) (1− α3)Ψα(~ξ+λeˆ3)e−iǫαλ +Ψ†α(~ξ) (1− α3) Ψα(~ξ−λeˆ3)eiǫαλ
]
, (5.21)
where we have also omitted the factor associated with the charge matrix Q.
6. Sum rules
Sum rules relate moments of the structure functions to static properties of hadrons and
a consistently formulated model is required to satisfy these sum rules. Static properties are
obtained by computing matrix elements of the symmetry currents. Here we want to reflect on
the sum rules for the nucleon structure functions, in particular with regard to the prescription
(4.7). As above, we will only consider the vacuum contribution because the one of the explicitly
occupied valence level is not subject to regularization.
We recall that the symmetry currents are extracted from the terms linear in the external
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source contained in
A(1,v)Λ,R = −i
NC
2
2∑
i=0
ciTr
{(
−D(π)D(π)5 + Λ2i
)−1
×
[
v/T avD
(π)
5 −D(π)v/T av + a/γ5T aaD(π)5 +D(π)a/γ5T aa
]}
(6.1)
for the real part. Here T av,a denote appropriate flavor generators for the vector (v) and axial–
vector (a) currents. Similarly the imaginary part of the action contributes
A(1,v)Λ,I = −i
NC
2
Tr
{(
−D(π)D(π)5
)−1 [
v/T avD
(π)
5 +D
(π)v/T av + a/γ5T
a
aD
(π)
5 −D(π)a/γ5T aa
]}
. (6.2)
Again, we confine the present discussion to the leading order terms in the 1/NC expansion. The
sub–leading order is relegated to appendix D. Reading off the coefficients of the source terms
yields the charge operators
Qaµ = −i
NC
2
Dab
∫
dω
2π
∑
α
{
〈α|T bvγµβ|α〉f−α (ω) + 〈α|βT bvγµ|α〉f+α (ω)
}
(6.3)
and
Q(5)aµ = i
NC
2
Dab
∫
dω
2π
∑
α
{
〈α|T baγµγ5β|α〉f−α (ω) + 〈α|βT baγµγ5|α〉f+α (ω)
}
. (6.4)
Here we have introduced the adjoint representation of the collective coordinates for the soliton
orientation, Dab = (1/2)tr(A†τaAτ b), which still has to be sandwiched between nucleon states,
cf. eq (2.21). The similarity to the structure function expressions becomes apparent in the
reappearance of the spectral functions (5.10). Adopting symmetric contours for the Cauchy
integrals immediately yields the sum over all poles contained in the spectral functions f±α and
the connection to the hadronic tensor (5.12) is evident. Also note that in those matrix elements
which are multiplied by f−α , the Dirac matrix β and the adjoint state 〈α| do not combine to Ψ¯α.
The axial charges of the nucleon are obtained from the spatial components, Q
(5)a
i . While the
iso–scalar part (T 0a = 1) vanishes at this order of the 1/NC expansion the iso–vector combination
(T 0a = τ
a/2) results in the vacuum contribution to the axial charge of the nucleon
gA =
NC
6
〈
N
∣∣∣2I3∣∣∣N〉 2∑
i=0
ci
∑
α
ǫα√
ǫ2α + Λ
2
i
〈α|τ3α3γ5|α〉 . (6.5)
As remarked above, this quantity originates from the real part of the action as can be observed
by the appearance of the Pauli–Villars regulator. In order to verify the sum rule for gA the
expression (6.5) has to be compared with the integral1
∫∞
0 dxg1(x), which is computed in several
steps. We recognize that the two terms in square brackets in eq (5.18) are related by λ↔ −λ
1The upper boundary being infinity is subject to the non–locality of the soliton. Eventually we have to boost
the structure functions to the infinite momentum frame which properly projects them the interval x ∈ [0, 1], cf.
ref [36].
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which allows us to extend the x–integration to minus infinity yielding (2π/MN)δ(λ) and whence
a local matrix element. After performing the trivial λ–integration the odd powers of ω in the
spectral function disappear
∫ ∞
0
g1(x) = i
NC
36
〈N
∣∣∣I3∣∣∣N〉
∫
dω
2π
∑
α
(
2∑
i=0
ci
ǫα
ω2 − ǫ2α − Λ2i + iǫ
)
pole
×
∫
d3ξΨ†α(
~ξ)τ3α3γ5Ψα(~ξ) . (6.6)
The quark matrix element of τ3γ5 has vanished because of parity invariance. Also, the poles
can easily be collected
(
1
ω2 − ǫ2α − Λ2 + iǫ
)
pole
= − iπ√
ǫ2α + Λ
2
[
δ
(
ω +
√
ǫ2α + Λ
2
)
+ δ
(
ω −
√
ǫ2α + Λ
2
)]
. (6.7)
Hence the Bjorken sum rule
∫ ∞
0
dx (gp1(x)− gn1 (x)) =
1
6
gA (6.8)
is straightforwardly obtained after taking care of the isospin matrix elements of the nucleon.
Using rotational invariance in grand–spin space in addition to the above explained calculational
rules verifies the Burkhardt–Cottingham [37] sum rule
∫ ∞
0
dx g2(x) = 0 . (6.9)
Here we wish to re–emphasize that the prescription (4.7) is crucial for deriving these results.
Without it, the unregularized spectral function, f+(ω)+ f−(−ω), rather than f+(ω)− f−(−ω)
would have appeared in (6.6). The former would not have resulted in the regularized form for
g1(x) as required by the Bjorken sum rule.
Although the treatment can be generalized to three flavors, we are currently focusing on
two flavor case. Hence we require for the momentum sum rule
9
5
∫ ∞
0
dx (f ep2 + f
en
2 ) =
36
5
∫ ∞
0
dx xf1(x) , (6.10)
according to the Callan–Gross relation and with f1(x) given in eq (5.16). The factor x can be
treated by differentiating with respect to λ. Furthermore the contribution from the backward
propagating quarks serves to complete the x–integral along the negative half–line. That is,
36
5
∫ ∞
0
dx xf1(x) = −NC
∫
dω
2π
∑
α
∫
dλ
2π
∫ ∞
−∞
dx eiMNxλ
(
2∑
i=0
ci
ω + ǫα
ω2 − ǫ2α − Λ2i + iǫ
)
pole
× ∂
∂λ
∫
d3ξΨ†α(
~ξ) (1− α3) Ψα(~ξ+λeˆ3)e−iωλ (6.11)
= −NC
MN
∫
dω
2πi
∑
α
(
2∑
i=0
ci
ω + ǫα
ω2 − ǫ2α − Λ2i + iǫ
)
〈α| (1− α3) (i∂3 + ω) |α〉 .
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The subscript ‘pole’ has been dropped because without the oscillating function e±iωλ the spectral
integral directly sums up the pole terms. The matrix elements of i∂3 and α3ω vanish due to
parity invariance while the regularized sum of the matrix elements of α3i∂3 is zero for the field
configuration which minimizes the soliton field energy2[12]. We are now left with
36
5
∫ ∞
0
dx xf1(x) = −NC
MN
∫
dω
2πi
∑
α
(
2∑
i=0
ci
ω2
ω2 − ǫ2α − Λ2i + iǫ
)
. (6.12)
Up to the factor 1/MN this can be shown to be the vacuum contribution to the soliton energy
(2.17) when using the regularization condition
∑2
i=0 ci = 0, cf. eq (2.6). Hence we have verified
the momentum sum rule. In particular we see that the model saturates this sum rule completely
and there is no room for additional degrees of freedom, as e.g. gluons. In order to satisfy the
momentum sum rule the iso–scalar content of f1 apparently needs to be regularized. From the
analogy to the computation of static properties we hence expect the iso–vector piece not to be
regularized. This is, of course, perfectly consistent with our finding that the structure function
entering the Gottfried sum rule, f ep2 − f en2 = 2x(f ep2 − f en2 ) remains unregularized as discussed
in appendix D.
Above we have explicitly shown the necessity of the additional specification (4.7) to render
the sum rules of the polarized structure functions consistent with the axial charges. On the
formal level the above discussion is actually more transparent. When considering the Bjorken
limit (4.6) and (4.8) we have already succeeded in expressing the two photon coupling in form
of a linear coupling. What remains is the comparison of the structure of the Dirac matrices in
v/ (i∂/)−1 v/ and (v/ (i∂/)−1 v/)5 with that in the above expressions. Note that in eqs (4.6) and (4.8)
we have retained the full dependence of the Dirac operator on the pion fields. In particular, for
the soliton sector we have not yet carried out the expansion in the angular velocities (2.19),(5.4)
and (5.5). According to eq (4.7) these contributions are given by3
(v/ (i∂/)−1 v/)(5) = S · V ± E · Aγ5 . (6.13)
Then the sum of (4.6) and (4.8) can be expressed as (up to the overall factor NC/4i)
A(2,v)Λ =
2∑
i=0
ciTr
{(
−D(π)D(π)5 + Λ2i
)−1
×
[
Q2 (S · V + E · Aγ5)D(π)5 −D(π) (S · V − E · Aγ5)Q2
] }
+Tr
{(
−D(π)D(π)5
)−1 [Q2 (S · V + E · Aγ5)D(π)5 +D(π) (S · V − E · Aγ5)Q2]
}
=
2∑
i=0
ciTr
{(
−D(π)D(π)5 + Λ2i
)−1
×
[
Q2S · VD(π)5 −D(π)S · VQ2 +Q2E · Aγ5D(π)5 +D(π)E · Aγ5Q2
]}
2We recall that we contribution of the valence quark orbit is always carried along.
3The additional factor ‘i’ is contained in the projectors which are listed in table 5.1.
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+Tr
{(
−D(π)D(π)5
)−1
(6.14)
×
[
Q2S · VD(π)5 +D(π)S · VQ2 +Q2E · Aγ5D(π)5 −D(π)E · Aγ5Q2
]}
.
This expression is exactly of the same structure as the sum of (6.1) and (6.2). It is this identical
structure which renders the sum rules fulfilled. In case we had not introduced the relative sign
in eq (4.7), which propagates through to eq (6.13), the last terms in the square brackets would
have the opposite sign and would fail to match with the sum rules. When comparing eqs (6.1)
and (6.2) to (6.14) we have not yet made explicit the ‘position’ of the β–matrices in D(π) and
D
(π)
5 rather we have kept these operators in full. Thus this relative sign is not a matter of
shuffling the Dirac matrix β.
We complete this section by noting that the sum rule for the ‘structure function’ f¯1(x)
indeed gives the baryon number of the polarized vacuum, i.e.
∫ ∞
0
dxf¯1(x) = −NC
2
∑
α
sign (ǫα) . (6.15)
7. Conclusions
In order to establish a self consistent regularization scheme for the hadron structure func-
tions in the bosonized Nambu–Jona–Lasinio model we have studied the absorptive part of the
Compton amplitude in Bjorken limit. Noting that the Compton amplitude is defined as the
hadronic matrix element of a time–ordered correlation function of the symmetry currents, it is
straightforwardly obtained from the regularized NJL action functional. In this respect, adopting
the Compton amplitude as the preferred starting point for the structure function calculations
yields self consistent results.
One constraint on regularizing the quark determinant is to maintain the anomaly structure
of the quark loop when coupled to external sources. This is accomplished by regularizing only
the γ5 even piece (real part in Euclidean space) while leaving the conditionally convergent
odd piece (imaginary part in Euclidean space) un–regularized. In a formal sense this leads to a
model for scalar quarks which have gradient interactions thereby making the computation of the
Compton amplitude more involved. Fortunately it turns out that in the Bjorken limit, which
extracts the leading twist contribution of the structure functions, substantial simplifications
occur. The reason is that the propagator, which carries the infinitely large momentum of the
virtual photon in the quark loop, can be taken to be that of a free massless quark. Eventually
this simplification also leads to the scaling laws of the structure functions. It is not apparent
that these laws are maintained under regularization. In this respect we have seen that the
Pauli–Villars regularization scheme for the bosonized NJL model is well suited because the
cut–off’s essentially act as masses which are additive to the momenta. For propagators which
carry large external momenta the regularizing cut–off’s can hence be ignored. Regularization
schemes which exponentially suppress large momenta do not necessarily exhibit this feature.
When studying the structure functions we have also recognized that treating the γ5 even and
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odd pieces differently imposes further constraints on the regularization procedure in order to
consistently formulate the sum rules. As this specification only effects the polarized structure
functions its necessity has not been observed in previous calculations of the pion structure
functions. Here it is worth noting that a dissimilar regularization of the γ5 even and odd pieces
requires a careful treatment in other cases as well. One example is the inclusion of ω vector
meson in the NJL model [38, 39].
Having made this specification the calculation of nucleon structure functions from the Comp-
ton amplitude in the NJL chiral soliton model turned out to be sensible. The sum rules for
the fully regularized structure functions are straightforwardly verified because Cutkosky’s rules,
which define the absorptive part of the amplitude, extract exactly the same poles from the spec-
tral integral as do the Cauchy integrals for the matrix elements associated with static nucleon
properties. We have found that in general the structure function cannot be written as linear
combinations of quark and anti–quark distributions; rather they acquire contributions from
various poles in the quark propagators which are associated with the Pauli–Villars cut–off’s as
the latter play the role of quark masses. Only those combinations of structure functions which
are related to the γ5 odd piece and hence are not regularized turn out to be simple sums of
quark and ant–quark distributions. When including cranking corrections to generate nucleon
quantum numbers from the chiral soliton we have seen that only either the iso–scalar or the
iso–vector part of the considered structure function undergoes regularization. Of course, this
is expected from the computation of nucleon charges in this model. Surprisingly, in the case of
the structure function which enters the Gottfried sum rule we have seen that it is the iso–scalar
rather than the iso–vector part which undergoes regularization. This has not been expected as
this iso–vector piece is very similar to the structure function entering the Adler sum rule for
(anti) neutrino nucleon scattering, which indeed gets regularized.
Certainly this study represents the first step towards a full self–consistent calculation which
will in turn require numerical analyses. We have already noted that in the NJL model many
of the nucleon properties are dominated by the corresponding contribution of the distinct
valence level which does not undergo regularization. Hence we do not expect drastic changes
in comparison with previous calculations. Nevertheless, in light of the fact that the iso–vector
component of the unpolarized structure function f1 remains unregularized suggests a thorough
re–evaluation of the Gottfried sum rule is necessary. In addition, in the case of structure
functions which are subject to regularization, and hence are more difficult to access, one might
eventually confine oneself to the evaluation of low moments being related to products of quark
matrix elements of local operators. As an example we will consider d2, the second moment
of the twist–3 piece of the transverse polarized structure function, g2(x) which currently is of
experimental interest [40].
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Appendix A: Pion structure function from the Bethe–Salpeter
amplitude
In ref [17] and section 3 the pion structure functions were obtained from analyzing the
Compton amplitude. In this appendix we will show that these structure functions can directly
be obtained from the pion Bethe–Salpeter amplitude. This is completely consistent with the
regularization and does not require to introduce any transverse cut–off. As we will see this can
be done in terms of light-cone wave–functions handled in a proper way. To this end we consider
the γ5–even Pauli–Villars regularized effective action, up to second order in the pion field. This
yields the correlation function in terms of the Bethe–Salpeter bound state amplitude χ(p, k)
defined by
ANJL
∣∣∣
ππ
=
1
2
∫
d4p
(2π)4
∫
d4k
(2π)4
~˜π(p) · ~˜π(−p)(p2 −m2π)χ(p, k) . (A.1)
According to eqs (2.10) and (2.12) the Bethe–Salpeter amplitude in the Pauli–Villars regular-
ization scheme is
χ(p, k) = 4Ncig
2 d
dp2
{
p2
∑
i
ci
1
k2 −m2 − Λ2i + iǫ
1
(k − p)2 −m2 − Λ2i + iǫ
}∣∣∣
p2=m2pi
. (A.2)
Let us introduce light–cone (LC) variables
k+ = k0 + k3 , k− = k0 − k3 , d4k = 1
2
dk+dk−d2k⊥ . (A.3)
Employing the definition1
Ψ2π(x, k⊥) =
∫
dk−χ(p, k)
∣∣∣
k+=mpix,p2=mpi
(A.4)
for the LC wave–function we find
Ψ2π(x, k⊥) =
4Ncig
2
x(1− x)
d
dm2π
{
m2π
∫ dk−
2
mπx
k−mπx− k2⊥ +m2 + Λ2i − iǫ
× 1
k−mπ(x− 1)−m2π(x− 1)− k2⊥ +m2 + Λ2i − i
}
. (A.5)
The poles in the complex k− plane are located at
k− =
m2 + k2⊥ + Λ
2
i − iǫ
mπx
and k− = mπ +
m2 + k2⊥ + Λ
2
i − iǫ
mπ(x− 1) . (A.6)
For x > 1 or x < 0 both poles are above and below the real axis respectively, and hence the
integral vanishes in either case. For 0 < x < 1 the integral yields the LC wave–function
Ψ2π(x, k⊥) =
4Ncg
2
(2π)2
π
d
dm2π
{
m2π
∑
i
ci
1
k2⊥ +m
2 + Λ2i −m2πx(1− x)− iǫ
}
. (A.7)
1We could equivalently define the equal time wave–function Ψ2pi(
~k) =
∫
dk0χ(p, k)
∣∣∣
p2=m2
pi
and go to the
infinite momentum frame, p0 → P +m2pi/(2P ), p3 → P and p⊥ = 0⊥, k3 = xP .
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Notice that, due to the Pauli–Villars subtractions, we have the asymptotic behavior in the
transverse momentum k⊥,
Ψπ(x, k⊥)
2 ∼ 4Ncg
2
(2π)2
π
∑
i ciΛ
4
i
k6⊥
. (A.8)
This guarantees the convergence of the k⊥ integral without introducing a transverse cut–off.
Thus, the Pauli–Villars regulators automatically provide a form of a transverse cut-off. Upon
integrating the transverse momentum we get the structure function
F (x) =
∫
d2k⊥
(2π)2
{(1
3
)2
Ψ2π,d(x, k⊥) +
(2
3
)2
Ψ2π,u(x, k⊥)
}
, (A.9)
which coincides with the result found in ref [17] and eq (3.7) of section 3. The light–cone
interpretation has been pursued before in the unregularized case (see e.g. [31] and refs therein)
and more recently [41, 42] within a LC quantization. In these cases transverse cut–off’s were
introduced, a posteriori. As we have shown above this is not necessary. Also, the LC wave–
function approach is a bit subtle in the present context due to the necessary regularization. For
instance, the well known LC convolution formulas for the elastic pion form factor [43], are only
valid here in conjunction with the regularization. That is, by writing the LC wave–function as
a Pauli–Villars sum
Ψ2π(x, k⊥) =
∑
i
ciΨ
2
π,i(x, k⊥) , (A.10)
we have the regularized null-plane formula, F (q2) =
∑
i ciFi(q
2) for the elastic pion form factor.
This is not the same as computing Ψ(x, k⊥) and employing the convolution formula.
Appendix B: Separation into free–massless and full quark
propagators
In this appendix we reinforce the analysis presented in section 4. There we argued that
in the Bjorken limit one of the two propagators which are involved in the calculation of the
structure functions can be reduced to the free massless one. Here we do this by means of a
symmetric version of the Wigner transformation (WT) as defined in ref [44]. Although this
technique or similar ones are well known in other fields, it is perhaps not very familiar in the
present context. Because of that and in order to set up the notation we will review it briefly.
The main advantage of using this method lies in the possibility of a systematic evaluation of
higher twist contributions to structure functions in the soliton model.
Using translational invariance and localized baryon states |B〉 with normalization 〈B|B〉 =
1, one has the convenient formula for the Compton amplitude of virtual photons in the rest
frame of the soliton target
(−i)Tµν(p, q) = 2MN
∫
d3R
∫
d4ξeiq·ξ
〈
B
∣∣∣T{Jµ(R + ξ
2
)Jν(R − ξ
2
)
} ∣∣∣B〉 , (B.1)
where, as usual, Jµ(x) = q¯(x)Qγµq(x). This equation is equivalent to eq (5.1) if translational
invariance is used. The form (B.1), however, is slightly more convenient to prove the announced
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result. As discussed in section 5 the vacuum contribution can be obtained by a suitable func-
tional differentiation of the fermion determinant with respect to the external sources. In the
unregularized case we get
Tµν(p, q)
∣∣∣
vac
= −MNNc
∫
d3R
∫
d4ξeiq·ξtr
(
γµQ〈R + ξ
2
|S|R− ξ
2
〉γνQ〈R − ξ
2
|S|R + ξ
2
〉
)
+ cr. ,
(B.2)
where the propagator operator is defined as S := (iD)−1, the trace is taken with respect to Dirac
and flavor degrees of freedom while “cr.” denotes the crossed contribution (q → −q, µ → ν),
i.e. backward moving quarks. Schematically we have expressions of the form
∫
d4ξeiq·ξ〈x+ ξ
2
|A|x− ξ
2
〉〈x− ξ
2
|B|x+ ξ
2
〉 , (B.3)
i.e., the Fourier transformation of a product of bilocal functions. To deal with these expressions
properly we use the following symmetric definition of the WT as considered in ref [44]. For
any bilocal operator A, with matrix elements 〈x|A|x′〉 let us define its symmetric Wigner
representation as
A(x, p) =
∫
d4ξ eiξp〈x+ ξ
2
|A|x− ξ
2
〉 . (B.4)
Using its inverse,
〈x+ ξ
2
|A|x− ξ
2
〉 =
∫
d4p
(2π)4
e−iξ·pA(x, p) , (B.5)
we get
∫
d4ξeiq·ξ〈x+ ξ
2
|A|x− ξ
2
〉〈x− ξ
2
|B|x+ ξ
2
〉 =
∫
d4p
(2π)4
A(x, p)B(x, p− q) . (B.6)
Notice that we have arbitrarily chosen the operator B to carry the photon momentum. The
product of two operators satisfies the following expression for its WT
(AB)(x, p) = e
i
2
(∂Ap ·∂
B
x −∂
B
p ·∂
A
x )A(x, p)B(x, p) (B.7)
= A(x− i
2
∂p, p+
i
2
∂x)B(x, p)
=
∞∑
n=0
∞∑
m=0
in
2nn!
(−i)m
2mm!
∂n+mA(x, p)
∂pν1 · · ·∂pνn∂xµ1 · · ·∂xµm
∂n+mB(x, p)
∂xν1 · · ·∂xνn∂pµ1 · · ·∂pµm .
In the limit of large momentum p one clearly gets
(AB)(x, p)→ A(x− i
2
∂p, p)B(x, p) . (B.8)
The WT of the Dirac operators D and D5 are
iD(x, p) = p/−M(x) and iD5(x, p) = −p/−M5(x) , (B.9)
respectively. Applying the product rule, eq.(B.7) to the operator identity iDS = 1 we obtain
iD(x− i
2
∂p , p+
i
2
∂x )S(x, p) = 1 . (B.10)
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Hence the WT of the propagator is given by
S(x, p) =
1
p/+ i
2
∂/x −M(x− i2∂p )
. (B.11)
This expression is suitable for a derivative expansion in the field M(x) as follows
S(x, p) = S0(x, p) + S1(x, p) + S2(x, p) + . . . , (B.12)
where the subscript indicates the number of derivatives in M(x)1. The derivatives act to the
right. Therefore the lowest orders in this derivative expansions are given by
S0(x, p) =
1
p/−M(x) , (B.13)
S1(x, p) =
i
2
S0(x, p)
(
∂/x − ∂xM(x) · ∂p
)
S0(x, p) . (B.14)
The proper way to evaluate first and higher order expressions is by commuting the derivatives
to the right until they annihilate the unit operator. For instance, in the first order of derivatives
we have
S1(x, p) =
i
2
S0(x, p)
(
γµS0(x, p)∂
µM(x) + ∂µM(x)S0(x, p)γµ
)
S0(x, p) . (B.15)
As we see the number of zeroth order propagators increases due to the coordinate and mo-
mentum derivatives. It actually is this expansion which is indicated in figure 4.2. Now it is
obvious that in the limit of large momentum p higher order terms in Sn(x, p) can be neglected
as compared to the zeroth order one, S0(x, p). Finally the latter can be replaced by the free
massless one, SF (x, p). In summary,
S(x, p)→ SF (x, p) = 1
p/
. (B.16)
Notice that in the expression (B.6) only one operator contains the momentum q. Therefore, we
finally get in the limit of large momentum q,
Tµν(p, q)|sea = Nc
∫
d3R
∫ d4p
(2π)4
tr
(
γµQS(R, p)γνQS(R, p− q)
)
+ cr. (B.17)
→ Nc
∫
d3R
∫
d4ξeiq·ξtr
(
γµQ〈R + ξ
2
|S|R− ξ
2
〉γνQ〈−ξ
2
|SF |ξ
2
〉
)
+ cr. , (B.18)
where we have already used that the free propagator is invariant under translations. Thus, in the
Bjorken limit we may replace that Dirac operator through which the large photon momentum
flows by the free one. Also note that in section 4 we have made this replacement before taking
the functional derivatives with respect to the vector sources. In the present context, this
1This is effectively a semiclassical expansion of the propagator as can be seen by reinserting h¯ in the previous
expressions ∂x → h¯∂x and ∂p → h¯∂p.
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corresponds to summing over the two possibilities that either of the two propagators carries
the large momentum.
In the regularized case the argument is a bit more involved but the result is similar. The
only point is to identify the operators A and B. Using eq (B.7), we get
−DD5(x, p) = −
(
p/+
i
2
∂/x −M(x− i
2
∂p)
)(
p/+M5(x)
)
(B.19)
= −(p/ −M(x))(p/+M5(x)) + i∂/xM5(x) , (B.20)
where in the second line we have used that Mγµ = γµM5. Several cases for A and B have to
be considered. From the asymptotic limit of the product rule one deduces that the WT of a
derivative operator of a given order is a polynomial in p of the same order. In the limit of large
momentum this polynomial dominates over the potential piece. Due to this reason one has the
simplification DD5 + Λ
2
i → DD5 in the large momentum limit. Furthermore,
iD5(−DD5 + Λ2i )−1 → (iD)−1 and (−DD5 + Λ2i )−1iD→ (iD5)−1 . (B.21)
In summary, the simplification given by eq.(4.6) is supported by this analysis. Moreover, it
makes evident that the Pauli–Villars regularization leads to the scaling behavior. This is not
apparent in other schemes which do not have the regulating cut–off in the polynomial piece.
Appendix C: Sum rules in the D5 model
In this appendix we illustrate that the unphysical nature of the D5 model is reflected by the
sum rules for the polarized structure functions. This discussion will take place on the formal
level and whence we ignore regularization. According to eq (1.2) the D5 model is defined as
A5 = −iNCTr log {iD5} . (C.1)
The static properties are obtained from
A(1,v) = iNCTr
{(
iD(π)
)−1
[v/T av + a/γ5T
a
a ]
}
,
A(1,v)5 = −iNCTr
{(
iD
(π)
5
)−1
[v/T av − a/γ5T aa ]
}
(C.2)
within the physical D and unphysical D5 models, respectively. Omitting, for the time being,
the collective coordinates, the charges are given by
Qaµ =
∑
α
sign (ǫα) 〈α|βγµ(γ5)T av,a|α〉 and Qa5,µ = −
∑
α
sign (ǫα) 〈α|γµ(−γ5)βT av,a|α〉 . (C.3)
For convenience, we have put vector and axial–vector generators together. To study the sum
rules we require the hadronic tensor, Wµν;5 within the D5 model. In analogy to eq (4.9), Wµν;5
will be generated by
A(2,v)5 = i
NC
2
Tr
{(
D
(π)
5
)−1 [Q2v/ (−∂/)−1 v/]} . (C.4)
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It should be recalled that (−i∂/)−1 represents the free massless quark propagator in the D5
model, see eq (2.2). As can directly be observed, the difference among the pole contributions
between the D and D5 models( ±ω + ǫα
ω2 − ǫ2α + iǫ
)
pole
= 2πi (±ω + ǫα) δ
(
ω2 − ǫ2α
)
= 2πi sign(ǫα) (C.5)
has no effect. For the same reason the relative overall signs did not change when going from
eq (C.2) to eq (C.3). Besides the overall sign the only difference between A(2,v)5 and (4.9) is
therefore the position of the Dirac matrix β contained in D
(π)
5 ,
Wµν;5 = −MNNC
∑
α
sign(ǫα)
∫
dt
∫
d3ξ1
∫
d3ξ2
∫
d4k
(2π)4
eit(q
0+k0) e−i(
~ξ1−~ξ2)·(~q+~k) δ
(
k2
)
×
〈
N
∣∣∣
{
Ψ†α(
~ξ1)Q2Aγµk/γνβΨα(~ξ2) eiǫαt −Ψ†α(~ξ2)Q2Aγνk/γµβΨα(~ξ1) e−iǫαt
}∣∣∣N〉 . (C.6)
In comparison with the expressions (C.3) this particular position of β actually is a desired
result. When reducing the product of Dirac matrices
Wµν;5 = −MNNC
∑
α
sign(ǫα)
∫
dt
∫
d3ξ1
∫
d3ξ2
∫
d4k
(2π)4
eit(q
0+k0) e−i(
~ξ1−~ξ2)·(~q+~k) δ
(
k2
)
kσ
×
〈
N
∣∣∣
{
Sµρνσ
[
Ψ†α(
~ξ1)Q2AγρβΨα(~ξ2) eiǫαt −Ψ†α(~ξ2)Q2AγρβΨα(~ξ1) e−iǫαt
]
−iǫµρνσ
[
Ψ†α(
~ξ1)Q2Aγργ5βΨα(~ξ2) eiǫαt +Ψ†α(~ξ2)Q2Aγργ5βΨα(~ξ1) e−iǫαt
]}∣∣∣N〉 (C.7)
we recognize that in comparison with the hadronic tensor in the physical model (5.6) there
appears no new relative sign between vector and axial–vector pieces. However, such a sign
would be demanded to comply with the sum rules of (C.3) which indeed has a relative sign
between the vector and axial–vector pieces. We conclude that a world defined byD5 the Bjorken
sum rule would apparently read
∫
dx (gp1(x)− gn1 (x)) = −
1
6
gA . (C.8)
This, of course, would be a major inconsistency which we have resolved by the prescription (4.7).
Appendix D: Cranking corrections to structure functions
As for the leading order in the 1/NC expansion, we confine ourselves to the vacuum contri-
bution because the piece which is due to the explicit occupation of the valence level has already
been discussed previously [10].
The computation of the cranking corrections to the nucleon structure functions starts with
expanding the expressions (4.6) and (4.8) to linear order in the angular velocities ~Ω, which are
defined in eq (2.19). In doing so, we will repeatedly use the relations (5.4) and (5.5).
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To linear order in ~Ω we then find that part of the action which is quadratic in the vector
sources vµ to be
A(2) = −iNC
4
∫
dω
2π
∑
α
{
〈ω, α|Q2Aβv/ (i∂/)−1 v/|ω, α〉 f+α (ω)
+〈ω, α|Q2A
[
v/ (i∂/)−1 v/
]
5
β|ω, α〉 f−α (ω)
+
i
2
〈ω, α|β
[
v/ (i∂/)−1 v/ tˆQ2A~τ · ~Ω− ~τ · ~ΩQ2A tˆ v/ (i∂/)−1 v/
]
|ω, α〉 f+α (ω)
+
i
2
〈ω, α|
[
v/ (i∂/)−1 v/ tˆQ2A~τ · ~Ω− ~τ · ~ΩQ2A tˆ v/ (i∂/)−1 v/
]
5
β|ω, α〉 f−α (ω)
+
∑
β
〈α|~τ · ~Ω|β〉
[
〈ω, β|Q2Aβv/ (i∂/)−1 v/|ω, α〉 g+αβ(ω)
+〈ω, β|Q2A
[
v/ (i∂/)−1 v/
]
5
β|ω, α〉 g−αβ(ω)
]}
. (D.1)
In addition to the spectral functions for the linear matrix elements (5.10) we have introduced
analogous objects for the bi–linear matrix elements
g±αβ(ω) =
2∑
i=0
ci
(ω ± ǫα)(ω ± ǫβ) + Λ2i
(ω2 − ǫ2α − Λ2i + iǫ)(ω2 − ǫ2β − Λ2i + iǫ)
± (ω ± ǫα)(ω ± ǫβ)
(ω2 − ǫ2α + iǫ)(ω2 − ǫ2β + iǫ)
. (D.2)
The first two terms in eq (D.1), which do not contain the angular velocity ~Ω, have already been
discussed in section 5. The terms, which contain the time coordinate operator tˆ, originate from
the time dependence of the collective coordinates (5.5). Finally the bi–linear pieces stem from
expanding D(π) and D
(π)
5 to linear order in ~Ω, cf. eq (2.2). In eq (D.1) the abbreviation QA
refers to the collectively rotated charge matrix at a distinct point in time. The same is true for
the angular velocity. To be specific
QA = A†(0)QA(0) and i
2
~τ · ~Ω = A†(t) d
dt
A(t)
∣∣∣∣∣
t=0
, (D.3)
as the time–dependence of the collective coordinates has been treated according to (5.5).
Before further manipulating (D.1) it is illuminating to discuss the relation to the sum rules
at sub–leading order. The Adler sum rule for (anti) neutrino nucleon scattering involves the
isospin operator. The constant of proportionality which relates this operator to the collectively
rotated1 angular velocities is the moment of inertia, α2, cf. eq (2.20). The latter is obtained
by expanding the regularized action to quadratic order in ~Ω,
∂2A
∂Ωl∂Ωm
∣∣∣∣∣
~Ω=0
=
i
2
NC
2∑
i=0
ci
∫
dω
2π
∑
αβ
〈α|τl|β〉〈β|τm|α〉 ω
2 + ǫαǫβ + Λ
2
i
(ω2 − ǫ2α − Λ2i + iǫ)(ω2 − ǫ2β − Λ2i + iǫ)
=
i
4
NC
∫
dω
2π
∑
αβ
〈α|τl|β〉〈β|τm|α〉
[
g+αβ(ω) + g
−
αβ(ω)
]
. (D.4)
1This rotation is inherited by the iso–vector–vector piece in the flavor matrix which is analogous to QA.
35
In the second step we have used the property that the spectral integrals over those pieces which
are odd in ω vanish. Although in practice this Cauchy integral could easily be performed,
the obvious relation to the sum of the spectral functions, g+ + g−, shows that the Adler sum
rule will be satisfied. The reason is that in this channel the integration over x will lead to
the replacement v/ (i∂/)−1 v/ → β after assuming the Bjorken limit. Similarly one might want
to consider the axial singlet charge which receives a non–vanishing contribution only at sub–
leading order in 1/NC. The generating expression is obtained from eqs (6.1) and (6.2) by
putting T aa = 1 and a
µ = (0, 0, 0, 1) while all vector quantities are set to zero. This yields
−iNCΩ3
∫ dω
2π
∑
αβ
〈α|τ3|β〉〈β|α3γ5|α〉 ω
2 + ǫαǫβ
(ω2 − ǫ2α + iǫ)(ω2 − ǫ2β + iǫ)
= iNCΩ3
∫
dω
2π
∑
αβ
〈α|τ3|β〉〈β|α3γ5|α〉
[
g+αβ(ω)− g−αβ(ω)
]
. (D.5)
As was to be expected the dependence on the cut–off, Λi dropped out because this quantity is
associated to the imaginary part of the action. However, it is remarkable that the difference
g+− g− of the spectral functions appeared rather than their sum. On the level of the hadronic
tensor a difference between the last and next–to–last terms in (D.1) can only be gained by
the prescription (4.7) since the generator for the axial singlet charge (γ3γ5) commutes with the
Dirac matrix β. Of course, in view of the previous discussions this result was to be expected.
We now continue to compute the hadronic tensor by varying (D.1) with respect to the
vector sources vµ(ξ1) and v
ν(ξ2). At first sight, this would yield contributions from the forward
and backward moving quarks for each single term in (D.1). However, this is not the case for
those terms which contain the time–coordinate operator tˆ because it may act on a state like
|~ξ, t = 0〉 which in turn gives zero contribution. In what follows we will concentrate on the
treatment of that operator. At most it will contribute a factor linear in the time–coordinate
which is integrated over when calculation the Compton tensor (1.7). For that calculation the
coordinate ξ = t can be expressed as a derivative with respect to q0. In turn this derivative
can be re–written as a derivative with respect to Bjorken x. In the nucleon rest frame we have
∂x/∂q0 = −1/2MN . Once this is established, the calculation of the hadronic tensor proceeds
as in section 5 and yields an expression analogous to eq (5.15). Differentiating with respect to
x then simply gives a factor λMN . In its full glory the hadronic tensor finally reads
Wµν
Bj−→ −iMNNC
4
∫
dω
2π
∑
α
∫
d3ξ
∫
dλ
2π
eiMNxλ
〈
N
∣∣∣ (D.6)
{[
Ψ¯α(~ξ)Q2Aγµn/γνΨα(~ξ+λeˆ3)e−iλω − Ψ¯α(~ξ)Q2Aγνn/γµΨα(~ξ−λeˆ3)eiλω
]
f+α (ω)
∣∣∣
p
+
[
Ψ¯α(~ξ)Q2A(γµn/γν)5Ψα(~ξ−λeˆ3)e−iλω − Ψ¯α(~ξ)Q2A(γνn/γµ)5Ψα(~ξ+λeˆ3)eiλω
]
f−α (ω)
∣∣∣
p
+
iλ
4
[
Ψ¯α(~ξ)~τ · ~ΩQ2Aγµn/γνΨα(~ξ+λeˆ3)e−iλω + Ψ¯α(~ξ)Q2A~τ · ~Ωγνn/γµΨα(~ξ−λeˆ3)eiλω
]
f+α (ω)
∣∣∣
p
+
iλ
4
[
Ψ¯α(~ξ)~τ · ~ΩQ2A(γµn/γν)5Ψα(~ξ−λeˆ3)e−iλω + Ψ¯α(~ξ)Q2A~τ · ~Ω(γνn/γµ)5Ψα(~ξ+λeˆ3)eiλω
]
f−α (ω)
∣∣∣
p
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+
∑
β
〈α|~τ · ~Ω|β〉
([
Ψ¯β(~ξ)Q2Aγµn/γνΨα(~ξ+λeˆ3)e−iλω − Ψ¯β(~ξ)Q2Aγνn/γµΨα(~ξ−λeˆ3)eiλω
]
g+αβ(ω)
∣∣∣
p
+
[
Ψ¯β(~ξ)Q2A(γµn/γν)5Ψα(~ξ−λeˆ3)e−iλω − Ψ¯β(~ξ)Q2A(γνn/γµ)5Ψα(~ξ+λeˆ3)eiλω
]
g−αβ(ω)
∣∣∣
p
)}∣∣∣N〉 .
Here have made use of the fact that ~τ ·~Ω does not change the parity of single quark states. This
implies that in the double sum the states |α〉 and |β〉 carry the same parity quantum number.
In turn this allowed us to simply compensate factors of the Dirac matrix β by spatial reflections.
In the double sum the pole contribution is obtained by summing over all possible frequencies
which lead to singularities in the spectral functions (D.2). This summation is indicated in
figure D.1.
Figure D.1: Summing the poles of the bi–local cranking corrections. The angular velocity ~Ω acts
as a perturbation to the quark propagator in the soliton background.
Ω Ω
At this point it is worth to briefly comment on the possible occurance of double poles,
i.e. ǫ2α = ǫ
2
β + Λ
2
i and ǫ
2
α = ǫ
2
β in the regularized and un–regularized cases, respectively.
According to Cutkosky’s rules they contribute derivatives of δ–functions to the absorptive part
of the amplitude: −2πi∂ δ (ω2 − ǫ2α) /∂ω2. This is directly linked to the double poles which
correspondingly appear in the spectral integrals for the charges (D.5) and the moment of inertia
(D.4). They can as well be expressed as derivatives of single poles. In this way the sum rules
are ensured to be satisfied.
A priori the product ~τ · ~ΩQ2A is plagued by ordering ambiguities when imposing the quan-
tization rules (2.20) for the collective coordinates. To guarantee hermiticity we assume the
symmetric ordering. That is
1
2
{
Ji,Q2A
}
=
1
18
(5Ji − I3τi) , (D.7)
where we have also used that the matrix elements are evaluated in the subspace of nucleon
states. This allowed us to employ eq (2.21). In particular, the symmetric ordering permitted
us to identify ~τ ·~ΩQ2A = Q2A~τ ·~Ω. For notational brevity we will maintain that expression in what
follows, keeping in mind that it should be substituted by (D.7). Contracting the hadronic tensor
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(D.6) with the appropriate projector from table 5.1 gives the unpolarized structure function to
sub–leading order in 1/NC, see also eq (5.16),
f1(x) = −iMNNC
2
∫
dω
2π
∑
α
∫
d3ξ
∫
dλ
2π
eiMNxλ
〈
N
∣∣∣ (D.8)
×
{ [
Ψ¯α(~ξ)Q2An/Ψα(~ξ+λeˆ3)e−iωλ − Ψ¯α(~ξ)Q2An/Ψα(~ξ−λeˆ3))eiωλ
] ( 2∑
i=0
ci
ω + ǫα
ω2 − ǫ2α − Λ2i + iǫ
)
p
+
iλ
4
[
Ψ¯α(~ξ)~τ · ~ΩQ2An/Ψα(~ξ+λeˆ3)e−iωλ + Ψ¯α(~ξ)~τ · ~ΩQ2An/Ψα(~ξ−λeˆ3))eiωλ
] ( ω + ǫα
ω2 − ǫ2α + iǫ
)
p
+
∑
β
[
Ψ¯β(~ξ)Q2An/Ψα(~ξ+λeˆ3)e−iωλ − Ψ¯β(~ξ)Q2An/Ψα(~ξ−λeˆ3))eiωλ
]
×〈α|~τ · ~Ω|β〉
(
(ω + ǫα)(ω + ǫβ)
(ω2 − ǫ2α + iǫ)(ω2 − ǫ2β + iǫ)
)
p
} ∣∣∣N〉 .
We observe that in the sub–leading contributions the dependence on the cut-off, Λi has disap-
peared as the remaining spectral functions are associated with
f+α (ω) + f
−
α (−ω) = 2
ω + ǫα
ω2 − ǫ2α + iǫ
, (D.9)
g+αβ(ω)− g−αβ(−ω) = 2
(ω + ǫα)(ω + ǫβ)
(ω2 − ǫ2α + iǫ)(ω2 − ǫ2β + iǫ)
. (D.10)
Actually this finding shows that previous computations [13, 14] regularizing the vacuum con-
tribution to the Gottfried sum rule are not consistent with the present analysis of the Compton
amplitude. This has to be contrasted with the iso–vector part of the structure function for
the neutrino nucleon scattering. The only significant difference is the opposite sign for the
terms involving the crossed ordering (νµ), i.e. backward propagating quarks. The reason is
that neutrino scattering involves the exchange of a charged gauge boson. Hence the iso–vector
projection switches sign when going from the product of currents Jµ(ξ)J
†
ν(0) to the hermitian
conjugate Jν(0)J
†
µ(ξ). Having noted that, we find the spectral function to be
g+αβ(ω) + g
−
αβ(−ω) = 2
2∑
i=0
ci
(ω + ǫα)(ω + ǫβ)
(ω2 − ǫ2α − Λ2i + iǫ)(ω2 − ǫ2β − Λ2i + iǫ)
(D.11)
and hence the Adler sum rule to be satisfied, cf. eq (D.4).
We can now calculate the appropriate matrix elements by again using the grand–spin and
parity properties of the single quark states,
f1(x) = eq (5.16) + i I3
MNNC
36α2
∫
dω
2π
∑
α
∫
dλ
2π
eiMNxλ
∫
d3ξ (D.12)
×
{
3iλ
4
[
Ψ†α(
~ξ) (1−α3) Ψα(~ξ+λeˆ3)e−iωλ +Ψ†α(~ξ) (1−α3) Ψα(~ξ−λeˆ3)eiωλ
] ( ω + ǫα
ω2 − ǫ2α + iǫ
)
p
+
∑
β
(
(ω + ǫα)(ω + ǫβ)
(ω2 − ǫ2α + iǫ)(ω2 − ǫ2β + iǫ)
)
p
38
×
(
4〈α|τ1|β〉
[
Ψ†α(
~ξ)τ1 (1−α3)Ψα(~ξ+λeˆ3)e−iωλ −Ψ†α(~ξ)τ1 (1−α3) Ψα(~ξ−λeˆ3)eiωλ
]
−〈α|τ3|β〉
[
Ψ†α(
~ξ)τ3 (1−α3) Ψα(~ξ+λeˆ3)e−iωλ −Ψ†α(~ξ)τ3 (1−α3)Ψα(~ξ−λeˆ3)eiωλ
] )}
.
The appearance of two terms in the cranking piece reflects the fact that only an axial symmetry
is left after selecting a direction for the photon momentum. Also note that (D.12) does not
contain the nucleon spin operator. Of course, this is expected for an unpolarized structure
function.
The anti–symmetric piece of the hadronic tensor reads
WAµν = −MN
NC
2
ǫµνρσn
ρ
∫
dω
2π
∑
α
∫
d3ξ
∫
dλ
2π
eiMNxλ
〈
N
∣∣∣ (D.13)
×
{[
Ψ¯α(~ξ)Q2Aγσγ5Ψα(~ξ+λeˆ3)e−iωλ
+Ψ¯α(~ξ)Q2Aγσγ5Ψα(~ξ−λeˆ3))eiωλ
] ( 2∑
i=0
ci
ω + ǫα
ω2 − ǫ2α − Λ2i + iǫ
)
p
+
iλ
4
[
Ψ¯α(~ξ)~τ · ~ΩQ2Aγσγ5Ψα(~ξ+λeˆ3)e−iωλ
−Ψ¯α(~ξ)~τ · ~ΩQ2Aγσγ5Ψα(~ξ−λeˆ3))eiωλ
] ( ω + ǫα
ω2 − ǫ2α + iǫ
)
p
+
∑
β
[
Ψ¯β(~ξ)Q2Aγσγ5Ψα(~ξ+λeˆ3)e−iωλ + Ψ¯β(~ξ)Q2Aγσγ5Ψα(~ξ−λeˆ3))eiωλ
]
×〈α|~τ · ~Ω|β〉
(
(ω + ǫα)(ω + ǫβ)
(ω2 − ǫ2α + iǫ)(ω2 − ǫ2β + iǫ)
)
p
} ∣∣∣N〉 .
We note that after contracting the cranking corrections with the pertinent projectors from
table 5.1, the parity properties of the single quark states enforce the combination of the Dirac
matrices and the gradient expansion in λ to be odd under grand–spin reflection (γ5 is even
under this operation). Hence the isospin part must be odd as well. Therefore the cranking
corrections to the polarized structure functions are iso–singlets in the space of the collective
coordinates. To be specific,
g1(x) = eq (5.18) +
5i
6α2
MNNC
∫
dω
2π
∑
α
∫
dλ
2π
eiMNxλ
∫
d3ξ (D.14)
×
{
iλ
4
[
Ψ†α(
~ξ)τ3 (1−α3) γ5Ψα(~ξ+λeˆ3)e−iωλ
−Ψ†α(~ξ)τ3 (1−α3) γ5Ψα(~ξ−λeˆ3)eiωλ
] ( ω + ǫα
ω2 − ǫ2α + iǫ
)
p
+
∑
β
(
(ω + ǫα)(ω + ǫβ)
(ω2 − ǫ2α + iǫ)(ω2 − ǫ2β + iǫ)
)
p
〈α|τ3|β〉
×
[
Ψ†α(
~ξ) (1−α3) γ5Ψα(~ξ+λeˆ3)e−iωλ +Ψ†α(~ξ) (1−α3) γ5Ψα(~ξ−λeˆ3)eiωλ
] }
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and
gT (x) = eq (5.19) +
5i
6α2
MNNC
∫
dω
2π
∑
α
∫
dλ
2π
eiMNxλ
∫
d3ξ (D.15)
×
{
iλ
4
[
Ψ†α(
~ξ)τ1α1γ5Ψα(~ξ+λeˆ3)e
−iωλ
−Ψ†α(~ξ)τ1α1γ5Ψα(~ξ−λeˆ3)eiωλ
] ( ω + ǫα
ω2 − ǫ2α + iǫ
)
p
+
∑
β
(
(ω + ǫα)(ω + ǫβ)
(ω2 − ǫ2α + iǫ)(ω2 − ǫ2β + iǫ)
)
p
〈α|τ3|β〉
×
[
Ψ†α(
~ξ)γ1Ψα(~ξ+λeˆ3)e
−iωλ +Ψ†α(
~ξ)γ1Ψα(~ξ−λeˆ3)eiωλ
] }
,
after taking the collective coordinate (2.20) and (2.21). As it is the case for static properties we
find that only either the iso–scalar or iso–vector contribution to any structure function become
regularized but not both. For the polarized structure function the result that only the iso–
vector part is regularized was anticipated because we know how to relate their zeroth moments
to nucleon charges. In case of the unpolarized structure function it comes as a surprise that
the iso–scalar part rather than the iso–vector piece undergoes regularization. However for this
structure function we do not have a normalized sum rule at hand. As discussed, for unpolarized
structure function which enters the Adler sum rule the situation is opposite.
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