ABSTRACT Metric learning is one of the major methods for person re-identification. Most existing metric learning methods for person re-identification first generate the pairwise constraints where the sample pairs with the same labels consist of the positive set and the ones with the different labels comprise the negative set. And then, different kinds of methods are formulated to pull the pairs in positive set together and penalize the pairs in negative set such that a good metric is learned. However, such a process has two drawbacks: 1) the size of negative set is often far more than the negative set for which the learning process is largely dominated by the large amount of negative sample pairs and 2) it often experiences tedious optimization procedures to compute pairwise distances which would be computationally intractable in real scenarios, especially for large-scale data sets. To address the above issues, we propose a new simple and effective metric learning method, which gets rid of the pairwise constraints. We take the unknown class center's information into consideration to model the relationships between different classes directly, and a new objective function is formed. In addition, the proposed objective function can be solved by taking advantage of simple matrix multiplications and hence can avoid computationally complex optimization schemes. The proposed algorithm termed largest center-specific margin metric learning is shown to be computationally efficient and can be applied to large-scale person re-identification. Extensive experiments carried out on two challenging large-scale databases (CUHK03 and Market1501) demonstrate that the proposed algorithm performs favorably against the state-of-the-art approaches.
I. INTRODUCTION
In real surveillance scenario, we can usually get one or more images of a person from one special camera view. A fundamental question we want to know is whether the person has appeared in other cameras of the camera network. This problem is often called person re-identification. Formally, Person re-identification refers to the task of recognizing the same person's identity from a network of cameras with non-overlapping fields of view. Person re-identification is an important problem in real applications especially in security and surveillance [1] , [2] . It is also a challenging problem because frequently persons with different identity may look more similar than the same ones. In addition, the big intra-class invariance caused by pose illumination, occlusion and viewpoint adds difficulty to the problem. Fig. 1 shows the examples of the above problems and these images are sampled from the VIPeR [3] dataset and the iLIDS dataset [14] .
With the efforts of many researchers in the past ten years, a plenty of methods have been proposed for person re-identification [46] , [49] and a great development has been achieved in this field. Metric learning is one of the major methods for person re-identification which pays attention to designing a metric function [12] , [48] , [50] between two given samples and such a method has been widely used for it's efficiency. Most existing metric learning methods for person re-identification firstly generate the pairwise constraints where the sample pairs with the same labels consist of the positive set and the ones with the different labels comprise the negative set. And then different kinds of methods are formulated to pull the pairs in positive set together and penalize the pairs in negative set such that a good metric is learned.
However, there are some disadvantages for the metric learning methods which are inspired by the pairwise constraints directly. One of the disadvantages is that the numbers of positive and negative sample pairs are largely unbalanced. Especially, for the large-scale person re-identification datasets (e.g. CUHK03 [54] and Market1501 [56] ), the size of negative set is far more than the negative set, resulting in that the learning process is largely dominated by the large amount of negative sample pairs. The other drawbacks is that it often experiences tedious optimization procedures to compute the pairwise distances which would be computationally intractable in real scenarios especially for large-scale datasets.
To address the above issues, we propose a new simple and effective metric learning method which gets rid of the pairwise constraints. Firstly, we take the unknown class center's (refers to the center of samples' topological structure) information into consideration to model the relationships between different classes directly. It is noted that such information has not been used in previous works. And then we formulate an objective function based on the observation that after linear transformation, the distances between the points and their class centers should be small while the distances among unknown centers of different class should be large. It can be showed in Fig. 2 , where green pentagrams represent unknown class centers for different identities (classes) and circles, triangles and squares are samples from different classes and the arrows show that relationship between different samples. From this intuition, it can be found that we can model the relationships between different classes by means of the unknown class centers rather than the pairwise constraints. And hence the above disadvantages can be addressed and experiments will show the effectiveness of the proposed method.
In addition, the proposed objective function can be reformulated into matrix form and can be solved in a simple and innovative manner by taking advantage of simple matrix multiplications. And hence computationally complex optimization schemes are avoided and it can be applied to large-scale person re-identification. Furthermore, we also exhibit an algorithm used for person re-identification and name it Largest Center-specific Margin Metric Learning(LCMML). Extensive experiments carried out on two person re-identification benchmarks including CUHK03 [54] and Market1501 [56] , illustrate that our LCMML method is a very effective approach especially in the case that every class (identity) has sufficient samples.
The main contributions of this work are two-fold. First, we take the unknown class center's information into consideration which has not been considered in previous works to model the relationships between different classes, and based on this strategy we proposed a new method to solve the problems caused by pairwise constraints. Second, we propose a new simple but efficient metric learning method for person re-identification whose objective function can be solved by using simple matrix multiplications which avoids computationally complex optimization schemes.
II. RELATED WORKS
Most existing approaches for tackling the person re-identification problem are mainly carried on from two groups: developing distinctive feature representations and seeking discriminative distance metrics. Both of them aim to compute the matching distances (or scores) which are optimal for matched image pairs from the gallery and probe set respectively. Due to the superiority of deep learning methods in computer vision [4] , [5] , a series of Deep Neural Network (DNN) based methods have been proposed for person re-identification, which adopt a different pipeline from the metric learning methods. We refer readers to [16] , [38] , [43] , [53] , and [55] for more information.
Here we mainly review the related metric learning methods. Most existing metric learning methods for person re-identification firstly generate the pairwise constraints where the sample pairs with the same labels consist of the VOLUME 6, 2018 positive set and the ones with the different labels comprise the negative set. We usually denote S = {(x i , x j ) y ij = 1} positive pair set and D = {(x i , x j ) y ij = 0} negative pair set where y ij = 1 stands for x i and x j are of the same class and y ij = 0 otherwise. After the two set is generated, different kinds of methods are formulated to pull the pairs in positive set together and penalize the pairs in negative set. For instance, the LMNN [20] tries to pull the positive pairs lying within the k-nearest neighbors and push the negative pairs by a large margin. The ITML [21] method aims to minimize the relative entropy between a given matrix and the variable Mahalanobis matrix with the constraints that the distances between positive pairs is less than a given constant and the distances between negative pairs is greater than another given constant. Mignon and Jurie [24] developed a metric learning method named PCCA which adapts to sparse pairwise similarity/dissimilarity constraints in high dimensional input space. KISSME [25] method derived a Mahalanobis metric by computing the difference between the intra-class and inter-class covariance matrix and a modified method can be found in [35] . Zheng et al. [23] proposed the PRDC based method where the probability of a pair of true match having a smaller distance than that of a wrong match pair is maximized. Pedagadi et al. [29] employed the LFDA algorithm to maximize the inter-class separability while preserving the multi-class modality. Li et al. [28] developed the LocallyAdaptive Decision Functions (LADF), which combines the distance metric with a locally adaptive thresholding rule for each pair of sample images.
Most of the above method based on the same observation that the distances between positive pairs should be small and the distances between negative pairs should be large. However, the proposed approach is formulated based on the intuition that the distances between the points and their unknown class centers should be small while the distances among unknown centers of different class should be large, which is different from the existing works.
III. METHODOLOGY
In this paper, we formulate the person re-identification problem into the following distance metric framework, where we assume each instance of a person is represented by a feature vector ( the representation described in experiments section).
The most widely studied approach for metric learning is Mahalanobis distance learning. This is, given n data points x i ∈ R d×n , i = 1, 2, · · · , n, the goal of Mahalanobis distance metric learning is to estimate a matrix M such that
The Eq. (1) describes a pseudo-metric and it can be easily proved that the above metric defines a distance if M is positive semi-definite, i.e., for any non-zeros vector x ∈ R m , it satisfies x T Mx ≥ 0. As a special case of M = −1 , the distance defined by Eq. (1) is referred to as the Mahalanobis distance.
An alternative formulation for Eq. (1), which is more intuitive, is given via the squared distance
It can be easily obtained from
where A can be regarded as a linear transformation matrix. From Eq. (2), it is easy to find that the Mahalanobis distance between x i and x j is equivalent to the Euclidean distance between Ax i and Ax j , which can be regarded as points from the new space after linear transformation of A. Based on this observation, it is easy to consider that we can learn the structure of data in the new space and try to learn a metric based on the linear transform.
In the following, we will introduce an efficient and effective method of metric learning.
A. LARGEST CENTER-SPECIFIC MARGIN METRIC LEARNING
For each class, we assume that there exists an optimal unknown class center. And there is no doubt that the class centers' information is of importance to the metric and hence it can be used to measure the properties of metric. However, such information has not been employed in previous works. So in this work, for the first time, we take the unknown class centers generated after linear transformation into consideration and make use of the information for metric learning.
We build on the simple intuition that after linear transformation the distances between the points of the same label and their corresponding class center should be small enough, and at the same time the distances among unknown centers of different classes should be as large as possible. It will be clearer to understand the above idea from Fig. 2 in which a projection to a new space is shown firstly and then the relationships between samples and their unknown centers as well as the relationships among different class centers are illustrated. Based on the naive intuition mentioned above, we can formulate the idea as below min A,y 1 ,y 2 ,...,y n f * (A, y 1 , y 2 , . . . , y n )
where x i , i = 1, 2, . . . , n are the feature representations of instances of different classes and y j , j = 1, 2, . . . , c are the unknown class centers. In Eq. (4), the first term implies that after linear transformation A, the distances between the points and their corresponding unknown center of the same class, and the second term represents the distance between two unknown centers of different classes. In intuition, in order to acquire an effective transformation matrix, the first term should be as small as possible and in contrast the second term should be as large as possible. So we transform the second term to the minus term making it a unified optimal problem and α is trade-off between the two terms in case that either term might dominate over the other. As a result, we formulate our basic idea into Eq. (4). While Eq. (4) is of complex forms for optimization, for simplicity, we reformulate it into the following matrix form by permutating and combining the terms.
where · F is Frobenius norm and tr(·) stands for the trace operator. Besides, A ∈ R m×d is a linear transformation matrix and X ∈ R d×n denotes the sample matrix which consists of all the training samples and each column is a feature vector of an instance of one class.d is the dimensionality of feature vector and n represents the number of all training samples, and m stands for the dimension of the new space after linear transformation. Y = [y 1 , y 2 , . . . , y c ] ∈ R m×c is the matrix synthesized by the centers of c classes. C ∈ R c×n is a matrix with the following form
T , which is the centering matrix, I stands for identity matrix with dimensionality of c, and 1 stands for the c-dimensional vector with all elements being 1. Note that, AX − YC 2 F = tr(AX − YC)(AX − YC) T , so Eq. (5) can be simplified into the following form
Nevertheless, the optimal problem described in Eq. (4) is not guaranteed to be convex. For the convenience of tackling, the original problem can be reformulated as follow, i.e. add two regular terms to the objective function min A,y 1 ,y 2 ,...,y n f (A, y 1 , y 2 , . . . , y n )
Note that, after modification, the new optimal Eq. (7) is jointly convex with regard to A and Y. Hence this optimal problem has globally optimal solution. Moreover, even if adding two regular terms to the original Eq. (4), the significance of the problem is not changed because the above regular terms are equivalent to imposing constraint to A and Y so that the norms of A and Y are not too large [13] .
In the same manner, we can convert Eq. (7) into the following matrix form based on Eq. (6) and the property of trace operator,
where
and from Eq. (9) and Eq. (10) it is required that γ > 0, η − α > 0 in order to make N and K be symmetric positive semi-definite. It is noteworthy that the proposed method shares similar idea is simple and has been widely used as criterion for metric learning, such as FDA. However, the proposed method differs from existing methods in two aspects. Firstly, the proposed method takes the new space after linear transformation into consideration and optimization procedure is executed in the new space. Second, the proposed method take the unknown class center in the new space into consideration while existing method often assumes that the class center is the mean of class samples. These two aspects distinguish the proposed method from existing methods From now on, the optimization objective function has been established. So we can solve the optimal Eq. (8) to obtain the metric matrix for metric learning. It can be discussed in the following section in detail.
B. OPTIMIZATION
Eq. (8) is an unconstraint optimization problem, and the basic optimization methods can be used to solve it such as gradient descend [13] method. However, it is noted that Eq. (8) is of simple structure and is continuous with regard to A and Y. Hence we can solve it simply by taking the derivation of one variable when fixed the other one and letting the derivation be 0.
We can get the derivation of Eq. (8) 
Let the derivations be zero matrix and we can get
and
It is noted that from Eq. (12) and Eq. (13), we can calculate A and Y iteratively, and at last we can get an optimal A when a given error bound is reached. Finally, we can get the metric matrix using Eq. (3). It is noted that the optimization problem is a global convex with regards to A and Y, we can take a random matrix as an initial value. In practice, we take VOLUME 6, 2018
Algorithm 1 LCMML Algorithm for Person ReIdentification

Input:
The n training samples with corresponding labels
Output: The metric matrix M 1: Initialize parameters γ , η, class numbers c, set k = 0, and initialize Y k ; 2: Construct matrix C, and calculate matrix N, K from E.q. (9) Furthermore, from the objective function, we can draw that the more samples one class has, the better performance our LCMML algorithm can reach. This is because when one class has a large amount of samples, the unknown class center's information will be rich enough to model the relationships. So from this analysis, it can reach that our LCMML algorithm is more sufficient to the case that one class(identity) has enough samples. It can also be validated in the following experiments section. So our LCMML method can handle large-scale person re-identification problem efficiently.
In addition, from the Algorithm 1, we can conclude that only matrix multiplication operations are involved in the algorithm, which is efficient in real computation.
IV. EXPERIMENTS
We validate the proposed approach in two widely used large scale datasets in person re-identification, namely, the CUHK03 [54] dataset and the Market1501 [56] dataset. Furthermore, we also evaluate our proposed LCMML method for the effect of parameters and the computation time. Details can be showed in the following four sections.
It is noted that, we do not reported the state-of-the-arts deep learning based methods as the purpose of this works is to develop a metric learning methods. We have to mentioned that recent deep learning based methods have achieved state-of-the-art performance, but we believe that the proposed method is also of its value when combined with deep learned features.
A. FEATURE EXTRACTION AND SETTINGS 1) FEATURE EXTRACTION
Features are important for the performance of person re-identification, among which LOMO [36] is regarded as one of the most efficient features. In addition, existing state-of-the-arts metric learning method for person re-identification are mostly reported based on the LOMO feature, such as XQDA [36] , MLANG [40] and Null Space [39] . In order to provide a fair comparison, we also perform our LCMML algorithm on the basis of LOMO feature.
The LOMO feature firstly performed a multiscale Retinex transformation for all images in the datasets in order to achieve a consistent color representation. Next, the maximal pattern of joint HSV color histogram coupled with Scale Invariant Local Ternary Pattern (SILTP) are extracted for a set of sliding windows to overcome the difficulty in viewpoint changes. At last, it generated a 26,960 dimensional LOMO descriptor.
2) BASELINE METHODS
In this paper, we evaluate the proposed LCMML algorithm compared with several promising algorithms, including LFDA [29] , oLFDA [34] , ITML [21] , KISSME [25] , svmml [28] and MFA [34] . And we adopt a single shot experiment setting in both CUHK03 dataset and Market1501 dataset which is similar to the most of the previous works. To evaluate the performance of our method, we adopt Cumulative Matching Characteristic (CMC) curve which provides a ranking for every image in the gallery with respect to the probe.
It's noted that a series of Deep Neural Network (DNN) based methods have not been listed in this work. This is because the metric learning based methods and DNN based methods adopt different pipelines and it is not fair to compare them directly. On the other hand, metric learning based methods can achieve a better performance with a more efficient feature while DNN based methods cannot reach a better performance when the training process is finished. For example, with recent proposed GOG [17] feature, the performance of the existing metric learning methods are all improved. So in consideration of the above two reasons, we do not report the performance of DNN based methods and we refer the readers to the work [16] for more information about the DNN based methods.
3) PARAMETERS SETTINGS
For our LCMML method, there are three parameters to be determined before the algorithm starts and they are γ , η and α. The effect of the parameters on the algorithm will be evaluated in next section. Without the loss of generality, we set γ = 1, α = 1/16 and η − α = 1/4 for all of the following experiments. For the baseline methods, we follows the setting of [34] in which a PCA procedure is applied to KISSME [25] method and the dimension is set to be 65. For svmml method, the iteration number is set to be 300.
B. CUHK03 DATASET
The CUHK03 dataset [54] consists of 13,164 images of 1,360 pedestrians captured with six surveillance cameras. Each individual is observed by two disjoint camera views, and there are 4.8 images on average for each identity in each view. Apart from the manually labeled pedestrian bounding boxes, this database also provides the samples detected with a pedestrian detector, which causes some misalignments and body part missing for a more realistic setting.
We run our LCMML algorithm on both detected and labeled bounding boxes with the same setting as [34] . That is, the dataset is partitioned into a training set of 1,160 persons and a test set of 100 persons. The experiments are conducted with 10 random splits and the average results are presented. In addition, the metric learning methods that we used for comparison include LFDA [29] , KISSME [25] , svmml [28] , oLFDA [34] and MFA [34] . Fig. 3 shows the result of CMC curve on the detected bounding boxes and Fig. 4 demonstrates the result on the labeled bounding boxes. From the two figures, it is easy to find that the proposed method outperforms all the compared methods which shows the effectiveness of the method. It outperforms the second best LFDA method by 5.27% in rank 1 identification rate with the detected bounding boxes and 1.90% rank 1 identification rate with the labeled bounding boxes. Furthermore, we can also find that our LCMML algorithm is robust to the detected images because compared with the labeled images it only reduces 3.64% rank 1 identification rate. However, the second best method LFDA reduces 7.01% rank 1 identification rate which is far more than our LCMML algorithm. We argue that this is because that the unknown centers for the two different bounding boxes are of small difference in the new space after linear transformation. Besides, the input Y 0 also reduces the difference between detected images and labeled images.
We also compare our LCMML method with other state-ofthe-arts metric learning methods which is shown in Table 1 . The comparison methods include ITML [21] , SDALF [19] , eSDC [30] , LMNN [20] , LDML [22] , XQDA [36] , MLAPG [40] and Null Space [39] . It is noted that XQDA [36] , MLANG [40] and Null Space [39] are regarded as the three most efficient metric learning methods for person re-identification. From Table 1 , we can find that our LCMML achieves 65.84 % and 62.20 % rank 1 identification rates with the labeled bounding boxes and the automatically detected bounding boxes, respectively. Our LCMML method achieves the best performance with both the detected bounding boxes and the detected bounding boxes compared with the three best metric learning methods.
TABLE 1.
Comparison of state-of-the-art rank-1 identification rates(%) on the CUHK03 database with both labeled and detected setting (P = 100). The compared results are from [36] and [37] .
We argue that the reasons of achieving such a performance lie on three aspects: (1) the unknown class center information that has been modeled in the proposed method is effective in person re-identification. (2) the CUHK03 dataset is large enough (there are 4.8 images on average for each identity) to guarantees effectiveness of the model. (3) the LOMO feature is robust and representative for person re-identification. So based on these three reasons, our algorithm can achieve a good performance.
C. MARKET1501 DATASET
Market1501 dataset [56] contains 32,668 detected person bounding boxes of 1,501 identities. Each identity is captured by six cameras at most, and two cameras at least. We run our algorithm with the same setting of [56] . That is, during testing, for each identity, one query image in each camera is selected, therefore multiple queries are used for each identity. Each identity may have multiple images under each camera. We use the provided fixed training and test set, under the multi-query settings. In this dataset, we use the provided fixed training and test set to evaluate the proposed method.
We report the recognition performance for the top 20 ranks compared with the state-of-the-art metric learning based methods for person re-identification in Table 2 .
Comparison algorithms include baselines reported in [56] , KISSME [25] , XQDA [36] , MFA [34] and kLFDA [34] .It is noted that in this dataset the metric learning based methods are not the state-of-the-arts and we refer readers to [16] which achieves the best performance using a gated siamese convolutional neural network. However, as a metric learning based method, the table shows that the proposed method does achieve a performance better than most of the state-ofthe-arts. It can be found that our LCMML method achieves 53.56% rank 1 identification rate and it improves the second best performance by 2.21 % identification rate (compared with the LOMO+kLFDA). As has been analyzed before, our LCMML fits the case that every class has sufficient samples and in Market1501 dataset one identity has more than 5 samples in one view, so the proposed method reaches the best performance compared with the state-of-the-arts.
D. ANALYSIS OF THE PROPOSED METHOD
To better understand the proposed method, we analyze it in the following aspects: the effect of parameters and the running time. The analysis was performed on the CUHK03 database with detected bounding box.
1) DISCUSSION ON PARAMETERS
It can be found that there are three parameters used in the proposed method and they are γ , η and α. It is necessary to evaluate the proposed algorithm under different values of parameters for better understanding the method. We evaluate the parameters in two-fold. First, by fixing the parameter γ , we evaluate performance of the proposed algorithm with the changes of parameter α and η − α which are the parameters in Eq. (10) . It is noted that the value η − α will be irregular if we assign a regular sequence value of η so we evaluate it as a whole parameter for convenience.
It is noted that the parameter α is the trade-off between the first term and the second term in Eq. (4). So we choose a sequence of values 2 −10 , 2 −9 , · · · , 2 2 to evaluate the performance by fixing parameter γ = 1 and so does the parameter η − α. The result can be seen in Fig. 5 (a) , in which the color bar refers to rank1 identification rate,(red color indicates a higher precision rate and blue color indicates a lower precision rate). From Fig. 5 (a) , we can draw that the rank 1 identification rate will reach a high performance when α is less than 2 −4 and η − α is less than 2 −2 and typically a smaller value of η − α will has more effect than the larger ones. Besides, we can also find that even with the change of the parameters the rank 1 identification rate change within 2 percentage, which illustrates that our LCMML method is robust to the two parameters. So without loss of generality, we can set that α = 2 −4 and η − α = 2 −2 in all the experiments.
Second, by fixing the parameters α and η − α, we evaluate the performance of the proposed algorithm under different values of the parameter γ . We first perform a coarse evaluation in a large scale value of γ and then we focus on the scale of 0 − 4 to fine-tune the parameter γ . Fig. 5 (b) shows the rank 1 identification rate changes with the increase of parameter γ . It can be found that we can achieve the best performance when γ = 1 and when the value of γ is less of larger than 1 the performance will be reduced. Especially when the value of γ is less than 0.5, the rank 1 identification rate will drop rapidly. So in the experiments, we set γ = 1.
2) DISCUSSIONS ON COMPUTING TIME
We also evaluate the training time of our LCMML method compared with the other metric learning algorithms. The result is shown in Table 3 . The training time are averaged over 10 random trials on the CUHK03 dataset and the training is performed on a desktop PC with an Intel i5-3470 @3.20 GHz CPU. From Table 3 , it can be found that our LCMML algorithm can be trained in a very fast way even based on the 26960 dimensional LOMO feature. It is noted that KISSME method is trained in a fastest way and this is because a PCA dimensionality reduction procedure is executed for it while the LCMML algorithm is not involved. However, based on the LOMO feature used in CUHK03 dataset, the PCA procedure used in KISSME method takes 1265 seconds which is far more than the training time of our LCMML method. Table 3 shows the efficiency of the proposed LCMML method compared with svmml, LFDA and oLFDA which are all involved in complex optimization procedures. Especially the svmml method takes more than 19.6 hours (70590 seconds) per trial to train which is too expensive to use even though it achieve a good performance. So it can be drawn that the proposed LCMML algorithm can train in an efficient way even if the high dimensional feature is applied.
V. CONCLUSION AND FUTURE WORKS
Existing metric learning method for person re-identification has two drawbacks: 1) the size of negative set is often far more than the negative set for which the learning process is largely dominated by the large amount of negative sample pairs, 2) it often experiences tedious optimization procedures to compute pairwise distances which would be computationally intractable in real scenarios especially for large-scale datasets. In this paper, we propose a simple and effective approach to metric learning named LCMML that is used for person re-identification which is designed to get rid of the pairwise constraints. The proposed metric learning method assumes that for each class there exists an optimal unknown class center and then takes the unknown class center into consideration to formulate an object function which can be solved efficiently. The effect of parameters for LCMML has been discussed and we can draw that the iteration procedure in the proposed algorithm is not needed and hence it is suited to large-scale person re-identification. Besides, experiments on two challenging person re-identification databases CUHK03 and Market1501 show that the proposed LCMML method performs favorably against the state-of-theart approaches.
Future works will focus on the following three aspects: (1) Take different initial values as input to evaluate the algorithm, such as to model the class center in a new way or take the existing trained Mahalanobis matrix as input. (2) Evaluate the algorithm with more efficient features such as GOG. (3) Evaluate the algorithm in new datasets such as CUHK01 [55] .
