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Abstract. An attempt has been made to apply the novel R-functions method 
(RFM) the linear elastic fracture mechanics (LEFM) problems. An essen- 
tial feature of this method consists in a conversion of logical operations 
performed on sets (relevant to the sub-domains) into an algebraic operation 
performed on elementary functions. The RFM is an analytical-numerical ap- 
proach to the solution of the boundary value problems involving arbitrary 
domains that may be concave and/or multiconnected. The solution con- 
structed by the R-functions method is realized in two phases. In the first 
one, an analytical formula for the so-called general structure of solution 
(GSS) is designed in such a way that it satisfies the prescribed boundary 
conditions while a certain number of functions remains undetermined. In 
the second step a suitable numerical procedure is employed to evaluate 
these functions in order to satisfy the governing equation of the problem 
considered. 
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1. INTRODUCTION 
Nowadays the analytical-numerical methods 
are gaining in popularity. Approaches of 
this type have the advantage of yielding 
satisfactory results with relatively few 
unknowns (D.O.F.), even in cases of arbi- 
trarv domains. As examples, the boundary 
element (Brebbia 1981, 1982) and global 
element (Delves and Hall. 1979) methods ma-v 
be quoted as well as the-so-called R- - 
functions method (RFM). This last method 
has been the subject of our investigations 
which are presented here. Algebraic logic 
has been introduced by V. L. Rvachev (1974) 
and then successfully applied in the last 
decade by his group to the solution of 
various boundary-value problems of applied 
mathematics and-engineering (V. L. Rvachev 
and B. S. Procenko. 1977; V. L. Rvachev and 
V. A. Rvachev, 1979; V. L. Rvachev and N. 
S. Sinekop, 1982). The RFM is realized in 
two steps. In the first step, which is of 
an analytical nature, the solution of the 
problem is determined in the form of a so- 
called "general structure of the solution" 
(GSS). The GSS satisfies all the pre- 
scribed boundary conditions and yet con- 
tains some undetermined free functions. In 
the second step, usually a numerical one, 
these free functions are found by means of 
any suitably chosen method in order to 
satisfy the appropriate differential 
equations or, equivalently, to minimize a 
given functional. 
The GSS have been derived for several 
classes of problems. These are plate prob- 
lems (V. L. Rvachev, 1974), axisymmetric 
problems (V. L. Rvachev and Sinekop, 1982), 
torsion of bars (V. L. Rvachev, 1974), con- 
tact of elastic bodies (V. L. Rvachev and 
Procenko, 1977), heat conduction, and many 
other problems in engineering and applied 
physics. Rigorous theoretical bases of the 
method have been presented in numerous pa- 
pers and are summarized in the monographs 
(V. L. Rvachev, 1974; V. L. Rvachev and V. 
A. Rvachev, 1979). Some of the most im- 
portant notions and definitions of the RFM 
and RF theories, necessary for our pur- 
poses, will be briefly described in the 
next section. 
Despite the many intrinsic advantages of 
the RFM, its clear handicaps are that cer- 
tain complex formulas are usually required 
for construction of the specific GSS, and 
that tedious operations must be performed 
manually. In the original version of the 
method (V. L. Rvachev, 1974; V. L. Rvachev 
and V. A. Rvachev, 1979), these were done 
manually and the computer was used only in 
the second phase of the method in order to 
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perform the numerical calculations. In the 
present paper an attempt has been made to 
computerize an approach to the RFM by means 
of symbolic programing (Wong, 1975; Noor 
and Andersen, 1979). Using this method the 
GSS may be directly developed by the com- 
puter (step one). The GSS is obtained in 
the form of FORTRAN subroutines written in 
the source code and ready for direct appli- 
cation in the second step of the method. 
For the sake of clarity some of the more 
important notions and definitions of the 
R-functions theory are briefly summarized 
in the next section. The following prob* 
lems will be considered: 
- application of the symbolic program- 
ming in order to obtain fully compu- 
terized version of the RFM; 
- derivation of the GSS for cracked 2-O 
bodies of an arbitrary shape with sin- 
gularities taken into account; 
- computer approach and simple numerical 
example. 
2. R-FUNCTIONS METHOD--GENERAL 
PRELIMINARIES 
Formulation of the Problem a V b I max {a,bl , a A b z min {a,b), 
Consider a boundary value problem given in 
a domain n either in the local formulation 
Au = f in n IR", u CX (n), 
liUi = oi on aniCan, i=1,2 ,...,m, (1) 
or in a relevant global one 
/ F(u) d n + / G(u) dS = min, 
n an U 
0 ani = an, 
i=l 
where A, F, li, G are operators defined 
over a space of functions determined in n 
and an, respectively. 
By the general structure of solution (GSS) 
of this problem, we define a mapping f3 : 
x+X(n), that satisfies the following 
conditions: 
liB(@) = oi on ani, 
i=12 , ,.a*, rnY+cnl, (3) 
where tiis a space of functions defined in 
n. We may also present the GSS in a more 
specific form B = B (I; W, o), where 
IAt: IR" + R is a mapping that defines 
the domain, 
n = {x c IR" : O(X) > 01, 
an = {x E IR" : w(x) = 01, (4) 
0: IR" + R is a mapping defined in n, that 
strictly satisfies all prescribed boundary 
conditions. 
Each GSS formula is relevant to the type of 
boundary conditions considered and may be 
relatively simple when expressed in terms 
of the W, 0, o functions. 
R-Functions--Some Basic Notions 
R-functions are real functions of many 
variables. The sign of each R-function is 
uniquely defined by the sign of its argu- 
ments. It will be shown that R-functions 
are related to the function of s-value 
logic. For our purpose, however, s = 2 and 
s q 3 are sufficient. Let us denote by 
B3 the set (0,1,21 and introduce the 
following operations on the set 
a I s-l-a , a, b E B3 (5) 
that correspond to union, intersection and 
negation, respectively. Using these opera- 
tions as basic ones, we may express all 
other logical operations. 
Let us define now the mapping F: IBM + B3 
called the function of three-valued logic, 
and the function 
S3(x) = sgnx + 1 , xcR. 
We may write now the following 
The R-function associated with 
F of three-valued logic is the 
f: ,Rk + R, such that for each 
5 = (x1,..., xk) E ,Rk holds 
(‘5) 
definition: 
a function 
mapping 
s,[fbxl.-,x,)l = F[S3(xl),...,S3(xk)]. 
(7) 
Thus, if relevant R-functions are found, 
logical operations (F) may be replaced by 
algebraic ones (f). Any R-function may be 
expressed in terms of only three basic R- - 
functions associated with union, intersec- 
tion, and negation. Most often the follow- 
ing representations are used 
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a:b = (a t b tm) (a* t b2)m/2, 
* 
m 
anb=(atb- m) (a* t b2)m'2 
* 
For negation we have a = -a. 
(8) 
The R-functions enable us to get the w 
and + functions required to form a GSS in 
an arbitrary domain. The relation between 
R-functions and equations wi=O of subdo- 
mains oiCIRn, i=l,...,k of a domain 
n in n-dimensional Euclidean space may be 
explained by the following theorem: 
proved to be useful in numerical calcula- 
tions. The function 0 is nonunique since, 
e.g., G = 0 + W@ meets the same re- 
quirements for an arbitrary @ nonsingular 
on an. 
Procedures Involved in the R-Functions 
Method 
The method is carried out in two steps. In 
the first step the GSS is derived in the 
form of an analytical formula B(.+; w, 0). 
This formula depends on the given boundary 
conditions and shape of the domain. When 
written in terms of W, 4, and o functions, 
GSS may be used for a wide class of prob- 
lems having the same boundary condition. 
In order to find a particular form of GSS, 
the functions w and 0 should be 
Let - wi 
: IR" +Ri=l ,...,k is a mapping and 
"i 
= 15 E IR" : u&) > 01 are corresponding open sets, so 
Ui(~) = 0 if 2 cani, W(X) < 0 if 5 t ii; 
- F :jBi is an arbitrary function of three-valued logic, that 
defines the way the n domain is composed of the oi sub-domains 
n = {xo~R" : F [S,(U,(~)),...,S,(IU,(&))] = 21; it is assumed that F 
may be expressed in terms of unions, intersections, and negations; 
then: the function ~(5) = f[w,(&),...,w, _ (x)] satisfies the conditions 
W(X) > 0 * 5 E n, W(X) q 0 "11 E an and ~(5) < 0 "1~ ,t i. (9) 
This theorem enables us to replace logical 
operations F done on the sets ni by 
algebraic operations performed on the 
wi functions. We do this in order to 
get the required function w relevant to a 
given domain R of an arbitrarily complex 
form. .This domain n is defined by the 
theory of set operations F applied to the 
known simple sub-domains ni, i = l,...,k 
determined by the given equations wi = 0; 
n is an R-function associated with the 
function of logic F. Arguments of this 
R-function are fUnCtiOnS of Wj,...,wke 
The same bases are sufficient to get a 
function @ defined in n and strictly 
satisfying all boundary conditions +i 
prescribed on ani, i = l,...,l. 
There are several possible ways to form a 
+ function. The following formulas 
determined for a specific domain. This may 
always be accomplished using the R-function 
approach described above. In the second 
step, which is of a numerical nature, an 
undetermined function o,is discretized, 
e.g., in the form 
M 
a = kfl *kNk(x), k=l ,...,I4 (11) 
or the finite difference approach may be 
used. Since the boundary conditions are 
always satisfied, the discretization may be 
done in the Cartesian product in the tR" 
space, e.g., in a rectangle or rectangular 
solid in 2-D and 3-D bodies, respectively. 
Approximation over such a region is rela- 
tively simple and many known methods may be 
applied. Application of spline functions or 
orthogonal polynomials, e.g., Tschebychev 
polynomials N(x) = T(xl)T(x2)...T(x3), is 
particularly useful. 
k -1 
~ wi hi 
.4 = 
i=l 
k 
and + 
L UT' 
i=l 
j#i 
(10) 
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It is expected that the number of unknowns 
(D.O.F.) will be relatively small since the 
analytical part of the GSS already contains 
the required singularities caused by both 
the boundary conditions and the shape‘.of 
the domain. 
An approximate solution of the boundary 
value problem (1) or (2) is assumed now 
in the form u = B(o,,...,oM; U, 9) 
_ 
with unknown parameters ek, k=l,...,M. 
These parameters may be found by using any 
one of a number of appropriate numerical 
methods. 
3. COMPUTER APPROACH 
In the original version of the RFM (V. L. 
Rvachev, 1974; V. L. Rvachev and Procenko, 
1977; V. L. Rvachev and V. A. Rvachev, 
1979; V. L. Rvachev and Sinekop, 1982), the 
GSS was essentially formed manually. This 
required many laborious operations. Only 
the numerical part was left to the com- 
puter. In the present paper symbolic pro- 
gramming has been used in order to derive 
GSS in an analytical form as well as to 
accomplish all operations required by an 
operator L corresponding to a boundary 
value problem. Finally, a relevant source 
code is automatically generated. It is 
written in the form of FORTRAN subroutines 
that are ready for use in the numerical 
step of the method. Then the as yet unde- 
termined function Q is discretized in 
terms of M unknown parameters Oi, i = 
1 M. ,*.*I Various numerical methods may be 
applied in order to find first the unknown 
parameters and, second, the approximate 
solution of the boundary value problem con- 
sidered. Thus, a fully computerized ap- 
proach to the FRM may be devised leaving 
only a few input data to be prepared by the 
user. 
Symbolic Operations: Subsequent Steps 
Subsequent Steps of the symbolic program- 
ming applied are shown in the flowchart and 
will be briefly described below. 
1. Alphanumerical data are introduced cor- 
responding to theory of set operations per- 
formed on given sub-domains oi, in 
order to form a required R domain. They 
are written in a FORTRAN code using conver- 
sions described in columns 2, 3, 6 and 7 of 
Table 1. Expressions F(1) corresponding to 
wi functions describing sub-domain oi 
must be given by the user. 
TABLE 1 
2. Logical operations introduced above are 
transformed into R-function according to 
the following rules (Table 1): 
$ Al + A2 $ + SUM ($ Al 3, $ A2 S), 
$ Al * A2 $ + AIL ($ Al $, $ A2 f), (12) 
9 F(K) 3 * F(K). 
An expression placed between characters $ 
is understood to be subjected to further 
analysis. 
R-functions are transformed into ele- 
iintary functions using (8). 
4. A source FORTRAN code for a subroutine 
of type FUNCTION is generated for w using 
results of the previous three steps. 
5. Derivatives of W, if required by the 
GSS, are found by the formal differentia- 
tion, cf. Wong, (1975), Kucwaj ana Orkisz, 
(1982), and the corresponding subroutine is 
obtained like in Step 4. 
6. Procedure as in Step 4 but for y- 
function. 
7. In the current version of the program, 
a general form of GSS, i.e., expressed in 
terms of o, W, 0 functions has to be given 
by user. Using this GSS and the results of 
Steps l-6, the particular form of GSS is 
obtained in the form of relevant FORTRAN 
subroutines. 
8. Finally, formal operations are once 
more used when the symbolic value LB of a 
given operator L is found for the GSS 
derived above. 
4. APPLICATIONS OF THE RFM IN 
THE LEFM 
Formulation of the Problem 
Consider a brittle cracked body. Let us 
assume that the stress and displacement 
fields in it may be obtained from a solu- 
tion of the well known 2-D elasticity 
problem 
v4F = 0 in R 
F = M(s) and 5 = P(s) on an (13) 
given in terms of the Airy's stress func- 
tion F, where 
Symbol 
OPERATIONS ARGUMENTS 
Set Theory R-Functions Set Theory R-tunctlons 
1' 
Math r+ : 
4 5 6 7 8 9 
v* 
FORTRAN * + A:; SUM : F$) F" F;:) 
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P(s) = t : (pxdx + pydy), 
0 
M(s) = t : (p,y - pyx)ds (14) 
0 
are respectively the resultant tangent 
force and the moment along the boundary of 
the body due to a uniformly distributed 
load c (px.py). 
Derivation of the GSS 
One of the possible ways to get the re- 
quired GSS is to find it as a sum of three 
components B - Bl + B2 + B3 that satisfy 
the following conditions on an 
aB1 
B1 = M, an = 0; 
aB2 
B2 = 0, an = P; 
aB3 
B3 = 0, an. 
This way we may find the GSS in this form 
B = B(o; wN, 6) = 0 + WN(P - D,*) 
+ w2, f F + w2, N N ’ 
where 
(15) 
D _ awN a + awN a 
n --, ax ax ay ay 
(16) 
Here the last term involves a free function 
a, while the other terms, denoted by F, 
satisfy the nonhomogeneous boundary condi- 
tions. 
A function I,J(X,Y) that defines the form 
of a cracked body R is w = w~w,...w~. 
Here w. = 0 describes the boundary so0 
of the body n but without cracks and wi, 
i=l ,...,k is nonnegative function vanish 
ing only on the surfaces of the i-th 
crack. Function w. may be formed using 
the technique presented in the previous 
sections, while wi may be found as 
follows: 
wi(x,y) = t-7 (r2 - 0:). (17) 
Here ri = ri(x,y) and ei = e(x,y) are the 
polar coordinates corresponding to the i-th 
crack; ei = 0 along this crack and ri = 0 
at its tip. 
Modification of the GSS due to Singularity 
at the Crack Tip 
The GSS (15) is useful for any general 2-D 
elasticity problem. In LEFM, however, cer- 
tain restrictions should be imposed on the 
+, p and o functions due to the known 
singularities occurring at the crack tips. 
There are many reasons to assume that F 
should give only nonsingular stresses while 
the singular stresses are to be contained 
in the c$@ part of the GSS. Thus, stresses 
_ - - 
'ry Oe' 
ora should be described by the 
functions that are bounded at any crack tip 
if 0 ,r and p, as well as the derivatives 
of 4, 0 ,r 
and p with respect to e are 
equal to zero there. Derivatives with 
respect to r should then be bounded. 
Mappings + and p which have the proper- 
ties mentioned above may be obtained for 
the case of the homogeneous boundary condi- 
tions using formula (10). In a case of 
nonhomogeneous boundary conditions a modi- 
fication of the F function is necessary, 
~.e., F = Fl + F2 where 
F, = (ui)2(ajx+ bjy + cj). (18) 
Here wi* = 0 describes the whole body 
n with all cracks included except the j 
one. Unknown coefficients aj, bj and 
cj are found from the conditions: 
aF1 - ’ - 
F, =M,-=L=_+ 
v. 
J anjl anj2 
aF; dM(s) _ dM 
ax. 
J 
=X-3, (19) 
imposed at the crack tip Sj. Function 
F1 satisfies homogeneous boundary condi- 
tions except on the crack j. Thus, F2 
which is of the same structure as the F be- 
fore modification should meet the following 
boundary conditions on the crack j: 
F21an 
j 
= 'l,nj - F1laoj= M-F1/a*jE 'l:nj' 
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satisfied, the trial functions +i should 
be determined within a rectangle containing 
a considered n domain. 
In order to avoid many tedious differentia- 
tions, it is better to use the global for- 
mulation 
and all other ones prescribed for f else- 
where. Usually 63 # 0 and 13 j 0. but 
due to (19) at the crack tip .- 
aF2 aF2 _ F2=0,an=-- 
ay. 
o aF =. 
‘axj * (2’) 
J 
Relations (21) specify the conditions which 
should be satisfied in order to form the F 
min (o'F)'dn F l 
a; 
= i + e aiHi 
i s 
function that gives nonsingular stresses at 
the crack tip. 
In order to ensure l,& singularity of the 
stress field, we assume: 
(26) 
instead of the local one (22). Minimiza- 
tion of the expression with respect to aj 
yields a set of simultaneous linear equa- 
tions 
(22) 
k 
z ai 
/ 
v2Hiv2Hjdn + 
/ 
v2?v2H do = 0 
i=l j ’ 
R n 
in which JI is yet an undetermined but 
bounded function. 
Finally, the GSS structure for cracked 2-O 
bodies in the case of multiple cracks 
assumes the form 
j = 1, Z,..., k (27) 
from which the unknown coefficients aj 
are determined. 
A computer program using the theory pre- 
sented here has been prepared for testing 
purposes with some symbolic operations in- 
cluded. One of the simple examples solved 
by this program is presented below. We 
consider a circular plate with a single 
crack. Assuming the reference point A at 
the crack tip, we get the following bound- 
ary conditions 
F = 2 (wi)'(ajx + bjy + cj) 
j=l 
+ WN(P (23) 
We may now write the stress intensity fac- 
tors in the form 
F/an 
= 1 + cos 8, 2 
an Ian I 
K, =: & (lim w 
ezO N,r _ 
)' -ll; $, 
r+O r+O 
= -1 - cos 8, e E E-n, n] 
K, = -+&%limw 
g=O N*r 
UN r lim +,a I e=O 
r+O r+O r+O 
to be satisfied along the outer boundary 
(a circular plate of radius 1 m subjected 
to radial tensile traction. D = 1 kPa) 
while F=O, aF/an = 0 on the crack edge. 
Thus, the function responsible for non- 
homogeneous conditions is 
F = r2(2 - r)(l + cos e) 
+ 11; WN,re e=O lim +I). (24) 
t-+0 t-+0 
Numerical Approach 
When the GSS is ready we may apply any 
numerical approach to evaluate the undeter- 
mined function. 
In many of these methods the well known 
approximation 
A? + Y2H1 +X), 
Lq 
= (x2 + y2)(2 - 
where F(O) = 0(r2 
defining the doma 
), while the function 
in n is 
* = z ai*i (25) 
i 
w = t-(1-r) cos e 
P 
= _: cm- (x2 - y2)l(l t--z- . 
/--) x2+y2 
with unknown coefficients ai is assumed. 
Since the boundary conditions are already 
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In this case the form of the GSS is 
k 
F = i + w* 2 6 zz F + ,*L E aiJli. _ 
ii= /F i=l 
Tschebychev's approximation was employed. 
The stress intensity factor is then found 
2 
K = $ & lim $(r,e) lim 5 = 4.59 kPa m 
l/2 . 
e=O e=O r 
t-+0 r+O 
The same problem was solved by the BEM 
using a dense mesh. The result was 5.08 
kPa ml/*. 
5. FINAL REMARKS 
A fully computerized approach to the 
R-functions method (RFM) of solution of 
boundary value problems in domains of arbi- 
trary shape was investigated. Both the so- 
called general structure of the solution 
(GSS) B and the value LB of any given dif- 
ferential operator L defined on B may be 
found by the computer in an analytical form 
and obtained as subroutines written in a 
source code. These are automatically used 
later together with other additional pro- 
grams for further numerical analysis of the 
considered problem. 
An attempt has been made to apply this nov- 
el, analytic/numerical, computer technique 
to-evaluation of the stress. intensity fac- 
tors in the LEFM. The results obtained so 
far are encouraging. It has been shown 
that the GSS can be designed for a large 
class of problems and then successfully 
applied to a particular case. A reasonable 
result was obtained with only very few 
D.O.F. involved. Further significant ef- 
forts should be made before the RFM may be 
applied in fracture mechanics on a larger 
scale. 
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