Introduction
How does government debt affect long-run economic growth? Theoretical literature on the debtgrowth relationship identifies several potential channels. The standard channel rests on the crowdingout effect of government debt on private investment. In both neoclassical and endogenous growth models, the crowding-out effect hinders capital accumulation and reduces long-run growth (Diamond, 1965; Saint-Paul, 1992) . In addition, government debt can have detrimental effects on growth through higher distortionary taxes (Barro, 1979; Dotsey, 1994) , higher private borrowing costs triggered by sovereign default risk (Corsetti et al., 2013) , and greater uncertainty or expectation of future financial repression (Cochrane, 2011) . Another strand of literature argues that government debt can foster growth by enhancing the supply of liquid assets or collateral. This is the liquidity channel through which government debt facilitates private investment by relaxing financial constraints (Woodford, 1990; Holmström and Tirole, 1998) and thereby can be growth-enhancing. This paper aims to investigate the empirical relevance of the liquidity channel of government debt using the difference-in-differences methodology developed by Rajan and Zingales (1998) (henceforth RZ) . Controlling for country and industry fixed effects, we regress long-run industry growth in a cross-section of countries on an interaction term between sectoral liquidity needs based on U.S. data and the government debt-to-GDP ratio. To the best of our knowledge, we are the first to conduct a cross-country/cross-industry analysis to examine the long-run relationship between government debt and growth. Existing empirical literature relies on a cross-country analysis (e.g. Reinhart and Rogoff, 2010a,b; Kumar and Woo, 2010; Cecchetti et al., 2011; Checherita-Westphal and Rother, 2012 ).
The RZ methodology has three primary advantages over a cross-country analysis. First, it is less prone to the problem of reverse causality. The debt-growth relationship may be driven by high levels of government debt generated during episodes of slow economic growth (Easterly, 2001; Reinhart et al., 2012) . This potential endogeneity problem leading to a downward bias in OLS cross-country regressions has been addressed but not fully resolved (Reinhart et al., 2012; Panizza and Presbitero, 2013, 2014) . In contrast, the RZ methodology mitigates the scope for reverse causality because the dependent variable is measured at the sectoral level. Because the size of an industry is small relative to the size of the economy, feedback from industry growth to government debt becomes less of an issue. Second, fixed effects take care of a wide range of omitted variables.
Using the RZ methodology, we only need to control for channels that may be correlated with the liquidity channel. In the cross-country framework, the set of potential omitted variables appears to be larger. Any country-specific growth determinants correlated with government debt need to be included as control variables. Third, the difference-in-differences methodology of RZ provides a direct test of causality. Industries with low liquidity needs represent the control group for industries with high liquidity needs, while the treatment corresponds to an increase in government debt across countries. We clearly establish the direction of causality by focusing on a specific channel through which government debt affects economic growth. Cross-country outcomes only show correlation and cannot be interpreted as evidence for a causal effect running from government debt to economic growth (Panizza and Presbitero, 2014) .
The RZ methodology has a major drawback compared to cross-country regressions: the countrywide effect of government debt on growth is subsumed in the country fixed effects and cannot be identified. A cross-industry analysis seeks to estimate the aggregate magnitude of the growth effect of government debt. In contrast, our cross-country/cross-industry analysis allows us to identity a difference-in-differences effect, namely, how much faster industries with high liquidity needs grow relative to those with low liquidity needs after an increase in the government debt level.
Using a sample of 28 manufacturing industries across 39 developing and developed countries, we provide empirical evidence in favor of the liquidity channel of government debt. To do so, we use the industry-specific measure of liquidity needs from Raddatz (2006) computed as the ratio of inventories to sales using U.S. firm-level data. Data for the level and composition of government debt are obtained from Panizza (2008) . We find that industries with greater liquidity needs tend to grow disproportionately faster in countries with higher levels of government debt (relative to GDP).
The positive liquidity effect of government debt on industry growth stems from domestic debt, not external debt. Industries with high liquidity needs do not grow significantly faster in countries with more external government debt. Then, we assess the economic magnitude of the liquidity channel and find that it is quantitatively relevant. First, our estimation results indicate that an industry with high liquidity needs (ranked at the 75th percentile) grows annually in real terms almost 0.5 percentage points faster than an industry with low liquidity needs (ranked at the 25th percentile) after an increase of the domestic government debt-to-GDP ratio by 10 percentage points. This corresponds to about one quarter of the average annual industry growth in our sample (equal to 1.86%). Second, we show that the liquidity channel explains about 30% of the cross-sectional heterogeneity in the overall impact of government debt on industry growth.
In addition, we investigate several sources of non-linearity in the context of the liquidity channel.
We study how vulnerabilities to sovereign debt crises, financial constraints and asset shortages affect the magnitude of the liquidity channel. We find that only vulnerabilities arising from a risky composition of domestic government debt reduce the liquidity effect of government debt on growth.
The impact of high levels of domestic debt (i.e., levels greater than 60% of GDP) on the liquidity channel appears to be less robust. Our estimation results show that the size of the liquidity channel drops in countries experiencing a sovereign debt crisis and becomes irrelevant in economic terms.
Our results are consistent with Eberhardt and Presbitero (2015) . These authors argue that the analysis of non-linearity should go beyond the identification of common debt thresholds across countries and focus on country-specific characteristics that may alter the debt-growth relationship.
In addition, we provide evidence that financial constraints at the industry level are an important factor in the relationship between liquidity-enhancing government debt and growth. We find a stronger liquidity effect of government debt on growth for sectors that rely more on external finance or with lower asset pledgeability. However, the strength of the liquidity channel does not appear to be affected by asset shortages.
Finally, we analyze the robustness of the liquidity effect of government debt on industry growth.
We show that our baseline results are robust to using instrumental variables and controlling for many competing channels, particularly channels associated with financial development and openness. In addition, we show that the results are not sensitive to alternative specifications or driven by outliers. This paper contributes to two strands of literature. First, it provides empirical evidence in favor of the liquidity channel of government debt. Existing research based on theoretical models shows that government debt can generate positive macroeconomic effects by providing liquid assets to financially constrained private agents. Government debt can improve welfare by relaxing households' borrowing constraints and allowing them to better smooth consumption (Aiyagari and McGrattan, 1998; Challe and Ragot, 2011) . In addition, government debt can improve resource allocation when entrepreneurs are credit-constrained because of limited pledgeability (Kiyotaki and Moore, 2005; Angeletos et al., 2016) . Furthermore, government debt can mitigate macroeconomic volatility by preventing bubble creation and bursts (Caballero and Krishnamurthy, 2006; Farhi and Tirole, 2012) .
In addition, our paper is related to the strand of literature that empirically analyzes nonlinearities in the debt-growth link. Existing empirical research provides mixed evidence. Certain studies find that government debt is particularly harmful for growth when the debt threshold of 90% of GDP is reached (Reinhart and Rogoff, 2010a,b; Kumar and Woo, 2010; Cecchetti et al., 2011; Checherita-Westphal and Rother, 2012; Reinhart et al., 2012; Baum et al., 2013) . Other studies do not find any clear-cut evidence for such a non-linear relationship between government debt and growth (Panizza and Presbitero, 2012; Kourtellos et al., 2013; Pescatori et al., 2014; Eberhardt and Presbitero, 2015; Égert, 2015) . However, we are the first to empirically investigate non-linearities in the context of a specific channel.
The rest of the paper is organized as follows. The next section discusses the theoretical arguments behind the liquidity channel of government debt. Section 3 describes the empirical strategy and the data used to identify the liquidity effect of government debt on long-run industry growth. Section 4 presents the baseline results, evaluates their economic relevance and investigates non-linearities in the context of the liquidity channel. Section 5 performs a variety of robustness checks to address potential endogeneity issues and conducts sensitivity analysis. Section 6 concludes.
Theoretical Motivation
The liquidity channel of government debt builds on the seminal work by Woodford (1990) and Holmström and Tirole (1998) . Their theoretical models incorporate two key features. The first key feature is the asynchronicity between a firm's access to and need for liquidity. Because of financial market imperfections, firms hold liquid financial assets to address this asynchronicity and meet future liquidity needs. The second key feature is the liquidity attribute of government debt.
Firms use government debt as an asset that offers high liquidity or as a collateral that offers high collateral value. The liquidity channel works as follows. Government debt enhances the supply of liquid assets and facilitates firms' productive investments by relaxing their financial constraints.
Therefore, firms with high liquidity needs should benefit relatively more from the crowding-in effect than firms with low liquidity needs and should also grow relatively faster in countries issuing more
The empirical literature on corporate cash holdings and sovereign debt provides strong support for the two key features that are essential for the liquidity channel of government debt. Kim et al. (1998) and Bigelli and Sánchez-Vidal (2011) show that firms' liquidity needs that stem from asynchronicity between their access to and need for liquidity is a strong determinant of corporate cash holdings. Krishnamurthy and Vissing-Jorgensen (2012) find that investors assign a high value to the liquidity and safety attributes of U.S. Treasuries and argue that government debt is similar to money.
2 Other papers show that a substantial amount of government debt is held by banks for liquidity purposes (e.g. Bolton and Jeanne, 2011; Gennaioli et al., 2014 Gennaioli et al., , 2016 . This finding is consistent with the liquidity channel. Government debt may be indirectly held by firms through the banking sector. In an economy with financial market imperfections, firms make bank deposits to meet future liquidity needs, while banks use government debt as borrowing collateral to meet deposit withdrawals. Government debt used as collateral increases the lending capacity of banks by relaxing their financial constraints and thereby facilitates firms' real investment (e.g. Kumhof and Tanner, 2005; Saint-Paul, 2005) . In line with our mechanism, a related strand of finance literature documents the positive effect of corporate liquidity on the real investment of financially constrained firms (e.g. Hoshi et al., 1991; Duchin et al., 2010; Campello et al., 2011) .
The following remark is worth making at this point. We do not claim that government debt is the only available liquid asset in the economy. Clearly, firms with high liquidity needs may substitute government debt for alternative stores of value generated either by the private sector or by foreign governments (see e.g. Gorton et al., 2012; Gorton and Ordonez, 2013) . However, from an empirical perspective, such a substitution would reduce the likelihood of finding any significant and positive relationship between government debt and the relative long-run growth rate of firms in sectors with high liquidity needs. Therefore, if this relationship is confirmed in the data despite the potential substitution for alternative liquid assets, the evidence in favor of the liquidity channel of government debt would be further strengthened.
3 Empirical Strategy and Data
Empirical Strategy
To test the liquidity channel of government debt, we use the difference-in-differences methodology developed by Rajan and Zingales (1998) . Industries with low liquidity needs represent the con-trol group for industries with high liquidity needs, and the treatment corresponds to an increase in the government debt-to-GDP ratio across countries. Government debt is decomposed into two components to identify the domestic supply of public liquidity. In a closed economy, government debt is only issued domestically. However, with financial openness, public borrowing can also occur in foreign markets. Empirical evidence provides support for a decomposition of total government debt based on the place of issuance and jurisdiction that regulates the sovereign debt contract (see Reinhart et al., 2003; Hausmann and Panizza, 2011; Reinhart and Rogoff, 2011a,b) .
3 Government debt issued in domestic markets under domestic law captures the domestic supply of public liquidity and therefore, represents the liquidity component of government debt. However, external government debt provides liquidity in foreign markets and fulfills the role of placebo liquidity. 4 The main specification of the empirical model we estimate can be expressed as follows:
where g ic measures the average annual growth in the real value added of industry i in country c over the period from t to t + n. The variables of interest are the interaction terms L i × DD c and
where L i is a measure of sectoral liquidity needs, and DD c and ED c are the levels of domestic and external government debt (relative to GDP), respectively. These ratios are averaged over the period from t to t + n. The log of initial industry size at time t denoted by ln y ic is included to control for the catching-up effect. α i is an industry fixed effect, α c a country fixed effect and ε ic is a random error. The coefficient β quantifies the liquidity effect of government debt on industry growth, while γ captures the growth effect of placebo liquidity.
We estimate the regression equation (1) using OLS. In line with the liquidity channel of government debt, we expect to find a positive and significant estimate of β and an insignificant estimate of γ. These results would indicate that industries with high liquidity needs grow disproportionately faster only when a government provides more domestic liquidity by issuing domestic debt.
Therefore, including both interaction terms L i × DD c and L i × ED c as regressors sharpens the test of causality running from liquidity-enhancing government debt to growth. Reverse causality may bias the OLS estimation of the liquidity channel. A growth slowdown may lead to government debt build-up by deepening fiscal deficits (Easterly, 2001; Reinhart et al., 2012) . However, the dependent variable measured at the sectoral level in the regression (1) mitigates the scope of reverse causality.
Because the size of an industry is small relative to the size of the economy, feedback from industry 3 Even considering financial globalization, Reinhart et al. (2003, p. 38) argue that it is "clearly wrong to assume that domestically-issued and foreign-issued debt are perfect substitutes. [Indeed] foreigners typically do hold a large share of externally issued debt, whereas domestic residents typically hold most domestically issued debt." (see also Reinhart and Rogoff, 2011a,b) . In line with this claim, Hausmann and Panizza (2011) document that foreign participation in domestic debt markets is limited. Reinhart and Rogoff (2011a) note that the U.S. case is an exception for which all U.S. government debt is domestic, but approximately 40% is held by non-residents (mostly central banks and other official institutions). 4 In the Web Appendix, we show that data from the Bank for International Settlements support the prediction that only domestic debt enhances the domestic supply of marketable government bonds.
growth to government debt becomes less of an issue. 5 As a robustness check, in Section 5.1 we rely on a IV estimation procedure. Omitted variables may also bias the estimates of β and γ. However, country fixed effects control for any unobservable country-specific determinants of sectoral growth, including the level of government debt, and therefore, mitigate the omitted variable bias to a large extent. When incorporating fixed effects, the estimates of β and γ are biased only if an omitted variable is correlated with both sectoral liquidity needs and government debt. Section 5.2 addresses potential omitted variable bias by controlling for competitive channels that may be correlated with the interaction terms of interest and industry growth.
The panel structure of the empirical model (1) raises the problem of clustering standard errors. If not properly addressed, this problem results in a downward bias of the estimate of standard errors and leads to overrejection (Moulton, 1986 (Moulton, , 1990 Bertrand et al., 2004) . We expect unobservable growth determinants of different industries to be correlated within countries and unobservables of the same industry to be correlated across sectors. Therefore, robust standard errors are clustered in the most stringent manner by using the correction proposed by Cameron et al. (2011) .
Sectoral Measure of Liquidity Needs
Following Rajan and Zingales (1998) , the sectoral measure of liquidity needs is computed using U.S. firm-level data and extrapolated to non-U.S. industries. We use the measure of liquidity needs constructed by Raddatz (2006) , which is defined as the ratio of inventories to sales for each U.S. industry. Table A.1 in Appendix A reports the measure of liquidity needs for each threedigit ISIC industry. 6 Inventory investment is one of the components of investment in working capital and is particularly suitable to capture technological aspects associated with the length of the production process. Firms in industries with a low ability to finance inventories from sales are expected to undertake investment projects with long gestation periods and thus hoard more liquid assets to address the asynchronicity between their access to and need for liquidity. This mechanism suggested by Opler et al. (1999) is supported empirically. We show that the length of the cash conversion cycle that measures the average time required for inputs to generate an output is highly correlated with the ratio of inventories to sales across sectors.
7 Kim et al. (1998) and Bigelli and Sánchez-Vidal (2011) find that firms with longer cash conversion cycles hold relatively more liquid assets.
Therefore, we rely on a US-based industry-specific measure of liquidity needs to estimate the liquidity effect of government debt on growth. The validity of this empirical strategy is based on two basic assumptions. First, there are technological reasons why certain industries undertake projects with long gestation periods, hence they have a high ratio of inventories to sales. Because 5 In our sample, the largest sector corresponds to 6.3% of GDP. 6 The original measure of Raddatz (2006) is reported at the four-digit ISIC level. Because data on industry growth are available at the three-digit ISIC level, we use the index of liquidity needs recomputed by Aghion et al. (2009) at this level of disaggregation.
7 We find a coefficient of correlation of 0.92. For more details see Table A .1 in Appendix A. In addition, we use the cash conversion cycle as an alternative measure for liquidity needs in Table 6 for the robustness checks. the U.S. economy can be considered as relatively frictionless and thus represents a good benchmark, the computation of liquidity needs from U.S. data should reflect exogenous characteristics of sectoral production technology. Second, technological differences underlying the ranking of liquidity needs across industries persist across countries. Raddatz (2006) provides empirical evidence supporting both of these assumptions.
Data on Government Debt and Industry Growth
Data on the level and composition of government debt are obtained from Panizza (2008) . This dataset relies on several publicly available sources and includes information regarding the central government debt of up to 130 countries for the period 1990-2007. 8 Information is provided on the fraction of total government debt issued domestically under domestic law and in foreign countries under foreign law. We construct a cross-sectional panel by averaging domestic and external government-to-GDP ratios over the period 1991-2000. Sectoral growth is measured using data on value added at the industry level that are collected annually by the United Nations Industrial Development Organization (UNIDO). Specifically, we use the database compiled by Nicita and Olarreaga (2007) , which includes data for 100 countries over the period . These data are disaggregated into 28 industries in the manufacturing sector according to the ISIC Rev. 2 classification. Long-run growth at the sectoral level is defined as the average annual real growth rate of value added by ISIC sector for each country over the period 1990-2000. 9 The period 1990-2000 is the longest span of time that maximizes the number of countries to be considered. For most of the 100 countries included in the database, data on value added are missing after 2000.
Due to differences in the countries that are included in datasets on government debt and industry growth, the baseline regression sample includes 39 countries. The resulting dataset is an unbalanced panel of 39 countries associated with 899 observations (rather than 1092=39×28 possible observations). Because the sectoral measure of liquidity needs is calculated using U.S. data, we follow Rajan and Zingales (1998) by dropping the U.S. to address the potential endogeneity problem. Table A 
Figure 1 The Cross-Sectional Composition of Government Debt
Notes: This figure plots the external government debt-to-GDP ratio for a cross-section of 39 countries included in the baseline regression against the domestic government debt-to-GDP ratio. Both ratios are averaged over the period 1991-2000 and are obtained from Panizza (2008) . Notes: All regressions include both industry and country fixed effects and a constant (except in columns (5) and (6) where country and industry fixed effects are excluded, respectively).
The dependent variable is the annual compounded growth rate in real value added over the period 1990-2000 for each 3-digit ISIC industry in each country. The variables of interest Li × T Dc, Li × DDc and Li × EDc denote the product of these two variables. Liquidity needs Li from Raddatz (2006) is measured as the ratio of inventories to sales in each 3-digit ISIC U.S. industry. Data on government debt are obtained from Panizza (2008) . DDc is government debt issued domestically under domestic law relative to GDP, while DDc is government debt issued in foreign countries under foreign law relative to GDP. Domestic and external government debt-to-GDP ratios are averaged over the period 1991-2000. Total debt T Dc is the sum of DDc and EDc. In columns (7) and (8), we interact DDc with asset tangibility from Braun and Larrain (2005) and external financial dependence from Rajan and Zingales (1998). Asset tangibility is defined as the industry-specific ratio of net property, plant and equipment to total assets, while external financial dependence is defined as the industry-specific ratio of capital expenditures minus cash-flows from operations to capital expenditures. The initial industry share is defined as the (log) share of industry value added to total value added in 1990. The causal effect in percentage points measures the change in growth for an industry at the 75th percentile of liquidity needs relative to an industry at the 25th percentile after an increase in the government debt-to-GDP ratio by 10 percentage points. Columns (1)-(8) report the OLS estimates. Robust standard errors reported in parentheses are adjusted for two-way clustering at the industry and country level. **: significant at the 5% level. *: significant at the 10% level.
Empirical Results

Baseline Results
We test the liquidity channel of government debt by estimating different versions of the regression equation (1). In Panel A of Table 1 , we consider total government debt. In Panel B, total government debt is decomposed into domestic and external debt to disentangle the domestic supply of public liquidity from the placebo liquidity. The estimation results are presented in Table 1 .
The estimation results shown in columns (1)- (4) Industries with high liquidity needs do not grow significantly faster than those with low liquidity needs in countries with higher levels of external government debt. The insignificant growth effect of external government debt as placebo liquidity provided in columns (3) and (4) It might also interesting to examine whether liquidity needs impede industry growth, while domestic debt mitigates this negative effect by contributing to the domestic supply of liquidity. We estimate our main regression without industry fixed effects by adding liquidity needs as an explanatory variable. The results in column (6) confirm the empirical relevance of this mechanism.
The industry-specific measure of liquidity needs could be correlated with characteristics capturing financial frictions at the sectoral level. Therefore, we may capture a channel through which domestic government debt helps industries overcome financial frictions independently of their liquidity needs.
Financially constrained sectors may be more dependent on government bonds to borrow from the 10 The p-value of the estimated coefficient on Li × EDc is equal to 0.489 in column 3 and 0.393 in column 4.
credit market. We rely on two industry-specific measures of financial frictions widely used in the finance literature to disentangle the liquidity channel from a channel related to financial frictions.
In column (7), we include the interaction of asset tangibility from Braun and Larrain (2005) and domestic government debt. In column (8), we add the interaction term with external financial dependence from Rajan and Zingales (1998) as a proxy for industry-level financial frictions. 11 For both specifications, the variable of interest, L i ×DD c , maintains a positive and significant coefficient, while the magnitude of the liquidity channel is lower in column (7).
Magnitude of the Liquidity Channel of Government Debt
Is the liquidity channel of government debt economically relevant? We assess its economic magnitude by using the estimation results in Table 1 .
First, we calculate the change in growth in an industry with high liquidity needs (ranked at the 75th percentile of the distribution) relative to an industry with low liquidity needs (ranked at the 25th percentile) after an increase in the domestic government debt-to-GDP ratio by 10 percentage points. This difference-in-differences effect reported in Table 1 can be interpreted as causal and is economically relevant. 12 According to the estimate in column (4) of Table 1 , an increase in the domestic government debt-to-GDP ratio by 10 percentage points would boost annual real growth of the "machinery" industry with high liquidity needs by 0.5 percentage points relative to the "wood products" industry with low liquidity needs. This corresponds to about one quarter of the average annual industry growth in our sample (equal to 1.86%). The causal effect drops to 0.15 percentage points when total government debt is considered in column (1). This result occurs because of the insignificant liquidity effect of external government debt on industry growth.
Next, we quantify the magnitude of the liquidity channel relative to other potential channels through which government debt may heterogeneously affect industry growth. To do so, we run the following regression:
where D i is an industry dummy. The common overall impact of government debt on industry growth is captured by country fixed effects α c , while the coefficients β i (resp. γ i ) measure the heterogeneous overall effect of domestic government debt (resp. external government debt) across sectors. One can then regress the OLS estimates of β i and γ i on sectoral liquidity needs to investigate the extent to which the liquidity channel explains the cross-sectional heterogeneity of the overall growth effect of government debt. Graphs in Figure 2 summarize our findings.
The R 2 amounts to 29% for domestic debt, but drops to 2% for external debt. Therefore, the liquidity channel explains a significant fraction of the cross-sectional heterogeneity in the overall effect of government debt on industry growth. This result can also be interpreted as evidence of 11 Asset tangibility is highly correlated with liquidity needs, while external financial dependence is found to be uncorrelated. See Table A 
Figure 2
The Relative Magnitude of the Liquidity Channel Notes: The graph on the left (graph on the right) is a scatter plot of the heterogeneous overall effect of domestic government debt (DD) (external government debt (ED)) on industry growth against the measure of liquidity needs from Raddatz (2006) . These effects are obtained from the OLS estimates of β i and γi in regression (2). Estimates of βi and γi for the industry "Miscellaneous petroleum and coal products" (ISIC 354) (equal to 0.684 and −0.841, respectively) are outliers and thus are excluded.
the economic relevance of the liquidity channel relative to other potential channels through which government debt may affect growth. 13
Investigating Non-Linearities
A significant part of the empirical literature on the debt-growth nexus is dedicated to identifying debt thresholds above which this relationship changes (see e.g. Reinhart and Rogoff, 2010a,b; Kumar and Woo, 2010; Cecchetti et al., 2011; Checherita-Westphal and Rother, 2012; Reinhart et al., 2012; Baum et al., 2013; Panizza and Presbitero, 2012; Kourtellos et al., 2013; Pescatori et al., 2014; Eberhardt and Presbitero, 2015; Égert, 2015) . We depart from existing research by examining several sources of non-linearities in the context of the liquidity channel. We study how vulnerabilities to sovereign debt crises, financial constraints and asset shortages affect the magnitude of the liquidity channel. Our basic test of non-linearity in the context of the liquidity channel consists in running the following regression:
where S i/c is a variable capturing an industry-specific or country-specific source of non-linearity.
The coefficient of interest is β 1 . We expect a negative and significant value for β 1 in countries vulnerable to sovereign debt crises and a positive and significant value for β 1 when industries are financially constrained or must deal with asset shortages. This findings would indicate that vulnerabilities to sovereign debt crises reduce the liquidity effect of government debt on industry growth, while financial constraints and asset shortages amplify it.
Our strategy is consistent with Eberhardt and Presbitero (2015) , which argues that the analysis of non-linearity should go beyond the identification of common debt thresholds across countries and focus on country-specific characteristics that may change the debt-growth relationship.
Following this argument, Kourtellos et al. (2013) investigate threshold variables other than the debt-to-GDP ratio by relying on cross-country regressions. However, as previously argued, our cross-country/cross-industry analysis based on the RZ methodology is less prone to endogeneity issues. Furthermore, our analysis provides a direct test of a non-linear causal effect running from government debt to industry growth through the liquidity channel.
The Role of Vulnerabilities to Sovereign Debt Crises
Government debt enhances the supply of liquid assets during normal periods, while sovereign default destroys it. Existing literature shows that liquidity destruction arising from sovereign debt crises generates large economic costs (see e.g. Basu, 2009; Bolton and Jeanne, 2011; Brutti, 2011; Gennaioli et al., 2014 Gennaioli et al., , 2016 . We expect to find that the strength of the liquidity channel is mitigated in countries vulnerable to sovereign debt crises due to expectations of liquidity destruction.
Vulnerabilities depend on both level and composition of government debt (Reinhart et al., 2003; Eichengreen et al., 2007; Dell'Erba et al., 2013) . In Table 2A , we first examine whether the level of government debt affects the magnitude of the liquidity channel. We exploit the "natural" break point stressed in Figure 2 by choosing a threshold for domestic government debt at 60 percent of GDP. In addition, we apply the methodology from Hansen (1999) to endogenously select the threshold level. We find a point estimate at 43 percent of GDP. 14 We construct two indicator variables, D dom>60% and D dom>43% , that take the value of one for countries with a level of domestic debt above these thresholds. According to the estimates in columns (1) and (2), the liquidity effect of government debt on industry growth remains positive but is significantly lower in countries with high levels of domestic government debt. In quantitative terms, the liquidity effect is reduced by half when a country reaches this threshold. Interestingly the estimated coefficient for the interaction term L i × DD c is twice as large as in the baseline regressions of Table 1 once we control for high domestic debt levels. In contrast, the results in columns (3) and (4) indicate no significant non-linear effect of high levels of total government debt (i.e., above 60% of GDP). A comparison with existing literature on non-linearities in the debt-growth relationship is worth making. First, we find a debt threshold associated with negative liquidity effect only for domestic debt, while existing empirical research estimates a debt threshold for total debt. Second, our debt threshold is lower than the 90% threshold reported by current studies (Reinhart and Rogoff, 2010a,b; Kumar and Woo, 2010; Cecchetti et al., 2011; Checherita-Westphal and Rother, 2012; Reinhart et al., 2012; Baum et al., 2013) . One potential explanation may be that the liquidity channel does not emcompass negative effects originating from high levels of external debt.
In columns (5)- (7) of Table 2A , we examine the role of risk stemming from the composition of domestic government debt. Vulnerabilities may arise from short-term debt because of roll-over risk and maturity mismatch, from foreign currency denominated debt because of currency mismatch and from indexed debt because of contingent interest payments. Therefore, we treat domestic debt as risky if it is short-term, denominated in foreign currency and indexed. We use data on the share of risky domestic government debt in emerging economies from Mehl and Reynaud (2010) and data on OECD countries from Falcetti and Missale (2002) . Because of a lack of data on the risky composition, 15 countries were removed from the sample. The results in column (5) show that government debt appears to have virtually no liquidity effect on growth if only risky domestic debt is issued. In column (7), we conduct a horse race between vulnerabilities arising from risky level and risky composition. In columns (6), we run the same regression as in column (1) of Table   1 but use the reduced sample. We find that the risky composition in column (7) to a large extent absorbs the negative liquidity effect of high debt levels from column (6). This result occurs because countries with high levels of domestic government debt also have the riskiest composition. (9) and (10), we examine whether inflation and exchange rate risks are relevant sources of non-linearities in the context of the liquidity channel. Countries with lower inflation and exchange rate risk tend to have a safer debt composition (Hausmann and Panizza, 2003; Mehl and Reynaud, 2010) and should be less vulnerable to sovereign debt crises. We do not find that inflation or exchange rate risk has a significant effect on the liquidity channel, although their estimates have 15 On average, the share of risky domestic government debt over the period 1991-2000 is 45% for countries with a ratio of domestic government debt below 60 percent of GDP. This share appears to be 26 percentage points higher for countries above the 60% debt threshold.
16 Non-linearities arising from high domestic debt levels do not appear to be robust once we control for alternative relevant channels (see column (8) in Table 2A and column (3) in Table 2B ).
17 In crisis countries, an increase in the domestic government debt-to-GDP ratio by 10 percentage points would boost annual real growth of the "machinery" industry with high liquidity needs by 0.2 percentage points relative to the "wood products" industry with low liquidity needs. Notes: All regressions include both industry and country fixed effects and a constant. The dependent variable is the annual compounded growth rate in real value added over the period 1990-2000
for each 3-digit ISIC industry in each country. The indicator variable Ddom>60% (Dtot>60%) takes the value of one for countries with domestic (total) government debt above 60 percent of GDP.
The indicator variable Ddom>43% takes the value of one for countries with domestic government debt above 43 percent of GDP, which corresponds to the estimated threshold using the methodology from Hansen (1999) . In columns (5)- (7), the source of non-linearities Sother is risky composition, which is defined as the share of risky domestic government debt from Mehl and Reynaud (2010) and Falcetti and Missale (2002) . Domestic debt is treated as risky if it is short-term, denominated in foreign currency and indexed. The remaining sources of non-linearities Sother include dummy variables taking the value of one in the following columns: (8) if the country experiences an episode of default and restructuring during the 1990's following Laeven and Valencia (2013) ; (9) for countries above the median of the index of monetary freedom from Gwartney et al. (2010) ; and (10) for countries under a flexible exchange rate regime over the period 1991-2000 (average coarse grid larger than 1) according to the coarse classification from Reinhart and Rogoff (2004) . The remaining variables are defined in Table 1 . Columns (1)- (10) report the OLS estimates. Robust standard errors reported in parentheses are adjusted for two-way clustering at the industry and country level. **: significant at the 5% level. *: significant at the 10% level.
the expected negative sign.
The Role of Financial Constraints and Asset Shortages
As outlined in the theoretical motivation, firms use government debt as a liquid asset to meet future liquidity needs because of financial constraints. Therefore, we expect to find a stronger liquidity effect of government on growth in financially constrained industries. We test this source of nonlinearities in columns (1)- (4) of Table 2B by relying on various proxies for financial constraints extensively used in the finance literature. First, we use two industry-specific measures of financial constraints: external finance dependence from Rajan and Zingales (1998) and the pledgeability of real assets based on their redeployability from Beutler and Grobéty (2011) . 18 We rely on two country-specific measures of financial constraints: the average private bank credit relative to GDP over the period 1991-2000 and the index of creditor rights from Djankov et al. (2007) . Estimation results in columns (1) and (2) support the hypothesis that financial constraints at the industry level are an important factor in the relationship between liquidity-enhancing government debt and growth. We find a stronger liquidity effect of government debt on growth for sectors with heavier reliance on external finance or with lower asset pledgeability. However, the estimation results in columns (3) and (4) show that the strength of the liquidity channel does not appear to be significantly different for industries located in countries with lower ratios of private credit to GDP or with weaker creditor rights.
Another reason for non-linearities is that firms with high liquidity needs substitute government debt for alternative liquid assets. Therefore, we may find that the liquidity channel becomes stronger in countries where firms do not have access to domestic or foreign financial assets. We compute a country-specific index of asset shortages for the period 1991-2000 following Chen and Imam (2013) . This index measures the difference between the demand for stores of value and the ability of the economy to generate them. Gross national savings is used as a proxy for the demand for stores of value, whereas the capacity to generate them is defined as the issuance of loans, bonds, equity and the accumulation of net foreign assets. We rely on two indices: an index of global asset shortages that includes the issuance of public bonds and an index of private asset shortage that excludes it. In addition, we use an indicator of financial openness from Chinn and Ito (2006) based on the intensity of capital controls. If a country is financially closed, firms cannot access foreign liquid assets such as U.S. Treasury bills that may be close substitutes to domestic government debt. The asset shortage interaction enters regressions (5)- (7) of Table 2B with an insignificant sign, suggesting that asset shortages do not change the liquidity effect of government debt on industry growth.
Finally, economic development does not appear to be a relevant source of non-linearity. According to the results in columns (8) and (9), the liquidity channel is not significantly different in high income countries or in OECD countries. In column (10), we investigate whether the low turnover of government bonds weakens the liquidity effect of the level of government debt on industry growth because the size of the government bond market may not coincide with market liquidity (see e.g. Levine and Zervos, 1998) . Unfortunately, data on the turnover ratio for public and private bond markets are not available for a large cross-section of countries. We use the turnover ratio for stock markets as a proxy. We construct an indicator taking the value of one for countries below the median of the stock market turnover ratio. A lack of market liquidity appears to reduce the magnitude of the liquidity channel because the low turnover interaction enters regression (10) with the expected negative and significant sign.
Robustness checks
We analyze the robustness of our baseline results by addressing potential endogeneity issues due to reverse causality and omitted variables. First, we use an instrumental variable approach to control for the potential feedback from industry growth to government debt. Second, we control for a wide range of competing channels that may spuriously drive the liquidity effect of government debt on growth. In addition, we test the sensitivity of our baseline results to alternative motives for liquidity needs, alternative measures of the dependent variable and influential observations.
Instrumental Variables
Reverse causality may bias the OLS estimation of the liquidity effect of government debt on industry growth. The direction of bias remains an empirical question. If the growth of industries with high liquidity needs is a key driver for public deficits and debt, the OLS estimate of the coefficients β and γ in regression (1) is biased downward. An upward bias might occur if the feedback from industry growth to government debt arises from sectors with low liquidity needs. However, such feedback effects are expected to be negligible because the size of manufacturing industries is small relative to the size of the economy.
We estimate the baseline regressions in columns (1)-(4) of Table 1 by instrumenting government debt with three instrumental variables: the initial government debt-to-GDP ratio in 1990, and measures of the tax burden and the extent of government spending over the period 1991-2000. The ability of our IV estimation procedure to solve the potential issue of reverse causality relies on the exogeneity and relevance of our instruments. First, the exclusion restrictions require that our instruments only indirectly affect the growth of industries with high liquidity needs through their impact on government debt. From an economic perspective, these instruments are appropriate.
Initial government debt is shaped by past economic performance and political decisions and can be considered as a predetermined variable. Tax burden and government spending may not satisfy the exclusion restrictions if fiscal policy systematically targets industries with high or low liquidity needs. However, finding support for this argument in a cross-section of countries appears unlikely.
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19 There is no significant impact of the interaction terms between these fiscal policy variables and liquidity needs Notes: All regressions include both industry and country fixed effects and a constant. The dependent variable is the annual compounded growth rate in real value added over the period [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] for each 3-digit ISIC industry in each country. The source of non-linearities associated with financial constraints Sconstr is a dummy variable taking the value of one in the following columns:
(1) for industries above the median of the industry-specific measure of external finance dependence from Rajan and Zingales (1998) , defined as the ratio of capital expenditures minus cash-flows from operations to capital expenditures; (2) for industries below the median of the industry-specific measure of assets pledgeability from Beutler and Grobéty (2011) , based on the ease with which real assets are redeployed to alternative uses; (3) for countries below the median of the country-specific measure of private credit relative to GDP, where private credit is granted from deposit money banks and other financial institutions to the private sector; and (4) for countries below the median of the country-specific index of creditor rights from Djankov et al. (2007) . The source of non-linearities associated with asset shortages Sshort is a dummy variable taking the value of one in the following columns: (5) for countries above the median of the global asset shortage that measures domestic capacity to generate private financial assets relative to gross national savings; (6) for countries above the median of the private asset shortage that measures domestic capacity to generate private and public financial assets relative gross national savings; and (7) for countries below the median of the financial openness index from Chinn and Ito (2006) , which is based on the intensity of capital controls. The remaining sources of non-linearities Sother are dummy variables taking the value of one in the following columns: (8) for high-income countries according to the World Bank classification; (9) for OECD countries; and (10) for countries below the median of the stock market turnover ratio defined as ratio of the value of total shares traded to average real market capitalization. The remaining variables are defined in Table 1 . Columns (1)- (10) report the OLS estimates. Robust standard errors reported in parentheses are adjusted for two-way clustering at the industry and country level. **: significant at the 5% level. *: significant at the 10% level.
Second, our instruments must be relevant (i.e., correlated with government debt). We use the Hansen J test to check the statistical validity of the exclusion restrictions. In addition, we compute the Kleinbergen-Paap statistic to test the weak instrument assumption.
For comparison purposes, we estimate each baseline regression based on the same sample across both the OLS and IV estimation methods. 20 OLS and IV estimates are reported in Table 3 .
The IV estimates show that the main results of the paper remain unchanged and is not driven by reverse causality. The liquidity effect of total government debt on industry growth is positive and significant (columns (1) and (2) 
Testing for Competing Channels
As noted above, the presence of fixed effects in the regression (1) mitigates the omitted variable bias. With fixed effects, the estimate of the coefficients β and γ is biased only if an omitted variable is correlated with both sectoral liquidity needs and government debt. Therefore, we estimate the baseline regression in column (4) of Table 1 by controlling for various competitive channels that may be correlated with the interaction terms of interest and industry growth.
Channels Related to Financial Development and Openness
The literature on the determinants of the size of government debt finds that countries with deeper financial systems tend to have larger domestic government bond markets (Claessens et al., 2007; Gennaioli et al., 2014) . Without controlling for channels related to financial development, our estimate of the liquidity effect of government debt on industry growth may capture the effect of private liquidity provided by financial markets. Another competing channel that may bias when we control for the liquidity effect of government debt. Furthermore, in a further robustness check, we find that our results are robust to controlling for the differential effect of government subsidies on industry growth (see column (1) of Table 5 ). 20 Certain countries are removed from the sample because their government debt-to-GDP ratio in 1990 is not available.
21 The Kleinbergen-Paap statistics are higher than the associated critical values for all regressions. The KleinbergenPaap statistic should be used when non-i.i.d errors are assumed, as in our case. However, its unknown critical values must be approximated using those of the Cragg-Donald statistic. The Cragg-Donald statistic has a known asymptotic distribution under the assumption of i.i.d errors. The null hypothesis of the weak instrument test is that the bias of the IV estimator, relative to the bias of OLS, exceeds the 5% threshold at the significance level of 5%. The critical value of the Cragg-Donald statistic associated with this test is 16.85 (13.97) with 1 (2) endogenous regressor and 4 (5) instrumental variables as in regressions 2, 4 and 6 (8) of Table XX (see Stock and Yogo, 2002) . Table 1 . Robust standard errors reported in parentheses are adjusted for two-way clustering at the industry and country level. **: significant at the 5% level.
*: significant at the 10% level. Table 1 . Columns (1)- (12) report the OLS estimates. Robust standard errors reported in parentheses are adjusted for two-way clustering at the industry and country level. **: significant at the 5% level. *: significant at the 10% level.
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our baseline results is related to the degree of financial openness. We carefully control for the growth effect of private liquidity facilitated by financial development and openness by including an interaction of industry's liquidity needs with the country's financial development and openness (L i × F c ) as controls in our baseline regression (1). In addition, we control for the entire differential effect of financial development and openness on industry growth by adding the interaction of an industry dummy with a country-specific indicator of private liquidity (D i ×F c ). In columns (1)- (10) of Table 4 , financial development is measured by creditor rights from Djankov et al. (2007) , the ratio of private credit to GDP, bond and stock market capitalization relative to GDP, and stock market turnover. In columns (11)- (12), financial openness corresponds to the index from Chinn and Ito (2006) that measures the intensity of capital controls.
The estimation results in Table 4 show that the baseline results of the paper remain qualitatively and quantitatively unaffected by controlling for channels related to financial development and openness. Overall, these controls do not change either the magnitude or the significance of the estimate of the coefficient for the main variable of interest L i × DD c . This holds true even in regressions that include the interaction term D i × F c . Furthermore, the interaction of liquidity needs with external government debt as placebo liquidity remains insignificant in all the regressions in Table 4 .
Alternative Channels
In addition to private liquidity provided by financial markets, sectoral growth can be affected by alternative channels that may drive the positive liquidity effect of government debt on industry growth. In Table 6 , we study four alternative channels. The first alternative channel we consider is the possibility that governments issue more domestic debt to subsidize sectors with high liquidity needs, which boosts their economic performance. In column (1) Second, industries with greater liquidity needs are also likely to produce complex goods. Because the production of complex goods requires an increasing number of tasks to be performed, these sectors may have longer cash conversion cycles but are also more dependent on stable institutions for growth (Berkowitz et al., 2006; Levchenko, 2007) . Moreover, the quality of institutions is found to be a relevant factor for countries to develop their domestic government debt markets (Burger and Warnock, 2003; Chamon et al., 2005; Claessens et al., 2007) . The liquidity channel of the government may be driven by the quality of institutions because the latter is found to be a relevant factor for countries to develop their domestic government debt markets (Burger and Warnock, 2003; Chamon et al., 2005; Claessens et al., 2007) . Moreover, industries with high liquidity needs may require more skilled labor; the supply of skilled labor is positively correlated with the quality of institutions from a cross-country perspective. We rely on the industry-specific characteristics Notes: All regressions include both industry and country fixed effects and a constant. The dependent variable is the annual compounded growth rate in real value added over the period 1990-2000 for each 3-digit ISIC industry in each country. The industry-specific variables, which are constructed using U.S. data, include the following: (i) Contract intensity from Levchenko (2010) reports the industry share of intermediate inputs that cannot be purchased on organized exchanges and is not reference-priced; (ii) Skill intensity, computed by Braun (2005) , is the mean wage for each 3-digit ISIC U.S. manufacturing sector; and (iii) Growth opportunities measures the annual compounded growth rate for Table 1 . Columns (1)-(7) report the OLS estimates. Robust standard errors reported in parentheses are adjusted for two-way clustering at the industry and country level. **: significant at the 5% level. *: significant at the 10% level.
from Braun (2005) to measure the intensity of skilled workers and from Levchenko (2010) to proxy contract intensity. In columns (2) and (3), we include the interaction of these industry-specific characteristics with the index of the rule of law used as a proxy for the quality of contracting institutions. In column (4), we control for the effect of institutional and economic development by including the interaction of an industry dummy with initial GDP per capita. The presence of these alternative channels does not affect the baseline results of the paper.
Third, money represents an alternative store of value and hence may be a close substitute to government bonds. Therefore, the relative better performance of sectors with high liquidity needs may be attributed to the monetization of domestic government debt. This channel is accounted for by including the interaction of liquidity needs with the money supply. We use two measures of the money supply: the quantity of cash supplied by the central bank to the domestic private sector and the amount of reserve money available at the country-wide level. Both controls enter the regressions in columns (5) and (6) with the positive expected sign but are statistically insignificant.
However, the liquidity effect of government debt on growth remains unchanged in both quantitative and statistical terms.
Finally, in column (7) of Table 6 , we control for industry growth opportunities. The empirical literature on corporate cash holdings provides evidence that firms with better investment opportunities hold more liquid assets (see e.g. Opler et al., 1999) . We explore a competing channel as in Woodford (1990) . If sectors with high liquidity needs also have the best growth outlook, they will grow relatively faster in countries with more domestic government debt because investment in government bonds facilitates investment in future opportunities. We follow Fisman and Love (2007) by using sectoral growth in the U.S. economy as a proxy for global investment opportunities. While the interaction of growth opportunities with domestic government debt is significant and enters the regression in column (7) with the positive expected sign, our main variable of interest L i × DD c remains positive and significant.
Sensitivity Analysis
We now test the sensitivity of our baseline results in Table 6 . Notes: All regressions include both industry and country fixed effects and a constant. The dependent variable is the annual compounded industry growth rate: (i) in real value added over the period 1990-2000 in columns (1)- (4) and (9)- (13) (4)- (13); (ii) the average number of days between a firm's payment for its inputs and the sale of output from Raddatz (2006) in column (1); (iii) the average number of investment spikes from Ilyina and Samaniego (2011) in column (2), where a spike is an annual capital expenditure in excess of 30% of the firmâs fixed assets; and (iv) the ratio of R&D expenditures over capital expenditures computed by Ilyina and Samaniego (2011) in column (3). Government debt is measured by the following: (i) the ratio of domestic or government debt to GDP averaged over the period 1991-2000 in columns (1)- (3) and (5)- (13) (data were obtained from Panizza (2008)) and (ii) the ratio of domestic marketable securities issued by public domestic entities to GDP averaged over the period 1991-2000 in column (4) (data were obtained from Beck et al. (2010) ). **: significant at the 5% level. *: significant at the 10% level.
In columns (1)-(3) of Table 6 , we test whether our baseline results remain robust to the use of alternative industry-specific motives for liquidity needs. First, we use the length of the cash conversion cycle as an alternative proxy for the asynchronicity between the need for and access to liquidity. This proxy measures the average number of days between a firm's payment for its inputs and the sale of output. In addition, we consider investment lumpiness as a source of mismatch between investment spending and cash flow. Investment lumpiness measures the frequency of "spikes" in firm-level investment. In addition, sectors must save liquid assets for precautionary motives. Bates et al. (2009) In column (4), we use a direct measure of public liquidity. We consider the average ratio of public bond market capitalization to GDP over the period 1991-2000. Although the number of countries is reduced from 39 to 26, the estimated coefficient on the interaction term, L i ×DD c , has the expected positive sign and remains significant at the 5% level. In columns (5)- (8), we test the sensitivity of our baseline results to alternative measures of the dependent variable for the period 1990-2000.
We use the investment share in column (5), output growth in column (6) and productivity growth in column (7). Then, we consider a longer time span and compute industry growth in real value added over the period 1980-2000 in column (8) . In each of these regressions, our baseline results remain unaltered.
In columns (9)-(11), we investigate whether the positive and significant liquidity effect of government debt on industry growth is driven by the presence of outliers. We remove observations below the 1st (5th) and above the 99th (95th) percentile of the industry growth distribution in column (9) (column (10)) and we remove countries for which data on industry growth are available for less than 20 sectors in column (11). Our baseline results remain basically unaffected by these exclusions. 22 Then, we check the sensitivity of our baseline results to the presence of influential observations. In column (11), influential observations are detected by computing the DFBETA statistic. This statistic measures the change in the estimated coefficient for the interaction term L i × DD c with and without a particular observation. We identify 45 influential observations using the conventional cutoff and drop them in column (11). 23 The liquidity effect of government debt on industry growth becomes slightly larger than in the baseline regression and remains highly 22 In the Web Appendix, we estimate our baseline regression in column (4) of Table 1 by excluding each country and industry from the baseline regression sample. We show that the baseline results of the paper is not driven by a specific country nor by a specific industry.
23 The conventional cutoff is 2/ √ N where N represents the number of observations. An observation j is considered influential if |DFBETAj| > 2/ √ N . On average, 1.15 observations per country were dropped from the sample, whereas 4.50 observations per country with a level of domestic debt above 60 percent of GDP are considered influential (Chile: 2, Singapore: 5, Italy: 6, and Israel: 5). This is not the case for countries with a high level of external government debt (Panama: 1, Senegal: 0, and Jordan: 0). This can be interpreted as further evidence that only high levels of domestic debt significantly change the magnitude of the liquidity channel of government debt.
significant. 24 Then, a robust treatment of outliers is performed in column (12) using the robust regression procedure implemented in Stata. 25 The liquidity channel of government debt decreases in magnitude with respect to the baseline regression, but remains significant at the 5% level.
Conclusion
An influential strand of theoretical literature suggests that government debt is detrimental to long-run economic growth. Another strand of literature argues that government debt can foster growth by enhancing the supply of liquid assets or collateral. This is the liquidity channel of government debt through which government debt facilitates private investment by relaxing financial constraints, and thereby can enhance growth. This paper empirically investigates the liquidity channel of government debt. Following the methodology of Rajan and Zingales (1998) , we focus on an interaction term between sectoral liquidity needs based on U.S. data and levels of government debt, and estimate the effect of this interaction on long-run industry growth. This methodology helps to address potential endogeneity problems arising from a cross-country analysis and allows us to identify the causal effect of liquidity-enhancing government debt on growth. We provide evidence that industries with greater liquidity needs tend to grow disproportionately faster in countries with higher levels of government debt. The positive liquidity effect of government debt on industry growth stems from domestic debt, not external debt. We perform a battery of robustness checks and show that our results are robust to using instrumental variables and controlling for many competing channels.
The results of this paper suggest the following policy recommendation for debt management.
Governments should implement policies aimed at reducing the issuance of external debt and substituting it with domestic debt. This recommendation appears to be consistent with recent trends in the composition of government debt. Over the period 1990-2010, domestic debt accounts for an increasing share of total government debt in both developing and developed countries (Forslund et al., 2011; Reinhart and Rogoff, 2011a) . This policy tends to promote economic growth through the liquidity channel. However, government debt can either boost or hinder economic performance through other channels. Empirically identifying these channels remains an area for future research and will contribute to our understanding of the debt-growth nexus.
24 If the DFBETA statistic for Li × EDc is computed, similar qualitative results are obtained (not reported). 25 The robust regression (rreg command in Stata) is an iterative two-step procedure that aims at mitigating the effect of outliers. First residuals are estimated using the OLS coefficient estimates. Then, it assigns smaller weights to observations with larger residuals and runs a second OLS regression. This two-step procedure is run until the difference in weights approaches zero.
A Sources and Description of Data
Government Debt and Bonds. Data on total, domestic and external government debt-to-GDP ratios are obtained from Panizza (2008) Industry Liquidity Needs and Financial Constraints. Industry-specific indicators of liquidity needs and financial constraints are computed using U.S. firm-level data for each 3-digit ISIC industry. The proxy for sectoral dependence on liquidity is the measure of Liquidity needs originally constructed by Raddatz (2006) . This proxy is defined as the median ratio of total inventories over annual sales for U.S. manufacturing firms in each four-digit ISIC industry over the period 1980-89. We use the measure of sector-specific liquidity needs converted by Aghion et al. (2009) at the three-digit ISIC level (see Table A11 in their appendix).
Cash conversion cycle is computed by Raddatz (2006) as 365×[(inventories−account payable)/cost of good sold]+365×(account receivables/sales) for each four-digit ISIC industry. We obtain a measure at the three-digit ISIC level by averaging the cash conversion cycle of four-digit sectors that are a subset of each three-digit sector. Investment lumpiness from Ilyina and Samaniego (2011) is the average number of investment spikes, where a spike is an annual capital expenditure in excess of 30% of the firm's fixed assets. R&D intensity is computed by Ilyina and Samaniego (2011) as the ratio of R&D expenditures over capital expenditures. Tangibility from Braun and Larrain (2005) measures the tangibility of assets and is defined the median ratio of net property, plant and equipment to total assets for U.S. firms in each industry over the period 1986-95. External financial dependence from Rajan and Zingales (1998) is defined as the industry-specific ratio of capital expenditures minus cash-flows from operations to capital expenditures. Assets pledgeability is an industry-specific measure of real assets' redeployability developed by Beutler and Grobéty (2011) , which captures the ease with which real assets used by firms in an industry are transferred to alternative uses. Growth at the Industry Level. Growth at the industry level is measured using production data provided by Nicita and Olarreaga (2007) For the sensitivity analysis, we use data on the number of employees and output, which represents the value of goods produced in a year, whether sold or stocked; these data are obtained from the UNIDO database. We apply the same transformations as for value added to obtain output in constant international dollars. Output growth is the annual compounded growth rate for the output of industry i in country c over the period 1990-2000. Likewise, productivity growth is the annual compounded growth rate in labor productivity of industry i in country c over the period 1990-2000, where labor productivity is defined as the real value added per employee.
Initial industry share. The Initial industry share is computed using the UNIDO dataset from Nicita and Olarreaga (2007) and defined as the share of the industry i's real value added to the country c's total manufacturing real value added in 1990 (va ic,1990 / 28 i=1 va ic,1990 ). 
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