ABSTRACT Bistable vibration energy harvesters are sensitive to impulsive excitations widely existed in environments, and the favorable large-orbit snap-through oscillation possesses high energy conversion efficiency and output voltage. The enhanced averaging method (EA) with Jacobian elliptic functions provides an analytical, efficient tool of guiding the structural design and parameters optimization of bistable harvesters excited in impulsive environments. However, the EA method still suffers some limitations: the predicted transient dynamics undergo undesired sudden jump at the end moment of the snap-through regime, and; phase error occurs during the intrawell regime when large initial velocity is applied. To address these limitations, an improved EA method is proposed in this paper. The transient dynamics in the snap-through and intrawell regimes are separately approximated via two-piecewise expressions, leading to high-fidelity estimation of the vibration amplitude and critical moment dividing the snap-through from intrawell dynamics which occur later in the time. A novel, more accurate estimation of the vibration phase is derived. The prediction performance of the improved EA method is validated via numerous comparisons with the EA method and numerical simulations. It shows that the improved EA method effectively eliminates the aforementioned limitations induced by EA method, providing high-fidelity reconstruction of the transient dynamics of the bistable harvesters excited in impulsive environments.
I. INTRODUCTION
Vibration energy harvesting that converting environmental oscillations and human motions into usable electric power has drawn much attention [1] - [3] due to its promising potential in powering long life span electronics such as wireless sensor networks, lessening their dependence on chemical batteries, and finally realizing self-powered electronics. To date, utilizing multiple energy transduction mechanisms especially the piezoelectric effects [4] and electromagnetic effects [5] , various vibration energy harvesters have been designed [6] . To overcome the limitation of linear harvesters possessing narrow effective frequency range [7] , [8] , several nonlinear oscillators have been considered and the corresponding nonlinear power generators are proposed to broaden the effective The associate editor coordinating the review of this manuscript and approving it for publication was Tao Wang. frequency range such as monostable [9] , bistable [10] , [11] , tristable [12] , and multistable energy harvesters [13] - [17] . The dynamics and energy capture performance of these nonlinear harvesters have been thoroughly investigated via analytical [18] , [19] , numerical [20] and experimental methods [21] under abundant simulation and environmental excitations such as harmonic [22] , stochastic [23] - [25] , and compound excitations [26] , [27] . These researches reveal that the large-orbit well escaping phenomenon can be activated in a large range of frequency [2] , making the nonlinear energy harvesters beneficial in realistic environments.
Impulsive excitation is also very common in natural and built environments, and is marked as a considerable vibration source for energy harvesting [28] . Nonlinear oscillators are found to be sensitive to impulsive input, and nonlinear energy harvesters are thus designed [29] - [31] . Recent research has shown the advantage of nonlinear, FIGURE 1. (a) A prototypical electromagnetic bistable harvester; (b) prototype originally designed and fabricated in [5] ; (c) lumped parameter model; analytically predicted and numerically simulated transient dynamics in (d) the snap-through regime and (e) the intrawell regime. especially bistable energy harvesters for impulsive energy harvesting due to the high output voltage and energy conversion efficiency [32] , which motivated flourishing research on structural design and performance analysis of impulsively excited bistable harvesters. Chiacchiari et al. proposed a two-degree-of-freedom harvester combining a linear and bistable oscillators and investigated its transient dynamics [33] , [34] . Dai et al. [35] investigated the performance of impulsively excited nonlinear harvester which is essentially magnetically coupled from bistable oscillators. These studies are mostly conducted via numerical simulation and experimental methods. To provide an efficient tool of guiding the design and parameter optimization of bistable harvesters excited in impulsive environments, the analytical performance characterization approach is critically needed.
Since the transient dynamics under successive impulses can be sequentially estimated under each impulsive excitation, the prediction accuracy of single-impulse excited harvester is especially important which determines the initial state under next impulsive excitation. In recent years, the transient dynamics and converted electric power of impulsively excited bistable harvesters was analytically predicted via an enhanced averaging method (EA) with Jacobian elliptic functions [32] , [36] . The EA method reconstructs the transient dynamics via separately predicting the responses in the snapthrough and intrawell regimes using different Jacobian elliptic functions, and is validated to be efficient and accurate in predicting the dissipative vibration amplitude and harvested power. However, the method still suffers some minor limitations: (a) the predicted snap-through dynamics undergo undesired jump phenomenon at the end moment of the snapthrough regime; (b) the predicted intrawell dynamics exhibit obvious phase error when the initial velocity is close to the critical velocity over which the snap-through vibration can be triggered (with the initial displacement set at the stable equilibrium). Here, Figure 1 (a) and (b) separately shows the model and prototype of an electromagnetic bistable harvester which is originally proposed and studied under harmonic excitation by Wu et al. [5] . The equivalent lumped parameter model is shown in Figure 1 (c). Figures 1 (d) and (e) show the dynamic responses of impulsively excited bistable harvester in the snap-through and intrawell regimes, in which the undesired sudden jump phenomenon and phase error are observed. Thus, these limitations might reduce the accuracy of the EA method in predicting the overall dynamics and some key characteristics such as the lasting time of the snapthrough dynamics and final well state for energy storage application [38] .
To address these limitations, an improved EA method is proposed in this study. In the route of the proposed method, the transient dynamics in the snap-through and intrawell vibration regimes are also separately predicted using the Jacobian elliptic functions cn and dn as the basic functions, and the transient dynamics in each vibration regime are approximated here via two piecewise expressions to derive more accurate predictions of the decaying vibration amplitudes. Moreover, a novel, high-fidelity estimation of the vibration phase is derived. The performance of the proposed improved EA method is compared with the EA method and numerical simulations by integrating the governing equation with fourth-order Runge-Kutta algorithm. Both case and parameter studies show that the improved EA method effectively eliminates the undesired jump phenomenon in the snapthrough regime and phase error in the intrawell regime when compared with EA method, providing more accurate analytical predictions of the transient dynamics of impulsively excited bistable energy harvesters.
The rest part of this paper is organized as follows. A general, mathematical lumped parameter model of the impulsively excited bistable energy harvesters is presented in Section 2. Section 3 recalls the fundamental and primary derivations of the transient dynamics from the EA method. The mathematical formulation and procedures proposed to accurately reconstruct the transient dynamics and harvested power are explained in Section 4. The prediction accuracy of the improved EA method is validated through case and parameter studies via comparison with the results from EA method and numerical simulations in Section 5.
II. SYSTEM MODELING
The bistable energy harvesters are mostly implemented in the forms of cantilevered beam with a pair of repulsive or attractive magnets near the free end [11] , buckled beam [39] , or bistable plates [40] . Despite different principles adopted to design the bistablity, the stiffness of these structures undergoes a negative zone and could be well approximated via negative linear and positive cubic stiffnesses [11] . Here a prototypical electromagnetic bistable oscillator of moving magnet mass m 1 is considered, as depicted in Figure 1 . The detailed fabrication of the prototype could be found in [5] . The axial restoring force induced by the spring is described as
in which, x is the displacement of the mass; k and l 0 are the stiffness and free length of the spring, respectively; L denotes the vertical distance from the mass to the frame; and the angle φ satisfies sin
With assumption x L 1, the restoring force can be simplified via power-series expansion with ignorance of the high-order terms
Thus, the system model can be simplified a lumped parameter model, as displayed in Figure 1(c) . The governing equation of this electrodynamic system is derived as
where is the electromagnetic coupling constant; L e is inductance of electromagnetic generator; k 1 = k l 0 L − 1 and k 3 = kl 3 0 2L 3 . The initial displacement is set at the stable equilibrium with x 0 = k 1 k 3 ; and the initial velocitẏ x 0 is thus chosen to reflect the impulsive excitation strength. Introducing the following transformation
the equation of motion is simplified as
where v is the harvested voltage across the resistive load R.
III. AVERAGING THE TRANSIENT DYNAMICS
For the dissipative bistable energy harvesters interfaced with electrical circuits, γ , θ > 0, the coupling relation of the converted voltage to the dynamic responses was derived by Harne et al. [32] under the fundamental fact that the primary influence of the electromagnetic coupling on the system dynamics is damping effect
where the subscript i = c, d denotes the dynamics in the snap-through and intrawell regimes, respectively. The electromechanical coupling (5) is thus simplified to be a typical Duffing equation expressed to bë
It is well demonstrated that the snap-through and intrawell vibrations of conservative bistable harvesters can be exactly described using the Jacobian elliptic functions of which the argument and modulus are explicitly derived as functions of the displacement amplitude [41] . While in the technique frame of averaging method for the dissipative system with γ , θ > 0, the relations between the argument and modulus of elliptic functions and the vibration amplitude are assumed to satisfy the solution form derived from the conservative case [36] 
where the subscript i = c, d denotes the dynamics responses in the snap-through and intrawell regimes, respectively; α βC 2 = α βD 2 = 0.5 is the critical condition demarcating the snap-through and intrawell oscillation regimes; cn c and dn d are the Jocabian elliptic functions, cn c and dn d are adopted to separately describe the snap-through and intrawell vibrations with the modulus expressed with k c and k d ; u i = ω i t is the argument with the initial value denoted as u i (0) = ϕ i0 which is determined by the initial conditions; ω i is the frequency; ζ corresponds to the stable equilibrium around which the intrawell oscillates; the initial vibration amplitudes, C 0 and D 0 , and the initial arguments ϕ i0 , are determined by the initial conditions. The initial argument ϕ i0 is evaluated via solving (10) using the command fsolve in the MATLAB software in this work, and an alternative suggestion for estimating the argument of the Jacobian elliptic functions would be the inverse interpolation method [42] 
Via substituting the first-and second-order derivatives of the displacement in (8) into the (7), the first order derivative of the amplitude and argument are derived. For the snap-through vibration, dC dt and dψ c dt can accordingly be solved as [36] 
Meanwhile, dD dt and dψ d dt describing the intrawell vibrations are obtained as [36] 
The averaging operation over one period of the vibration (i.e., a period of 4K c for snap-through regime, and 2K d for intrawell regime) is performed to both sides of (11) and (12), leading to the 'averaged instantaneous variables' which exhibit the smooth component of the original instantaneous variables. For snap-through vibrations, via the averaging operation, one obtainṡ
While in the intrawell vibration regime, the averaged instantaneous variables are expressed aṡ
where
are the complete elliptic integrals of the second and first kinds, respectively.
IV. ANALYTICAL APPROXIMATION OF THE DISSIPATIVE, TRANSIENT DYNAMICS
Polynomial fit method is employed to derive explicit and integrable approximations of (13) and (14). The aforementioned limitations of the EA method are resulted from two aspects: (a) fitting f k 2 c and g k 2 d using one integrable polynomial in EA method possesses poor accuracy near the dynamics boundary α βC 2 = α βD 2 = 0.5; and (b) the phase approximation asymptotically increases prior to the boundary α βC 2 = 0.5 which leads to undesired jump phenomenon on the analytically predicted displacement and velocity at the final time in the snap-through regime [36] . To overcome these limitations, a strategy that adopting two-piecewise polynomials approximating f k 2 c and g k 2 d is proposed to derive accurate estimations of the vibration amplitude and the critical time that demarcating the intrawell from the snapthrough oscillation regimes. Based on the derived vibration amplitudes, a novel, more accurate estimation of the vibration phase is then presented to eliminate the undesired jump phenomenon and phase error.
A. APPROXIMATION OF THE DECAYING AMPLITUDE IN THE SNAP-THROUGH REGIME
Recalling (13a) that governing the vibration amplitude in the snap-through vibration regime, f k 2 c in the right side is a pure function depending on k 2 c which is a bijection with α βC 2 . Thus, the mapping correspondence α βC 2 → f k 2 c is numerically established via sequentially calculating k 2 c and f k 2 c on the range of 0 ≤ α βC 2 ≤ 0.5 by (8c) and (13a), as illustrated in Figure 2 , in which the shared boundary of the snap-through and intrawell regimes, α βC 2 = α βD 2 = 0.5, indicates the critical moment that the oscillator dissipates through the homoclinic orbit. It is found that f k 2 c is smooth on a wide range of 0 ≤ α βC 2 ≤ 0.45 and can be sufficiently approximated via the integrable form [36] f k (15) where a 1 = −0.78592, and b 1 = 0.32051 [36] . Thus, the decaying amplitude and end time of the first-piece snap-through oscillation are given by
where C 0 is the initial amplitude determined via the initial conditions expressed in (9), and t is the time history of firstpiece snap-through vibration which ends at t 0 .
On the other hand, f k 2 c decreases rapidly on a narrow range of 0.45 ≤ α βC 2 ≤ 0.5 where the oscillator is close to cross through the homoclinic orbit. It is found that f k 2 c can't be well approximated via integrable polynomials. To find integrable approximation for further deriving closedform vibration amplitude, a new variable is thus introduced and expressed as
Differentiating (17), one obtains
l k 2 c depends only on k 2 c and the mapping relation y ↔ α βC 2 ↔ k 2 c ↔ l k 2 c is bijection. Thus, the mapping correspondence y → l k 2 c is numerically established via sequentially calculating y, k 2 c , and l k 2 c on the range of 0.45 ≤ α βC 2 ≤ 0.5 by (17), (8c) and (18b). It is found that l k 2 c is sufficiently approximated by an integrable form
where a 2 and b 2 are undetermined coefficients. For different values of b 2 , a 2 is calculated using a linear fit, and the performance of various fitting parameters sets is estimated using the correlation coefficient R of l k 2 c and p 2 . By this procedure, a high-fidelity fit of R = 0.9997 is achieved using a 2 = 0.34665 and b 2 = 6. Substituting (19) into (18a) and integrating the result, one obtains (20) in which, y 0 = 0.5−α βC (t 0 ) 2 where C (t 0 ) is the vibration amplitude at the time t = t 0 . Substituting (20) into (17), the decaying amplitude of the second-piece snap-through vibration is
The time at which the analytical prediction estimates the snap-through vibrations to end is evaluated as
Combining (18a) and (19) , it is found that f k 2 c is approximated via f k 2 c ≈ βC 2 p 2 3α on the range of 0.45 ≤ α βC 2 ≤ 0.5 in this paper, as illustrated in Figure 2 . It is observed that this approximation is much accurate than p 1 from the EA method on this narrow range.
B. APPROXIMATION OF THE TRANSIENT DYNAMICS IN THE SNAP-THROUGH REGIME
Recalling (8b) denoting the velocity asẋ c = −Cωsn c dn c , the amplitude envelope of the velocity can be derived with the identity k 2 c sn 2
where the velocity reaches its envelope when k 2 c sn 2 c = 1 2 which leads to x c = ± α β, denoting that the maximal velocity of the oscillator occurs when passing through the stable equilibria. Also, it is reported that the velocity will reach a local extreme value at the unstable equilibrium [36] . With the presented method, the local extreme velocity can be analytically predicted aṡ
To reconstruct the instantaneous displacement and velocity in the snap-through regime via (14a), the argument of the Jacobian elliptic function, u c , is the only unknown variable. Considering the approximation of the argument in the EA method increases asymptotically prior to E c (t) = 0, leading to undesired jump phenomenon on the analytically predicted displacement and velocity at the final times in the snap-through regime. To avoid the sudden deviation in value for the predicted vibration trajectories, a novel approximation of the argument is derived here. From (11b), ψ c can be approximated from the averaged value and expressed as
in which, ϕ c0 is the initial argument determined by the initial conditions. It is found and will also be evidenced in next chapter that the asymptotically incremental argument problem is eliminated via this new approximation. Considering the integration term in (26) depends only on the analytically predicted vibration amplitude C, the snap-through argument u c could be determined numerically by trapezoidal integration. Sequentially, the instantaneous displacement and velocity are evaluated by (8) .
C. APPROXIMATION OF THE DECAYING AMPLITUDE IN THE INTRAWELL REGIME
The displacement amplitude of the dissipative, intrawell vibration can be analytically reconstructed via following the procedures in Section A. From Figure 2 , it is found that g k 2 d
in (14a) is smooth in a wide range of 0.55 ≤ α βD 2 ≤ 1, while varies dramatically in a narrow range of 0.5 ≤ α βD 2 ≤ 0.55. To derive a high-accuracy approximation of the vibration amplitude, g k 2 d is well approximated via two-piece integrable polynomials.
In the range of 0.5 ≤ α βD 2 ≤ 0.55 where g k 2 d varies shapely with respect to α βD 2 , considering g k 2 d could not be well directly approximated via an explicit, integrable polynomial, a new variable is first introduced to derive an integrable approximation
Differentiating (27) , one obtains
It could be validated that the mapping relation (29) in which, µ 1 and v 1 are the undetermined coefficients, and µ 
While in the rest range, 0.55 ≤ α βD 2 ≤ 1, g k 2 d is sufficiently smooth and could be well approximate via
where µ 2 = −0.1501, and v 2 = 0.1471 [36] . Thus, the decaying amplitude of the intrawell vibration in the second time-interval is given as
Adopting this two-stage approximation strategy, the displacement amplitude is expressed via two piecewise curves in this paper. Recalling g k 2 d in the EA method is directly approximated via q 2 in the whole intrawell regime, Figure 2 illustrates 2q 1 
Accordingly,ẋ d is simplified to bė
The amplitude of the intrawell velocity is expressed aṡ
To reconstruct the instantaneous displacement and velocity in the intrawell regime, a new approximation of the unknown variable u d is derived here. From (12b) and (8d), ψ d and u d are approximated via numerical integration
E. PREDICTION OF THE COVERTED ENERGY
Based on the analytically predicted vibration amplitudes, the instantaneous electrical power could be easily evaluated by p i (t) = v 2 i R and (6)
Noting that the vibration amplitudes of the snap-through and intrawell vibrations are presented in two-piecewise form, the instantaneous electrical power in (39) depend on the vibration amplitudes, and are also two-piecewise curves. Thus, the net converted energy over the interval [0, t] is 
V. VALIDATION RESULTS
To test the performance of the proposed improved EA method, throughout the following studies, parameters employed in analyses are identical to those utilized earlier: γ = 4.5676, α = 6.8919×10 3 , β = 7.8378×10 8 , θ = 5275, ε = 5.4054 × 10 −6 , ρ = 1256, and R = 99.5 × 10 3 [32] . In the studies hereafter, the initial displacement is set at the stable equilibrium x 0 = α β, and a variety of initial velocities are adopted to describe the impulsive load strengths. Combined with the critical condition that separating the snapthrough and intrawell vibrations, α βC 2 = α βD 2 = 0.5, the critical initial velocity is found to beẋ cri = α √ 2β which indicates that snap-through vibrations can be activated when the initial velocities are larger thanẋ cri .
A. CASE STUDY
Case studies are conducted on different initial velocities to provide qualitative comparisons between the instantaneous trajectories as predicted by the proposed improved EA method and the existing EA method in [32] . These analytical predictions are also displayed in company with the accurate transient dynamics which are assumed to be those numerical solutions obtained via integrating (5) with fourthorder Runge-Kutta algorithm. The relative tolerance in the Runge-Kutta algorithm is set as 10 −6 to obtain high fidelity simulation results. Under two different initial velocities,ẋ 0 = 1.2α √ 2β andẋ 0 = 2.1α √ 2β, the analytical predictions via the improved EA method and existing EA method as well as the numerical simulation are computed and shown in Figures 3 and 4 , respectively. In Figures 3 and 4 , the circles indicate the end moment of the snap-through vibration which are numerically determined as the moment when the system energy decreases to zero. It shows that the two analytical methods could well predict the end moment of the snap-through vibrations, and the analytical predictions from the improved EA method are much closer to the numerical results than those from the EA method in the study cases. Also, it reveals that the improved EA slightly enhances the prediction accuracy of the harvested power in the snap-through vibration regime.
The accuracy of the analytically predicted instantaneous trajectories is determined by the prediction accuracy of the vibration amplitude in (16) and (21), and phase term in (26) . When comparing the instantaneous trajectories of the vibration variables and induced voltage, it reveals that the predictions from the two analytical methods accurately track the numerical trajectories before the last stage of the snapthrough vibration. This is because it satisfies α βC (t) improved EA exhibits higher accuracy than p 1 in EA method. Thus, more accurate prediction of the vibration amplitude and lasting time of the snap-through vibration are achieved via improved EA. Second, the phase term u c in (26) is assessed from the smooth, averaged ψ c , such that avoids the asymptotical increment existed in the EA method. Thus, the undesired jump phenomenon at the end moment is avoided in the improved EA method. The comparisons are also conducted in the intrawell vibration regime under two different initial velocities,ẋ 0 = 0.999α √ 2β andẋ 0 = 0.99α √ 2β, and the results are shown in Figures 5 and 6 , respectively. For a quantitative evaluation of the analytical prediction accuracy, the correlation coefficient between the analytical and numerical displacement results is calculated
where x d,iEA is the displacement from the improved EA method; x d,EA is from the EA method; and x n denotes the numerical result. The correlation coefficient could simultaneously evaluate the accuracy of the amplitude and phase properties of the displacement trajectories. The initial velocities in Figures 5 and 6 satisfy 0.5 < α βD (0) 2 < 0.55, and thus different polynomials are adopted in the two analytical methods to approximate the vibration amplitude, as shown in Figure 2 . Comparing the harvested power E d integrated from the instantaneous voltage, it is found that both the two analytical methods exhibit high accuracy in predicting the harvested electric power. Comparing the instantaneous trajectories, the trajectories from the improved EA method accurately track the numerical counterpart, while that from the traditional EA method exhibits phase error compared with the numerical results. Moreover, the closer the initial velocity to the critical velocityẋ cri , the larger the phase deviation is induced by the EA method. The phase error of the EA method is induced due to the deviation between the approximation q 2 and numerical term q k 2 d , as illustrated in Figure 2 . Accordingly, the proposed improved EA method adopts more accurate approximation terms, i.e., 2q 1 
for the vibration amplitude in Figure 2 and u d for the phase in (38) , and enjoys much higher accuracy in predicting the instantaneous trajectories of the intrawell vibration when the initial velocity is close to the critical velocity.
B. PARAMETERS STUDY
The performance of the proposed improved EA method is tested under different system and excitation parameters. Figure 7 , excepting a narrow velocity range close to the critical velocity, both the improved EA method and traditional EA method exhibit high correlation coefficients with respect to the numerical results. While in the narrow range close to the critical velocity, the traditional EA method exhibits much lower correlation coefficients than those from the improved EA method. This is because the jump phenomenon at the end moment of snap-through dynamics induced by the EA method greatly deduces the correlation coefficients when the lasting time for snap-through dynamics becomes shorter for lower initial velocities. On the contrary, the improved EA method eliminates the undesired jump phenomenon and thus exhibits relatively high prediction accuracy in wide range of system and excitation parameters. To clearly reveal the performance of the improved EA method in eliminating the undesired jump phenomenon at the end moment of the snap-through dynamics, the relative error of the slope of the analytically predicted displacement at the end time of the snap-through vibration with respect to that from numerical simulation is calculated
where x c,iEA , x c,EA and x n denote the displacement calculated via the proposed improved EA method, traditional EA method, and numerical simulation; k x (t end ) indicates the slope of the displacement at the end moment of the snapthrough dynamics t end . The relative errors of the end-moment slope are accessed under two different load resistances: (a) R = 100 and (b) R = 99.5k , and are shown in Figures 8 (a) and (b) , respectively. The higher relative error of the slope indicates that the undesired jump phenomenon occurs in the analytical prediction. From the comparison in Figure 8 , it is concluded that the proposed improved EA method could effectively eliminate the jump error in predicting the transient snap-through dynamics. Furthermore, the performance of the improved EA method in predicting the harvested power and lasting time of the snap-through vibrations is tested under a wide range of initial velocities 1.01α √ 2β ≤ẋ 0 ≤ 5α √ 2β and two different load resistances: R = 100 and R = 99.5k , and the results are shown in Figure 9 . Figure 9 (a) shows that both the improved and traditional EA methods accurately predict the harvested power in the snap-though vibration regime, which is coincident with above analysis that both improved and traditional EA methods exhibit high accuracy in predicting the transient snap-through responses excepting for the endmoment dynamics. In Figure 9 (b) and (c), the numerically estimated lasting time of the snap-through dynamics exhibits zigzag feather with increment of the initial velocity because the dynamics transition from snap-through to intrawell is in a sufficiently slow way of which the lasting time is sensitively affected by the initial velocity.
On the other side, the transient intrawell dynamics under wide range of system parameters are also predicted via the improved and traditional EA methods, and the correlation coefficients between the analytical and numerical results are separately computed and shown in Figure 10 (5) and (6), respectively.
over the time during which the difference in intrawell displacement amplitude from cycle-to-cycle is larger than 0.1%. In Figure 10 , 1 − v 0 v cri is chosen as the vertical axis to provide zoomed-in view of the analytical method performance when the initial velocities are close to the critical velocity, thus the up-to-bottom direction in Figure 10 indicates the increment of the initial velocity. From Figure 10 , both improved and traditional EA methods exhibit the same, relatively high correlation coefficients with the numerical results under low initial velocities satisfying α βD 2 0 ≥ 0.55 because the same and high-fidelity integrable expression is adopted by these two methods in approximating the numerical, amplitude related term g k 2 d in Figure 2 . However, for large initial velocities satisfying 0.5 < α βD 2 0 ≤ 0.55, the improved EA method induces relatively high correlation coefficients larger than 0.98, while the correlation coefficients induced by the traditional EA method are much lower and become even negative when the initial velocity is close to the critical velocity, which could also be clearly observed from Figure 10 (c). Based on the studied cases in Figure 5 , the prediction error of the EA method is generated by the dynamics phase error of the EA method which becomes larger at high initial velocities and greatly deduces the correlation coefficients.
Besides, the performance of the improved and traditional EA methods in predicting the harvesting power during the intrawell vibration regime is tested and compared under a wide range of initial velocities. Figure 11 shows the results under two different load resistances: (a) R = 100 ; and (b) R = 99.5k .
It reveals that the analytical predictions of the harvested power accurately track the numerical results. From above analysis, it is concluded that both the improved and existing EA methods accurately predict the harvested power during the intrawell dynamics under single impulsive load, and the only difference between them is that the improved EA method can effectively eliminate the phase prediction error induced in the traditional EA method and result in high-fidelity reconstruction of the transient dynamics in the intrawell vibration regime. On the other hand, considering the transient dynamics and generated power under successive impulsive loads are VOLUME 7, 2019 sequentially estimated under each impulse and the initial vibration state is actually the predicted final vibration state from former impulse, the undesired 'jump phenomenon' in the snap-through regime and 'phase error' in the intrawell regime of the existing EA method will accumulate and magnitude the prediction error of the transient dynamics in successive impulsive loads, also leading to poor accuracy of predicting the generated power. However, the proposed method is expected to accurately track the transient dynamics under each impulsive load and to enjoy high accuracy in predicting the generated power.
VI. CONCLUSION
Bistable energy harvesters exhibit high energy generation efficiency and output voltage resulting from the favorable snap-through oscillations under impulsive excitations. An accurate and efficient approach would provide effective structural design and parameters optimization guidelines of impulsively excited bistable harvesters. The existing EA method brings breakthrough in analytically predicting the transient dynamics and harvested electric power of the bistable energy harvesters under impulsive excitations. However, the existing EA method suffers poor accuracy in predicting the transient dynamics transiting from snap-through to intrawell regimes: the predicted snap-through dynamics undergoes undesired jump phenomenon at the end moment; and the predicted intrawell dynamics suffers obvious phase error when the initial velocity is close to the critical velocity. To address the limitations of the existing EA method, an improved EA method is proposed in this paper. During the route of the proposed improved EA method, two piecewise polynomials are adopted to derive accurate approximation of the vibration amplitudes in both the snap-through and intrawell vibration regimes, and a novel expression of the vibration phase is derived, upon which the instantaneous trajectories of the transient dynamics and net harvested power are derived. Case and extensive parameters studies are conducted to test the prediction accuracy of the proposed improved EA method with comparison with the traditional EA and numerical simulation methods. The results validate that the improved EA method enhances the prediction accuracy of the lasting time of snap-though dynamics and effectively eliminates the undesired jump phenomenon at the end moment of the snap-through regime; and also eliminates the phase prediction error for the intrawell dynamics. From the rigorous validations, the improved EA method provides high-fidelity dynamics reconstruction and a solid foundation upon which to develop optimal bistable energy structures for impulsive environmental excitations.
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