We report calculations of energy levels, radiative rates, oscillator strengths and line strengths for transitions among the lowest 231 levels of Ti VII. The general-purpose relativistic atomic structure package (grasp) and flexible atomic code (fac) are adopted for the calculations. Radiative rates, oscillator strengths and line strengths are provided for all electric dipole (E1), magnetic dipole (M1), electric quadrupole (E2) and magnetic quadrupole (M2) transitions among the 231 levels, although calculations have been performed for a much larger number of levels (159,162). In addition, lifetimes for all 231 levels are listed. Comparisons are made with existing results and the accuracy of the data is assessed. In particular, the most recent calculations reported by Singh et al [Can J. Phys. 90 (2012) 833] are found to be unreliable, with discrepancies for energy levels of up to 1 Ryd and for radiative rates of up to five orders of magnitude for several transitions, particularly the weaker ones. Based on several comparisons among a variety of calculations with two independent codes, as well as with the earlier results, our listed energy levels are estimated to be accurate to better than 1% (within 0.1 Ryd), whereas results for radiative rates and other related parameters should be accurate to better than 20%.
Introduction
Titanium, one of the iron group elements (Sc -Zn), is an important constituent of fusion plasmas, and in particular it has been used to reducing impurity concentrations and controlling hydrogen recycling [1] . Due to the high temperatures in fusion plasmas, many ionisation stages of titanium are observed. For modelling these plasmas, and particularly to assess the radiation losses, atomic data are required for several parameters, such as energy levels and oscillator strengths or radiative decay rates. The need for atomic data has become even greater with the developing ITER project. Therefore, in the recent past we have reported atomic data for several Ti ions, namely Ti VI [2] , Ti X [3] , Ti XIX [4] , Ti XX [5] , Ti XXI [6] and Ti XXII [7] . In this paper we focus our attention on S-like Ti VII.
Titanium may also be important for the analysis of astrophysical plasmas, with several emission lines listed in the CHIANTI [8] has been identified by Rudy et al [9] in Nova Cassiopeiae 1995, and they also showed that the ratio of the 3 P 0 -1 D 2 and 3 P 2 -3 P 1 lines can be a useful density diagnostic at temperatures around 10,000 K. Similarly, many emission lines are listed in the 125 -700Å wavelength range in the Atomic Line List (v2.04) of Peter van Hoof at http://www.pa.uky.edu/~peter/atomic/, because these are useful in the generation of synthetic spectra. Furthermore, laboratory measurements of Ti VII lines have been made in laser-produced plasmas by Ebrahim et al [10] , and radiative lifetimes for two levels have been experimentally determined by Dumont et al [11] via the beam-foil spectroscopy method. More recently, Clementson et al [12] have measured intensities of emission lines in the 240 -370Å range from multiply charged Ti ions, including Ti VII, through the Sustained Spheromak Physics Experiment at the Lawrence Livermore National Laboratory. Available experimental data for energy levels have been compiled by the NIST (National Institute of Standards and Technology) team [13] , [14] . Considering the importance of Ti ions, several calculations have been performed for Ti VII -see for example Singh et al [15] and references therein. However, two important ones are by Bièmont [16] and Froese-Fischer et al [17] . They have adopted the Hartree-Fock relativistic (HFR) and the multi configuration Hartree-Fock (MCHF) methods, respectively, but have performed only limited calculations. Bièmont calculated energies for 57 levels of the 3p 4 , 3s3p 5 , 3p 3 3d and 3p 3 4s configurations, whereas Froese-Fischer et al included 40 of the 47 levels of the first three configurations. Both calculations also report radiative rates (A-values) for some (not all) electric dipole (E1) transitions. However, for plasma modelling a complete set of atomic data is required, and preferably for a larger number of levels due to possible cascading effect. In between levels of the 3p 3 3d and 3p 3 4s configurations lie several of the 3s3p 4 3d configuration (see current Table 4 , available online at stacks.iop.org/PhysScr/vol/number/mmedia). These missing levels in the earlier calculations may affect any plasma modelling and particularly the determination of lifetimes.
To address the limitation in earlier work, Singh et al [15] have recently performed a larger calculation containing 114 levels, belonging to the 3p 4 , 3s3p 5 , 3p 3 3d, 3p 6 , 3s3p 4 3d and 3s3p4s configurations. They have adopted the CIV3 code of Hibbert [18] and have also included one-body relativistic operators in their calculations, which should be sufficient for a moderately heavy ion such as Ti VII. Furthermore, they included CI (configuration interaction) with up to 4ℓ orbitals. In addition, they adjusted the Hamiltonian in accordance with the NIST compilations (a process known as "fine-tuning"), which minimises the differences between theoretical and experimental energy levels. However, their reported results remain incomplete for several reasons. First, to span all levels of the 3p 3 4s configuration one needs to include a minimum of 137 levels, because several levels of the 3p 2 3d 2 and 3p 3 4p configurations lie in between (see current Table 4 , available online at stacks.iop.org/PhysScr/vol/number/mmedia), which have not been calculated by Singh et al. Second, they have reported A-values for transitions from the lowest 40 levels alone, and even among these several are missing as may be seen in Table 6 . Finally, and most importantly, they have reported A-values only for electric dipole (E1) transitions, whereas in plasma modelling data are also required for the electric quadrupole (E2), magnetic dipole (M1), and magnetic quadrupole (M2) transitions, as demonstrated by Del Zanna et al [19] . These transitions also affect the subsequent calculations of lifetimes, particularly for those which do not connect with the E1 transitions. Therefore, our aim is to report a complete set of atomic data which can be confidently applied to the modelling of plasmas. For our calculations we have adopted the grasp (general-purpose relativistic atomic structure package) code to generate the wavefunctions. This code was originally developed by Grant et al [20] and has been updated by Dr. P. H. Norrington by the name GRASP0. It is fully relativistic and is based on the jj coupling scheme, and is available at the website (http://web.am.qub.ac.uk/DARC/). Further relativistic corrections arising from the Breit interaction and QED (quantum electrodynamics) effects have also been included. Like other versions of the grasp code, such as grasp2k [21] , this version includes modifications and corrections to the original code, and provides comparable results for both energy levels and radiative rates. In the calculations, we have used the option of extended average level (EAL), in which a weighted (proportional to 2j+1) trace of the Hamiltonian matrix is minimised. This produces a compromise set of orbitals describing closely-lying states with moderate accuracy, and generally yields results comparable to other options, such as average level (AL), as noted by Aggarwal et al for several ions of Kr [22] and Xe [23] .
Energy levels
Although Ti VII is moderately heavy (Z = 22) and 6 times ionised, CI is very important for an accurate determination of energy levels. This was also noted earlier for Ti VI [2] and Ti X [3] . For this reason, earlier workers have also included CI with additional configurations. For example, Froese-Fischer et al [17] included a very large CI with up to n ≤ 7 and ℓ ≤ 4 orbitals. Bearing in mind that our interest is in the lowest ∼250 levels and following some tests with a number of configurations, we have arrived at the conclusion that an elaborate CI needs to be included, particularly among the following configurations: 3p 4 These 31 configurations generate 4186 levels in total and closely interact and intermix. The highest energy range for these levels is up to ∼ 15 Ryd and for the lowest 250 levels is below 7 Ryd. Thus the configurations included span a wide energy range.
Lowest 48 levels
In Table 1 [15] , [16] ), but not highly (except a few), and hence may be unambiguously identified, based on the dominant component of the mixing coefficients, listed in the last column of Table 1 . Furthermore, a similar discrepancy with the NIST listings has also been recently noted for the levels of Ti VI [2] and earlier for Kr ions [22] . Differences in energy levels between our calculated results and the NIST listings (with revised term labels as listed here) are up to 0.1 Ryd for some of the higher levels. The energies reported by Bièmont [16] and Singh et al [15] are closer to the NIST values, because both have made adjustments whereas our calculations are ab initio. However, energies from the MCHF calculations by Froese-Fischer et al [17] are also closer to the NIST listings, although many levels are missing from the latter. For levels for which NIST listings are not available, differences between our results from grasp and those of Bièmont [16] and Singh et al [15] from the HFR and CIV3 codes are up to 0.15 Ryd for several levels -see for example levels 10-25 in [17] .
To further assess the accuracy of our results, we have performed another calculation with the Flexible Atomic Code (fac) of Gu [24] , available from the website http://sprg.ssl.berkeley.edu/~mfgu/fac/. This is also a fully relativistic code and provides a variety of atomic parameters with comparable accuracy, particularly for energy levels and A-values, as already shown for several other ions, see for example: Aggarwal et al [25] for Mg-like ions and [2] - [7] for Ti ions. In addition, an advantage of this code is its high efficiency, which means that reasonably large calculations can be performed within a time frame of a few weeks. Hence one can experiment with an extensive inclusion of CI in the fac code, and the results obtained are helpful in assessing the accuracy of our energy levels (particularly the higher ones to be discussed later) and radiative rates.
As with the grasp code, we have performed a series of calculations using fac with increasing amounts of CI. However, here we focus on only three calculations, namely (i) FAC1, which includes exactly the same 4186 levels/configurations as in GRASP, (ii) FAC2, which includes 38,694 levels from all possible combinations of the 3*6 and 3*5 4*1 configurations, and (iii) FAC3, which also includes levels of the 3*5 5*1 and 3*5 6*1 configurations, i.e. 159,162 in total. This is to date the largest calculation performed by us. The results obtained from these three calculations are also listed in Table 1 . All calculations yield (nearly) the same orderings as in our present results with grasp, and agree with each other within 0.04 Ryd. The FAC1 energy levels agree with GRASP2 to within 0.01 Ryd, which means that with the inclusion of the same CI both codes yield comparable results. However, the additional CI in FAC2 lowers the energies by up to 0.03 Ryd, but the inclusion of even larger CI in FAC3 is of no significance, because the two sets of energies (FAC2 and FAC3) agree within 0.01 Ryd. The agreement between the grasp and all fac calculations is within 0.05 Ryd, which is highly satisfactory. Furthermore, the energy levels obtained in FAC2/FAC3 are comparatively in better agreement with the MCHF results of Froese-Fischer et al [17] . This indicates that the inclusion of larger CI (in MCHF and FAC2/FAC3) improves the accuracy of Ti VII energy levels, and brings theory and experiments closer in agreement. To conclude, we may state that energy levels from the grasp, fac and MCHF calculations listed in Table 1 are comparatively more accurate than those from the HFR and CIV3 codes. Finally, based on the comparisons made above among a variety of calculations, the energy levels from the grasp code are assessed to be accurate to 0.1 Ryd.
3p
3 4s levels
The 3p 3 4s configuration generates 10 levels which are listed in Table 2 . NIST energies are available for most of these levels and theoretical results have been reported by Bièmont [16] and Singh et al [15] , which are included in Table 2 for comparison. Our results obtained with the grasp and fac calculations described above are also included in the table. As for the levels of Table 1 , the Breit and QED contributions are negligible and there is no discrepancy between the GRASP2 and FAC1 energies. Those obtained by Bièmont and Singh et al agree with each other as well as with NIST, because of the adjustments made, whereas our results from grasp are higher by up to 0.1 Ryd. However, the additional CI included in FAC2 lowers the energies by up to 0.1 Ryd and brings the results closer to the experimental values without any adjustment. As with the levels of Table  1 , further inclusion of CI in FAC3 is of no additional advantage.
3s3p 4 3d levels
The 3s3p 4 3d configuration generates 56 levels, listed in Table 3 . The only other results available in the literature are from the recent calculations of Singh et al [15] obtained with the CIV3 code. Their energy levels are listed in Table 3 along with our calculations with the grasp and fac codes. As with the levels of Tables 1 and 2 Table 3 , and differ by up to 1 Ryd for some of the levels -see for example, 30-34 and particularly 35-37. Their overestimation of energies is clearly due to the inclusion of inadequate CI, as has also been noted for the levels of Table 1 .
Lowest 231 levels
In Table 4 Table 4 (see supplementary data, available online at stacks.iop.org/PhysScr/vol/number/mmedia). This is partly because both codes provide energies with comparable accuracy as demonstrated and discussed in sections 2.1 to 2.3, but mainly because the LSJ designations of the levels are also determined in the grasp code. For a majority of users these designations are more familiar and hence preferable. However, we note that the LSJ designations provided in this table are not always unique, because some of the levels are highly mixed, mostly from the same but sometimes with other configurations. Therefore as in Table 1, in Table 4 also we have listed mixing coefficients. This problem is common to most calculations, particularly for those ions in which CI is very important, such as Ti VI [2] and Ti X [3] . Furthermore, because of mixing it is easier to identify levels in a GRASP calculation than in FAC. Therefore, care has been taken to provide the most appropriate designation of a level/configuration, but a redesignation of these cannot be ruled out in a few cases, such as for levels 86 (3p
For the 231 levels listed in Table 4 (see supplementary data, available online at stacks.iop.org/PhysScr/vol/number/mmedia), comparisons with the NIST compilations of experimental energies has been possible for only a few, as shown in Tables 1 and 2 . There are no major discrepancies with our calculations, although the term labels of the levels differ in a few instances as noted in section 2.1. However, extensive comparisons have been possible, for about half of the levels, with other available theoretical work, particularly of Singh et al [15] , as shown in Tables 1-3 . Based on these comparisons it is concluded that CI is very important for the energy levels of Ti VII, but mostly among those configurations whose levels interact closely. Singh et al also included a large CI in their calculations with the CIV3 code [18] , but that is not as extensive as considered in the present work or in the earlier calculations of Froese-Fischer et al [17] . Similarly, they adjusted their calculated energies using the NIST compilations, but this has not been useful as experimental energies are available for only a few. For these reasons, differences between our calculations and those reported by Singh et al are significant (up to 1 Ryd) for many levels, and their orderings also differ in a few instances. On the other hand, our GRASP2 and FAC1 energies are comparable for most of the levels, in both magnitude as well as orderings. Thus we have confidence in our results, and based on a variety of comparisons assess the accuracy of our energy levels listed in Table 4 (see supplementary data, available online at stacks.iop.org/PhysScr/vol/number/mmedia) to 6 be better than 1%.
Radiative rates
The absorption oscillator strength (f ij ) and radiative rate A ji (in s −1 ) for a transition i → j are related by the following expression:
where m and e are the electron mass and charge, respectively, c the velocity of light, λ ji the transition energy/wavelength inÅ, and ω i and ω j the statistical weights of the lower i and upper j levels, respectively. Similarly, the oscillator strength f ij (dimensionless) and the line strength S (in atomic unit, 1 a.u. = 6.460×10 −36 cm 2 esu 2 ) are related by the following standard equations:
for the electric dipole (E1) transitions:
for the magnetic dipole (M1) transitions:
for the electric quadrupole (E2) transitions:
and for the magnetic quadrupole (M2) transitions:
The A-and f-values have been calculated in both Babushkin and Coulomb gauges, which are equivalent to the length and velocity forms in the non-relativistic nomenclature. However, the results are presented here in the length form alone which are considered to be comparatively more accurate [26] - [28] . In Table 5 (see supplementary data, available online at stacks.iop.org/PhysScr/vol/number/mmedia) we present transition energies (∆E ij inÅ), radiative rates (A ji in s −1 ), oscillator strengths (f ij , dimensionless), and line strengths (S in a.u.) for all 5758 electric dipole (E1) transitions among the lowest 231 levels of Ti VII. The indices used to represent the lower and upper levels of a transition have already been defined in Table 4 (see supplementary data, available online at stacks.iop.org/PhysScr/vol/number/mmedia). Also, in calculating the above parameters we have used the Breit and QED-corrected theoretical energies/wavelengths as listed in Table 4 . However, only A-values are included in Table 5 for the 11,111 electric quadrupole (E2), 7994 magnetic dipole (M1), and 7870 magnetic quadrupole (M2) transitions. Corresponding results for f-or S-values can be easily obtained by using Eqs. (1) (2) (3) (4) (5) .
In Table 6 we compare our f-values for transitions from the levels of 3p 4 to the 3s3p 5 and 3p 3 3d configurations of Ti VII, which are common to all existing calculations. It may be noted that level indices representing transitions correspond to those of Many transitions are unfortunately missing from the CIV3 calculations of Singh et al [15] and some of these are comparatively strong, such as: 1-41, 2-41/45 and 3-41. Furthermore, discrepancies between the CIV3 f-values and other calculations listed in Table 6 are up to five orders of magnitude -see for example, transitions 1-16/31/33, 2-15/31/33/34, 3-17/31 and 4-36. In some cases the CIV3 f-values are larger (such as 1-16) whereas for others they are smaller (such as 1-31), and hence there is no systematic trend in the discrepancies. From the comparisons shown in Table 6 it can be concluded with confidence that not only are the results of Singh et al incomplete but also unreliable. The main reason, in our opinion, for these large discrepancies is the inadequate inclusion of CI in their calculations. Furthermore, a normal practice in a CIV3 calculation is to first survey all levels of a configuration and then eliminate those whose eigenvectors are below a certain magnitude (say ∼ 0.2) before performing a final run for transition rates. This exercise is undertaken to keep the calculations manageable within the limited computational resources available. This elimination process particularly affects the weak(er) transitions, say with f ≤ 0.001. Similar differences, and for the same reasons, were noted by Aggarwal et al [29] in their calculations for transitions in Fe IX [30] , and more recently by Aggarwal and Keenan for Ti VI [2] and Ti X [3] . We also note that (perhaps) Singh et al have relied too much on improving the accuracy of their energy levels by making adjustments based on the NIST listings. As discussed earlier [31] , we emphasise that the process of fine-tuning may make the theoretical energy levels more accurate in magnitude, but not the subsequent calculations of f-values (or other parameters such as lifetimes and collision strengths), if inherent limitations are already present.
The HFR f-values of Bièmont [16] are comparable with our results with grasp or the earlier ones of FroeseFischer et al [17] with the MCHF code for most of the strong transitions, but there are discrepancies for the weaker ones of up to three orders of magnitude for a few, such as: 1-31, 2-34 and 3-17. The main reason for these large discrepancies is the insufficient inclusion of CI in the calculations of Bièmont. However, generally there is a good agreement between our f-values and those of Froese-Fischer et al for most of the transitions, strong as well as weak. This is primarily because both calculations have included extensive CI in the generation of transition rates. Nevertheless, there are also a few transitions (such as 1-16/41, 2-26/32/34 and 4-31/32) for which the differences are noticeable, but are still within an order of magnitude. Considering that many of the transitions listed in Table 6 have very small f-values, this general agreement among three independent calculations by three different methods is highly satisfactory, and confirms that our results listed in Table  5 (see supplementary data, available online at stacks.iop.org/PhysScr/vol/number/mmedia) are accurate to ∼20% for a majority of transitions, particularly the strong ones with f > 0.001.
One of the general criteria to assess the accuracy of radiative rates is to compare the length and velocity forms of the f-or A-values, although the primary parameter to calculate is the S-value. This is because Avalues are (normally) employed in the modelling of plasmas (along with other parameters), but are comparatively large in magnitude. On the other hand f-values are smaller, easy on the eyes, and give an indication of the strength of a transition. Furthermore, for ∼ 60% of the E1 transitions f-values have magnitudes similar to the S-values (see Table 5 ), i.e. within an order of magnitude, and therefore make a sense to compare. However, such comparisons are flexible and only desirable, but are not a fully sufficient test to assess accuracy, as calculations based on different methods (or combinations of configurations) may give comparable f-values in the two forms, but entirely different results in magnitude. Nevertheless, in Table 5 we have also listed the velocity/length (i.e. Coulomb/Babushkin) ratio of the A-values, which are directly proportional to the Svalues as seen in Eq. (2) . Generally, there is good agreement between the length and velocity forms of the fvalues for strong transitions (f ≥ 0.01) as already seen in Table 6 , but differences between the two can sometimes be substantial, even for some very strong transitions, as demonstrated by several examples by Aggarwal et al [25] . Nevertheless, for almost all of the strong E1 transitions the two forms agree to within 20%, but the differences for 163 (<3%) of the transitions are slightly larger. In fact, for only 14 transitions do the f-values differ by over 50%, but are still within a factor of three. Therefore, on the basis of these and earlier comparisons shown in Table 6 we may reaffirm that for a majority of the strong E1 transitions, our radiative rates are accurate to better than 20%. However, for the weaker transitions this assessment of accuracy does not apply, because such transitions are very sensitive to mixing coefficients, and hence differing amount of CI (and methods) produce different A-values, as discussed in detail by Hibbert [32] . This is the main reason that the two forms of f-values for some weak transitions sometimes differ significantly (by orders of magnitude), and examples include 2-214 (f = 7.2×10 −15 ), 9-66 (f = 1.6×10 −7 ) and 21-49 (f = 6.7×10 −6 ). Although f-values for weak transitions may be required in plasma modelling for completeness, their contribution is normally less important compared to stronger transitions with f ≥ 0.001. For this reason many authors (and some codes) do not normally report A-values for very weak transitions.
The accuracy assessment made above for the f-or A-values of E1 transitions is mostly based on the comparisons made in Table 6 and the ratio of their velocity and length forms discussed above, but are mostly applicable for transitions with significant magnitude of f-or S-values. Any other criteria or comparison with other calculations with comparable complexity, preferably by another method/code, may lead to a (slightly) different conclusion. A similar comparison for the E2, M1 and M2 transitions is not possible, mainly because they are comparatively much weaker, and hence susceptible to vary with differing amounts of CI. Furthermore, there are no similar data available in the literature with which to make comparisons.
Lifetimes
The lifetime τ of a level j is defined as follows:
In Table 4 (see supplementary data, available online at stacks.iop.org/PhysScr/vol/number/mmedia) we list lifetimes for all 231 levels from our calculations with the grasp code (corresponding to GRASP2). These results include A-values from all types of transitions, i.e. E1, E2, M1 and M2.
Lifetimes for two levels, i.e. 3s3p 5 3 P 0 2 (6) and 3s3p 5 1 P 0 1 (9), have been measured by Dumont et al [11] to be 0.66±0.05 and 0.30±0.02 ns, respectively. For both levels, E1 transitions dominate and the measurements agree well with our theoretical results of 0.72 and 0.24 ns, respectively. Measurements of lifetimes for additional levels of Ti VII would be helpful for a further assessment of the accuracy of our calculations.
Conclusions
In the present work, energy levels, radiative rates, oscillator strengths and line strengths for transitions among 231 fine-structure levels of Ti VII are computed using the fully relativistic grasp code, and results reported for electric and magnetic dipole and quadrupole transitions. For calculating these parameters an extensive CI (with up to 4186 levels) has been included, which has been observed to be very significant, particularly for the accurate determination of energy levels. Furthermore, analogous calculations have been performed with the fac code and with the inclusion of even larger CI with up to 159,162 levels, but most of the additional configurations included do not appreciably affect the magnitude or orderings of the lowest 231 energy levels considered in this work. Based on a variety of comparisons among different calculations, the reported energy levels are assessed to be accurate to better than 1%.
There is a paucity of measured energies for a majority of the levels of Ti VII. However, for the common levels there is no major discrepancy with our calculations, although the orderings slightly differ in a few instances. Other theoretical energies are available, mostly from a recent calculation by Singh et al [15] , but only for about half the levels. However, discrepancies with their results are up to 1 Ryd, and based on several comparisons their listed energies are not assessed to be accurate. Discrepancies are even greater, up to five orders of magnitude, for the f-values between their data and the present as well as earlier calculations. As for the energy levels, extensive comparisons, based on a variety of calculations with the grasp and fac codes, have been made for the f-values, and the accuracy of these is assessed to be ∼ 20% for a majority of the strong transitions.
Lifetimes are also reported for all levels, but measurements are available for only two, for which there is a good agreement with theory. Finally, calculations for energy levels have been performed for up to 159,162 levels of Ti VII, and for radiative rates up to 4186 levels, but for brevity results have been reported for only the lowest 231 levels. However, a complete set of results for all calculated parameters can be obtained on request from one of the authors (K.Aggarwal@qub.ac.uk). 
