Starting from recent determination of Fe, O, Na abundance on a restricted sample (N = 67) of halo and thick disk stars, a natural and well motivated selection criterion is defined for the classification of globular cluster stars. An application is performed to M13 using a sample (N = 112) for which Fe, O, Na abundance has been recently inferred from observations. A comparison is made between current and earlier M13 star classification. Both O and Na empirical differential abundance distributions are determined for each class and the whole sample (with the addition of Fe in the last case) and compared with their theoretical counterparts due to cosmic scatter obeying a Gaussian distribution whose parameters are inferred from related subsamples. The occurrence of a fit between empirical and theoretical distribution is interpreted as absence of significant chemical evolution and vice versa. The procedure is repeated with regard to four additional classes according if oxygen and sodium abundance is above (stage CE) or below (stage AF) a selected threshold. Both O and Na empirical differential abundance distributions, related to the whole sample, exhibit a linear fit for AF and CE stage. Within the errors, the oxygen slope for CE stage is equal and opposite in sign with respect of the sodium slope for AF stage, while the contrary holds in dealing with the oxygen slope for AF stage with respect to the sodium
slope for CE stage. In the light of simple models of chemical evolution applied to M13, oxygen depletion appears to be mainly turned into sodium enrichment for [O/H]≥ −1.35 and [Na/H]≤ −1.45, while one or more largely preferred channels occur for [O/H]< −1.35 and [Na/H]> −1.45. In addition, the primordial to current M13 mass ratio can be inferred from the true sodium yield in units of the sodium solar abundance. Though the above results are mainly qualitative due to large (∓1.5 dex) uncertainties in abundance determination, still the trend exhibited is expected to be real. The proposed classification of globular cluster stars may be extended in a twofold manner, namely to (i) elements other than Na and Fe and (ii) globular clusters other than M13.
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Introduction
Globular clusters (GCs) are fundamental building blocks of galaxies and most of them are among the oldest stellar systems. Abundance analysis of GC stars provides valuable clues for understanding the evolution of both the cluster in itself and the hosting galaxy.
In the past, GCs were conceived as the result of an initial burst of highly efficient star formation, where the remaining gas was blown up by type II supernova (SNII) explosions together with SNII ejecta. Gas returned later from planetary nebulae was blown up by type Ia supernova (SNIa) explosions together with SNIa ejecta. Accordingly, GC stars were expected to be coeval and with element abundance affected only by cosmic scatter.
Abundance surveys with increasingly precise instrumentation disclosed consistent star-to-star abundance variation of light elements (from C to Al). At least in several cases, significant variations in He abundance were inferred. For further details and complete references, an interested reader is addressed to recent comprehensive GC abundance surveys (e.g., Carretta et al. 2009a Carretta et al. , 2009b ), reviews (e.g., Piotto 2009; Gratton et al. 2012 ) and investigations (e.g., Johnson and Pilachowski 2012, hereafter quoted as JP12; Conroy 2012, hereafter quoted as C12).
More specifically, interpretation of recent data disclosed the following. (i) GC normal (i.e. similar photospheric composition with respect to field halo stars) and anomalous (i.e. different photospheric composition with respect to field halo stars) stars affect the total mass to a comparable extent. (ii) Light element abundance undergoes a continuous variation passing from GC normal to most anomalous stars. (iii) GC anomalous stars exhibit enhanced N, Na, Al; depleted O, Mg; more or less unchanged Si, Ca, Fe; enhanced He; anticorrelations such as O-Na, Mg-Al; multiple evolutionary sequences in the colour-magnitude diagram.
An explanation of the above mentioned items, within the framework of a single model, is not an easy matter. For instance, GC normal and anomalous stars in comparable proportion would imply more massive GCs at birth and/or substantially different initial stellar mass function if anomalous abundances are due to asymptotic giant branch (AGB) stars (3 < ∼ m/m ⊙ < ∼ 8); a continuous variation of light elements passing from GC normal to most anomalous stars would imply (at least) two star generations separated by a time interval larger than about 0.1 Gyr and, in addition, inhomogeneous mixing between recycled material from AGB stars and inflowing primordial gas, or be a mere effect of mesaurement errors; O-Na and Mg-Al anticorrelations together with enhanced He would imply high-temperature proton-capture burning within AGB stars and/or rapidly rotating massive main-sequence stars and/or massive binary stars; for further details and complete references an interested reader is addressed to recent investigations (e.g., JP12; C12) and proceedings (e.g., Renzini 2013; Ventura et al. 2013) .
GC anomalous stars are usually subclassified as extreme and intermediate, according if light elements are substantially or moderately enhanced/depleted with respect to field halo stars of similar Fe abundance (e.g., JP12). On the other hand, no general consensus still exists about a definition of GC normal (or primordial), intermediate and extreme stars, in absence of a related physical criterion for distinguishing one from the others. A rigorous GC star classification would be useful for tracing the past history of the Galaxy and, in fact, can be made using recent abundance determinations available for a sample of halo and low-metallicity ([Fe/H] < −0.6) thick disk stars (Nissen and Schuster 2010, hereafter quoted as NS10; Ramirez et al. 2012 , hereafter quoted as Ra12).
The present note is aimed to this respect, where special effort is devoted to O, Na, Fe, whose abundances are known for about one hundred M13 stars (JP12). Following a current attempt (Caimmi 2013 ), a rigorous GC star classification is provided in Section 2. An application to M13, including both star classification and differential element abundance distribution, is shown in Section 3. The implications for halo formation and evolution, in the light of a simple model of chemical evolution, are discussed in Section 4. The conclusion is outlined in Section 5.
A rigorous GC star classification
The fractional logarithmic number abundance or, in short, number abundance, can be inferred from recently studied samples of solar neighbourhood FGK-type dwarf stars (NS10; Ra12), as [ 
with the possible exception of OL stars. For further details refer to a current attempt (Caimmi 2013 ).
Aiming to an application to M13, where O, Na, Fe number abundances have recently been determined for about one hundred stars (JP12), the current investigation shall be restricted to Q = Na, Fe, keeping in mind it can be extended to any element for which number abundances are available for a large star sample. The main sequences chosen for iron and sodium, [ , respectively, top left panels, together with data from LH (squares), HH (crosses), KD (saltires), OL ("at" symbols) subsamples, taken from a current attempt (Caimmi 2013 ). The selected slopes are a compromise between related regression lines (Caimmi 2013) .
GC stars are currently subsampled into three populations according if the O-Na anticorrelation is absent, weak, strong, defined as primordial (P), intermediate (I), extreme (E), respectively (e.g., JP12). In general, GC stars are classified as normal, if element abundance is similar to their field halo counterparts with equal iron abundance, and anomalous if otherwise (e.g., C12). In both cases, no general consensus still exists on a selection criterion.
With respect to a selected element, Q, let GC P stars be defined as those lying within the main sequence defined by field halo stars on the 
where i = 0 labels the main sequence populated by field halo stars, i < 0 and i > 0 label parallel sequences towards larger and lower [O/H], respectively, for fixed [Q/H]. In this view, a generic GC star can be classified as belonging to a sequence labelled by an integer, i, with regard to a selected element, Q.
3 Application to M13 
where (A i , A j ) relate to Fe and Na classification, respectively, of a selected sample star and the sum or the double sum extends over the whole set of possibilities for an assigned class. Accordingly, a selected sample star is defined by the coordinates, (A i , A j ), −1 ≤ i ≤ 3, −1 ≤ j ≤ 4, i and j integers, where the first and the second place within brackets relate to Fe and Na, respectively. The whole set of JP12 sample star data used in the current note is reported in Appendix A. The partition of star classes, (A i , A j ), into populations, P, I, E, as defined in the parent paper (JP12), is shown in Table 1 . The partition of star classes, N, T, H, as defined by Eq. (5), into populations, P, I, E, is shown in Table  2 . It can be seen class N hosts about two thirds of P stars together with a few I stars, while class T hosts about one quarter of P stars and slightly less than one half of I stars. On the other hand, class H hosts a few P stars, slightly more than one half of I stars and the whole amount of E stars.
In conclusion, a classification of M13 sample stars as N, T, H, instead of P, I, E, seems more complete in that it includes both O, Fe, Na, and rigorous in that it is defined in terms of mean sequences, parallel sequences, horizontal branches, O-Na anticorrelation, as shown in Figs. 3 and 4.
Differential element abundance distribution
For normalized element mass abundances, φ Q = Z Q /(Z Q ) ⊙ , the empirical differential abundance distribution reads:
where ∆N is the number of sample stars binned into
, N is the sample population, and the uncertainty on ∆N, (∆N) 1/2 , has been evaluated from Poissonian errors. In addition, log φ Q = [Q/H] to a good extent, which implies the following:
where the bin, ∆φ Q = ∆ + φ Q + ∆ − φ Q , is variable for fixed bin, ∆[Q/H], and vice versa. For further details and complete references, an interested reader is addressed to the parent papers (Caimmi 2011a (Caimmi , 2012a ).
The empirical differential abundance distribution, inferred from Eq. (6) with regard to JP12 sample, is listed in Table 3 for O, Na, and in Table  4 ∓ ψ, and the bin semiamplitude, ∆ ∓ φ, may be determined via Eqs. (7) and (9), respectively.
The results are plotted in Fig. 5 for Fe (top left panel), Na (top right panel), O (bottom right panel), all together (bottom left panel), respectively. Also plotted on each panel is the theoretical differential abundance distribution due to cosmic scatter, assumed to obey a Gaussian distribution with parameters inferred from JP12 sample, as listed in Table 5 . It can be seen the empirical differential abundance distribution is consistent with its counterpart due to cosmic scatter for Fe, while the contrary holds for O and Na. The point out of scale corresponds to oxygen abundance within a single star. The theoretical differential abundance distribution due to cosmic scatter for a selected element, Q, is explicitly expressed in Appendix B.
Further inspection of Table 6 .
The upper tail of oxygen distribution, −0.9 ≤ [O/H]≤ −0.7, consists of one star per bin, for a total of two, placed on the lower boundary of the main sequence, [Fe,O] , plotted in Fig. 3 , which might be outliers. The lower tail of oxygen distribution, −2.6 ≤ [O/H] ≤ −2.2, consists of no, one, or at most two stars per bin, for a total of five, placed on the extreme left of the horizontal branch plotted in Fig. 3 , which might be outliers.
The empirical differential abundance distribution, deduced from the JP12 sample for stars belonging to class N, T, H, T + H, is listed in Tables 7  and 8 for O and Na, respectively, where bin width and uncertainties are taken as in Table 3 . The results are plotted in Figs. 6 and 7 for O (left panels) and Na (right panels). Also plotted on each panel is the theoretical differential abundance distribution due to the cosmic scatter, assumed to obey a Gaussian distribution, with parameters inferred from the JP12 sample as listed in Table 5 . It can be seen the empirical differential abundance distribution is consistent with its counterpart due to cosmic scatter, to an acceptable extent, for class N (O, Na), T (Na), H (Na), while the contrary holds for class T
(O), H (O), T + H (O, Na).
The empirical differential abundance distribution, deduced from the JP12 sample for classes O − , O + , and Na − , Na + , is listed in Table 9 left and right panels, respectively, where bin widths and uncertainties are taken as in Table  3 . The results are plotted in Fig. 8 together with related theoretical differential abundance distributions due to cosmic scatter, assumed to obey a Gaussian distribution, with parameters inferred from the JP12 sample as listed in Table 5 . It can be seen the empirical differential abundance distribution is not consistent with its counterpart due to cosmic scatter.
The empirical differential oxygen and sodium abundance distribution, plotted in Fig. 5 , is characterized by the presence of two stages exhibiting a nearly linear trend, which shall be named as AF, CE, for increasing element abundance. Linear fits to each stage, ψ = aφ + b, are performed using the bisector regression (Isobe et al. 1990; Caimmi 2011b Caimmi , 2012b , leaving aside bins related to single stars. The regression line slope and intercept estimators and related dispersion estimators are listed in Table 10 for each stage of the O and Na empirical distributions plotted in Fig. 5 .
Interesting features shown in Table 10 read (i) the slope of oxygen distribution above the threshold (CE) and sodium distribution below the threshold (AF) are equal and opposite within the errors and (ii) the intercept of oxygen and sodium distribution above the threshold (CE) are equal within the errors. The regression lines are represented in Fig. 9 for each stage, according to slope and intercept values listed in Table 10 . To ensure continuity, AF and CE stages are bounded by the intersections of related regression lines. The results are listed in Table 11 , where OO denotes element abundance ranges without data, 0 ≤ φ ≤ φ i or φ ≥ φ f , and φ i and φ f are the mini- Table 7 : M13 empirical, differential oxygen abundance distribution deduced from the JP12 sample for stars belonging to class N (N = 13), T (N = 34), H (N = 64), T + H (N = 98). Errors as in Table 3 
Discussion
The GC star classification, defined in Section 2, is rigorous and well motivated in that it relates to the main sequence defined by field halo stars, as shown in Figs. 3 and 4 in the case under consideration of M13. The validity of the proposed classification may be tested in a twofold manner, namely by extending Figs. 3 and 4 to (i) elements other than Na, Fe, and (ii) GCs other than M13. In any case, the expected trend implies part of sample stars within the above mentioned main sequence, part on a horizontal branch (Fig. 3) or, in addition, on one or more parallel sequences towards lower oxygen abundance (Fig. 4) . For an assigned element, different GCs are expected to depart from the main sequence at different points, according to their primordial abundance in that element. Caution is needed in the interpretation of quantitative results, owing to currently large abundance mesaurement errors for GC stars (e.g., Renzini 2013). Let the trend exhibited by element abundance remain slightly affected even if the uncertainty on single stars is high, typically ∓1.5 dex for M13 (JP12). Under this assumption, valuable informations can be extracted from the empirical differential element abundance distribution, as shown in Table 11 : Transition points between adjacent stages, as determined from the intersection of related regression lines, for the empirical differential oxygen and sodium abundance distribution plotted in Fig. 9, top left and An inspection of Table 6 shows the whole amount of H stars is depleted in oxygen, [O/H] ≤ −1.35 (class O − ), while 55/64 of the total are enriched in sodium, [Na/H] > −1.45 (class Na + ), which might be interpreted in a twofold manner: either sodium enrichment is not the sole channel of oxygen depletion, or sodium is, in turn, partially depleted. In fact, the empirical differential sodium abundance distribution for classes N, T, H, is consistent, to an acceptable extent, with its theoretical counterpart due to intrinsic scatter, leaving aside a few sodium-deficient stars, as plotted in Fig. 6 . With regard to oxygen, a similar trend is exhibited for class N, while the contrary holds for class T, H. The above results are consistent with little or no chemical evolution for oxygen within class N and sodium within class N, T, H. On the other hand, oxygen chemical evolution did take place, even if partially, within class T, H, and, in any case, passing from O + to O − class and from Na − to Na + class.
To this respect, the simplest assumption is a constant yield for both oxygen and sodium, in the light of simple MCBR (multistage closed box + reservoir) models of chemical evolution (Caimmi 2011a (Caimmi , 2012a where gas inflow and outflow are allowed. In the special case of a linear fit to the empirical differential abundance distribution:
the slope has the explicit expression:
where Q = O, Na, and κ is the flow parameter, positive for outflow and negative for inflow. For further details refer to the parent papers (Caimmi 2011a (Caimmi , 2012a . The oxygen-to-sodium yield ratio, inferred from Eq. (11), reads:
where the slope ratio, a Na /a O , has necessarily to be negative for O depletion and Na enrichment, which implies an opposite sign for slopes related to classes O − , Na + , and O + , Na − , listed in 
in the former alternative and
in the latter alternative. According to Eq. As an exercise, let sodium chemical evolution in M13 be considered within the framework of simple MCBR models in the linear limit (Caimmi 2011a (Caimmi , 2012a . Sodium may be conceived as a primary element provided it is mainly synthesised from oxygen which is, in turn, a primary element. Accordingly, the following relations hold together with Eqs. (10)- (12): where µ is the gas mass fraction, s the long-lived star mass fraction, D the flowing gas mass fraction, ζ the ratio of Q abundance within the flowing gas to Q abundance within the pre existing gas, A Q a coefficient which may safely be expressed as A Q = 2(Z O ) ⊙ /(Z Q ) ⊙ , Q = Na in the case under discussion and the indexes, i, f, denote initial and final values, respectively, with regard to the stage considered. The free parameter is chosen to be the true sodium yield,p Na . The cut parameter, ζ Na , the flow parameter, κ, the active (i.e. available for star formation) gas mass fraction, µ f , the long-lived star mass fraction, s f , the flowing gas mass fraction, D f , determined in the linear limit for a true sodium yield in solar sodium abundance units,p Na /(Z Na ) ⊙ = 0.5, 1.0, 2.0, are listed in Table 12 The initial values at the AF stage are chosen as µ i = 1; s i = 0; D i = 0; accordingly, µ f is independent ofp Na /(Z Na ) ⊙ via Eq. (15) and the ratio, (s f ) CE /(s f ) AF , is independent ofp Na /(Z Na ) ⊙ via Eq. (16). If (s f ) CE and (µ f ) AF + (s f ) AF relate to the current and the primordial M13 mass, respectively, an inspection of Table 12 shows the primordial to current mass ratio amounts to about 10, 20, 40, forp Na /(Z Na ) ⊙ = 0.5, 1.0, 2.0, respectively, according to Eqs. (15)- (16) . Then the M13 primordial mass can be inferred, in the framework of the model, from the knowledge of the true sodium yield.
Conclusion
The main results of the current paper may be summarized as follows.
(1) Basing on the "mean sequence" defined by halo and thick disk low- (Caimmi 2013 ), a natural and well motivated selection criterion has been defined for classifying GC stars with respect to a selected element, Q, and to oxygen, O.
(2) An application has been performed to M13 using a star sample (N = 112) for which O, Na, Fe abundance is available (JP12): previously classified primordial stars are found to lie (leaving aside two exceptions) within the above mentioned main sequence (class N); previously classified intermediate stars are found to lie (in comparable amount) within both a parallel main sequence (towards lower [O/H]; class T) and a "horizontal branch" (class H); previously classified extreme stars are found to lie within the above mentioned horizontal branch; as shown in Table 2 and in Figs. 3, 4.
(3) Both O and Na empirical differential abundance distributions have been determined for each class and the whole sample (with the addition of Fe in the last case) and compared with their theoretical counterparts due to cosmic scatter obeying a Gaussian distribution whose parameters were inferred from related subsamples. For the whole sample, an acceptable fit has been found only for Fe, as shown in Fig. 5 , which has been extended to class N for both O and Na and to class T and H for Na with the exception of a few sodium-deficient stars, as shown in (5) In the light of simple MCBR models of chemical evolution in the linear limit, the ratio of M13 primordial to current mass has been found to be proportional to the true sodium yield in units of sodium solar abundance, as shown in Table 12 , where
As current abundance determinations, [Q/H], are affected by large (∓1.5 dex) uncertainties in GC stars, the above results are to be conceived as mainly qualitative, but the trends shown are expected to be real. As already mentioned in Section 4, the validity of the proposed classification may be tested in a twofold manner, namely by extending Figs. 3 and 4 to (i) elements other than Na, Fe, and (ii) GCs other than M13. 
where dN is the expected star number within a bin, centered on x, of infinitesimal width, dx. Keeping in mind [Q/H]= log φ Q to a good extent (e.g., Caimmi 2011a), the infinitesimal bin width reads:
which is equivalent to:
according to Eq. (20). The theoretical differential element abundance distribution due to cosmic scatter is inferred from the theoretical counterpart of Eq. (6): (ψ Q ) cs = log 1 ln 10
where cs denotes cosmic scatter and log φ Q = < [Q/H] >. 
