Freezing of gait (FoG) is a common gait disability in Parkinson's disease, that usually appears in its advanced stage. Freeze episodes are associated with falls, injuries, and psychological consequences, negatively affecting the patients' quality of life. For detecting FoG episodes automatically, a highly accurate detection method is necessary.
Introduction
Parkinson's disease (PD) is an age-related neurodegenerative disorder that is traditionally marked by motor symptoms, including tremor, muscular rigidity and freezing [1, 2] . In the absence of cure, treatment is aimed at alleviating these symptoms [3] . Freezing of gait (FoG), defined as episodes with inability to move, is the most common gait symptom in PD. Almost half of patients suffer from FoG and approximately 28% experience FoG episodes daily. FoG episodes become more frequent in the advanced stage of PD and they are associated with falls, injuries, psychological consequences (e. g.,, c. f., [4] ) and thus negatively affect the patients' quality of life considerably.
Currently, the standard procedure for FoG assessment involves self-reported diaries from patients and clinical assessment in a laboratory. Most assessment meth-ods are unfortunately subjective and can give biased information. First, FoG questionnaires and diaries depend on the subjective experience and memory of patients. Secondly, patients might exhibit different FoG patterns in laboratory tests than at home. Third, freeze episodes can be difficult to provoke in clinical assessment at a laboratory or a doctor's office [5] . Recent studies started to develop wearable assistants to detect FoG episodes [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] . These studies demonstrate, that wearable sensor data (i. e., accelerometers) can be used for the automatic detection of FoG episodes in order to help patients suppress freeze episodes. However, for implementation in daily life, a more accurate detection method is necessary. This paper presents a deep recurrent neural network (RNN) to detect FoG episodes using measurements obtained from 3D-accelerometers placed on the patient's ankle, trunk and thigh. In contrast to other approaches for detecting FoG using deep learning, we apply an RNN with Long Short-Term Memory (LSTM) cells in order to explicitly model and exploit the time series (history) information. Specifically, we focus on the methodology of FoG episode detection using a deep RNN and conduct a comprehensive analysis investigating suitable features and feature combinations extracted from the sensors' timeseries data. Understanding the important feature sets then enables explication and computational sensemaking [17, 18] . Furthermore, we compare the proposed approach to state-of-the-art baseline methods.
The proposed methodology for FoG episode detection consists of 6 stages depicted in Figure 1 : (1) Accelerometer data acquisition, (2) Data segmentation, (3) Feature extraction, (4) Feature selection, (5) Modeling (subject independent and dependent settings), and (6) Classification. Stage one and two can be grouped into a signal preprocessing phase, stages three and four into a feature set selection phase, while the final FoG detection phase is given by stages five to six.
After extracting highly informative features, based on the existing scientific literature, we then apply the proposed approach using a deep RNN with Long ShortTerm Memory cells. For evaluation, we apply a de-facto standard benchmark dataset for FoG detection, i. e., the Daphnet dataset [6] . This dataset has been applied in a multitude of previous approaches, e. g., [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] , and as discussed below, we outperform the baseline approaches significantly, in particular for subject-independent evaluation. For replication of our experiments, we make our code for performing the experiments and building the deep RNN model publicly available. 1 It is important to note, that we focus both on user dependent and user independent experiments, to detect freeze episodes, i. e., considering episodes for individual patients as well as the overall episodic patterns for our patient group. In total, we perform thirteen experiments with respect to the different sensor placement and we investigated which feature group is enough to successfully detect FoG episodes. Our experimental results
show that the frequency domain features extracted from the trunk sensor is the most informative feature group in the subject independent method, achieving an average AUC score of 93%, Specificity of 90% and Sensitivity of 81%. Moreover, the frequency and statistical features of all the sensors is identified as the best single input for the subject dependent method, achieving an average AUC score of 97%, Specificity of 96% and Sensitivity of 87%. With our applied LSTM method, our proposed approach outperforms the state-of-the-art baseline methods significantly.
Our contributions are summarized as follows:
1. We present a methodology for FoG episode detection applying a deep Recurrent Neural Network with Long Short-Term Memory cells exploiting feature sets derived from accelerometer data. 2. We perform a detailed analysis of features (and feature combinations) extracted from the sensors' time series regarding different options for sensor placement. 3. Our experimental results on a real-world benchmark data sets indicate that the trunk sensor yields the most informative feature group. Furthermore, the proposed approach outperforms our baselines, i. e., state-of-the-art approaches significantly. The rest of the paper is organized as follows: Section 2 outlines the background on FoG episodes, before Section 3 discusses related work. After that, Section 4 presents our approach. Next, Section 5 provides our results, which are discussed in Section 6 in detail. Finally, Section 7 concludes with a summary and interesting directions for future work.
Background
Several studies showed that wearable assistants utilizing accelerometer data can automatically detect FoG episodes and provide rhythmic auditory cueing that helps the patients to suppress the freeze episodes. Below, we summarize the main concepts for explaining our research context.
Overview
Next to Alzheimers disease (AD), Parkinsons disease (PD) the second most common, age-related neurodegenerative disorder, that effects 1% of the population over the age of 50 globally. PD progresses slowly many patients live between 10 and 20 years after after diagnosis with a severely reduced quality of life, due to cognitive and motor impairments. The progressive loss of dopaminergic and other neurons impairs motor abilities and causes tremors, bradykinesia and akinesia, commonly known as freezing. In addition to the main motor symptoms, a non-motor symptomatology, for instance personality change, anxiety, dementia, depression, sleep disorder, and hallucinations, may be present as well [19, 20] . In the absence of cure, medications or surgery merely target the PD symptoms [3] . While suffering from Parkinson's disease, and given that after some years the above-mentioned symptoms may become not only troublesome but even deadly [21] , treatment options have been explored in several studies.
Freezing of gait (FoG) is defined as a sudden and transient inability to walk, that affects approximately 50% of PD patients daily [4, 22] . The disabling phenomena is resistant to the existing parkinsonian medication [3] , thus a non-pharmacological treatment has been investigated by numerous studies.
Non-Pharmaceutical Treatment of FoG
The absence of a complete cure of Parkinson's disease and the inefficacy of pharmacological treatment of FoG incited clinicians, and patients to develop numerous behavioral tricks, to overcome freezing episodes, e. g., stepping over cracks in the floor, marching to command, shifting body weight, and walking to a beat [23] .
Rhythmic Auditory Stimulation (RAS) forms one of the most efficient instrument in gait improvement among patients suffering from FoG (PWF) [24] . RAS can provide a regular metronome ticking sound upon the detection of a FoG episode. The sound alerts the patient about the upcoming FoG event, in order to enhance their speed and improve their gait stability [25] . Recent clinical studies confirmed that the rhythmical ticking sound synchronizes with the gait and helps the PWF suppress the freezing episode and continue walking [26, 27] .
Nevertheless, despite its safety and efficacy, RAS suffers from a major drawback; its effectiveness weakens through time. Even if it is proven that with the assistance of the rhythmical ticking sound, the duration of a freeze episode is shorter and the patients return to the normal walking patterns [6] , a long lasting cuing is not recommended [28, 5, 29] as the efficiency of RAS decrease exponentially through time. Consequently, a context-aware cuing system, that is capable to detect freeze episodes properly and accurately and provide the rhythmical ticking on its onset, is required.
Related Work
Considering that PD is related to gait disorders and tremor, the movement patterns of such shivers and FoG episodes can be captured by wearable sensors.
Numerous studies on FoG detection use data collected from body sensors, where the 3D-accelerometer sensor appears to be the most popular. Moore et al. [14] conducted a study in the ambulatory monitoring of FoG, by utilizing 3D-accelerometer data extracted for sensors placed on the left shank of 11 patients suffering from FoG (PWF). They introduced the freezing index (FI) as the power of the body acceleration signal in the freeze band (3 to 8 Hz) divided by the power in the "locomotor" band (0.5 to 3 Hz) and they showed that the width of the optimal window was two times the duration of the shortest detected "freeze" episode. Bachlin et al. [6] developed a real-time wearable device for automatic FOG detection that automatically provides a cueing sound when FOG is detected. They used 3D accelerometer data extracted from body sensors, placed on the ankle, thigh, and trunk of 10 PWF and they reported an average Sensitivity of 73.1% and Specificity of 81.6% in the patient-independent method. Further studies on FoG detection reported that the system's performance is higher on patient-dependent or group dependent settings [7, 8] , rather than in subject-independent settings [6, 7, 8] .
In 2012, Mazilu et al. developed a wearable FoG detector based on a smart phone, also utilizing the Daphnet dataset [8] . They evaluated numerous supervised algorithms, namely Random Forest, C4.5 Decision Trees, Naive Bayes, multilayer perceptron, as well as boasting and bagging methods and they reported that machine learning techniques can adapt successfully the high in dimensionality features of the FoG episodes, instead of the commonly-used manual thresholds. In their most recent work, Mazilu et al. [30] developed a second dailylife wearable assistant for the PWF, based on a C4.5 Decision Trees algorithm and the FI as its feature. Similarly, Tripoliti et al. [31] designed a FoG detection system, using accelerometer and gyroscope data from PWF and healthy control subjects and evaluated four machine learning algorithms. The Random Forest was reported as the one with the best user-specific performance, with Sensitivity of 81.94%, Specificity of 98.74% and Accuracy of 96.11%.
Cole et al. [7] presented a dynamic neural network in their first attempt to detect the FoG episodes in patients with PD, while they performed random activities. They used signals from 3D accelerometer sensors placed on the shin, thigh and forearms and one electromyographic (EMG) sensor placed on the shin of the PD patient. Their FoG detector reported Sensitivity of 83% and Specificity of 97%. Hammerla et al. [32] explored deep recurrent neural networks across the Daphnet dataset [6] and the FoG detection problem as well. A more recent study by Coste et al. [33] introduced a new method for the observation of gait anomalies and FoG detection. They argued that the FoG criterion (FOGC) -the uninterrupted evaluation of frequency and stride length provides a better indicator of freezing compared to the FI. Their model obtained results of F1 scores of 76%. In the same year, Rodriguez et al. [34] published a study in which they proposed a posture algorithm to assess 20 PD patients and increased the Specificity of the current FoG detection approaches. Their method increased this metric by about 5% on average, while maintaining the Sensitivity. They performed their experiments by using a single 3D accelerometer placed on the waist of the subjects and they were able to reduce the false positives when the subjects were not in a standing position; for some patients, the Specificity was increased by 11.9% preserving the Sensitivity. Furthermore, Zhao et al. [35] used a single accelerometer sensor placed on the back of 23 PD patients who suffered from FoG episodes and they investigated to what extent the FI is able to successfully detect freeze events in terms of Sensitivity and Specificity. However, they targeted only FoG episodes happening for specific walking tasks such as full rapid turns and walking with short steps. Finally, they reported a Sensitivity of 75% and Specificity of 76%.
Recently, Rodriguez et al. [36] proposed a new machine learning approach for FoG detection based on a set of 55 features using a Support Vector Machine (SVM) classifier. Their data were composed of signals collected from a single 3D accelerometer sensor placed on the waist of 21 PD patients while they were performing activities of daily life at their home. They evaluated their system under two conditions: (1) a generic model, which was tested using a leave-one-out method and (2) a personalized model, which used part of the dataset of each subject. The reported results provide a Sensitivity and Specificity geometric mean of of 76% in the generic model and 84% in the personalized model. However, their method achieved a lower Specificity compared to the most comprehensive FoG detection methods.
Also, Murad et al. [37] proposed the use of deep recurrent neural networks (deep RNN) for designing a human activity recognition model, testing their model on the Daphnet dataset [6] . They found that the a deep RNN model with one bidirectional layer and two upper unidirectional layers yields the best results in terms of F1 score (93%). More recently, Camps et al. (2018) [38] proposed a deep learning method for detecting FoG episodes among PD patients. Their model was based on a convolutional neural network and they evaluated their model on signal data obtained from sensors placed on 21 PD patients. They reported a value of 90% for the geometric mean between Sensitivity and Specificity. In contrast to the works summarized above, this paper introduces a novel approach based on a deep recurrent neural network that detects successfully FoG episodes from signal information, not only in subject-dependent settings but in subject-independent as well. For that, we perform a detailed analysis of feature groups of different sensors. We compare our approach and results in relation to the methods presented above as baseline methods on the Daphnet dataset, and show its advantages outperforming the competing approaches significantly.
Method
Below, we first describe the dataset, preprocessing and feature extraction. Next, we describe the proposed approach including the deep recurrent neural network and model architecture. After that, we present the experimental setup, evaluation metrics and the comprehensive analysis of different feature groups within the set of the constructed features.
Dataset Description
In this paper, we utilize the publicly available Daphnet dataset, which has been developed to benchmark automatic methods to recognize the FoG episodes from wearable 3D accelerometer sensors attached on the leg, the thigh, and the trunk of PD patients [6] . The Daphnet dataset can be regarded as a publicly available de-facto benchmark dataset for FoG which has been used in multiple studies, e. g., [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] .
The Dapnet dataset is provided by the Laboratory for Gait and Neurodynamics at Tel Aviv Sourasky Medical Center (TASMC) and the Wearable Computing Laboratory at ETH Zurich. It contains data collected from three wireless accelerometer sensors placed on the ankle, thigh, and trunk of 10 PD patients. The sensors recorded 3D accelerations at 64Hz and transferred their data to a wearable computer, which was attached to the trunk of the subjects (along with the third sensor) and provided RAS upon the detection of a freeze episode.
The research protocol was based on two sessions, both designed to replicate a normal daily walking routine. During the first session, the wearable computer collected all the data and conducted online FoG detection, without RAS feedback. In the second session the same procedure was followed, however, the RAS feedback was activated. The subjects performed three basic walking tasks in both 10-15 minutes sessions, more specifically, (1) Walking back and forth in a straight line, including several 180-degrees turns; (2) Random walking with a series of initiated stops and 360 degrees turns; (3) Walking simulating activities of daily living, which included entering and leaving rooms, walking to the kitchen, getting something to drink and returning to the starting room with a cup of water. Afterward, the physiotherapists analyzed the recorded video along with the manual labels to identify the ground truth labels, the duration, the onset, and the end of the FoG episodes as well. The onset of a FoG episode was detected when the locomotion pattern, more specifically the alternation from left to right step, was decelerating, and the end of the FoG episode was considered as the moment that the pattern was accelerating. The physiotherapists labeled manually four activities, specifically standing, walking, turning, and freezing. However, after the video analysis, they categorized the activities standing, walking, and turning as "no freezing".
Altogether, 237 FoG episodes were detected (23.7±20.7 per subject), with duration of between 0.5s and 40.5s (7.3±6.7s). 93.2% of the FoG episodes lasted less than 20 seconds, where 50 percent were shorter than 5.4s. Consequently, for each 3D accelerometer sensor reading of the Daphnet dataset, the final ground truth class labels are 1 for "no freeze" and 2 for "freeze". It is worth pointing out that there is an extra class label (annotation) in the Daphnet dataset with the value 0, which is not part of the experiment, for instance the subject war performing activities unrelated to the protocol.
Preprocessing
One of the essential steps in the data mining process is data preprocessing. In our setting, we first deleted annotation 0, because it is not part of the experiment. The next step data preprocessing involves an additional time series, A mag , which was obtained by computing the magnitude of the three accelerations of the signals:
The next fundamental step is the application of windowing techniques, where the sensor signals are sliced into partially overlapping windows. We used a windowing function with a window length of 4 seconds (256 samples) and an overlap of 0.5 seconds (32 samples). After segmentation, relevant features are extracted from each window and the resulting feature vectors are used as training data.
Feature Extraction
Here, we focused on features described in the literature. We studied two feature extraction schemes, as suggested by Mazilu et al. [9] and Moore et al. [10] . For that, we computed statistical, time-domain and frequency-domain features over the signal data within each window. In most studies on FoG detection, a single input is used to extract features; for instance, a single axis from a single sensor (the vertical acceleration (X) of the sensor placed on the ankle) or the calculated magnitude of a single sensor. In our context, we choose both inputs for extracting features, however, we also applied a further method suggested by Moore et al. [10] : We use multiple inputs, where the feature values are computed from a matrix of inputs, i.e. multiple axis of multiple body sensors. Overall, we extracted an total number of 145 features for our experiments.
In our first feature extraction scheme, we extract a group of statistical and time-domain features. Time domain features are simple statistical and mathematical metrics, easily computed, and applied to extract basic and significant signal information within the sliced window. In the context of this paper, we extracted the statistical features based on expert knowledge. Mazilu et al., [9] and Moore et al. [10] extracted a wide range of statistical and time domain features and investigated their relevance for FoG detection. We decided to extract the average, standard deviation, variance, median, range, maximum and minimum, based on their reported top ranked features. We then extracted the above-mentioned statistical features for each of the three accelerometer axis -x,y,z-, for each body sensor -ankle, thigh and trunk-and for the magnitude of each sensor. Alltogether, we then obtain 84 statistical and time domain features in total.
More recently, Moore et al. [10] employed new feature selection techniques based on voting methods with clustering and correlation metrics, to identify the most discriminative ones. They introduced a novel frequency domain feature, the multi-channel FI (FI MC ), which was ranked as the most informative feature for their anomaly score detector. Similar to the single input FI, the multichannel FI is calculated from the power of the freeze band (PH) divided by the power of locomotor band (PL), which are summations of single powers over the N axis (N = 3 axis x 3 sensors). Also taking into consideration the studies of Mazilu et al. [9] and Moore et al. [10] and their reported top-ranked features we therefore extracted the Freeze Index, the Power Index, the energy, the power in the freezing frequency bands, the power in the locomotor frequency bands and the Multichannel Freeze Index (FI MC ). We extracted the abovementioned frequency domain features for each of the three accelerometer axis -x,y,z-for each body sensorankle, thigh, and trunk-and for the magnitudes of each sensor. We therefore obtain 61 additional frequencydomain features in total. A detailed description of the computed statistical and frequency domain features is given in the Table 1 .
Proposed Approach
In this paper, we utilize a recurrent neural network based on LSTM cells, in order to exploit the temporal dependencies within the movement data of PD patients.
Recurrent Neural Network (RNN)
RNNs are a powerful type of neural network, due to their "memory" which allows them to transfer information along the network, for an infinitive time [39] . Specifically, for every element of a sequence, they perform the same task and the output depends on the previous computations. In an RNN, the classification (output) of an input (feature vector) received by a hidden neuron at time t will be guided by all the previous inputs the same hidden neuron received at the time prior to t. During the past 30 years, LSTM networks have proved successful at a range of tasks requiring long memory, including music generation [40] , handwriting recognition [41, 42] , and speech recognition [43, 44] . The main reason for the success is that LSTM networks use a long range of contextual information. For our study, we will utilize an LSTM based RNN since a human activity recognition task is a classical sequence analysis problem, suitable for an LSTM based recurrent neural network.
Model Architecture
LSTM-based RNNs with deeper architecture are built by stacking multiple LSTM layers. The depth of neural networks is generally associated with the success of the approach on a wide range of challenging prediction problems. Given that LSTMs operate on sequence data, it means that the addition of layers adds levels of abstraction of input observations over time. In effect, chunking observations over time or representing the problem at different time scales. Similar to the neural networks with deep architectures, multilayer LSTM models have been successfully used in speech recognition [45, 46, 47] , as the experimental results suggest that this type of recurrent neural network outperforms the normal LSTM networks. Similarly, for human activity recognition tasks, the deep LSTM based RNN model outperforms the normal LSTM models [48] . Stacked LSTMs are now a stable technique for challenging sequence prediction problems. A Stacked LSTM architecture can be defined as an LSTM model comprised of multiple LSTM layers.
In order to form a model capable of learning richer data representations, we build a Stacked LSTM recurrent neural network, with two LSTM layers (see Figure 2) . Given the 3D accelerometer data, collected from three sensors placed on user's body, we use a sliding window with a length of four seconds; we extract features from each window and we utilize them as input sequences for the LSTM model. For an RNN model, the input involves three dimensions instead of two like the most machine learning algorithms. The three dimensions are the sequence size, the batch size, and the number of features. In each experiment of this research, the single input of our LSTM-based RNN model will depend on the group of the extracted features we choose to feed the network. Thus, the input layer receives the 3D volumetric input. After receiving the input values, the input layer connects into the first LSTM recurrent layer with several memory blocks ("smart" neurons), that afterward connects into the second LSTM recurrent layer. Finally, since we treat FoG prediction as a binary classification problem, the second LSTM layer, feeds into a fully connected dense layer with a sigmoid activation function, which obtains the predictions.
Experiments and Evaluation
We evaluated different feature groups extracted from different sensor placements in terms of detection accuracy in user-dependent and user-independent experiments. The reference for all our evaluations is the ground truth annotation provided by physiotherapists in the Daphnet dataset.
The performance of our proposed approach is based on window evaluation, i.e. for each window the output is compared to the reference annotation. The windows that are correctly labeled as "freeze" episodes are counted as True Positive (TP), while the wrongly labeled as FoG episode are counted as False Positives (FP). The windows that the system failed to correctly label as a FoG episode are counted as False Negatives (FN) and the windows correctly labeled as no FoG are counted as True Negatives (TN). The Sensitivity (S ens = T P T P+FN ) measures the ratio of the correctly 6 
Feature
Description Formula
Mean
The average signal value over the window
Standard deviation
The mean signal deviation compared to the average signal value over the window
Variance The square of the standard deviation
The median signal value over the window
The difference between the maximum and the minimum signal values over the window
The maximum signal value over the window
The minimum signal value over the window
The summation of the squared magnitudes of each FFT component of the signal, divided by the window length for normalization
Freeze Index The power in the "freeze" band (3-8Hz) divided by the power in the locomotor band (0.5-3Hz)
The sum of the power in the "freeze" band (3-8Hz) divided by the power in the locomotor band (0.5-3Hz)
Power in the freeze band
The sum of the power spectrum in the "freeze" band of frequencies (3-8Hz) divided by the sampling frequency
Power in the locomotor band
The sum of the power spectrum in the locomotor band of frequencies (0.53Hz) divided by the sampling frequency
The power of the freeze band (PH) divided by the power of locomotor band (PL),that are summations of single powers over the N axis (N = 3 axis x 3 sensors)
, where
* Given x is the signal, w the frequency, N the number of inputs, fs the sampling frequency and τ the window length ** Given the FFT transform of the signal is computed as:
*** Given F x (w) the conjugate of the FFT transform of the signal **** Given power spectrum of a signal is
The structure of our LSTM based RNN model consisting of an input layer which receives the 3D input (feature pool), two hidden layers containing LSTM cells and a final dense layer with a sigmoid activation function which return the output (freeze or non-freeze).
labeled FoG windows to the number of the referenced FoG windows, while the Specificity (S pec = T N T N+FP ) calculates the ratio of correctly predicted no-FoG windows to the number of the referenced no-FoG windows.
Additionally, the area under the curve (AUC) in ROC space is reported as performance metrics to evaluate our predictive model. An ROC curve plots the True Positive Rate (on the y-axis) versus the False Positive Rate (on the x-axis) for every possible classification threshold. Specifically, the True Positive Rate represents the ratio of the correctly labeled as "freeze" episodes to the number of actual "freeze" episodes, while the False Positive Rate represents the ration of the wrong predicted as "freeze" episodes to the number of the actual "nonfreeze" episodes. The AUC is used to quantify the performance of a classifier, estimating the percentage of the area under the ROC curve, where an AUC score equal to 0.5 indicates a purely random classifier, while an AUC score equal to 1 indicates the perfect classifier.
We perform several experiments and in each experiment, we used different feature groups. More specifically, we performed 3 experiments, each one of them consist of 4 rounds. The number of the experiment indicate a different feature group, i.e. statistical features for the first one, frequency features for the second one and a summation of statistical and frequency features for the third one. The number of each round indicates the different body sensor, i.e. ankle for the first one, thigh for the second, trunk for the third and a summation of them for the fourth one. Moreover, we perform a fourth experiment, where we use as input for our model the 25 most informative features which we determine by recursive feature elimination.
Environment
Our experiments were executed in a computing environment with the following features: Intel Core i7-6500U Processor (8 cores at 2.5 GHz), with 16GB of memory. The code for training the deep learning models implemented was written in Python (version 3.6), using the Keras library (version 2.0.6) [49] running on top of TensorFlow (version tensorflow-gpu 1.7.0). Furthermore, the code implemented for this work is publicly available at https://github.com/XXXXX-XXX/ deep-fog. 
Results
For evaluation, we considered both subject independent as well as subject dependent settings, accordingly using different foci for constructing the respective training and test datasets.
Subject independent method
In constrast to several computing approaches, our proposed RNN-based approach was also evaluated in user-independent settings. The RNN model was thus trained on data obtained from five participants, specifically patients 5, 6, 7, 8, 9 . Afterwards, it was tested on data from three remaining participants, specifically patients 1, 2 and 3. In order too obtain a more balanced dataset, we used the Synthetic Minority Oversampling Technique (SMOTE) on the training set. Afterwards, we trained our RNN model on the new, balanced training set, and we evaluated the performance of our model on the unseen test data obtained from the rest 3 patients. The results of the experiments depicted in Table 2 show that the best performing model in the subject independent setting is the one where we use frequency domain data from the trunk sensor as input for our model. Specifically, our RNN model achieves an AUC score of 93%, a Specificity of 85% and a Sensitivity of 89%. In other words, our model is able to detect 85 nonFoG episodes out of 100 non-FoG episodes and 89 FoG episodes out of 100 FoG episodes. The performance of our model is thus rather accurate and also very satisfying for practical settings since it can not only detect the "freeze" events (FoG episodes), but also the non-freeze events so as not to disturb the patients with unnecessary rhythmic sounds in an applied setting.
Subject dependent method
In the subject-dependent experiments, both training and test datasets are obtained from the same respective patient from the Daphnet dataset. We thus divide the data from each patient in a balanced way, 70% of the instances create the training dataset and 30% of the instances the test dataset. We preprocessed the training dataset using the Synthetic Minority Oversampling Technique (SMOTE) in an attempt to overcome the skewed imbalance and we get a new over-sampled training dataset where both "freeze" and "non-freeze" classes were equally represented. In the user-dependent method, we train our RNN model on the training set of each patient and evaluate the performance of our neural network model on the test dataset (unseen data) of the same patient. We report results on average performance measures on the whole dataset for our LSTM based RNN model. According to the results presented in Table 3 the best performances were obtained by statistical and time domain data extracted from the signals of the trunk sensor as single input for our model. Specifically, in the subject dependent method, our model obtained an 95% AUC score, with 87% Specificity and 83% Sensitivity values.
Discussion
In this paper, we investigated the performance of a deep learning approach for FoG detection using wearable sensors. We applied a deep RNN using LSTM memory cells. In our experiments we observed the performance of our proposed approach using new features (Moore et al. [10] ) that are more relevant and informative than those previously employed in FoG detection studies.
Our FoG detection model achieves an AUC score of 93%, with a Specificity of 85% in the subject independent method (frequency domain features extracted from the signals of the trunk sensor). Moreover, our proposed approach also works well in user dependent settings as well, reporting an average AUC score of 95%, with Specificity of 87% and Sensitivity of 83% (statistical and time domain data extracted from the signals of the trunk sensor). Our results also show that the frequency domain features extracted from the trunk sensor, especially the FI, are the most informative, a finding that confirms the results of Moore et al. [10] .
In relation to previous work, we can use the state-ofthe-art methods as baselines for comparison with our presented approach, since we use the same de-facto benchmark dataset (i. e., the Daphnet dataset) for FoG detection. To summarize, the results previously obtained by Bachlin et al. [6] , Hammerla et al. [32] , Mazilu et al. [8] and Moore et al. [10] were quite lower than the obtained by the presented model, at least in terms of Sensitivity in the subject independent method.
In particular, Bachlin et al. [6] achieved a Sensitivity 87.1% and a Specificity of 86.9% which is significantly lower than the scores obtained by our proposed approach. Furthermore, ompared to the results of Hammerla et al. [32] , both Specificity and Sensitivity (82%) were also significantly lower than the ones reported in this work. In a similar way, Moore et al. [10] reported a significantly lower level of Specificity (84.5%) and Sensitivity (87.5%) compared to our results. However, while Mazilu et al. [8] achieved a higher level of Specicity (95.38%), they were only able to cope with a quite lower value of Sensitivity (66.25%). Moreover, the performance of our model in the subject dependent method is comparable as well. Bachlin et al. [6] reported a lower level Specificity (92.4%), however they achieved a quite higher Sensitivity of 88.6%. Compared to the results of Mazilu et al. [8] both Sensitivity (99.69%) and Specificity (99.96%) are higher than the ones reported in this work. However, as also noted by the authors [8] there is a bias in their experiments concerning their experimental setup, and it is highly likely that these high values are due to overfitting to the majority class in their evaluation procedure. This is due to the fact that they applied purely random 10-fold cross validation, in contrast to our "balanced" evaluation procedure using SMOTE. Therefore, besides our superior performance in AUC (95%), in our proposed approach the average Sensitivity score was always higher than 55% and the average Specificity score was always higher than 80% for each patient.
At this point, we would also like to draw attention to the fact that Bachlin et al. [6] reported significant worse result in terms of Specicity for the patient 01 (38.7% Specicity and 97.1% sensitivity) and in terms of Sensitivity for the patient 08 (28.7% sensitivity and 87.7% specicity). In our experiments, the high variability in the movement performance of the patients reported in previous studies, is absent. The analysis of different sensor locations showed that the trunk sensor is sufficient for the successful detection of FoG episodes and the promising results point out the emergence of a smartphone or a wearable assistant that can automatically detect freeze episodes and provide RAS to the patients.
Finally, regarding the model design, our proposed approach significantly outperforms current approaches in subject-independent settings (offline FoG detection) in terms of Sensitivity, to the best of the authors' knowledge. Previous results obtained by [6, 8, 32, 10] demonstrated significantly lower performance than the results obtained from our presented approach. As reported in Table 4 , Mazilu et al. [8] and Bachlin et al. [6] achieved a higher Specificity but with a lower Sensitivity. In our experiments, significance was assessed adapting the method proposed by Demsar et al. [50] .
Conclusion
This paper presented a deep recurrent neural network to detect FoG episodes using 3D-acceleration measurements obtained from sensors placed on the patient's ankle, trunk and thigh. In contrast to other approaches for detecting FoG using deep learning, we proposed a methodology for FoG episode detection applying a Recurrent Neural Network with Long Short-Term Memory cells exploiting specific feature sets derived from accelerometer data. In particular, we investigated suitable features and feature combinations extracted from the sensors' time-series data. Here, we performed a comprehensive and detailed analysis of features (and feature combinations) extracted from the sensors' time series regarding different options for sensor placement. Understanding the important feature sets then enables explication and computational sensemaking [17, 18] , for example, for understanding the impact of single features, or enhanced profiling of FoG episodes in specific subgroups, e. g., [51, 52] .
In summary, our experimental results on a real-world benchmark data sets indicated that the trunk sensor yields the most informative feature group. Furthermore, the proposed approach outperforms a set of state-of-theart approaches selected as baselines significantly, in particular for the subject-independent method. This is especially important towards practical application.
For future work, we aim to incorporate more complex feature models, e. g., in order to include dependencies between sensors. Here, also the inclusion of a priori knowledge in knowledge-based approaches, e. g., [53, 54] and the combination with deep learning techniques is a promising direction [55] . Then, both the model construction itself can be complemented, as well as its explicative capabilities [17, 18] , e. g., regarding the transparency of the model, its interpretability and the generation of explanations. Furthermore, we aim to explore the applicability of the proposed approach and model in enhanced experiments on further datasets, also in similar domains like explicative activity recognition [56] , and its practical implementation in online settings for FoG detection. 
Reference
Window size (Tolerance) Specificity Sensitivity Bachlin et al. [6] 4s (1s) 81.6% (online) 86.9% (offline) 73.1% (online) 87.1% (offline Hammerla et al. [32] -82% 82% S. Mazilu et al. [8] 4s (1s) 95.38% 66.25% S. T. Moore et al. [10] 8s (0.5s) 84.5% 87.5% Our model 4s (0.5s) 85% 89%
