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Abstract
Here, the Morgan type uncertainty principle and unique continuation prop-
erties of abstract Schredinger equations with time dependent potentials are ob-
tained in Hilbert space valued function classes. The equations include linear
operator in abstract Hilbert spaces H dependent on space variables. So, by
selecting appropriate spaces H and operators, we derive unique continuation
properties for numerous classes of Schro¨dinger type equations and its systems,
which occur in a wide variety of physical systems.
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1. Introduction, definitions
In this paper, the unique continuation properties of the abstract Schro¨dinger
equations
i∂tu+∆u +A (x) u+ V (x, t)u = 0, x ∈ Rn, t ∈ [0, 1] , (1.1)
are studied, where A = A (x) is a linear operator, V (x, t) is a given potential
operator function in a Hilbert space H , the subscript t indicates the partial
derivative with respect to t, ∆ denotes the Laplace operator in Rn and u =
u(x, t) is the H-valued unknown function. The goal is to obtain sufficient con-
ditions on A, the potential V and the behavior of the solution u at two different
times, t0 = 0 and t1 = 1, which guarantee that u ≡ 0 in Rn × [0, 1]. This linear
result is then applied to show that two regular solutions u1 and u2 of non-linear
Schredinger equation
i∂tu+∆u+Au = F (u, u¯) , x ∈ Rn, t ∈ [0, 1] , (1.2)
for general non-linearities F , must agree in Rn × [0, 1], when u1 − u2 and its
gradient decay faster than any quadratic exponential at times 0 and 1.
Unique continuation properties for Schredinger equations have been studied
by [5-8] , [21-23] and the references therein. In contrast to the mentioned above
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results we will study the unique continuation properties of abstract Schredinger
equations with operator potentials. Abstract differential equations were studied
e.g. in [1], [10] , [13− 19], [25, 26] . Since the Hilbert space H is arbitrary and A,
V are possible linear operators, by choosingH , A and V we can obtain numerous
classes of Schro¨dinger type equations and its systems which occur in different
applications. If we choose the abstract space H a concrete Hilbert space, for
example H = L2 (G), A = L, V = q (x, t), where G is a domain in Rm with
smooth boundary, L is a elliptic operator with respect to the variable y ∈ G
and q is a complex valued function, then we obtain the unique continuation
properties of the following Schro¨dinger equation
∂tu = i [∆u+ Lu+ q (x, t)u] , x ∈ Rn, y ∈ G, t ∈ [0, 1] , (1.3)
where u = u (x, y, t). Moreover, let H = L2 (0, 1) and let A to be a differential
operator with generalized Wentzell-Robin boundary condition defined by
D (A) =
{
u ∈W 2,2 (0, 1) , Bju = Au (j) = 0, j = 0, 1
}
, (1.4)
Au = au(2) + bu(1),
where a and b are real valued functions on Rn × [0, 1]. Then, we obtain the
unique continuation properties of the Wentzell-Robin type boundary value prob-
lem (BVP) for the nonlinear Schredinger type equation
i∂tu+∆u+ a
∂2u
∂y2
+ b
∂u
∂y
= F (u, u¯) , (1.5)
u = u (x, y, t) , x ∈ Rn, y ∈ G, t ∈ [0, 1] ,
a (j) uyy (x, j, t) + b (j)uy (x, j, t) = 0, j = 0, 1, for a.e. x ∈ Rn, t ∈ (0, 1) .
(1.6)
Note that, the regularity properties of Wentzell-Robin type BVP for ellip-
tic equations have been studied e.g. in [11, 12 ] and the references therein.
Moreover, if put H = l2 and choose A and V (x, t) as infinite matrices [amj ],
[bmj (x, t)] , m, j = 1, 2, ...,∞ respectively, then we obtain the unique continua-
tion properties of the following system of Schredinger equation
∂tum = i

∆um + N∑
j=1
(amj + bmj (x, t))uj

 , x ∈ Rn, t ∈ (0, 1) . (1.7)
Let E be a Banach space and γ = γ (x) be a positive measurable function on
a domain Ω ⊂ Rn. Here, Lp,γ (Ω;E) denotes the space of strongly measurable
E-valued functions that are defined on Ω with the norm
‖f‖
p,γ
= ‖f‖Lp,γ(Ω;E) =
(∫
‖f (x)‖pE γ (x) dx
) 1
p
, 1 ≤ p <∞,
2
‖f‖L∞,γ(Ω;E) = ess sup
x∈Ω
‖f (x)‖E γ (x) , p =∞.
For γ (x) ≡ 1 the space Lp,γ (Ω;E) will be denoted by Lp = Lp (Ω;E) for
p ∈ [1,∞] .
Let p =(p1, p2) and Ω = Ω1 × Ω2, where Ωk ∈ Rnk . Lp1x Lp2t (Ω;E) will
denote the space of all E-valed, p-summable functions with mixed norm, i.e.,
the space of all measurable functions f defined on G equipped with norm
‖f‖Lp1x Lp2y (Ω;E) =



∫
Ω1
‖f (x, t)‖p2E dt


p1
p2
dx


1
p1
.
Let H be a Hilbert space and
‖u‖ = ‖u‖H = (u, u)
1
2
H = (u, u)
1
2 for u ∈ H.
For p = 2 and E = H is a Hilbert space, Lp (Ω;E) is to be a Hilbert space with
inner product
(f, g)L2(Ω;H) =
∫
Ω
(f (x) , g (x))H dx
for f , g ∈ L2 (Ω;H).
Let C (Ω;E) denote the space of E−valued, bounded uniformly continuous
functions on Ω with norm
‖u‖C(Ω;E) = sup
x∈Ω
‖u (x)‖E .
Cm (Ω;E) will denote the space of E-valued bounded uniformly strongly
continuous and m-times continuously differentiable functions on Ω with norm
‖u‖Cm(Ω;E) = max
0≤|α|≤m
sup
x∈Ω
‖Dαu (x)‖E .
Moreover, C∞0 (Ω;E)−denotes the space of E-valued infinity many differen-
tiable finite functions.
Let
Or = {x ∈ Rn, |x| < r} , r > 0.
Let N denote the set of all natural numbers, C denote the set of all complex
numbers.
Let Ω be a domain in Rn and let m be a positive integer. Wm,p (Ω;E)
denotes the space of all functions u ∈ Lp (Ω;E) that have generalized derivatives
∂mu
∂xmk
∈ Lp (Ω;E) , 1 ≤ p ≤ ∞ with the norm
‖u‖Wm,p(Ω;E) = ‖u‖Lp(Ω;E) +
n∑
k=1
∥∥∥∥∂mu∂xmk
∥∥∥∥
Lp(Ω;E)
<∞.
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Let E0 and E be two Banach spaces and suppose E0 is continuously and
densely embedded into E. Here,Wm,p (Ω;E0, E) denotes the spaceW
m,p (Ω;E)∩
Lp (Ω;E) equipped with norm
‖u‖Wm,p(Ω;E0,E) = ‖u‖Lp(Ω;E0) +
n∑
k=1
∥∥∥∥∂mu∂xmk
∥∥∥∥
Lp(Ω;E)
<∞.
Let E1 and E2 be two Banach spaces. Let L (E1, E2) will denote the space
of all bounded linear operators from E1 to E2. For E1 = E2 = E it will be
denoted by L (E) .
Let A is a symmetric operator in a Hilbert sapace H with domain D (A) .
Here, H (A) denotes the domain of A equipped with graphical norm, i.e.
‖u‖H(A) = ‖Au‖+ ‖u‖ .
The symmetric operator A is positive defined if D (A) is dense in H and
there exists a positive constant CA depend only on A such that
(Au, u) ≥ CA ‖u‖2 .
It is known that see e.g. [24, §1.15.1]) there exist fractional powers Aθ of the
positive defined operator A.
Let [A,B] be a commutator operator, i.e.
[A,B] = AB −BA
for linear operators A and B.
Sometimes we use one and the same symbol C without distinction in order
to denote positive constants which may differ from each other even in a single
context. When we want to specify the dependence of such a constant on a
parameter, say α, we write Cα.
2.1. Main results for absract Scro¨dinger equation
Consider the problem (1.1). Here,
X = L2 (Rn;H) , X (A) = L2 (Rn;H (A)) , Y k =W 2,k (Rn;H) , k ∈ N.
Definition 2.1. A function u ∈ L∞ (0, T ;H (A)) is called a local weak
solution to (1.1) on (0, T ) if u belongs to L∞ (0, T ;H (A)) ∩W 1,2 (0, T ;H) and
satisfies (1.1) in the sense of L∞ (0, T ;H (A)) . In particular, if (0, T ) coincides
with R, then u is called a global weak solution to (1.1) .
If the solution of (1.1) belongs to C ([0, T ] ;H (A))∩W 2,2 (0, T ;H) , then its
called a stronge solution.
Condition 1. Assume: (1) A = A (x) is a symmetric operator in Hilbert
space H with independent on x domain D (A) that is dense on H ;
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(2) ∂A∂xk are symmetric operators in Hilbert space H with independent on x
domain D
(
∂A
∂xk
)
= D (A) and
n∑
k=1
(
xk
[
A
∂f
∂xk
− ∂A
∂xk
f
]
, f
)
X
≥ 0,
for each f ∈ L∞ (0, T ;Y 1 (A));
(3)
n∑
k=1
(
xk
[
A
∂f
∂xk
+
∂A
∂xk
f
]
, f
)
X
≥ 0
for each f ∈ L∞ (0, T ;Y 1 (A));
(4) iA generates a Schro¨dinger grop and V (x, t) ∈ L (H) for (x, t) ∈ Rn ×
[0, 1] ;
(5) there is a constant C0 > 0 so that
Im ((A+ V ) υ, υ)H ≥ C0µ (x, t) ‖υ (x, t)‖2 ,
for x ∈ Rn, t ∈ [0, T ] , T ∈ (0. 1 ] and υ ∈ D (A), where µ is a positive function
in L1 (0, T ;L∞ (Rn)) ;
(6)
‖V ‖L∞(Rn×(0,1);L(H)) ≤ C, limR→∞ ‖V ‖L1tL∞x (L(H)) = 0,
where
L1tL
∞
x (L (H)) = L
1 (0, 1;L∞ (Rn/Or) ;L (H)) .
Let A = A (x) is a symmetric operator in Hilbert space H with independent
on x domain D (A) and
X (A) = L2 (Rn;H (A)) , Y k (A) =W 2,k (Rn;H (A)) , k ∈ N
Our main result in this paper is the following:
Theorem 1. Assume the Condition 1 holds and there exist constants a0,
a1, a2 > 0 such that for any k ∈ Z+ a solution u ∈ C ([0, 1] ;X (A)) of (1.1)
satisfy ∫
Rn
‖u (x, 0)‖2 e2a0|x|pdx <∞, for p ∈ (1, 2) , (2.1)
∫
Rn
‖u (x, 1)‖2 e2k|x|pdx < a2e2a1k
q
q−p
,
1
p
+
1
q
= 1. (2.2)
Moreover, there exists Mp > 0 such that
a0a
p−2
1 > Mp. (2.3)
Then u (x, t) ≡ 0.
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Corollary 1. Assume the Condition1 holds and
lim
|R|→∞
1∫
0
sup
|x|>R
‖V (x, t)‖L(H) dt = 0.
There exist positive constants α, β such that a solution u ∈ C ([0, 1] ;X (A)) of
(1.1) satisfy∫
Rn
‖u (x, 0)‖2 e2|αx|p/pdx+
∫
Rn
‖u (x, 1)‖2 e 2|βx|
q
q dx <∞, (2.4)
with
p ∈ (1, 2) , 1
p
+
1
q
= 1
and there exists Np > 0 such that
αβ > Np. (2.5)
Then u (x, t) ≡ 0.
As a direct consequence of Corollary1 we have the following result regarding
the uniqueness of solutions for nonlinear equation (1.2):
Theorem 2. Assume the Condition 1 holds and u1, u2 ∈ C
(
[0, 1] ;Y 2,k (A)
)
strong solutions of (1.2) with k ∈ Z+, k > n2 . Suppose F : H×H → H, F ∈ Ck,
F (0) = ∂uF (0) = ∂u¯F (0) = 0 and there exist positive constants α, β such that
e
|αx|p
p (u1 (., 0)− u2 (., 0)) ∈ X, e
|βx|q
q
(u1 (., 0)− u2 (., 0)) ∈ X, (2.6)
with
p ∈ (1, 2) , 1
p
+
1
q
= 1
and there exists Np > 0 such that
αβ > Np. (2.7)
Then u1 (x, t) ≡ u2 (x, t) .
Corollary 2. Assume the Condition 1 hold and there exist positive con-
stants α and β such that a solution u ∈ C ([0, 1] ;X (A)) of (1.1) satisfy∫
Rn
‖u (x, 0)‖2 e
2|αxj |p
p dx+
∫
Rn
‖u (x, 1)‖2 e
2|βxj |q
q dx <∞, (2.8)
for j = 1, 2, ..., n and p ∈ (1, 2), 1p + 1q = 1. Moreover, there exists Np > 0 such
that
αβ > Np. (2.9)
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Then u (x, t) ≡ 0.
Remark 2.1. The Theorem 2 still holds, with different constant Np > 0, if
one replaces the hypothesis (2.6) by
e|αxj |
p/p (u1 (., 0)− u2 (., 0)) ∈ X (A) , e|βxj|
q/q (u1 (., 0)− u2 (., 0)) ∈ X (A) ,
for j = 1, 2, ..., n.
Next, we shall extend the method used in the proof Theorem 3 to study the
blow the nonlinear Schro¨dinger equations
i∂tu+∆u+Au+ F (u, u¯)u = 0, x ∈ Rn, t ∈ [0, 1] , (2.10)
where A is a linear operator in a Hilbert space H.
Let u (x, t) be a solution of the equation (2.10) . Then it can be shown that
the function
u (x, t) = U (x, 1− t) u
(
x
1− t ,
t
1− t
)
, (2.11)
is a solution of the focussing L2-critical solution of abstract Schredinger equation
i∂tu+∆u+Au+ ‖u‖
4
n u = 0, x ∈ Rn, t ∈ [0, 1] (2.12)
which blows up at time t = 1, where U (x, t) is a fundamental solution of the
Schro¨dinger equation
i∂tu+∆u+Au = 0, x ∈ Rn, t ∈ [0, 1] ,
i.e.
U (x, t) = t−n/2 exp
{
i
(
A+ |x|2
)
/4t
}
.
By using the above result we wil prove the following main result
Theorem 3. Assume the Condition 1 holds and there exist positive con-
stants b0 and θ such that a solution u ∈ C ([−1, 1] ;X (A)) of (2.10) satisfied
‖F (u, u¯)‖ ≤ b0 ‖u‖θ for ‖u‖ > 1. Suppose
‖u (., t)‖X = ‖u (., 0)‖X = ‖u0‖X = a, t ∈ (−1, 1)
and
‖u (x, t)‖ ≤ (1− t)−n2 Q
( |x|
1− t
)
, t ∈ (−1, 1) (2.14)
where,
Q (x) = b
−n2
1 e
−b2|x|p , b1, b2 > 0, p > 1; (2.15)
If p > p (θ) = 2(θn−2)(θn−1) , then a ≡ 0.
2.2. Some auxiliary results
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First of all, we generalize the result G. W. Morgan (see e.g [7]) about Morgan
type uncertainty principle for Fourier transform.
Lemma 2.0. Let f (x) ∈ L1 (Rn;H) ∩X and∫
Rn
∫
Rn
‖f (x)‖
∥∥∥fˆ (ξ)∥∥∥ e|x.ζ| dxdξ <∞.
Then f (x) ≡ 0.
In particular, using Young’s inequality this implies:
Result 2.1. Let
f (x) ∈ L1 (Rn;H) ∩X, p ∈ (1, 2) , 1
p
+
1
q
= 1, α, β > 0
and ∫
Rn
‖f (x)‖ eα
p|x|p
p dx +
∫
Rn
∥∥∥fˆ (ξ)∥∥∥ e βq|ξ|qq dξ <∞, αβ > 1.
Then f (x) ≡ 0.
The Morgan type uncertainty principle, in terms of the solution of the free
Schredinger equation will be as:
Let
u0 (.) ∈ L1 (Rn;H) ∩X (A)
and ∫
Rn
‖u0 (x)‖ e
αp|x|p
p dx+
∫
Rn
∥∥∥eit(∆+A)u0 (x)∥∥∥ e βq|ξ|q(2t)q qdx <∞, αβ > 1
for some t 6= 0. Then u0 (x) ≡ 0.
Let L2 (H) = L2 ((0, 1)×Rn;H) .
Consider the abstract Schredinger equation
∂tu = (a+ ib) [∆u+ A (x)u+ V (x, t) u+ F (x, t)] , x ∈ Rn, t ∈ [0, 1] , (2.16)
where a, b are real numbers, A is a linear operator, V (x, t) is a given potential
operator function in H and F (x, t) is a given H-valued function.
Let S = S (t) be a symmetric, K = K (t) be a skew-symmetric operators in
H , f = f (., t) ∈ X for t ∈ [0, 1] and
Q (t) = (f, f)X , D (t) = (Sf, f)X , N (t) = D (t)Q
−1 (t) ,
∂tS = St and |∇υ|2H =
n∑
k=1
∥∥∥∥ ∂υ∂xk
∥∥∥∥
2
H
for υ ∈W 1,2 (Rn;H) .
Let
η (x) =
γa |x|2
a+ 4γ (a2 + b2)T
, L1,∞ (0, T ;H) = L1 (0, T ;L∞ (Rn;H)) .
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Lemma 2.1. Let the Condition 1 holds.Assume that u ∈ L∞ ([0, 1] ;X (A))∩
L2
(
0, 1;Y 1
)
is a solution of (2.16) for a ∈ R+ and b ∈ R. Then,
e−MT
∥∥∥eη(x)u (., T )∥∥∥
X
≤
∥∥∥eγ|x|2u (., 0)∥∥∥
X
+
(
a2 + b2
) ∥∥∥eη(x)F (., t)∥∥∥
L1(0,T ;X)
+
∥∥∥A 12 u (., t)∥∥∥2
X
,
uniformly in t ∈ [0, 1] , when γ ≥ 0, 0 ≤ T ≤ 1 and
MT =
∥∥∥a (ReV )+ − b ImV ∥∥∥
L1,∞(0,T ;H)
.
Proof. Set υ = eϕu, where ϕ is a real-valued function to be chosen later.
The function υ = υ (x, t) verifies
∂tυ = Sυ +Kυ + (a+ ib) (V f + e
γϕF ) in Rn × [0, 1] , (2.17)
where S, K are symmetric and skew-symmetric operator, respectively given by
S = aA1 − ibγB1 + ϕt + aReV − b ImV, K = ibA1 − aγB1+
i (bReυ + a Imυ) , (2.18)
here
A1 = ∆+A (x) + γ
2 |∇ϕ|2 , B1 = 2∇ϕ.∇+∆ϕ.
Formally,
∂t ‖υ‖2X = 2Re (Sυ, υ)X + 2Re ((a+ ib) eγϕF, υ)X
for t ≥ 0. Again a formal integration by parts gives that
Re (Sυ, υ)X = −a
∫
Rn
|∇υ|2H dx+ a
∫
Rn
(Aυ, υ) dx+ aγ2
∫
Rn
|∇ϕ|2 ‖υ (x, t)‖2 dx+
∫
Rn
ϕt ‖υ (x, t)‖2 dx+ b Im
∫
Rn
(υ¯∇ϕ,∇υ) dx+
∫
Rn
((aReV − b ImV ) υ, υ) dx.
By Cauchy-Schwarz’s inequality and in view of assumption on A, V we get
∂t ‖υ‖2X ≤ 2a
∥∥∥A 12 υ∥∥∥2
X
+ 2 ‖(aReV − b ImV ) υ‖L∞(L(H)) ‖υ (., t)‖2X +
2
√
a2 + b2 ‖eγϕF (., t)‖X ‖υ (., t)‖X , (2.19)
when (
a+
b2
a
)
|∇υ|2 + ϕt ≤ 0, for x ∈ Rn, t ≥ 0. (2.20)
9
Let
φr (x) =
{
|x|2 , |x| ≤ r
r2, |x| > r , ϕρ,r = d (t) θρ ∗ φr (x) , υρ,r = e
ϕρ,ru, (2.21)
where θρ is a radial mollifier and
d (t) =
γa
a+ 4γ (a2 + b2) t
.
Then by reasoning as in the end of proof [8, Lemma 1] , from (2.19) we obtain
that the estimate holds
‖υ (., T )‖X ≤ eMT
[∥∥∥eγ|x|2u (., T )∥∥∥
X
+ 2a
∥∥∥A 12u (., t)∥∥∥2
X
+
2
√
a2 + b2 ‖eϕρ,rF‖L1(0,T ;X)
]
holds uniformly in ρ, r and t ∈ [0, 1] . Lemma 2.1 follows after letting ρ tend to
zero and r to infinity.
Lemma 2.2. Let S = S (x, t) be a symmetric operator, K = K (x, t) be
skew-symmetric in Hilbert space H with independent on x domain D (S) and
D (K) , respectively. Assume G (., t) ∈ L2 (Rn) is a positive funtion and f(x, t)
is a H−valued reasonable function. Then,
d2
dt2
Q (t) = 2∂tRe (∂tf − Sf −Kf, f)X + 2 (Stf + [S,K] f, f)X +
‖∂tf − Sf +Kf‖2X − ‖∂tf − Sf −Kf‖2X
and
∂tN (t) ≥ Q−1 (t)
[
(Stf + [S,K] f, f)X −
1
2
‖∂tf − Sf −Kf‖2X
]
.
Moreover, if
‖∂tf − Sf −Kf‖H ≤M1 ‖f‖H +G (x, t) , St + [S,K] ≥ −M0
for x ∈ RN , t ∈ [0, 1] and
M2 = sup
t∈[0,1]
‖G (., t)‖L2(Rn) ‖f (., t)‖−1X <∞.
Then Q (t) is logarithmically convex in [0, 1] and there is a constant M such
that
Q (t) ≤ eM(M0+M1+M2+M21+M22 )Q1−t (0)Qt (1) , 0 ≤ t ≤ 1.
Proof. It is clear that
Q˙ (t) = 2Re
(
d
dt
f, f
)
X
= 2Re
(
d
dt
f − Sf −Kf, f
)
X
+ 2 (Sf, f)X .
10
Also,
Q˙ (t) = Re
(
d
dt
f + Sf, f
)
X
+ Re
(
d
dt
f − Sf, f
)
X
,
d
dt
D (t) =
1
2
Re
(
d
dt
f + Sf, f
)
X
− 1
2
Re
(
d
dt
f − Sf, f
)
X
.
Then by reasoning as in [8, Lemma 2] we obtain the assertion.
Consider the following abstract Schredinger equation
∂tu = (a+ ib) [∆u+ A (x)u+ V (x, t) u] + F (x, t) , x ∈ Rn, t ∈ [0, 1] , (2.22)
Let
Φ (A, V ) υ = aRe ((A+ V ) υ, υ)− b Im ((A+ V ) υ, υ) ,
for υ = υ (., t) ∈ D (A) .
Lemma 2.3. Let the Condition 1 holds. Assume that a, γ > 0, b ∈ R. Let
u ∈ L∞ (0, 1;X (A)) ∩ L2 (0, 1;Y 1) be solution of the equation (2.22) and
|Φ (A, V ) u (x, t)| ≤ C0η (x, t) ‖u (x, t)‖2
for x ∈ Rn, t ∈ [0, 1] and u ∈ D (A), where η is a positive function in
L1 (0, T ;L∞ (Rn)). Moreover, suppose
sup
t∈[0,1]
‖V (., t)‖B ≤M1,
∥∥∥eγ|x|2u (., 0)∥∥∥
X
<∞,
∥∥∥eγ|x|2u (., 1)∥∥∥
X
<∞
and
M2 = sup
t∈[0,1]
∥∥∥eγ|x|2F (., t)∥∥∥
X
‖u‖X
<∞.
Then, eγ|x|
2
u (., t) is logarithmically convex in [0, 1] and there is a constant
N such that∥∥∥eγ|x|2u (., t)∥∥∥
X
≤ eNM(a,b)
∥∥∥eγ|x|2u (., 0)∥∥∥1−t
X
∥∥∥eγ|x|2u (., 1)∥∥∥t
X
(2.23)
where
M (a, b) =
(
a2 + b2
) (
γM21 +M
2
2
)
+
√
a2 + b2 (M1 +M2)
when 0 ≤ t ≤ 1.
Proof. Let f = eγϕu, where ϕ is a real-valued function to be chosen. The
function f (x, t) verifies
∂tf = Sf +Kf + (a+ ib) (V f + e
γϕF ) in Rn × [0, 1] , (2.24)
where S, K are symmetric and skew-symmetric operator, respectively given by
S = aA1 − ibγB1 + γϕt, K = ibA1 − aγB1,
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where
A1 = ∆+A+ γ
2 |∇ϕ|2 , B1 = 2∇ϕ.∇+∆ϕ.
A calculation shows that
St + [S,K] = γ∂
2
t ϕ+ 2γ
2a∇ϕ.∇ϕt − 2ibγ (2∇ϕt.∇+∆ϕt)− (2.25)
γ
(
a2 + b2
) [
4∇. (D2ϕ∇)− 4γ2D2ϕ∇ϕ+∆2ϕ]+ 2 [A (x)∇ϕ.∇−∇ϕ.∇A] .
If we put ϕ = |x|2, then (2.25) reduce the following
St + [S,K] = −γ
(
a2 + b2
) [
8∆− 32γ2 |x|2
]
+ 2 [A (x)∇ϕ.∇−∇ϕ.∇A] .
Moreover by assumtion (2) of Condition 1,
(Stf + [S,K] f, f) = γ
(
a2 + b2
) ∫
Rn
(
8 ‖|∇f |‖2 + 32γ2 |x|2 ‖f‖2
)
dx+
4
n∑
k=1
∫
Rn
xk
([
A
∂f
∂xk
− ∂A
∂xk
f
]
, f
)
dx ≥ 0 for f ∈ L∞ (0, T ;Y 1 (A)) .
This identity, the condition on A = A (x) , V = V (x, t) and (2.24) imply that
St + [S,K] ≥ 0, (2.26)
‖∂tf − Sf −Kf‖X ≤
√
a2 + b2 (M1 ‖f‖X + eγϕ ‖F‖X) .
If we knew that the quantities and calculations involved in the proof of Lemma
2.2. ( this fact are derived ın a similar way as in [8, Lemma 2]) were finite
and correct, when f = eγ|x|
2
u, we would have the logarithmic convexity of
Q(t) =
∥∥∥eγ|x|2u (., t)∥∥∥
X
and get (2.23) from Lemma 2.2. To justify the validity
of the previous arguments now we consider the function ϕa (x) constructed in
[8, Lemma 3], i.e.,
ϕa (x) =
{
|x|2 , |x| ≤ 1
(2− a)−1
(
2 |x|2−a − a
)
, |x| ≥ 1
and replace ϕ = |x|2 by ϕa,ρ = θρ ∗ ϕa, where a, ρ ∈ (0, 1) and θ ∈ C∞0 (Rn)
is a radial function. From the proof [8, Lemma 3] we get that ϕa,ρ is convex
function and ∥∥∆ϕa,ρ∥∥∞ ≤ C (n, ρ) a. (2.27)
Put then, fa,ρ = e
γϕa,ρu for u ∈ X and Qa,ρ (t) = ‖fa,ρ (., t)‖2X in Lemma 2.2.
The decay bound in Lemma 2.1 and the interior regularity for solutions of (2.23)
can now be used qualitatively to make sure that the quantities or calculations
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involved in the proof of [8, Lemma 2] ( with replicing L2 by X) are finite and
correct for fa,ρ. In this case, fa,ρ verifies
∂tfa,ρ = S
a,ρfa,ρ +K
a,ρfa,ρ + (a+ ib) [A (x) fa,ρ + e
γϕa,ρF (x, t)]
with symmetric and skew-symmetric operators Sa,ρ and Ka,ρ given by (2.24)
with ϕ replaced by ϕa,ρ. The formula (2.25), the convexity of ϕa,ρ, the bounds
(2.26) and (2.27) imply that the inequalities
Sa,ρt + [S
a,ρ,Ka,ρ] ≥ 0,
‖∂tfa,ρ − Sfa,ρ −Ka,ρf‖X ≤
√
a2 + b2 (M1 ‖fa,ρ‖X + eγϕa,ρ ‖F‖X) .
hold and M2 (a, ρ) ≤ eC(n)ρ2M2, when a, ρ ∈ (0, 1) . Particularly, Qa,ρ is loga-
rithmically convex in [0, 1] and
Qa,ρ (t) ≤ eN[(a
2+b2)(M21+M22 )+(M1+M2)
√
a2+b2]Q1−ta,ρ (0)Q
t
a,ρ (1) . (2.28)
Then, (2.23) follows after taking first the limit, when a tends to zero in (2.28)
and then, when ρ tends to zero.
3. Some properties of solutions of the abstract Schredinger
equations
Let
σ (t) = [α (1− t) + βt]−1 , η (x, t) = (α− β))|x|2 [4i(α(1− t) + βt)]−1 ,
ν (s) =
[
γαβσ2 (s) +
(α− β) a
4 (a2 + b2)
σ (s)
]
, φ (x, t) =
γa |x|2
a+ 4γ (a2 + b2) t
.
Let u = u (x, s) be a solution of the equation
∂su = i [∆u+Au+ V (y, s)u+ F (y, s)] , y ∈ Rn, s ∈ [0, 1] .
and a+ ib 6= 0, γ ∈ R, α, β ∈ R+. Set
u˜ (x, t) =
(√
αβσ (t)
)n
2
u
(√
αβxσ (t) , βtσ (t)
)
eη. (3.1)
Then, u˜ (x, t) verifies the equation
∂tu˜ = i
[
∆u˜+A (x) u˜+ V˜ (x, t) u˜+ F˜ (x, t)
]
, x ∈ Rn, t ∈ [0, 1] (3.2)
with
V˜ (x, t) = αβσ2 (t) V
(√
αβxσ (t) , βtσ (t)
)
, (3.3)
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F˜ (x, t) =
(√
αβσ (t)
)n
2+2
(√
αβxσ (t) , βtσ (t)
)
. (3.4)
Moreover,∥∥∥eγ|x|2 F˜ (., t)∥∥∥
X
= αβσ2 (t) eν|y|
2 ‖F (s)‖X ,
∥∥∥eγ|x|2 u˜ (., t)∥∥∥
X
= eν|y|
2 ‖u (s)‖X
(3.5)
when s = βtσ (t).
Remark 3.1. Let β = β (k) . By assumption we have∥∥∥ea0|x|pu (x, 0)∥∥∥
X
= a0,
∥∥∥ek|x|pu (x, 0)∥∥∥
X
= ak ≤ a2e2a1k
q
q−p
= a2e
2a1k
1
2−p
. (3.6)
Thus, for γ = γ(k) ∈ [0,∞) to be chosen later, one has∥∥∥eγ|x|p u˜k (x, 0)∥∥∥
X
=
∥∥∥eγ(αβ )p/2|x|puk (x, 0)∥∥∥
X
= b0, (3.7)
∥∥∥eγ|x|p u˜k (x, 1)∥∥∥
X
=
∥∥∥eγ( βα )p/2|x|puk (x, 1)∥∥∥
X
= ak.
Let we take
γ
(
α
β
)p/2
= a0 and γ
(
β
α
)p/2
= k,
i.e.
γ = (ka0)
1
2 , β = k
1
p , α = a
1
p
0 . (3.8)
Let
M =
1∫
0
‖V (., t)‖L∞(Rn;H) dt =
1∫
0
‖V (., s)‖L∞(Rn;H) ds.
From (3.2), using energy estimates it follows
e−M ‖u (., 0)‖X ≤ ‖u (., t)‖X = ‖u˜ (., s)‖X ≤ eM ‖u (., 0)‖X , t, s ∈ [0, 1] , (3.9)
where
s = βtσ (t) .
Consider the following problem
i∂tu+∆u+A (x) u+ V (x, t)u+ F (x, t) = 0, x ∈ Rn, t ∈ [0, 1] , (3.10)
u (x, 0) = u0 (x) ,
where A = A (x) is a linear operator, V (x, t) is a given potential operator
function in a Hilbert space H and F is a H-valued function.
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Let as define operator valued integral operators in Lp (Ω;H). Let k: Rn\ {0} →
L (H) .We say k (x) is a L (H)-valued Calderon-Zygmund kernel (C−Z kernel)
if k ∈ C∞ (Rn\ {0} , L (H)) , k is homogenous of degree −n,
∫
B
k (x) dσ = 0,
where
B = {x ∈ Rn: |x| = 1} .
For f ∈ Lp (Ω;H) , p ∈ (1,∞) , a ∈ L∞ (Rn) , and x ∈ Ω we set the Calderon-
Zygmund operator
Kεf =
∫
|x−y|>ε,y∈Ω
k (x, y) f (y)dy, Kf = lim
ε→0
Kεf
and commutator operator
[K; a] f = a (x)Kf (x)−K (af) (x) =
lim
ε→0
∫
|x−y|>ε,y∈Ω
k (x, y) [a (x)− a (y)] f (y) dy.
By using Caldero´n’s first commutator estimates [4] , convolution operators
on abstract functions [2] and abstract commutator theorem in [20] we obtain
the following result:
Theorem A2. Assume k(.) is L (H)−valued C −Z kernel that have locally
integrable first-order derivatives in |x| > 0, and
‖k (x, y)− k (x′, y)‖L(E) ≤M |x− x′| |x− y|−(n+1) for |x− y| > 2 |x− x′| .
Let a(.) have first-order derivatives in Lr (Rn),1 < r ≤ ∞. Then for p, q ∈
(1,∞) , q−1 = p−1 + r−1 the following estimates hold∥∥[K; a]∂xjf∥∥Lq(Rn;H) ≤ C ‖f‖Lp(Rn;H) ,∥∥∂xj [K; a] f∥∥Lq(Rn;H) ≤ C ‖f‖Lp(Rn;H) ,
for f ∈ C∞0 (Rn;H) , where the constant C > 0 is independent of f.
Let Xγ denote the weithed Lebesque space L
2
γ (R
n:H) with γ (x) = e2λ.x.
By following [5, Lemma 2.1] let us show:
Lemma 3.1. Assume that the Condition 1 holds and there exists ε0 > 0
such that
‖V ‖L1tL∞x (Rn×[0,1];L(H)) < ε0.
Moreover, suppose u ∈ C ([0, 1] ;X (A)) is a stronge solution of (3.10) with
u0, u1 = u (x, 1) ∈ Xγ , F ∈ L1 (0, 1;Xγ)
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for γ (x) = e2λ.x and for some λ ∈ Rn. Then there exists a positive constant
M0 =M0 (n,A,H) independent of λ such that
sup
t∈[0,1]
‖u (., t)‖Xγ ≤M0

‖u0‖Xγ + ‖u1‖Xγ +
1∫
0
‖F (., t)‖Xγ dt

 . (3.11)
Proof. First, we consider the case, when γ (x) = β (x) = e2βx1 . Without
loss of generality we shall assume β > 0. Let ϕn ∈ C∞ (R) such that ϕn (τ) = 1,
τ ≤ n and ϕn (τ) = 0 for τ ≥ 10n with 0 ≤ ϕn ≤ 1,
∣∣∣ϕ(j)n (τ )∣∣∣ ≤ Cjτn−j. Let
θn(τ ) = β
τ∫
0
ϕ2n (s) ds
so that θn ∈ C∞ (R) nondecreasing with θn(τ ) = βτ for τ < n, θn(τ ) = Cnβ
for τ > 10n and
θ′n(τ ) = βϕ
2
n (τ ) ≤ β, θ(j)n (τ ) = βCjn1−j , j = 1, 2, .... (3.12)
Let φn (τ ) = exp (2θn(τ )) so that φn (τ ) ≤ exp (2βτ ) and φn (τ )→ exp (2βτ )
for n → ∞. Let u (x, t) be a solution of the equation (3.10), then one gets the
equation υn (x, t) = φn (x1)u (x, t) satisfies the following
i∂tυn +∆υn +Aυn = Vn (x, t) υn + φn (x1)F (x, t) , (3.13)
where
Vn (x, t) υn = V (x, t) υn + 4βϕn (x1) ∂x1υn +
[
4βϕn (x1)ϕ
′
n (x1)− 4β2υ4n
]
υn.
Now, we consider a new function
wn (x, t) = e
µυn (x, t) , µ = −i4β2ϕ4n (x1) t.
Then from (3.13) we get
i∂twn +∆wn +Awn = V˜n (x, t)wn + F˜n (x, t) ,
where
V˜n (x, t)wn = V (x, t)wn + h (x1, t) + a
2 (x1) ∂x1wn + itb (x1) ∂x1wn
F˜n (x, t) = e
µφn (x1)F (x, t) ,
when
h (x1, t) =
(
i16β2ϕ3nϕ
′
nt
)2
+ i48β2ϕ2n (ϕ
′
n)
2
t+ i16β2ϕ3nϕ
(2)
n t+
16
4βϕnϕ
′
n + i64β
2ϕ3nϕ
′
nt, a
2 = 4βϕ2n (x1) , b = −32β2ϕ3nϕ′n.
It is clear to see that∥∥∂jx1h (x1, t)∥∥L∞(R×[0,1]) ≤ Cjn−(j+1), j = 1, 2, ...,
a2 (x1) ≥ 0,
∥∥∂jx1a (x1)∥∥L∞(R) ≤ Cjn−j, j = 1, 2, ..., (3.15)
∥∥∂jx1b (x1)∥∥L∞(R) ≤ Cjn−j , j = 1, 2, ....
Then by reasoning as in [5, Lemma 2.1] and by using the properties of sym-
metric operators A and V , we obtain
∂t |(PεP+wn, υ)|2 + 2 Im (∆PεP+wn, υ)
(
K¯ (PεP+wn, υ)
)
+
2 Im(APεP+wn, υ)
(
K¯ (PεP+wn, υ)
)
= 2 Im(PεP+ (V wn) , υ)
(
K¯ (PεP+wn, υ)
)
+
2 Im((PεP+hwn) , υ)
(
K¯ (PεP+wn, υ)
)
+2 Im((PεP+wn, υ)) K¯
(
PεP+
(
F˜n
)
, υ
)
+
2 Im
((
PεP+a
2 (x1) ∂x1wn
)
, υ
) (
K¯ (PεP+wn, υ)
)
+ (3.16)
2 Im ((PεP+ib (x1) ∂x1wn) , υ)
(
K¯ (PεP+wn, υ)
)
.
Since for all n ∈ Z+, wn (.) ∈ X , F˜n (., t) ∈ X and for a.e. t ∈ [0, 1] by
integrating both sides of (3.16) on Rn we get∫
Rn
Im (∆PεP+wn, υ)
(
K¯ (PεP+wn, υ)
)
dx = 0.
It is clear to see that
(u, υ)X = (u (.) , υ (.)H)L2(Rn) , for u, υ ∈ X.
Then applying the Cauchy-Schwartz and Holder inequalites for a.e. t ∈ [0, 1]
we obtain∫
Rn
Im (PεP+V wn, υ)
(
K¯ (PεP+wn, υ)
)
dx ≤ C ‖V ‖B ‖wn‖2X ‖υ‖2X , (3.17)
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∫
Rn
Im (PεP+hwn, υ) K¯ (PεP+wn, υ) dx ≤ C ‖h‖L∞ ‖wn‖2X ‖υ‖2X , (3.18)
∫
Rn
Im
(
PεP+F˜nwn, υ
) (
K¯ (PεP+wn, υ)
)
dx ≤ C
∥∥∥F˜n∥∥∥
X
‖wn‖2X ‖υ‖2X . (3.19)
Moreover, again applying the Cauchy-Schwartz and Holder inequalities due
to symmetricity of the operator A, for a.e. t ∈ [0, 1] we get
∫
Rn
Im (APεP+wn, υ)
(
K¯ (PεP+wn, υ)
)
dx ≤ C ‖Awn‖X ‖wn‖X ‖υ‖2X (3.20)
where, the constant C in (3.18) − (3.20) is independent of υ ∈ C∞0 (Rn;H) ,
ε ∈ (0, 1] and n ∈ Z+. Since C∞0 (Rn;H) is dense in X, from (3.17)-(3.20) in
view of operator theory in Hilbert spaces, we obtain the following∣∣∣∣∣∣
∫
Rn
Im
(
PεP+V wn, K¯PεP+wn
)
dx
∣∣∣∣∣∣ ≤ C ‖V ‖B ‖wn‖2X ,
∣∣∣∣∣∣
∫
Rn
Im
(
PεP+hwn, K¯PεP+wn
)
dx
∣∣∣∣∣∣ ≤ C ‖h‖L∞ ‖wn‖2X ≤ C
1
n
‖wn‖2X ,
∣∣∣∣∣∣
∫
Rn
Im
(
PεP+F˜nwn, K¯PεP+wn
)
dx
∣∣∣∣∣∣ ≤ C
∥∥∥F˜n∥∥∥
X
‖wn‖2X , (3.21)
∣∣∣∣∣∣
∫
Rn
Im
(
APεP+wn, K¯PεP+wn
)
dx
∣∣∣∣∣∣ ≤ C ‖Awn‖X ‖wn‖2X
For bounding the last two terms in (3.16) we will use the abstract version of
Caldero´n’s first commutator estimates [4] . Really, by Cauchy-Schvartz inequal-
ity and in view of Theorem A2 we get
‖([P±; a] ∂x1f, υ)‖X ≤ C ‖∂x1a‖L∞ ‖f‖X ‖υ‖X , (3.22)
‖∂x1 ([P±; a] f, υ)‖X ≤ C ‖∂x1a‖L∞ ‖f‖X ‖υ‖X , (3.23)
Also, from the calculus of pseudodifferential operators with operator coeffi-
cients (see e.g. [5] ) and the inequality (3.15), we have
‖([Pε; a]∂x1f, υ)‖X ≤
C
n
‖f‖X ‖υ‖X , (3.24)
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‖∂x1 ([Pε; a] f, υ)‖X ≤
C
n
‖f‖X ‖υ‖X , (3.25)
where the constant C in (3.22) − (3.25) is independent of ε ∈ [0, 1] and n.
We remark that estimates (3.22)− (3.25) also hold with b (x1) replacing a(x1).
Since C∞0 (R
n;H) is dense in X, from (3.22)-(3.25) in view of operator theory
in Hilbert spaces, we obtain
‖[P±; a] ∂x1f‖X ≤ C ‖∂x1a‖L∞ ‖f‖X , ‖∂x1 [P±; a] f‖X ≤ C ‖∂x1a‖L∞ ‖f‖X ,
‖([Pε; a] ∂x1f, υ)‖X ≤
C
n
‖f‖X , ‖∂x1 ([Pε; a] f, υ)‖X ≤
C
n
‖f‖X , (3.26)
and the same estimates (3.26) with b(x1) replacing a(x1). By reasoning as in
[6, Lemma 2.1] (claim 1 and 2 ) from (3.26) we obtain∣∣Im ((PεP+a2 (x1) ∂x1wn, K¯PεP+wn))∣∣ ≤ O (n−1 ‖wn‖X) , (3.27)
∣∣Im ((PεP+b (x1) ∂x1wn, K¯PεP+wn))∣∣ ≤ O (n−1 ‖wn‖X) .
Now, the estimates (3.21) and (3.27) implay the assertion.
4. Proof of Theorem 1
We will apply Lemma 3.1 to a solution of the equation (3.2). Since 0 < α <
β = β(k) for k > k0 it follows that α ≤ σ (t) ≤ β for any t ∈ [0, 1]. Therefore if
y =
√
αβxσ (t), then from (3.8) we get√
αβ−1 |x| ≤ |y|
√
α−1β |x| = (ka−10 ) 12p |x| (4.1)
Thus,∥∥∥αβσ2 (t)V (√αβxσ (t) , βtσ (t))∥∥∥
L(H)
≤ α−1β ‖V ‖B =
(
ka−10
) 1
p ‖V ‖B (4.2)
and so, ∥∥∥V˜ (., t)∥∥∥
L∞(Rn;H)
≤ (ka−10 ) 1p ‖V (., t)‖L∞(Rn;H) . (4.3)
Also, for s = βtσ (t) it is clear that
ds
dt
= αβσ2 (t) , dt = (αβ)−1 σ−2 (t) ds. (4.4)
Therefore,
1∫
0
∥∥∥V˜ (., t)∥∥∥
L∞(Rn;H)
dt =
1∫
0
‖V (., s)‖L∞(Rn;H) ds,
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and from (4.1) we get
1∫
0
∥∥∥V˜ (., t)∥∥∥
L∞(|x|>r;H)
dt =
1∫
0
‖V (., s)‖L∞(|y|>κ;H) ds, (4.5)
where
κ =
(
a0k
−1) 12p r.
So, if
1∫
0
‖V (., s)‖L∞(|y|>κ;H) ds < ε0 then,
1∫
0
∥∥∥V˜ (., t)∥∥∥
L∞(|y|>r;H)
ds < ε0, for r = κ
(
ka−10
) 1
2p
and we can applay Lemma 3.1 to the equation (3.2) with
V˜=V˜χ(|x|>r) (x, t) , F˜=V˜χ(|x|<R) (x, t) u˜ (x, t)
to get the following estimate
sup
t∈[0,1]
‖eν u˜ (., t)‖X ≤M0 (‖eν u˜ (., 0)‖X + ‖eν u˜ (., 1)‖X)+
M0e
Meν0
∥∥∥V˜ ∥∥∥
B
‖u (., 0)‖X , (4.6)
where M a positive constant defined in Remark 2.1 and
B = L∞ (Rn × [0, 1] ;L (H)) , ν = (2p) 1p γ 1pλ.x
2
, ν0 = |λ| (2p)
1
p γ
1
p
r
2
.
From (4.6) we have
sup
t∈[0,1]
∫
Rn
‖eν u˜ (., t)‖2H dx ≤M0
∫
Rn
eν
(
‖u˜ (., 0)‖2H + ‖u˜ (., 1)‖2H
)
dx+
M0e
Me|λ|(2p)
1
p γ
1
p
r
∥∥∥V˜ ∥∥∥
B
‖u (., 0)‖2X ,
and multiply the above inequality by e|λ|/q |λ|n(q−2)/2, integrate in λ and in x,
use Fubini theorem and the following formula
eγ|x|
p/p
≈
∫
Rn
eγ
1
p λ.x−|λ|q/q |λ|n(q−2)/2 dλ, (4.7)
proven in [7, Appendx] to obtain∫
|x|>1
e2γ|x|
p ‖u˜ (., t)‖2H dx ≤M0
∫
Rn
e2γ|x|
p
(
‖u˜ (., 0)‖2H + ‖u˜ (., 1)‖2H
)
dx+
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M0e
2Me2γr
p
rCp
∥∥∥V˜ ∥∥∥
B
‖u (., 0)‖2X . (4.8)
Hence, the esimates (3.6), (3.8), (3.9) , (4.3) and (4.8) imply
sup
t∈[0,1]
∥∥∥eγ|x|p u˜ (., t)∥∥∥
X
≤M0
(∥∥∥eγ|x|p u˜ (., 0)∥∥∥
X
+
∥∥∥eγ|x|p u˜ (., 1)∥∥∥
X
)
+
M0e
Meγ ‖u (., 0)‖X +M0
(
ka−10
)Cp
eMeκ
pγ
1
2 (ka−10 ) ‖u (., 0)‖X ‖V ‖B ≤ (4.9)
M0 (a0 + ak) +M0e
M ‖u (., 0)‖X
(
eγ +
(
ka−10
)Cp ‖V ‖B) ekκp ≤
M0ak =M0e
a1k
1/2−p
for k > k0 (M0) sufficiently large.
Next, we shall obtain bounds for the ∇u˜. Let γ˜ = γ2 and ϕ be a strictly
convex complex valued function on compact sets of Rn, radial such that (see
[7])
D2ϕ ≥ p(p− 1)|x|(p−2), for |x| ≥ 1,
ϕ ≥ 0, ‖∂αϕ‖L∞ ≤ C, 2 ≤ |α| ≤ 4, ‖∂αϕ‖L∞(|x|<2) ≤ C for |α| ≤ 4,
ϕ(x) = |x|p +O(|x|), for |x| > 1.
Let us consider the equation
∂tυ = i (∆υ +Aυ + F (x, t)) , x ∈ Rn, t ∈ [0, 1] , (4.10)
where F (x, t) = V˜ υ, A is a symmetric operator in H and V˜ is a operator in H
defined by (3.3) .
Let
f(x, t) = eγ˜ϕυ(x, t), Q (t) = (f(x, t), f(x, t))H ,
where υ is a solution of (4.10). Then, by reasoning as in Lemma 2.3 we have
∂tf = Sf +Kf + i
[
A+ eγ˜ϕF
]
, (x, t) ∈ Rn × [0, 1] , (4.11)
here S, K are symmetric and skew-symmetric operator, respectively given by
S = −iγ˜ (2∇ϕ.∇+∆ϕ) , K = i
(
∆+A+ γ˜2 |∇ϕ|2
)
. (4.12)
Let
[S,K] = SK −KS.
A calculation shows that,
SK = γ˜ (2∇ϕ.∇+∆ϕ)
(
∆+A+ γ˜2 |∇ϕ|2
)
= γ˜ (2∇ϕ.∇+∆ϕ)∆+
γ˜ (2∇ϕ.∇+∆ϕ)A+ γ˜3 |∇ϕ|2 (2∇ϕ.∇+∆ϕ) ,
KS = γ˜ [∆ (2∇ϕ.∇+∆ϕ) +A (2∇ϕ.∇+∆ϕ)] + γ˜3 |∇ϕ|2 (2∇ϕ.∇+∆ϕ) ,
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[S,K] = γ˜ [(2∇ϕ.∇+∆ϕ)∆−∆(2∇ϕ.∇+∆ϕ)] + 2γ˜ (∇ϕ.∇A−A∇ϕ.∇) ,
St + [S,K] = −2iγ˜ (∇ϕ.∂t∇+∆ϕ∂t)+ (4.13)
γ˜ [(2∇ϕ.∇+∆ϕ)∆−∆(2∇ϕ.∇+∆ϕ)] + 2γ˜ (∇ϕ.∇A−A∇ϕ.∇) .
By Lemma 2.2
Q
′′
(t) = 2∂tRe (∂tf − Sf −Kf, f)X + 2 (Stf + [S,K] f, f)X +
‖∂tf − Sf +Kf‖2X − ‖∂tf − Sf −Kf‖2X , (4.14)
so,
Q
′′
(t) ≥ 2∂tRe (∂tf − Sf −Kf, f)X + 2 (Stf + [S,K] f, f)X . (4.15)
Multiplying (4.15) by t(1− t) and integrating in t we obtain
1∫
0
t(1− t) (Stf + [S,K] f, f)X dt ≤
M0
[
sup
t∈[0,1]
∥∥eγ˜ϕυ (., t)∥∥
X
+ sup
t∈[0,1]
∥∥eγ˜ϕF (., t)∥∥
X
]
.
This computation can be justified by parabolic regularization using the fact
that we already know the decay estimate for the solution of (4.10). Hence,
combining (3.8), (4.3) and (4.9) it follows that
γ˜
1∫
0
∫
Rn
t(1−t)D2ϕ (x, t) (∇f,∇f)H dxdt+γ˜3
1∫
0
∫
Rn
t(1−t)D2ϕ (x, t) (∇f,∇f)H dxdt ≤
M0
[
sup
t∈[0,1]
∥∥eγ˜ϕυ (., t)∥∥
X
(
1 +
∥∥∥V˜ (., t)∥∥∥
L∞(Rn;L(H))
)
+ γ˜ sup
t∈[0,1]
∥∥eγ˜ϕυ (., t)∥∥
X
]
≤
(4.16)
M0k
Cpak.
It is clear to see that
∇f = γ˜υeγ˜ϕ∇ϕ+ eγ˜ϕ∇υ.
So, by using the properties of ϕ we get∣∣∣e2γ˜ϕD2ϕ |∇ϕ|2∣∣∣ ≤ Cpe3γϕ|2.
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From here, we can conclude that
γ
1∫
0
∫
Rn
t(1− t) (1 + |x|)p−2 ‖∇υ (x, t)‖H eγ|x|
p
dxdt+
sup
t∈[0,1]
∥∥∥e γ|x|p2 υ (., t)∥∥∥
X
≤ C0kCpa2k = C0kCpea(k,p) (4.17)
for k ≥ k0(M0) sufficiently large, where
a (k, p) = CµM0k
Cpe2a1k
1|(2−p)
.
For proving Theorem 1 first, we deduce the following estimate
∫
|x|<R2
ν2∫
ν1
‖u˜ (x, t)‖H dtdx ≥ Cνe−M ‖u (., 0)‖X , (4.18)
for r sufficiently large, ν1, ν2 ∈ (0, 1), ν1 < ν2 and ν = (ν1, ν2). From (3.1) by
using the change of variables s = βtσ (t) and y =
√
αβxσ (t) we get
∫
|x|< r2
ν2∫
ν1
‖u˜ (x, t)‖2H dtdx = (4.19)
(αβ)
n
2
∫
|x|<R2
ν2∫
ν1
|σ (t)|n
∥∥∥u(√αβxσ (t) , βtσ (t))∥∥∥2
H
dtdx ≥
M0
β
α
∫
|y|<R0
sν2∫
sν1
‖u (y, s)‖2H
dsdy
s2
≥M0 β
α
∫
|y|<R0
sν2∫
sν1
‖u (y, s)‖2H dsdy
for k > M0, sν1 >
1
2 and r0 = r
(
ka−10
) 1
2p . Thus, taking
r > ω
(
ka−10
) 1
2p (4.20)
with ω = ω(u) a constant to be determined, it follows that
Φ ≥M0 β
α
∫
|y|<ω
sν2∫
sν1
‖u (y, s)‖2H dsdy,
where the interval I = Ik = [sν1, sν2] satisfies I ⊂ [1/2, 1] for k sufficiently
large. Moreover, given ε > 0 there exists k0(ε) > 0 such that for any k ≥ k0
one has that Ik ⊂ [1 − ε, 1]. By hypothesis on u(x, t), i.e. the continuity of
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‖u(·, s)‖X at s = 1, it follows that there exists ω > 1 and K0 = K0(u) such that
for any k ≥ K0 and for any s ∈ Ik∫
|y|<ω
‖u (y, s)‖2H dy ≥ Cνe−M ‖u (., 0)‖X ,
which yields the desired result. Next, we deduce the following estimate
∫
|x|<R
µ2∫
µ1
(
‖u˜ (x, t)‖2H + ‖∇u˜ (x, t)‖2H + ‖Au˜ (x, t)‖2H
)
dtdx ≤ (4.21)
CnµC0k
Cpea(k,p),
for r sufficiently large, ν1, ν2 ∈ (0, 1), µ1 = (ν2−ν1)8 , µ2 = 1 − µ1, µ1 < µ2 and
µ = (µ1, µ2). Indeed, from (3.9) and (4.17) we obtain
∫
|x|<R
µ2∫
µ1
‖u˜ (x, t)‖H dtdx ≤ Cµe2M ‖u (., 0)‖X ,
µ2∫
µ1
∫
|x|<R
‖∇u˜ (x, t)‖H dtdx ≤ Cnµ
µ2∫
µ1
∫
|x|<R
t(1 − t) ‖∇υ (x, t)‖H eγ|x|
p
dtdx ≤
(4.22)
Cµγ
−1r2−pC0kCpA2k ≤ CµC0kCpe2a1k
(2−p)−1
.
Hence, from (4.22) we get (4.21) for k ≥ k0(C0) sufficiently large.
Let Y = L2 (Rn × [0, 1] ;H). By reasoning as in [6, Lemma 3.1] we obtain
Lemma 4.1. Assume the assumptıions (1) and (3) of Condition 1 are
satisfied. Suppose that r > 0 and ϕ : [0, 1] → R is a smooth function. Then,
there exists C = C(n, ϕ,H,A) > 0 such that, the inequality
n∑
k=1
xk
[(
∂A
∂xk
g, g
)
+
(
∂g
∂xk
, Ag
)
X
]
+
κ
3
2
r2
∥∥∥eκ|ψ|g∥∥∥
Y
≤ C
∥∥∥eκ|ψ|i (∂tg +∆g +Ag)∥∥∥
Y
holds, for κ ≥ CR2 and g ∈ C∞0
(
Rn+1;H (A)
)
with support contained in the
set {
x, t : |ψ (x, t)| =
∣∣∣x
r
+ ϕ (t) e1
∣∣∣ ≥ 1} .
Proof. Let f = eα|ψ(x,t)|
2
g. Then, by acts of Schredinger operator (i∂t +∆+A)
to f ∈ X (A) we get
eα|ψ(x,t)|
2
((i∂tg +∆g +Ag)) = Sαf − 4αKαf,
where
Sα = (i∂t +∆+A) +
4α2
r2
|ψ (x, t)|2 ,
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Kα =
1
r
(x
r
+ ϕ (t) e1
)
.∇+ n
r2
+
iϕ′
2
(x1
r
+ ϕ (t)
)
.
Hence,
(Sα)
∗
= Sα, (Kα)
∗
= Kα
and ∥∥∥eα|ψ(x,t)|2 (i∂tg +∆g +Ag)∥∥∥2
X
= (Sαf − 4αKαf, Sαf − 4αKαf)X ≥
−4α ((SαKα −KαSα) f, f)X = −4α ([Sα,Kα] f, f)X .
A calculation shows that
[Sα,Kα] =
2
r2
∆− 4α
2
r4
∣∣∣x
r
+ ϕe1
∣∣∣2 − 1
2
+
2iϕ′
r
∂x1 + [A,Kα] , (4.23)
where
[A,Kα] f =
[(x1
r
+ ϕ
)
A
∂f
∂x1
+
1
r
n∑
k=2
xkA
∂f
∂xk
]
−
(x1
r
+ ϕ
)( ∂A
∂x1
f +A
∂f
∂x1
)
+
1
r
n∑
k=2
xk
(
∂A
∂xk
f +A
∂f
∂xk
)
.
Since A is a symmetric operator in H, from (4.23) we have∥∥∥eα|ψ(x,t)|2 (i∂tg +∆g +Ag)∥∥∥2
X
≥ (4.24)
16α3
r4
∫ ∣∣∣x
r
+ ϕe1
∣∣∣2 ‖f (x, t)‖2 dxdt+ 8α
r2
∫
‖∇f (x, t)‖2 dxdt+
2α
∫ [(x1
r
+ ϕ
)
ϕ′′ + (ϕ′)2
]
‖f (x, t)‖2 dxdt − 8α
r
∫
ϕ′
(
∂x11f, f¯
)
dxdt+
C
n∑
k=1
xk
[(
∂A
∂xk
f, f
)
+
(
∂f
∂xk
, Af
)
X
]
.
In view of the hypothesis on g and the Cauchy–Schwarz inequality, the ab-
solute value of the third fourth terms in (4.23) can be bounded by a fraction
of the first two terms on the right-hand side of (4.24), when α > Cr2 for some
large C depending on ‖ϕ′‖∞ + ‖ϕ′′‖∞ . Moreover, by using the assumption on
A = A (x), we get that the last two terms are nonnegative. This yields the
assertion. Now, from (3.3) we have∥∥∥V˜ (x, t)∥∥∥
H
≤ α
β
µ−21 ‖V ‖B ≤ µ−21 a
1
p
0 k
− 1p ‖V ‖B .
Then from (4.20) we get ∥∥∥V˜ ∥∥∥
L∞(Rn×[µ1,µ2];L(H))
< R. (4.25)
25
Define
δ2 (r) =
µ2∫
µ1
∫
R−1≤|x|≤r
(
‖u˜ (x, t)‖2H + ‖∇u˜ (x, t)‖2H + ‖Au˜ (x, t)‖2H
)
dtdx.
Let ν1, ν2 ∈ (0, 1), ν1 < ν2 and ν2 < 2ν1. We choose ϕ ∈ C∞ ([0, 1]) and θ,
θr ∈ C∞0 (Rn) satisfying
0 ≤ ϕ (t) ≤ 3, ϕ (t) = 3 for t ∈ [ν1, ν2] , ϕ (t) = 0 for
t ∈ [0, ν2 − ν1] ∪
[
ν2 +
ν2 − ν1
2
, 1
]
,
θr (x) = 1 for |x| < r − 1, θR (x) = 0, for |x| > r,
and
θ (x) = 1 for |x| < 1, θ (x) = 0, for |x| ≥ 2.
Let
g (x, t) = θr (x) θ (ψ (x, t)) u˜ (x, t) , (4.26)
where u˜ (x, t) is a solution of (3.2) when V˜ = F˜ ≡ 0. It is clear to see that
|ψ (x, t)| ≥ 5
2
for |x| < r
2
and t ∈ [ν1, ν2] .
Hence,
g (x, t) = u˜ (x, t) and eκ|ψ(x,t)|
2 ≥ e 254 κ for |x| < r
2
, t ∈ [ν1, ν2] .
Moreover, from (4.26) also we get that
g (x, t) = 0 for |x| ≥ r or t ∈ [0, ν2 − ν1] ∪
[
ν2 +
ν2 − ν1
2
, 1
]
,
so
supp g ⊂ {|x| ≤ R} ×
[
ν2 − ν1, ν2 + ν2 − ν1
2
]
∩ {|b (x, t)| ≥ 1} .
Then, for ξ = ψ (x, t) we have(
i∂t +∆+A+ V˜
)
g = [θ (ξ) (2∇θr (x) .u˜+ u˜∆θr (x)) + 2∇θ (ξ) .∇θru˜] +
θr (x)
[
2r−1∇θ (ξ) .∇u˜+ r−2u˜∆θ (ξ) + iϕ′∂x1θ (ξ)u
]
= B1 +B2.
Note that,
supp B1 ⊂ {(x, t) : r − 1 ≤ |x| ≤ r, µ1 ≤ t ≤ µ2}
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and
supp B2 ⊂ {(x, t) ∈ Rn × [0, 1] , 1 ≤ |ψ (x, t)| ≤ 2} .
Now applying Lemma 4.1 choosing κ = d2nR
2, d2n ≥ ‖ϕ′‖∞ + ‖ϕ′′‖∞ it follows
that
R
∥∥∥eκ|ψ|2g∥∥∥
Y
≤ C
∥∥∥eκ|ψ|2i (∂tg +∆g +Ag)∥∥∥
Y
≤ (4.27)
C
[∥∥∥eκ|ψ|2 V˜ g∥∥∥
Y
+
∥∥∥eκ|ψ|2B1∥∥∥
Y
+
∥∥∥eκ|ψ|2B2∥∥∥
Y
]
=
D1 +D2 +D3.
Since ∥∥∥V˜ ∥∥∥
L∞(Rn×[µ1,µ2];L(H))
< r,
D1 can be absorbed in the left hand side of (4.27) . Moreover, |ψ (x, t)| ≤ 4 on
the support of B1, thus
D2 ≤ Cδ (R) e16κ .
Let
Rnµ = {(x, t) : |x| ≤ r, µ1 ≤ t ≤ µ2}
Then Rnµ ⊂supp B2, and 1 ≤ |ψ (x, t)| ≤ 2, so
D3 ≤ Ce4κ ‖u˜+∇u˜‖L2(Rn×[µ1,µ2];H) .
By using (4.18) and (4.22) we have
Cµe
−Me
25
4 κ ‖u (., 0)‖X ≤ re
25
4 κ

 ∫
|x|<R2
ν2∫
ν1
‖u˜ (x, t)‖H dtdx


1
2
≤ (4.28)
Cµδ (r) e
25
4 κ+Cµe
4κ ‖u˜+∇u˜‖L2(Rnµ ;H) ≤ Cµδ (r) e
16κ+CµC0k
Cpe4κe2a1k
(2−p)−1
.
Puting κ = dnr
2 = 2a1k
1
2−p it follows from (4.28) that, if ‖u (., 0)‖X 6= 0 then
δ (r) ≥ Cµ ‖u (., 0)‖X e−(M+10κ) = Cµ ‖u (., 0)‖X e−(M+20)a1k
1
2−p
(4.29)
for k ≥ k0(Cµ) sufficiently large. Now, by (4.22) we get
δ2 (r) =
µ2∫
µ1
∫
r−1≤|x|≤r
(
‖u˜ (x, t)‖2H + ‖∇u˜ (x, t)‖2H + ‖Au˜ (x, t)‖2H
)
dtdx ≤
µ2∫
µ1
∫
r−1≤|x|≤r
(
‖u˜ (x, t)‖2H + ‖Au˜ (x, t)‖2H
)
dtdx+
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Cµ
µ2∫
µ1
∫
r−1≤|x|≤r
t (1− t) ‖∇u˜ (x, t)‖2H dtdx ≤
Cµe
−γ(r−1)p sup
t∈[0,1]
∥∥∥eγ|x|p/2 u˜ (x, t)∥∥∥2
X
+ Cµγ
−1r2−pe−γ(r−1)
p×
µ2∫
µ1
∫
r−1≤|x|≤r
[
t (1− t)
(1 + |x|)2/p
‖∇u˜ (x, t)‖2H + ‖Au˜ (x, t)‖2H
]
dtdx ≤ (4.30)
Cµγ
−1kCpeη(p), η (p) = 2a1k(2−p)
−1 − γ (r − 1)p .
The estimates (4.28)− (4.30) imply
Cµe
−2Me
25
4 κ ‖u (., 0)‖X ≤ C0kCpeω(p) +O
(
k1/2(2−p)
)
, (4.31)
where
ω (p) = 42a1k
1/(2−p) − a−
1
2
0
(
2a1
dn
) p
2
k1/(2−p).
Hence, if 42a1 <
√
ap1a0
(
2
dn
) p
2
by letting k tends to infinity it follows from
(4.31) that ‖u (., 0)‖X = 0, which gives u (x, t) ≡ 0.
Proof of Corollary 1. Since∫
Rn
‖u (x, 1)‖2H e2b|x|
q
dx <∞ for b = β
q
q
one has that∫
Rn
‖u (x, 1)‖2H e2k|x|
q
dx ≤
∥∥∥e2k|x|q−2b|x|q∥∥∥
∞
∫
Rn
‖u (x, 1)‖2H e2b|x|
q
dx.
Then, by reasoning as in [7, Corollary 1] we obtain the assertion.
Proof of Theorem 2. Indeed, just applying Corollary 1 with
u (x, t) = u1 (x, t)− u2 (x, t)
and
V (x, t) =
F (u1, u¯1)− F (u2, u¯2)
u1 − u2
we obtain the assertion of Theorem 2.
5. Proof of Theorem 3.
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First, we deduce the corresponding upper bounds. Assume
‖u (., t)‖X = a 6= 0.
Fix t¯ ∈ (0, 1) near 1, and let
υ (x, t) = u (x, t− 1 + t¯) , t ∈ [0, 1]
which satisfies the equation (2.10) with
|υ (x, 0)| ≤ b1
(2− t¯)n/2
e−
b2|x|
p
(2−t¯)p , |υ (x, 1)| ≤ b1
(1− t¯)n/2
e−
b2|x|
p
(1−t¯)p (5.1)
where A is a linear operator, V (x, t) is a given potential operator function in a
Hilbert space H.
From (5.1) we get∫
Rn
‖υ (x, 0)‖2H eA0|x|
q
dx = a20,
∫
Rn
‖υ (x, 1)‖2H eA1|x|
q
dx = A21,
where
A0 =
b2
(2− t¯)p , A1 =
b2
(1− t¯)p . (5.2)
For V (x, t) = F (u, u¯), by hypothesis
‖V (x, t)‖H ≤ C ‖u (x, t− 1 + t¯)‖θH ≤
C
(2− t− t¯)θn/2
e
C|x|p
(2−t−t¯)p .
By using Appell transformation if we suppose that υ (y, s) is a solution of
∂sυ = i (∆υ +Aυ + V (y, s) υ) , y ∈ Rn, t ∈ [0, 1] ,
α and β are positive, then
u˜ (x, t) =
(√
αβσ (t)
)n
2
u
(√
αβxσ (t) , βtσ (t)
)
eη. (5.3)
verifies the equation
∂tu˜ = i
[
∆u˜+Au˜+ V˜ (x, t) u˜+ F˜ (x, t)
]
, x ∈ Rn, t ∈ [0, 1] (5.4)
with V˜ (x, t) , F˜ (x, t) defined by (3.3), (3.4) and∥∥∥eγ|x|p u˜k (x, 0)∥∥∥
X
=
∥∥∥eγ(αβ )p/2|x|pυ (x, 0)∥∥∥
X
= a0, (5.5)
∥∥∥eγ|x|p u˜k (x, 1)∥∥∥
X
=
∥∥∥eγ( βα )p/2|x|pυ (x, 1)∥∥∥
X
= a1.
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It follows from expressions (3.6) and (3.8) that
γ ∼ 1
(1− t¯)p/2
, β ∼ 1
(1− t¯)p/2
, α ∼ 1. (5.6)
Next, we shall estimate ∥∥∥V˜ (x, t)∥∥∥
L1tL
∞
x (L(H),R)
,
for a r > 0, where
L1tL
∞
x (L (H) , r) = L
1 (0, 1;L∞ (Rn/Or) ;L (H)) .
Thus, ∥∥∥V˜ (x, t)∥∥∥
L(H)
≤ β
α
‖V (y, s)‖L(H) ≤
β
α
C
(1− t¯)θn/2
eC|y|
p
,
with
|y| =
√
αβ |x| σ (t) ≥ R
√
α
β
∼ R√
β
= Cr (1− t¯)1/2 .
Hence,
∥∥∥V˜ (., t)∥∥∥
L∞(Rn;L(H))
≤ β
α
‖V (., s)‖L∞(Rn;L(H)) ≤
C
(1− t¯)1+θn/2
and ∥∥∥V˜ (x, t)∥∥∥
L1tL
∞
x (L(H),r)
≤ β
α
‖V (y, s)‖L1tL∞x (r;β) ≤ (5.7)
C
(1− t¯)1+θn/2
e−Cr
p(1−t¯)1/2 ,
where
L1tL
∞
x (r, β) = L
1
(
0, 1;L∞
(
Rn/OCr/
√
β;L (H)
))
.
To apply Lemma 3.1 we need∥∥∥V˜ (x, t)∥∥∥
L1tL
∞
x (L(H),R)
≤ C
(1− t¯)1+θn/2
e−Cr
p(1−t¯)1/2 ≤ δ0. (5.8)
for some R, i.e.,
r ∼ C
(1− t¯)p/2
δ (t) , (5.9)
where
δ (t) = log
1
p φ (t) , φ (t) =
C
δ0 (1− t¯)θn/2
.
Let
V =V˜χ(|x>R|) (x, t) , F = V˜χ(|x<r|) (x, t) u˜ (x, t) . (5.10)
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By using (5.5)− (5.10) , by virtue of Lemma 3.1 and (4.7) we deduced
sup
t∈[0,1]
∥∥∥eγ|x|p u˜ (., t)∥∥∥2
X
≤ C
(∥∥∥eγ|x|p u˜ (., 0)∥∥∥2
X
+
∥∥∥eγ|x|p u˜ (., 1)∥∥∥2
X
)
+
Ca2eCγr
p
∥∥∥V˜ (x, t)∥∥∥ ≤ Ca2
(1− t¯)p e
δ(t), a = ‖u0‖X .
Next, using the same argument given in section 4, (4.10)− (4.22), one finds that
γ
1∫
0
∫
Rn
t(1− t) (1 + |x|)p−2 ‖∇u˜ (x, t)‖H eγ|x|
p
dxdt ≤ Ca
2
(1− t¯)p e
δ(t).
Now we turn to the lower bounds estimates. Since they are similar to those
given in detail in Section 3, we obtain that the estimate (4.24) for potential
operator function V˜ (x, t) when
θn
2
− 1 < p
2 (2− p) , i.e., p >
2 (θn− 2)
θn− 1 .
Finally, we get
e
C
(1−t¯)p
logφ(t) ≤ eCγrp ≤ e
C
(1−t¯)p/2
ϑ(t)
, ϑ (t) = C (1− t¯) −p
2
2(2−p)
for p < p2 +
p2
2(2−p) , i.e. p > 1 that assumed, i.e. we obtain the assertion of
Theorem 3.
Remark 5.1. Let us consider the case θ = 4/n in Theorem 3, i.e. p > 4/3.
Then from Theorem 3 we obtain
Result 5.1. Assume that the conditions of Theorem 3 are satisfied for
p > 4/3. Then u (x, t) ≡ 0.
6. Unique continuation properties for the system of Schredinger
equation
Consider the Cauchy problem for the finite or infinite system of Schro¨dinger
equation
∂um
∂t
= i

∆um + N∑
j=1
amj (x)uj +
N∑
j=1
bmj (x)uj

 , x ∈ Rn, t ∈ (0, T ) , (6.1)
where u = (u1, u2, ..., uN ) , uj = uj (x, t) , amj = amj (x) are and bmj =
bmj (x, t) are complex valued functions. Let l2 = l2 (N) and l
s
2 = l
s
2 (N) (see
[23, § 1.18]). Let A be the operator in l2 (N) defined by
D (A) =

u = {uj} ∈ l2, ‖u‖ls2(N) =

 N∑
j=1
2sj |uj|2


1
2
<∞

 ,
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A = [amj ] , amj = Gm (x) 2
sj , s > 0, m, j = 1, 2, ..., N, N ∈ N
and
D (V (x, t)) = l2,
V (x, t) = [bmj (x, t)] , bmj (x, t) = gm (x, t) 2
sj , m, j = 1, 2, ..., N.
Let
X2 = L
2 (Rn; l2) , X2 (A) = L
2 (Rn; ls2) , Y
k,2 =W k,2 (Rn; l2) .
From Theorem 1 we obtain the following result
Theorem 6.1. Suppose amj are bounded cotinious on R
n and bmj are
bounded functions on Rn × [0, T ] . Assume there exist the constants a0, a1,
a2 > 0 such that for any k ∈ Z+ a solution u ∈ C ([0, 1] ;X2 (A)) of (6.1) satisfy∫
Rn
‖u (x, 0)‖2l2 e2a0|x|
p
dx <∞, for p ∈ (1, 2) ,
∫
Rn
‖u (x, 1)‖2l2 e2k|x|
p
dx < a2e
2a1k
q
q−p
,
1
p
+
1
q
= 1.
Moreover, there exists Mp > 0 such that
a0a
p−2
1 > Mp.
Then u (x, t) ≡ 0.
Proof. It is easy to see that A is a symmetric operator in l2 and other
conditions of Theorem 1 are satisfied. Hence, from Teorem 1 we obtain the
conculision.
7. Unique continuation properties for nonlinear anisotropic
Schredinger equation
The regularity property of BVPs for elliptic equations were studied e.g. in
[1, 2]. Let Ω = Rn × G, G ⊂ Rd, d ≥ 2 is a bounded domain with (d− 1)-
dimensional boundary ∂G. Let us consider the following problem
i∂tu+∆xu+
∑
|α|≤2m
aα (x, y)D
α
y u (x, y, t) + F (u, u¯)u = 0, (7.1)
x ∈ Rn, y ∈ G, t ∈ [0, 1] ,
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Bju =
∑
|β|≤mj
bjβ (y)D
β
yu (x, y, t) = 0, x ∈ Rn, y ∈ ∂G, j = 1, 2, ...,m, (7.2)
where aα, bjβ are the complex valued functions, α = (α1, α2, ..., αd), β =
(β1, β2, ..., βd) , µi < 2m, K = K (x, y, t) and
Dkx =
∂k
∂xk
, Dj = −i ∂
∂yj
, Dy = (D1,..., Dd) , y = (y1, ..., yd) .
Let
ξ′ =
(
ξ1, ξ2, ..., ξd−1
) ∈ Rd−1, α′ = (α1, α2, ..., αd−1) ∈ Zd−1,
A
(
y0, ξ
′, Dy
)
=
∑
|α′|+j≤2m
aα′ (y0) ξ
α1
1 ξ
α2
2 ...ξ
αd−1
d−1 D
j
y for y0 ∈ G¯
Bj
(
y0, ξ
′, Dy
)
=
∑
|β′|+j≤mj
bjβ′ (y0) ξ
β1
1 ξ
β2
2 ...ξ
βd−1
d−1 D
j
y for y0 ∈ ∂G.
Let
X2 = L
2
(
Rn;L2 (G)
)
= L2 (Ω) , X2 (A) = L
2
(
Rn;W 2m,2 (G)
)
, Y k,2 =W k,2
(
Rn;L2 (G)
)
.
Theorem 7.1. Let the following conditions be satisfied:
(1) G ∈ C2, aα ∈ C
(
Ω¯
)
for each |α| = 2m and aα ∈ L∞ (G) for each
|α| < 2m;
(2) bjβ ∈ C2m−mj (∂G) for each j, β and mj < 2m,
m∑
j=1
bjβ (y
′)σj 6= 0, for
|β| = mj , yp ∈ ∂G, where σ = (σ1, σ2, ..., σd) ∈ Rd is a normal to ∂G ;
(3) for y ∈ G¯, ξ ∈ Rd, λ with |argλ| ≤ ϕ for 0 ≤ ϕ < pi, |ξ|+ |λ| 6= 0 let λ+∑
|α|=2m
aα (y) ξ
α 6= 0;
(4) for each y0 ∈ ∂G local BVP in local coordinates corresponding to y0:
λ+A
(
y0, ξ
′, Dy
)
ϑ (y) = 0,
Bj
(
y0, ξ
′, Dy
)
ϑ (0) = hj , j = 1, 2, ...,m
has a unique solution ϑ ∈ C0 (R+) for all h = (h1, h2, ..., hd) ∈ Cd and for
ξ′ ∈ Rd−1;
(5) there exist positive constants b0 and θ such that a solution u ∈ C ([−1, 1] ;X2 (A))
of (7.1)− (7.2) satisfied
‖F (u, u¯)‖L2(G) ≤ b0 ‖u‖θL2(G) for ‖u‖X2(A) > 1;
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(6) Suppose
‖u (., t)‖L2(Ω) = ‖u (., 0)‖L2(Ω) = ‖u0‖L2(Ω) = a
for t ∈ [−1, 1] and that (2.15) holds with Q (.) satisfies (2.16) for H = L2 (G) .
If p > p (θ) = 2(θn−2)(θn−1) , then a ≡ 0.
Proof. Let us consider operators A and V (x, t) in H = L2 (G) that are
defined by the equalities
D (A) =
{
u ∈ W 2m,2 (G) , Bju = 0, j = 1, 2, ...,m
}
, Au =
∑
|α|≤2m
aα (y)D
α
y u (y) .
Then the problem (7.1)−(7.2) can be rewritten as the problem (2.12), where
u (x) = u (x, .) , f (x) = f (x, .), x ∈ Rn are the functions with values in H =
L2 (G). By virtue of [1] operator A+µ is positive in L2 (G) for sufficiently large
µ > 0. Moreover, in view of (1)-(6) all conditons of Theorem 3 are hold. Then
Theorem 3 implies the assertion.
8. The Wentzell-Robin type mixed problem for Schredinger
equations
Consider the problem (1.5)− (1.6). Let
σ = Rn × (0, 1) , X2 = L2 (σ) , Y 2,k =W 2,k (σ) .
Suppose ν = (ν1, ν2, ..., νn) are nonnegative real numbers. In this section,
from Theorem 1 we obtain the following result:
Theorem 8.1. Suppose the following conditions are satisfied:
(1) a and b are a real-valued functions on (0, 1) and a (t) > 0. Moreover,
a (.) is bounded continious function on Rn × [0, 1] and
exp

−
x∫
1
2
b (t) a−1 (t) dt

 ∈ L1 (0, 1) ;
(2) u1, u2 ∈ C
(
[0, 1] ;Y 2,k
)
are strong solutions of (1.2) with k > n2 ;
(3) F : C× C→ C, F ∈ Ck, F (0) = ∂uF (0) = ∂u¯F (0) = 0;
(4) there exist positive constants α and β such that
e
|αx|p
p (u1 (., 0)− u2 (., 0)) ∈ X2, e
|βx|q
q
(u1 (., 0)− u2 (., 0)) ∈ X2,
with
p ∈ (1, 2) , 1
p
+
1
q
= 1;
(5) there exists Np > 0 such that
αβ > Np.
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Then u1 (x, t) ≡ u2 (x, t) .
Proof. Let H = L2 (0, 1) and A is a operator defined by (1.4) . Then the
problem (1.5)−(1.6) can be rewritten as the problem (1.2). By virtue of [10, 11]
the operator A generates analytic semigroup in L2 (0, 1). Hence, by virtue of
(1)-(5) all conditons of Theorem 2 are satisfied. Then Theorem 2 implies the
assertion.
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