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1. Introduction
The aim of this paper is to study the problem of computing middle products of multiple-precision
integers, by adapting existing algorithms for the polynomial middle product. Our key innovation is
a practical solution to the problem of the failure of bilinearity of the integer middle product, which
as pointed out in Hanrot et al. (2000) is the main obstruction to handling the integer case efficiently.
In particular we describe a version of the Karatsuba middle product algorithm applicable to integers,
based on the analogous algorithm for polynomials given in Hanrot et al. (2004), and we report on
a careful implementation of this algorithm in GMP, the GNU multiple-precision arithmetic library
(Granlund, 2011).
While the middle product is of theoretical interest in itself, its main application is as a subroutine
of algorithms for higher-level operations such as division and obtaining the square root. In the
polynomial domain, such algorithms have already been shown to improve running time constants
both in theory and in practice (Hanrot et al., 2000, 2004). The natural extension of these ideas to the
integer and floating-point domains, using the present results on the integer middle product, is the
subject of joint work with Paul Zimmermann (Harvey and Zimmermann, 2011).
E-mail address: d.harvey@unsw.edu.au.
URL: http://web.maths.unsw.edu.au/∼davidharvey/.
1 Tel.: +61 2 9385 7088; fax: +61 2 9385 7123.
2 Current address: School of Mathematics and Statistics, University of New South Wales, Sydney NSW 2052, Australia.
0747-7171/$ – see front matter© 2012 Elsevier Ltd. All rights reserved.
doi:10.1016/j.jsc.2012.02.001
D. Harvey / Journal of Symbolic Computation 47 (2012) 954–967 955
g0
g1
...
gn−1
f0 f1 · · · fn−1 · · · fm−1
MPm,n( f , g)
Fig. 1.Middle product region.
1.1. The polynomial middle product
We recall the definition and basic properties of the polynomial middle product. Let R be a
coefficient ring, assumed commutative with identity. We will identify a polynomial f ∈ R[x] with
its vector of coefficients ( f0, f1, . . .), and we write f[j,k] for the sub-polynomial
f[j,k] := fj + fj+1x+ · · · + fk−1xk−j−1.
Letm ≥ n, and let f = f[0,m] and g = g[0,n]. The middle product of f and g is defined to be
MPm,n( f , g) := ( fg)[n−1,m] =

0≤i<m
0≤j<n
n−1≤i+j≤m−1
figjxi+j−(n−1). (1)
This operation corresponds to extracting the ‘middle’ portion of the full product fg (Fig. 1). The ‘low’
portion corresponds to the triangle on the bottom left, and the ‘high’ portion to the triangle on the top
right. For simplicity we will consider mainly the balanced case, wherem = 2n− 1; we denote this by
MPn( f , g).
From a computational perspective, one of themost interesting properties of the polynomialmiddle
product is its relation to the ordinary polynomial product via the ‘transposition principle’. In a suitably
restricted model of computation, any algorithm for computing an ordinary (m− n+ 1)× n product
may be ‘transposed’ to obtain an algorithm for computingMPm,n( f , g). Moreover, the two algorithms
perform exactly the same number of multiplications in R; the number of additions and subtractions,
and the space complexity, may increase by O(m) in the transposed algorithm. For a precise statement,
and details of the transformation, we refer the reader to Bostan et al. (2003).
For example, the ‘classical’ multiplication algorithm performs n2 coefficient multiplications
to compute an n × n product. Its transpose, the classical middle product algorithm, simply
multiplies out the n2 term-by-term products appearing in Eq. (1) (for m = 2n − 1) and accumulates
appropriately.
A more interesting example is the Karatsuba multiplication algorithm, which recursively splits
the problem into three half-sized multiplications, thereby performing nlog 3/ log 2 ≈ n1.58 coefficient
multiplications (assuming that n is a power of 2, and that Karatsuba is called recursively at
every stage). Transposing it yields a Karatsuba middle product algorithm with complexity n1.58.
One possible version is given in Algorithm 1, following Hanrot et al. (2004). Here we assume
that n = 2r is even; we will return to the odd case in Section 5. An interesting feature is
that the number of additions and subtractions at the top recursion level is 3n + O(1), slightly
better than the best known analogous bound of 7n/2 + O(1) for Karatsuba multiplication
(Bernstein, 2009).
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Fig. 2. Karatsuba middle product decomposition (the even case).
Algorithm 1: Karatsuba polynomial middle product (the even case)
Input: polynomials f = f[0,4r−1] and g = g[0,2r] in R[x]
Output: the middle product MP2r( f , g)
1 s← f[0,3r−1] + f[r,4r−1]
2 t ← g[0,r] − g[r,2r]
3 P (0) ← MPr(s[0,2r−1], g[r,2r])
4 P (1) ← MPr(f[r,3r−1], t[0,r])
5 P (2) ← MPr(s[r,3r−1], g[0,r])
6 return (P (0) + P (1))+ xr(P (2) − P (1))
To prove the correctness of Algorithm 1, one could rely on the transposition principle and the
correctness of the ordinary Karatsuba multiplication algorithm. Alternatively, one can give a direct
proof using the bilinearity properties of themiddle product, namely that MP( f + f ′, g) = MP( f , g)+
MP( f ′, g) and MP( f , g + g ′) = MP( f , g)+MP( f , g ′). Bilinearity implies that
P (0) = A+ B, P (1) = C − B, P (2) = C + D,
where
A = MPr(f[0,2r−1], g[r,2r]),
B = MPr(f[r,3r−1], g[r,2r]),
C = MPr(f[r,3r−1], g[0,r]),
D = MPr(f[2r,4r−1], g[0,r])
(see Fig. 2), and so the return value is (A+ C)+ xr(B+ D) as desired.
1.2. The integer case
Let β ≥ 2 be the representing base; typically β = 232 or 264 in software implementations of
multiple-precision arithmetic. If a is a non-negative integer, we denote by ai its ith β-adic digit, that
is, a =i≥0 aiβ i. We denote by a[j,k] the ‘sub-integer’
a[j,k] = aj + aj+1β + · · · + ak−1βk−j−1.
Letm ≥ n, and let a = a[0,m] and b = b[0,n]. By analogy with the polynomial case, the middle product
of a and b is defined to be
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MPm,n(a, b) =

0≤i<m
0≤j<n
n−1≤i+j≤m−1
aibjβ i+j−(n−1). (2)
The integer case is more complicated than the polynomial case in at least two respects. First,
MPm,n(a, b)will in general bemore thanm−n+1 digits long. We do at least have 0 ≤ MPm,n(a, b) <
nβm−n+2. We will systematically assume that n ≤ β (not a serious restriction in practice), so that
MPm,n(a, b) is at mostm− n+ 3 digits long.
Second, it is not quite true that MPm,n(a, b) corresponds to extracting the ‘middle digits’ of the
ordinary product ab, because the sum fails to account for digits propagating upwards from products
aibj with i+ j < n− 1, including carries that could possibly affect all of the digits.
The main goal of this paper is to adapt the Karatsuba middle product algorithm (Algorithm 1) to
compute MPn(a, b) = MP2n−1,n(a, b) in the integer case. One is tempted to try to do this by replacing
all arithmetic operations on polynomials by the corresponding operations for integers. Unfortunately,
this approach fails because the integer middle product is not bilinear. In general MP(a + a′, b) ≠
MP(a, b) + MP(a′, b), and similarly for linearity in the second variable. The problem is caused by
internal carries: for example, a carry occurring in the addition a+ a′ may contribute to MP(a+ a′, b)
but not to the sumMP(a, b)+MP(a′, b).
Our solution to this problem is to examine ‘error terms’ such as
MPm,n(a+ a′ mod βm, b)− (MPm,n(a, b)+MPm,n(a′, b)),
which measures the failure of bilinearity of the integer middle product in the first variable. We
give explicit expressions for such error terms, showing that they can be directly computed in linear
time. This increases the implied constant in the O(n1.58) complexity bound, but the additional
computation turns out to be quite cheap in practice. We then give an analogue of Algorithm 1 for
the integer case; the overall structure is the same, but the result is then corrected using suitable error
terms.
A referee pointed out that this linear-time correction strategy was discovered independently by
Quercia (2002), but the observation does not appear to have been published.
In principle it is straightforward to extend the ideas of this paper to higher-order Toom–Cook
algorithms. In practice the algorithms become quite complicated due to a profusion of error terms.
A natural question for future research is how to obtain a practical algorithm for Toom-3, which
reduces the computation ofMP6r−1,3r(a, b) to that of fivemiddle products of the formMP2r−1,r(a′, b′).
This would lead to an algorithm for computing MP2n−1,n(a, b) with asymptotic complexity
nlog 5/ log 3 ≈ n1.46.
1.3. Implementation and performance
A crucial feature of our work is that the running time constants are low enough for the algorithms
to be useful in practice. To demonstrate this, we have implemented most of the algorithms in version
5.0 of the widely used GMPmultiple-precision integer arithmetic library (Granlund, 2011). Following
a description and theoretical discussion of each algorithm, we present performance measurements
for the corresponding implementation.
We make some remarks on the design of GMP. The lowest ‘mpn’ layer of the library operates
directly on natural numbers represented as arrays of digits, each digit occupying a full machine word,
so, for example, β = 264 on a 64-bitmachine. Thempn layer provides an interface for basic operations
on such arrays, such as multiple-precision addition, subtraction and multiplication. A portable C
implementation is available for each routine, and hand-written assembly versions are supplied for
the most important routines for many common processors. GMP also has a higher ‘mpz’ layer that
adds memory management, signed arithmetic and other higher-level functionality on top of the mpn
layer.
For efficiency, and to make a meaningful comparison with the GMP multiplication code,
our implementation of the middle product is written at the mpn level. We wrote portable C
implementations for all routines, and for some routines we also wrote assembly implementations
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Table 1
Classical product and middle product timing statistics.
Opteron Core 2
a b a b
mpn_mul_basecase 2.38± 0.01 13.1± 1.2 4.41± 0.01 8.2± 1.0
mpn_mulmid_basecase 2.37± 0.01 14.1± 1.2 4.39± 0.01 12.6± 1.1
targeted at the AMD Opteron and Intel Core 2 processors. These are 64-bit processors supporting
essentially the same instruction set, but with very different microarchitectures and execution
pipelines.We present performance results for both processors,more precisely a 2.6 GHzAMDOpteron
K8 (model 8218) running Ubuntu Linux, and a 2.13 GHz Intel Core 2 Duo ‘‘Penryn’’ (model SL9600)
running Mac OS 10.6.7; we refer to these below as ‘Opteron’ and ‘Core 2’.
2. The classical integer middle product
We begin with the classical quadratic-time integer middle product algorithm.
Algorithm 2: Classical integer middle product
Input: integers a = a[0,m] and b = b[0,n], withm ≥ n ≥ 1
Output: the middle product MPm,n(a, b)
1 c ← 0 (c is a multiple-precision integer)
2 for 0 ≤ j < n do c ← c + bj · a[n−1−j,m−j]
3 return c
We omit the proof of correctness. In the statement of Algorithm 2, we have tacitly assumed that
we have available a routine that multiplies a single digit by a multiple-precision integer, and adds the
result into anothermultiple-precision integer (for example the mpn_addmul_1 function in GMP).We
have also left out many details, such as carry handling and memory management, that would need to
be considered in a real implementation.
Implementation
The GMP function mpn_mul_basecase computes an arbitrary m× n product using the classical
algorithm. This is one of the most time-critical routines in GMP. An assembly implementation
optimized for the Opteron is provided. No specific Core 2 implementation is included in GMP, but the
Opteron version runs fairly well on the Core 2. Following the assembly optimization strategies used to
write the Opteron mpn_mul_basecase code, wewrote an Opteron-tuned mpn_mulmid_basecase
routine that computes MPm,n(a, b) using the classical middle product algorithm for arbitrary
m ≥ n ≥ 1.
Let Tmul(n) denote the time in clock cycles consumed by mpn_mul_basecase for an n × n
product, and similarly let Tmulmid(n) denote the time taken to compute the balanced middle product
MPn(a, b) = MP2n−1,n(a, b) using mpn_mulmid_basecase. We measured T∗(n) for 1 ≤ n ≤ 100
on both processors, using the same Opteron-tuned implementation, and performed a least-squares
regression analysis to estimate coefficients a, b and c in the linear model
T (n) = an2 + bn+ c.
The coefficient a reflects the cost of each digit-by-digit multiplication and accumulation. For each
processor, we expect a to be essentially equal for Tmul and Tmulmid. We expect b to be somewhat
larger for Tmulmid than for Tmul, as the middle product requires O(n) more additions than the
corresponding product. These predictions are borne out by the measurements reported in Table 1
(confidence intervals represent one standard error; in all cases the coefficient of determination R2 is at
least 0.99).
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Note that the values a ≈ 2.37 (Opteron) and a ≈ 4.40 (Core 2) are fairly close to the maximum
theoretical throughput of the 64-bit multiply unit for each processor. In favorable circumstances the
Opteron can sustain onemultiplication every two cycles, and the Core 2 onemultiplication every four
cycles.
3. Restoring bilinearity in the integer middle product
In this section we prove two results that describe what error is introduced when trying to expand
MP(a± a′, b) and MP(a, b± b′) using bilinearity.
For σ ∈ {+1,−1}, we define a function Addσ as follows. Let u = u[0,n] and v = v[0,n] be two
integers, and let κ0 ∈ {0, 1}. Put
Addσ (u, v, κ0) := w, (κ1, . . . , κn),
where
ui + σ(vi + κi) = wi + σβκi+1, 0 ≤ wi < β, κi ∈ {0, 1},
for 0 ≤ i < n. That is, Add+1 takes as input two n-digit integers u and v and an incoming carry κ0, and
computes their sum w modulo βn, the internal carries κ1, . . . , κn−1, and the carry-out κn. Similarly,
Add−1 takes as input u and v and an incoming borrow κ0, and computes their difference w modulo
βn, the internal borrows κ1, . . . , κn−1, and the borrow-out κn. We will also write simply Add and Sub
for Add+1 and Add−1.
Lemma 1. Let m ≥ n, and let u = u[0,m], v = v[0,m] and y = y[0,n] be integers. Let σ ∈ {+1,−1} and
κ0 ∈ {0, 1}. Letw, (κ1, . . . , κm) = Addσ (u, v, κ0). Then
MPm,n(w, y) = MPm,n(u, y)+ σMPm,n(v, y)+ σ

n−1
j=0
yjκn−1−j − βm−n+1
n−1
j=0
yjκm−j

.
Proof. Consider the polynomials
U(x) =
m−1
i=0
uixi, V (x) =
m−1
i=0
vixi, W (x) =
m−1
i=0
wixi, Y (x) =
n−1
j=0
yjxj.
Then we haveW = U + σV + σE, where E(x) is the ‘error’ polynomial
E(x) =
m−1
i=0
(κi − βκi+1)xi.
Bilinearity of the polynomial middle product implies that
MPm,n(W , Y ) = MPm,n(U, Y )+ σMPm,n(V , Y )+ σMPm,n(E, Y ).
Evaluating at x = β we obtain
MPm,n(w, y) = MPm,n(u, y)+ σMPm,n(v, y)+ σ F(β),
where F(x) = MPm,n(E, Y ). But
F(x) =
n−1
j=0
yjE[n−1−j,m−j](x)
(see Fig. 1) and
E[n−1−j,m−j](β) =
m−1−j
i=n−1−j
(κi − βκi+1)β i−(n−1−j) = κn−1−j − κm−jβm−n+1,
yielding the desired result. 
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The key step in the above proof is the telescoping sum, which reduces the number of unwanted carry
terms from O((m− n)n) to only O(n). Roughly speaking, all carries cancel out except those along the
boundary of the middle product region.
Note that both sums
n−1
j=0 xjκn−1−j and
n−1
j=0 xjκm−j are bounded by nβ , and so are at most two
digits long if n ≤ β . The first summay be regarded as a correction to the low-order digits of MP(w, x),
and the second sum as a correction to its high-order digits.
Lemma 2. Let m ≥ n, and let y = y[0,m], u = u[0,n] and v = v[0,n] be integers. Let σ ∈ {+1,−1} and
κ0 ∈ {0, 1}. Letw, (κ1, . . . , κn) = Addσ (u, v, κ0). Then
MPm,n(y, w) = MPm,n(y, u)+ σMPm,n(y, v)
+ σ
 n−2
i=0
yiκn−1−i − βm−n+1
m−1
i=m−n+1
yiκm−i + κ0y[n−1,m] − κnβy[0,m−n+1]

.
Note that when we use Lemma 2 later in the paper, we will always arrange that κ0 = κn = 0, so that
the last two of the four terms above vanish.
Proof. Analogously to the case for the proof of Lemma 1, the desired error term is σ F(β), where
F(x) = MPm,n(Y , E), Y (x) =
m−1
i=0
yixi, E(x) =
n−1
j=0
(κj − βκj+1)xj.
We have
F(x) =
m−1
i=0
yixλi−(n−1−i)E[λi,µi](x)
where λi = max(0, n − 1 − i) and µi = min(n,m − i) (so µi and λi are the upper and lower limits
of the middle product region in column i; see Fig. 1). Using a telescoping sum to evaluate at x = β we
obtain
F(β) =
m−1
i=0
βλi−(n−1−i)yi(κλi − βµi−λiκµi)
=
m−1
i=0
βλi−(n−1−i)yiκλi −
m−1
i=0
βµi−(n−1−i)yiκµi .
The first sum becomes
n−2
i=0
yiκn−1−i +
m−1
i=n−1
β i−(n−1)yiκ0 =
n−2
i=0
yiκn−1−i + κ0y[n−1,m],
and the second sum is
m−n
i=0
βn−(n−1−i)yiκn +
m−1
i=m−n+1
βm−n+1yiκm−i = κnβy[0,m−n+1] + βm−n+1
m−1
i=m−n+1
yiκm−i,
accounting for the four sums appearing in the statement of the lemma. 
For the applications discussed later in the paper, it is convenient to introduce a function that
performs a multiple-precision addition or subtraction, while simultaneously computing a sum of the
type appearing in the error terms in Lemmas 1 and 2. Let u = u[0,n], v = v[0,n] and y = y[0,n], and let
κ0 ∈ {0, 1}. Then we define
AddErr1(u, v, κ0; y) := w, κn, ε,
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Table 2
Timings for error term computation routines.
Opteron Core 2
mpn_add_n 1.5 2.01± 0.02
mpn_add_err1_n 2.75 4.14± 0.01
mpn_add_err2_n 4.5 6.90± 0.01
where
w, (κ1, . . . , κn) = Add(u, v, κ0),
and
ε = κ1yn−1 + · · · + κny0.
Note in particular that AddErr1 does not return or need to store the intermediate carries. This is
crucial for the efficiency of the implementation, as the sum for ε can be accumulated in the same
loop that generates the carries. We similarly define SubErr1 by replacing Add by Sub in the above
definition.
We also define analogues that accept multiple parameters playing the role of y, for example
AddErr2(u, v, κ0; y, y′) := w, κn, ε, ε′,
wherew, κn and ε are as above, and ε′ = κ1y′n−1 + · · · + κny′0.
Implementation
GMPprovides a routine mpn_add_n that adds two n-digit integers, returning their n-digit sum and
an outgoing carry. We wrote a routine mpn_add_err1_n that computes AddErr1 as defined above;
it performs the same addition as mpn_add_n (also incorporating an incoming carry), and uses the
intermediate carries to compute an error term ε with respect to a third n-digit integer y. We also
wrote mpn_add_err2_n implementing AddErr2; it accepts two integers y and y′, and computes
two error terms ε and ε′. An analogous discussion applies to mpn_sub_n, mpn_sub_err1_n and
mpn_sub_err2_n.
We implemented all of these variants in assembly, optimized for both the Opteron and the Core 2.
Table 2 shows the resulting performance. In each case, writing T (n) for the number of processor
cycles required to process n-digit inputs, we construct a linear model T (n) = an + b. The table
shows the value of a, which represents the cost per digit in cycles, ignoring loop initialization
costs. For the Opteron, the reported values of a are exact, in the sense that the processor settles
into a stable execution pattern for the duration of the loop (for example, mpn_add_err1_n is
found to process every four digits in exactly 11 cycles). The Core 2 is not so predictable, and we
report the value of a coming from a least-squares regression analysis based on measurements for
1 ≤ n ≤ 100. In all cases R2 ≥ 0.98, and the numbers for the sub variants are essentially
identical.
From the table, we see that the cost of AddErr1 is roughly double the cost of Add; in other words,
computing one error term has roughly the same cost as the original addition. Computing the second
error term is somewhat more expensive; this seems to be mainly because of register pressure in the
inner loop (i.e., the processor is starved of registers for keeping track of carries and error terms, and
this limits opportunities for loop unrolling).
4. The Karatsuba integer middle product (the even case)
We now describe a Karatsuba middle product algorithm for computing MP2r(a, b). The case of
MP2r+1(a, b) is discussed in Section 5.
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Algorithm 3: Karatsuba integer middle product (the even case)
Input: integers a = a[0,4r−1] and b = b[0,2r]
Output: the middle product MP2r(a, b)
1 s[0,r−1], κr−1, ε0 ← AddErr1(a[0,r−1], a[r,2r−1], 0; b[r,2r−1])
2 s[r−1,2r−1], κ2r−1, ε1, ε2 ←
AddErr2(a[r−1,2r−1], a[2r−1,3r−1], κr−1; b[r,2r], b[0,r])
3 s[2r−1,3r−1], κ3r−1, ε3 ← AddErr1(a[2r−1,3r−1], a[3r−1,4r−1], κ2r−1; b[0,r])
4 if b[0,r] ≥ b[r,2r] then
5 τ ←+1
6 t[0,r], κ ′r , ε4, ε5 ← SubErr2(b[0,r], b[r,2r], 0; a[r−1,2r−1], a[2r−1,3r−1])
7 else
8 τ ←−1
9 t[0,r], κ ′r , ε4, ε5 ← SubErr2(b[r,2r], b[0,r], 0; a[r−1,2r−1], a[2r−1,3r−1])
10 end
11 P (0) ← MPr(s[0,2r−1], b[r,2r])− ε0 + βrε1
12 P (1) ← MPr(a[r,3r−1], t[0,r])+ ε4 − βrε5
13 P (2) ← MPr(s[r,3r−1], b[0,r])− ε2 + βrε3
14 return (P (0) + τP (1))+ βr(P (2) − τP (1))
Proposition 3. Algorithm 3 correctly computes the middle productMP2r(a, b).
Proof. Let
A = MPr(a[0,2r−1], b[r,2r]),
B = MPr(a[r,3r−1], b[r,2r]),
C = MPr(a[r,3r−1], b[0,r]),
D = MPr(a[2r,4r−1], b[0,r]).
As in the polynomial case (see Fig. 2) we must show that the output is (A+ C)+ βr(B+ D).
The first three lines perform the addition
s[0,3r−1] + β3r−1κ3r−1 = a[0,3r−1] + a[r,4r−1]
in three segments, computing along the way the error terms
ε0 = κ1b2r−2 + · · · + κr−1br ,
ε1 = κrb2r−1 + · · · + κ2r−1br ,
ε2 = κrbr−1 + · · · + κ2r−1b0,
ε3 = κ2rbr−1 + · · · + κ3r−1b0,
where κ1, . . . , κ3r−1 are the internal carries and carry-out.
Lines 6 and 9 perform the subtraction
t[0,r] = τ(b[0,r] − b[r,2r]),
the sign chosen so that the result of the subtraction operation is non-negative. In particular κ ′r = 0.
(The comparison operation in line 4 requires O(r) digit comparisons in the worst case, but only O(1)
on random input.) The subtraction also produces the error terms
ε4 = κ ′1a2r−2 + · · · + κ ′r−1ar ,
ε5 = κ ′1a3r−2 + · · · + κ ′r−1a2r ,
where κ ′1, . . . , κ
′
r−1 are the internal borrows.
By Lemma 1 we have
MPr(s[0,2r−1], b[r,2r]) = A+ B+ ε0 − βrε1
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and
MPr(s[r,3r−1], b[0,r]) = C + D+ ε2 − βrε3.
Thus P (0) and P (2) have the corrected values A+ B and C + D respectively. Similarly, by Lemma 2 we
have
MPr(a[r,3r−1], t[0,r]) = τ(C − B)− ε4 + βrε5,
leading to P (1) = τ(C − B). Finally we obtain P (0) + τP (1) = A + C and P (2) − τP (1) = B + D as
desired. 
Implementation
We implemented a routine mpn_toom42_mulmid in C that computes MPn(a, b) for any n ≥ 4. If
n is even, it applies Algorithm 3, using the error term subroutines discussed in the previous section.
The odd case is reduced to the even case by computing the contributions from the last row and
last diagonal separately (Algorithm 4); see Section 5 for a further discussion of this and alternative
approaches.
The three recursive middle products of size r = ⌊n/2⌋ are handled by the classical algorithm if
r < n0 for a certain threshold n0, or recursively by the Karatsuba algorithm if r ≥ n0. The optimal
value for n0 is determined automatically by a tuning program; it is n0 = 36 on the Opteron and
n0 = 24 on the Core 2.
Figs. 3 and 4 compare the performance of the classical and Karatsuba middle product
implementations for 16 ≤ n ≤ 500. The y-axis shows the number of cycles, normalized by dividing
by 2.37n2 on the Opteron, and by 4.39n2 on the Core 2; this shows the running time relative to an
idealized quadratic-time implementation.
By construction, the curve for the classical algorithm approaches 1 as n increases. The jump at
n = 37 for the Opteron is apparently an artifact of the chip’s branch prediction hardware. The classical
multiplication routine mpn_mul_basecase, which has a very similar structure, exhibits an identical
jump, not shown on the graph. The bump at n = 33 for the Core 2 is more mysterious; we do not
know the cause, and there is no corresponding bump for mpn_mul_basecase. This is not of much
concern, as the classical middle product is not used in this region (since n0 < 33).
The graphs clearly show the superiority of the performance of the Karatsuba algorithm over that
of the classical algorithm. For example, on the Core 2, at n = 240, the Karatsuba middle product is
already twice as fast as the classical algorithm.
The graphs also compare the speed of theKaratsubamiddle productwithGMP’s ordinaryKaratsuba
multiplication routine mpn_toom22_mul. (The latter uses classical multiplication or recursively calls
Karatsuba for the three sub-products, according to whether n/2 < n1, where n1 = 27 for the Opteron
and n1 = 23 for the Core 2.) These of course compute completely different things, but we expect their
running times to be close. More precisely, one expects the Karatsuba middle product to be a small
constant factor slower than the corresponding Karatsuba multiplication, as the big-O constant in the
linear contribution at each recursion level is larger in the former than in the latter, owing to the extra
error term computations. This appears quite clearly in the graphs; on average mpn_toom42_mulmid
is about 12% slower than mpn_toom22_mul on the Opteron, and about 16% slower on the Core 2.
The jagged shape of the graphs for the Karatsuba routines is caused by slightly different algorithms
being used for the even and odd cases. For both functions, the odd case is slightly less efficient than
the even case.
Figs. 5 and 6 compare the performance of the Karatsuba middle product to those of several
alternative methods of computing the middle product. The y-axis shows the number of cycles for
each method, normalized by dividing by n log n. The curves have been smoothed using cubic splines
for better legibility.
The first alternative is to extract the middle n digits of a full (2n − 1) × n product. Although
this does not give exactly the same result as MPn(a, b), it is fairly close and could be corrected to
obtain MPn(a, b) in linear time. The curve labeled ‘full product’ shows the cost of this approach, using
GMP’s mpn_mul routine, which accepts inputs of different sizes. GMP has sophisticated methods for
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Fig. 3. Karatsuba middle product performance (Opteron).
Fig. 4. Karatsuba middle product performance (Core 2).
handling such unbalancedmultiplications, including carefully tuned implementations ofmixed-Toom
algorithms (Bodrato and Zanoni, 2007).
A second possibility is to split the middle product region into two triangular regions. One region
corresponds to a ‘low product’ of the form xy mod βn, where 0 ≤ x, y < βn, and the other to a ‘high
product’ ⌊xy/βn⌋. The GMP routine mpn_mullo_n computes a low product. It uses three algorithms:
for small inputs it uses a quadratic-time algorithm that simply omits terms not contributing to the
required output; formoderate inputs it usesMulders’ divide-and-conquer algorithm (Mulders, 2000);
for large inputs it falls back to full multiplication followed by truncation. Thresholds between these
methods are tuned automatically. GMP does not include a routine for computing the high product.
We would expect the running time of an implementation of the high product to be similar to that of
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Fig. 5. Comparison with alternative algorithms (Opteron).
Fig. 6. Comparison with alternative algorithms (Core 2).
the low product, so as a compromise, the curve labeled ‘short products’ shows the time required for
two low products using mpn_mullo_n.
A third option is to use a cyclic convolution. Namely, MPn(a, b) can be (approximately) recovered
from ab mod βm−1 provided thatm ≥ 2n. This is the integer analogue of awell-known algorithm for
middle products of polynomials. For example, if m = 2n then the final n digits of the full product ab
‘wrap around’ and overlap the first n digits, leaving the middle n digits (mostly) unscathed. GMP has
special code for multiplication modulo βm± 1, using several algorithms. The fallback strategy, which
is used for smallm and for a subset of largem, is to multiply directly with mpn_mul and then reduce
modulo βm ± 1 via a single addition or subtraction. If m is even and of moderate size, multiplication
modulo βm − 1 is handled by splitting into multiplications modulo βm/2 − 1 and βm/2 + 1, which
are handled recursively, and then reconstructing the result via the Chinese remainder theorem. Ifm is
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Fig. 7. Reduction of the odd case to the even case.
large and divisible by a sufficiently high power of 2, the Schönhage–Strassen FFT method is deployed.
The thresholds between these algorithms are tuned automatically; the FFTmethod is used for n ≥ 570
on the Opteron and n ≥ 380 on the Core 2. The curve labeled ‘convolution’ shows the cost of this
approach, via the routine mpn_mulmod_bnm1. Note that the performance of mpn_mulmod_bnm1
varies dramatically depending on the divisibility properties of 2n; the graph shows the best time that
can be obtained by choosingm ≥ 2n appropriately.
From the graphs it is clear that the Karatsubamiddle product is far superior to the alternatives over
a wide range. For example the Karatsuba method is typically at least 25% faster than any of the other
methods for n ≤ 200 on bothmachines. Two crossover points areworth noting. The cyclic convolution
method becomes the fastest method at about n = 900 on the Opteron and n = 600 on the Core 2.
This occurs simply because the FFT is asymptotically faster than Karatsuba, which only achieves n1.58
as n → ∞. The full and short product methods start to beat Karatsuba at around n = 2000 on the
Opteron and n = 1200 on the Core 2. Again, this occurs because GMP’s multiplication algorithms
(such as Toom-3 and FFT) are asymptotically superior to Karatsuba.
5. The odd case
As mentioned above, our implementation of the Karatsuba middle product uses the following
simple expedient to handle the odd n case:
Algorithm 4: Karatsuba integer middle product (the odd case)
Input: integers a = a[0,4r+1] and b = b[0,2r+1]
Output: the middle product MP2r+1(a, b)
1 returnMP2r(a[1,4r], b[0,2r])+ b2ra[0,2r+1] + β2rMP2r,2r(a[2r+1,4r+1], b[0,2r])
Correctness follows by observing that the three terms in the return value correspond to regions A, B
and C in Fig. 7. The first term is computed using the even-case Karatsubamiddle product (Algorithm3).
The third term is a ‘degenerate’ middle product, consisting of a sum of products along a diagonal. Our
assembly implementation of the classical middle product has a special pathway for handling such a
diagonal sum, because the inner loop in the ordinary version runs in the ‘horizontal’ direction, and
is poorly suited to this situation. The cost per digit for the diagonal sum is slightly higher than in the
ordinary horizontal case.
A natural question, raised by a referee, is that of whether one can improve on Algorithm 4 by
employing amore ‘Karatsuba-like’ strategy. The short answer is that wewere not able to demonstrate
such an improvement in practice, and it is not clear whether it can be obtained even in theory. The
following discussion explains the obstruction encountered.
Consider first the ‘odd case’ for Karatsuba polynomial multiplication. To multiply polynomials of
length 2r + 1, one first zero-pads to obtain polynomials of length 2r + 2, and then applies the usual
Karatsuba algorithm. The key observation is that one of the three sub-products has length only r ,
instead of r + 1. Therefore, denoting by A(n) the cost of multiplication of polynomials of length n, we
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obtain A(2r + 1) = 2A(r + 1) + A(r) + O(r). (GMP uses the integer analogue of this algorithm for
Karatsuba multiplication in the odd case, and this partly explains the jagged lines in Figs. 3 and 4.)
This algorithm can be transposed to obtain a Karatsubamiddle product algorithm for the odd case.
Several variants are possible; one is shown in Algorithm 5 (comparewith Hanrot et al. (2004, Thm. 2)).
We omit the proof of correctness; it is similar to that of Algorithm 1. As above, if B(n) denotes the cost
of computing MPn( f , g), we obtain B(2r + 1) = 2B(r + 1)+ B(r)+ O(r).
Algorithm 5: Karatsuba polynomial middle product (the odd case)
Input: polynomials f = f[0,4r+1] and g = g[0,2r+1] in R[x]
Output: the middle product MP2r+1( f , g)
1 s← f[0,3r] + f[r+1,4r+1]
2 t ← xg[0,r] − g[r,2r+1]
3 P (0) ← MPr+1(s[0,2r+1], g[r,2r+1])
4 P (1) ← MPr+1(f[r+1,3r+2], t[0,r+1])
5 P (2) ← MPr(s[r+1,3r], g[0,r])
6 return (P (0) + P (1))+ xr+1(P (2) − (P (1))[0,r])
It would seem a straightforward matter to adapt Algorithm 5 to the integer case, by introducing
appropriate error terms. However, there is a snag: in the last line, we do not want P (1), which has
length r + 1, but rather its truncation P (1)[0,r]. (This truncation may be viewed as the transpose
of the zero-padding performed in the first step of the odd Karatsuba multiplication algorithm.) In
the polynomial setting the truncation comes for free, as the last coefficient can simply be ignored.
However, in the integer setting, we are forced to remove the digit products contributing to that last
position. This entails O(r) additional work to make the correction.
We considered several versions of Algorithm 5, and found that all of them incur the extraO(r) cost;
it appears to be unavoidable, although we have no proof of this. We have not actually implemented
the integer version of any of these algorithms. We did perform several timing experiments in order to
estimate their performance, and our conclusion is that the additional O(r)work causes this approach
to be at least a few per cent slower than the simple method of Algorithm 4.
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