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RÉSUMÉ
En synthèse d’images, le principal calcul à effectuer pour générer une image a été
formalisé dans une équation appelée équation du rendu [Kajiya1986]. Cette équation est
la intègre la conservation de l’énergie dans le transport de la lumière. Elle stipule que
l’énergie lumineuse renvoyée, par les objets d’une scène, dans une direction donnée est
égale à la somme de l’énergie émise et réfléchie par ceux-ci. De plus, l’énergie réfléchie
par un élément de surface est définie comme la convolution de l’éclairement incident
avec une fonction de réflectance. Cette dernière modélise le matériau (au sens physique)
de l’objet et joue le rôle d’un filtre directionnel et énergétique dans l’équation du rendu,
simulant ainsi la manière dont la surface se comporte vis-à-vis d’une réflexion. Dans ce
mémoire de thèse, nous introduisons de nouvelles représentations pour la fonction de
réflectance ainsi que pour la représentation de l’éclairement incident.
Dans la première partie de ce mémoire, nous proposons deux nouveaux modèles pour
représenter la fonction de réflectance. Le premier modèle s’inscrit dans une démarche
artistique et est destiné à faciliter la création et l’édition des reflets spéculaires. Son prin-
cipe est de laisser l’utilisateur peindre et esquisser les caractéristiques (forme, couleur,
gradient et texture) du reflet spéculaire dans un plan de dessin paramétrisé en fonction
de la direction de la réflexion miroir de la lumière. Le but du second modèle est de re-
présenter de manière compacte et efficace les mesures des matériaux isotropes. Pour ce
faire, nous introduisons une nouvelle représentation à base de polynômes rationnels. Les
coefficients de ces derniers sont obtenus à l’aide d’un processus d’approximation qui
garantit une solution optimale au sens de la convergence.
Dans la seconde partie de ce mémoire, nous introduisons une nouvelle représentation
volumétrique pour l’éclairement indirect représenté directionnellement à l’aide de vec-
teurs d’irradiance. Nous montrons que notre représentation est compacte et robuste aux
variations géométriques et qu’elle peut être utilisée comme système de cache pour du
rendu temps réel ou non, ainsi que dans le cadre de la transmission progressive des don-
nées (streaming). Enfin, nous proposons deux types de modifications de l’éclairement
incident afin de mettre en valeur les détails et les formes d’une surface. Le première
iii
modification consiste à perturber les directions de l’éclairement incident tandis que la
seconde consiste à en modifier l’intensité.
Mots-clés :
Eclairage global, BRDF, Modélisation de l’apparence, Bases de fonctions sphériques.
ABSTRACT
In image synthesis, the main computation involved to generate an image is character-
ized by an equation named rendering equation [Kajiya1986]. This equation represents
the law of energy conservation. It stipulates that the light emanating from the scene ob-
jects is the sum of the emitted energy and the reflected energy. Moreover, the reflected
energy at a surface point is defined as the convolution of the incoming lighting with a
reflectance function. The reflectance function models the object material and represents,
in the rendering equation, a directional and energetic filter that describes the surface be-
havior regarding the reflection. In this thesis, we introduce new representations for the
reflectance function and the incoming lighting.
In the first part of this thesis, we propose two new models for the reflectance func-
tion. The first model is targeted for artists to help them create and edit highlights. Our
main idea is to let the user paint and sketch highlight characteristics (shape, color, gra-
dient and texture) in a plane parametrized by the incident lighting direction. The second
model is designed to represent efficiently isotropic material data. To achieve this result,
we introduce a new representation of the reflectance function that uses rational polyno-
mials. Their coefficients are computed using a fitting process that guarantees an optimal
solution regarding convergence.
In the second part of this thesis, we introduce a new volumetric structure for indi-
rect illumination that is directionally represented with irradiance vector. We show that
our representation is compact and robust to geometric variations, that it can be used as
caching system for interactive and offline rendering and that it can also be transmitted
with streaming techniques. Finally, we introduce two modifications of the incoming
lighting to improve the shape depiction of a surface. The first modification consists in
warping the incoming light directions whereas the second one consists in scaling the
intensity of each light source.
Keywords: Global Illumination, BRDF, Appearance Modeling, Spherical basis func-
tions.
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Première partie
BRDF
1
CHAPITRE 1
ETAT DE L’ART
Dans ce chapitre, nous présentons le concept de BRDF (Bidirectional Reflectance
Distribution Function) et donnons un rappel des définitions mathématiques qui lui sont
associées. Parmi elles, nous détaillons la notion de paramétrisation qui est centrale pour
les BRDFs (e.g. [Rus98, KM99, SA05]). Dans toute cette première partie nous consi-
dérons, par abus de langage, que le terme BRDF englobe aussi bien les fonctions de
réflectance physiquement exactes (utilisées dans les simulations d’éclairage) que celles
utilisées dans des domaines plus artistiques. Ces dernières sont souvent regroupées sous
le terme de modèle d’éclairage (Shading Model). Avant de présenter nos contributions
au domaine, nous donnons aussi un aperçu des différents domaines de recherche asso-
ciés aux BRDFs dans le cadre de la synthèse d’images. A la suite de cette analyse, nous
introduisons au chapitre 2 un nouveau modèle destiné à un rendu de type artistique. A
contrario, nous introduisons, au chapitre 3, un modèle destiné avant tout à des simu-
lations physiques des matériaux. Nous concluons cette première partie en donnant des
pistes futures qui permettraient d’unifier les deux types d’usages de modèle.
1.1 Généralités
Dans les mêmes conditions d’éclairage, un mur peint avec de la peinture satinée sera
plus «brillant» que lorsqu’il est peint avec une peinture mate. La fonction de réflectance,
appelée BRDF, modélise cette différence de comportement de la matière par rapport à la
lumière.
D’un point de vue physique, la BRDF modélise les interactions entre la lumière et
la matière à l’échelle microscopique. En première approximation, pour une direction in-
cidente de lumière, la BRDF représente la quantité d’énergie lumineuse1 réfléchie dans
une direction d’observation. Si l’on considère la lumière comme un signal, on peut in-
1Le lecteur soucieux d’une définition physique plus rigoureuse est invité à se référer à l’annexe I.
3terpréter que la BRDF agit comme un filtre angulaire [RH01b] sur la lumière incidente
(signal initial) en la transformant en lumière réfléchie (signal transformé).
En infographie basée sur le réalisme, la principale volonté est de reproduire les effets
lumineux dus à de la matière présente sur des objets géométriques, observables à l’œil
nu, formés à l’échelle macroscopique. Une manière de modéliser la matière à l’échelle
microscopique est de considérer qu’elle est composée d’un ensemble de micro-facettes
et la BRDF est alors utilisée pour modéliser le comportement «moyen» de la lumière
vis-à-vis de cette micro-géométrie. La BRDF est donc reliée à la surface réelle de l’objet
mais est souvent supposée uniforme sur la surface macroscopique perçue. Lorsque cette
supposition est vérifiée, le matériau modélisé par la BRDF ne possède pas de détails
individuellement observables.
Lorsque le matériau d’un objet, au sens physique du terme, n’est pas uniforme sur
sa surface, on ne parle plus de BRDF mais de SVBRDF (Spatially Varying BRDF). Les
images de la figure 1.1 montrent un exemple de matériau modélisé par une SVBRDF.
Bien que la variation spatiale du matériau soit prise en compte, la SVBRDF reste une
fonction qui se place à l’échelle microscopique et ne permet donc pas de prendre en
compte des phénomènes qui surviennent à l’échelle mésoscopique2 (cf. 1.2). Ces ef-
fets, situés à l’échelle mésoscopique, sont capturés par la BTF (Bidirectional Texture
Function). Comme le montre la figure 1.2, les détails individuels tels que les plis ou
les ombres générés par le matériau sur lui-même sont visibles à l’échelle mésoscopique.
Un bon aperçu de la recherche sur les SVBRDFs peut être lu dans le travail de Law-
rence et al. [LBAD+06] ou encore dans la thèse de McAllister [McA02]. De même,
les travaux les plus importants sur les BTFs sont discutés dans quelques travaux ré-
cents [FCGH08, FH09].
La BRDF, la SVBRDF et la BTF modélisent des matériaux opaques et ne sont donc
pas capables de représenter des phénomènes tels que la transparence, la diffusion sous
la surface ou encore la réfraction. Il en va de même pour les phénomènes dépendants du
temps ou du transfert d’énergie d’une longueur d’onde à une autre, tels que la phospho-
rescence (réémission de lumière dans le temps), la fluorescence (réémission de la lumière
2L’échelle mésoscopique se situe entre l’échelle macroscopique et l’échelle microscopique.
4sur une longueur d’onde différente de celle initiale) ou encore la diffraction (diffusion de
l’onde par des points de l’objet). En infographie, pour prendre en compte ce type de phé-
nomène, des traitements particuliers sont donc nécessaires. Par exemple, pour traiter les
phénomènes de diffraction, Stam [Sta99] introduit un modèle qui prend en compte le fait
que la lumière doit être modélisée par une onde électromagnétique (plutôt qu’un rayon
géométrique). Par la suite, il simplifie son modèle pour le rendu temps réel [Sta04]. Un
autre exemple de tel traitement particulier afin de simuler des phénomènes de réfraction
est l’approximation introduite par Wyman [Wym05]. Cette approximation de la réfrac-
tion, calculable en temps réel, montre que seuls les deux premiers rebonds à l’intérieur
de l’objet réfractif sont plus importants pour notre perception du phénomène.
5Figure 1.1 – Exemple de matériaux représentables par une BRDF variant spatialement,
ou SVBRDF (Spatially Varying BRDF). Images tirées de [LBAD+06].
Figure 1.2 – Un exemple de matériau représentable par une BTF. Images tirées
de [MMS+06].
1.2 Notations et grandeurs radiométriques
Repérage
La BRDF étant une fonction locale à la surface de l’objet, elle est exprimée dans un
repère local orthonormé (x, t,n,b) où :
– x le point de la surface sur laquelle la BRDF s’applique
– t la tangente de la surface au point x
– n la normale au point x
– b la binormale obtenue par le produit vectoriel de la tangente avec la normale.
Exprimées dans ce repère, on note ω i la direction incidente de la lumière et ω o la
direction d’observation (réfléchie) du point x. L’hémisphère centré en x et orienté selon
6Figure 1.3 – Repérage des directions pour la BRDF. La direction incidente ω i de la
lumière et la direction d’observation ω o sont exprimées dans le repère local (x, t,n,b)
de la surface. ω i (resp. ω o) substante un angle solide différentiel dω i (resp. dω o) sur
l’hémisphère Ωn.
n est noté Ωn (cf. figure 1.3).
On peut définir la BRDF, notée fr, comme étant une fonction de ces deux directions
et à valeurs non négatives :
fr(ω i,ω o) : (ω i,ω o)→ IR+ . (1.1)
Étant donné que la BRDF ne modélise que des matériaux opaques, seules les di-
rections (ω i,ω o) contenues dans l’hémisphère orienté du côté de la normale sont perti-
nentes. On peut donc raffiner l’équation précédente pour obtenir le domaine de définition
de la BRDF :
fr(ω i,ω o) : Ωn×Ωn → IR+ . (1.2)
En général, les directions (ω i,ω o) sont orientées de manière à avoir comme origine le
point x.
Définition physique
Les travaux de Nicodemus et al. [NRH+77] donnent la définition de la BRDF en
7fonction de quantités radiométriques élémentaires :
fr(ω i,ω o) = dL(x→ ω o)L(x← ω i) cos(n,ω i)dω i (1.3)
où L(x → ω o) représente la radiance émise dans la direction ω o au point x tandis que
L(x ← ω i) représente la radiance incidente au même point. La radiance est la quantité
fondamentale en infographie réaliste. Elle représente la quantité d’énergie par unité de
surface et de direction qui arrive ou quitte une surface : elle est exprimée en watt par
mètre carré par stéradian (Wm−2sr−1). Le lecteur non familier avec les notions fon-
damentales de radiométrie est invité à se référer à l’annexe I. L’unité de la BRDF est
l’inverse du stéradian (sr−1).
Contraintes physiques
L’ensemble des fonctions définies par l’équation 1.2 contient un sous-ensemble re-
groupant les BRDFs dites «physiquement réalistes». Ces BRDFs sont caractérisées par
deux propriétés supplémentaires : la réciprocité et la conservation de l’énergie.
1. Réciprocité d’Helmholtz :
fr(ω i,ω o) = fr(ω o,ω i) . (1.4)
La réciprocité d’Helmholtz force une BRDF à être symétrique par rapport aux
directions de vue et de lumière.
2. Conservation de l’énergie :
∀ω i,
∫
Ωn
fr(ω i,ω o) cos(n,ω o)dω o 6 1 (1.5)
où dω o est l’angle solide différentiel (cf. annexe I).
On utilise une inégalité pour représenter le fait que l’énergie lumineuse incidente
peut être réfléchie, absorbée sous forme de chaleur ou encore transmise (réfraction).
Lorsque la totalité de l’énergie incidente est réfléchie, sans absorption ou transmission,
l’inégalité précédente devient une égalité. La conservation de l’énergie est nécessaire
8pour s’assurer de la convergence des algorithmes d’éclairage global, tandis que la réci-
procité facilite les techniques d’échantillonnage basé sur l’importance (importance sam-
pling).
Longueur d’onde
En toute rigueur, la BRDF dépend de la longueur d’onde λ de la lumière incidente :
fr(ω i,ω o,λ ) : Ωn×Ωn× IR+ → IR+
et sa valeur n’est pas forcément égale pour chacune des longueurs d’onde. En
infographie, sauf cas particuliers, pour des raisons de stockage et de perfor-
mance, on n’utilise que trois couleurs (R,G,B)3 pour représenter l’ensemble du
spectre visible de la lumière. La BRDF s’exprime alors par trois composantes
( fr(ω i,ω o,R), fr(ω i,ω o,G), fr(ω i,ω o,B)).
La BRDF modélise non seulement un filtre énergétique mais aussi un filtre colori-
métrique. Dans la suite de ce document, on omettra la notation colorimétrique lorsque
cet aspect de la BRDF n’aura pas ou peu d’importance.
Isotropie et anisotropie
Lorsque la BRDF est invariante par rotation autour de la normale :
∀t, fr(θi,φi;θo,φo) = fr(θi,φi + t;θo,φo + t) (1.6)
on dit que la BRDF est isotrope ; dans le cas contraire, on parle de BRDF anisotrope. Une
conséquence de l’isotropie est l’invariance par réflexion par rapport au plan d’incidence
(cf. [SA05]) de la BRDF :
fr(θi,0;θo,φo) = fr(θi,0;θo,−φo) . (1.7)
Des exemples de BRDFs isotropes et anisotropes sont montrés à la figure 1.4. Lors-
3RGB pour Red, Green, Blue. Le sigle français équivalent est RVB pour Rouge, Vert, Bleu.
9qu’une BRDF est isotrope, elle ne dépend donc plus que de trois paramètres :
fr(θi;θo, |φo−φi|) : IR3 → IR+ .
Pour une BRDF anisotrope il est nécessaire de construire un repère local (tangente,
normale, binormale) qui varie de la manière la plus cohérente possible sur l’ensemble de
la surface. On cherche le plus souvent à orienter les tangentes avec les caractéristiques
anisotropes de la surface. Pour une BRDF isotrope, cette contrainte n’est pas nécessaire
ce qui la rend plus facile à utiliser.
1.3 Paramétrisation
La manière classique d’exprimer les directions (ω i,ω o) est d’utiliser les coordon-
nées sphériques (θ ,φ) où θ représente l’angle co-latitudinal et φ l’angle azimutal (cf.
figure 1.3) :
fr(θi,φi;θo,φo) : Ωn×Ωn → IR+
θi,θo ∈
[
0, pi
2
]
φi,φo ∈ [0,2pi] .
Exprimée de cette manière, la BRDF est une fonction de IR4 vers IR+. La façon de
repérer les directions sur l’hémisphère Ωn est appelée «paramétrisation de la BRDF» et
constitue à elle seule un domaine de recherche. Les paramétrisations les plus utilisées
sont présentées à la figure 1.5.
Paramétrisation classique
La manière classique de repérer les vecteurs ω i et ω o est d’utiliser les coordonnées
sphériques (θ ,φ) dans le repère local de la surface (cf. figure 1.5(a)). La transformation
classique de coordonnées cartésiennes en coordonnées sphériques est donnée à l’équa-
tion 1.8.
Une direction ω = (x,y,z) normalisée et repérée sur l’hémisphère Ωn peut s’exprimer
10
(a) (b) (c)
Figure 1.4 – Illustration de la propriété d’isotropie et d’anisotropie d’une BRDF. (a)
BRDF isotrope, (b) BRDF anisotrope dont la direction principale d’anisotropie est ver-
ticale ou (c) horizontale. Images extraites de [AS00b].
(a) (b)
Figure 1.5 – Deux paramétrisations courantes en infographie. (a) Classique, (b) Rusin-
kiewicz [Rus98].
en coordonnées sphériques (θ ,φ) en utilisant le système d’équations suivant :


θ = acos(z)
φ = atan2(x,y)
θ ∈ [0, pi
2
] φ ∈ [0,2pi]
(1.8)
où la direction ω = xb+y t+zn est définie centré en x et orienté selon ndans le repère lo-
cal (b, t,n). Le système d’équations 1.8 met en évidence les problèmes de continuité qui
surviennent lorsqu’on utilise la paramétrisation classique. En effet, l’angle φ n’est plus
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défini lorsqu’une direction est confondue (ou numériquement proche) avec la normale
de la surface, puisque (x,y) devient le vecteur nul. En revanche, l’angle θ est toujours
défini. Pour tous les modèles analytiques isotropiques qui ne dépendent pas de φ , aucun
problème ne se pose en pratique.
Paramétrisation de Rusinkiewicz
La paramétrisation de Rusinkiewicz [Rus98] est illustrée à la figure 1.5(b). Elle utilise
le vecteur bissecteur h et un vecteur différence d définis comme suit :
h = ω i +ω o‖ω i +ω o‖ (1.9)
et d est défini par : 

u =− (n− (n ·h)h)‖(n− (n ·h)h)‖
v = h×u
d = [ω i ·h, ω i ·u, ω i · v]
(1.10)
où × est le produit vectoriel et · le produit scalaire.
Dans cette paramétrisation, lorsque h = n, une discontinuité apparaît puisque u de-
vient le vecteur nul de même que v. Il faut bien noter que d = ω i. En fait, il s’agit
de projeter ω i dans le repère (h,u,v). On appelle les angles (θh,φh), associés au vec-
teur h, demi-angles, tandis que les angles (θd,φd) associés au vecteur d sont appe-
lés angles de différence. De plus, le vecteur h est très employé dans les modèles de
BRDFs (e.g. [Bli77, APS00, NDM05]) parce que la paramétrisation de Rusinkiewicz
décrit mieux le comportement physique de la BRDF.
Paramétrisation de Kautz et McCool
La paramétrisation proposée par Kautz et McCool [KM99] est très proche de celle de
Rusinkiewicz si ce n’est que la discontinuité apparaît lorsque h est rasant à la surface.
La seule différence se situe au niveau de la définition de u et v :
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

u =− (t− (t ·h)h)‖(t− (t ·h)h)‖
v = h×u .
(1.11)
La discontinuité apparaît désormais lorsque h est colinéaire à t, ce qui arrive dans le
cas de la rétro-réflexion. Il n’y a donc aucune différence fondamentale entre la para-
métrisation de Kautz et McCool [KM99] et celle de Rusinkiewicz [Rus98], si ce n’est
la construction du repère (h,u,v) qui ne donne pas lieu au même cas de disconti-
nuité. Kautz et McCool justifient leur paramétrisation en rappelant que les cas de rétro-
réflexion sont moins fréquents que ceux où h = n.
Cependant, la discontinuité de cette paramétrisation constitue, selon nous, une limi-
tation dans un contexte d’édition. L’utilisateur pourrait très bien vouloir spécifier un lobe
pour le cas rétro-réflectif. Remarquons que les panneaux de signalisation routière consti-
tuent un exemple simple de rétro-réflexion. Nous détaillerons cela au chapitre 2. De plus,
dans le cadre de l’approximation de BRDFs, la paramétrisation de Stark et al. [SA05],
pour les BRDFs isotropes, semble très appropriée (cf. chapitre 3). Au chapitre 2, nous
introduirons une nouvelle paramétrisation pour l’édition.
1.4 Représentation de la BRDF
Dans cette section nous donnons un aperçu des différents modèles de BRDF. La litté-
rature sur le sujet étant très vaste, il est difficile d’être exhaustif. Nous invitons le lecteur
à se reporter aux différents états de l’art [Sch94a, SMSA01, DR08] pour compléter cette
section.
BRDFs particulières
Il existe deux BRDFs particulières qui définissent les cas limites de comportement
d’une BRDF. La BRDF lambertienne, ou parfaitement diffuse, réfléchit la lumière de
manière uniforme en intensité. Une définition analytique d’une BRDF lambertienne est
donnée par :
fr(ω i,ω o) = ρd
pi
(1.12)
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où ρd , l’albédo diffus, est une constante positive dépendante de la surface qui caractérise
le pourcentage d’énergie réfléchie par rapport à l’énergie incidente. Les albédos sont
sans dimension et compris entre zéro et un (i.e., ρd ∈ [0,1]).
A l’opposé, la BRDF qui modélise le miroir parfait correspond à celle pour laquelle
la lumière incidente est réfléchie dans une, et une seule, direction :
fr(ω i,ω o) = δω r (ω o) (1.13)
où δ représente la fonction delta de Dirac étant uniquement non-nulle dans la direction
ω r :
ω r = (θr,φr) = (θi,pi +φi) =−ω i +2(ω i ·n)n .
Ces deux BRDFs théoriques sont souvent utilisées conjointement pour définir de
nouvelles BRDFs plus complexes comme illustré à la figure 1.6.
Modèles analytiques
On peut catégoriser les modèles suivant leur développement (empirique ou physique)
ou encore selon leur paramétrisation du lobe spéculaire : autour de la direction ω r de la
lumière réfléchie ou autour de la normale en utilisant le vecteur bissecteur h = ω o+ω i‖ω o+ω i‖ .
L’un des premiers modèles développés de manière empirique et qui reste encore
largement employé est celui proposé par Phong [Pho75], dont la formulation est la sui-
vante :
fr(ω i,ω o) = ρd +ρs (ω r ·ω o)k (1.14)
avec :
– ρd albédo diffus
– ρs albédo spéculaire
– k ∈ IN contrôle la taille du reflet spéculaire (highlight).
Le modèle de Phong est un exemple typique de création de BRDFs en utilisant le
terme lambertien (composante diffuse) et une composante spéculaire allant de la ré-
flexion miroir parfaite (k = ∞) à la réflexion diffuse uniforme (k = 0). Une alternative,
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Figure 1.6 – Construction d’une BRDF complexe à partir de BRDFs simples. De gauche
à droite : la BRDF lambertienne, la BRDF glossy (brillante) aussi appelée directionnelle
et la BRDF spéculaire parfaite décrivant le comportement d’un miroir parfait.
moins coûteuse en termes de calcul et permettant de modéliser une BRDF anisotropique,
a été proposée par Schlick [Sch94c] en utilisant des fonctions rationnelles pour calculer
la composante spéculaire du modèle.
Le modèle de Phong ne conserve pas l’énergie ; il ne constitue pas une BRDF qui
satisfait les contraintes de propriétés physiques. Lafortune et Willems [LW94] ont pro-
posé un modèle de Phong alternatif qui satisfait les contraintes physiques grâce à une
reformulation du terme ρs :
fr(ω i,ω o) = ρd
pi
+ ρs
k +2
2pi
(ω r ·ω o)k .
Lafortune et al. ont également proposé une généralisation de ce modèle [LFTG97],
dont le principe est de construire une BRDF qui possède plusieurs lobes, pour pou-
voir modéliser des comportements anisotropiques. D’autres modèles de BRDFs aniso-
tropes, n’utilisant pas forcément le vecteur ω r, ont été proposés, notamment [Kaj85,
PF90, Sch94b].
Le premier modèle à paramétriser le lobe spéculaire en utilisant le bissecteur h a
été introduit par Blinn [Bli77] suite aux travaux de Torrance et Sparrow [TS67b]. Sa
formulation est très proche de celle proposée par Phong :
fr(ω i,ω o) = ρd +ρs (n ·h)k . (1.15)
Ward [War92] a dérivé de manière empirique un modèle où l’anisotropie est contrôlée
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par deux paramètres définissant une ellipse et qui utilise également le vecteur h :
fr(ω i,ω o) = ρd
pi
+
ρs
4pi αx αy
√
(n ·ω i)(n ·ω o)
exp
(
−2
(h·t)2
α2x
+ (h·b)
2
α2y
(1+h ·n)
)
où αx et αy contrôlent la forme du lobe spéculaire qui varie d’une forme elliptique à
circulaire lorsque αx = αy.
Une observation faite par certains chercheurs montre que les albédos ρd et ρs ne
sont pas constants en général et dépendent de l’angle d’incidence de la direction d’ob-
servation. A savoir, plus on observe certaines surfaces à angle rasant, plus le coefficient
spéculaire devient important, tandis que le coefficient diffus diminue de manière à ce que
la conservation de l’énergie soit respectée. Ce phénomène est appelé effet de Fresnel et
plusieurs modèles analytiques [Sch94b, LFTG97, AS00b, APS00] en tiennent compte.
L’effet de Fresnel est en général dû à la superposition d’une ou plusieurs couches semi-
transparentes et dépend de l’indice de réfraction des couches. La figure 1.7 montre un
exemple de matériau pour lequel l’effet de Fresnel est visuellement important.
(a) (b) (c)
Figure 1.7 – Illustration de l’effet de Fresnel sur un matériau comme le bois ciré. (a) La
table en bois vue à incidence normale, le coefficient diffus domine le coefficient spécu-
laire. (b) Pour une incidence à 45 degrés, les coefficients sont plus ou moins égaux. (c) A
incidence rasante, le coefficient spéculaire domine. Photographies tirées de [LFTG97].
Enfin, signalons qu’un modèle diffus plus général a été introduit par Oren et
Nayar [ON94] afin d’approximer le comportement d’une surface composée de micro-
facettes diffuses. C’est par exemple le cas pour certains matériaux diffus plus rugueux
où le modèle lambertien est inadéquat.
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Parallèlement à la recherche sur les modèles empiriques, des modèles physiques
ont également été développés, tels celui de Cook et Torrance [CT82a], celui de He et
al. [HTSG91], et plus récemment celui d’Ashikhmin et al. [APS00]. La figure 1.8 com-
pare l’apparence obtenue sur une sphère en utilisant le modèle de Ward [War92] et le
modèle d’Ashikhmin et al. [APS00].
Les modèles physiques s’assurent de respecter les propriétés de réciprocité et de
conservation de l’énergie. Certains de ces modèles comme celui de He et al. [HHP+92]
tiennent aussi compte de la polarisation de lumière. En effet, la quasi-majorité des mo-
dèles se basent sur une modélisation de la lumière à base d’optique géométrique. Ce type
de modélisation ne tient pas compte des phénomènes de polarisation qui doivent être mo-
délisés à l’aide d’un modèle ondulatoire de la lumière. Certains matériaux, comme un
diamant, constituent de bons exemples où il est nécessaire de prendre en compte la po-
larisation de la lumière. Le modèle proposé par He et al. [HHP+92] est certainement le
modèle le plus complet. En pratique, il reste peu utilisé parce qu’il contient de nombreux
paramètres moins intuitifs à contrôler pour un utilisateur non-expert.
Sans entrer dans le détail de chacun des modèles physiques, il convient de rap-
peler l’approche prise pour modéliser la BRDF. A l’exception du modèle de He et
al. [HHP+92], les modèles physiques utilisent le concept de distribution de micro-
facettes pour caractériser la surface de l’objet à l’échelle microscopique. Une micro-
facette est une petite surface planaire orientée selon une normale et qui se comporte
comme un miroir parfait. Une fonction de distribution des micro-facettes donne la pro-
portion de micro-facettes qui entrent en jeu pour le calcul de la BRDF en fonction des
directions de vue et de lumière. Il faut tenir compte du masquage (ou ombrage) des
micro-facettes à l’aide d’un terme supplémentaire dans le modèle, soit un coefficient
d’atténuation géométrique ou un terme d’ombrage. La figure 1.9 illustre le concept du
terme d’ombrage. Le plus souvent, on factorise la dépendance sur les directions de vue
et de lumière en utilisant uniquement le vecteur h comme seul paramètre du terme d’om-
brage et de la distribution de micro-facettes. Le modèle de Torrance et Sparrow [TS67a]
ou celui de Cook et Torrance [CT82b] constitue un bon exemple de modèle basé sur des
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Figure 1.8 – Comparaison entre le modèle de Ward [War92] et le modèle d’Ashikhmin et
al. [APS00]. Images tirées de [APS00].
Figure 1.9 – L’effet d’ombrage des micro-facettes. En fonction de la direction de vue
(ω o) et de la direction de la lumière (ω i), une proportion des micro-facettes n’est pas
active : celles-ci sont masquées par d’autres micro-facettes.
micro-facettes (supposées lisses) et permettant de modéliser l’effet d’ombrage :
fr(ω i,ω o) = F(ω i ·h)
pi
D(n,h,m)G(ω i,ω o)
(n ·ω i)(n ·ω o)
où :
– F(ω i ·h) : le terme de Fresnel qui décrit la réflectance des micro-facettes.
– D(n,h,m) : la distribution des micro-facettes qui représente la proportion de
micro-facettes orientées dans la direction du vecteur h.
– G(ω i,ω o) : le terme géométrique qui capture les effets de masquage et d’auto-
ombrage.
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Dans le modèle de Cook et Torrance, G et D sont définis par :
G(ω i,ω o) = min{1, 2(n ·h)(n ·ω o)
ω o ·h ,
2(n ·h)(n ·ω i)
ω o ·h }
D(n,h,m) = 1
m2(n ·h)4 e
−( tanθhm )2
avec m représentant la racine quadratique (RMS) de la pente. Outre le terme ω i · h, le
terme de Fresnel F dépend aussi de η , l’indice de réfraction, et de k, le coefficient d’at-
ténuation. Le détail de la dérivation de F , suivant le type de matériau, peut être trouvé
dans le livre de Pharr et Humphrey [PH04].
Cet aperçu ne pourrait être complet sans citer les travaux sur les modèles de BRDFs
multi-couches. Les modèles multi-couches essaient de simuler l’interaction de la lumière
avec plusieurs couches de matériaux en les factorisant en une seule BRDF. Par exemple,
comment simuler, en une seule fonction, un matériau composé de la superposition d’une
couche lisse comme du vernis et d’une couche comme du bois. Un des premiers modèles
de cette famille, juste après les travaux précurseurs de Neumann et Neumann [NN89],
est celui de Dorsey et Hanrahan [DH05] qui simule le vieillissement d’une surface. Ceux
de Hirayama et al. [HKY+99, HYK+00, HKYM01] sont utilisés pour simuler les phé-
nomènes d’interférences entre différentes couches de films et, dans certains, cas avec de
la dispersion [GH03]. Enfin, récemment, Wilkie et al. [WWLP06] ont introduit un mo-
dèle pour simuler les surfaces diffuses et fluorescentes ainsi qu’un autre modèle [WW07]
permettant de factoriser, en un seul modèle, le comportement des différentes couches de
matériau.
En résumé, les deux approches de développement de modèles analytiques sont inté-
ressantes et chaque type de modèle a sa place. Lorsqu’on souhaite modéliser un matériau
où la diffusion de la lumière (light scattering) entre les différentes couches du matériau
est négligeable, les modèles empiriques sont suffisants. Si la diffusion est une donnée
importante, les modèles physiques sont plus appropriés.
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Figure 1.10 – (gauche) Exemple de gonioréflectomètre, image tirée de [LFTW05].
(droite) Dispositif proposé par Matusik et al. [MPBM03b].
Mesure et fitting de BRDF
Une voie explorée pour construire des BRDFs, redevenue populaire, est de mesurer
directement la réflectance des matériaux à l’aide de dispositifs spécialisés [CMS87a,
WAT92, War92, MPBM03b, GCG+05, MWAM05]. Le plus classique est le gonioré-
flectomètre [CMS87a, GTS+97] qui permet de faire varier la position de la source de lu-
mière et celle d’un capteur pour acquérir des valeurs discrètes de la BRDF. La figure 1.10
montre un exemple de gonioréflectomètre. Récemment, des mesures plus complètes, en
espace colorimétrique, ont aussi été faites à l’aide d’appareils photo ou de caméras nu-
mériques (e.g. [War92, DvGNK99, MWL+99]).
Outre le fait que l’acquisition des données de réflectance est un procédé long et
fastidieux, l’un des principaux problèmes est la robustesse des mesures acquises pour les
angles rasants de la surface ou encore pour les configurations où la rétro-réflexion4 entre
en jeu. Dernièrement, Matusik et al. [MPBM03a] ont mesuré une centaine de BRDFs
isotropes. Conjointement avec Ngan et al. [NDM05], un nouveau système de mesure a
été développé pour mieux acquérir les BRDFs anisotropiques.
En général, la taille des données acquises est trop volumineuse pour être directe-
ment exploitables. Une manière d’utiliser ces données est d’essayer, par un mécanisme
de minimisation d’erreur, de trouver un modèle analytique qui approxime les données
mesurées [War92, LFTG97, MPBM03a, NDM05, CBP07]. La minimisation est majo-
4On parle de rétro-réflexion lorsque les directions incidente et de réflexion de la lumière sont confon-
dues.
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ritairement non-linéaire et les solveurs itératifs de type Leverberg-Marquart restent les
plus utilisés. Malheureusement, en présence d’une minimisation non-linéaire, il est diffi-
cile de garantir une convergence globale : la qualité de la minimisation dépend fortement
de la solution initiale donnée comme condition de départ. De leur étude récente, Ngan et
al. [NDM05] ont conclu que le modèle d’Ashikhmin et al. [APS00] et la paramétrisation
du lobe spéculaire utilisant le bissecteur h possède de meilleures propriétés de représen-
tation pour les algorithmes de fitting. Ceci est notamment dû au fait que la paramétrisa-
tion avec le vecteur h permet de mieux représenter les effets de Fresnel à angles rasants.
Une autre conclusion tirée par Ngan et al. est que, pour les matériaux isotropes, les
modèles analytiques de BRDFs réussissent bien à modéliser l’apparence du phénomène
alors que, pour les BRDFs anisotropes, ils échouent dans de nombreux cas à bien repré-
senter l’apparence du matériau. Enfin, tout comme Lawrence et al. [LRR04], Ngan et
al. [NDM05] constatent que l’ajout d’un lobe spéculaire au modèle analytique permet
d’améliorer la qualité (environ 25%) de l’approximation mais qu’au-delà de deux lobes,
le processus de minimisation devient numériquement instable et donc impraticable.
Projection dans une base de fonction directionnelle
Une autre approche pour représenter la BRDF est de la projeter dans une base de
fonction. La plus utilisée à l’heure actuelle reste certainement celle des harmoniques
sphériques [CMS87b, WAT92]. Ceci est notamment dû à la forte utilisation des har-
moniques sphériques dans les systèmes utilisant les Precomputed Radiance Transfers
(PRTs) [KSL05]. Nous reviendrons sur de tels systèmes à la section 4.3. Dans ce type
de système, il est plus efficace de représenter la BRDF et l’éclairage incident dans la
même base de fonctions. En effet, pour les harmoniques sphériques, une fois ces deux
grandeurs projetées, le produit de la BRDF par l’éclairage incident revient à un simple
produit scalaire. D’autres approches utilisant les ondelettes sphériques [SS95], les po-
lynômes de Zernike [KDS96] ou encore les bases de fonctions radiales [ZERB05] ont
aussi été utilisées.
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Représentations à l’aide de techniques de réduction de dimensionalité
Parallèlement, il est possible d’appliquer des méthodes classiques de réduction de
dimensionnalité telles que l’Analyse en Composantes Principales [KM99, MPBM03a,
VT04], la décomposition en valeur propre (SVD), et son extension, la factorisation
de matrice non-négative ou Non-negative Matrix Factorization [LRR04, LBAD+06,
WWHL07]. Ces techniques ont été utilisées soit pour du rendu temps réel [MAA01],
soit pour utiliser des schémas d’importance ou importance sampling [LRR04] dans le
contexte du rendu non temps réel. Ces techniques s’appliquent aussi bien à un modèle
analytique qu’à un ensemble de mesures. En revanche, elles partagent toutes le même
inconvénient. Elles nécessitent toutes un nombre de coefficients élevé pour représenter
les BRDFs spéculaires. Mahajan et al. [MTR08] ont d’ailleurs montré que le nombre
de coefficients varie de manière quadratique en fonction de la fréquence de la BRDF.
Par conséquent, le nombre de coefficients devient rapidement trop important pour les
matériaux très spéculaires.
1.5 Edition et visualisation de la BRDF
Dans cette section, nous nous intéressons à l’édition des BRDFs. Si la visualisation
est une fonctionnalité requise aussi bien dans le cadre de la simulation physique que dans
celui de l’infographie, le besoin d’éditer les BRDFs provient avant tout de la commu-
nauté infographique. En effet, ce sont les artistes provenant de divers horizons (dessins
animés, jeux vidéo, film d’animation, etc.) qui sont les plus friands de fonctionnalités
d’édition afin de contrôler au plus près le résultat qu’ils, ou que leur direction artis-
tique, souhaitent obtenir. Les travaux d’édition et de contrôle de BRDFs peuvent être
divisés en deux catégories : ceux portant sur l’édition interactive de modèles analytiques
dans des conditions particulières et ceux mettant en œuvre un processus inverse pour
répondre aux besoins de l’artiste. Dans le cas d’édition directe des paramètres, l’artiste
doit effectuer un apprentissage, pas toujours évident, du comportement des paramètres.
Cet apprentissage est facilité en amont si les paramètres du modèle développé possèdent
une sémantique précise pour chacun d’eux. Dans le cas d’édition inverse, l’artiste spé-
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cifie à l’aide de techniques de dessin ou d’esquisses le résultat qu’il souhaite obtenir.
La difficulté pour le système est alors de comprendre et satisfaire les contraintes spé-
cifiées. Nous commençons par donner un aperçu des techniques d’édition des modèles
analytiques avant d’aborder celles d’édition inverse.
Édition de modèles analytiques/paramétriques
Les modèles paramétriques étant le plus souvent difficiles d’approche, un certain
nombre de systèmes interactifs ont été proposés afin de permettre à l’utilisateur d’ap-
prendre à mieux cerner l’influence des paramètres du modèle. L’exemple le plus probant
est le système proposé par He et al. [HHP+92], censé donner une intuition sur l’action
des paramètres du modèle de BRDFs proposé par les mêmes auteurs l’année précédente.
Le système de Ben-Artzi et al. [BAOR06] propose à l’utilisateur d’éditer la BRDF d’un
objet statique éclairé par une carte d’environnement (environment map), à la différence
des systèmes de visualisation qui ne font usage que d’une seule lumière. Une repré-
sentation de la BRDF à base de courbes 1D (cf. figure 1.11) permet à l’utilisateur de
manipuler les paramètres de la BRDF. En fait, l’utilisateur ne change pas les paramètres
du modèle analytique sous-jacent mais une représentation de ces paramètres, et le sys-
tème se charge alors de la transformation. Cela permet une manipulation linéaire de
la BRDF. Le même système d’édition de BRDF est utilisé dans l’Inverse Shade Tree
de Lawrence et al. [LBAD+06]. Ben-Artzi et al. [AKFR07] ont proposé une extension
de leur système [BAOR06] afin d’éditer dans un contexte de lumière encore plus com-
plexe comme les scènes d’intérieur utilisées en éclairage global. Enfin, signalons que
le modèle proposé par Ashikhmin et al. [APS00] permet une forme limitée d’édition.
La distribution des micro-facettes peut être spécifiée par l’artiste en utilisant une simple
texture 2D et permet d’obtenir des lobes spéculaires de tout type (cf. figure 1.12). Mal-
heureusement, la flexibilité laissée à l’utilisateur est limitée puisqu’il ne peut effectuer
qu’une seule action : choisir sa texture qui est 2D pour spécifier la BRDF qui est 4D.
De plus, il nous semble que, dès que la direction de vue change, le comportement du
lobe spéculaire risque de ne plus correspondre à la texture fournie et pourrait devenir
incohérent.
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Figure 1.11 – Illustration du système d’édition, à l’aide de courbes, de BRDFs de Ben-
Artzi et al. Image tirée de [BAOR06].
Figure 1.12 – Utilisation d’une texture pour définir la distribution des micro-facettes du
modèle d’Ashikhmin et al. [APS00].
Edition par processus inverse
De manière générale en rendu inverse, l’utilisateur spécifie le résultat qu’il souhaite
obtenir (spécification des contraintes) et le système tente de les satisfaire. Un des pre-
miers systèmes introduit par Poulin et Fournier [PF92] et amélioré dans [PRJ97] laisse
l’utilisateur dessiner les highlights et les ombres, et le système se charge de modi-
fier les lumières en conséquence. Plus en rapport avec les BRDFs, le système proposé
dans [PF95] laisse l’utilisateur peindre des couleurs sur la surface et le système, via une
minimisation non linéaire, calcule les paramètres du modèle de Phong qui correspondent
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au mieux au dessin de l’utilisateur. Reprenant la même approche, Colbert et al. [CPK06]
ont récemment proposé de laisser l’utilisateur peindre les highlights d’une BRDF uti-
lisant le modèle analytique de Ward [War92]. Un processus inverse construit un lobe
tel que défini par la fonction de Ward. Afin de permettre plus de liberté de création, la
BRDF n’est pas contrainte à un seul lobe mais à une somme de lobes qui respectent
les contraintes de conservation d’énergie et de réciprocité. L’intérêt d’avoir une BRDF
composée de plusieurs lobes est d’augmenter les possibilités de création artistique. Une
capture d’écran du système (BRDF Shop) proposé par Colbert et al. est présentée à la fi-
gure 1.13. Contrairement à ce qui est réalisé par Poulin et Fournier [PF95], l’absence de
processus de minimisation de l’erreur au carré permet à BRDF Shop d’être un système
interactif.
L’une des principales limitations du système précédent est son manque de liberté
dans les outils de dessin proposés. Ceci est dû à l’approche choisie, à savoir résoudre
un problème inverse. Pour s’assurer que le problème inverse soit toujours résolvable, les
outils d’édition sont limités à des fonctions inversibles, comme un filtre gaussien. Il en
résulte que les formes de highlights dessinables sont moins variées. De plus, bien que
l’artiste voie le résultat de son dessin sur l’objet qui l’intéresse, il ne peint pas directe-
ment dessus mais sur une sphère affichée en même temps.
Autres formes d’édition
D’autres systèmes d’édition dans le cadre du rendu non-photoréaliste existent comme
le Lit Sphere proposé par Sloan et al. [SMGG01] où l’utilisateur peint également sur une
sphère. Les données acquises sur la sphère sont ensuite reprojetées sur la surface 3D en
prenant en compte les similarités entre le point de vue et les normales, limitant ainsi le
système à un éclairage statique. Enfin, signalons deux systèmes qui proposent un para-
digme de peinture sans pour autant travailler sur la BRDF. Celui proposé par Anjyo et
al. [AWB06] laisse l’utilisateur peindre des ombres ou des reflets de manière artistique et
en déduit des formes de lumière. Celui proposé par Okabe et al. [OMSI07] déduit la va-
leur d’une carte d’environnement (environment map) en fonction de la couleur apposée
sur la surface de l’objet par l’utilisateur.
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Figure 1.13 – BRDF Shop. Images de gauche : le résultat de l’édition de la BRDF sur un
objet. Images de droite : la sphère que l’utilisateur édite pour créer sa BRDF représentée
en bas à droite. En haut, une édition de BRDF avec un seul lobe. En bas, édition d’une
BRDF avec trois lobes. Images tirées de [CPK06].
1.6 Conclusion
Force est de constater que la problématique de l’édition des BRDFs a été peu abor-
dée comparativement à celle du développement de modèles analytiques ou de mesures.
Les systèmes d’édition de modèles paramétriques limitent la créativité de l’utilisateur
aux formes de lobes spéculaires définies par le modèle. Cependant, la précision d’édi-
tion proposée par le changement de courbes ou de valeurs est indéniable. Les systèmes
inverses, qui permettent de peindre, présentent une interface d’édition qui semble net-
tement plus conviviale, mais restent eux aussi limités soit par la résolution inverse du
problème, soit dans la diversité de création de formes. Les deux formes d’édition pré-
sentent des avantages et des inconvénients et le paradigme idéal se situe probablement à
mi-chemin. Dans le chapitre suivant, nous proposons une première étape vers une repré-
sentation de la BRDF orientée utilisateur et artiste.
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Comme le montre l’étude de Ngan et al. [NDM05], les différents modèles analy-
tiques peinent à représenter efficacement les données mesurées. De plus, les méthodo-
logies et techniques utilisées pour obtenir de telles représentations demeurent longues
et fastidieuses. Au chapitre 3, nous proposons un nouveau modèle de BRDFs destiné à
améliorer la représentation des mesures de BRDFs tout en offrant un bon pouvoir d’ex-
pression.
CHAPITRE 2
UNE NOUVELLE REPRÉSENTATION POUR L’UTILISATEUR
Dans ce chapitre, nous proposons une nouvelle représentation pour les BRDFs des-
tinée aux artistes. Les taches spéculaires ou les reflets spéculaires (highlights) d’une
BRDF constituent une partie importante de l’apparence de la surface d’un objet. Partant
du constat que les reflets spéculaires obtenus par les modèles de Phong ou de Blinn sont
des taches circulaires dont l’intensité varie de manière radiale, nous introduisons une
nouvelle représentation afin que l’artiste ait plus de contrôle sur sa forme, sa couleur et
son dégradé. Cette représentation est combinée à un nouveau système de d’édition et
de création (design). Au centre de ce système se situe un plan de dessin, ou sketching
plane, dans lequel l’artiste peut facilement esquisser et spécifier les caractéristiques du
highlight. Cette approche a été validée par une publication [PGSP08].
2.1 Aperçu du système proposé
Le reflet spéculaire d’une BRDF peut être défini par sa puissance (shininess), sa
couleur et sa forme. Comme on l’a vu au chapitre précédent, la plupart des modèles
analytiques de BRDFs proposent peu de contrôle sur la forme ou la couleur du reflet
spéculaire. Le système et la représentation proposés permettent à l’artiste de définir son
reflet à l’aide d’opérations :
- d’esquisses pour en définir la forme
- de peintures et dessins pour en définir la couleur et la puissance.
Cette interface (cf. figure 2.2) est couplée à une représentation (cf. figure 2.3) qui com-
bine une courbe pour la forme et une texture pour la couleur.
Le principe général de notre approche est illustré à la figure 2.1. L’utilisateur édite
directement les caractéristiques du reflet affiché sur un plan perpendiculaire à la direc-
tion de réflexion miroir de la lumière. Sur ce plan, l’artiste peut changer la forme et la
variation à l’aide d’outils d’édition 2D. En conséquence, les caractéristiques du highlight
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sont définies pour une certaine direction-clé de lumière (key-direction par analogie à la
key-frame utilisée en animation). L’utilisation de directions-clés est une solution assez
similaire à ce qui a été proposé par Todo et al. [TABI07] dans un contexte d’application
légèrement différent. L’ensemble des caractéristiques du reflet associées à une direction-
clé est appelé configuration d’éclairage (lighting configuration). Un exemple typique
d’usage du système est de définir le reflet spéculaire avec les outils 2D (d’abord sa forme,
puis sa couleur, et son gradient comme illustré à la figure 2.3), puis ensuite d’observer
son comportement pour différentes directions de lumière et de vue. Par défaut, notre sys-
tème réplique les mêmes caractéristiques pour toutes les configurations d’éclairage, mais
l’utilisateur peut toujours les modifier pour une direction-clé particulière. Pour toutes les
autres directions de lumière et de vue, le système interpole automatiquement et de façon
lisse les caractéristiques, de manière à obtenir un comportement cohérent. Enfin, le sys-
tème proposé est entièrement interactif afin de donner un maximum de retour immédiat
à l’artiste pendant le processus d’édition.
2.2 Interface utilisateur
Afin de fournir des outils intuitifs pour modéliser le reflet, notre approche repose sur
trois types d’interaction adaptés aux différentes caractéristiques qui doivent être éditées.
Pour faciliter l’édition, chaque interaction est associée à une partie bien identifiée de
l’interface (cf. figure 2.2). Comme illustré à la figure 2.3, l’utilisateur peut esquisser
(sketch) la forme, peindre la couleur ou encore éditer son gradient à l’aide d’un outil
vectoriel.
Les techniques d’esquisses ou de sketching (e.g. [IMT99]) sont reconnues comme
étant efficaces et intuitives pour définir l’aspect général d’une forme et par conséquent
notre système implémente ces dernières pour les actions de création, d’édition et de
modification de la forme du reflet. A l’aide de traits dans une zone spécialisée (cf. fi-
gure 2.2(a)), l’utilisateur peut sélectionner une partie ou la totalité de la forme du reflet
(cf. figure 2.3(a)). Une fois la sélection effectuée, il dessine une nouvelle courbe. Un
processus de minimisation essaie alors d’approximer au plus près le nouveau dessin (cf.
29
Figure 2.1 – Le plan de dessin ou Sketching Plane. L’utilisateur esquisse la forme du
reflet spéculaire et peint sa couleur directement sur le plan de dessin qui est orienté
perpendiculairement à la direction miroir (r) de la lumière (l).
figure 2.3(b)) en utilisant la représentation sous-jacente décrite à la section 2.3. La lon-
gueur de la courbe contrôle aussi la brillance du reflet spéculaire : plus la taille de la
courbe est petite, plus la surface du reflet est concentrée et plus le reflet apparaît donc
comme brillant. Pour augmenter (resp. diminuer) la brillance l’utilisateur a uniquement
besoin de réduire (resp. augmenter) la longueur de la courbe à l’aide d’une homothétie.
Pour définir les variations de couleur et de gradient, les outils inspirés de la peinture
(painting) constituent la meilleure approche à notre sens. Ainsi, l’artiste peut utiliser
un ensemble de brosses, pinceaux et outils pour contrôler le gradient permettant aussi
de raffiner la forme du highlight et d’en contrôler sa couleur. Les brosses permettent
à l’utilisateur d’éditer la couleur tandis que les filtres classiques (gaussien, moyenneur,
etc.) l’autorisent à ajuster l’intensité du highlight. Ces actions sont également effectuées
dans des zones spécialisées : l’une pour la manipulation du gradient (cf. figure 2.2(b)
et 2.3(c)), l’autre pour une édition précise du résultat final (cf. figure 2.2(a) et 2.3(d)).
Nous détaillons à la section 2.3 la combinaison de la forme et de la texture de gradient.
Enfin, si les outils fournis ne sont pas assez expressifs, un artiste expérimenté peut tou-
jours charger une image créée avec un logiciel d’édition (e.g. GIMP [GIM]). Pour un
système de modélisation interactif, il est crucial que l’utilisateur ait un retour sur ses
actions en temps réel. Grâce à notre représentation (cf. section 2.3) chaque modification
effectuée par l’utilisateur est affichée immédiatement sur un modèle géométrique 3D (cf.
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figure 2.2(e)). Étant donné que le reflet dépend à la fois des directions de vue et de lu-
mière, nous fournissons également une représentation visuelle de la direction-clé éditée
par l’artiste (cf. figure 2.2(c)). De plus, l’utilisateur peut sélectionner une portion de l’ob-
jet 3D afin de récupérer de manière locale quels sont les paramètres les plus importants,
telles que la couleur ou la forme autour de sa sélection. Bien que cela ne constitue pas
une interface 3D de dessin, ces informations facilitent le travail de l’utilisateur quand il
souhaite modifier une partie précise du reflet.
2.3 Représentation du reflet spéculaire
Le reflet spéculaire est représenté sous différentes formes qui sont combinées lors
de l’étape de rendu. Pour chaque configuration d’éclairage, un champ de distance et
une texture servent à définir ses caractéristiques. Le champ de distance, défini par une
courbe limite, sert à représenter sa forme tandis que la texture représente ses couleurs et
son gradient.
Forme du reflet spéculaire
Une observation des modèles de Phong [Pho75] et de Blinn [Bli77] nous montre que
la forme des reflets produits est circulaire et leur taille est directement reliée à l’expo-
sant. Pour le modèle de Ward [War92], la forme peut être un peu plus variée, à savoir
elliptique, sans pour autant être complètement libre. Ce sont ces différentes observations
qui nous ont conduits à vouloir donner à l’utilisateur un contrôle plus expressif pour la
forme du reflet. Ainsi, la forme est définie par une courbe dont la taille en contrôle la
brillance (glossiness). L’idée essentielle est d’utiliser cette courbe comme contour prin-
cipal pour l’ensemble du reflet. A l’extérieur de cette courbe, l’intensité est nulle tandis
qu’à l’intérieur, elle est modulée par la texture couleur. Afin de remplir l’intérieur de la
forme, la représentation choisie doit permettre un accès simple et intuitif de la texture de
couleur. De plus, la représentation doit également permettre une interpolation aussi lisse
que possible entre les directions-clés. Ceci est nécessaire afin de pouvoir reconstruire
l’ensemble des caractéristiques du reflet pour les directions n’étant pas associées à des
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Figure 2.2 – Vue principale de l’interface utilisateur du système proposé. A : (de gauche
à droite) zones d’édition de la forme, du gradient de la couleur et résultat final de l’édi-
tion dans le plan de dessin. B : outils de dessins. C : visualisation de la direction-clé
couramment active. D : sélection de la direction-clé pour laquelle l’édition dans la zone
A sera faite. E : résultat final sur l’objet 3D affiché en temps interactif.
(a) (b) (c) (d)
Figure 2.3 – Décomposition de l’interface proposée à l’utilisateur. (a) Sélection de l’utili-
sateur. (b) La courbe cyan représente l’esquisse de l’utilisateur tandis que la courbe bleue
représente la courbe finale approximée par le processus de minimisation aux moindres
carrés. (c) Définition d’un gradient de couleur vectoriel. (d) Vue du plan de dessin mon-
trant le reflet résultant de (b) et de (c).
directions-clés.
Nous avons choisi d’utiliser des courbes polaires de type spline telles qu’elles sont
proposées par Crespin et al. [CBS96]. Chaque point de contrôle de la courbe est défini
par un angle θ , un rayon ρ ainsi que par des tangentes à gauche et à droite. Tous ces
paramètres peuvent facilement être interpolés. Ce type de courbe offre un maximum de
contrôle mais il est tout à fait possible d’utiliser des courbes analytiques pré-définies (cf.
figure 2.4). De plus, associée à une fonction de distance anisotrope, cette représentation
de courbe permet de définir aisément un champ de distance d(ρ,θ). Ce champ de dis-
tance a pour origine le centre du plan de dessin (cf. figure 2.5(b)) et est ensuite utilisé
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pour remplir l’intérieur de la forme à l’aide de la couleur de la texture.
Texture couleur
La texture couleur représente la couleur et l’intensité du reflet à l’intérieur de sa forme.
Les texels noirs représentent donc une intensité nulle. En modifiant les texels, l’artiste
peut raffiner la forme qu’il a créée à l’aide de la courbe. De plus, en contrôlant le gradient
de l’intensité, l’utilisateur peut en modifier la glossiness.
Nous utilisons deux paramétrisations (polaire et cartésienne) pour accéder à la tex-
ture couleur. De manière empirique, nous avons trouvé qu’il était plus simple de tra-
vailler en coordonnées polaires lorsqu’il s’agit de définir un gradient vectoriel de cou-
leurs. A contrario, les coordonnées cartésiennes s’avèrent plus intéressantes pour les
textures habituellement créées avec les outils de dessin. En paramétrisation polaire (cf.
figure 2.3(c)), l’axe horizontal de la texture couleur représente la variation angulaire
alors que l’axe vertical représente la variation radiale.
Puisque la texture couleur est délimitée par la courbe polaire qui définit une forme
étoilée généralisée, l’utilisateur peut modifier la texture pour créer des formes plus com-
plexes. Pour faciliter ce processus, nous séparons la texture couleur à l’aide de deux
calques multiplicatifs comme cela est proposé dans la plupart des logiciels d’édition
d’images. Le premier calque stocke la couleur alors que le second stocke son intensité
en niveaux de gris.
Paramétrisation
Il nous reste à définir les paramètres ρ et θ en fonction des directions de vue et de lu-
mière. Pour ce faire, nous introduisons une nouvelle paramétrisation de la BRDF, définie
comme suit : 

ρ = v · r
cosθ = v · x
sinθ = v · y
(2.1)
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(a) (b) (c) (d)
Figure 2.4 – Reflets dessinés avec un courbe de type selon (a) forme étoilée généralisée,
(b) une ellipse, (c) une fonction analytique 4-pétales et une rétro-réflexion et (d) une
fonction analytique 10-pétales.
où «·» représente le produit scalaire, r la direction miroir réfléchie de la lumière l et v la
direction de vue. Les directions x et y sont définies par :

x = t × ry = r× x (2.2)
où «×» représente le produit vectoriel, et t une tangente à la surface (cf. figure 2.5(a)).
Enfin, les coordonnées textures (u,v) utilisées pour accéder à la texture couleur sont
fonction du champ de distance d(ρ,θ) :


u =
ρ
1−d(ρ,θ)
v =
θ
2pi
.
(2.3)
En résumé, pour une direction de lumière donnée, notre système interpole un champ
de distance d(ρ,θ) et une couleur de texture tous deux utilisés lors de l’étape du rendu
en fonction de la direction de vue.
Implémentation
La seule opération effectuée sur CPU est la minimisation au sens des moindres car-
rés qui, en fonction du trait dessiné par l’utilisateur, trouve la meilleure courbe polaire
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approximante. Afin d’obtenir un système interactif, les autres opérations sont implémen-
tées sur la carte graphique, GPU1, à l’aide du OpenGL Shading Language.
La forme du reflet est stockée à l’aide d’une texture 3D. Une couche 2D de la texture
3D contient les paramètres (rayon et tangentes) d’un point de contrôle de la courbe po-
laire pour chacune des configurations d’éclairage. Le nombre total de couches est égal
au nombre de points de contrôle de la courbe polaire. Ainsi, une couche 2D donnée pa-
ramétrise un triangle sphérique qui représente l’ensemble des configurations d’éclairage
éditables par l’utilisateur. Enfin, nous concaténons l’ensemble des textures couleur (une
pour chaque direction-clé) dans un tableau de textures en utilisant l’extension OpenGL
ARB_texture_array_extension.
En pratique, nous utilisons entre 20 et 60 points de contrôle avec 3 configurations
de direction de lumière. Il faut donc moins de 40 Ko pour stocker les caractéristiques
du reflet et notre solution présente donc un coût mémoire faible. Ainsi, il est tout à
fait envisageable de stocker plusieurs modèles directement en mémoire GPU pour les
appliquer à différents objets 3D d’une même scène.
2.4 Scénarii d’utilisation et résultats
Le système a été testé sur une machine de type Intel Core 2 Duo T7500 avec une carte
graphique GeForce 8600M GT. Pour une résolution écran de 1280×1024 pixels avec un
objet 3D de 35 000 triangles, nous obtenons un taux de rafraîchissement de l’ordre de
60Hz. Sur le plan de la rapidité des interactions, toutes les actions prennent moins de
100ms pour mettre à jour le résultat. Pour tous les résultats présentés sur les différents
objets 3D, nous combinons une composante diffuse colorée au reflet spéculaire.
La figure 2.6 présente un scénario où l’utilisateur dessine une forme de highlight
de type trèfle à 4 feuilles dont la taille et le gradient de couleur varient en fonction
de la direction-clé de lumière (cf. figure 2.6(d)). Lorsque la direction de la lumière est
colinéaire à la normale, la texture couleur est un gradient de couleur verte ; lorsque la
direction est colinéaire à la tangente (resp. bitangente), la texture couleur est un gradient
1Graphical Processor Unit. Processeur présent sur la carte graphique. Cette unité de calcul est devenue
facilement programmable à partir de 2002.
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(a) (b)
Figure 2.5 – (a) Les directions x et y forment le repère local du plan de dessin. Elles sont
calculées en fonction de la direction miroir r de la lumière l et la tangente géométrique
t . Afin de calculer l’intensité du reflet spéculaire, nous projetons la direction de vue v
sur le plan de dessin. (b) Le champ de distance d(ρ,θ) défini par une courbe polaire
paramétrise l’ensemble du plan de dessin.
(a) (b) (c) (d)
Figure 2.6 – Illustration des directions-clés. La couleur et la taille du reflet spéculaire
sont définies en fonction de la direction de la lumière. Lorsque la lumière est colinéaire
à la normale de la surface, (a) le reflet exhibe une couleur verte alors que, lorsque la
lumière se déplace vers la direction tangentielle, (b) (resp. bitangentielle (c)) le reflet
devient plus bleu (resp. rouge). Notons que pour les configurations (b) et (c), la taille du
reflet est plus grande que celle en (a) afin d’augmenter l’effet de changement de couleur.
de couleur bleue (resp. rouge). Comme illustré aux figures 2.6(b) et 2.6(c) lorsque la
direction de la lumière change pour se rapprocher de la tangente (resp. bitangente), le
reflet spéculaire devient de plus en plus bleu (resp. rouge). La couleur jaune présente à
la figure 2.6(c) provient de l’interpolation entre les couleurs rouge et verte stockées pour
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deux des directions-clés. Ceci explique pourquoi la partie supérieure de la sphère, où les
configurations de lumière normale et bitangente ont la même importance, est plus jaune
alors que la partie inférieure, où la configuration de la bitangente est la plus importante,
apparaît plus rouge.
L’utilisateur peut dessiner des formes plus complexes comme montré à la figure 2.7.
A la différence de l’exemple précédent, des outils de peinture (non-vectoriels) sont utili-
sés pour créer une texture couleur nettement plus complexe qu’un simple dégradé. Pour
ces deux derniers exemples, l’utilisateur se sert d’une paramétrisation polaire de la tex-
ture couleur.
Figure 2.7 – Une forme de reflet plus complexe. La couleur du reflet a été obtenue en
combinant un dégradé vectoriel (jaune vers noir) et des dessins effectués directement à
l’aide de pinceaux numériques.
Avec une approche assez similaire, l’artiste peut créer des apparences assez proches
de la réalité, comme l’effet de dispersion présenté à la figure 2.8. Si l’on observe d’un
point de vue macroscopique les phénomènes de dispersion de couleur à la surface d’un
objet, on constate que, d’une part, lorsque la lumière est colinéaire à la normale, la va-
riation de couleur est réduite à une couleur blanche (concentration des couleurs) et, que
d’autre part, lorsque la lumière est de plus en plus rasante, les couleurs se dispersent
créant ainsi l’arc-en-ciel. On remarque aussi que la forme du reflet est circulaire à inci-
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dence normale et qu’elle devient plutôt rectangulaire à incidence rasante. Pour obtenir
cet effet de dispersion, on utilise donc deux textures couleur (en coordonnées carté-
siennes) et deux courbes différentes. Pour la configuration à incidence normale de lu-
mière, la texture est un simple dégradé blanc alors qu’à incidence rasante il s’agit d’une
image représentant un dégradé de type arc-en-ciel. Enfin, à incidence normale, la courbe
est un cercle, alors qu’elle est de forme rectangulaire à incidence rasante.
Les deux calques de la texture couleur sont utilisés pour raffiner la forme du reflet (cf.
figures 2.9 et 2.10). Les reflets spéculaires de ces images sont modélisés à l’aide d’une
texture bitmap de telle sorte que les points du plan de dessin qui tombent en dehors de
la texture bitmap se voient assigner une intensité nulle. Comme la texture couleur est
encapsulée par la courbe polaire, une modification de celle-ci entraîne une modification
de cette texture. Ceci permet donc d’obtenir de nouveaux effets tels que celui d’un smiley
triste à la figure 2.9(b). La bouche a été déformée suite à la transformation du cercle (cf.
figure 2.9(a)) en une forme de sablier (cf. figure 2.9(b)). Enfin, la figure 2.10 présente
un exemple avec des textures de couleur plus complexes. Le calque couleur est rempli
en fonction de la configuration de la lumière alors que celui de l’intensité, qui représente
aussi la forme, reste constant (cf. 2.10(d)).
2.5 Discussion
Le système introduit est une première étape vers une système complet de création et
d’édition de BRDFs. L’une des limitations de l’approche est de dessiner ou de peindre
non pas directement sur la surface de l’objet mais sur le plan de dessin. La projection
de l’image du plan de dessin sur la géométrie 3D, qui n’est pas nécessairement pla-
naire, induit des déformations qui peuvent perturber la volonté de l’artiste. En revanche,
comme notre système est interactif, l’artiste peut ajuster la forme du highlight en temps
réel afin de compenser pour ces déformations. C’est d’ailleurs ce qui est effectué aux
figures 2.9(a) et (b) afin de compenser la courbure du vase.
Malgré l’utilisation d’une interpolation lisse de la courbe polaire, les artefacts qui
apparaissent sur la figure 2.10 sont dus au problème, plus général, d’interpolation entre
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(a) (b) (c) (d)
Figure 2.8 – Dispersion. (a)-(c) Le reflet exhibe un comportement simulant un effet de
dispersion qui dépend de la direction de la lumière. La ligne supérieure (resp. inférieure)
montre la configuration de la couleur et de la forme pour l’incidence normale (resp.
rasante).
(a) (b)
Figure 2.9 – Exemple de déformation d’une texture bitmap. (a) La forme initiale du
highlight, générée à l’aide d’une texture bitmap contenant un smiley, est changée en (b)
un smiley triste en modifiant la courbe polaire qui englobe cette forme.
(a) (b) (c) (d)
Figure 2.10 – (a)-(c) Reflet spéculaire rendu pour différentes directions de lumière. (d)
La première (resp. deuxième et troisième) ligne représente la configuration d’éclairage
lorsque la lumière est colinéaire avec la normale (resp. tangente et bitangente) de la
surface. Toutes les configurations utilisent une forme circulaire.
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deux images quelconques comme cela est fait en morphing. Enfin, notre système mo-
délise un highlight comme une fonction des directions de vue et de lumière repérées de
manière locale à la géométrie. Ainsi, une surface complexe qui exhibe de nombreuses
variations de surface subira aussi de nombreuses variations de reflets, mais pas néces-
sairement sur une zone assez large pour que leur forme soit perceptible. Ceci explique
pourquoi les reflets spéculaires des figures 2.9 et 2.10 présents sur le rebord supérieur du
vase sont difficilement reconnaissables.
Bien qu’il puisse paraître complexe de créer un highlight à partir d’esquisses 2D
plutôt que peindre directement sur la surface de l’objet, nous pensons que cet inconvé-
nient est compensé par l’interactivité d’édition fournie par notre système. Dans tous nos
exemples, nous avons utilisé uniquement trois directions de lumière ; il serait possible
(dans les limites de RAM GPU) d’utiliser plus de configurations mais nous avons trouvé,
de manière empirique, qu’augmenter le nombre de configurations rend le processus de
création nettement plus complexe pour l’utilisateur.
2.6 Conclusion et travaux futurs
Dans ce chapitre, nous avons proposé un nouveau système de création de reflets
spéculaires à base de métaphores de peinture et d’esquisses. La forme du highlight est
représentée sous la forme d’une courbe polaire tandis que son gradient de couleur par une
texture. La représentation proposée est efficace et adaptée à un rendu sur carte graphique
permettant ainsi une édition en temps réel. Grâce à des outils simples, les possibilités
d’édition et de création sont variées, peuvent même créer des effets proches du réalisme,
et elles nous apparaissent comme plus puissantes que les approches précédentes. Enfin,
nous pensons que notre système est une première étape vers des systèmes plus intuitifs
pour contrôler le rendu et de l’apparence en général.
Les limitations du système actuel, discutées à la section 2.5, font apparaître diffé-
rentes pistes pour de futurs travaux. Du point de vue de l’interface graphique, les so-
lutions basées sur la métaphore de peinture semblent être parmi les plus intéressantes.
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On peut les qualifier de solutions WYSIWYG2. Ce type de solution possède une courbe
d’apprentissage très rapide. En somme, l’utilisateur impose des contraintes au système
qui tente de les satisfaire. La question primordiale, soulevée par ce besoin IHM3, est de
définir sur quelle surface l’artiste peint et dans quelles conditions d’éclairage.
Pour ce faire, nous décomposons les différentes situations d’édition en fonction du
type de surface et des conditions d’éclairage. Si l’on se place dans un contexte extrê-
mement libre, où l’artiste peut peindre sur l’objet 3D lui-même éclairé par différentes
lumières, l’artiste peut effectuer des actions contradictoires. En effet, sur un objet 3D
quelconque, il existe, en général, plusieurs endroits (points de recouvrements) différents
sur la surface de l’objet, pour lesquels les directions de vue et de lumière sont identiques
sans pour autant que l’artiste ait peint la même couleur aux mêmes endroits. Face à un tel
problème, plusieurs choix s’offrent à nous. Soit le système remplit dynamiquement les
zones de recouvrement afin d’éviter le problème des contradictions avec le risque de dé-
stabiliser l’utilisateur qui constatera qu’une action de sa part peut entraîner de multiples
changements. Soit la BRDF n’est plus la fonction que l’on cherche à modéliser. Dans ce
cas, on cherche à modéliser une fonction plus complexe telle qu’une SVBRDF, ce qui
induit de nouvelles difficultés (e.g. paramétrisation de l’objet) puisque la dimension du
problème vient d’augmenter.
Une façon intéressante de ne pas augmenter la dimension du problème est de res-
treindre l’espace où l’utilisateur peint sur deux hémisphères, un peu comme cela a été
proposé par Sloan et al. [SMGG01] pour leur Lit Sphere. De cette manière, l’utilisateur
peint la BRDF sur l’espace des directions (aucune ambiguïté n’est possible). Couplée à
un rendu temps réel sur l’objet 3D final auquel est associée la BRDF, cette solution nous
semble très intéressante du point de vue de sa facilité d’utilisation. Pour ce faire, une
nouvelle représentation, éventuellement avec la même paramétrisation que celle intro-
duite dans ce chapitre, serait nécessaire. Il serait aussi intéressant que la représentation
permette de démarrer le processus d’édition à partir d’une BRDF analytique existante
afin que l’artiste puisse partir d’une solution plausible.
2WYSIWYG : What You See Is What You Get
3IHM : Interface Homme-Machine
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Une autre question fondamentale est de savoir si l’utilisateur peint la BRDF ou s’il
peint le résultat de la convolution de la lumière par la BRDF. Lorsque la lumière est
blanche, les deux actions sont identiques, mais, dans la plupart des situations, un objet
n’est pas éclairé par une lumière blanche mais par une lumière colorée. Il pourrait être
utile de laisser l’utilisateur changer la chromaticité de la lumière et de le laisser peindre
le résultat de la convolution.
Enfin, un objet n’est pas nécessairement éclairé par une seule lumière (e.g. envi-
ronnement naturel modélisé par des cartes d’environnement), mais il nous apparaît ex-
trêmement complexe de laisser l’artiste éditer et créer la BRDF dans un tel contexte
d’éclairage. En revanche, nous pensons qu’un rendu interactif ou temps réel du résultat
final est nécessaire pour guider l’artiste dans sa démarche créatrice.
Une autre ligne de recherche pertinente serait de dissocier les normales de la géomé-
trie des normales utilisées pour le shading. Ceci pourrait notamment permettre de mieux
percevoir les reflets spéculaires sur des zones à forte variation géométrique. De manière
générale, de nouveaux outils qui permettraient de faire varier les caractéristiques du reflet
de manière spatiale sur l’objet constituent un axe de recherche à explorer.
Pour conclure, il apparaît important d’effectuer un travail d’étude utilisateur afin de
valider que le nouveau système proposé apporte une nette amélioration sur le plan de la
facilité et l’intuitivité de ce dernier. Ce type d’étude sort du cadre de la synthèse d’images
mais constitue une excellente piste de collaboration avec d’autres équipes de recherche
spécialisées dans le domaine.
CHAPITRE 3
UNE REPRÉSENTATION ADAPTÉE POUR LES BRDFS ISOTROPES
MESURÉES
Après avoir considéré la propriété de réflectance sous un angle créatif, nous abordons
dans ce chapitre un nouveau contexte : nous nous intéressons à un nouveau modèle
de BRDFs qui permet de représenter avec grande précision les matériaux mesurés. En
effet, comme expliqué au chapitre 1, une représentation efficace des matériaux mesurés
est nécessaire afin de pouvoir les utiliser au sein de moteurs de rendu réaliste ou de
simulation d’éclairage.
3.1 Introduction
Les matériaux mesurés se présentent sous la forme de données 4D puisqu’il y a une
mesure pour chaque direction de vue et de lumière : leur taille varie donc en fonction
de la précision de la mesure. A titre d’exemple, chaque matériau mesuré par Matusik et
al. [MPBM03a] occupe une place mémoire de 30 Mo. Dès lors, il apparaît rapidement
difficile d’utiliser dans des scènes 3D ce genre de représentation puisque leur impact
mémoire est loin d’être négligeable pour un matériau, et qu’une scène réelle en nécessite
un grand nombre. Quand bien même on posséderait une machine avec une quantité de
mémoire suffisante, lorsque la BRDF doit être modulée de manière spatiale, comme dans
le cas d’une Spatially-Varying BRDF (SVBRDF), la solution directe n’est pas viable.
De plus, à la différence des modèles analytiques, une telle représentation rend difficile
l’utilisation de techniques de schéma d’importance (importance sampling) (e.g. [KC08])
notamment utilisées pour accélérer le rendu.
L’étude présentée par Ngan et al. [NDM05] démontre que les modèles de BRDF
analytiques réussissent plus ou moins à représenter les matériaux isotropes alors qu’ils
éprouvent des difficultés à représenter les matériaux anisotropes. La procédure d’ap-
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proximation (fitting1) utilisée pour déterminer la valeur des paramètres est non-linéaire
et possède des inconvénients tels que l’absence de garantie d’une convergence globale
ou encore le temps d’exécution de la procédure.
Dans ce chapitre, nous introduisons un modèle destiné à représenter les matériaux
isotropes (cf. figure 3.1). Plus qu’un modèle de BRDFs, nous proposons une nouvelle
fonction d’éclairement pour ce type de matériau : l’ISF pour Isotropic Shading Func-
tion. L’idée principale de l’ISF est de combiner la puissance de description des poly-
nômes rationnels et de les exprimer dans l’espace de Stark et al. [SA05]. Contrairement
aux approches précédentes, l’utilisation de polynômes rationnels bivariés, fonctions non-
linéaires, permet d’utiliser des techniques d’approximation linéaires à convergence glo-
bale garantie. L’ISF introduit aussi une unification de la notion de lobe diffus et de lobe
spéculaire. Enfin, nous montrons que l’ISF, décomposée en courbes 1D, présente égale-
ment un intérêt sur le plan de l’édition.
Avant de présenter en détail l’ISF aux sections 3.3, 3.4 et 3.5, nous détaillons la
paramétrisation de Stark et al. à la section 3.2. A la section 3.6, nous détaillons la pro-
cédure utilisée pour approximer les matériaux mesurés issus de la base de données du
MERL-MIT (cf. [MPBM03b]). Nous présentons à la section 3.7 nos résultats sur le fit-
ting des matériaux en les comparant à ceux de Ngan et al. [NDM05]. Cette même section
présente aussi des résultats pour l’édition. Nous concluons ce chapitre par une série d’ex-
tensions pour l’ISF. A court terme, des extensions pour gérer les matériaux anisotropes
et multi-couches sont introduites à la section 3.8 et pourraient être utilisées, à plus long
terme, comme pierre angulaire de la factorisation de l’apparence pour les SVBRDFs et
les BTFs.
3.2 Paramétrisation
Comme expliqué au chapitre 1, une BRDF est une fonction 4D, dans le cas général
des matériaux anisotropes, et 3D dans le cas particulier des matériaux isotropes. Toute
opération de projection dans un espace de dimension inférieure induit un recouvrement
1De l’anglais to fit qui se traduit, dans notre contexte, par «approximer». Il s’agit bien ici de trouver
les paramètres d’une fonction afin que cette dernière s’adapte, du mieux possible, aux données mesurées.
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Notre modèle Solution de référence
Figure 3.1 – L’Isotropic Shading Function (ISF) permet d’approximer des matériaux
isotropes du monde réel. Cette figure montre le résultat obtenu en approximant le nickel
extrait de la base de BRDFs MERL-MIT avec seulement deux polynômes rationnels 1D.
de l’espace de départ sur l’espace d’arrivée. Formellement, on étudie les classes d’équi-
valence entre les deux espaces pour caractériser ce recouvrement. Dans le cas des maté-
riaux isotropes, la projection de l’espace 4D dans l’espace 3D s’effectue sans introduire
d’artefacts car il suffit de moyenner les valeurs des configurations identiques par rotation
autour de la normale.
Stark et al. [SA05] ont montré que l’on pouvait réduire encore plus la dimension
d’une BRDF isotrope à un espace à deux dimensions et ce, sans perdre le pouvoir d’ex-
pression de l’espace 3D original. La paramétrisation introduite par Stark et al. [SA05]
permet de réduire l’espace 3D des BRDFs isotropes en espace 2D. D’après leur étude
des classes d’équivalence, la projection induite par la paramétrisation proposée n’induit
pas d’artefacts visuels majeurs. Parmi les trois paramétrisations proposées, nous choi-
sissons d’utiliser la deuxième, qui est celle qui correspond le plus aux paramétrisations
courantes.
La deuxième paramétrisation (r,s, t) de Stark et al. est définie par :


r = (n ·h)2− (n · l)(n · v)
s = 1− (n ·h)2
t = (n · l)(n · v)
avec(r,s, t) ∈ [0,1]3 et r + s+ t = 1
avec l , la direction de la lumière, v, la direction de vue et h le bissecteur de l et de v
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(i.e., h = l+v‖l+v‖ ).
Cette paramétrisation a l’avantage de pouvoir représenter une BRDF isotrope, fonc-
tion à trois dimensions (IR3 → IR), avec une fonction à deux dimensions (IR2 → IR).
Notons que (r,s, t) forment les coordonnées barycentriques d’un triangle. Leurs princi-
pales propriétés sont :
– t = 1 : les directions de la lumière et de la vue sont colinéaires à la normale.
– t = 0 : la direction de la lumière ou la direction de la vue est perpendiculaire à la
normale (i.e., rasant à la surface de l’objet).
– s = 0 : le vecteur h est colinéaire à la normale. La réflexion spéculaire est alors
maximale.
– s = 1 : les directions de la lumière et de la vue sont colinéaires et perpendiculaires
à la normale.
– r = 0 : les directions de la lumière, de la vue et du bissecteur sont colinéaires. Le
matériau est rétro-reflectif.
– r = 1 : les directions de la lumière et de vue sont perpendiculaires à la normale.
De plus, elles sont opposées de manière à ce que le vecteur h soit colinéaire à la
normale.
Afin de faciliter la compréhension de cette paramétrisation, nous avons tracé à la
figure 3.2 la surface 2D correspondant à la projection de quelques modèles analytiques
dans cet espace. Pour améliorer la lisibilité du tracé, nous avons quantifié sur 32 valeurs
les variables r ∈ [0,1] et s ∈ [0,1]. Pour chacun des 32 intervalles, nous calculons la
moyenne des valeurs contenues dans l’intervalle et affichons l’histogramme correspon-
dant. L’utilisation de la valeur moyenne est justifiée par le fait que l’on doit calculer une
valeur représentative de la classe d’équivalence.
Comme mentionné par Stark et al. [SA05] la paramétrisation (r,s) offre par construc-
tion des avantages indéniables. Premièrement, comme les directions de vue et de lumière
jouent un rôle symétrique, la BRDF résultante satisfait nécessairement la condition phy-
sique de réciprocité. Deuxièmement, certains phénomènes physiques classiques de ré-
flexion de la lumière peuvent être facilement et clairement identifiés sur la surface (r,s) :
- La réflexion spéculaire parfaite (miroir) se trouve sur l’axe s = 0.
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Blinn Oren-Nayar Cook-Torrance
Figure 3.2 – Trois modèles analytiques de BRDFs : (haut) exprimés dans la paramétri-
sation (r,s) ; (bas) exprimés dans l’espace de l’ISF.
- Les phénomènes de rétro-réflexion et de rétro-diffusion sont localisés le long de
l’axe r = 0.
- Le point (r,s) = (0,0) correspond à la configuration particulière où n = v = l .
- La spécularité du lobe principal (resp. rétro-réflectif) est liée au gradient de la
surface le long de l’axe s = 0 (resp. r = 0).
- Les effets de Fresnel observés à angle rasant sont localisés au voisinage du point
(r,s) = (1,0).
- La droite r+s = 1 correspond à l’ensemble des configurations difficiles à acquérir,
aussi bien du point de vue de la théorie de la réflexion de la lumière que du point
de vue des dispositifs physiques d’acquisition.
Malheureusement, toutes ces bonnes propriétés ne résolvent pas un problème pra-
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tique majeur partagé par l’ensemble des représentations de BRDFs : du fait de la conver-
sion de l’énergie, les valeurs des BRDFs deviennent très élevées au centre du lobe spé-
culaire ainsi que pour les directions rasantes. En conséquence, la dynamique de la BRDF
peut être très grande (plusieurs ordres de magnitude même pour les matériaux de basses
fréquences), ce qui rend le processus de fitting très difficile voire impraticable. Une so-
lution standard pour améliorer la qualité de l’approximation est d’appliquer un filtre
(réversible) aux valeurs afin de réduire cette dynamique. Le processus d’approximation
est alors effectué sur les valeurs à faible dynamique et, lors de l’utilisation de la fonc-
tion approximée on applique alors le filtre inverse. Ceci a notamment été fait par Mc-
Cool et al. [MAA01] à l’aide d’une fonction logarithmique ou encore avec une racine
cubique [NDM05].
3.3 Isotropic Shading Function
Les approches de type filtrage précédentes sont arbitraires dans le contexte des
BRDFs. Nous introduisons une transformation qui nous semble plus pertinente et co-
hérente avec la théorie des micro-facettes. Cette transformation est la suivante :
σ(r,s) = (1− r− s)∗ρ(r,s)
où ρ(r,s) correspond à la BRDF transformée dans l’espace de Stark et al. En d’autres
termes, nous filtrons la BRDF par le paramètre (1− r− s) de la paramétrisation de
Stark et al. [SA05]. Nous appelons σ(r,s) l’Isotropic Shading Function (ISF). Elle ne
correspond pas à une BRDF mais elle décrit tout de même le shading d’un point sur la
surface d’un objet. Comme illustré au bas de la figure 3.2, lorsqu’on projette les mo-
dèles analytiques dans l’espace ISF, la dynamique des valeurs est grandement réduite.
De plus, dans les configurations difficiles (r + s = 1) de mesure et aussi là où la théorie
des micro-facettes atteint ses limites, à cause de la discontinuité induite à angle rasant,
l’ISF contourne le problème en devenant égale à zéro. La figure 3.3 (resp. 3.4) met en
évidence comment l’espace ISF représente l’effet de Fresnel pour une BRDF lamber-
tienne (resp. spéculaire). La figure 3.4 montre l’effet d’une augmentation de l’exposant
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Lambertien parfait 50% Fresnel 80% Fresnel 80% Fresnel (vue inversée)
Figure 3.3 – Une BRDF lambertienne représentée dans l’espace ISF. L’approximation
de Schlick [Sch93a] a été utilisée pour modéliser l’effet de Fresnel.
spéculaire d’un modèle de Blinn [Bli77] où la surface 2D décroît de plus en plus en vite
à partir de la courbe s = 0.
L’espace ISF n’est pas seulement intéressant pour comprendre les modèles analy-
tiques ; il permet aussi d’éclairer notre compréhension des matériaux mesurés dans le
monde réel. Mise à part la base de données du laboratoire de Cornell [Cor], la base de
données de BRDFs isotropes la plus complète est celle du MERL-MIT [MPBM03b]
qui contient plus d’un milliard de mesures. Parmi ces 100 matériaux, nous avons choisi
d’extraire neuf caractéristiques représentant un large spectre de phénomènes physiques.
La figure 3.5 présente la projection de ces matériaux dans l’espace ISF. Afin d’obtenir
un seul histogramme par figure, et bien que les mesures aient été effectuées en RGB,
nous affichons la moyenne des trois canaux. Tout comme à la figure 3.2, les propriétés
physiques des matériaux (réflexion diffuse, brillance et effet de Fresnel) peuvent être
identifiées en étudiant les histogrammes.
Enfin, une autre manière de représenter l’ISF d’un matériau donné est de visualiser
les courbes 1D σr et σs pour les axes s = 0 et r = 0, où se concentrent les phénomènes
les plus importants (cf. figure 3.6). Cette visualisation, où l’on affiche une courbe par
composante RGB, permet également d’identifier facilement les matériaux qui présentent
un comportement dépendant de la longueur d’onde. Par exemple à la figure 3.6, la courbe
représentant le canal bleu du matériau metallic-blue ne possède pas du tout le même
comportement que les courbes R et G. Ceci met aussi en évidence le fait que représenter
une BRDF par un triplet (R,G,B) et une fonction modélisant seulement les variations de
49
Exposant 5 Exposant 50 Expoant 500
0% Fresnel
50% Fresnel
80% Fresnel
Figure 3.4 – Projection de la BRDF de Blinn dans l’espace ISF. Le coefficient de Fresnel
est constant sur une même ligne alors que la rugosité de la spécularité augmente de
gauche à droite. L’effet de Fresnel relève la surface à l’approche du point (s,r) = (1,0).
L’augmentation de la spécularité du matériau provoque l’aplatissement de la surface, au
point qu’elle se réduit pratiquement à une variation le long de l’axe s.
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Fabric beige Fabric pink Red plastic
Nylon Fruitwood 241 Metallic blue
Gold paint Nickel Chrome steel
Figure 3.5 – Visualisation dans l’espace ISF de neuf matériaux extraits de la base de
BRDFs MERL-MIT.
luminance n’est pas une approche valide pour certains matériaux.
Une autre information importante mise en évidence par les différents histogrammes
de la figure 3.5 est la relative simplicité des surfaces obtenues dans l’espace ISF. Il est
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Figure 3.6 – Résultat de la procédure d’approximation sur les courbes 1D pour le maté-
riau metallic-blue. Les mesures sont affichées à l’aide de croix.
donc tentant de vouloir approximer ces mesures par une fonction analytique. De plus,
on remarque qu’un matériau diffus, représenté par un simple plan, peut tout à fait être
représenté par une fonction 2D tout comme les matériaux les plus spéculaires. Ceci nous
a conduits à proposer une représentation de lobes qui unifie la composante diffuse et
spéculaire. Cette distinction qui est faite d’ordinaire n’a pas de justification physique
excepté dans le cas des matériaux multi-couches. Dans la section suivante, nous intro-
duisons la formulation analytique de l’ISF qui est assez flexible pour représenter les
différents matériaux.
3.4 Formulation analytique de l’ISF
Polynôme rationnel bi-varié
Nous nous proposons de modéliser l’ISF comme un simple polynôme rationnel bi-
varié σ(r,s) qui prend en compte l’ensemble des phénomènes lumineux, d’ordinaire
séparés en plusieurs lobes :
σ(r,s) =
∑Mi=1 pibi(r,s)
∑Nj=1 q jb j(r,s)
avec M = (m+1)(m+2)2 et N =
(n+1)(n+2)
2 , et où m (resp. n) représente le degré du nu-
mérateur (resp. dénominateur). Les pi (resp. qi) représentent les coefficients réels du
numérateur (resp. dénominateur) tandis que les b∗(r,s) représentent une base polyno-
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miale (e.g. monomiale, Bernstein, Chebyshev, etc.). Par conséquent, pour un polynôme
rationnel de degrés m sur n, le nombre de coefficients requis est de M +N.
L’un des avantages des polynômes rationnels est qu’il faut moins de coefficients pour
modéliser les hautes fréquences, par rapport aux polynômes classiques ou des bases tri-
gonométriques. Un autre avantage est la possibilité d’utiliser des procédures d’approxi-
mation à convergence globale garantie à la différence d’autres fonctions non-linéaires
telles que l’exponentielle. Nous détaillerons à la section 3.6 les algorithmes d’approxi-
mation pour polynômes rationnels que nous avons utilisés.
Interpolation à l’aide de courbes limites
Nous avons mentionné précédemment que les courbes s = 0 et r = 0 de l’espace ISF
semblent contenir les caractéristiques les plus importantes de la BRDF. Afin de réduire
le processus d’approximation à un processus 1D au lieu de 2D, nous nous proposons
d’approximer ces courbes limites et de reconstruire une surface interpolante à partir de
celles-ci. De plus, ces courbes fournissent un contrôle simplifié pour l’utilisateur (cf.
section 3.7).
On note σr(r) = σ(r,0) et σs(s) = σ(0,s). Une fois ces deux courbes approximées,
il est nécessaire de reconstruire l’ISF pour n’importe quel couple (r,s). Après plusieurs
tests, nous avons trouvé que l’expression ci-dessous donne de très bons résultats pour un
grand nombre de matériaux :
σ(r,s) =
σs(s) ·σr(r/(1− s))
σ(0,0) .
Afin d’assurer une continuité dans la surface reconstruite, les contraintes nécessaires
pour les courbes limites sont :
σr(0) = σs(0) = σ(0,0) et σr(1) = σs(1) = 0.
Ceci garantit que σ(0,0) = σ(0,0) et σ(r,s) = 0 pour r+s = 1 (configurations rasantes).
L’idée derrière ce schéma interpolant est de laisser glisser la courbe de l’axe r = 0 le long
de l’axe s = 0 tout en la contractant. La façon dont est gérée la contraction est donnée
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par le terme r/(1− s) qui pourrait être simplifié à l’extrême par simplement r et nous
aurions alors une fonction séparable. Pour ce même terme, d’autres formulations moins
brutales sont possibles :
σr
(
r
(1− s)2
)
ou σr
(
r
(1− s)3
)
ou σr
(
r
(1− s)4
)
.
Enfin, si l’on compare la représentation à base de courbes limites à celle du polynôme
rationnel bi-varié, celle-ci ne nécessite que ms + ns + mr + nr + 4 coefficients, où ms et
ns (resp. mr et nr) représentent les degrés choisis pour σs (resp. σr).
3.5 Utilisation pratique de l’ISF
A l’étape du rendu, il est nécessaire d’évaluer, entre autres, la BRDF ou la BRDF
multipliée par le facteur cosinus. La relation liant la BRDF à l’ISF :
ρ(r,s) = σ(r,s)
1− r− s
produit des instabilités numériques lorsque (1− r− s) ≃ 0. Ces instabilités numériques
existent dans la plupart des modèles de BRDF physiquement corrects (e.g. [HTSG91,
War92, EBJ+06, AP07]) et sont généralement résolues par une simple troncature ou
encore en remplaçant le dominateur par un développement de Taylor afin d’assurer un
meilleur comportement (e.g. [War92, AP07]). Nous choisissons de réduire ces instabili-
tés en introduisant une fonction de continuité C1, γε(x), qui remplace la division 1/x et
qui décroît vers zéro lorsque x < ε :
γε(x) =
1
ε

3(x/ε)−2(x/ε)
2 x ∈ [0,ε[
ε/x x ∈ [ε,1] .
De cette manière, on peut évaluer la BRDF de manière robuste :
ρ(r,s)≃ σ(r,s)γε(1− r− s) . (3.1)
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Il est aussi possible d’évaluer la BRDF multipliée par le facteur cosinus,
i.e., ρ(r,s)cosθl en utilisant une formulation simplifiée. Pour ce faire, remarquons que
1− r− s = cosθl cosθv ce qui permet d’obtenir :
ρ(r,s)cosθl ≃ σ(r,s)γε (cosθv) . (3.2)
Lors de nos expérimentations, nous avons opté pour cette deuxième formulation. Elle
introduit peu d’erreurs (et uniquement sur les silhouettes qui sont assombries), comme le
montre la figure 3.8(h). Enfin, la formulation proposée aux équations 3.1 et 3.2 n’est pas
restreinte à notre nouveau modèle de BRDFs mais pourrait être utilisée pour les modèles
physiquement exacts introduits précédemment.
3.6 Approximation des matériaux mesurés avec l’ISF
Pré-traitement des données
Il a été noté par plusieurs chercheurs, dont Ngan et al. [NDM05], que les données de
la base de BRDFs du MERL-MIT [MPBM03b] ne sont pas forcément exploitables di-
rectement (bien que déjà filtrées par Matusik et al. pour réduire le bruit dû aux appareils
de mesure). Par exemple, le bruit de mesure est de plus en plus intense lorsque que l’on
s’approche des configurations rasantes et par conséquent Ngan et al. ont choisi de sim-
plement ignorer toutes les mesures au-delà de 80 degrés. Nous préférons faire un choix
moins drastique en projetant toutes les mesures dans l’espace ISF où les configurations
rasantes génèrent des valeurs faibles, comme expliqué précédemment. L’espace ISF pos-
sède l’avantage de réduire les valeurs des mesures aux endroits où elles sont les moins
fiables. Ceci rend aussi le processus d’approximation plus robuste. A la différence de
Ngan et al., qui ont travaillé sur les données initiales non filtrées, nous n’enlevons aucun
outlier2 (puisque les données fournies par MERL-MIT sont déja filtrées).
Les mesures de réflectance fournies par la base de données MERL-MIT sont ex-
primées dans la paramétrisation de Rusinkiewiez [Rus98] avec un échantillonnage an-
2Terme anglais employé en statistique. Il représente une donnée qui diffère significativement des autres
données alors que toutes proviennent du même phénomène mesuré.
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gulaire de 1 degré pour les angles différentiels (θd,φd) et θh. Lorsque l’on projette les
mesures dans l’espace ISF, cet échantillonnage angulaire génère un regroupement (clus-
terisation) naturel des paramètres (r,s) qui ne prennent qu’un nombre fini de valeurs. Ces
groupes (clusters) peuvent être vus comme les classes d’équivalence de la projection 3D
vers 2D générées par la paramétrisation de Stark et al.
L’analyse de ce processus de clusterisation montre que la variance de chaque cluster
diffère selon le type de matériau. Dans le cas de matériaux diffus ou légèrement glossy, la
variance dans chaque cluster est toujours petite comparativement à la valeur absolue de
la magnitude de la réflectance correspondante, tandis que, pour les matériaux plus spécu-
laires, cette variance augmente. Ceci peut s’expliquer par deux raisons. Premièrement,
la résolution angulaire peut devenir insuffisante pour correctement échantillonner les
matériaux les plus spéculaires. Deuxièmement, ce type de matériaux est nettement plus
sensible aux bruits de mesures. Dans ce dernier cas, filtrer les mesures permet de réduire
la variance avant de lancer le processus d’approximation. Cependant, pour éviter d’in-
troduire un biais statistique, nous effectuons un filtrage sur les données uniquement dans
chacun des clusters et non sur un voisinage de clusters. Après avoir testé plusieurs pro-
cédures (minimum, maximum, moyenne, etc.) pour trouver un échantillon représentatif
au sein d’un cluster, nous avons opté pour la réflectance médiane qui apparaît comme le
choix le plus robuste puisqu’il permet d’enlever naturellement les outliers contenus dans
un cluster.
Approximation globale vs approximation aux limites
Une fois les données projetées, regroupées et filtrées dans l’espace ISF, nous pouvons
lancer le processus d’approximation. Nous avons choisi d’utiliser le DCA, pour Diffe-
rential Correction Algorithm [PBR71], qui convertit le processus d’approximation par
un polynôme rationnel en un simple problème linéaire de type simplex. Cet algorithme
assure une convergence au sens de la norme L∞ et assure également que le dénominateur
n’a pas de pôles sur le domaine d’approximation considéré. Un pôle au démoninateur
générerait des instabilités numériques, voire des résultats faux. De plus, comme nous
cherchons à approximer une BRDF qui est une fonction positive ou nulle, nous ajoutons
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au problème linéaire original des contraintes supplémentaires pour forcer le numérateur
à être toujours non négatif. Enfin, d’autres contraintes linéaires peuvent être ajoutées au
besoin si le processus d’approximation doit être affiné.
Afin d’accélérer la vitesse de convergence du DCA, nous utilisons l’algorithme de
Papamarkos [Pap88], qui permet d’obtenir une solution proche de la solution optimale.
Nous utilisons alors cette première approximation comme initialisation pour le DCA,
ce qui permet d’en réduire le nombre d’itérations. L’annexe II présente en détail l’algo-
rithme du DCA.
Rappelons que nous avons proposé deux représentations analytiques pour l’ISF, l’une
étant bi-variée σ(r,s) et l’autre étant une interpolation σ¯(r,s) obtenue à partir de courbes
1D limites σr et σs. Nous utilisons le DCA pour les deux formulations. Dans le cas de
l’expression bi-variée, nous qualifions de global le processus d’approximation tandis que
dans le cas de la paire de courbes 1D, nous le qualifions de limite. Dans le premier cas,
le DCA assure une convergence globale pour la norme L∞ alors que, dans le second cas,
la minimisation de l’erreur est uniquement garantie sur les courbes limites. Cependant,
pour un nombre donné de coefficients M +N, les degrés du polynôme rationnel bi-varié
sont en général beaucoup plus faibles que ceux des courbes. C’est pour cette raison que
nous avons observé, que pour les matériaux glossy ou spéculaires, l’erreur finale peut
être plus faible avec la version interpolée.
Reparamétrisation homographique
En observant attentivement les histogrammes présentés en figure 3.5, on remarque
que, pour les matériaux spéculaires, l’ISF présente des zones avec des transitions très
abruptes où la réflectance varie très rapidement de valeurs très élevées à des valeurs
proches de zéro. Ce n’est pas une surprise puisque les matériaux spéculaires sont connus
pour avoir des hautes fréquences directionnelles.
Même si les polynômes rationnels sont capables de représenter des courbes ou des
surfaces avec de telles variations abruptes, la technique du DCA n’est pas assez efficace
pour une telle configuration des données. Récemment, les travaux en approximation se
sont concentrés pour traiter ce type de cas (e.g. [AG00]). Dans notre implémentation,
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nous n’avons pas utilisé de telles techniques avancées ; nous utilisons une solution net-
tement plus simple qui repose sur la reparamétrisation homographique (RH).
Une reparamétrisation homographique consiste à appliquer un polynôme rationnel li-
néaire sur les paramètres d’une fonction avant de l’évaluer. Dans notre cas, une propriété
intéressante est qu’elle ne modifie pas le degré du polynôme rationnel résultant. Ainsi, on
peut voir cette étape de reparamétrisation comme une étape de pré-conditionnement des
données en vue d’améliorer la qualité du processus d’approximation. Nous avons uni-
quement appliqué la reparamétrisation homographique sur le paramètre s puisque c’est
sur ce paramètre que les variations sont les plus fortes. Par exemple à la figure 3.7(a),
la courbe présentée est celle de l’isoligne r = 0 du matériau chrome-steel3. On peut voir
sur cette même figure que la variation de la réflectance se concentre sur un tout petit
intervalle du paramètre et crée donc une configuration très complexe pour le processus
d’approximation. Si l’on applique une RH (cf. figure 3.7(b)), les variations de la fonction
s’étendent sur un intervalle beaucoup plus large et rendent le processus d’approximation
plus aisé et plus robuste. Une fois le processus d’approximation effectué, le polynôme
rationnel obtenu est pré-multiplié par le polynôme homographique pour obtenir la fonc-
tion approximante finale.
3.7 Résultats
Nous avons testé notre nouveau modèle sur les neuf matériaux présentés à la fi-
gure 3.5. Ces matériaux exhibent des comportements variés allant du lambertien (e.g.
fabric-beige) au miroir parfait (e.g. chrome-steel). De plus, certains matériaux exhibent
des comportements colorimétriques spécifiques (e.g. metallic-blue) alors que d’autres
présentent des effets de Fresnel (e.g. le nylon).
Résultats quantitatifs
Le tableau 3.I présente les erreurs obtenues en approximant les mesures à l’aide de
l’ISF pour plusieurs configurations. Nous présentons nos résultats avec deux types d’er-
3Il s’agit d’acier chromé.
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Courbe originale Après reparamétrisation homographique
Figure 3.7 – Reparamétrisation homographique sur la courbe limite σs pour le matériau
chrome-steel de la base de données MERL-MIT.
reurs : une première de type L∞ qui est calculée comme le maximum des erreurs élevées
au carré ; une seconde de type L2 qui est calculée comme la moyenne des erreurs élevées
au carré. Afin de comparer la qualité de l’approximation entre les différents matériaux,
chacune des métriques est divisée par la moyenne des intensités prises au carré de la
BRDF. Nous avons aussi inclus, dans la première colonne, l’erreur générée dans l’es-
pace ISF par la meilleure approximation de Ngan et al. [NDM05]. Cependant, nous ne
considérons pas que cette colonne contient l’erreur de référence puisqu’ils ont eu accès
aux données originales alors que nous n’avons accès qu’aux données filtrées (fournies
dans la paramétrisation de Rusinkiewicz). Cela signifie que les approximations données
dans l’annexe de leur article peuvent ne pas être optimales au regard des données filtrées
contenues dans la base MERL-MIT. Néanmoins, nous pensons que ces résultats donnent
tout de même une indication importante de la qualité de notre approximation à l’aide de
notre nouveau modèle.
Le tableau 3.I montre la différence entre utiliser l’ISF directement en formulation
surfacique ou à l’aide des deux courbes limites. Nous avons testé une surface ration-
nelle de type quadratique par linéaire (9 coefficients) et une autre de type cubique par
quadratique (15 coefficients). Nous montrons aussi l’erreur obtenue en utilisant la re-
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présentation à l’aide de courbes avec 5 (colonne «Courbe 1») ou maximum 10 (colonne
«Courbe 2») coefficients par courbe. Contrairement aux approches de minimisation non-
linéaire, une fois que le nombre de coefficients est fixé, le processus d’approximation est
entièrement automatique. Ainsi, pour un nombre fixé de coefficients, le système teste
toutes les combinaisons de degrés possibles pour le numérateur et le dénominateur et
retourne celle avec l’erreur L∞ la plus petite. Comme mentionné précédemment, la plu-
part des matériaux exhibent un comportement plus complexe sur la courbe σs que sur
la courbe σr. Aussi, nous ajoutons principalement des coefficients sur la courbe σs à
l’exception des matériaux spéculaires qui ont de grandes valeurs pour σr. Pour ce type
de matériaux, il est crucial d’approximer au mieux la vitesse de décroissance de σr et la
reparamétrisation homographique revêt donc toute son importance.
Augmenter le nombre de coefficients provoque automatiquement une amélioration
de l’approximation quand on utilise la représentation 2D surfacique de l’ISF. En effet,
nous résolvons un problème de programmation linéaire et ceci garantit de converger vers
une erreur globale minimale. En revanche, ce n’est pas forcément le cas avec la représen-
tation à l’aide de paires de courbes limites. Bien qu’augmenter le nombre de coefficients
sur chaque courbe améliore l’approximation au regard de la norme L∞, cela n’améliore
pas forcément l’erreur globale, comme on peut le voir pour le matériau gold-paint au
tableau 3.I. Néanmoins, ce même tableau montre que nos approximations à l’aide des
courbes limites sont très bonnes comparées à celles obtenues avec l’approximation sur-
facique.
Résultats qualitatifs
En tant qu’erreur qualitative, nous comparons les rendus (cf. figure 3.8) d’une sphère
éclairée avec un environnement lumineux complexe avec les données originales, notre
approximation et la meilleure approximation de Ngan et al. A l’exception du chrome-
steel, nous échantillonnons l’environnement lumineux de manière uniforme sous la
forme de lumières directionnelles. Pour les matériaux les plus spéculaires, nous utilisons
un schéma d’importance (importance sampling) piloté par la meilleure approximation
de Ngan et al. pour sélectionner les directions de lumière. La couleur orangée présente à
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Ngan et al. Surfacique 1 Surfacique 2 Courbe 1 Courbe 2
fabric-beige 0.047 - 0.165 0.006308 -
0.096670
0.005149 -
0.082060
0.002 - 0.081 0.00224 -
0.077956
fabric-pink 0.029 - 0.284 0.035368 -
0.166898
0.024684 -
0.143480
0.012186 -
0.201150
0.0128 -
0.192
red-plastic 0.176 - 5.072 0.212565 -
3.555914
0.265402 -
3.292972
0.03567 -
4.564350
0.092744-
3.358226
nylon 0.603 -
66.501
0.975136 -
52.844093
0.740938 -
42.556693
0.493416 -
50.073309
0.459 - 47.82
fruitwood-
241
0.938 -
70.974
2.159609 -
16.492461
0.161203 -
15.25347
0.153417 -
19.510875
0.157 -
19.510332
metallic-blue 0.329 - 3.179 0.016832 -
0.529237
0.019530 -
0.272510
0.011319 -
0.240038
0.005 - 0.164
gold-paint 0.353 -
137.575
0.784637 -
92.681384
0.473731 -
106.506454
0.083155 -
73.999200
0.087605 -
78.980105
nickel 0.356 -
20.581
0.111108 -
12.796227
0.6295 -
19.796
0.110608 -
3.530724
0.106637 -
3.500720
chrome-steel 0.677 -
57.739
0.502911 -
27.546729
0.423603 -
28.041568
0.240442 -
28.861142
0.2170 -
26.147666
Tableau 3.I – Comparaisons des erreurs d’approximation (dans l’espace ISF) pour diffé-
rents matériaux en utilisant la représentation 2D ou 3D de l’ISF.
la figure 3.8 pour les résultats de Ngan et al. peut sembler surprenante mais elle provient
directement des résultats, pour les albédos diffus et spéculaires reportés par ces derniers
dans l’annexe de leur article [NDM05]. Enfin, la figure 3.9 met en évidence le fait que
certains matériaux tels que metallic-blue ne peuvent être représentés avec une simple ap-
proximation de la luminance et d’un triplet RGB. D’autres matériaux, comme le nickel,
exhibent aussi des comportements chromatiques spécifiques pour le canal bleu.
Edition à l’aide des courbes limites
Comparée à la formulation bi-variée, la formulation de l’ISF avec les courbes limites
offre une représentation bien plus intuitive puisque l’aspect global de la surface inter-
polée peut facilement être déduite à partir des courbes σr et σs. Sans avoir développé
une solution interactive complète, nous avons testé les résultats obtenus lorsqu’on laisse
l’utilisateur manipuler les courbes limites afin de créer des ISFs manuellement.
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Ngan et al. Référence Surfacique 1 Courbe 1
a b c d
e f g h
Figure 3.8 – Rendus obtenus avec le matériau fabric-beige (a-d) et le chrome-steel (e-h).
Courbe 1 Courbe 2 Référence Ngan et al.
Figure 3.9 – Approximation par composante chromatique du matériau metallic-blue. Les
courbes ISFs approximées sur les images de gauche ont 5 (resp. 10) coefficients et l’er-
reur RMS sur le canal bleu est cinq fois meilleure que celle de la meilleure approximation
de Ngan et al.
Afin d’avoir un processus d’édition assez flexible, nous avons développé une solution
pour laquelle chaque courbe limite est représentée par une Bézier rationnelle où la posi-
tion des points de contrôle et les poids peuvent être modifiés par l’utilisateur. Le système
force la continuité des courbes au point (0,0). Nous avons été surpris de constater que
cette solution naïve offre déjà une grande flexibilité et permet de créer une grande variété
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de formes même lorsque l’on se limite à des courbes de Bézier rationnelles quadratiques.
La figure 3.10 présente de nombreux matériaux créés en éditant deux courbes ration-
nelles quadratiques. Tous les matériaux sont rendus dans les mêmes conditions d’éclai-
rage. Le type de matériau obtenu varie du lambertien au spéculaire pur, avec ou sans
effet de Fresnel. Ceci démontre la richesse, du point de vue de l’édition, de l’ISF avec
une seule couleur et deux courbes limites. Naturellement, on pourrait, comme cela a été
fait ailleurs [BAOR06, LBAD+06], laisser l’utilisateur éditer une courbe par composante
chromatique pour lui laisser encore plus de flexibilité.
Discussion
Nous avons montré que la représentation ISF introduite, avec deux formulations, pré-
sente de nombreux avantages dont l’un est la garantie de convergence globale du proces-
sus d’approximation lorsqu’on utilise la formulation bi-variée. Nous avons aussi montré
que la formulation à base de courbes limites présente un intérêt du point de vue de l’édi-
tion. Une question que l’on est en droit de se poser est de savoir si la représentation à base
de courbes permet de décrire tous les matériaux isotropes. Si l’on se place sur un plan
purement mathématique, nous avons déjà constaté que certains matériaux synthétiques
qui font intervenir plusieurs lobes spéculaires et rétro-réflectifs seront difficilement re-
présentables. Par exemple, un tel matériau peut être obtenu en combinant un lobe avant
et un lobe arrière avec le modèle de Lafortune et al. [LFTG97]. Dans une telle configu-
ration, la surface générée dans l’espace ISF présente des variations de formes complexes
au centre du triangle barycentrique qui ne pourront être déduites de la forme des courbes
limites. En revanche, il est clair que la formulation bi-variée de l’ISF permettra de re-
présenter de tels matériaux. Enfin, la réponse sur le plan mathématique a certainement
un intérêt mais elle ne saurait être complète sans une confirmation expérimentale de
mesures de matériaux rétro-réflectifs. En effet, à l’heure actuelle, la communauté gra-
phique ne dispose pas de mesures de tels matériaux et il est donc impossible de donner
une réponse définitive à la question posée. Une extension possible pour la formulation
à base de courbes 1D serait d’ajouter une troisième courbe r = s pour mieux contrôler
l’interpolation au milieu du triangle barycentrique.
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Figure 3.10 – Différents types de matériaux créés avec l’ISF représentée par des courbes
rationnelles quadratiques. La courbe σr en vert contrôle la spécularité du matériau qui
peut varier du diffus au spéculaire parfait. La courbe σs en rouge contrôle les effets de
Fresnel à angle rasant ainsi que le type de réflexion spéculaire.
3.8 Perspectives futures
Comme son nom l’indique, l’ISF introduite peut uniquement représenter des maté-
riaux isotropes. Une première extension serait d’étendre cette représentation à un modèle
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complètement anisotrope. Une méthode est d’étendre le polynôme rationnel bi-varié
à une polynôme rationnel tri-varié dont le troisième paramètre contrôlerait l’anisotro-
pie. Le triangle barycentrique utilisé deviendrait alors un tétraèdre avec certaines redon-
dances dues à la périodicité de l’anisotropie.
Une fois l’anisotropie proprement modélisée, il serait intéressant d’étendre le modèle
pour représenter une SVBRDF. On pourrait coupler une analyse en ondelettes de la va-
riation spatiale des BRDFs afin de compresser au maximum les données. Le même type
d’extension pourrait être envisagé avec les BTFs mais avec la réserve que les ombres
portées introduites par la méso-structure nécessiteront d’être représentées avec plus de
coefficients qu’une simple BRDF. Afin de mener à bien ces extensions du modèle, il nous
paraît important d’améliorer la paramétrisation de Stark et al. qui n’est pas totalement
uniforme.
Enfin, il serait intéressant de travailler sur un schéma d’importance pour échantillon-
ner le modèle dans le cadre du rendu non temps réel. Ce schéma pourrait être numérique
(e.g. [LRR04]), bien qu’une dérivation analytique serait plus intéressante en pratique.
CONCLUSION DE LA PREMIÈRE PARTIE
Après avoir fait un état des lieux des différents aspects de la recherche sur les BRDFs
nous avons, dans cette première partie, proposé deux représentations. Une première,
résolument destinée aux artistes, dont l’édition est facile et intuitive. La représentation
du lobe spéculaire à base de courbes et de textures permet à un utilisateur de facilement
spécifier, et ce en temps réel, l’apparence du reflet. La seconde représentation est plus
destinée aux mesures de BRDFs et autorise une forme simple d’édition. Elle utilise la
puissance d’expressivité des polynômes rationnels définis dans l’espace paramétrique de
Stark et al. L’utilisation des polynômes rationnels permet alors d’utiliser des techniques
d’approximation linéaire à convergence globale garantie.
Ainsi, la question qui se pose de manière naturelle est de savoir s’il serait possible
d’obtenir une représentation unifiée qui servirait à la fois pour le travail d’un artiste et
celui d’un architecte. Dans le cas de l’artiste, les contraintes physiques sont souvent un
frein à l’expressivité alors qu’elles sont nécessaires pour les applications de type archi-
tecture, industrie automobile, etc. où la prédiction du rendu est importante. Garantir la
récipropricité d’Helmholtz et la conservation de l’énergie d’un modèle de BRDFs ne
saurait être l’unique étape pour l’utilisation d’un modèle dans un contexte industriel. En
effet, il s’agit de conditions nécessaires mais non suffisantes à la réalisation physique du
modèle. Il paraît donc important, dans un contexte applicatif, de développer une métho-
dologie qui permettrait de s’assurer que le modèle soit réalisable.
Enfin, la BRDF joue un rôle essentiel dans l’apparence d’une scène mais elle n’en
est pas le seul élément. L’environnement lumineux, la géométrie des objets et l’interac-
tion de ceux-ci avec la lumière sont aussi importants. Dans un contexte d’édition, une
prévisualisation rapide du rendu de la scène avec le modèle édité paraît donc une voie
de recherche à approfondir.
Pour ce faire, dans la partie suivante, nous nous intéressons à l’éclairage incident.
Après avoir passé en revue les différentes techniques de rendu ainsi que les représenta-
tions de l’éclairage incident utilisées, nous en proposons une nouvelle représentation.
Deuxième partie
Eclairage incident
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CHAPITRE 4
ETAT DE L’ART
Rappelons qu’en infographie, une scène est constituée de matériaux associés à des
objets et de sources de lumière qui génèrent un éclairage. Dans cette seconde partie,
nous nous intéressons à l’éclairement incident d’une scène. L’éclairement incident, en
un point de la scène, est le résultat de la propagation directe et/ou indirecte de la lu-
mière réfléchie par les différents matériaux. En un point donné, il est nécessaire d’éva-
luer l’éclairement incident pour le multiplier à la BRDF et calculer ainsi sa contribution
finale dans l’image. Dû aux multiples indirections que la lumière peut prendre, l’éclai-
rement incident reste un terme difficile à évaluer. Le représenter ou le traiter efficace-
ment constitue donc un axe de recherche aussi important que l’axe de recherche sur les
BRDFs abordé en première partie. Dans ce chapitre, nous présentons le cadre mathéma-
tique associé à l’éclairage et l’éclairement, les différentes représentations utilisées pour
l’éclairement ainsi que les différents algorithmes utilisés pour le calculer. Nous don-
nons également les tendances et les problématiques actuelles associées à l’éclairage et
abordons en détail deux d’entre elles avec les systèmes de cache (cf. section 4.5) et d’édi-
tion (cf. section 4.4). Au chapitre 5, nous présentons une nouvelle structure de données
avec ses applications en tant que système de cache. Au chapitre 6, nous présentons une
technique qui modifie l’éclairement incident afin de mettre en évidence les détails de la
surface. Cette technique peut être considérée comme une forme d’édition de l’éclairage.
4.1 Éclairage global en synthèse d’images
En infographie, la notion d’éclairement incident fait partie intégrante d’un domaine
appelé éclairage global. Les algorithmes de rendu par éclairage global prennent en
compte l’ensemble des interactions possibles entre la lumière et la géométrie de la scène.
Ils tiennent compte non seulement de l’éclairement incident direct (éclairement dit local)
d’un objet par les sources lumineuses, mais aussi de l’éclairement dû aux autres objets
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(éclairement incident indirect) réfléchissant de la lumière. La figure 4.1 illustre, pour une
même scène, la différence entre un rendu obtenu en tenant compte de l’éclairement local
par rapport à l’éclairement global.
Formulation mathématique
En première approximation, un algorithme de rendu doit calculer pour chaque pixel
d’une image une valeur de radiance (cf. annexe I). Kajiya [Kaj86] a montré que tout
algorithme de rendu tente en fait de résoudre une même équation appelée «équation du
rendu», qui découle de la loi de la conservation de l’énergie en un point. Intuitivement,
cette équation formalise le fait que l’énergie réfléchie par un point est au maximum égale
à la somme de l’énergie émise et réfléchie en ce point :
L(x→ ω o) = Le(x→ ω o)+Lr(x→ ω o) (4.1)
où :
- Le(x→ ω o) la radiance émise par la surface au point x dans la direction ω o
- Lr(x→ ω o la radiance réfléchie, par la surface au point x dans la direction ω o.
En réexprimant la radiance réfléchie, on obtient l’équation du rendu [Kaj86] :
L(x→ ω o) = Le(x→ ω o) +
∫
Ωn
L(x← ω i) fr(x,ω i,ω o)(n ·ω i)dω i (4.2)
où fr(x,ω i,ω o) représente la BRDF au point x, Ωn l’hémisphère centré en x et orienté
selon n et L(x←ω i) la radiance incidente en x. Le terme Lr(x→ω o) est donc le résultat
de la convolution de l’éclairement incident par la BRDF qui joue le rôle d’un filtre.
La simplicité apparente de cette équation masque la complexité de sa résolution
puisque l’inconnue (la radiance) apparaît dans les deux membres de l’équation ; ceci
met en évidence son caractère hautement récursif. Tout algorithme de rendu résout de
manière plus ou moins partielle et plus ou moins efficace l’équation du rendu.
Éclairement indirect
Pour mettre en évidence les notions d’éclairement indirect et d’éclairement local, on
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(a) (b)
Figure 4.1 – Différence de résultats entre (a) une méthode utilisant uniquement l’éclai-
rage direct et (b) l’autre utilisant l’éclairage global. Images tirées de [Cha05].
décompose la radiance réfléchie Lr(x→ ω o) deux termes :
L(x→ ω o) = Le(x→ ω o) +
∫
A
Le(y→−ω i) fr(x,ω o,ω i)V (x,y)G(x,y)dAy︸ ︷︷ ︸
Eclairement direct
+
∫
Ωn
L(x← ω i) fr(x,ω i,ω o)(n ·ω i)dω i︸ ︷︷ ︸
Eclairement indirect
(4.3)
où :
– A représente l’ensemble des surfaces appartenant aux sources de lumière.
– V (x,y) représente le terme de visibilité entre x et y et qui est défini par V (x,y) = 1
si x et y sont mutuellement visibles, 0 dans le cas contraire.
– G(x,y) est le terme géométrique défini par :
G(x,y) =
max(n ·ω i,0) max(ny ·ω i,0)
‖x− y‖2
où ny représente la normale au point y.
Nous avons donc décomposé la radiance réfléchie en deux intégrales. L’une surfa-
cique représentant l’éclairage direct et l’autre hémisphérique représentant l’éclairement
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indirect. Contrairement à l’intégrale de l’éclairement indirect, l’intégrale de l’éclaire-
ment direct utilise uniquement la radiance émise Le et n’est donc pas récursive ; elle est
donc des deux intégrales, la plus simple à évaluer. Si l’on reformule la radiance inci-
dente L(x ← ω i) on peut faire apparaître à nouveau la radiance réfléchie montrant ainsi
le caractère récursif de l’intégrale :
L(x← ω i) = Lr(r(x,ω i)→−ω i)
où r(x,ω i) est l’opération de lancer de rayon, telle qu’introduite par Dutré et
al. [DBB06], qui renvoie le point de la scène le plus proche de x dans la direction ω i :
r(x,ω i) = {y |y = x+ tmin ω i} avec tmin = min{t | t > 0,x+ t ω i ∈ A} .
Comme nous allons le voir dans la prochaine section, c’est principalement l’intégrale
de l’éclairement indirect à laquelle s’attaquent les algorithmes d’éclairage global.
Avant d’aborder les systèmes existants qui permettent d’éditer l’éclairage (cf. sec-
tion 4.4), nous passons brièvement en revue les techniques classiques qui permettent de
calculer l’éclairage global (cf. section 4.2) et leurs évolutions récentes (cf. section 4.3).
A la section 4.5, nous présentons également les techniques de caching1. Nous verrons
que ces techniques permettent d’accélérer les temps de rendu au prix de l’introduction
d’un biais dans la solution calculée.
1Le terme «caching» désigne la technique tandis que le terme «cache» désigne la structure qui permet
d’implémenter la technique.
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4.2 Aperçu des algorithmes d’éclairage global
Algorithmes déterministes
Historiquement, les premiers algorithmes font l’hypothèse que la scène est diffuse (cf.
section 1.4) et résolvent de manière déterministe l’ensemble des interactions possibles
entre les divers éléments de la scène. Ces algorithmes, basés sur les méthodes d’éléments
finis, se regroupent sous le terme de méthodes de radiosité. Un aperçu de ces méthodes
se trouve dans les livres de Sillion et Puech [SP94] et de Cohen et al. [CWH93]. Ils
ont l’avantage d’être déterministes, d’être indépendants du point de vue, et leurs résul-
tats peuvent donc être réutilisés pour la visualisation de la scène 3D lorsque le point
de vue change. L’intérêt des algorithmes déterministes est l’absence de bruit (au pro-
fit d’un biais) dans la solution obtenue. Malheureusement, ils nécessitent une géomé-
trie subdivisible (tessellable) et ne prennent en compte des scènes avec des BRDFs
glossy, voire miroir, qu’au prix d’un grand surcoût mémoire, tel que celui de Granier et
al. [GDW00]. Les techniques de radiosité ont connu leur essor au début des années
80. Depuis les travaux pionniers de Goral et al. [GTGB84], souvent regroupés sous
le terme de radiosité classique, les améliorations qui se sont succédé visent, pour la
plupart, à améliorer les problèmes de stockage, sous forme matricielle, des facteurs de
forme et d’adaptations automatiques de la tessellation de la scène. Le facteur de forme
entre deux éléments de la scène représente la proportion d’énergie échangée en tenant
compte de la visibilité, de l’orientation et de la proximité des deux éléments. Puisque la
visibilité intervient dans leur calcul, ces derniers restent coûteux et numériquement com-
plexes à évaluer. Les techniques de radiosité progressive [CCWG88, HSA91, Sch93b]
apportent un début de solution au problème du stockage en ne recalculant à chaque
fois qu’une ligne/colonne de la matrice d’interactions alors que les techniques de clus-
tering (regroupement) [SAG94, SDS95, Sil95] rassemblent volumétriquement les élé-
ments de la scène afin de réduire le nombre d’interactions et donc le temps de calcul.
Grâce à l’utilisation de chemins lumineux aléatoires, les méthodes de radiosité stochas-
tique [NFKP94, NNB+96, BNN+98] permettent d’éviter complètement l’évaluation et
le stockage de ces facteurs de forme. La technique d’estimation de densité de particules
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sur un maillage, proposée par Walter [Wal98], peut aussi être considérée comme une
forme de radiosité stochastique puisque l’irradiance et la radiosité sont évaluées sans
calcul et stockage de facteurs de forme. En somme, on peut voir la radiosité stochastique
comme une technique essayant de tirer le meilleur parti des techniques déterministes et
des techniques stochastiques présentées ci-dessous.
Algorithmes stochastiques
L’idée principale des algorithmes stochastiques est de générer des chemins lumineux,
évaluer la radiance transmise le long de ceux-ci, et accumuler leur contribution dans
l’image. On utilise les méthodes d’intégration de Monte-Carlo pour générer les chemins
lumineux et évaluer de manière stochastique l’équation du rendu. Le principal avantage
de ces méthodes est leur simplicité d’implémentation et leur généralité, car toutes les
BRDFs sont utilisables et l’ensemble des interactions est pris en compte. Leur principal
inconvénient est leur lenteur à converger vers une solution non bruitée. Le bruit provient
de divers facteurs dont l’un des principaux est l’évaluation de l’intégrale de l’éclairement
indirect voire de l’éclairement direct. En effet, dans le cas où le nombre de sources
lumineuses est très élevé, échantillonner toutes les sources devient trop coûteux et on
a souvent recours à une évaluation stochastique de l’éclairement direct introduisant de
facto du bruit.
De manière générale, les techniques stochastiques essaient de choisir les chemins lu-
mineux qui contribuent le plus à la génération de l’image. Un aperçu des méthodes sto-
chastiques est donné dans le livre de Dutré et al. [DBB06]. La méthode la plus simple et
la plus connue, le tracé de rayons ou Ray Tracing [Whi80], consiste à lancer des rayons
depuis une caméra et à les propager dans la scène. Les rayons se propagent unique-
ment pour la réflexion spéculaire parfaite et la réfraction parfaite ; par conséquent seul
un sous-ensemble des interactions lumineuses est pris en compte. Une généralisation
du Ray Tracing, appelée Path Tracing, prend en compte l’ensemble des chemins lumi-
neux ; elle a été introduite par Kajiya [Kaj86] comme solution à son équation du rendu.
Partant du constat que certains chemins lumineux sont plus faciles à échantillonner de-
puis les sources de lumière, le tracé de rayons bi-directionnel proposé par Lafortune et
73
Willems [LW93] ainsi que Veach et Guibas [VG94] permet d’accélérer la convergence
de la solution. En effet, la probabilité d’atteindre une source lumineuse depuis la caméra
peut être très faible, notamment en présence d’objets fortement spéculaires ou réfractifs
alors qu’il est simple de construire les chemins lumineux depuis les sources de lumière.
La principale difficulté est de connecter les chemins construits depuis le point de vue et
les sources de lumière sans introduire de biais. Veach et Guibas ont également introduit
une extension, appelée Metropolis [VG97], au tracé de rayons bi-directionnel. L’idée est
d’introduire des perturbations locales aux chemins lumineux afin de les faire converger
plus rapidement vers les chemins plus importants.
Ces diverses méthodes réduisent le bruit de manière plus ou moins efficace. Une
autre manière de réduire le bruit est d’utiliser des schémas d’importance (importance
sampling). Il s’agit de concentrer les calculs pour les chemins lumineux les plus impor-
tants. Définir quels sont ces chemins peut se faire en utilisant la BRDF (e.g. [LRR04]),
en connaissant l’importance de l’éclairement incident (e.g. [ARBJ03]), ou en combi-
nant les deux (e.g. [BGH05, WA09]). Le but d’un échantillonnage reposant sur une
BRDF est de concentrer les rayons proportionnellement à la spécularité de la BRDF.
Échantillonner le signal lumineux dans les directions où la lumière est la plus impor-
tante peut se faire pour l’éclairement direct (e.g. [CAM08]) et aussi pour l’éclairement
indirect, où l’on a souvent recours à une structure de cache (cf. section 4.5), préala-
blement calculée, pour obtenir cette information d’importance. Pour traiter un nombre
élevé de sources de lumière, plusieurs techniques accélérant les temps de calcul ont été
introduites (e.g. [PPD98, WFA+05, HPB07]). Enfin, les méthodes de Metropolis ont
été améliorées afin d’augmenter la cohérence de l’algorithme et de pouvoir utiliser les
instructions SIMD [SIP07].
Aussi bien pour les méthodes déterministes que stochastiques, le terme de visibilité
de l’équation (4.3) constitue en général le principal goulot d’étranglement. Une bonne
évaluation de l’intégrale de l’éclairement indirect sur l’hémisphère requiert un nombre
élevé de requêtes de visibilité. On peut distinguer deux axes de recherche dont le but
est d’accélérer le calcul de l’éclairement. Le premier, abordé dans la section suivante,
est guidé par une utilisation massive du GPU. Le second, abordé à la section 4.5, et qui
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peut servir au précédent, vise à développer des techniques de caching. Le principe de
ces techniques est de pré-calculer l’éclairement indirect à certains endroits de la scène et
de l’interpoler aux endroits manquants. Ceci accélère le temps de calcul et a pour effet
de remplacer le bruit, visuellement déplaisant, par un biais (perceptible comme du flou)
qui est plus acceptable pour notre système visuel.
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4.3 Tendances récentes en éclairage global
Depuis la démocratisation de la programmation sur carte graphique, notamment
grâce aux langages de type Cg, GLSL, HLSL, et même ceux de plus haut niveau tels que
CUDA ou OpenCL, on assiste à un développement de nouveaux algorithmes d’éclairage
global. Cet engouement pour un développement GPU s’explique par le fait que la puis-
sance de calcul des GPUs augmente plus rapidement que celle des CPUs. En revanche le
modèle SIMD des GPUs est moins flexible que les modèles des CPUs. De nouvelles im-
plémentations d’algorithmes d’éclairage global apparaissent donc essayant de le rendre
interactif au maximum. Le but ultime est de développer une technique où tous les pa-
ramètres de la scène (objets géométriques, lumières, matériaux, point de vue) seraient
modifiables en temps réel tout en obtenant un rendu réaliste ou, du moins, aussi réaliste
que possible. D’un point de vue applicatif, on peut distinguer les techniques orientées
édition de l’éclairage, des techniques uniquement orientées rendu d’une ou plusieurs
frames. Classifier les différentes techniques n’est pas aisé et certains travaux montrent
d’ailleurs qu’elles résolvent toutes le même problème mais sous des angles différents
(cf. [Leh07]).
Precomputed Radiance Transfer
Nous commençons par les Pré-calculs de Transfert de Radiance ou Precomputed Ra-
diance Transfer (PRT) qui ont connu un énorme succès ces dernières années. Elles re-
posent toutes sur un pré-calcul effectué sur CPU et permettent une certaine forme d’in-
teractivité. Les PRTs pré-calculent la réponse lumineuse d’un objet à un environnement
lumineux distant en la stockant sur chaque sommet de la géométrie ou dans une image.
L’intérêt des PRTs est de laisser l’utilisateur modifier l’éclairage distant et d’observer la
réponse de l’objet en temps interactif ou réel.
Ramamoorthi et Hanrahan [RH01a] sont les premiers à avoir utilisé une telle ap-
proche pour une BRDF diffuse. Les premiers travaux de Sloan et al. [SKS02] autori-
saient uniquement des environnements lumineux de basses fréquences et des BRDFs
diffuses ou glossy. Cette limitation a été rapidement éliminée avec les travaux de Ng et
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al. [NRH03] d’abord en fixant la vue dans le cas de BRDFs glossy, puis en enlevant
cette contrainte [NRH04] au prix d’une interactivité largement sacrifiée. Les travaux de
Wang et al. [WTL04, WTL06a, WNLH06] et ceux de Liu et al. [LSSS04] améliorent
l’interactivité du système tandis que ceux de Sloan permettent d’intégrer du normal map-
ping [Slo06].
A l’exception de quelques travaux novateurs [PWL+07], la plupart des techniques
présupposent une scène statique. La limitation d’un éclairage uniquement distant n’a
pas vraiment été enlevée mis à part par Pan et al. [PWL+07]. Le principal problème
des PRTs est le coût mémoire requis pour stocker toutes les informations. Comme les
informations sont souvent stockées par sommet, les techniques deviennent rapidement
inutilisables si la complexité géométrique de la scène est trop élevée. Ce problème est en
partie résolu par la technique proposée par Sloan et al. [SGNS07] mais en contraignant
l’environnement lumineux à être diffus.
Eclairage global interactif sans pré-calcul
A contrario des PRTs, de nouvelles techniques ont été développées et essaient de tout
calculer à la volée sur le GPU sans passer par un pré-calcul, souvent très long. Malgré
la puissance du GPU, les techniques dites d’éclairage global interactif effectuent des
approximations en limitant les indirections de la lumière à un rebond [LSK+07] ou en
ignorant la visibilité des sources secondaires [DS05, DS06], ou encore en simplifiant les
requêtes de visibilité [GKD07, RGK+08] qui restent très coûteuses. Certaines d’entre
elles et les plus récentes reposent sur l’algorithme de Keller [Kel97], Instant Radio-
sity, où des rayons sont tracés depuis les sources lumineuses pour créer sur les surfaces
diffuses intersectées des sources de lumière secondaires. Une fois cette première passe
effectuée, la contribution des sources de lumière secondaires est ajoutée à l’éclairage di-
rect. En théorie, les objets et les lumières peuvent être dynamiques au prix d’un nombre
élevé de passes sur GPU. Ceci a conduit à différentes évolutions de la technique, telle
celle de Laine et al. [LSK+07] qui réutilise les différentes sources de lumière secondaires
afin de ne pas avoir à recalculer la visibilité. En revanche, la technique est limitée à une
seule indirection d’éclairement et bien que l’on puisse bouger les objets de la scène, ils
77
n’influenceront pas l’éclairage indirect. Ritschel et al. [RGK+08] enlèvent cette limita-
tion en introduisant des Imperfect Shadow Maps qui permettent, au prix d’une grossière
approximation de la géométrie de la scène, de calculer de manière très rapide les requêtes
de visibilité. Bien que la technique supporte les indirections multiples les performances
se dégradent très rapidement au-delà d’une indirection. Enfin, les techniques qui éva-
luent implicitement la visibilité (e.g. [DSDD07, DKTS07]) restent souvent limitées en
termes d’adaptativité vis-à-vis de la complexité géométrique de la scène.
La gestion de la complexité géométrique de la scène est en partie résolue en utili-
sant des stratégies de rendu de type Rendu Différé ou Deferred Shading qui stockent,
lors d’une première passe, dans des buffers (G-Buffers [ST90a]) les informations né-
cessaires au shading (normale, position, matériaux...) puis accumulent lors de passes
supplémentaires les contributions des lumières dans un autre buffer. Le Deferred Sha-
ding [DWS+88] est, désormais, souvent couplé à de l’échantillonnage entrelacé ou In-
terleaved Sampling [SIMP06] afin d’augmenter les performances de rendu puisque pour
un même nombre d’échantillons, il réduit la répétition des motifs d’échantillonnage vi-
suellement déplaisants. Les G-Buffers sont aussi utilisés dans le cadre de moteurs de
rendu destinés à l’industrie du film [PVL+05] où l’on utilise le GPU pour avoir une
prévisualisation rapide de l’image finale.
Dans la même lignée, les travaux de Walter et al. [WFA+05, WABG06], qui uti-
lisent surtout le CPU, reposent sur la construction d’un arbre hiérarchique de lumière
qui est évalué efficacement en faisant une coupe sur la profondeur dans celui-ci. Enfin,
terminons ce tour d’horizon par les systèmes entièrement CPU tels que ceux pour le Ray
Tracing interactif (e.g. [WKB+02]) ou encore hybrides (e.g [BBS+09]). Si les premières
techniques telles que celles de Purcell et al. [PDC+05] ou Carr et al. [CHCH06] restaient
moins performantes que les systèmes SIMD CPU, les dernières avancées, pour les sys-
tèmes d’éclairage global sur GPU les concurrencent, voire les surpassent désormais. Ci-
tons, par exemple, la technique de Popov et al. [PGSS07] qui implémente un algorithme
de Ray Tracing sur GPU, avec géométrie statique, et celle de Zhou et al. [ZHWG08]
qui implémente la technique du Photon Mapping (cf. section 4.5.2) pour obtenir des
caustiques avec géométrie dynamique. Cette dernière vient d’être améliorée par Wang et
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al. [WWZ+09] qui prend en compte tous les chemins lumineux. Celle de McGuire et
Luebke [ML09], technique hybride CPU-GPU, implémente un algorithme de Photon
Mapping basé image et obtient de très bonnes performances au prix d’une qualité dégra-
dée par rapport à l’implémentation originale et entièrement CPU du Photon Map.
Malgré toutes ces avancées technologiques et algorithmiques, ces différentes mé-
thodes peinent encore à gérer la complexité géométrique. Les scènes utilisées pour les
tester restent simples comparativement à celles qui sont utilisées dans l’industrie des
effets spéciaux ou du cinéma.
4.4 Travaux antérieurs en édition
Les systèmes d’édition d’éclairage peuvent aussi se décomposer en plusieurs caté-
gories :
– les systèmes interactifs d’éclairage global présentés à la section précédente.
– les systèmes de ré-éclairage ou relighting qui peuvent être considérés comme des
cas particuliers des précédents : leur interactivité permet de modifier les para-
mètres des sources de lumière en observant directement les effets mais ils sont
souvent limités en termes d’interactivité du point de vue.
– les systèmes dits à «rendu inverse». Dans ce type de système, l’utilisateur spécifie
le résultat qu’il souhaite obtenir à l’aide de certaines métaphores d’interaction
comme celle de peinture (painting).
Historiquement, les systèmes de relighting fixent la direction de vue afin d’accé-
lérer la mise-à-jour de la solution. L’édition possible est de déplacer les sources de lu-
mière. Les premiers systèmes (e.g. [GH00, PVL+05]) ne prenaient pas du tout en compte
l’éclairement indirect. Celui d’Hasan et al. [HPB06] remédie à ce problème en calculant
une matrice de transfert de l’éclairement direct en éclairement indirect : avec un cal-
cul interactif de l’éclairement direct, celui de l’éclairement indirect devient interactif.
Un système très abouti qui permet de déplacer les sources de lumière, les objets et de
modifier les BRDFs en tenant compte de l’éclairement indirect est celui introduit par
Sun et al. [SZC+07]. Dans ce système, l’édition d’un modèle de BRDF analytique est
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également possible.
Conscients de la limitation d’un système à point de vue fixe, les chercheurs ont re-
poussé cette limite. Le système proposé par Kristensen et al. [KAMJ05] nécessite un
pré-calcul substantiel pour pouvoir déplacer ensuite en temps réel les sources de lumière
dans des scènes quelconques mais où la caméra reste libre. Postava et al. [CPWAP08]
proposent une extension aux Lights Cuts de Walter et al. [WFA+05, WABG06] afin de
laisser l’utilisateur éditer les matériaux et les lumières pour n’importe quel angle de vue.
L’intérêt de ces systèmes réside dans une prévisualisation rapide du rendu d’une
scène qui serait proche de ce qu’une simulation physique donnerait après de longues mi-
nutes ou même des heures de calcul, tout en ayant la possibilité d’ajuster des paramètres.
Un exemple typique d’utilisation, dans le domaine de l’architecture, est le placement de
sources de lumière dans une pièce qui n’a pas encore été construite. Malheureusement,
étant donné que l’éclairage global (et donc indirect) est un phénomène global, il reste
difficile de spécifier localement une forme d’éclairage en ne faisant qu’ajuster des pa-
ramètres. Le processus d’ajustement des paramètres est pénible pour l’utilisateur qui
effectue une série d’essais jusqu’à être satisfait du résultat. L’intérêt des systèmes de
rendu inverse est de faciliter la tâche de l’utilisateur en lui laissant spécifier directement
son résultat.
Le plus souvent, dans un contexte de rendu inverse, l’utilisateur peint le résultat qu’il
souhaite obtenir directement sur la surface d’un objet. Le système se charge alors d’ef-
fectuer une résolution inverse. Cette résolution inverse est en général trop complexe à
résoudre (problème sur ou sous-dimensionné) pour porter sur l’ensemble des paramètres
de la scène. Ainsi dans le système de Schoeneman et al. [SDS+93], les seuls paramètres
que le système inverse retrouve (minimisation au sens des moindres carrés) sont : les
intensités des sources de lumière et leurs couleurs dans une scène aux surfaces lamber-
tiennes. De cette manière, le problème inverse à résoudre devient linéaire. Cependant,
il n’y a pas toujours de solutions aux contraintes dessinées par l’utilisateur. De plus,
lorsque l’utilisateur spécifie qu’il souhaite modifier une zone de la scène, d’autres zones
vont également voir leur luminosité changer par effet de bord. Une fois de plus, ceci est
dû au fait que l’éclairage est un phénomène global. Une solution serait alors d’ajouter
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des contraintes supplémentaires. Malheureusement, plus on ajoute de contraintes, plus
l’espace de solutions possibles se restreint.
Le système de Kawai et al. [KPC93] permet à un utilisateur de spécifier plus de
contraintes de haut niveau, mais la métaphore de spécification est nettement moins pré-
cise. A savoir, l’utilisateur ne peint pas sur la surface mais définit des objectifs globaux
de perception lumineuse tels que «je voudrais une ambiance plus feutrée». Une extension
du travail de Kawai et al. [KPC93] a été proposée par Costa et al. [CSF99] où le système
tente de retrouver aussi la géométrie des sources de lumière et autorise l’utilisateur à
spécifier des contraintes complexes. Plus récemment, Pellacini et al. [PBMF07] ont pro-
posé un système où la position des sources de lumière n’est pas fixée (processus inverse
non-linéaire). En se restreignant à un modèle d’éclairement local, le système est alors
capable de spécifier de manière interactive les différents paramètres, au sens cinémato-
graphique [Bar97], des sources de lumière. Comme l’optimisation linéaire est complexe
à résoudre, Pellacini et al. [PBMF07] laissent l’utilisateur ajouter des lumières (une par
une) au fur et à mesure plutôt que d’essayer de résoudre les contraintes sur un ensemble
de sources de lumière prédéfinies. L’utilisateur a donc des outils d’édition directe (ajout
d’une nouvelle lumière) et des outils d’édition inverse (le painting sur les surfaces).
En somme, il y a peu de travaux réalisés sur le rendu inverse comparé au rendu direct
parce que le problème est difficile à résoudre. Dès lors, il est important de subdiviser les
outils d’édition proposés à l’artiste pour mieux conditionner la résolution inverse. Une
autre composante importante de l’édition inverse est de réussir à convaincre l’utilisateur
que les «pinceaux» qui lui sont proposés correspondent à sa façon de spécifier son résul-
tat. Enfin, mis à part le système proposé par Obert et al. [OKP+08], il semble qu’aucun
système de rendu inverse n’ait attaqué de front l’édition de l’éclairage indirect en temps
interactif. De manière générale, l’édition de l’éclairage indirect semble avant tout mo-
tivé pour compenser les effets de matériaux ou résoudre un problème de positionnement
des lumières. Au prochain chapitre, nous proposons de modifier l’éclairage dans un but
différent, à savoir mettre en avant les détails géométriques d’un objet.
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4.5 Systèmes de cache
Historiquement, les systèmes de cache sont utilisés pour accélérer les calculs de
l’éclairement indirect. Comme nous l’avons vu à la section 4.3, un certain nombre de
techniques GPU telles que les PRTs ou les systèmes de relighting peuvent être vues
comme des systèmes de cache de nouvelle génération. Dans cette section, nous présen-
tons la problématique mathématique associée à la mise en cache ainsi que les différents
systèmes de cache existants.
4.5.1 Formulation mathématique
La stratégie des techniques de caching est de précalculer l’éclairement incident à
différents endroits et de l’interpoler aux endroits manquants.
Malheureusement, il est complexe de représenter l’éclairement incident de manière
efficace, quelle que soit la propriété de réflectance des surfaces intervenant dans l’éclai-
rage. Cette difficulté est liée au large éventail de BRDFs. Les besoins de représentations
de l’éclairement incident ne sont pas les mêmes pour les BRDFs de basses fréquences
(lambertiennes) indépendantes du point de vue que pour les BRDFs spéculaires (miroir)
qui sont entièrement dépendantes du point de vue. Ainsi, les stratégies pour représenter
l’éclairement incident sont souvent dépendantes de la palette de la BRDF sous-jacente
du matériau. Aussi les premiers systèmes de cache étaient principalement utilisés pour
les BRDFs diffuses. Nous en donnons ci-dessous la justification mathématique.
Si l’on considère qu’une BRDF peut être séparée en une composante diffuse et une
composante spéculaire, nous pouvons réécrire l’équation de l’éclairement indirect par :
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∫
Ωn
L(x← ω i) fr(x,ω i,ω o)(n ·ω i)dω i
=
∫
Ωn
L(x← ω i) fr,S(x,ω i,ω o)(n ·ω i)dω i +
∫
Ωn
L(x← ω i) fr,d(x,ω i,ω o)(n ·ω i)dω i
=
∫
Ωn
L(x← ω i) fr,S(x,ω i,ω o)(n, ·ω i)dω i + fr,d(x)
∫
Ωn
L(x← ω i)(n, ·ω i)dω i
=
∫
Ωn
L(x← ω i) fr,S(x,ω i,ω o)(n ·ω i)dω i + fr,d(x)En(x)
(4.4)
où fr,S représente la composante spéculaire (pas nécessairement spéculaire parfaite) de
la BRDF et fr,d la composante lambertienne (donc le cas diffus uniforme). Puisque la
composante diffuse est constante, on peut la sortir de l’intégrale. La quantité restante est
appelée irradiance au point x, souvent notée En(x), et qui dépend de la normale n en x.
Dans le cas d’une BRDF diffuse, il y a donc un résultat exact qui permet en fonction de
l’irradiance de calculer la radiance réfléchie :
L(x→ ω o) = fr,D(x)E(x) avec E(x) =
∫
Ωn
L(x← ω i)(n, ·ω i)dω i . (4.5)
C’est là toute la stratégie des premiers schémas de caching : précalculer E(x) à différents
endroits et l’interpoler aux autres parce que recalculer l’intégrale de l’irradiance pour
chaque pixel est extrêmement coûteux si l’on veut éliminer le bruit.
Le caching est énormément utilisé dans les logiciels commerciaux pour obtenir plus
rapidement un rendu en éclairage global d’une scène. La technique la plus utilisée est
celle proposée par Ward et Heckbert [WH92] (ou une de ses dérivées) que nous détaille-
rons dans la prochaine section.
Pour résumer, les points importants d’un algorithme de caching sont :
– la robustesse à reconstruire le type d’éclairage incident ainsi que son indépendance
par rapport à la BRDF. Ceci est directement lié à la quantité radiométrique stockée
et à la représentation utilisée. A la fin de cette section, nous passons en revue les
différentes représentations possibles pour l’éclairage.
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– la robustesse lorsqu’on augmente les détails géométriques.
– la continuité du schéma d’interpolation qui lui est associée.
– la consommation mémoire et l’adaptabilité vis-à-vis de la taille de la scène utilisée.
4.5.2 Travaux antérieurs en caching
Photon Mapping
Le Photon Map introduit par Jensen [Jen01] est une structure de cache qui stocke des
photons. Les photons sont émis à partir des sources de lumière, propagés dans la scène
et chaque impact sur les surfaces diffuses est stocké dans un kd-tree. Le Photon Map est
une structure 3D qui «suit» la répartition des impacts sur les surfaces et donc la géomé-
trie de la scène. L’efficacité de la recherche dépend énormément du choix effectué par
l’utilisateur sur certains paramètres comme la taille maximale du voisinage et le nombre
maximum de photons dans ce même voisinage. Lorsque l’éclairement indirect doit être
évalué à une position donnée, une recherche de photons dans son voisinage est effectuée.
La densité de photons permet alors de calculer l’éclairement indirect. Lorsqu’on accède
directement au Photon Map et en fonction des paramètres affectés par l’utilisateur, du
bruit de reconstruction peut apparaître. Pour remédier à ce problème, la structure de
cache est interrogée de manière indirecte lors du rendu final ou Final Gathering, ce qui
permet de filtrer le bruit par une passe supplémentaire de réflexion non-spéculaire. La
figure 4.2 montre la différence de qualité obtenue entre un accès direct au Photon Map
et avec une utilisation du Final Gathering.
On obtient, au prix d’un coût réduit mais toujours élevé de temps de rendu, une
très bonne qualité de reconstruction de l’éclairement indirect. Afin de réduire le coût de
calcul principalement lié à la recherche de photons voisins, le mécanisme de Christen-
sen [Chr99] ou celui de Ward et al. [WRC88] (cf. ci-dessous) est utilisé.
Méthode de Ward et al.
La méthode de Ward et al. [WRC88] stocke l’irradiance en certains points de la scène.
Dans une première passe, la position et le nombre d’échantillons sont déterminés à l’aide
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(a) (b)
Figure 4.2 – Rendus avec Photon Mapping. (a) Utilisation directe du Photon Map. (b)
Utilisation du Final Gathering. Images tirées de [Jen96].
d’une fonction dépendante de critères géométriques (variation des normales et proximité
d’autres objets) et du point de vue de la scène. Dans une seconde passe, l’irradiance est
interpolée en un point en prenant les échantillons voisins dans le cache. La valeur stockée
par échantillon est l’irradiance, grandeur dépendante de la normale et qui doit donc être
recalculée dès que la normale varie.
L’albédo diffus peut donc être modifié dynamiquement, comme le montre l’équa-
tion (4.5), permettant ainsi une certaine édition avec une approximation car on ne prend
pas en compte l’influence de la modification de l’albédo sur le pré-calcul. La conti-
nuité de la reconstruction du schéma original de Ward et al. n’est pas garantie parce
que les échantillons ne sont pas organisés de manière spatiale. L’utilisation de gradients
rotationnels et translationnels [WH92] améliore la qualité de la reconstruction mais des
discontinuités peuvent encore survenir, comme le montrent les images de la figure 4.3.
La fonction de positionnement des échantillons dépend notamment de la variation
de la normale, ce qui pose des problèmes de concentration des échantillons dès que de
nombreux détails géométriques [TL04] sont présents dans la scène (cf. figure 4.4(c)).
Extension de Tabellion et Lamorlette à la méthode de Ward et al.
Le mécanisme proposé par Tabellion et Lamorlette [TL04] vise à améliorer le po-
sitionnement des échantillons, et notamment à éviter une accumulation dans les coins
en modifiant la fonction de positionnement des échantillons, comme le montrent les fi-
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(a) (b)
Figure 4.3 – Comparaison entre de l’éclairage indirect reconstruit avec : (a) gradients de
Ward et al.et (b) approximation de meilleure qualité obtenue en échantillonnant l’hémi-
sphère. Images tirées de [KGPB05].
gures 4.4(a) et (b). De plus, lors de la première étape, ils n’utilisent pas la géométrie
détaillée par bump maps ou des displacement maps2 mais une version simplifiée (un
maillage de basse résolution) pour limiter le nombre d’échantillons. Cependant, la fonc-
tion de positionnement des échantillons reste dépendante des critères géométriques et ne
limiterait donc pas le nombre élevé d’échantillons sur un maillage de haute définition.
Il semblerait aussi que Tabellion et Lamorlette stockent non seulement une valeur
d’irradiance mais également une direction de lumière incidente moyenne afin de pouvoir
utiliser n’importe quelle BRDF (bien que cela soit physiquement incorrect pour certaines
BRDFs non-diffuses). La continuité du schéma de reconstruction semble grandement
améliorée. Cependant, il est difficile de prouver que le schéma d’interpolation garantisse
une continuité supérieure à C0.
Enfin, précisons que les techniques basées sur le critère de Ward et al. présentent
l’avantage d’être consistantes, c’est-à-dire que l’augmentation du nombre d’échantillons
fait tendre la reconstruction vers la solution exacte. Si chaque pixel possède un échan-
tillon stockant l’irradiance, alors aucune interpolation n’est effectuée et ceci revient à
2Le bump map et le displacement map sont des techniques qui simulent des détails géométriques à
l’aide d’une texture 2D sur les normales ou sous forme d’une fonction analytique de déplacement de la
surface.
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(a) (b) (c)
Figure 4.4 – Comparaison du positionnement des échantillons dans le cache en fonc-
tion du critière utilisé. (a) Critère de Tabellion et Lamorlette en utilisant la géométrie
détaillée. (b) Critère de Tabellion et Lamorlette en utilisant la géométrie faiblement dé-
taillée. (c) Critère de Ward et al. Images tirées de [TL04].
calculer la solution exacte de l’irradiance.
Systèmes stockant la radiance incidente
Comme mentionné ci-dessus, stocker l’irradiance n’est physiquement correct que si la
BRDF est diffuse. Récemment, des algorithmes stockant la radiance ont été développés
pour permettre d’utiliser des BRDFs plus glossy. Comme la radiance est uniquement
valable pour un angle solide donné, il faut une représentation adéquate dépendante des
directions sur la sphère.
Arikan et al. [AFO05] projettent la radiance dans la base des harmoniques sphé-
riques. Leurs échantillons sont disposés dans un volume autour de la surface. L’interpo-
lation lors de la reconstruction n’est pas garantie (pour les mêmes raisons que pour le
schéma de Ward et al.) et surtout le critère de convergence n’est pas facilement contrô-
lable, voire pire, il augmente les discontinuités dans l’image finale.
Le schéma de Krivanek et al. [KGPB05] utilise également les harmoniques sphé-
riques ou hémisphériques. Dans le cas de BRDFs glossy, Krivanek et al. [KBPv06] re-
distribuent la position des échantillons pour mieux répartir l’erreur visuelle. Ceci a pour
effet d’améliorer la qualité visuelle de la reconstruction comme le montrent les images
de la figure 4.5.
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(a) (b)
Figure 4.5 – Comparaison de la qualité visuelle obtenue entre : (a) méthode de Ward
et Heckbert [WH92] stockant l’irradiance. (b) Méthode de Krivanek et al. [KBPv06]
stockant la radiance. Images tirées de [KBPv06].
Cependant, les schémas d’interpolation d’Arikan et al. et de Krivanek et al. ne posi-
tionnent pas leurs échantillons de manière régulière et la continuité de la reconstruction
n’est pas garantie. Malheureusement, aucune de ces deux techniques ne peut être utilisée
dès que la scène contient trop de détails géométriques.
Autres systèmes de cache et dérivés
Préalablement, Greger et al. [GSHG98] ont proposé de stocker les échantillons dans
un volume sur une grille régulière, appelé Irradiance Volume. Contrairement au nom de
la structure, c’est bien la radiance incidente qui est stockée. Comme les échantillons sont
stockés sur une grille régulière suivant le type de filtre utilisé, la reconstruction peut être
C0, C1 ou encore C2. Greger et al. discrétisent la sphère sur 578 directions et stockent
pour chacune une valeur de radiance. L’utilisation d’un volume a également été proposée
par Chiu et al. [CZS96]. Leur Light Volume est très proche et précurseur de l’Irradiance
Volume de Greger et al. et stocke bien des valeurs de radiance. On peut voir le Light
Volume et l’Irradiance Volume comme une forme d’arbre 5D (trois dimensions pour la
localisation spatiale et deux dimensions pour la localisation directionnelle) tel que pro-
posé par Lafortune et Willems [LW95]. A la différence des structures traditionnelles de
cache, celle de Lafortune et Willems est uniquement utilisée pour faire de l’importance
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sampling. Enfin, Christensen et Batali [CB04] ont également proposé une structure volu-
mique mais adaptative utilisant des grilles de taille fixe plongées dans un octree. La taille
de la structure est intéressante comparée à plusieurs Photon Maps, mais reste prohibitive
comparée à celle de Greger et al. sans compter les temps de rendu.
Représentations en éclairage global
Dans ce paragraphe, nous résumons les principales représentations utilisées en éclai-
rage global. Nous avons déjà présenté au chapitre 1 les représentations pour les BRDFs.
Similairement, pour l’éclairement incident, les harmoniques sphériques sont aussi beau-
coup utilisées pour les PRTs ou dans les systèmes de caching. Les harmoniques sphé-
riques sont simples à utiliser mais sont sujettes aux effets de Gibbs lorsque l’on cherche
à les utiliser pour compresser des signaux de hautes fréquences. Les ondelettes n’ont
pas ce problème mais leur utilisation sur la sphère (e.g. [SS95]) reste complexe et, bien
souvent, on préfère utiliser leur version 2D, par exemple pour représenter l’éclairage
incident d’une carte d’environnement. Les bases de fonctions radiales sur la sphère ou
Spherical Radial Basis Functions (SRBFs) sont une alternative aux ondelettes et aux
harmoniques sphériques. Elles ont été utilisées dans le domaine des PRTs (e.g. [TS06]).
La figure 4.6 présente les différences de qualité obtenue entre les différentes bases de
fonctions pour une carte d’environnement. Bien que les SRBFs semblent très promet-
teuses, elles restent peu utilisées probablement à cause de la lenteur de leur projection
dans la base.
Notons que, le plus souvent, toutes ces représentations sont utilisées pour stocker
l’irradiance ou la radiance sous forme de scalaires. Il existe quelques cas d’utilisation
de grandeurs vectorielles. Citons notamment les Light Vectors [ZSP98, SP01] et, ré-
cemment, le système de cache proposé par Lehtinen et al. [LZT+08]. Bien qu’aucune
comparaison rigoureuse n’ait été faite entre les représentations vectorielles et scalaires,
les représentations vectorielles semblent être plus robustes [LZK+07] que les scalaires.
Enfin, signalons qu’il existe des bases vectorielles telles que les harmoniques sphériques
vectorielles (e.g. [Arf05]), généralisation des harmoniques sphériques classiques, qui ne
sont pas utilisées en infographie.
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Figure 4.6 – (gauche à droite) Comparaison de la projection d’une carte d’environne-
ment en utilisant la base des harmoniques sphériques, celle des ondelettes de Haar et
celle des Spherical Radial Basis Functions. Pour chaque image le même nombre de co-
efficients (972) a été utilisé. La reconstruction à l’aide d’harmoniques sphériques peine
à reconstruire les hautes fréquences de la carte d’environnement : l’effet de Gibbs est vi-
sible. Les ondelettes de Haar font apparaître un effet discontinu : les blocs sont visibles.
Les Spherical Radial Basis Functions ont un comportement plus continu. Images tirées
de [TS06].
4.6 Conclusion
Dans ce chapitre, nous avons introduit les principales notions et techniques qui
tournent autour de l’éclairage global. Parmi elles, nous avons détaillé les systèmes de
cache ainsi que les représentations utilisées pour l’éclairement incident. Nous avons mis
en évidence que les systèmes proposés sont peu robustes aux fortes variations géomé-
triques contenues dans une scène. Dans le prochain chapitre, nous proposons une nou-
velle structure qui vise à résoudre ce problème. Nous avons également présenté les dif-
férentes méthodes pour éditer l’éclairement et nous avons montré que le domaine de
l’édition reste peu exploré comparé à celui du rendu. De plus, les systèmes proposés ont
tous pour but de modéliser les sources de lumière ou les BRDFs de la scène. Dans le
chapitre 6, nous proposons une approche novatrice où la modification de l’éclairement
incident a pour but de faire ressortir les détails géométriques de la surface de l’objet.
CHAPITRE 5
STRUCTURES POUR L’ÉCLAIREMENT INDIRECT
Dans ce chapitre, nous nous intéressons à une nouvelle représentation de l’éclaire-
ment indirect dans le contexte du caching. Comme expliqué au chapitre précédent, les
systèmes de cache présentent encore des lacunes, notamment lorsqu’il s’agit d’être uti-
lisés dans des scènes contenant de nombreux détails géométriques. Notre objectif est
d’obtenir une représentation robuste aux variations géométriques et facilement utilisable
avec un accès peu coûteux. Nous optons pour une solution qui reconstruit l’éclairement
de manière lisse, préférant une solution biaisée mais visuellement plus plaisante qu’une
solution bruitée.
A la lecture de ce qui a été fait précédemment dans le domaine, nous pensons qu’il
faut un système de cache qui :
– garantisse une continuité au moins C1 dans la reconstruction de l’éclairement
– utilise une quantité radiométrique qui permette une bonne mise à l’échelle lorsque
les détails géométriques dans une scène augmentent drastiquement
– utilise une base de reconstruction/projection qui autorise une certaine indépen-
dance par rapport à la BRDF utilisée (dans l’idéal du cas diffus au cas spéculaire).
5.1 Aperçu du système proposé
Le système de cache proposé est basé sur l’utilisation d’une grille régulière qui en-
code l’éclairement incident. Plus précisément, l’éclairement incident indirect est pré-
calculé lors d’une première étape et stocké sur chaque sommet de la grille. Lors de
l’étape de rendu, la grille est interrogée pour chaque point de la scène dont on cherche à
connaître l’éclairement indirect. L’éclairement indirect pourra alors être reconstruit par
interpolation. Nous utilisons plusieurs types de grilles en fonction du type d’éléments
contenus dans la scène afin d’améliorer la qualité de reconstruction de l’éclairement.
Ainsi, des grilles 2D sont utilisées pour les objets de type planaire ou quasi-planaire
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(plan et bump map ou displacement map) tandis que des grilles 3D sont utilisées pour
les objets pleins (e.g. statues) ou semi-pleins (e.g. arbres). Ces grilles sont définies de
manière locale, i.e., dans le référentiel de l’objet auquel elles sont rattachées et elles sont
immergées dans une grille 3D globale à toute la scène (cf. figure 5.1).
En résumé, le système de caching que nous proposons possède les caractéristiques
suivantes :
1. Une grille 2D ou 3D régulière pour pouvoir facilement effectuer une interpolation
spatiale qui sera au moins C1.
2. Une grandeur radiométrique vectorielle (vecteur d’irradiance) robuste pour s’abs-
traire de la normale.
3. Une indépendance par rapport à la BRDF sous-jacente.
4. Une base de vecteurs d’irradiance stockée aux sommets de la grille qui permet de
reconstruire l’irradiance pour n’importe quelle normale sous-jacente.
5. Une interpolation directionnelle en chaque point de l’espace afin d’avoir à tous les
endroits une reconstruction C1 de l’éclairement incident.
Ce chapitre est organisé comme suit. A la section 5.2 nous présentons en détail nos
structures ainsi que la base de vecteurs d’irradiance. Nos résultats sont présentés à la
section 5.3 sous forme de trois cas pratiques d’utilisation :
- Système de cache pour le rendu temps réel
- Transfert progressif (Streaming) de l’éclairement dans un contexte de rendu dis-
tribué
- Système de cache pour le rendu de haute qualité.
Nous concluons ce chapitre en proposant des optimisations (cf. section 5.4) ainsi
que des pistes (cf. section 5.5) de recherche pour de futurs travaux. Notre approche a été
validée pour les deux premières applications par deux publications [PRG+08, PRL+08]
et la troisième par un rapport de recherche [PGSP09].
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Figure 5.1 – Illustration du type de structures utilisées en fonction du type d’objet d’une
scène. En plus de la structure globale (en rouge) de la scène, des structures locales 3D
(en vert) sont utilisées pour les objets volumineux tandis que des structures locales 2D
sont utilisées pour les objets de type planaire.
5.2 Grille de vecteurs d’irradiance (Irradiance Vector Grid)
Vecteur d’irradiance
Nous choisissons de stocker à chaque sommet de la grille un vecteur d’irradiance. Pour
une longueur d’onde donnée, le vecteur d’irradiance, tel qu’introduit par Arvo [Arv94],
est défini pour un point p et une normale n par :
IR3×Ω→ IR : In(p) =
∫
Ωn
L(p ← ω i)ω i dω i (5.1)
où L(p ← ω i) représente la radiance incidente au point p provenant de la direction
ω i, dω i, l’angle solide différentiel généré par ω i, et Ωn, l’hémisphère centré en p et
orienté vers n. Le vecteur d’irradiance représente une information à la fois géométrique
et radiométrique et il est directement relié à la radiance réfléchie dans le cas diffus par :
Lr(p → ω o) = ρD
pi
(
In(p) ·n
) (5.2)
où ρD représente l’albédo diffus de la BRDF au point p et «·» le produit scalaire. In-
tuitivement, un vecteur d’irradiance représente l’intensité de l’éclairement incident et la
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direction moyenne d’où il provient. Le principal avantage du vecteur d’irradiance ré-
side dans le fait que, pour une variation locale de la normale, la radiance réfléchie peut
être ajustée, rendant ainsi la représentation plus robuste aux variations géométriques.
Remarquons que nous voulons calculer la radiance réfléchie Lr(p), où la normale au
point p peut être quelconque. Il nous faut donc une représentation qui stocke l’éclai-
rement incident pour n’importe quelle direction. Ainsi, nous subdivisons l’espace des
directions en six hémisphères où chaque hémisphère est orienté selon une direction prin-
cipale δ = ±x| ± y| ± z. Nous pré-calculons un vecteur d’irradiance Iδ pour chaque
hémisphère pour représenter l’éclairement incident.
Pré-calcul des vecteurs d’irradiance
Pour évaluer l’équation 5.2, il est possible d’utiliser n’importe quel algorithme d’éclai-
rage global comme le tracé de photons (Photon Tracing [Jen01]) ou le tracé de rayons
(Path Tracing [Kaj86]). Nous avons expérimenté avec les deux approches.
Pour utiliser le tracé de photons, nous choisissons de propager les photons depuis
la lumière à travers la grille en s’assurant qu’ils aient subi au moins une réflexion. A
chaque fois qu’un photon traverse une face d’un voxel de la grille, sa contribution est
ajoutée au vecteur d’irradiance I i jkδ associé au sommet de la grille vi jk le plus proche
et pour une direction δ donnée par la normale de la face (cf. figure 5.2). Lorsqu’un
photon intersecte la géométrie de la scène, une réflexion stochastique, à l’aide de la
roulette russe, est utilisée afin de déterminer si le photon est absorbé ou s’il est réfléchi
de manière cohérente à la BRDF.
Le tracé de photons est effectué en deux étapes. La première utilise une structure
d’accélération pour trouver l’intersection la plus proche entre le photon et la scène. En-
suite, nous propageons dans la grille 3D (pour une grille 2D cette étape est inutile) la
contribution du photon sans effectuer aucun test d’intersection. Une fois tous les pho-
tons tracés, nous effectuons une passe de normalisation, similaire à une estimation de
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Figure 5.2 – Illustration 2D du calcul des vecteurs d’irradiance à l’aide d’un tracé de
photons. Lorsqu’un photon intersecte une face d’un voxel, sa contribution est ajoutée au
vecteur d’irradiance associé au sommet le plus proche de la grille. La contribution du
photon est ajoutée au sommet Ii, j−x (gauche) et Ii, j+1+y (droite).
densité, sur les vecteurs d’irradiance :
I i jkδ =
1
Ai jkδ
Ni jkδ∑
l=1
φl ω l
où :
1. Ni jkδ représente le nombre de photons qui ont contribué au vecteur d’irradiance du
sommet vi jk dans la direction δ .
2. Ai jkδ représente l’aire de la face du voxel centrée en v
i jk et orientée selon δ .
3. φl représente la puissance du l-ième photon.
4. ω l représente la direction du l-ième photon.
Les deux seuls cas où l’aire n’est pas celle de la face du voxel sont pour les sommets
aux coins de la grille ; dans ce cas, l’aire doit être divisée par 4 ainsi que les sommets sur
les bords de la grille où l’aire doit être divisée par 2. Remarquons que notre approche
ne souffre pas du biais sur les bords assez classique lorsqu’on utilise le Photon Map. Ce
biais se manifeste notamment dans les coins d’une scène où la recherche des photons
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les plus proches peut inclure des photons provenant d’une géométrie différente de celle
dont on cherche à calculer l’éclairage. Enfin, contrairement à l’approche d’Havran et
al. [HBHS05], notre solution ne nécessite pas de stocker tous les rayons issus de la
propagation des photons.
Pour calculer les vecteurs d’irradiance, il est aussi possible d’utiliser une technique
de Monte-Carlo du type Path Tracing. Pour ce faire, pour chaque sommet, on échan-
tillonne de manière uniforme l’ensemble des directions possibles sur la sphère. Il est à
noter que chaque rayon tiré contribue au maximum à trois vecteurs d’irradiance. Etant
donnée la simplicité des structures utilisées, cette approche peut être massivement paral-
lélisée sur une machine multi-coeurs ou encore sur un cluster de PCs. Comme illustré à la
figure 5.3, un problème qui se pose lorsqu’on utilise cette approche est de ne pas échan-
tillonner des sommets qui se trouvent à l’intérieur ou qui sont trop proches de la surface.
Pour rendre le calcul plus robuste, nous perturbons légèrement la position initiale du
sommet dans la direction de la normale. comme proposé par Arikan et al. [AFO05].
Comme un sommet peut être à l’intérieur de l’objet, nous choisissons d’ignorer les inter-
sections des rayons qui se produisent à l’intérieur de la géométrie. De cette façon, tous
les sommets de la grille possèdent une valeur d’éclairement cohérente.
Interpolation spatiale et directionnelle
Afin de reconstruire de manière continue l’éclairement indirect, nous interpolons un
vecteur d’irradiance pour chaque point p = (px, py, pz) avec normale n = (nx,ny,nz) dont
on cherche à calculer la radiance. Cette interpolation s’effectue en deux étapes : une
interpolation spatiale relative à la position de p dans la grille et ensuite une interpolation
directionnelle relative à la normale n.
Pour l’interpolation spatiale, le vecteur d’irradiance Iδ (p) est obtenu par interpola-
tion tri-linéaire ou tri-cubique des vecteurs d’irradiance stockés sur les sommets de la
grille autour de p.
L’interpolation directionnelle est uniquement effectuée à l’aide de trois directions δ
parmi les six possibles. Le choix entre ±x (resp. ±y et ±z) est fait par rapport au signe
de la normale nx (resp. ny and nz). Ces trois directions sont alors combinées à l’aide
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Figure 5.3 – Stratégie d’échantillonnage pour les grilles. (gauche) Une légère transla-
tion dans la direction de la normale est effectuée sur les sommets de la grille. (droite)
Certains échantillons peuvent désormais être à l’intérieur de l’objet. On ne tient donc
pas compte de la première intersection des rayons partant de ces sommets dans le calcul
de l’éclairement indirect.
d’une interpolation sur la sphère des directions pour reconstruire le vecteur d’irradiance
In(p) :
In(p) = Ix(p)n2x + Iy(p)n
2
y + I z(p)n
2
z .
Remarquons que notre interpolation est exacte lorsque la direction de la normale est
alignée avec δ . De plus, cette interpolation peut aussi bien être effectuée sur CPU que
sur GPU.
Compression
Afin de réduire la place mémoire occupée par nos structures sur la carte graphique,
nous compressons les vecteurs d’irradiance avant transmission au GPU. En effet, l’équa-
tion 5.1 définit un vecteur d’irradiance pour une longueur d’onde donnée. En infogra-
phie, nous utilisons en pratique une définition colorée avec trois composantes (R,G,B),
et nous devons alors stocker pour chaque direction δ , trois vecteurs d’irradiance sous la
forme d’une matrice 3×3 :
M = (IRδ | IGδ | IBδ ) .
Pour un sommet donné de la grille, nous compressons M sous la forme d’un produit
scalaire entre une direction d et une couleur c définies comme suit :
d = I
R + IG + IB
‖IR + IG + IB‖ c =
[
IR ·δ
d ·δ ,
IG ·δ
d ·δ ,
IB ·δ
d ·δ
]
.
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Ceci garantit que lorsque la normale n est alignée avec δ , nous préservons les in-
tensités RGB originales : Mn = c. Expérimentalement, nous avons vérifié visuellement
que cette compression n’introduit pas d’artefacts supplémentaires dans l’interpolation de
l’éclairement indirect.
Afin de réduire encore plus l’utilisation de la bande passante CPU-GPU, il est éga-
lement possible de quantifier la direction sur 24 bits en utilisant une quantification clas-
sique de 8 bits pour chacune des trois coordonnées de la direction et 32 bits pour la
couleur. Pour la couleur, il est plus efficace d’utiliser le format R9_G9_B9_E5 qui per-
met de compresser une couleur HDR de manière similaire au format RGBE proposé par
Ward [War91] et qui est supporté par les GPUs modernes1.
Echantillonnage spatial
Comme illustré à la figure 5.1, nous utilisons plusieurs types de grilles en fonction du
type d’éléments contenus dans la scène afin d’améliorer la qualité de reconstruction de
l’éclairage.
Notre structure 2D est une grille régulière positionnée légèrement en avant de la
surface, le long de sa normale. Cette surface peut résulter d’une bump map, d’une nor-
mal map ou d’une displacement map. Dans le cas d’une displacement map analytique,
le positionnement de notre structure peut être calculé de manière exacte en s’assurant
qu’elle se trouve toujours en avant des points déplacés. De plus, pour éviter les pro-
blèmes d’échantillonnage de l’hémisphère liés à un positionnement dans un coin, les
échantillons sont légèrement déplacés vers le centre de leur cellule (cas adaptatif) ou de
la grille (cas régulier).
5.3 Applications et résultats
Dans cette section, nous présentons trois types d’applications pour notre structure de
données.
1Cette compression de couleur en grande dynamique (HDR) est supportée dans la version 10 de Di-
rectX et en OpenGL avec l’extension GL_EXT_texture_shared_exponent.
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Système de cache pour rendu interactif
En infographie, les scènes contiennent de plus en plus de détails géométriques pro-
venant par exemple des scanners 3D. Calculer en temps réel l’éclairement indirect reste
un challenge pour ce type de scène. Les systèmes de cache utilisent le fait que l’éclaire-
ment indirect dépende de la géométrie de la scène mais pas de tous les détails géomé-
triques [WRC88]. Dès lors, une géométrie simplifiée suffit pour le pré-calcul de l’éclai-
rement indirect et permet aussi de réduire le temps de pré-calcul. En revanche, il est
important de pouvoir observer les détails géométriques de la scène pour les points de
vue rapprochés.
Notre représentation est parfaitement adaptée pour ce type d’approche. Nous pré-
calculons la structure en utilisant la géométrie simplifiée, mais à l’étape du rendu, nous
réintroduisons les détails géométriques. Dans les figures 5.6 et 5.7, nous utilisons des
grilles 2D pour les murs et des grilles 3D pour les différentes statues. Les détails géo-
métriques sont stockés sous forme de textures de normales (normal maps) ou encore de
textures 3D en utilisant les Appearance-Preserving Octree (APO [LBJS07]). Comme un
APO est une structure volumétrique, il n’est pas nécessaire de paramétriser globalement
l’objet. Une paramétrisation globale est un processus particulièrement coûteux lorsque
l’objet contient un nombre élevé de triangles. Un APO encode une normal map dans une
texture représentant un octree.
Cet octree peut être transformé en un atlas de textures 2D. Chaque triangle de la
géométrie simplifiée est rendu dans une texture à l’aide d’un fragment shader qui asso-
cie une couleur à chaque fragment du triangle (cf. figure 5.4). Comme illustré dans la
figure 5.7, qui compare les deux types de rendu (APO vs atlas), l’utilisation d’un atlas
ne génère pas d’artefacts majeurs et permet d’améliorer grandement les performances.
Le tableau 5.I compare les différentes performances de rendu pour les figures 5.6 et 5.7,
et confirme l’intérêt de notre représentation combinée avec un atlas de textures ou un
APO pour des scènes à géométries très complexes où l’utilisateur veut pouvoir changer
le point de vue de manière interactive.
99
Tête de Neptune Normal maps compactées
Figure 5.4 – Texture d’atlas non paramétrisée. (gauche) Sans paramétrisation globale, les
normales sont compactées dans un atlas de textures. (droite) Les régions en blanc repré-
sentent des normales de surfaces non-définies. (Encadré en bas à gauche) Ceci introduit
de légères discontinuités pour les normales reconstruites.
Ramses Neptune David Lucy
Originale/Simplifiée 1.6M/80K 4M/100K 7.2M/100K 15M/150K
APO 4 min 6 min 4 min 7 min
Texture 6 min 5 min 10 min 10 min
Figure 5.5 – Taille en polygones des objets originaux et de leur version simplifiée avec
leur temps de pré-calcul pour les représenter sous la forme d’un APO et d’atlas de tex-
tures. Ces mesures ont été effectuées sur un processeur AMD 3500+ avec 2 GB de
mémoire vive, et une NVIDIA GeForce 8800 GTS. Comme le pré-calcul peut utiliser
jusqu’à 4 GB de mémoire, le temps passé par le système à transférer les données de la
mémoire vive à celle de swap a été supprimé.
100
Le tableau 5.II indique les temps de pré-calcul et la consommation mémoire de nos
grilles. Comparée à la place occupée par la géométrie, cette consommation mémoire
reste faible, ce qui rend notre approche d’autant plus intéressante. La seule partie coû-
teuse reste le temps de pré-calcul de nos grilles.
Pour valider notre approche de pré-calcul de l’éclairage incident sur une géomé-
trie simplifiée, nous comparons le rendu d’une scène pour les deux stratégies. Ainsi la
figure 5.8 montre la localisation spatiale de l’erreur introduite par un pré-calcul sur géo-
métrie simplifiée comparée à un pré-calcul avec la géométrie détaillée.
Nous avons également testé notre approche avec une grille 3D globale à toute la
scène dans laquelle on peut déplacer une géométrie complexe. Évidemment, dans ce cas
la géométrie est passive (elle n’influence pas l’éclairement de la scène) mais elle peut
tout de même recevoir les effets de l’éclairement indirect comme illustré à la figure 5.9.
Dans cette figure, le cube et le dragon reçoivent de l’éclairement indirect en provenance
du mur vert. La figure met également en évidence la différence de qualité obtenue lors-
qu’on utilise un schéma d’interpolation tri-cubique par rapport à un schéma tri-linéaire
pour une grille contenant des vecteurs d’irradiance compressés.
Streaming d’éclairage indirect
Nous avons également expérimenté nos structures dans le cadre d’une application
client/serveur pour laquelle la géométrie et l’éclairement sont transmis de manière pro-
gressive. Notre système exploite une séparation du calcul entre l’éclairage direct et indi-
APO Atlas de textures Géométrie hautement détaillée.
Salle Lucy 35 fps 60 fps 3-8 fps
Salle méditerranéenne 30 fps 60 fps 5-8 fps
Tableau 5.I – Taux de rafraîchissement (fps) pour une taille écran de 800 ×800 pixels.
Pour une scène donnée, les mêmes grilles sont utilisées pour l’éclairement indirect mais
avec différentes représentations pour la géométrie de la scène. Mesures effectuées sur
un processeur Intel Q6600 (4 GB de RAM) avec une carte graphique NVIDIA GeForce
8800 GTX.
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Salle avec Lucy Salle méditerranéenne
Figure 5.6 – Scènes de test pour les APOs et les grilles d’éclairement. La première scène
est dédiée à la statue de Lucy éclairée de manière indirecte par un spot lumineux. Le
sol est modélisé avec une normal map. La seconde scène est constituée de trois statues
provenant de divers endroits et époques autour la mer méditerranée et d’un sol avec une
normal map. Le tout est éclairé de manière indirecte par un spot lumineux orienté vers
le plafond.
rect. L’éclairage direct est calculé en temps réel par le client en utilisant les ressources
GPU disponibles tandis que l’éclairage indirect est évalué grâce aux grilles. Le serveur
pré-calcule et stocke les structures d’éclairage (les grilles) ainsi que les niveaux de dé-
tails (LODs) de chaque géométrie complexe représentée sous la forme d’un maillage
progressif. Le serveur envoie donc soit de la nouvelle géométrie soit un raffinement de
l’éclairage. Après chaque réception de données, le client effectue des opérations sur les
structures d’éclairage et géométriques avant de les envoyer sur le GPU. Notre approche
permet d’utiliser différentes stratégies d’envoi de données tel que l’entrelacement entre
les données d’éclairage et de géométrie (cf. figure 5.10). Ceci offre donc une visualisa-
tion progressive jusqu’à ce que la qualité désirée soit obtenue.
Une solution classique pour le transfert progressif d’une texture est d’utiliser une
décomposition hiérarchique utilisant des bases de fonctions récursives comme les onde-
lettes. Cependant, pour reconstruire chaque niveau de la hiérarchie, cette technique de
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30 fps 60 fps
Figure 5.7 – Salle méditerranéenne. Rendu avec APO, à gauche, comparé avec un rendu
avec des atlas de textures à droite. Aucune différence n’est visible sur les statues. Re-
marquez les réflexions de l’éclairement indirect des murs de droite et de gauche sur les
statues. De plus, l’éclairement indirect suit les variations des normales.
(a) (b) (c) (d)
Direct + Indirect (45 s) Eclairement Indirect (1,27 s)
Basse (150K polygones) Haute (16M polygones)
Pré-calcul : 459 s Pré-calcul : 1560 s
Figure 5.8 – Pré-calcul de l’éclairement indirect avec et sans géométrie simplifiée. La
résolution de la grille 3D autour de la statue est de 8×16×8. En (b) et (c) nous utilisons
un rendu software pour mettre en évidence l’irradiance indirecte reconstruite à l’aide des
grilles en utilisant respectivement la géométrie faiblement détaillée (b) et celle détaillée
(c). (d) Calcul de différence dans l’espace de couleur Lab entre (b) et (c). Ce calcul
montre que l’erreur maximale est de 69 (15% de l’erreur maximale possible) et très
localisée. L’erreur moyenne est de 0,4 (0,09%).
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Salle avec Lucy Salle méditerranéenne
Géométrie originale / simplifiée 15 M / 150 K 12,8 M / 280 K
APO 21 Mo 94 Mo
Grilles 3D 1 / 8×16×8 / 144 Ko 3 / 16×16×16 / 1.7 Mo
Grilles 2D 6 / 32×32 / 264 Ko 6 / 32×32 / 264 Ko
Pré-calcul de l’éclairement 55 min 260 min
Géométrie originale 3-8 fps 5-8 fps
APO 35 fps 30 fps
Tableau 5.II – Taille des différentes structures et fps moyen. La taille de la géométrie
correspond au nombre de polygones. La taille des structures d’éclairage est faible com-
parée à celle de la géométrie. Nous avons utilisé une méthode stochastique avec 16000
rayons pour pré-calculer les vecteurs d’irradiance pour chaque sommet. Le taux de ra-
fraîchissement a été évalué pour une image de 800×800 pixels. Pour une scène donnée,
les mêmes grilles sont utilisées mais avec une représentation de la géométrie différente.
Figure 5.9 – Éclairement indirect sur GPU. La caméra et le dragon peuvent être déplacés
avec une interpolation tri-linéaire (resp. tri-cubique) à 91 fps (resp. 87 fps).
décomposition nécessite d’attendre la réception de tous les coefficients correspondant
au niveau de détails en cours de transmission. Ainsi, le temps requis pour obtenir un
nouveau niveau de la hiérarchie augmente avec la taille du niveau. Nous proposons une
approche alternative qui permet une transmission d’un groupe de voxels de taille fixe.
La transmission est initialisée en transférant les huit coins de la grille. Ensuite,
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(a) (b) (c) (d)
0,2% maillage, no IVG 0,2% maillage, 25% IVG 2% maillage, 25% IVG 100% maillage, 100% IVG
Figure 5.10 – Notre système de visualisation client/serveur permet d’envoyer de manière
progressive de la géométrie et de l’éclairage représenté sous forme de grilles de vecteurs
d’irradiance. (a) Une scène avec 0.2% de la géométrie transférée et sans éclairage direct
(aucune ombre). (b) La même quantité de géométrie mais avec 25% d’éclairage indirect :
les effets de transferts de couleur entre le mur et la statue sont désormais visibles, le
bouddha apparaît plus rouge. (c) Raffinement supplémentaire de la géométrie (2%). (d)
Résolution maximale atteinte pour la géométrie (50 Mo) et la grille d’éclairage (1 Mo).
Le taux de rafraîchissement pour une telle scène est de 50 fps avec une carte NVIDIA
GeForce Go 7800 GTX .
chaque requête du client consiste en un nombre constant de vecteurs d’irradiance. Le
nombre de vecteurs d’irradiance par requête peut être changé de manière dynamique en
fonction des capacités CPU/GPU du client ainsi que la bande passante et la fiabilité du
réseau utilisé. Afin d’obtenir une mise-à-jour cohérente de l’éclairement, nous avons im-
plémenté un échantillonnage aléatoire stratifié de la grille. Dans notre implémentation,
la grille 3D est divisée en plusieurs couches 2D le long du plus grand axe de la grille
3D. A chaque requête client, le serveur choisit de manière aléatoire sur chaque couche,
le nombre de vecteurs d’irradiance demandés par le client.
Malheureusement, lors du transfert progressif de la grille 3D, des trous peuvent ap-
paraître dans la reconstruction de l’éclairement, et ce, jusqu’à la transmission complète
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(a) (b) (c)
Figure 5.11 – Comparaison de l’éclairement indirect reconstruit sur le côté droit du
dragon (a) sans l’algorithme du push-pull, (b) avec l’algorithme du push-pull et (c)
avec filtrage pyramidal et sans filtrage pyramidal (c). La dimension de la grille est de
16× 16× 16 et la moitié des sommets de la grille ont été transférés. Le push-pull a
comblé les régions noires du dragon avec des valeurs d’éclairage continues.
de la grille. Ceci vient du fait que certains sommets de la grille n’ont pas encore reçu
de valeur cohérente pour les vecteurs d’irradiance qui leur sont associés. Pour remédier
à ce problème, nous avons choisi d’implémenter un algorithme de push-pull qui rem-
plit de manière continue les données manquantes de la grille 3D. Les trous sont remplis
avec un schéma d’interpolation des données déjà reçues (cf. figure 5.11). L’algorithme
du push-pull peut être vu comme la version simplifiée d’une diffusion de poisson sans
conditions à la frontière du domaine. Remarquons que notre version de l’algorithme ne
modifie aucune donnée reçue. Afin d’obtenir des résultats encore plus lisses, un filtre py-
ramidal est appliqué à chaque étape de l’algorithme. Enfin, cette étape de push-pull est
optionnelle si les capacités CPU du client sont limitées. Les caractéristiques minimales
requises au niveau du matériel sont uniquement un GPU programmable avec support
pour les textures 3D.
La direction et la couleur de chaque vecteur d’irradiance sont envoyées soit sous
forme de nombres à virgule flottante, soit sous une forme quantifiée. Nos expérimen-
tations montrent que la quantification réduit le temps de transfert d’un facteur environ
égal à 2,5 sans introduire d’artefacts visibles. En effet, pour la scène de la figure 5.10,
la différence moyenne entre une image reconstruite avec et sans procédé de quantifica-
tion est de 0,008% en espace Lab. Naturellement, l’étape de déquantification doit être
effectuée côté client afin de pouvoir effectuer l’étape du push-pull. Comme montré sur
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Figure 5.12 – Temps total de téléchargement pour une grille de 32 × 32 × 32 avec
différentes tailles de buffer. La taille de la grille 3D est de 3 Mo en utilisant (a) des
nombres flottants et (b) la taille quantifiée est de 1,3 Mo. Le temps de traitement indiqué
inclut l’étape de déquantification et la copie vers la mémoire CPU.
le graphique de la figure 5.12, cette étape introduit un faible ralentissement.
Nos grilles permettent de choisir n’importe quel type de représentation progressive
pour la géométrie. Nous choisissons d’utiliser une représentation similaire à celle propo-
sée par Melax [Mel98]. Cette représentation permet de transmettre une première version
grossière du maillage qui se raffinera à l’aide d’une opération de vertex split [Hop96].
Pour une transmission progressive du maillage multi-résolution, nous réordonnons les
sommets de manière à ce que les sommets les plus significatifs (présents dans la ver-
sion grossière du maillage) soient envoyés en premier. La transmission consiste à en-
voyer des séquences de sommets et de faces. Ce procédé, similaire à celui de Guéziec et
al. [GTHL99], offre n−2 niveaux de détails où n représente le nombre total de sommets.
Nous avons testé notre système de visualisation avec un serveur dont le processeur
est un Intel Q6600 (4 GB de RAM) et un client dont le processeur est un Intel Pentium
M 2.26 GHz (2 GB de RAM). Nous avons mesuré toutes les transmissions réseau sur un
réseau WiFi 802.11g. Chaque mesure a été répétée plusieurs fois et moyennée.
Pour démontrer l’indépendance de la géométrie et de l’éclairement, nous avons testé
notre système avec deux stratégies extrêmes de transmission. Dans la première (cf. fi-
gure 5.14), nous transférons d’abord une géométrie basse résolution avec une grille
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Figure 5.13 – Comparaison des temps de téléchargement avec et sans filtrage lors de
l’étape du push-pull pour une grille quantifiée de 32×32×32. L’étape de filtrage repré-
sente 80% du temps passé lors de l’étape de push-pull.
500 faces 5000 faces 30K faces 200K faces
0.026s 0.9s 1.9s 9.8s
Figure 5.14 – Transfert progressif de la géométrie avec une grille d’éclairage fixe
(16× 16× 16 (563 Ko)). De gauche à droite : l’éclairement indirect s’adapte lorsque
la géométrie est raffinée (utilisation d’un buffer de 250 sommets). Pour chaque image,
le temps indiqué en-dessous représente le temps total requis pour atteindre la taille in-
diquée de géométrie dans l’image à sa gauche. Les faces orientées vers le mur rouge
sont toujours rouges et les effets de couleur de l’éclairage indirect sont représentés de
manière cohérente.
d’éclairement complète. Ensuite, nous transmettons progressivement le reste de la géo-
métrie sous forme de détails. Grâce à notre représentation vectorielle, l’éclairement
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8 ivs 1032 ivs 3082 ivs 4096 ivs
0,01s 0,094s 0,171s 0,354s
Figure 5.15 – Transfert progressif d’une grille d’éclairement de 16× 16× 16 (déquan-
tifiée) pour une géométrie fixe. (a) La grille d’éclairement initiale, avec seulement les
8 vecteurs d’irradiance (iv) localisés dans les coins, est raffinée (b)-(d) avec 64 échan-
tillons par couche et par requête. Pour chaque image, les temps indiqués en-dessous
représentent le temps total pour atteindre la taille de grille atteinte dans l’image à sa
gauche.
s’adapte de manière lisse aux variations locales de la géométrie pendant qu’elle se raffine
sans avoir à utiliser des informations complémentaires.
Dans la seconde stratégie (cf. figure 5.15), nous transmettons progressivement une
grille de vecteurs d’irradiance sur une géométrie qui est déjà à pleine résolution. Cette
stratégie est intéressante lorsque le serveur raffine l’éclairement dans des environne-
ments dynamiques qui utilisent une solution incrémentale pour le calcul de l’éclairage
global (e.g. [DBMS02]). Ceci est aussi utile si l’on souhaite avoir un serveur qui cal-
cule à distance l’éclairement et transmet progressivement les vecteurs d’irradiance pour
différentes grilles calculées en parallèle.
Un avantage de notre séparation entre la structure d’éclairement et celle pour la géo-
métrie est que le client contrôle le raffinement des données en fonction de ses capacités
matérielles et celles du réseau. La stratégie classique qui offre la visualisation progres-
sive la plus lisse et continue est d’entrelacer la transmission progressive de géométrie et
d’éclairement (cf. figure 5.10). Nos tests montrent que, côté client, le taux de rafraîchis-
sement de l’image reste constant lorsque l’on met à jour la géométrie ou l’éclairement.
Ainsi, notre système fournit un rendu temps réel avec des mises à jour continues au
client. De plus, pour une scène donnée, nous n’avons pas mesuré des pertes de perfor-
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mance lorsque l’on introduit les grilles d’éclairement.
Nous avons aussi testé séparément les temps de streaming pour la géométrie et la
grille d’éclairement. Afin de tester l’influence du streaming sur le temps de transmission,
nous avons comparé le temps requis pour télécharger la structure complète avec celui
requis pour transférer la géométrie/grille sans la pénalité du streaming (cf. la courbe
horizontale cyan de la figure 5.16). Pour la géométrie, illustrée à la figure 5.16, la pénalité
maximale est de 70% mais seulement en utilisant des paquets de taille faible. Augmenter
la taille des paquets réduit rapidement cette pénalité à 10%. C’est d’ailleurs un très bon
compromis pour une solution de streaming comparée à l’approche classique utilisant
un mécanisme de LODs avec VRML où la pénalité peut atteindre 100%. Cette pénalité
provient principalement du traitement progressif pour la transmission de la géométrie et
le temps de transférer les données au GPU.
Pour l’éclairement, nous avons testé la transmission de grilles quantifiées et non-
quantifiées utilisant un encodage en nombres flottants. Comme attendu, le temps de
transfert sur le réseau est réduit quand on utilise des grilles quantifiées (cf. la courbe
noire sur les deux graphiques de la figure 5.12). De plus, la comparaison des deux
courbes rouges de la même figure démontre que l’étape de déquantification des données
est rapide (approximativement 4%). Le temps passé pour effectuer le push-pull dépend
du nombre de requêtes effectuées par le client. Ainsi, la taille des paquets doit être choi-
sie en accord avec les capacités du serveur et des clients et celui du réseau. D’après
la figure 5.12, lorsqu’on utilise une grille 32× 32× 32 quantifiée, la taille appropriée
de paquets est atteinte en utilisant environ 100 échantillons par couche (l’abscisse cor-
respondant à l’endroit où la courbe noire croise la courbe bleue). Finalement, comme
illustré à la figure 5.13, la majorité de la pénalité introduite par le streaming provient de
la passe du push-pull de la grille 3D.
Système de cache pour rendu CPU
Nos grilles d’éclairement avec vecteurs d’irradiance peuvent aussi être utilisées dans
le contexte de moteur de rendu d’éclairement global en tant que mécanisme de cache.
En effet, les reconstructions directionnelles et spatiales de la structure peuvent être uti-
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Figure 5.16 – Temps de téléchargement pour la géométrie complète du bouddha de la
figure 5.10 pour différentes tailles de paquets (un paquet correspond à un nombre fixe de
sommets). La taille de la géométrie complète (haute résolution) est de 1,1 M polygones.
Le temps de traitement inclut la mise-à-jour des indices de sommets à chaque étape de
la transmission.
lisées pour reconstruire l’éclairement indirect incident pour une géométrie diffuse, voire
glossy. La continuité de la reconstruction de l’éclairement permet d’utiliser la structure
avec un accès direct et sans passe de Final Gathering comme cela est fait pour le Pho-
ton Map. Les techniques de Ward et al. [WRC88, WH92] et Krivanek et al. [KBPZ06]
peuvent également être utilisées de manière directe mais ne garantissent pas la même
continuité que notre structure, et restent dépendantes de la résolution de la géométrie.
Pour évaluer notre approche, nous utilisons deux scènes types avec des configura-
tions d’éclairement complexes. La première configuration (cf. figure 5.17) représente
une scène principalement éclairée de manière directe par 11 sources surfaciques. La se-
conde (cf. figure 5.18) est un cas classique d’éclairement indirect dans lequel une pièce
est éclairée de manière indirecte par une lumière positionnée dans une pièce voisine. Les
deux scènes totalisent plus de 8 millions de polygones consécutifs à la présence d’objets
hautement détaillés utilisés pour illustrer la robustesse géométrique de notre approche.
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Pré-calcul : 201 s Pré-calcul : 252 s
Rendu : 1341 s (51 s) Rendu : 6618 s (5527 s)
Figure 5.17 – Scène majoritairement éclairée par un éclairement direct. 16 rayons par
pixel sont utilisés. (gauche) Notre technique avec une grille d’éclairement de 40 × 50
× 40 (24.5 Mo), sans compression des vecteurs d’irradiance, utilisée de manière directe
avec un schéma d’interpolation tri-cubique. (centre) Photon Mapping avec le cache de
Christensen utilisant 50 des 5 millions de photons (124 Mo) stockés pour pré-calculer les
échantillons d’irradiance. (droite) Solution de référence obtenue en effectuant un Path
Tracing avec 1600 rayons par pixel. Les effets d’éclairement sont similaires entre les
différentes images mais notre technique est bien plus rapide pour le calcul de l’éclaire-
ment indirect (51 s vs. 5527 s) et réduit nettement le temps total de rendu (1341 s vs.
6618 s).
Nous comparons notre technique à celle du Photon Mapping combinée à la tech-
nique de pré-calcul de Christensen [Chr99]. Le temps de pré-calcul pour notre technique
englobe le temps de propagation des photons et leur accumulation dans la grille d’éclai-
rement tandis que pour celle de Christensen, il englobe le temps de propagation des
photons, la construction du kd-tree et le pré-calcul des échantillons d’irradiance. Pour
toutes les images générées avec la méthode de Christensen, nous avons fixé le nombre
d’échantillons d’irradiance pré-calculés de manière à ce qu’il corresponde au quart du
nombre total de photons tirés tel que suggéré par l’auteur.
Les résultats des figures 5.17 et 5.18 ont tous été calculés sur un processeur AMD
64 bits 3500+ avec 2 Go de mémoire. Pour ces mêmes figures, la résolution des images
est de 640×480 pixels.
La figure 5.17 compare les résultats obtenus avec notre technique et celle de Chris-
tensen pour la configuration d’éclairement direct. Afin d’avoir un point de comparaison,
nous avons aussi calculé, à l’aide d’un Path Tracing, une solution de référence. Pour un
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temps de pré-calcul identique, notre technique permet d’effectuer le rendu de l’éclaire-
ment indirect nettement plus rapidement (51 s vs 5527 s) grâce à un accès direct de la
structure. Dans notre technique, lors de l’étape finale de rendu, le CPU passe principa-
lement son temps à calculer l’éclairement direct alors que la technique de Christensen
doit effectuer un accès indirect à sa structure. Sans cet accès indirect, l’utilisation des
échantillons d’irradiance pré-calculés produit de sérieux artefacts : zones d’éclairement
constant similaires à un diagramme de Voronoi. Ces artefacts sont connus et discutés par
Christensen [Chr99].
Pour la scène à éclairement indirect (cf. figure 5.18), nous avons aussi essayé d’uti-
liser un accès direct à notre structure mais pour capturer les zones étroites d’ombre gé-
nérées par les colonnes, une grille de plus haute résolution (30×20×92) a été utilisée.
Dès lors, un nombre plus conséquent de photons doit être utilisé. Ceci accroît de ma-
nière significative le temps de pré-calcul de notre structure mais notre méthode avec
un accès direct reste toujours plus rapide (2311 s vs 47971 s) que celle de Christensen
pour une qualité similaire. De manière alternative, nous avons aussi testé notre approche
avec un accès indirect aux vecteurs d’irradiance (cf. figure 5.18) en utilisant une résolu-
tion de grille plus petite (12× 8× 20) construite avec le même nombre de photons que
celui utilisé pour la technique de Christensen. Notre technique réduit le temps de pré-
calcul (150 s vs 466 s) et le temps de reconstruction de l’éclairement indirect (2376 s
vs 10050 s) tout en retenant les mêmes caractéristiques d’éclairement. L’accès à notre
structure est constant par rapport au nombre d’échantillons contenus dans le cache alors
qu’il est logarithmique pour le kd-tree utilisé par Christensen ; et ceci explique donc
notre gain de performances.
5.4 Optimisations
Dans cette section nous présentons des optimisations au niveau du calcul de la grille
et de la place mémoire occupée. Ces optimisations constituent des travaux futurs à court
terme.
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Pré-calcul : 2270 s Pré-calcul : 466 s Pré-calcul : 150 s
Rendu : 41 s (13 s) Rendu : 47505 s (10050 s) Rendu : 37692 s (2376 s)
Figure 5.18 – Scène avec principalement un éclairement indirect. (gauche) Notre tech-
nique en utilisant une grille de 30× 20× 92 (11,4 Mo), où les vecteurs d’irradiance ne
sont pas compressés, construite en utilisant 80 millions de photons. (centre) Image de
référence avec la méthode de Christensen en utilisant 3200 rayons pour échantillonner
l’hémisphère et 5 millions de photons. (droite) Notre technique en utilisant une grille de
12× 8× 20 accédée de manière indirecte où le même nombre de photons et le même
nombre de rayons ont été utilisés que pour l’image du centre.
(a) (b) (c) (d)
Figure 5.19 – Illustration sur l’objet Lucy des sommets réellement utilisés pour l’éclaire-
ment de l’objet. (a) Sommets à l’intérieur de la grille. (b) Sommets à l’extérieur de l’objet
et utilisés pour le calcul d’éclairement, i.e., tangents à la surface extérieure de l’objet.
(c) Sommets tangents et ceux extérieurs non utilisés lors du calcul de l’éclairement. (d)
Ensemble des sommets de la grille montrant le faible ratio (12,032%) de sommets réel-
lement utiles par rapport au nombre total de 32768 pour une grille de 32×32×32.
Optimisation spatiale
Nous avons choisi d’utiliser une grille régulière comme structure spatiale. Une grille
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régulière possède de nombreux avantages comparée à des structures adaptatives comme
le kd-tree ou l’octree : principalement celui d’être facilement utilisable sur GPU. En
revanche, lorsqu’on analyse le nombre de sommets de la grille réellement utilisés pour
calculer l’éclairement indirect sur la géométrie détaillée, nous nous apercevons (cf. fi-
gure 5.19) que seul un tiers environ des sommets est utile. Ce ratio peut être encore
plus faible à mesure que l’on augmente la résolution de la grille. Pour l’exemple de la
figure 5.19, on atteint même 12% de sommets utiles (tangents) avec 9% de sommets
intérieurs, le reste (79%) étant des sommets extérieurs non utiles. La structure apparaît
donc comme nettement creuse et il serait donc sûrement intéressant d’utiliser des struc-
tures de type table de hachage. La question plus délicate est de réussir à utiliser une table
de hachage sur le GPU (e.g. [LH06]).
Optimisation du pré-calcul
Nos différentes expérimentations montrent que le pré-calcul de la grille constitue un
goulot d’étranglement pour de futures applications interactives comme l’édition ou la
pré-visualisation rapide de simulation d’éclairement global.
Une première manière d’accélérer le calcul qui utilise l’échantillonnage stochastique
à partir des sommets de la grille est de factoriser le coût des chemins lumineux. En effet,
pour deux sommets voisins, de nombreux chemins lumineux peuvent être réutilisés. La
formulation mathématique du calcul des vecteurs d’irradiance devient alors :
Li j =
1
p(x j)
L(x j ← ω j)Di j V (si,x j)G(si,Di j,n j) fr(x j,ω j,−Di j)
où :
– si représente un sommet de la grille.
– x j un point de la scène, tiré aléatoirement visible depuis si et dont la normale est
n j.
– Li j la radiance vectorielle accumulée au sommet si de la grille en provenance de
l’échantillon x j.
– ω j direction aléatoire pour laquelle est évaluée la radiance incidente en x j
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– Di j la direction formée par les points (si,x j).
– V la visibilité point à point.
– G le facteur géométrique avec
G(si,Di j,n j) =
max(−Di j ·n j,0) max(ω j ·n j,0)
‖si− x j‖2 .
– fr(x j,ω j,−Di j) la BRDF au point x j évaluée pour les directions ω j et −Di j.
– p(x j) la probabilité de choisir le point x j donnée par :
p(x j) =
1
4pi N
N
∑
k=1
V (sk,x j)
max(−Dk j,n j,0)
‖sk− x j‖2
où N représente le nombre de sommets contenus dans la grille.
Cette formulation met clairement en évidence que l’échantillon x j et sa radiance
L(x j ← ω j) vont pouvoir être utilisés et réutilisés pour tous les sommets si de la grille
que l’on cherche à pré-calculer, résultant très probablement dans une accélération du
temps de pré-calcul.
Une autre manière d’accélérer ce calcul serait d’utiliser le GPU pour construire la
grille. En prenant une approche où l’on part de la lumière et l’on accumule l’énergie
lumineuse dans la grille, le calcul pourrait être factorisé et accéléré par le GPU. Enfin,
la combinaison du tracé de rayons et du tracé de photons (ou du Bidirectional Path
Tracing) reste la manière la plus robuste pour pré-calculer des grilles dans les conditions
d’éclairement les plus complexes (i.e., avec de multiples indirections) et devraient donc
constituer la meilleure stratégie pour le pré-calcul des grilles.
5.5 Travaux futurs
Dans ce chapitre, nous avons introduit de nouvelles structures 2D et 3D pour repré-
senter l’éclairement indirect. Ces structures sont des grilles régulières dont les sommets
stockent six vecteurs d’irradiance capables de reconstruire l’irradiance pour n’importe
quelle normale sous-jacente. Ainsi, les structures proposées offrent une grande robus-
tesse par rapport à la géométrie de la scène et nous avons présenté plusieurs types d’ap-
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plications possibles.
L’une des limitations actuelles de notre approche est liée à la représentation de
l’éclairement incident. En effet, nos six vecteurs d’irradiance sont peu coûteux en es-
pace mémoire mais restent insuffisants pour des matériaux qui sont glossy, voire spécu-
laires. Une piste de recherche est donc de développer des nouvelles représentations pour
l’éclairement incident. L’annexe III esquisse plusieurs pistes de ce que pourraient être de
telles représentations.
Nous aimerions aussi développer une structure adaptative qui pourrait se simplifier
(resp. se raffiner) si la variation de l’éclairement incident est trop faible (resp. forte). Ceci
faciliterait l’utilisation des structures puisque la résolution optimale serait automatique-
ment inférée en fonction de l’éclairement et non plus choisie a priori. La principale dif-
ficulté avec de telles structures est alors de garantir une reconstruction spatiale continue
lorsque la géométrie est à cheval sur différents voxels dont les profondeurs pourraient
être très variées. Une autre piste serait aussi de stocker en plus d’une représentation di-
rectionnelle une représentation du gradient de l’éclairement afin d’utiliser des schémas
d’interpolation plus continus tels que celui d’Hermite.
La question d’utiliser une structure avec une représentation vectorielle afin d’éditer
l’éclairement, et plus particulièrement le flux, est également une piste de recherche qui
nous apparaît comme valable. Dans un contexte d’édition, comme pour les BRDFs, c’est
la sémantique des actions de l’artiste/utilisateur qui doit guider la ligne de recherche. A
savoir, une sémantique simple et puissante telle que «plus de rouge ici» semble être une
voie prometteuse. Cependant, il serait bon de vérifier qu’il y a un réel besoin de la part
des artistes. Naturellement, développer un nouvel outil d’édition peut créer le besoin. La
difficulté avec une édition de l’éclairement indirect reste à notre sens de déterminer si
l’édition d’autres caractéristiques/variables de la scène ne permettrait pas d’obtenir les
mêmes résultats. Par exemple, l’édition d’une SVBRDF permet de localiser précisément
des effets de lumière ou encore l’utilisation de lumières virtuelles associées uniquement
à certains objets de la scène sont des techniques simples et déjà utilisées. En somme, il
convient de déterminer quel est le but réellement recherché par une édition de l’éclaire-
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ment indirect, phénomène global et très complexe a priori à manipuler par un utilisateur
novice.
CHAPITRE 6
MANIPULER L’ÉCLAIREMENT INCIDENT
Dans ce chapitre, nous nous intéressons à la possibilité de manipuler l’éclairement
incident, et ce, dans le but de contrôler la manière dont la forme des objets ressort dans
une image. Ce but diffère des méthodes d’édition précédentes qui tentent de retrouver
les propriétés d’éclairage ou matérielles d’une scène. Notre objectif est d’améliorer la
perception de la forme sans avoir à en changer les caractéristiques matérielles.
Le travail présenté dans ce chapitre est le fruit d’une collaboration avec Romain
Vergne et Pascal Barla de l’équipe INRIA Iparla. Une partie des résultats a été validée
dans une publication [VPB+09] et le reste est en cours de soumission.
6.1 Travaux antérieurs
Pour la mise en avant de la forme, les travaux précédents ne se sont principalement
intéressés qu’aux dessins à base de traits. Depuis les premiers travaux en infographie
de Saito et Takahashi [ST90b], plusieurs améliorations ont été proposées, telles celle
de Nienhaus et Döllner [ND04] qui travaillent sur les silhouettes et les plis ou celle
de DeCarlo et al. [DFRS03] introduisant les contours suggestifs. Malgré plusieurs tra-
vaux récents [KST08, ZHXC09], aucun consensus (cf. [CGL+08]) n’a été trouvé sur la
«bonne» définition de l’ensemble des lignes qui doivent être dessinées afin d’améliorer
la perception de la forme de l’objet. De plus, à l’exception des techniques proposées par
Lee et al. [LMLH07] et Goodwin et al. [GVH07], les méthodes à base de traits effacent
les caractéristiques de l’éclairement et des matériaux. Les transformations présentées
dans ce chapitre veulent précisément conserver ces caractéristiques tout en mettant en
avant la forme des objets.
Une autre manière d’améliorer la perception de la forme est d’utiliser l’occultation
ambiante ou Ambient Occlusion [PG04]. Cette méthode tend à assombrir les régions
de l’objet qui sont les moins visibles comme les concavités et est à rapprocher de la
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notion d’accessibilité telle qu’introduite par Miller [Mil94]. L’Ambient Occlusion amé-
liore principalement la perception des volumes, mais est difficilement contrôlable par un
utilisateur. De plus, elle ignore les détails géométriques présents sur la surface de l’objet.
La technique (3D unsharp masking) proposée par Ritschel et al. [RSI+08] possède
les mêmes avantages et inconvénients que ceux cités précédemment. Elle augmente le
contraste de la radiance réfléchie sans tenir compte des variations de géométrie, maté-
riaux ou d’éclairement changeant ainsi fortement la perception des matériaux brillants.
Les techniques les plus proches des transformations que nous proposons sont celles
qui altèrent le shading en utilisant une information locale de la surface. Elles sont sou-
vent inspirées de techniques d’illustrations stylisées venant de domaines spécifiques tels
que celui de l’illustration mécanique [GGSC98], l’archéologie [KWTM03], le dessin
technique au crayon [CST05], la cartographie [RBD06] ou encore l’anatomie [LHV06].
Toutes ces techniques sont contraintes à une combinaison fixe de style, d’éclairement et
de matériau limitant ainsi leur cadre d’utilisation.
A contrario, nous proposons de modifier l’éclairement incident en minimisant le
changement perceptuel du matériau et ce, pour les différentes sortes d’éclairage et sans
restreindre le type de rendu. Nous proposons deux formes de modifications de l’éclairage
incident. La première change la direction d’incidence de la lumière alors que la seconde
change son intensité. Une modification de la direction correspond à une modification
fréquentielle du signal incident tandis qu’une modification de l’intensité correspond à
une modification de l’amplitude du signal incident.
6.2 Descripteur géométrique
Afin de mettre en avant les variations de la forme de l’objet, les deux méthodes
s’appuient sur un descripteur géométrique. Le descripteur géométrique est extrait à partir
des images de normales et des profondeurs rendues depuis le point de vue. C’est un
tenseur de courbure H défini pour chaque point p de la surface, visible depuis le point
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de vue et à l’extérieur des silhouettes et des plis de l’objet :
H(p) = ∇T g(p)
où g(p) = (−nx/nz,−ny/nz)T est le gradient de la profondeur calculé à partir des nor-
males n = (nx,ny,nz)T repérées en espace image. Les caractéristiques saillantes de la
surface telles que les courbures principales κu et κv sont extraites à partir de H. L’intérêt
d’un tenseur de courbure défini en espace image est qu’il peut être utilisé directement et
sans pré-calcul. On peut également l’utiliser avec des géométries sur lesquelles des cartes
de normales ont été plaquées. Enfin, il est facile d’en faire une version multi-résolution.
Pour des raisons de performance, ce descripteur est calculé sur GPU à partir de buffers
géométriques (G-Buffer) générés lors d’une première passe de rendu. Plus de détails sur
le descripteur peuvent être consultés dans l’article associé [VPB+09]. La perturbation
introduite sur l’éclairement incident sera proportionnelle à l’intensité de courbure du
descripteur.
6.3 Modification des directions de l’éclairement incident
Intuition
L’idée de modifier la direction de l’éclairement incident afin de mettre plus en avant
les détails vient des travaux de Fleming et al. [FTA04, FTA09]. Ces travaux de vision par
ordinateur, effectués sur des objets parfaitement miroirs, montrent que la compression
des motifs lumineux réfléchis par la surface de l’objet influence notre perception de sa
courbure. Dans la figure 6.1(a), les parties courbes de la surface compressent une plus
grande partie de l’environnement lumineux que les surfaces planes, produisant ainsi des
motifs plus compressés depuis un point de vue particulier. L’idée (cf. figure 6.1(b)) est
de perturber ces motifs lumineux en modifiant les directions incidentes de la lumière de
telle sorte que la compression des motifs lumineux réfléchis par la surface améliore notre
perception de la courbure de l’objet.
Nous introduisons le terme de Light Warping (LW) qui regroupe l’ensemble des mo-
difications effectuées à l’éclairement incident. Pour construire une fonction qui modifie
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(a) (b)
Figure 6.1 – (a) Les compressions des motifs lumineux réfléchis par un objet parfai-
tement miroir révèlent des informations sur la courbure de l’objet pour un point de
vue donné. Les surfaces planaires réfléchissent de plus petites régions que les surfaces
courbes. Pour la même aire, une surface courbe compresse plus les motifs lumineux
qu’une surface plane. (b) Afin d’améliorer l’information sur la courbure provenant de
la réflexion des motifs lumineux réfléchis par la surface, nous agrandissons la région
réfléchie par la surface en modifiant la direction incidente de la lumière.
l’éclairement incident, nous utilisons le descripteur géométrique qui nous permet d’iden-
tifier les caractéristiques principales de l’objet et à plusieurs niveaux d’échelle. Une fois
l’éclairement incident modifié, nous évaluons simplement l’équation du rendu afin d’ob-
tenir l’image finale.
Reformulation de l’équation de réflexion
Formellement, le Light Warping est basé sur une modification de la direction de la
radiance incidente :
L(p→ ω o) =
∫
S
fr(p,ω o, l)(n · l)L(p←Wp(l))dl (6.1)
où S est la sphère des directions, l la direction incidente de la lumière et W : S → S
est la fonction de transformation des directions qui est dépendante du point p et de
la direction l . Cette équation peut être directement utilisée dans un moteur d’éclairage
global. En revanche, dans le cadre d’un rendu sur carte graphique il n’est pas performant
de l’utiliser directement. Pour pallier ce problème, nous introduisons l’équation inverse :
L(p→ ω o) =
∫
S
fr(p,ω o,W−1(l ′))(n ·W−1(l ′))L(p← l ′)J dl ′ . (6.2)
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Dans cette dernière équation, on suppose que les directions des lumières ont déja été
modifiées. Le jacobien J est introduit pour compenser la perte ou le gain d’énergie dû à la
modification des directions. Cette équation permet d’implémenter de manière efficace le
Light Warping sur une carte graphique en utilisant un pré-échantillonnage fixe des cartes
d’environnement. Bien évidemment, le jacobien est directement relié à la fonction W qui
sera présentée au prochain paragraphe.
Formulation de W
Afin de pouvoir utiliser l’équation inverse, W doit être une transformation bijective
dans l’espace des directions. De plus, comme la compression des motifs lumineux réflé-
chis suit l’anisotropie de courbure [FTA04] (définie comme le ratio des courbures princi-
pales), nous voulons que la transformation de l’éclairement incident suive les directions
des courbures principales en u et v fournies par le descripteur. Comme ce descripteur
fournit une information symétrique en espace image, la fonction W doit être symétrique
par rapport à u et v et invariante selon la direction de vue que nous noterons z. Chaque
direction l de lumière doit donc d’abord être projetée dans le référentiel {u,v,z} avant
d’être modifée par la fonction W pour être à nouveau re-transformée dans son espace
d’origine.
La direction de la lumière et les courbures ne sont pas exprimées dans le même réfé-
rentiel. Afin d’établir facilement une correspondance entre l’espace cartésien et l’espace
angulaire, nous utilisons une projection stéréographique sur le plan image. Le procédé
est illustré dans la figure 6.2 :
(1) la direction l de la lumière est projetée stéréographiquement sur le plan z = 1 :
¯l = P(l) où P est l’opérateur de projection stéréographique ;
(2) ¯l est modifiée en fonction des informations de courbures : ¯l
′
= W (¯l) ;
(3) ¯l
′
est re-transformée dans l’espace des directions : l
′
= P−1(¯l
′
) .
Soit l = (lu, lv, lz) une direction incidente de lumière exprimée dans le référentiel
{u,v,z}, la projection stéréographique de l par P s’exprime par :
P(l) = (a,b,c) =
(
2 lu
lz +1
,
2 lv
lz +1
, 1
)
.
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Figure 6.2 – (gauche) Illustration 1D du processus de modification des directions inci-
dentes. La direction l de la lumière est (1) projetée dans l’espace stéréographique, (2)
modifiée dans cet espace et (3) reprojetée sur la sphère des directions. (droite) Illustration
de l’étape (2) en 2D. Notez la symétrie autour des directions u et v.
Intuitivement, la direction (0,0,1) est projetée à l’origine du plan stéréographique.
Toutes les autres directions sont projetées plus loin au fur et à mesure qu’elles se rap-
prochent de la direction (0,0,−1), qui est projetée à l’infini.
W est simplement définie comme une mise à l’échelle non-linéaire dépendant des
courbures κu et κv :
W (¯l) = (a′,b′,c′) = (λu a,λv b,1)
où les facteurs λu et λv sont respectivement fonctions de κu et κv :
λu|v = tan
(
arctan(ακu|v)/6+
pi
4
)
. (6.3)
Cette formulation garantit qu’au maximum la moitié de l’énergie lumineuse incidente
d’un hémisphère est envoyée dans l’hémisphère opposé. Le paramètre α est contrôlé par
l’utilisateur et définit à quel point les directions doivent être modifiées en fonction de la
courbure.
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La transformation stéréographique inverse P−1 est définie par :
P
−1 = (l′u, l′v, l′z) = (a′t, b′t, 2t−1)
où t est donné par :
t =
4
(4+a′2 +b′2) .
t représente la distance paramétrique sur la droite (l l
′
) lorsque cette dernière intersecte
la sphère des directions.
Naturellement, on peut concaténer toutes ces transformations en une seule afin d’ob-
tenir directement W :
W (l) = P−1(l)◦W (l)◦P(l)
⇔
W (l) =
(2 tλu lu
1+ lz
,
2 tλvlv
1+ lz
,2t−1
)
avec t =
(1+ lz)2
(1+ lz)2 +λ 2u l2u +λ 2v l2v
.
La fonction inverse de W−1 est définie en prenant l’inverse de λu et λv, ce qui revient
à changer α par −α dans l’équation 6.3.
La fonction de transformation étant définie, nous pouvons désormais donner une
formulation du jacobien J qui dépend des courbures et de la direction l :
J =
4λ 3u λ 3v (1+ l′z)2
(λ 2u λ 2v (1+ l′z)2 +λ 2v l′2u +λ 2u l′2v )2
.
La dérivation complète du jacobien peut être trouvée en annexe IV.
Résultats
L’implémentation du Light Warping dans le cadre du rendu temps réel se fait en utili-
sant l’équation inverse du rendu, évaluée directement sur la carte graphique, en ne tenant
pas compte de la visibilité des sources de lumière. La carte d’environnement est échan-
tillonnée sous forme de lumières directionnelles qui sont passées au GPU à l’aide de
l’extension OpenGL Bindable uniform. Le nombre de passes effectuées une fois le des-
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cripteur géométrique calculé dépend du nombre de sources de lumière. Typiquement, 16
sources de lumière sont évaluées par passe.
Dans le cadre d’un rendu avec éclairage global ou lors de l’utilisation de l’Ambient
Occlusion (AO), le moteur de rendu utilise à la fois le CPU et le GPU. Dans un premier
temps, le CPU calcule à l’aide d’une passe de Ray Casting les buffers géométriques
(normales, position, profondeur), stockés sous la forme de textures, en prenant entre 9 et
16 rayons par pixel. Ces textures sont ensuite passées au GPU qui calcule le descripteur
géométrique et le stocke aussi sous forme de texture. Enfin, le moteur d’éclairage global
utilise la texture du descripteur pour effectuer la transformation des directions incidentes
par pixel.
La figure 6.3 présente nos résultats sur l’Armadillo pour deux types de matériaux. La
partie gauche de chaque image montre le rendu obtenu sans effectuer de modifications
de l’éclairement incident à la différence de la partie droite. Remarquez que les détails
de l’objet sont nettement mis en avant pour les deux types de matériaux bien que pour
le glossy, l’effet soit plus atténué que pour le diffus. Ces deux images utilisent un éclai-
rement indirect à un seul rebond. Empiriquement, nous n’avons pas trouvé nécessaire
de modifier les autres rebonds. D’ailleurs, les effets de l’éclairement indirect s’atténuent
fortement au fur et à mesure des indirections. Notons que, lorsque l’on modifie la di-
rection de l’éclairement incident, on modifie également la fonction de visibilité pour
cette direction. Ce changement de visibilité semble améliorer la perception de l’objet.
Ceci peut notamment se voir dans la figure 6.4 qui présente un rendu uniquement avec
Ambient Occlusion. Rappelons que l’Ambient Occlusion A(p) est définie comme la vi-
sibilité moyenne du point par rapport à son environnement. Elle donne une information
scalaire sur l’occultation du point p :
A(p) =
1
pi
∫
Ωn
(n · l)V (l)dl (6.4)
où V est la fonction de visibilité et Ωn l’hémisphère centré au point p et orienté selon
la normale n. L’Ambient Occlusion modifiée par la transformation W (A(p)) est alors
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Original / Modifié Original / Modifié
Matériau diffus Matériau glossy
Figure 6.3 – Mise en évidence des détails en utilisant un rendu avec éclairage global à un
rebond : l’Armadillo est rendu avec (gauche) un matériau diffus et (droite) un matériau
légèrement spéculaire. Chaque côté de la figure montre la différence entre le rendu sans
et avec Light Warping. Pour les deux cas, les paramètres sont identiques. Remarquez
comment les détails de la surface sont mis en évidence de manière cohérente dans les
deux cas.
donnée par :
W (A(p)) =
1
pi
∫
Ωn
max(n ·W (l),0)V (W (l))dl .
La figure 6.5 montre le résultat du Light Warping appliqué uniquement sur l’éclai-
rement indirect. Tout comme dans la figure 6.4, la modification des directions amplifie
le bruit présent dû à un échantillonnage trop faible de l’éclairement indirect. La pénalité
induite par son introduction dans le cadre d’un moteur d’éclairage global est négligeable
alors qu’elle peut atteindre 50% pour un rendu sur carte graphique (uniquement avec
l’éclairement direct).
Discussion
L’approche proposée pour mettre en évidence les détails de la surface d’un objet est
nettement plus souple que les approches précédentes. Par exemple, celle de Rusinkie-
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Figure 6.4 – Comparaison de l’Ambient Occlusion sur l’Armadillo. Lors du calcul de
l’AO, nous modifions les directions de la lumière mettant ainsi en avant les détails de
l’objet.
Figure 6.5 – Comparaison de l’éclairement indirect à un rebond calculé avec 25 rayons
par hémisphère. En comparant les deux images, nous constatons que le warping a pour
effet d’accentuer le bruit.
wiecz et al. [RBD06] est limitée à une seule source de lumière et à un seul style et celle
de Ritschel et al. [RSI+08] modifie sans discrimination la perception des matériaux, de
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Descripteur géométrique Original Modifié
(a) (b) (c)
Figure 6.6 – (a) Illustration du descripteur géométrique révélant certains artefacts du
scan (digitalisation) de l’objet. (b) Rendu avec réfraction et réflexion spéculaire parfaite
sans application du warping. (c) Rendu avec warping, accentuant certains détails géo-
métriques de l’objet.
la géométrie et l’éclairement incident. Le faible nombre de paramètres de notre approche
nous apparaît aussi comme un avantage du point de vue de son utilisation. Néanmoins,
comme montré dans les différentes figures, notre approche possède certaines limitations.
Premièrement, elle nécessite un environnement lumineux qui possède suffisamment de
variations, comme c’est souvent le cas dans les environnement lumineux naturels. En
présence d’un environnement lumineux minimal, la technique présentera moins d’effets.
De plus, bien qu’il soit possible d’appliquer le warping pour la réfraction et la réflexion
spéculaire parfaite, la déformation des motifs lumineux obtenue ne constitue pas néces-
sairement une amélioration de la perception de la surface de l’objet. En effet, comme
illustré à la figure 6.6, le warping met plutôt en avant les motifs réfractés rendant la
compréhension de l’objet réfractif encore plus complexe. Puisque l’on transforme les
directions autour du point de vue de manière bijective, si les directions proches du point
de vue sont contractées, celles qui sont opposées seront dilatées. De plus, lorsque le pa-
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ramètre α est trop élevé, les transitions dans le shading deviennent de plus en plus dures,
ce qui a pour effet de modifier la perception du matériau de l’objet. Enfin, comme pré-
cédemment expliqué, lorsqu’on utilise le warping dans un moteur de rendu non temps
réel, cela amplifie le bruit.
Ainsi, ces différentes limitations ont conduit à une seconde formulation qui ne mo-
difie pas la direction incidente de la lumière mais son intensité.
6.4 Modification de l’intensité de l’éclairement incident
Si l’on fait l’hypothèse qu’une modification de l’intensité du signal lumineux inci-
dent est équivalente à une modification de la direction du signal, alors il est possible
de remplacer la transformation des directions proposée à la section précédente par une
adaptation d’intensité des sources de lumière. Ceci nous conduit à une reformulation de
l’équation de réflexion et à l’introduction d’une nouvelle fonction de transformation qui
s’avère être plus efficace et plus simple à évaluer.
Reformulation
Modifier l’intensité de l’éclairement incident peut être formulé de la manière suivante :
L(p→ ω o) =
∫
S
fr(p,ω o, l)(n · l)L(p← l)Wp(δ (l))dl
où δ (l) est une fonction d’importance sur la direction :
δ (l) : S → [0,1] .
Wp(δ (l)) est la nouvelle fonction qui est un facteur multiplicatif appliqué à la radiance
incidente L(p← l). La définition de la fonction d’importance δ (l) se fait en fonction des
contextes d’utilisation. De plus, cette fonction peut varier en fonction de la composante
(diffuse ou spéculaire) de la BRDF.
La nouvelle fonction Wp doit, comme la précédente, dépendre des courbures de la
surface et être contrôlable par l’utilisateur, mais également posséder les propriétés sui-
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vantes :
- Invariance : la fonction doit être invariante (i.e., égale à 1) pour les surfaces pla-
naires et pour les zones de même importance.
- Réciprocité : les concavités et convexités doivent avoir une influence réciproque.
- Symétrie : la transformation doit avoir un effet symétrique par rapport à l’impor-
tance de la valeur renvoyée par δ (l).
Le polynôme rationnel linéaire ci-dessous satisfait ces propriétés :
Wα ,β (t) =
α eβ + t (1−α (1+ eβ ))
α + t (eβ −α (1+ eβ ))
où t = δ (l). Plus précisément, α agit comme une balance entre les concavités et les
convexités. Quant à β , il est directement dépendant de la position p et des courbures κu
et κv :
βκu,v(l) =
(κu +κv
2
+λ κu−κv
2
)
l2u +
(κu +κv
2
+λ κu−κv
2
)
l2v +
(κu +κv
2
)
l2z
où λ ∈ [0,1] contrôle l’anisotropie du warping. Si λ = 0, le warping devient isotrope
alors que pour λ = 1 il est anisotrope (e.g. βκu,v(u) = κu), de même que lorsque λ =−1
mais les directions sont alors inversées (e.g. βκu,v(u) = κv). Lorsque l est alignée avec
l’axe z, la transformation est forcée à être isotrope puisque la direction de la projection
de l dans le plan image est indéfinie.
En résumé, seulement deux paramètres α et λ sont contrôlés par l’utilisateur. En pra-
tique, les courbures κu et κv définies sur IR doivent être ramenées sur l’intervalle [0,1]
avec une fonction telle que celle proposée par Vergne et al. [VBGS08]. Remarquons
aussi que cette formulation ne nécessite aucun calcul de jacobien et que la même équa-
tion peut être aussi bien utilisée pour le rendu temps réel que le rendu avec éclairage
global. Dans le prochain paragraphe, nous présentons nos résultats avec cette nouvelle
formulation ainsi que les différentes fonctions δ utilisées.
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(a) (b) (c)
Figure 6.7 – Utilisation d’un environnement pré-filtré conjointement avec de l’Ambient
Occlusion. Dans cette figure, une carte d’environnement pré-filtrée pour une BRDF lam-
bertienne, et des valeurs d’Ambient Occlusion pré-calculées par sommet ont été utilisées.
(a) Rendu sans modification de l’intensité de la radiance incidente. (b) Application de
la transformation qui montre que, pour ce type de scénario, les détails géométriques de
la surface sont mis en évidence. (c) Comparaison entre les deux formulations : (droite)
la modification de l’intensité de la lumière incidente donne lieu à moins de bruit que
(gauche) la modification de sa direction.
Résultats
Dans cette section, nous comparons à la première formulation, les résultats obtenus
avec la nouvelle formulation pour l’Ambient Occlusion, l’éclairement direct et la réfrac-
tion.
La figure 6.7 montre la différence entre l’utilisation de l’Ambient Occlusion selon
les deux types de transformations. Avec la seconde formulation, il est possible d’utili-
ser directement des environnements pré-filtrés (e.g. [KM00]), chose impossible avec la
première formulation. Dans ce cas précis, l’équation discrète de l’éclairement devient
alors :
L(p→ ω o) = Wα ,β (δ (l))A(p)
(
2pi
nl
nl∑
k
fr(p,ω o, lk)(n · lk)L(p← lk)
)
︸ ︷︷ ︸
T (n,ω o)
où A(p) représente l’Ambient Occlusion (cf. équation 6.4), nl le nombre de sources de lu-
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mière contenues dans la carte d’environnement et W le facteur multiplicatif de warping.
Le terme T (n,ω o) peut être pré-calculé de manière plus ou moins efficace en fonction
de la spécularité de la BRDF (e.g. [KM00, KC08]). Dans le cas d’une BRDF diffuse, T
ne dépend plus que de la normale n et l’équation se simplifie encore :
L(p→ ω o) = T (n) ρd
pi
Wα ,β (δ (l))A(p)
où ρd représente l’albédo diffus et T (n) l’irradiance au point p pour la normale n. Pour
obtenir les images de la figure 6.7, nous avons utilisé l’irradiance moyenne de l’envi-
ronnement pré-filtré comme fonction d’importance. Nous appliquons un opérateur de
ton pour ramener sa valeur dans l’intervalle [0,1]. De cette manière, la modification des
intensités lumineuses s’effectue en considérant que l’irradiance maximale est la princi-
pale caractéristique de l’environnement lumineux. Comme aucun échantillonnage n’est
effectué à la volée, la qualité de l’Ambient Occlusion obtenue est moins bruitée que celle
obtenue précédemment avec les modifications directionnelles.
Dans la figure 6.8, l’adaptation d’intensité est utilisée avec le modèle d’Ashikhmin
et Shirley [AS00a] en prenant une fonction d’importance δ (l) = max(n · l ,0) dans le
cas de la réflexion diffuse, et δ (l) = max(n ·h,0) dans le cas de la réflexion spéculaire.
Ceci donne plus de contrôle sur la mise en avant des détails de la surface suivant son
éclairement et sa BRDF. Dans cette figure 6.8, le warping s’effectue principalement sur
la composante spéculaire du modèle d’Ashikhmin et Shirley [AS00a].
Enfin, la figure 6.9 montre également qu’il est possible d’utiliser l’adaptation d’in-
tensité dans le cadre de la réfraction et d’obtenir une amélioration de la perception des
détails de la surface.
Discussion
La seconde formulation présente plusieurs avantages sur la première. Nos tests
montrent que pour un nombre fixé de sources de lumière, la seconde formulation est
toujours plus efficace en termes de rendu sur carte graphique. En outre, elle est plus
simple à utiliser et à implémenter. Elle offre une certaine souplesse dans l’utilisation de
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Original Intensités modifiées
Figure 6.8 – L’image de gauche montre la version originale du rendu (sans visibilité).
Dans l’image de droite, l’adaptation d’intensité appliquée à la composante spéculaire de
la BRDF permet de faire ressortir les détails de la surface autour des yeux, de la bouche
et des oreilles.
cartes d’environnement pré-filtrées ou encore de la réfraction.
Lorsque l’objet est hautement réflectif, la compression et la dilation des motifs lumi-
neux réfléchis par la surface semblent le meilleur moyen de donner de l’information sur
la forme de l’objet, résultat impossible à obtenir avec la seconde formulation. Si l’objet
contient beaucoup de détails géométriques et que son matériau est plutôt de type glossy,
la seconde formulation donne de meilleurs résultats avec, notamment, moins d’aliasing.
Néanmoins, contrairement à la première formulation, les changements de perception du
matériau de la surface nous apparaissent comme nettement plus forts et accentués.
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Original Intensités modifiées
Figure 6.9 – Illustration de l’adaptation d’intensité dans le cas de la réfraction approxi-
mée avec un simple rayon interrogeant directement la carte d’environnement. La percep-
tion des yeux, des oreilles et de la bouche est nettement améliorée sur l’image de droite
comparativement à l’image d’origine à gauche.
6.5 Travaux futurs
Une possibilité pour essayer de repousser les limitations soulevées dans la section
précédente serait d’essayer de combiner les deux formulations de warping. Une pre-
mière étape à effectuer serait de faire une analyse des cas d’équivalence entre les deux
méthodes de warping proposées. Cette analyse pourrait se faire dans le domaine fré-
quentiel ou avec une analyse au premier ordre telle que proposée par Ramamoorthi et
al. [RMB07].
Réussir à extraire la classe des fonctions de transformation qui permettraient de
mettre en avant les détails géométriques d’une surface tout en garantissant l’absence de
modifications de la perception du matériau attaché à la surface reste un travail d’analyse
perceptuelle à effectuer.
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Dans un contexte strict d’édition, il serait aussi intéressant d’essayer de créer des
environnements lumineux virtuels spécifiquement utilisés pour mettre en avant certains
détails à des endroits précis de la géométrie de l’objet tels que les salles de néons qui
permettent d’observer les courbures sur les voitures.
CONCLUSION DE LA SECONDE PARTIE
Après nous être intéressés à la réflexion de l’éclairement incident dans la première
partie, nous avons abordé, dans cette seconde partie, des problèmes directement liés à
l’éclairement incident. Dans le chapitre 5, nous avons proposé une nouvelle structure et
une représentation de l’éclairement indirect et nous avons présenté différentes applica-
tions telles que le transfert progressif de l’éclairement ou encore un système de cache
pour un rendu de haute qualité. Pour toutes ces applications, notre méthode a prouvé
sa robustesse à la variation géométrique, la rendant très adaptée pour traiter des objets
très détaillés. Nous avons proposé des directions futures de recherche pour optimiser
l’organisation spatiale de notre structure et l’utiliser comme outil d’édition de l’éclai-
rement. Enfin, nous avons aussi mis en évidence le besoin de développer de nouvelles
représentations directionnelles.
Dans le chapitre 6, nous nous sommes ensuite intéressés à deux formulations pour
modifier l’éclairement incident en vue de mieux faire ressortir les détails d’une surface.
Ces transformations sur les directions et l’intensité des sources de lumière semblent bien
aboutir à ce but mais leur implémentation pose des questions plus fondamentales sur
notre perception des formes qu’il conviendrait d’approfondir. Notre représentation vec-
torielle présentée au chapitre 5 semble aussi pouvoir être intégrée dans cette approche.
Cette combinaison nous semble prometteuse dans le futur pour aboutir à une nouvelle
forme d’édition de l’éclairement plus localisée.
CONCLUSION ET DIRECTIONS FUTURES
Résumé des contributions
Dans ce mémoire de thèse, nous nous sommes intéressés à la représentation des
matériaux via la fonction de réflectance (BRDF), et à l’éclairement incident.
Nous avons introduit deux nouveaux modèles pour les BRDFs. Le premier est des-
tiné à faciliter la création des reflets spéculaires grâce à une interface intuitive reposant
sur des outils d’esquisse et de peinture. Le second modèle autorise une meilleure repré-
sentation et compression des mesures de BRDFs isotropes. Une édition intuitive à base
de courbes 1D est également est proposée.
Nous avons présenté une nouvelle structure de données ainsi qu’une représentation
vectorielle pour capturer l’éclairement incident. La représentation vectorielle est robuste
aux variations géométriques de la scène. Enfin, nous avons introduit deux transforma-
tions de l’équation de la réflexion afin de mettre en avant les détails géométriques. Cha-
cune de ces transformations modifie soit la direction, soit l’intensité de l’éclairement
incident, et leur effet est contrôlable par l’utilisateur.
Travaux futurs
La réflexion
Le travail sur les mesures de BRDFs fait ressortir la rareté (relative) des données sur
les matériaux en infographie surtout, considérant la grande richesse de ceux qui nous en-
toure. Par exemple, aucune donnée n’est disponible pour les matériaux rétro-réflectifs ;
les matériaux anisotropes n’ont pas assez été mesurés, à l’instar des matériaux issus
de plusieurs couches non-homogènes. A court terme, il nous apparaît donc important
d’effectuer de nouvelles mesures afin de raffiner le nouveau modèle introduit et de gé-
néraliser aux fonctions d’apparence de plus haute dimension (SVBRDF, BSSRDF).
A moyen terme, nous aimerions proposer un modèle de BRDFs qui unifie les besoins
artistiques et ceux liés aux simulations physiques. Dans une démarche artistique, l’inter-
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face utilisateur ainsi que les métaphores d’édition et de création sont aussi importantes
que le modèle lui-même. Notre modèle d’édition de reflets spéculaires nous donne des
indications sur le type d’interface à utiliser, tels les outils de dessin et d’esquisse. En re-
vanche, la question du type d’éclairage le plus approprié pour éditer ou créer une BRDF
reste à résoudre. Il semble plus simple pour un artiste d’éditer une BRDF avec une seule
source de lumière. En revanche, la BRDF ainsi modélisée, excepté dans certains cas par-
ticuliers (e.g. rendu expressif), est rarement utilisée dans un contexte d’éclairage aussi
simple. L’environnement lumineux utilisé sera souvent complexe (all-frequency) comme
celui d’une carte d’environnement ou celui d’une scène avec éclairage global ou direct
avec de multiples sources de lumière. Si l’on souhaite éditer dans de tels environnements,
des améliorations au niveau des techniques de rendu sont nécessaires afin de donner un
retour continu à l’artiste sur ses actions. Un exemple simple d’application dans le cadre
de l’industrie automobile serait la création des peintures de carrosseries de voiture dont
l’artiste souhaite voir le résultat aussi bien avec un ciel d’été que d’hiver, ou encore de
nuit. Enfin, des études utilisateurs restent nécessaires pour valider l’interface utilisateur
et les métaphores d’édition proposées. Ces études étant spécialisées, elles devraient se
faire en partenariat avec une équipe dont la recherche est axée sur les interactions.
A plus long terme, nous aimerions travailler sur la multi-résolution de l’apparence.
Bien qu’il nous semble complexe d’obtenir un modèle s’adaptant à toutes les échelles de
l’apparence, nous pensons qu’il serait intéressant de dériver différents modèles pouvant
être combinés, au besoin, de manière lisse et dynamique. Dans le cadre de l’édition,
nous aimerions également travailler sur la question d’existence d’un matériau créé par
un artiste. Naturellement, il est possible de restreindre les actions de l’artiste afin de
garantir que la matériau virtuellement créé sera physiquement réalisable. Cependant,
nous pensons qu’il devrait être possible, dans certains cas, de répondre à la question
de l’existence si les contraintes de réalisation du matériau peuvent être correctement
modélisées.
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L’éclairement incident
La représentation directionnelle utilisant six vecteurs pour reconstruire l’irradiance
offre une robustesse géométrique et ce, pour un faible impact en mémoire. Afin de pou-
voir utiliser notre structure d’éclairement avec des matériaux dont la fréquence est plus
élevée, nous devons utiliser une représentation de l’éclairement incident plus fine. Ainsi,
nous aimerions réfléchir à de nouvelles représentations directionnelles, qui pourraient ou
non être vectorielles, mais qui autoriseraient une reconstruction de la radiance incidente.
Notons que la place destinée à stocker l’éclairement incident doit rester faible et ce, aussi
bien pour les jeux vidéo que pour les applications industrielles. En revanche, pour les si-
mulations physiques effectuées le plus souvent sur des grilles (clusters) de calcul, il est
plus important que le système de cache proposé soit facilement distribuable et à mise à
jour facile via le réseau.
Dans la droite lignée de ces travaux, nous aimerions proposer un nouveau système
de cache dont le calcul pourrait facilement utiliser les nouvelles architectures matérielles
parallèles. Ceci permettrait d’avoir des pré-visualisations de rendu avec éclairage global
nettement plus rapides et dont le cache serait plus facilement réutilisable en fonction
des actions (changement de point de vue, modification des sources de lumière, édition
des matériaux, déplacement de la géométrie, etc.) effectuées par l’utilisateur. Exception
faite des jeux vidéo, ou plus généralement d’un contexte où tous les éléments doivent être
dynamiques, les temps de mises à jour du rendu ne doivent pas forcément être identiques
mais peuvent dépendre de l’action d’édition effectuée (e.g. Shading Cache [TPWG02]).
A plus long terme, dans un cadre d’édition du flux lumineux, il semblerait que la
représentation vectorielle soit la plus «intuitive», probablement parce qu’elle est proche
de celle utilisée en visualisation scientifique.
L’énergie réfléchie
Nous avons utilisé l’équation du rendu et ses deux principaux termes, l’éclairement
incident et la BRDF, comme fil conducteur pour les travaux de recherche de cette thèse.
Rappelons que la radiance finale d’un pixel est le résultat d’une convolution de l’éclai-
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rement incident par la fonction de réflectance d’un point vu à travers ce pixel. Nous
avons travaillé sur chacun des termes et proposé des extensions et perspectives futures
pour chacun d’eux. Plutôt que de contraindre l’utilisateur à éditer uniquement un seul
des deux termes ou les deux à la fois, nous pensons qu’il serait intéressant de laisser
l’utilisateur éditer le résultat de la convolution. Le système se chargerait alors de le gui-
der vers l’édition du terme le plus approprié, voire de lui proposer une solution exacte
lorsque cela est possible. Une telle approche de plus haut niveau ouvrirait sûrement la
voie vers de nouveaux outils d’édition.
ANNEXE I
RADIOMÉTRIE ET PHOTOMÉTRIE
La radiométrie est l’étude de la lumière et plus particulièrement de sa mesure phy-
sique sur l’ensemble du spectre. La photométrie qui en découle prend en compte la per-
ception de l’énergie lumineuse par le système visuel humain qui est uniquement capable
d’observer les phénomènes compris approximativement entre 380 et 780 nm.
On trouvera dans le tableau I.I une correspondance entre les quantités et unités ra-
diométriques et photométriques.
I.1 Quantités radiométriques
Flux énergétique spectral ou puissance spectrale
La quantité de lumière émanant/quittant/traversant une surface est appelée énergie
rayonnante spectrale (cf. annexe I.2). Si l’on considère la variation de cette dernière par
rapport au temps, on établit le flux énergétique spectral1 Φλ dont le concept est illustré
à la figure I.1(a).
(a) (b)
Figure I.1 – (a) Notion de flux. (b) Repérage de la radiance. La radiance est un scalaire
valable pour un angle solide dω repéré par une direction ω .
En synthèse d’images, on considère que le système a atteint un état énergétique lu-
mineux stable ; l’aspect temporel du flux est donc ignoré.
1La littérature anglo-saxonne parle de spectral radiant flux en ce qui concerne le flux énergétique
spectral et de spectral radiant power pour la puissance énergétique.
iIrradiance et radiosité spectrales
Les quantités permettant de calculer l’énergie lumineuse qui part ou qui arrive sur une
surface donnée sont l’irradiance et la radiosité spectrales. Si l’on ne considère pas la
provenance de l’énergie, on parle de densité de flux énergétique.
L’irradiance2 spectrale, Eλ (x), en un point x, exprimée en Watt par mètre carré par
nanomètre (W ·m−2 · nm−1) correspond au flux énergétique spectral incident sur une
surface par aire de surface unitaire :
Eλ (x) =
dΦλ
dA (I.1)
avec dA surface unitaire élémentaire.
La radiosité spectrale Bλ , parfois appelée excitance énergétique, correspond au flux
énergétique partant d’une surface par aire de surface unitaire. Tout comme l’irradiance,
elle est aussi exprimée en Watt par mètre carré par nanomètre (W ·m−2 ·nm−1). Elle est
définie par l’équation suivante :
Bλ (x) =
dΦλ
dA . (I.2)
Notion d’angle solide et d’angle solide différentiel
Dans ce document, les coordonnées sphériques sont repérées par les angles θ et φ ,
où θ est à valeur sur l’intervalle [0, pi2 ] et représente l’angle co-latitudinal, tandis que φ
est à valeur sur l’intervalle [0,2pi] et représente l’angle azimutal (longitudinal), comme
illustré à la figure I.2.
Une quantité fondamentale en éclairage global associée à la notion de direction est
l’angle solide (cf. figure I.3) qui permet d’exprimer à la fois une portion de direction et
une aire infinitésimale.
L’angle solide Ω au point x, défini par une aire A sur la sphère, est défini par :
Ωx =
A
r2
(I.3)
2Le terme irradiance est un anglicisme courant. Le terme français officiel est « éclairement énergé-
tique ».
ii
Figure I.2 – Repérage hémisphérique des directions.
avec r le rayon de la sphère.
Bien que sans dimension, les angles solides sont exprimés en stéradian (sr). Pour
calculer l’angle solide d’un objet quelconque, on doit projeter la surface de cet objet sur
la sphère unité.
Pour pouvoir intégrer des fonctions sur l’hémisphère, on définit l’angle solide dif-
férentiel, dont une illustration est donnée en figure I.4(a), centré autour d’une direction
ω = (θ ,φ), notée dω , par :
dω = dφ dθ sinθ . (I.4)
Comme le montre la figure I.4(a), le facteur sinθ s’explique par le fait que la varia-
tion d’angle solide est plus grande à l’horizon qu’au pôle.
Pour pouvoir passer d’une formulation hémisphérique à surfacique, on a besoin d’ex-
primer l’élément différentiel d’angle solide en fonction de l’élément différentiel de sur-
face :
dω x =
cosθy dAy
d2xy
(I.5)
avec
- θy angle entre la normale au point y et ω x
- dxy la distance euclidienne entre x et y
- dAy l’élément différentiel de surface au point y
dont une illustration est donnée à la figure I.4(b).
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Figure I.3 – Angle solide généré par une surface A au point x.
Grâce à la notion d’angle solide, on peut définir de nouvelles quantités radiomé-
triques qui tiennent compte de la direction de la lumière.
Intensité énergétique spectrale et radiance spectrale
L’intensité énergétique spectrale3 Iλ (ω ), exprimée en Watt par stéradian (W · sr−1),
correspond au flux énergétique par angle solide unitaire :
Iλ (ω ) =
dΦλ
dω . (I.6)
La radiance4 spectrale Lλ , exprimée en Watt par mètre carré par stéradian par na-
nomètre (W ·m−2 · sr−1 · nm−1), est définie par le flux énergétique spectral par surface
unitaire projetée et par angle solide différentiel :
Lλ =
d2Φλ
cosθ dAdω
avec θ angle entre la direction ω et la normale de la surface.
Afin de différencier la radiance incidente de la radiance sortante, on utilise la notation
suivante :
- Lλ (x→ ω ) représente la radiance quittant le point x dans la direction ω .
- Lλ (x← ω ) représente la radiance incidente au point x de direction ω .
3Spectral radiant intensity dans la littérature anglo-saxonne.
4Il s’agit une fois encore d’un anglicisme courant dans la communauté scientifique de l’éclairage glo-
bal. Le terme français adéquat est «luminance énergétique».
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(a) (b)
Figure I.4 – (a) Angle solide différentiel dω pour une direction ω . (b) Quantités en jeu
pour la formulation surfacique de l’angle solide différentiel dω x.
L’une des propriétés fondamentales de la radiance est son invariance dans le vide le
long d’un rayon, c’est-à-dire :
Lλ (x→ y) = Lλ (y← x) . (I.7)
La radiance spectrale est sans conteste la quantité fondamentale en éclairage global.
Notre système visuel, comme les capteurs, y sont sensibles. Malheureusement, c’est une
quantité complexe puisque c’est une fonction de dimension 6 (3 pour la position, 2 pour
la direction et 1 pour la longueur d’onde).
Equations reliant les diverses quantités radiométriques
Les quantités radiométriques peuvent s’exprimer en fonction de la radiance spectrale :
Φλ =
∫
A
∫
Ω
Lλ (x→ ω ) cosθ dω dAx (I.8)
Eλ (x) =
∫
Ω
Lλ (x← ω ) cosθ dω (I.9)
Bλ (x) =
∫
Ω
Lλ (x→ ω ) cosθ dω (I.10)
avec :
v- Φλ le flux énergétique spectral
- Eλ (x) l’irradiance spectrale
- Bλ (x) la radiosité spectrale
- Lλ la radiance spectrale.
Quantité
radiométrique
Unité Quantité
photométrique
Unité
Flux énergétique W Flux lumineux lm
Irradiance W ·m−2 Illuminance lm ·m−2 i.e. lx
Intensité énergétique W · sr−1 Intensité
lumineuse
lm · sr−1 i.e. cd
Radiance W ·m−2 · sr−1 Luminance5 lm ·m−2 · sr−1 i.e.
cd ·m−2 i.e. nit
Tableau I.I – Tableau comparatif des quantités radiométriques et photométriques. Watt
(W). Lumen (lm). Watt par mètre carré (W ·m−2). Candela (cd). Watt par mètre carré
par stéradian (W ·m−2 · sr−1). Lumen par stéradian (lm · sr−1).
Correspondance entre les grandeurs radiométriques et photométriques
Le tableau I.I présente les principales correspondances entre les grandeurs radio-
métriques et les grandeurs photométriques. Notons que, contrairement à la radiance, la
luminance ne fait pas partie du Système International d’unité (SI) et que le candela est
l’une des sept quantités de base du SI6. Le lumen défini à partir du candela représente le
flux lumineux émis par une source ponctuelle isotropique d’intensité lumineuse égale à
1 candela.
Emission et réception de la lumière
La lumière émise sous forme de photons provient de sources lumineuses comme le
soleil, les lampes ou encore des phénomènes naturels tels que le feu. Pour chaque source
lumineuse, il est normalement nécessaire de connaître la distribution :
5Il s’agit aussi d’un anglicisme. Le terme français approprié est «luminance lumineuse».
6Les sept quantités de base du SI sont : m (distance exprimée en mètre), kg (masse exprimée en ki-
logramme), s (temps exprimé en seconde), A (intensité électrique exprimée en ampère), K (température
exprimée en degré Kelvin), mol (quantité de matière, nombre de moles) et cd (intensité lumineuse expri-
mée en candela).
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– spatiale,
– directionnelle,
– spectrale.
Un exemple simple est celui d’une source lumineuse ponctuelle placée en OL qui
émet donc dans toutes les directions avec une puissance spectrale Φλ . L’irradiance reçue
en un point x d’une surface est alors donnée par :
Eλ (x) =
Φλ cosθ
4pi r2
avec :
– r distance entre x et la source lumineuse
– θ est l’angle entre la normale de la surface au point x et le vecteur xOL.
Intuitivement, on peut voir que le facteur cosθ est nécessaire pour tenir compte du fait
qu’une surface qui fait face à la lumière recevra plus d’énergie lumineuse qu’une surface
qui lui tourne le dos.
Formulation implicite des longueurs d’onde. Espace de couleur
En infographie, on représente en général 7 la radiance en utilisant trois couleurs. Si
l’on se place dans l’espace de couleur RGB8, la radiance sera alors stockée et représentée
par le triplet (LR,LG,LB).
LR,G,B peut prendre n’importe quelle valeur sur IR+. Par conséquent, afin d’af-
ficher ces valeurs sur un dispositif à plage limitée tels nos écrans habituels, il
convient d’effectuer une transformation appropriée appelée correction de ton ou tone-
mapping (e.g. [War94, Sch94d, TR93, DD00]). Lorsqu’il n’y a aucune ambiguïté per-
mise, on omet la notation spectrale des quantités radiométriques.
7A l’exception de moteur de rendu spectral tel que Maxwell
8RGB pour Red, Green, Blue. Le sigle français équivalent est RVB pour Rouge, Vert, Bleu.
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I.2 Définition quantique de l’énergie rayonnante spectrale
L’équation reliant la constante universelle de Planck et l’énergie d’un photon, au sens
physique du terme, quantité radiométrique élémentaire, permet d’établir la relation entre
l’énergie du photon pour une longueur d’onde donnée :
eλ =
hc
λ (I.11)
avec
- h la constante universelle de Planck (h≃ 6,6261 ·10−34 J · s)
- c la vitesse de la lumière dans le vide ( c≃ 299792458ms−1).
Il en découle deux quantités radiométriques :
– l’énergie rayonnante spectrale9 Qλ , exprimée en Joule par nanomètre (J · nm−1),
qui est définie pour un ensemble de n photons ayant la même longueur d’onde :
Qλ = neλ
Qλ = n
hc
λ .
(I.12)
– l’énergie rayonnante10 Q, exprimée en Joule (J) qui est l’énergie obtenue en inté-
grant l’énergie rayonnante spectrale sur tout le spectre :
Q =
∫
∞
λ=0
Qλ dλ . (I.13)
9Le terme utilisé dans la littérature anglo-saxonne est spectral radiant energy.
10Le terme utilisé dans la littérature anglo-saxonne est radiant energy.
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I.3 Définition du flux énergétique spectral en fonction de la température
Si la lumière est donnée par sa température, la formule de Planck rappelée ci-dessous
permet de calculer son flux énergétique spectral par :
Φλ =
2pi C1
λ 5
(
e
C2
λ T −1
) (I.14)
avec
- T la température du corps donnée en degré Kelvin (K)
- C1 = hc2
- C2 = hck
- k la constante de Boltzmann (k = 1,3806505 ·10−23J ·K−1).
ANNEXE II
MÉTHODES NUMÉRIQUES D’APPROXIMATION À BASE DE POLYNÔMES
RATIONNELS
II.1 Introduction
Dans cette annexe, nous présentons les formulations mathématiques des algorithmes
d’approximation utilisés au chapitre 3 pour approximer l’ISF à partir de mesures. Le Dif-
ferential Correction Algorithm (DCA) [PBR71], détaillé dans la prochaine section, est
un algorithme à convergence garantie mais dont la vitesse peut être faible. Dès lors, nous
utilisons comme première approximation, pour initialiser le DCA, la solution retournée
par l’algorithme proposé par Papamarkos [Pap88] expliqué à la section II.2.
II.2 DCA pour l’Isotropic Shading Function
De manière générale nous voulons approximer un ensemble de données (mesures)
que l’on notera {(xi, fi), i = 1..I} à l’aide d’un polynôme rationnel R(x) exprimé sous la
forme :
R(x) =
P(x)
Q(x) =
∑Mm=0 pm bm(x)
∑Nn=0 qn bn(x)
où bi(x) est une base polynomiale. Au chapitre 3, dans le cas 2D, les mesures ont été
projetées dans l’espace ISF (cf. section 3.2), par conséquent x = (r,s) et nous cherchons
la meilleure approximation des mesures, au sens de la norme L∞, en minimisant l’ex-
pression suivante :
∆ = max
i=1..I
{|R(xi)− fi)|} . (II.1)
Afin d’obtenir une représentation valide sur le domaine d’observation, il est néces-
saire d’effectuer la minimisation sous la contrainte suivante :
Q(xi) > 0, i = 1..I . (II.2)
xNotons que cette contrainte garantit que le dénominateur est toujours strictement
positif sur les points échantillonnés (mesures) mais pas entre eux. Ceci peut poser des
problèmes si l’échantillonnage est insuffisant ou lorsque les degrés de R(x) sont trop
élevés, par rapport à la variation des données, et introduisent alors de fortes oscillations.
En pratique, nous n’avons pas eu de problèmes d’échantillonnage avec les données de la
base MERL-MIT (cf. [MPBM03b]).
Comme les fonctions P(x) et Q(x) peuvent être réduites ou augmentées sans changer
la valeur R(x), on peut alors introduire une condition de normalisation sur les coefficients
de Q(x) :
max
n=1..N
{|qn|} ≤ 1⇔ qn ∈ [−1,1], n = 0..N . (II.3)
Dans le contexte d’approximation de BRDF, nous devons ajouter une contrainte sup-
plémentaire au DCA original. En effet, la BRDF étant une quantité non-négative, et
puisque Q(x) > 0, il est nécessaire de forcer le numérateur P(x) à être positif ou nul aux
positions d’échantillonnage :
P(xi)≥ 0, i = 1..I . (II.4)
En résumé, le problème linéaire à résoudre est de type minmax avec les contraintes
données en II.2, II.3 et II.4.
Notons ∆k, l’erreur L∞ à l’étape k du DCA :
∆k = maxi | fi−Rk(xi)| avec Rk(x) = Pk(x)/Qk(x) .
xi
Après chaque étape, nous résolvons, à l’étape k+1, le problème d’optimisation suivant :
minimiser ∆ sous les contraintes :

[ fi +∆k]Q(xi)−P(xi)+Qk(xi)∆≥ 0, i = 1..I
[− fi +∆k]Q(xi)+P(xi)+Qk(xi)∆≥ 0, i = 1..I
P(xi)≥ 0, i = 1..I
Q(xi) > 0, i = 1..I

pm ∈ IR, m = 0..M
qn ∈ [−1,1], n = 0..N
∆ ∈ IR .
Ce système linéaire avec contraintes peut être résolu avec n’importe quelle libriaire
(e.g. [GLP, CGA]). Le DCA s’arrête lorsque ∆k+1 > ∆k. Le DCA a uniquement besoin
d’un polynôme rationnel de départ qui satisfasse les contraintes du problème linéaire
comme graine d’initialisation de l’algorithme.
II.3 Formulation dans la base monomiale
Si l’on utilise la base monomiale, la formulation du problème est légèrement simpli-
fiée. En effet, le polynôme rationnel R(x) s’écrit alors :
R(x) =
P(x)
Q(x) =
∑Mm=0 pm xm
∑Nn=0 qn xn
.
Cependant, le numérateur doit toujours être positif, et cela force q0 > 0. Dans ce cas
précis, la condition de normalisation se simplifie à q0 = 1. Les contraintes sur les co-
efficients qn (cf. équation II.3) deviennent superflues et il y a un coefficient de moins à
estimer pour dénominateur. En conséquence, on peut réécrire R(x) :
R(x) =
P(x)
Q(x) =
∑Mm=0 pm xm
1+∑Nn=1 qn xn
=
P(x)
1+Q′(x)
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et le problème linéaire :
minimiser∆sous les contraintes :

[ fi +∆k]Q′(xi)−P(xi)+Qk(xi)∆≥− [ fi +∆k], i = 1..I
[− fi +∆k]Q′(xi)+P(xi)+Qk(xi)∆≥ [ fi−∆k], i = 1..I
P(xi)≥ 0, i = 1..I
Q′(xi) >−1, i = 1..I

pm ∈ IR, m = 0..M
qn ∈ IR, n = 0..N
∆ ∈ IR .
II.4 Initialisation optimisée
La méthode introduite par Papamarkos [Pap88] est une alternative au DCA pour
trouver une solution au problème minmax. L’idée principale est de maximiser l’inverse
de l’erreur L∞. Ceci induit un changement de variables par rapport à la formulation du
DCA :
ε =1/∆
δ = min
i=1..I
{Q(xi)/ε}
p′m =ε pm, m = 0..M
q′n =ε qn, n = 0..N ,
ainsi que les nouveaux polynômes ¯Q et ¯P, tels que R = ¯P/ ¯Q avec :
¯Q(x) =
N
∑
n=0
q′nbn(x) et ¯P(x) =
N
∑
n=0
p′nbn(x).
La seule différence dans notre contexte est que nous devons nous assurer que R(x)
sera tout le temps non-négatif. Avec ε ≥ 0 nous devons modifier l’équation II.4 afin de
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tenir compte de cette nouvelle contrainte :
εP(xi) = ¯P(xi)≥ 0, i = 1..I . (II.5)
L’approximation, non-optimale, du problème minmax est donc la solution du pro-
blème linéaire suivant :
maximiserδ sous les contraintes :

fiε + fi ¯Q(xi)− ¯P(xi)≤ 1, i = 1..I
− fiε− fi ¯Q(xi)+ ¯P(xi)≤ 1, i = 1..I
− ¯P(xi)≤ 0, i = 1..I
−ε− ¯Q(xi)+δ ≥ 0, i = 1..I

p′m ∈ IR, m = 0..M
q′n ∈ IR, n = 0..N
δ ≥ 0
ε ≥ 0 .
.
Comme pour le DCA, dans le cas de la base monomiale, les mêmes simplifications
peuvent être effectuées.
ANNEXE III
REPRÉSENTATION DIRECTIONNELLE : ÉTUDE DE BASES DE FONCTION
SUR LA SPHÈRE UNITÉ
Dans cette annexe, nous présentons différentes bases de fonction pour approximer
l’éclairement incident sur la sphère ou l’hémisphère. Nous rappelons (section III.1) la
théorie mathématique liée à l’utilisation des bases de fonction pour approcher une gran-
deur radiométrique (section III.2) avant d’introduire différentes bases (section III.3).
III.1 Bases de fonction sur la sphère
Principe général
Une base de fonction sur un espace fonctionnel1 permet de représenter une fonction
à l’aide d’une combinaison linéaire des éléments de la base. Un élément de la base est
alors appelé fonction de base.
Dans notre cas, l’espace auquel nous nous intéressons est la sphère et la fonction que
nous cherchons à représenter est celle de l’éclairement incident. L’intérêt de construire
une telle base est de pouvoir approximer un signal défini sur la sphère à l’aide d’un
nombre choisi de coefficients. Le nombre de coefficients est directement relié au nombre
d’éléments de la base. Leur calcul est effectué à l’aide d’une opération dite de «projec-
tion» tandis que l’opération inverse, l’approximation de la fonction originale à l’aide des
coefficients et des fonctions de base, est appelée «reconstruction». Une propriété impor-
tante caractérisant l’erreur introduite par l’opération de reconstruction est que, lorsque
la base est orthonormale la reconstruction est optimale au sens des moindres carrés.
Définitions
Soit ω = (ωx,ωy,ωz) une direction sur la sphère unité. Soit F =
{ f1(ω ), f1(ω ), ..., fp(ω )} un ensemble regroupant p fonctions définies sur la sphère et
1Un espace fonctionnel peut être un espace vectoriel, un espace topologique ou les deux à la fois.
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à valeurs dans IR :
∀i ∈ [1, p] fi(ω ) : S → IR .
où S représente la sphère unité et donc tout l’espace des directions.
Une manière de déterminer si F est une base ainsi que sa caractérisation (orthogo-
nale, orthonormale, etc.) est de calculer la matrice de corrélation2 M dont les éléments
mi j sont définis par :
mi j =
∫
S
fi(ω ) f j(ω )dω . (III.1)
L’intégrale de l’équation (III.1) est la définition du produit scalaire de deux fonctions sur
leur domaine de définition.
En fonction de M on peut caractériser F :
- Si M est inversible alors F est une base, sinon F est au mieux une famille généra-
trice.
- Si M est diagonale (mais n’est pas la matrice identité), alors M est une base ortho-
gonale.
- Si M est la matrice identité, alors F est une base orthonormale.
Base duale
Lorsque M est inversible, on peut définir la base duale de F notée ˆF . Les éléments ˆfk
de la base duale sont définis à partir des éléments de F et de la matrice de corrélation :
∫
S
fi(ω ) ˆfk(ω )dω =


1 si i = k
0 sinon
(III.2)
et sont obtenus par combinaison linéaire des f j :
ˆfk(ω ) =
p
∑
j=1
m−1k j f j(ω ) (III.3)
2Cette matrice est parfois appelée matrice de Gram par référence au procédé d’orthogonalisation de
Gram-Schmidt.
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où m−1k j représente les éléments de la matrice inverse de M.
Projection
Soit g(ω ) une fonction dont on cherche la projection sur S à l’aide d’une base F et
de sa duale ˆF . Le résultat de la projection de g sur S est un ensemble ˆC = {c1, ...,cp} de
coefficients donnés par :
∀i ∈ [1, p], ci =
∫
S
ˆfi(ω )g(ω )dω . (III.4)
Notons que les ci sont des grandeurs scalaires et que les fonctions fi sont à valeurs dans
IR.
Reconstruction
La reconstruction de la fonction g(ω ), notée gr(ω ), se fait à partir des coefficients ci
et des fonctions de base de F :
gr(ω ) ≈
p
∑
i=1
ci fi(ω ) . (III.5)
Notions d’orthogonalité et d’orthonormalité d’une base
Lorsque que F est une base orthogonale, la matrice de corrélation est forcément diago-
nale. Soient λi les éléments diagonaux de M. On peut alors établir de manière immédiate
une relation entre les fonctions dans la base F et leurs correspondantes dans la base duale
ˆF :
∀i ∈ [1, p] λi ∈ IR
ˆfi(ω ) = 1λi fi(ω ) .
Dans le cas où la base F est orthonormale, la relation entre les fi et les ˆfi se simplifie :
ˆfi(ω ) = fi(ω ) .
D’un point de vue pratique, il apparaît donc plus intéressant d’utiliser des bases or-
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thonormales puisque, lors de la phase de reconstruction, les calculs sont réduits par rap-
port au cas général. Remarquons qu’une base orthogonale mais non orthonormale peut
toujours être normalisée en posant comme nouvelles fonctions de base f ′i :
f ′i (ω ) =
fi(ω )√
λi
.
III.2 Application à l’éclairement
En général, n’importe quel terme de l’équation du rendu étant défini sur la sphère
peut être approximé à l’aide d’une base de fonction. Le but est toujours d’accélérer le
rendu et/ou d’optimiser le stockage. En éclairage global, on cherche le plus souvent à
représenter efficacement sur la sphère (ou l’hémisphère) la radiance incidente ou l’irra-
diance.
Projection de la radiance
En reprenant l’intégrale de l’équation, on peut calculer la projection de la radiance
dans une base F contenant p éléments :
li =
∫
Ωn
ˆfi(ω )L(x← ω )dω (III.6)
et sa reconstruction :
L(x← ω ) ≈
p
∑
i=1
li fi(ω ) . (III.7)
A l’aide de cette dernière équation, nous pouvons remplacer la radiance incidente dans
l’équation du rendu afin d’obtenir :
L(x→ ω o) ≈
∫
Ωn
(
p
∑
i=1
ci fi(ω )
)
ρ(ω o,ω )(n ·ω )dω
L(x→ ω o) ≈
p
∑
i=1
li
(∫
Ωn
fi(ω )ρ(ω o,ω )(n ·ω )dω
)
︸ ︷︷ ︸
Ti(n,ω o)
(III.8)
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où ρ(ω o,ω ) représente la BRDF au point x et où n représente la normale en x. Le terme
T ne dépend plus que de la BRDF au point x et ne dépend plus de l’éclairage incident.
Les techniques à base de PRT reposent sur un pré-calcul et un stockage optimisé de T .
Projection de l’irradiance
Lorsque que la BRDF est lambertienne, il est plus intéressant de projeter l’irradiance
E(x,n) [RH01a] puisque la radiance réfléchie est directement fonction de l’irradiance :
L(x→ ω o) = ρd
pi
E(x,n) .
Rappelons que l’irradiance au point x est donnée par :
E(x,n) =
∫
Ωn
L(x← ω )(n ·ω )dω
où Ωn est l’hémisphère orienté selon n. En remplaçant la radiance incidente L(x ← ω )
par son approximation, nous obtenons :
E(x,n) ≈ ∑
i=1
ci
(∫
Ωn
fi(ω )(n ·ω )dω
)
︸ ︷︷ ︸
Ti(n)
. (III.9)
Ti(n) peut être vu comme la convolution de la fonction fi(ω ), définie sur la sphère, par
un filtre hn(ω ) hémisphérique orienté selon n tel que :
hn(ω ) = max(n ·ω ,0) .
Aussi bien dans le cas de la radiance que de l’irradiance, et selon la base F , T peut être
dérivé de manière analytique ou encore pré-calculé dans un tableau. Enfin, bien que le
terme de visibilité n’apparaisse pas de manière explicite, il ne faut pas perdre de vue
qu’il est induit par l’angle solide différentiel.
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Intégration de la BRDF
La formulation générale de la fonction T (n,ω o) présentée à l’équation (III.8) montre
que T est une fonction à 4 dimensions difficilement stockable d’un point de vue pra-
tique. D’ailleurs les premiers travaux (e.g. [NRH03]) à base de PRT fixaient ω o afin de
simplifier le problème. Cependant, les dernières avancées [WTL04, WTL06b] préfèrent
utiliser la factorisation (reliée à celle de McCool et al. [MAA01]) où la BRDF est séparée
comme le produit de deux fonctions bi-dimensionnelles :
ρ(ω ,ω o) =
K
∑
k=1
ρ1k (ω )ρ2k (ω o) (III.10)
où K est le nombre de termes utilisés pour décomposer la BRDF. Naturellement, plus K
est élevé, plus l’approximation de la BRDF est précise. En utilisant l’équation (III.10)
dans la formulation de T (n,ω o), l’équation de la radiance réfléchie devient :
L(x→ ω o) ≈
p
∑
i=1
ci
[∫
Ωn
fi(ω )
(
K
∑
k
ρ1k (ω )ρ2k (ω o)
)
(n ·ω )dω
]
L(x→ ω o) ≈
p
∑
i=1
ci
K
∑
k
ρ2k (ω o)
(∫
Ωn
fi(ω )ρ1k (ω )(n ·ω )dω
)
︸ ︷︷ ︸
Ti,k(n)
.
(III.11)
III.3 Nouvelles bases de fonction
Dans cette section, nous présentons de nouvelles bases de fonction dont le but est
de reconstruire la radiance incidente représentée par exemple par une carte d’environ-
nement. Les nouvelles bases doivent aussi être capables de reconstruire la fonction
constante sur la sphère de directions. Pour chaque base, nous donnons également la
matrice M de corrélation associée.
Dans la suite de cette section, la fonction sign(x) : IR→{−1,1} est définie par :
sign(x) =


−1 si x < 0
1 sinon .
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Bases utilisant la fonction sign
constante par morceau
F0 =


f0(ω ) = 1
f1(ω ) = sign(ωx)
f2(ω ) = sign(ωy)
f3(ω ) = sign(ωz)
M0 =


4pi 0 0 0
0 4pi 0 0
0 0 4pi 0
0 0 0 4pi


quadratique
F1 =


f0(ω ) = 1
f1(ω ) = ω2x sign(ωx)
f2(ω ) = ω2y sign(ωy)
f3(ω ) = ω2z sign(ωz)
M1 = 4pi


1 0 0 0
0 15 0 0
0 0 15 0
0 0 0 15


La base F1 peut s’écrire sans utiliser la fonction sign :
F1 =


f0(ω ) = 1
f1(ω ) = ωx |ωx|
f2(ω ) = ωy |ωy|
f3(ω ) = ωz |ωz| .
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On peut ajouter des termes bilinéaires et trilinéaires en conservant son orthogonalité :
F3 =


f0(ω ) = 1
f1(ω ) = ωx |ωx|
f2(ω ) = ωy |ωy|
f3(ω ) = ωz |ωz|
f4(ω ) = ωx ωy
f5(ω ) = ωx ωz
f6(ω ) = ωy ωz
f7(ω ) = ωx ωy ωz
M3 = 4pi


1 0 0 0 0 0 0 0
0 15 0 0 0 0 0 0
0 0 15 0 0 0 0 0
0 0 0 15 0 0 0 0
0 0 0 0 115 0 0 0
0 0 0 0 0 115 0 0
0 0 0 0 0 0 115 0
0 0 0 0 0 0 0 1105


.
Bases polynomiales
Les harmoniques sphériques constituent certainement la base polynomiale sur la
sphère la plus connue et la plus utilisée, notamment grâce à sa propriété d’orthonor-
malité. F4 représente les éléments de la base d’ordre 2 des harmoniques sphériques :
F4 =


f0(ω ) = 1
f1(ω ) = ωx
f2(ω ) = ωy
f3(ω ) = ωz
M4 = 4pi


1 0 0 0
0 13 0 0
0 0 13 0
0 0 0 13

 .
Les harmoniques sphériques ont l’inconvénient de générer un effet de Gibbs
(cf. [Gel97]) dès qu’on les utilise pour représenter une fonction discontinue. Il est in-
téressant d’essayer de dériver de nouvelles bases qui, tout en restant polynomiales, ne
posséderaient pas ce problème. Si l’on souhaite conserver le fait que la base reste po-
lynomiale, on doit nécessairement renoncer à l’orthogonalité de la base sous peine de
retomber sur les harmoniques sphériques.
En utilisant le fait que ω = (ωx,ωy,ωz) est une direction sur la sphère unité, on peut
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construire une base quadratique quasi-orthogonale :
F5 =


f0(ω ) = ωx
f1(ω ) = ωy
f2(ω ) = ωz
f3(ω ) = ωx ωy
f4(ω ) = ωx ωz
f5(ω ) = ωy ωz
f6(ω ) = (ωx)2
f7(ω ) = (ωy)2
f8(ω ) = (ωz)2
M5 = 4pi


1
3 0 0 0 0 0 0 0 0
0 13 0 0 0 0 0 0 0
0 0 13 0 0 0 0 0 0
0 0 0 115 0 0 0 0 0
0 0 0 0 115 0 0 0 0
0 0 0 0 0 115 0 0 0
0 0 0 0 0 0 15
1
15
1
15
0 0 0 0 0 0 115
1
5
1
15
0 0 0 0 0 0 115
1
15
1
5


.
Puisque ω2x + ω2y + ω2z = 1, on peut toujours reconstruire la fonction constante sur la
sphère. Bien que la base F5 ne soit pas orthogonale, la quasi-diagonalité de la matrice
M5 montre qu’elle est quasi-orthogonale. Par conséquent, la base primale et la base duale
sont très proches.
En appliquant le même principe que précédemment, on peut construire une base
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non-orthogonale de degré 3 :
F6 =


f0(ω ) = ωx ωy
f1(ω ) = ωx ωz
f2(ω ) = ωy ωz
f3(ω ) = ω2x
f4(ω ) = ω2y
f5(ω ) = ω2z
f6(ω ) = ωx ω2y
f7(ω ) = ωx ω2z
f8(ω ) = ωy ω2x
f9(ω ) = ωy ω2z
f10(ω ) = ωz ω2x
f11(ω ) = ωz ω2y
f12(ω ) = ωx ωy ωz
f13(ω ) = ω3x
f14(ω ) = ω3y
f15(ω ) = ω3z .
(III.12)
Dans ce cas précis, nous avons utilisé les relations algébriques suivantes :
ωx = ω
2
y ωx +ω
2
z ωx +ω
3
x ωy = ω
2
x ωy +ω
2
z ωy +ω
3
y ωz = ω
2
x ωz +ω
2
y ωz +ω
3
z
(III.13)
afin de retirer les fonctions f0, f1 et f2 de la base F5.
ANNEXE IV
DÉRIVATION DU JACOBIEN
Le but de cette annexe est de dériver la formulation du jacobien introduite au cha-
pitre 6.
Le jacobien J est défini par J = dl
dl ′
et il intervient dès qu’un changement de variable
est effectué dans un calcul d’intégrales.
Dans le repère local {u,v,z} où u et v sont les directions des courbures principales
exprimées en espace image (la caméra pointant vers −z), on note les directions l et l ′ de
la lumière de la façon suivante :
l =


lu
lv
lz

=


cos(φ)sin(θ)
sin(φ)sin(θ)
cos(θ)

 (IV.1)
l ′ =


l′u
l′v
l′z

=


cos(φ ′)sin(θ ′)
sin(φ ′)sin(θ ′)
cos(θ ′)

 (IV.2)
Dans cette paramétrisation dl = sinθ dθ dφ .
En introduisant τ = tan(θ/2), on remarque que
dτ = 2/(1+ τ2)dθ
et que
sin(θ) = 2τ/(1+ τ2) .
Ce qui conduit à :
dl = 4τ
(1+ τ2)2
dτdφ .
xxv
La projection stéréographique introduit deux nouvelles variables :
a = lu/(1+ lz) = cos(φ)τ
et
b = lv/(1+ lz) = sin(φ)τ .
Puisque a2 +b2 = τ2 et que dadb = τ dτ dφ , cette nouvelle substitution nous permet
d’obtenir :
dl = 4
(1+a2 +b2)2 dadb. (IV.3)
Dans l’espace stéréographique, le warping de la direction correspond simplement à
une mise à l’échelle de a et b : a′ = λua et b′ = λvb. Ce qui donne :
dl = 4
(1+a′2/λ 2u +b′2/λ 2v )2
da′
λu
db′
λv
(IV.4)
=
4λuλv
(λ 2u λ 2v +λ 2v a′2 +λ 2u b′2)2
da′ db′. (IV.5)
Comme à l’instar de l’équation IV.3, on peut écrire :
dl
′
=
4
(1+a′2 +b′2)2 da
′ db′ . (IV.6)
En combinant ce résultat avec l’équation IV.5 on obtient alors :
dl = λ
3
u λ 3v (1+a′2 +b′2)2
(λ 2u λ 2v +λ 2v a′2 +λ 2u b′2)2
dl′ . (IV.7)
a′ et b′ correspondent à la projection stéréographique de la direction l ′, a′ = l′u/(1+
l′z) et b = l′v/(1+ l′z) et on obtient donc :
dl
′
=
λ 3u λ 3v ((1+ l′z)2 + l′2u + l′2v )2
(λ 2u λ 2v (1+ l′z)2 +λ 2v l′2u +λ 2u l′2v )2
dl ′ = Jdl ′. (IV.8)
xxvi
Comme l
′
est une direction on a : 1− l′2z = l′2u + l′2v , ce qui permet d’obtenir :
J =
4λ 3u λ 3v (1+ ℓ′z)2
(λ 2u λ 2v (1+ ℓ′z)2 +λ 2v l′2u +λ 2u l′2v )2
.
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