In this chapter, we present a basic introduction of the two very important areas of research in the domain of information technology, namely, multimedia systems and content-based image retrieval. The latter is still a widely unresolved problem. We discuss some of the works done so far in content-based image retrieval in the context of multimedia systems.
INTRODUCTION
Research on multimedia systems and content-based image retrieval has gained tremendous momentum during the last decade. This is due to the fact that multimedia databases cover the text, audio, video and image data which help us to receive enormous amounts of information and which has brought fundamental changes in our life style. Content-based image retrieval (CBIR) is a bottleneck of the access of multimedia databases simply because there remains vast differences in the perception capacity between a human being and a computer. We give an introduction of these two areas in this chapter along with an idea of the research being conducted in CBIR over the last few years in the context of multimedia systems. The section on Multimedia Databases describes general background of multimedia databases. The section on Content-based Image Retrieval talks about general background, problems and some of the works done so far in content-based image retrieval. A summary is presented at the end.
MULTIMEDIA DATABASES General Background
Multimedia environment, much talked-about topic in computers, is adding new dimensions in the area of information technology and all relevant fields. Multimedia and imaging applications are enriching existing applications by integrating images, voices, text and video. The ultimate goal is to have all information types digitized and computerized. As we proceed to convert enormous amounts of non-digitized information into multimedia objects, the outcomes are extremely significant with its effects in various activities of life.
The available literature talks about certain advanced technologies which are:
• Computer-aided design and manufacturing (CAD/CAM) using 2-D and 3-D graphics, animation and visualization
•
Network standard, such as asynchronous transfer mode (ATM) and fibre distributed data interface (FDDI) which allow multimedia information to flow through wide area networks (WANS) as well as local area networks (LANS)
• Image processing systems which include more sophisticated techniques to segment and process images
• Character and object recognition systems using pattern recognition and neural networks
• Software systems such as object-oriented languages, databases and operating systems
• Hardware components such as video cameras, video boards, sound boards and high-resolution monitors
• Storage devices such as optical disks and magneto-optic technologies All of the above developments in information technology are lending support to multimedia information technology.
Multimedia environments can be available in PC-based systems, then in more advanced Power PCs with built-in audiovisual capabilities and to more advanced and sophisticated UNIX workstations.
There are some similarities between Object-Oriented Databases and Multimedia databases. Just as an Object-Oriented database tries to depict the real world as much as possible so are Multimedia Databases because of their ability to capture and play back the sounds and images of the real world as realistically as possible.
Other features of Multimedia Databases are : 1.
Automatic feature extraction and indexing where image processing and pattern recognition systems for images often extract the various features and content of multimedia objects. When large amounts of non-digitized information are converted into digital multimedia objects, quite a few automatic indexing features are utilized. This is particularly true where paper documents are converted into scanned digitized images that are eventually recognized by optical character recognition (OCR) products. 2.
Interactive querying, relevance feedback and refining where user queries involve a graphical user interface where the construction of the query can be performed interactively. In multimedia databases, it is common to have domains or lists of various existing multimedia objects so that the user can construct a query interactively. The result of the query can be shown with more relevant selections first followed by less relevant selections and the user can select relevant objects, refine the query and resubmit, etc. 3.
Content-based indexing where a video could contain the frame number of the start of each clip or scene for each video. For images containing objects arranged spatially, iconic indexing through 2-D strings contains the location and relative position of each element or object in the whole image. 4.
Single and multikey (dimensional) indexing where spatial and multidimensional indexes are used. A geometric region has X and Y coordinates. Spatial indexes, such as R trees or multidimensional structures such as grid files or k-d trees will produce better access times for queries covering all the dimensions of the multidimensional attribute being retrieved.
5.
Storage organization for Binary Large Objects (BLOB) where multimedia databases allow the users to create and store BLOBs. Because the BLOB interfaces typically allow the user to access and update byte or bit streams, the multimedia storage manager makes use of the positional indexes to store the BLOBs. This permits very fast access to continuous streams of bytes or bits starting at a particular position. Positional indexes also accelerate the insertions and appends of byte streams in BLOBs. 6.
Spatial data types and queries where the spatial relationships between various elements of the image are studied.
7.
Query optimization where a multimedia database management system that integrates hierarchical storage optimization, information/content-retrieval modules and complex object managers must decide on the best way to perform execution. 8.
Complex object clustering where to provide efficient access to a multimedia complex object, the storage management layer has to incorporate complex object clustering storage techniques. The goal would be to minimize I/O access time for the complex object and its sub-objects and also the processing time needed to reconstruct the complex object.
Multimedia Database Management Systems
Multimedia Database Management Systems (MDBMS) deal with audio, video, text and image data. We can create, update, delete and enquire these data in the multimedia databases. Ordinarily, data are BLOBS. Multimedia objects can take lot of storage space and that requires very efficient storage management systems for fast and efficient access of the data.
There are three layers in a multimedia database. The interface layer deals with browsing and query. Then, the object composition layer handles managing objects and the storage layer deals with clustering and indexing.
Research Issues
Some of the important research problems are: (1) watermarking technology, which is very useful in protecting digital data such as audio, video, image, formatted documents and three dimensional objects; (2) synchronization and timeliness, which are required to synchronize multiple resources like audio and video data; (3) quality of service (QoS), which is relevant to high-speed networks to achieve low end-to-end delay, loss rate and optimum data transmission with the available resources; and (4) reusability, where browsing of objects give the users the facility to reuse multimedia resources.
CONTENT-BASED IMAGE RETRIEVAL General Background
Images are being generated at an ever-increasing rate by various sources. They include military purposes, aviation satellites, biomedical purposes, scientific experiments and home entertainment.
Application areas in which CBIR is a principal activity are numerous and diverse are:
• Art galleries and museum management (Gudivada & Raghavan, 1995) Previously there were two approaches to CBIR. The first one is the attribute-based representation advocated by database researchers where image contents are modeled as a set of attributes extracted manually and managed within the framework of conventional database management systems. Queries are specified using these attributes. This entails a high-level of image abstraction.
The second approach propagated by image interpretation researchers depends on an integrated feature-extraction/object-recognition subsystem to overcome the limitations of attribute-based retrieval. This subsystem automates the feature-extraction and object-recognition task that occurs when the image is inserted into the database. This automated approach to object recognition is computationally expensive, difficult and tends to be domain specific.
Recent CBIR research tries to combine both of the above mentioned approach and has given rise to efficient image representations and data models, query-processing algorithms, intelligent query interfaces and domain-independent system architecture.
There are two major categories of features. One is primitive, which is concerned with extracting boundaries of the image and the other one is logical, which defines the image at various levels of detail.
Regardless of which approach is used, the retrieval in CBIR is done by color, texture, sketch, shape, volume, spatial constraints, browsing, objective attributes, subjective attributes, motion, text and domain concepts (Gudivada & Raghavan, 1995) .
Our study of the existing literature suggests, in recent times, there have been very many attempts to perform CBIR on an efficient basis based on feature, color, texture and spatial relations. Quite a few models have been developed which address the problem of image retrieval from various angles. Some of the models are QBIC (Query by Image Content), Virage, Pichunter, VisualSEEK, Chabot, Excalibur, Photobook, Jacob, and Digital Library Project (Seaborn, 1997) .
One of the most well known packages is QBIC which was developed by IBM. It uses color, texture, shape, example images and sketches to retrieve images used in large image and video databases. Based on the same kind of approach developed by Virage which made use of color, composition (color layout), texture and structure (object boundary information) and is being applied in face recognition and in retrieval of ophthalmologic images. NEC Research Institute has developed Pichunter, which utilizes image properties like ratio of image dimensions, color percentages and global statistical and frequency properties. It is more applicable in database retrieval instead of feature detection and is also being applied in relevance feedback using Bayesian probability theory. VisualSEEK, developed at the Columbia University Centre for Telecommunication Research, uses color percentage method in content-based retrieval. Using regional colors and their relative locations, the image is segmented and this is quite a bit similar to the way we perceive an image. Chabot mainly uses texts to retrieve images. It uses to some extent color percentages to retrieve images automatically otherwise all features are input manually. Excalibur is of the same type as QBIC and Virage and uses standard metrics, color, shape and texture and like Pichunter uses image ratio. In addition, it extracts features like structure of brightness and color. It gives an option to the users to indicate which features are dominant. MIT's Vision and Modeling Group developed Photobook, which uses color percentages, textures and statistical analysis. The images are segmented here and then texts are made out of those segmentations using predefined templates and techniques. The images are retrieved based on these texts. Jacob uses a combination of color, texture and motion as features to retrieve video clips as this package is developed for video databases. The Digital Library Project of Berkeley University applies color percentage method and feature of dots. The user can define the quantity of various colors in the image and also can define colors and sizes of dots to be there in the image.
These models have brought this area of CBIR from its infancy to a matured stage. They study the various features of the images, make statistical analysis of color distribution as well as shape and texture and retrieve images from the contents of the image.
The developments in this field have been defined in three levels (Eakins & Graham, 1999) . Level one is the primitive level where low-level features like color, texture, shape and spatial locations are used to segment images in image databases and then find symmetry based on these segmentations with the input image. Plenty of research projects were being done during the past decade. As we mentioned earlier, many software packages have been developed for efficient image retrieval. Most of them have used a combination of text-based and content-based retrieval. Images are segmented manually, a priory and text are generated based on these manual segmentations and retrievals are conducted accordingly. But since the volume of images generated could be enormous in fields like satellite picturing, this method of manual part processing is time-consuming and expensive. Few automatic retrievals without human intervention have been developed like QBIC, Virage, and Excalibur which are now commercially being used in addition to packages developed which are not yet commercial. But they have limited applications in areas like trademark registration, identification of drawings in a design archive or color matching of fashion accessories based on input image. No universally accepted retrieval technique has yet been developed. Also, the retrieval techniques developed without human intervention are far from perfect. Segmentation has been done in some packages based on color where the segmented parts taken individually do not contribute to any meaningful identification (Ma et al., n.d.) . They generate a vague symmetry between input objects and objects in image database. This level still needs to be developed further to have universal applications.
Level two deals with bringing out semantic meanings of an image of the database. One of the best known works in this field is of Forsyth et al. (1996) successfully identifying human beings within images. This technique had been applied for other objects like horses and trees.
Also, for example, a beach can be identified if a search is based on color and texture matching and the color selected is wide blue with yellow texture below.
Attrasoft Image Finder has developed an image retrieval technique where input images would be stored in various files. Also, images would be kept in directory files.
There is an interface screen where users can provide the file name containing the input image and also can put various parameters like focus, background, symmetry, rotation type, reduction type and so on. The images from the directory would then be retrieved based on these inputs. The images in the directory are defined containing the sample segments or translated segments, rotated segments, scaled segments, rotated and scaled segments, and brighter or darker segments. This method goes to some extent in bringing out semantic meanings in an image in the sense that the user can specify an input image semantically, then corresponding input image is retrieved and based on that input image, image database is searched to find symmetry (Attrasoft, 2001 ). There are few other similar automatic image retrieval models available including Computer Vision Online Demos.
But this level also needs a lot more developments to achieve a universally accepted technique to bring out semantic meanings out of the image.
Level three attempts retrievals with abstract attributes. This level of retrieval can be divided into two groups. One is a particular event such as 'Find pictures of Australia playing cricket against another particular country.' A second one could be 'Find a picture which is a residential area. ' To interpret an image after segmentations and analyzing it efficiently requires very complex reasoning. This also requires a retrieval technique of level two to get semantic meanings of various objects. It is obvious this retrieval technique is far from being developed with modern technology available in the field.
Works Done So Far
In this section, we present some of the works done in the field of content-based image retrieval. Although plenty of research works have been done so far in the field, no universally accepted model has yet been developed. The research concentrated on image segmentation based on low-level features like color, shape, texture and spatial relations. But to find the semantic meanings or high-level meanings of an image like whether it is the image of human beings or a bus or a train and so on is still a problem. Attempts are being made to link low-level and high-level features. But it is proving difficult for the very simple reason there remains a vast gap between human perception and computer perception. We present a few references of the works done.
One approach is where document images are accessed directly, using image and object attributes and the relative positions of objects within images, as well as indirectly, through associated document components. This is based on retrieving multimedia documents by pictorial content. Queries may address, directly or indirectly, one or more components. Indirect addressing involves references from associated components, e.g., an image caption is a text component referring to an image component and so is an intext reference to an image. A symbolic image consists, in general, of objects, relations among objects and descriptions of object and image properties. The properties of objects and whole images are described by object and image attributes, respectively (Constantopoulos et al., 1991) .
Then there is another method of querying and content-based retrieval that considers audio or visual properties of multimedia data through the use of MORE. In MORE, every entity in an application domain is represented as an object. An object's behavior is presented with a method, which activates the object by receiving a certain message. Objects bearing the same characteristics are managed as a single class. Generally, a class contains structural definitions, methods, or values that the objects in the class commonly posses (Yoshitaka et al., 1994) .
Range searches in multi-dimensional space have been studied extensively and several excellent search structures have been devised. However, all of these require that the ranges in the different dimensions be specified independently. In other words, only rectangular regions can be specified and searched so far. Similarly, non-point objects can be indexed only in terms of their bounding rectangles. A polyhedral search of regions and polyhedral bounding rectangles can often provide a much greater selectivity in the search. How to use multi-attribute search structures for polyhedral regions, by mapping polyhedral regions into rectangular regions of a higher dimensions has been shown (Jagadish, 1990) .
In human design processes, many drawings of shapes remain incomplete or are executed inaccurately. Cognitively a designer is able to discern these anomalous shapes, whereas current CAAD systems fail to recognize them properly so that CAAD systems are unable to match left-hand-side conditions of shape rules. As a result, current CAAD systems fail to retrieve right-hand-side actions. Multi-layered neural networks are constructed to solve the recognition and transformation of ill-processed shapes in light of recent advances of connectionism in cognitive psychology and artificial intelligence (Liu, 1993) .
Attempts have been made to retrieve a similar shape when shapes are measured by coordinate systems (Mehrotra & Gary, 1995) .
Then, MIRO (Multimedia Information Retrieval) is researching new methods and techniques for information storage and retrieval so that all types of media can be handled in an integrated manner through adaptive interaction with a user. Topics include humancomputer interaction, logical and probabilistic models of information retrieval, run-time support for multimedia information retrieval and evaluation of retrieval effectiveness (Thanos, 1995) .
A parallel computing approach to creating engineering concept spaces for semantic retrieval has been developed through the Illinois Digital Library Initiative Project. This research presents preliminary results generated from the semantic retrieval research component of the Illinois Digital Library Initiative (DLI) project. Using a variation of the automatic thesaurus generation techniques, to which is referred to as the concept space approach, it is aimed to create graphs of domain-specific concepts (terms) and their weighted co-occurrence relationships for all major engineering domains. Merging these concept spaces and providing traversal paths across different concept spaces could potentially help alleviate the vocabulary (difference) problem evident in large-scale information retrieval. Experiments had been done previously with such a technique for a smaller molecular biology domain (Worm Community System, with 10+ MBs of document collection) with encouraging results .
A system named MARCO (denoting MAp Retrieval by COntent) that is used for the acquisition, storage, indexing and retrieval of map images is presented. The input to MARCO is raster images of separate map layers and raster images of map composites. A legend-driven map interpretation system converts map layer images from their physical representation to their logical representation. This logical representation is then used to automatically index both the composite and the layer images. Methods for incorporating logical and physical layer images as well as composite images into the framework of a relational database management system are described. Indices are constructed on both the contextual and the spatial data thereby enabling efficient retrieval of layer and composite images based on contextual as well as spatial specifications. Example queries and query processing strategies using these indices are described. The user interface is demonstrated via the execution of an example query. Results of an experimental study on a large amount of data are preserved. The system is evaluated in terms of accuracy and in terms of query execution time (Samet, 1996) . Fingerprint databases are characterized by their large size as well as noisy and distorted query images. Distortions are very common in fingerprint images due to elasticity of the skin. In this article, a method of indexing large fingerprint image databases is presented. The approach integrates a number of domain-specific high-level features such as pattern class and ridge-density at higher levels of the search. At the lowest level, it incorporates elastic structural feature-based matching for indexing the database. With a multilevel indexing approach, the search space is reduced. The search engine has also been implemented on Splash 2 -a field programmable gate array (FPGA)-based array processes to obtain near ASIC level speed of matching. This approach has been tested on a locally collected test data and on NIST-S, a large fingerprint database available in the public domain (Ratha et al., 1996) .
Focussing has been done on the use of motion analysis to create visual representations of videos that may be useful for efficient browsing and indexing in contrast with traditional frame-oriented representations. Two major approaches for motion based representations have been presented. The first approach demonstrated that dominant 2-D and 3-D motion techniques are useful in their own right for computing video mosaics through the computation of dominant scene motion and/or structure. However, this may not be adequate if object level indexing and manipulation is to be accomplished efficiently. The second approach presented addresses this issue through simultaneous estimation of an adequate number of simple 2-D motion models. A unified view of the two approaches naturally follows from the multiple model approach: the dominant motion method becomes a particular case of the multiple motion method if the number of models is fixed to be one and only the robust EM algorithm without the MDL stage employed (Sawhney, 1996) .
Image content-based retrieval is emerging as an important research area with application to digital libraries and multimedia databases. The focus is being put on the image processing aspects and, in particular, using texture information for browsing and retrieval of large image data. (It is proposed, use of Gabber wavelet features for texture analysis and provide a comprehensive experimental evaluation.)] Comparisons with other multi-resolution texture features using the Brodatz texture database indicate that the Gabor features provide the best pattern retrieval accuracy. An application to browsing large air photos is illustrated (Manjunath & Ma, 1996) .
A method is developed for the content-based retrieval of multi-spectral satellite images using invariant representations. Since these images contain a wide variety of structures with different physical characteristics it is useful to exploit several classes of representations and algorithms. Working from a physical model for multi-band satellite image formation, existing algorithms for this application have been modified and integrated. The performance of the strategy has been demonstrated for image retrieval invariant to atmospheric and illumination auditions from a database of 166 multi-band images acquired at different times over areas of the U.S. (Healey & Jain, 1996) .
The problem of retrieving images from a large database is addressed using an image as a query. The method is specifically aimed at databases that store images in JPEG format and works in the compressed domain to create index keys. A key is generated for each image in the database and is matched with the key generated for the query image. The keys are independent of the size of the image. Images that have similar keys are assumed to be similar, but there is no semantic meaning to the similarity (Shneier & AbdelMottaleb, 1996) .
The Multi-mission VICAR Planner (MVP) is described in an article. It is an AI planning system which uses knowledge about image processing steps and their requirements to construct executable image processing scripts to support high-level science requests made to the Jet Propulsion Laboratory (JPL) Multi-mission Image Processing Subsystem (MIPS). This article describes a general AI planning approach to automation and application of the approach to a specific area of image processing for planetary science applications involving radiometric correction, color triplet reconstruction and mosaicing in which the MVP system significantly reduces the amount of effort required by image processing experts to fill a typical request (Chien & Mortensen, 1996) .
Another paper presents how morphological transformations can be related to representations of a set on different lattices. (A hierarchical definition of structuring element conveys to a class of multi-grid transformations Pk that handle changes on discrete representations of regions.) The transformations correspond to upward and downward processes in a hierarchical structure, based on multi-grid transformations, a method to delineate non-perfectly-isolated objects in an nxn image requiring O(log n)time is presented. The approach considers grey level regions as sets and processes through a pyramid to carry out geometric manipulations. Extending the concept of boundary to cope with hierarchical representations of a set, a second method, which identifies the boundaries in an image is discussed (Montiel et al., 1996) .
IMEDIA project, which is related to image analysis, is the bottleneck of multimedia indexing concerns about image analysis for feature space and probabilistic modelisation, statistics and information theory for interactive browsing, similarity measure and matching. To achieve these goals, research involves the following topics: image indexing, partial queries, interactive search, multimedia indexing (Boujemma et al., 2000) .
In a project named Efficient Content-Based Image Retrieval, the focus is the development of a general, scalable architecture to support fast querying of very large image databases with user-specified distance measures. They have developed algorithms and data structures for efficient image retrieval from large databases with multiple distance measures. They are investigating methods for merging their general distancemeasure independent method with other useful techniques that may be distance measure specific, such as keyword retrieval and relational indexing. They are developing both new methods for combining distance measures and a framework in which users can specify their queries without detailed knowledge of the underlying metrics. They have built a prototype system to test their methods and evaluated it on both a large general image database and a smaller controlled database (Shapiro et al., 2000) .
There is another work that addresses the issue of a gap existing between low-level visual features addressing the more detailed perceptual aspects and high-level semantic features underlying the more general aspects of visual data. Although plenty of research works have been devoted to this problem, so far, the gap still remains (Zhao et al., 2002) .
Another chapter provides a state-of-the-art account of Visual Information Retrieval (VIR) systems and Content-Based Visual Information Retrieval (CBVIR) systems. It provides directions for future research by discussing major concepts, system design issues, research prototypes and currently available commercial solutions (Marques et al., 2002) .
SUMMARY
A general introduction of the subject-area of the book has been given in this chapter. Both multimedia systems and content-based image retrieval have been discussed from the introductory level. Also, focus has been made to specify current problems in both of these fields and research efforts being made to solve them. Some of the research works done in the field of content-based image retrieval have been presented to give an idea of the research being conducted. All these should give a broad picture of the contents of issues, covered in these areas.
