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By the signless Laplacian of a (simple) graph Gwemean the matrix
Q(G) = D(G) + A(G), where A(G), D(G) denote respectively the
adjacency matrix and the diagonal matrix of vertex degrees of G. It
is known that connected graphsG thatmaximize the signless Lapla-
cian spectral radius ρ(Q(G)) over all connected graphs with given
numbers of vertices and edges are (degree)maximal. For amaximal
graph G with n vertices and r distinct vertex degrees δr > δr−1 >· · · > δ1, it is proved that ρ(Q(G)) < ρ(Q(H)) for some maximal
graph H with n + 1 (respectively, n) vertices and the same number
of edges as G if either G has precisely two dominating vertices or
there exists an integer i, 2 i
⌈
r
2
⌉(
respectively, if there exist posi-
tive integers i, lwith l + 2 i
⌈
r
2
⌉ )
such that δi + δr+1−i  n + 1
(respectively, δi + δr+1−i  δl + δr−l + 1). Graphs that maximize
ρ(Q(G)) over the class of graphs withm edges andm − k vertices,
for k = 0, 1, 2, 3, are completely determined.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
For a (simple) graph G, by the signless Laplacian of G we mean the matrix Q(G) = D(G) + A(G),
where A(G), D(G) denote respectively the adjacency matrix and the diagonal matrix of vertex degrees
of G. The matrix D(G) − A(G) is known as the Laplacian of G and has been studied extensively in
the literature (see, for instance, [7]). The signless Laplacian has appeared rarely in the literature. A
very nice reference to this topic is the survey paper [9]. Some people have expressed the view that,
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in comparison to the spectra of other commonly used graph matrices (such as the Laplacian and the
adjacency matrix), the signless Laplacian seems to be the most convenient for use in studying graph
properties (see [10]). The signless Laplacian is also called the unoriented Laplacian matrix by other
people and it arose as a special case of the concept of Laplacian matrix of a mixed graph or of a signed
graph (see [16,25,26]).
The problem of determining connected graphs (or, graphs) that maximize the spectral radius (or,
equivalently, the largest eigenvalue) of the adjacency matrix among all connected graphs (or graphs)
with given numbers of vertices and edges is an important classic problem in spectral graph theory. It
beganwith theworkofBrualdi andHoffman [3] in1985, andwas followedbyotherpeople [4,21,8,2,19],
etc.). The unconnected case of the problem was settled by Rowlinson [21], but the connected case is
still unresolved. In [1] four conjectures related to the largest eigenvalue of the adjacency matrix of a
graph are posed. The fourth conjecture, which is also given in [22, Problem AWGS.9.], is related to the
problem of determining graphs that maximize the largest adjacency eigenvalue among all connected
graphs with given number of vertices and edges. These conjectures are considered very hard, and it is
noted that resolving the fourth conjecture would be a basis for treating the others.
Research on the signless Laplacianmaximizing problem is relatively recent. It began with the work
of Fan [13] on the unicyclic case, followed by Fan et al. [14,23] on the bicyclic case and the tricyclic case
respectively. The unconnected case and the connected case of the problem are both still open.
An achievement of [23] is to recognize that optimal graphs for the connected case of the signless
Laplacian maximizing problem are (degree) maximal graphs – this fact has also been observed inde-
pendently in [9] – that the concept of neighborhood equivalence classes is relevant, and also to apply
the structure theoremof amaximal graph in the study. In [6], the concepts of reduced adjacencymatrix
and reduced signless Laplacian of a graph are introduced, and counter-examples are provided for a
recent conjecture posed by Tam et al. [23] on graphs that maximize the signless Laplacian spectral
radius among all (not necessarily connected) graphs with ﬁxed number of vertices and edges. The
purpose of this work is to continue the study of graphs that maximize the signless Laplacian spectral
radius. We focus mainly on the unconnected case.
Now we describe the contents of this paper brieﬂy. In Section 2, we review some necessary def-
initions and results that we will need. In Section 3 for a maximal graph G we give conditions which
guarantee the existence of a pair of adjacent vertices u, v and a pair of nonadjacent vertices p, q (or,
a vertex p of G and a new vertex q) such that the spectral radius of the signless Laplacian of the
graph G is less than that of G − uv + pq. As a result, we obtain also a set of conditions necessary for
a maximal graph to be signless Laplacian maximizing. In Section 4, for a maximal graph G with m
edges, we ﬁrst derive equivalent conditions for max{d(p) + d(q) : pq ∈ E(G)} = m + 1 − k, where k
is a given nonnegative integer. When k = 0, . . . , 5, we give the explicit forms of the maximal graphs
withm edges for which the saidmaximum is equal tom + 1 − k. Thenwe determinemaximal graphs
that maximize the signless Laplacian spectral radius over the class of graphs withm edges andm − k
vertices, for k = 0, . . . , 3.
2. Preliminaries
Unless stated otherwise, by a graph we always mean a simple graph, i.e., one without loops nor
multiple edges.
Let G be a graph of order n with vertices v1, . . . , vn. The adjacency matrix of G is the n × n matrix
denoted and given by A(G) = [aij] where aij equals 1 or 0 depending on whether vertex vi and vertex
vj are adjacent or not. The signless Laplacian of G is the n × n matrix given by Q(G) = D(G) + A(G),
where D(G) is the diagonal matrix of vertex degrees of G. (In [14,23], the signless Laplacian of G is
called the unoriented Laplacian matrix of G and is denoted by K(G).) The signless Laplacian of G can
also be deﬁned, equivalently, as M(G)M(G)T , where M(G) = (mij) is the (vertex–edge, unoriented)
incidence matrix of G.
We denote by ρ(B) the spectral radius of a (square) matrix B. For a graph G, since Q(G) is a
(entrywise) nonnegative, positive semideﬁnite matrix, it is clear that ρ(Q(G)) is equal to the largest
eigenvalue of Q(G).
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When it is clear from the context, we often omit the dependence on G and denote A(G), D(G), Q(G)
simply by A, D and Q respectively.
We refer to the eigenvalues, the spectral radius, the spectrum and the characteristic polynomial of
Q(G) as the signless Laplacian eigenvalues, signless Laplacian spectral radius, the signless Laplacian
spectrum and the signless Laplacian characteristic polynomial of G. The terms Q-eigenvalues, largest
Q-eigenvalue, Q-spectrum and Q-polynomial have also been used in the literature for these objects
(see, for instance, [9]).
For a vertex u of G we denote by NG(u) (or simply N(u) when there is no danger of confusion) the
set of neighbors of u in G, i.e. NG(u) := {v ∈ V(G) : uv ∈ E(G)}.
We deﬁne relations G and ∼G on V(G) by
u
G
 v if and only if N(u)\{v} ⊇ N(v)\{u}
and
u ∼G v if and only if N(u)\{v} = N(v)\{u}.
It is straightforward to verify (see, for instance, [23]) that the relation G is a pre-order, i.e. G is
reﬂexive and transitive, and ∼G is an equivalence relation. In the literature, the pre-order G on V(G)
is called the vicinal pre-order of G (see [18]) and the relation∼G is called the neighborhood equivalence
relationonG (see [5]). The equivalence classes for∼G will be referred to as theneighborhood equivalence
classes of G.
We denote the cardinality of a set S by |S|. For every positive integer n, we use 〈n〉 to stand for the
set {1, . . . , n}.
Now we deﬁne the concepts of reduced adjacency matrix and reduced signless Laplacian as intro-
duced in [6].
Let G be a graph with neighborhood equivalence classes V1, . . . , Vr . From the deﬁnition of ∼G it is
readily seen that each Vi is either a clique or a stable set. Moreover, for any i, j ∈ 〈r〉, i /= j, either each
vertex of Vi is adjacent to every vertex of Vj or there is no edge between vertices of Vi and vertices of Vj .
For i, j ∈ 〈r〉, letγij equal 1 if there is at least one edge between a vertex ofVi and a vertex ofVj and equal
0, otherwise. By the reduced adjacency matrix of Gwemean the r × r matrix B(G) = [bij] given by: bii
equals γii(ni − 1) and bij equals γijnj for i /= j. By deﬁnition, vertices in the same Vi share a common
degree, whichwe denote by δi. LetΔ(G) denote the r × r diagonal matrix diag(δ1, . . . , δr). We call the
r × r matrix Δ(G) + B(G) the reduced signless Laplacian of G and abbreviate it as (Δ + B)(G). When
there is no danger of confusion, we write B,Δ andΔ + B for B(G),Δ(G) and (Δ + B)(G) respectively.
The terms reduced signless Laplacian eigenvalues, reduced signless Laplacian spectrum and reduced
signless Laplacian characteristic polynomial are used with the obvious meanings.
The characteristic polynomial of the signless Laplacian Q(G) and that of the reduced signless
Laplacian (Δ + B)(G) of G will be denoted by QG(x) and qG(x) respectively.
It is known that regular graphs can be recognized, and their degree and the number of components
calculated, from QG(x) (see [10] or [9, Proposition 3.1]). A formula for qG(x) when G is a (degree)
maximal graph can be found in [24, in this issue]. (The deﬁnition of a maximal graph will be given
shortly.)
In [6], a theorem on the spectrum of a special kind of block-stochastic matrices is obtained and
applied to various graph matrices. In particular, for the signless Laplacian of a graph we have the
following:
Theorem 2.1. Let G be a graph with neighborhood equivalence classes V1, . . . , Vr . For each i = 1, . . . , r,
denotebyni the cardinality ofVi andbyδi the commondegreeof the vertices inVi. Let I1 = {i ∈ 〈r〉 : ni > 1
and Vi is a stable set}, and I2 = {i ∈ 〈r〉 : ni > 1 and Vi is a clique}. Then
σ(Q(G)) = σ((Δ + B)(G)) ∪ {δni−1i : i ∈ I1} ∪ {(δi − 1)ni−1 : i ∈ I2},
where the exponents indicate multiplicities, and
ρ(Q(G)) = ρ((Δ + B)(G));
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hence we have
QG(x) = qG(x)
∏
i∈I1
(x − δi)ni−1
∏
i∈I2
(x − δi + 1)ni−1. (2.1)
Note that the roots of the polynomial qG(x) are all nonnegative, being part of the eigenvalues of the
positive semideﬁnite matrix Q(G). In fact, they are all positive, unless G has a bipartite component,
because it is known that the least eigenvalue of the signless Laplacian of a connected graph is equal to
0 if and only if the graph is bipartite (see [9, Proposition 2, 1]).
We are particularly interested in maximal graphs and threshold graphs, as they are respectively
candidates for graphs that maximize the signless Laplacian spectral radius over connected graphs or
graphs with given numbers of vertices and edges.
A graphG = (V, E) is called a threshold graph if there exist nonnegative real numberswv, v ∈ V (the
vertex-weights) and a real number t (the threshold) such that for any subset U of V, U is a stable set if
and only if
∑
v∈U wv  t.
If α = (a1, . . . , ar) and β = (b1, . . . , bs) are two (ﬁnite) sequences of real numbers, then we say α
majorizes β if
∑k
i=1 a
↓
i

∑k
i=1 b
↓
i for k = 1, . . . ,min{r, s} and
∑r
i=1 ai =
∑s
i=1 bi, where a
↓
1 , . . . , a
↓
r is
a rearrangement of a1, . . . , ar in nonincreasing order.
Following Merris [17], we call a graph (degree) maximal if it is connected and its degree sequence
is not majorized by that of other connected graph.
It can be shown that a connected graph is maximal if and only if it is threshold; a threshold graph
that is not connected must be the (disjoint) union of a maximal graph and a null (i.e. edgeless) graph.
There are many known equivalent conditions for a graph G to be threshold (see [15] or [18]). One
equivalent condition is that the vicinal pre-order of G is total.
If G is a maximal graph, then the total pre-orderG on V(G) induces in a natural way a total partial
order on the quotient set V(G)/ ∼G . Let V1, . . . , Vr denote the neighborhood equivalence classes of
G, arranged in strict ascending order with respect to the total partial order. It can be shown that,
in this case, for any i, j ∈ 〈r〉, there are edge(s) between Vi and Vj if and only if i + j r + 1. So the
structure of a maximal graph G – that is, how the edges link the various neighborhood equivalence
classes, and whether an equivalence class is a clique or a stable set – is completely determined (up to
isomorphism) once the cardinalities of the neighborhood equivalence classes are speciﬁed. In [23] the
symbol C(n1, . . . , nr) is introduced to denote amaximal graphwith neighborhood equivalence classes
V1, . . . , Vr , arranged in strict ascending order with respect to the total partial order induced by the
vicinal pre-order of the graph, such that the cardinality of Vi is ni for i = 1, . . . , r. Here n1, . . . , nr can
be any positive integers except that we need to require n
 r2  2. (For a fuller discussion, we refer the
reader to [23, Sections 3 and 4].)
Hereafter, for the maximal graph C(n1, . . . , nr), we will use V1, . . . , Vr to denote its neighborhood
equivalence classes, with the same meaning as mentioned above. Note that for each i ∈ 〈r〉, Vi is a
clique if and only if i
⌈
r+1
2
⌉
. Moreover, Vr is composed of the dominating vertices, i.e., vertices that
are adjacent to every other vertex of the graph. Unless speciﬁed otherwise, we also use δi to denote the
common degree of the vertices in Vi for i = 1, . . . , r. Making use of the structure of a maximal graph,
one can express the δi’s in terms of the ni’s in the following way:
δi =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
r∑
j=r+1−i
nj for 1 i
⌊
r
2
⌋
r∑
j=r+1−i
nj − 1 for
⌊
r
2
⌋
< i r
. (2.2)
Conversely, the ni’s can also be expressed in terms of the δi’s as follows:
ni = δr+1−i − δr−i for i = 1, . . . , r, i /=
⌈
r
2
⌉
and n
 r2 = δ⌈ r+12
⌉ − δ r2 + 1, (2.3)
where δ0 is taken to be 0.
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By relations (2.2) and (2.3) and the fact that ni  1 for each i and n
 r2  2, one readily shows that
δi  i for i = 1, . . . , r − 1. (2.4)
(Of course, δr = dmax(G) = n − 1, where dmax(G) denotes the largest degree of a vertex in G.)
The maximal graph C(n1, . . . , nr) clearly has n1 + · · · + nr vertices. Since the sum of degrees of a
graph is equal to twice of its number of edges, C(n1, . . . , nr) has altogether
1
2
∑r
i=1 niδi edges. Often
it is more convenient to express the number of edges of C(n1, . . . , nr) in another way as follows. We
count, for each j =
⌈
r+1
2
⌉
, the number of edges between Vj and Vi for i j and then take the sum. This
gives
|E(C(n1, . . . , nr))| =
r∑
j=
⌈
r+1
2
⌉
⎡
⎣nj j−1∑
i=r+1−j
ni +
(
nj
2
)⎤⎦ .
For vertex-disjoint graphsG, H,weuseG ∪ H todenote their (disjoint)union. For suchpair of graphs,
their join, G ∨ H, is the graph obtained from G ∪ H by joining each vertex of G to every vertex of H.
If G is a graph on n vertices, we denote by Gc the complement of G (in the complete graph Kn). So
a null graph of order n can be written as Kcn . For convenience, we use K0 or K
c
0 to stand for the empty
graph (i.e., one without vertices or edges) and adopt the convention G ∪ K0 = G and G ∨ K0 = G.
The following known result is fundamental to this topic (see, [9, Theorems 6.3 and 6.3′] or [23,
Theorem 5.4]; for an extension of the result, see [6]):
Lemma 2.2. Every graph thatmaximizes the signless Laplacian spectral radius over all graphs (respectively,
connected graphs) with given numbers of vertices and edges is a threshold graph (respectively, maximal
graph).
3. Effects of edge replacement on the signless Laplacian spectral radius
Thequestionofwhich single edges canbe added toor deleted fromagiven threshold graph toobtain
another threshold graph has occurred to Peled and Srinivasan [20] in their study of the polytope of
degree sequences. They give the answer in terms of the concept of split partition. Fan [11,12] in his
study of spectral integral variations of the Laplacian matrix has also treated the question of when the
addition of an edge to a maximal graph does not affect the maximality of the graph, and gave the
answer in terms of the degree sequence of the underlying graph. In [23, Section 7] the same question
has been reconsidered in the light of the structure theorem for a maximal graph.
In this section we will answer the following question: If G is a maximal graph, u, v is a pair of
adjacent vertices, and p, q is a pair of nonadjacent vertices of G (or p is a vertex of G and q is a new
vertex), when is the graph G − uv + pq maximal? And when there exist such pairs u, v and p, q such
that G − uv + pq is a maximal graph that satisﬁes ρ(Q(G − uv + pq)) > ρ(Q(G))?
We ﬁnd it convenient to introduce some new terms.
Let G be a threshold graph with neighborhood equivalence classes V0, V1, . . . , Vr , where V0 (which
is possibly empty) denotes the class consisting of the isolated vertices of G and Vi denotes the class
consisting of verticeswith commondegree δi, δr > · · · > δ1 being the distinct positive vertex-degrees
of G. A pair of adjacent vertices u, v of G is said to form a complementary pair of adjacent vertices if there
exists i, 1 i r such that u ∈ Vi and v ∈ Vr+1−i. A pair of nonadjacent (distinct) vertices u, v is said
to form a complementary pair of nonadjacent vertices if there exists i, 0 i r such that u ∈ Vi and
v ∈ Vr−i.
As an illustration of these newly introduced concepts, consider amaximal graph G and a null graph
Kcp whose vertex set is disjoint from that of G. Take a dominating vertex x of G and any vertex y of K
c
p .
Then x, y form a complementary pair of nonadjacent vertices of the threshold graph G ∪ Kcp . If Kq is a
complete graph whose vertex set is disjoint from that of the latter threshold graph, then x, y still form
a complementary pair of nonadjacent vertices of the maximal graph (G ∪ Kcp) ∨ Kq.
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By [23, Theorems 7.2 and 7.3] we have the following:
Remark 3.1. For a pair of distinct nonadjacent vertices u, v of a threshold (respectively, maximal)
graph G, G + uv is threshold (respectively, maximal) if and only if u, v form a complementary pair of
nonadjacent vertices.
Lemma 3.2. Let G be a threshold graph. If u, v form a complementary pair of nonadjacent vertices of G,
then u, v also form a complementary pair of nonadjacent vertices of the maximal graph (G ∪ Kcp) ∨ Kq,
where p, q are any positive integers.
Proof. First, consider the case when p, q are both positive integer. Let V0, . . . , Vr denote the neigh-
borhood equivalence classes of the threshold graph G (with the usual meaning). Then (G ∪ Kcp) ∨ Kq
is a maximal graph with r + 2 neighborhood equivalence classes V ′1, . . . , V ′r+2 given by: V ′1 = V0 ∪
V(Kp), V
′
i = Vi−1 for i = 2, . . . , r + 1 and V ′r+2 = V(Kp). Let u, v be a complementary pair of non-
adjacent vertices of G. We have u ∈ Vi and y ∈ Vj for some i, j, 0 i, j r. But Vi ⊆ V ′i+1, Vj ⊆ V ′j+1
and (i + 1) + (j + 1) = r + 2, so x, y also form a complementary pair of nonadjacent vertices of
(G ∪ Kcp) ∨ Kq. 
In fact, Lemma 3.2 still holds when p or q (or both) equals 0. (Recall that by convention K0 and K
c
0
both stand for the null graph.)
Lemma 3.3. Let G be a maximal graph and let V1, . . . , Vr(r  2) be the neighborhood equivalence classes
of G. Let u ∈ Vr and v ∈ V1. Then:
(i) G − uv is a maximal graph if |Vr | 2 and is a threshold graph if |Vr | = 1.
(ii) If |Vr | 2, then the dominating vertices of V other than u remain dominating vertices in G − uv.
(iii) If x, y form a complementary pair of nonadjacent vertices of G and if neither of them equals v, then
x, y also form a complementary pair of nonadjacent vertices of G − uv.
Proof. Let G be the maximal graph C(n1, . . . , nr). As can be readily checked, we have
G − uv =
⎧⎪⎪⎨
⎪⎪⎩
C(1, n1 − 1, n2, . . . , nr−1, 1, nr − 1) if nr  2 and n1  2,
C(n1, n2, . . . , nr−1 + 1, nr − 1) if nr  2 and n1 = 1,
C(n1 − 1, n2, . . . , nr−1, nr) ∪ K1 if nr = 1 and n1  2,
C(n2, n3, . . . , nr−2, nr−1 + 1) ∪ K1 if nr = 1 and n1 = 1.
So it is clear that (i) holds. To establish (ii) and (iii), we have to examine closely the neighborhood
equivalence classes of G − uv. In below we treat the most general case when nr  2 and n1  2, the
argument for the other cases being similar. In this case, the maximal graph G − uv has r + 2 neigh-
borhood equivalence classes, say, V ′1, V ′2, . . . , V ′r+2, arranged in strict ascending order with respect to
the total partial order induced by the vicinal pre-order of G. Then we have
V ′r+2 = Vr \ {u}, V ′r+1 = {u}, V ′j = Vj−1 for j = 3, . . . , r, V ′2 = V1 \ {v} and V ′1 = {v}.
Since V ′r+2 = Vr \ {u}, (ii) clearly follows. Let x, y be a complementary pair of nonadjacent vertices of
G, both different from v; say, x ∈ Vr−i, y ∈ Vi, r − i i( 1). Clearly, x /∈ Vr , so r − 1 r − i and we
have x ∈ V ′r−i+1. Similarly, we also have y ∈ V ′i+1. But (r − i + 1) + (i + 1) = r + 2, so x, y form a
complementary pair of nonadjacent vertices of G − uv. 
It is straightforward to show the following:
Remark 3.4. Let G, H be vertex-disjoint graphs.
(i) For any pair of adjacent vertices u, v of G, we have
(G ∪ H) − uv = (G − uv) ∪ H and (G ∨ H) − uv = (G − uv) ∨ H.
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(ii) For any pair of nonadjacent vertices p, q of G, we have
(G ∪ H) + pq = (G + pq) ∪ H and (G ∨ H) + pq = (G + pq) ∨ H.
Let G be a threshold graph and let u, v be a complementary pair of adjacent vertices of G (so that
G − uv is still a threshold graph). It is straightforward to verify that if x, y form a complementary pair
of nonadjacent vertices of G and x, y are both different from u, v, then x, y also form a complementary
pair of nonadjacent vertices of G − uv.
By an alternating 4-cycle of a graphGwemean a conﬁguration consisting of distinct vertices a, b, c, d
of G such that ab, cd ∈ E(G) and ac, bd /∈ E(G). One characterization of a threshold graph, which we
are going to make use of, is that the graph does not have an alternating 4-cycle.
Lemma 3.5. Let G be a maximal graph with r neighborhood equivalence classes. Let uv be an edge of G.
Then G − uv is a maximal graph if and only if one of the following holds:
(a) r = 1 and G /= K1, K2.
(b) r  2, one of the vertices u, v is a dominating vertex and the other is a vertex of least degree, and G
has two or more dominating vertices.
(c) r > 2, none of the vertices u, v is a dominating vertex and u, v form a complementary pair of adjacent
vertices.
When the equivalent conditions are satisﬁed, every complementary pair of nonadjacent vertices of G,
which is composed of vertices different from u, v, forms a complementary pair of nonadjacent vertices of
G − uv.
Proof. Let V1, . . . , Vr denote the neighborhood equivalence classes of G with the usual meaning.
“Only if” part: Suppose thatG − uv is amaximal graph. If r = 1, it is clear thatG /= K1, K2. Hereafter,
assume that r  2. If one of the vertices u, v is a dominating vertex and the other is a vertex of least
degree, then by Lemma 3.3 G has two or more dominating vertices. So suppose that u, v do not form
a complementary pair of adjacent vertices. Then there exist i, j ∈ 〈r〉 with i + j > r + 1 such that
u ∈ Vi and v ∈ Vj . Take any vertex x ∈ Vr+1−i and y ∈ Vi−1. Since (i − 1) + j r + 1, vy is an edge of
G and hence also an edge of G − uv. Clearly, ux ∈ E(G − uv) and uv /∈ E(G − uv). On the other hand,
we also have yx /∈ E(G − uv) as (i − 1) + (r + 1 − i) = r < r + 1. So the graph G − uv contains an
alternating 4-cycle consisting of the vertices u, x, v, y and hence is not a maximal graph.
“If” part and the last part: If r = 1 andG /= K1, K2 thenG = Kn for some n 3, inwhich caseG − uv
is the maximal graph C(2, n − 2). (In this case G does not have a pair of nonadjacent vertices. So we
need not consider the last part of the lemma.) If condition (b) is satisﬁed, then by Lemma 3.3 G − uv
is a maximal graph and the last part of this lemma also follows.
Now we treat the remaining condition (c). Suppose that we have u ∈ Vi, v ∈ Vj and i j. Clearly
j 2. Let G = C(n1, . . . , nr). Consider the chain of maximal graphs C(nj−t , . . . , ni+t), t = 0, . . . , j − 1,
which begins with C(nj, . . . , ni) and ends with G. Note that for t = 1, . . . , j − 1, we have
C(nj−t , . . . , ni+t) =
(
C(nj−t+1, . . . , ni+t−1) ∪ Kcnj−t
)
∨ Kni+t .
By Remark 3.4, for t in such range we also have
C(nj−t , . . . , ni+t) − uv =
(
(C(nj−t+1, . . . , ni+t−1) − uv) ∪ Kcnj−t
)
∨ Kni+t .
Since u is a dominating vertex and v is a vertexwith least degree in themaximal graph C(nj, . . . , ni), by
Lemma3.3C(nj, . . . , ni) − uv is a thresholdgraph. (If i = j = r+12 withodd r, thenC(nj, nj+1, . . . , ni) −
uv becomes Kn r+1
2
− uv, which is still a threshold graph.) It is clear that if we form a new graph from
a threshold graph by ﬁrst taking union with a null graph and then taking join with a complete graph
then the resulting graph is amaximal graph. So C(nj−1, . . . , ni+1) − uv is amaximal graph. Proceeding
in this way, we can conclude that G − uv is a maximal graph.
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It remains to show that every complementary pair of nonadjacent vertices of G, which is composed
of vertices different from u, v, is also a complementary pair of nonadjacent vertices of G − uv. Let
x, y be a complementary pair of nonadjacent vertices of G such that x, y are both different from
u, v; say, x ∈ Vp, y ∈ Vr−p with p r − p. First, consider the case when p < i. Then x, y are both
vertices of C(nj, . . . , ni) and form a complementary pair of nonadjacent vertices of C(nj, . . . , ni).
By Lemma 3.3 x, y also form a complementary pair of nonadjacent vertices of C(nj, . . . , ni) − uv.
Since C(nj−1, . . . , ni+1) − uv = ((C(nj, . . . , ni) − uv) ∪ Kcnj−1) ∨ Kni+1 , by Lemma 3.2 x, y also form
a complementary pair of nonadjacent vertices of C(nj−1, . . . , ni+1) − uv. Proceeding in this way, we
can conclude that x, y form a complementary pair of nonadjacent vertices of G − uv.
Nowsupposep = i. Sincex /= u,wehave |Vi| 2, andby the lastpartof Lemma3.3,x is adominating
vertex of C(nj, . . . , ni) − uv. Since y belongs to Vj−1 (as r − p = j − 1) and C(nj−1, . . . , ni+1) − uv can
be formed from C(nj, . . . , ni) − uv by ﬁrst taking union with Kcnj−1 and then taking join with Ki+1, it is
clear that x, y form a complementary pair of nonadjacent vertices of C(nj−1, . . . , ni+1) − uv. Applying
Lemma 3.2 repeatedly, we can conclude that x, y also form a complementary pair of nonadjacent
vertices of G − uv.
It remains to consider the case when p > i. As before, C(nj, . . . , ni) − uv is a threshold graph, but
C(nj−t , . . . , ni+t) − uv is a maximal graph for t = 1, . . . , r − i. In particular, if we take t = p − i, then
since j − t = (r + 1 − i) − (p − i) = r + 1 − p, we ﬁnd that C(nr+1−p, . . . , np) − uv is a maximal
graph. Since x ∈ Vp, x is a dominating vertex of the lattermaximal graph. AsC(nr−p, . . . , np+1) − uv =
((C(nr+1−p, . . . , np) − uv) ∪ Kcnr−p) ∨ Knp+1 and y ∈ Vr−p, it follows that x, y form a complemen-
tary pair of nonadjacent vertices of C(nr−p, . . . , np+1) − uv. Applying Lemma 3.2 repeatedly, we can
conclude that x, y also form a complementary pair of nonadjacent vertices of G − uv. The proof is
complete. 
Theorem 3.6. Let G be a maximal graph with n vertices and r neighborhood equivalence classes V1, . . . ,
Vr , r  2. Let δr > δr−1 > · · · > δ1 be the distinct vertex degrees of G. Let i be an index less than or equal
to
⌈
r
2
⌉
. Suppose that i 2 and δi + δr+1−i  n + 1 or i = 1 and G has precisely two dominating vertices.
Let u ∈ Vr+1−i, v ∈ Vi, p ∈ Vr and with p /= u in case i = 1, and let q be a new vertex. Let H be the graph
obtained from G by deleting the edge uv and adding the edge pq, i.e., H = G − uv + pq. Then H is a
maximal graph and ρ(Q(G)) < ρ(Q(H)).
Proof. First, inviewofLemma3.5
(
usingcondition (b)when i = 1andcondition (c)when2 i
⌈
r
2
⌉ )
,
G − uv is amaximal graph. Now p, q form a complementary pair of nonadjacent vertices of the thresh-
old graph obtained from G by adding the isolated vertex q and they still form a complementary pair
of nonadjacent vertices of the threshold graph obtained from G − uv by adding the isolated vertex q.
In view of Remark 3.1 G − uv + pq, i.e., H, is a connected threshold and hence a maximal graph.
Let x be the Perron vector of Q(G) and let y = M(G)T x. It is known that y is the Perron vector of
A(LG) (see, for instance, [9, the beginning of Section 4]). Index the components of x by the vertices of
G, i.e., let xu denote the component xi of x if u stands for the vertex vi of G. Also, index the components
of y by the edges of G. Then we have ye = xu + xv if e is the edge uv.
Our strategy is to show that yTA(LH)y − yTA(LG)y > 0. Once this is proved, the desired inequality
ρ(Q(G)) < ρ(Q(H)) will follow, as ρ(Q(G)) = ρ(A(LG)) + 2 and we have
ρ(A(LH)) zTA(LH)z > zTA(LG)z = ρ(A(LG)),
whereweuse z to denote theunit Perron vector
y
‖y‖ ofG. (But ifweobtain only y
TA(LH)y − yTA(LG)y =
0, then we have to play with the eigenvector equations of A(LG) and A(LH).)
Using the deﬁnition of the adjacencymatrix, we have yTA(LG)y = 2∑ yeyf , where the sum is taken
over all pairs of incident edges e, f of G. A similar expression also holds for yTA(LH)y. In evaluating
yTA(LH)y we index the components of y by the vertices of LH . The components of y corresponding to
vertices of LH other than pq take the same values as before, but the component yuv is now associated
with the vertex pq (instead of uv). Since H is obtained from G by replacing the edge uv by the edge pq,
we have
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yTA(LH)y − yTA(LG)y = 2yuv
⎡
⎢⎣ ∑
e∈NLH (pq)
ye −
∑
e∈NLG (uv)
ye
⎤
⎥⎦ . (3.1)
We divide our discussion into three cases according to i = 1 (with |Vr | = 2), 1 < i < r+12 , or i = r+12
(with r odd).
For j = 1, . . . , r, denote |Vj| by nj . It is known that if u, v belong to the same neighborhood equiv-
alence class of G then the corresponding components xu, xv of the Perron vector x are the same (see
[23, Lemma 3.2(ii)]). Let ξi be the common value of xu for u ∈ Vi. Denote the vector (ξ1, . . . , ξr)T by ξ
and ρ(Q(G)) by ρ . Then the eigenvector equation Q(G)x = ρx can be rewritten as (Δ + B)ξ = ρξ ,
i.e., ξ is the Perron vector of Δ + B.
Case 1: i = 1 (with |Vr | = 2). Since q is a pendant vertex and p is a dominating vertex of H, we have∑
e∈NLH (pq)
ye =
∑
w∈V(G)\{p}
ypw =
∑
w∈V(G)\{p,u,v}
(xp + xw).
On the other hand, we also have∑
e∈NLG (uv)
ye =
∑
w∈V(G)\{u,v}
(xu + xw) + (xp + xv)
noting that pv is the only edge of G that is incidentwith uv at v. As xp = xu, it follows that the right side
of (3.1) is equal to 0. Hence zTA(LH)z − zTA(LG)z = 0where z = y‖y‖ is the unit Perron vector of A(LG).
Thenwehaveρ(A(LG)) = zTA(LG)z = zTA(LH)z  ρ(A(LH)). If the latter inequality is an equality, then
z is also the unit Perron vector of A(LH). So we have (A(LG) − A(LH))y = 0. To carry out calculations,
we denote the edges of G as e1, . . . , em with em = uv, and denote the edges of H in the same way,
except that em stands for the edge pq. With respect to such ordering of edges, we have
A(LG) − A(LH) =
⎡
⎢⎢⎣ 0 a
aT 0
⎤
⎥⎥⎦ ,
where a = (a1, . . . , am−1)T is given by
as =
⎧⎨
⎩
1 if es = uw, w /= p, v,−1 if es = pw, w /= u, v,
0 otherwise.
Since r  2, Gmust contain a vertex different from u, v, p. So the vector a is nonzero. On the other hand,
from the relation (A(LG) − A(LH))y = 0 we obtain ym−1a = 0 and hence a = 0 as ym−1 > 0. So we
arrive at a contradiction. This shows that we must have ρ(A(LG)) < ρ(A(LH)) and hence ρ(Q(G)) <
ρ(Q(H)).
Case 2: 1 < i < r+1
2
. For convenience, we denote r + 1 − i by j. In this case, we have∑
e∈NLH (pq)
ye =
∑
w∈V(G)\{p}
ypw =
∑
w∈V(G)\{p}
(xp + xw) = (n − 2)ξr +
∑
w∈V(G)
xw
and ∑
e∈NLG(uv)
ye =
∑
w∈∪rk=iVk\{u,v}
yuw +
∑
w∈∪rk=jVk\{u}
yvw
=
⎛
⎝ r∑
k=i
nk − 4
⎞
⎠ xu + ∑
w∈∪rk=iVk
xw +
⎛
⎝ r∑
k=j
nk − 2
⎞
⎠ xv + ∑
w∈∪rk=jVk
xw.
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Thus, ∑
e∈NLH (pq)
ye −
∑
e∈NLG (uv)
ye
= (n − 2)ξr +
∑
w∈∪i−1k=1Vk
xw −
∑
w∈∪rk=jVk
xw −
⎛
⎝ r∑
k=i
nk − 4
⎞
⎠ ξj −
⎛
⎝ r∑
k=j
nk − 2
⎞
⎠ ξi
= (n − 2)ξr +
i−1∑
k=1
nkξk −
r∑
k=j
nkξk − (δj − 3)ξj − (δi − 2)ξi = zTξ ,
where
z = (n1, . . . , ni−1,− (δi − 2)↑
ith
, 0, . . . , 0,− (δj + nj − 3)
↑
jth
,−nj+1, . . . ,−nr−1, n − nr − 2↑
rth
)T .
By a well-known lower bound for the signless Laplacian spectral radius (see, for instance, [14, Lemma
B]),ρ  dmax(G) + 1; sowehaveρ − δj > 0. Since zT (B + Δ − δjI)ξ = (ρ − δj)zTξ , to prove that the
right sideof (3.1) is positive, it sufﬁces to showthat zT (B + Δ − δjI)ξ is positive. The latter quantity can
be computed by considering the sum
∑r
k=1[zT (B + Δ − δjI)]kξk . Making use of the known relations
between the ni’s and δi’s (see (2.2) and (2.3)),we evaluate the components [zT (B + Δ − δjI)]k by treat-
ing separately the cases k = r, k = j + 1, . . . , r − 1, k = j, k = i + 1, . . . , j − 1, k = i, k = 2, . . . , i −
1 and k = 1. After some tedious calculations the above expression becomes
[2nr(n + 1 − δj − δi) + (n − nr − 2)(n − δj − 2)]ξr + (n + 4 − δj − 2δi)
r−1∑
k=j+1
nkξk
+[nj(n + 4 − δj − 2δi) + (δj − 3)]ξj + (n + 1 − δj − δi)
j−1∑
k=i+1
nkξk
+[ni(n + 1 − δj − δi) + (δi − 2)(δj − δi)]ξi + (n − 2 − δj)
i−1∑
k=1
nkξk.
We claim that the above expression is positive. Once this is established, by (3.1) it will follow that
yTA(LH)y − yTA(LG)y > 0, as desired.
Note that by our hypothesis, δj + δi  n + 1 (recalling that j = r + 1 − i). Also, we have n − 1 =
δr > δj > δi > δ1 = nr  1 which implies δi  2, δj  3, n − nr − 2 > 0 and n − 2 − δj  0.
If δj + 2δi  n + 3, then clearly the said expression is positive. If δj + 2δi = n + 4, then the said
expression is also positive because then we must have either n + 1 > δi + δj or δj > 3 (as δj = 3,
together with the inequalities δj > δi > δ1  1, implies δi = 2).
If δj + 2δi > n + 4, then δi > n + 4 − δi − δj  3 and so δj > 3. In this case, we canwrite the said
expression as the sum of
[2nr(n + 1 − δj − δi) + (n − nr − 2)(n − 2 − δj)]ξr + (n + 4 − δj − 2δi)
r−1∑
k=j
nkξk
and some nonnegative terms. A little calculation yields
2nr(n + 1 − δj − δi) + (n − nr − 2)(n − 2 − δj) + (n + 4 − δj − 2δi)
r−1∑
k=j
nk
= (n + 1 − δj − δi)(n − 2 + δi) + (δi − 3)(n − 2 − δi) > 0.
Since ξr > ξk for k = j, . . . , r − 1, we have
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[2nr(n + 1 − δj − δi) + (n − nr − 2)(n − 2 − δj)]ξr +
r−1∑
k=j
nk(n + 4 − δj − 2δi)ξk > 0
and so the said expression is positive.
Case 3: i = r+1
2
(with r odd). In this case,
∑
e∈NLH (pq) ye −
∑
e∈NLG (uv) ye is equal to
∑
w∈V(G)\{p}
(xp + xw) −
⎡
⎢⎣ ∑
w∈∪rk=iVk\{u,v}
(xu + xw) +
∑
w∈∪rk=iVk\{u,v}
(xv + xw)
⎤
⎥⎦ ,
or ⎡
⎣(n − 2)ξr + ∑
w∈V(G)
xw
⎤
⎦− 2
⎡
⎣
⎛
⎝ r∑
k=i
nk − 4
⎞
⎠ ξi + r∑
k=i
nkξk
⎤
⎦
and after some calculations it becomes zTξ , where
z = (n1, . . . , ni−1,−(2δi + ni − 6),−ni+1, . . . ,−nr−1, n − nr − 2)T .
As for Case 2, we ﬁnd zTξ by looking at zT (B + Δ − δiI)ξ and calculate the latter by considering the
sum
∑r
k=1[zT (B + Δ − ξiI)]kξk . After some tedious calculations, the latter quantity becomes
[2nr(n + 1 − 2δi) + (n − nr − 2)(n − 2 − δi)]ξr +
r−1∑
k=i+1
nk(n + 4 − 3δi)ξk
+[ni(n + 4 − 3δi) + 2(δi − 3)]ξi +
i−1∑
k=1
nk(n − 2 − δi).
Since i = r+1
2
, by our hypothesis, n + 1 δi + δr+1−i = 2δi. Note that n − nr − 2 > 0 as r is an odd
integer at least 3, n = ∑rk=1 nk, nk  1 for each k and n
 r2  2. Moreover, we also have δi  n − 2 and
ni  2.
First, consider the case when 3δi  n + 4. We can write the above expression as the sum of (n +
4 − 3δi)∑r−1k=i nkξk + (2δi − 6)ξi and some nonnegative terms. Now
(n + 4 − 3δi)
r−1∑
k=i
nkξk + (2δi − 6)ξi  [(n + 4 − 3δi)ni + 2δi − 6] ξi
= [(ni − 1)(n + 4 − 3δi) + (n − 2 − δi)] ξi  0
and we have
(n + 4 − 3δi)
r−1∑
k=i
nkξk + (2δi − 6)ξi = 0
only if
n + 4 − 3δi = 0 and 2δi − 6 = 0.
The latter conditions imply that δi = 3 and n = 5. Since r is an odd integer at least 3, we must have
r = 3 and i = 2. Hence we have G = C(1, 2, 2) or C(1, 3, 1). The preceding argument, in fact, shows
that when 3δi  n + 4, the said expression is always positive except possibly when G = C(1, 2, 2) or
C(1, 3, 1). (One can check thatwhenG is equal to one of these twomaximal graphs, the said expression
is equal to zero, but we do not need this in our subsequent argument.)
It is known that for n 5 there are precisely two tricyclic maximal graphs of order n and they have
equal signless Laplacian spectral radius (see [23, Lemma 5.6 and the preceding discussion]). For n = 5,
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the saidpair ofmaximal graphs areC(1, 3, 1) andC(3, 2). NowC(3, 2) is amaximal graphwithprecisely
two dominating vertices and C(2, 2, 1, 1) is the maximal graph obtained from C(3, 2) by deleting an
edge joining one dominating vertex to a vertex of least degree and adding one edge joining the other
dominating vertex to a new vertex, by the already proved Case 1, ρ(Q(C(3, 2))) < ρ(Q(C(2, 2, 1, 1))).
So we have ρ(Q(C(1, 3, 1))) < ρ(Q(C(2, 2, 1, 1))), and this is what we want, because C(2, 2, 1, 1) is
also equal to the maximal graph obtained from C(1, 3, 1) by deleting an edge joining a pair of vertices
belonging to the middle neighborhood equivalence class and adding an edge joining the dominating
vertex to a new vertex.
We are also required to establish the inequality ρ(Q(C(1, 2, 2))) < ρ(Q(C(1, 3, 1, 1))). For the
purpose, we compare their reduced signless Laplacian spectral radii. By deﬁnition, we have
(Δ + B)(C(1, 2, 2)) =
⎡
⎣2 0 20 4 2
1 2 5
⎤
⎦ and (Δ + B)(C(1, 3, 1, 1)) =
⎡
⎢⎢⎣
1 0 0 1
0 2 1 1
0 3 4 1
1 3 1 5
⎤
⎥⎥⎦ .
After some calculations we obtain
qC(1,2,2)(x) = x3 − 11x2 + 32x − 24,
qC(1,3,1,1)(x) = x4 − 12x3 + 41x2 − 42x + 12
and
qC(1,3,1,1)(x) = (x − 1)qC(1,2,2)(x) − 2(x − 1)(x − 6).
Denote ρ(Q(C(1, 2, 2))) by ρ . Since qC(1,2,2)(6) = −12 < 0, ρ > 6. So we have
qC(1,3,1,1)(ρ) = −2(ρ − 6)(ρ − 1) < 0
and hence ρ(Q(C(1, 2, 2))) < ρ(Q(C(1, 3, 1, 1))).
It remains to treat the case when 3δi > n + 4. Then n+43 < δi  n+12 , which implies n > 5 and
hence δi >
n+4
3
> 3. So the said expression is greater than ξi times the following quantity
2nr(n + 1 − 2δi) + (n − nr − 2)(n − 2 − δi) + (n + 4 − 3δi)
r−1∑
k=i
nk.
Making use of the relation
∑r
k=i nk = δi + 1 (as i = r+12 ), after some calculations, one can show that
the latter quantity is equal to
(n + 1 − 2δi)(n + δi) + (δi − 4)(n − 2 − δi),
which is clearlynonnegative. So in this case thesaidexpression isalsopositive. Theproof is complete. 
One may ask whether it is possible to extend Theorem 3.6 somehow to cover the case r = 1.
More speciﬁcally, if u, v, p are distinct vertices of Kn, is it true that ρ(Q(Kn)) < ρ(Q(Kn − uv + pq)),
where q is a new vertex? For n = 3, the answer to the latter question is in the negative, because
K3 − uv + pq = K1,3 and it is known that ρ(Q(K3)) = ρ(Q(K1,3)). For n 4, the answer is also in the
negative. In fact, the inequality goes the other way.
Remark 3.7. For every positive integer n 4, ρ(Q(Kn)) > ρ(Q(C(1, 2, n − 3, 1))).
Proof. By deﬁnition
(Δ + B)(C(1, 2, n − 3, 1)) =
⎡
⎢⎢⎣
1 0 0 1
0 n − 2 n − 3 1
0 2 2n − 5 1
1 2 n − 3 n
⎤
⎥⎥⎦ .
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A straightforward calculation yields
qC(1,2,n−3,1)(x)=(x − 2n + 2)[x3 − (2n − 4)x2 + (n2 − 3n + 1)x − (n2 − 9n + 18)]
+ 6n2 − 22n + 12.
Hence we have qC(1,2,n−3,1)(2n − 2) = 6n2 − 22n + 12 > 0 for n 4. Since qC(1,2,n−3,1)(x) is positive
for x sufﬁciently large, if qC(1,2,n−3,1)(x) has a root greater than 2n − 2, then (countingmultiplicities) it
must have at least two such roots and the sum of such roots is greater than 4n − 4, which contradicts
the fact that (Δ + B)(C(1, 2, n − 3, 1)) is a positive deﬁnite matrix with trace equal to 4n − 6. So
qC(1,2,n−3,1)(x) cannot have a root greater than 2n − 2. This proves that ρ(Q(C(1, 2, n − 3, 1))) <
2n − 2 = ρ(Q(Kn)). 
Lemma 3.8. Let G be a maximal graph with at least two neighborhood equivalence classes. Let u, v be a
complementary pair of adjacent vertices, and let p, q be a complementary pair of nonadjacent vertices, each
different from u, v. Assume that G has two or more dominating vertices if u or v is a dominating vertex.
Then G − uv + pq is a maximal graph.
Proof. By Lemma 3.5, G − uv is a maximal graph and p, q form a complementary pair of nonadjacent
vertices of G − uv. By Remark 3.4 it follows that G − uv + pq is a maximal graph. 
Theorem 3.9. Let G be amaximal graphwith r neighborhood equivalence classes. Let δr > δr−1 > · · · >
δ1 be the distinct vertex degrees of G. If there exist positive integers i, l with l + 2 i
⌈
r
2
⌉
such that
δi + δr+1−i  δl + δr−l + 1, thenρ(Q(G)) < ρ(Q(H)) for somemaximal graphHwith the samenumber
of vertices and edges as G.
Proof. For convenience, denote r + 1 − i by j. Take u ∈ Vj, v ∈ Vi, p ∈ Vr−l and q ∈ Vl . By Lemma 3.8,
H := G − uv + pq is amaximal graph.We are going to show thatρ(Q(G)) < ρ(Q(H)). The argument
is similar to that used in the proof for Theorem3.6, but the calculation ismore involved. Let x, y, ξk(k =
1, . . . , r), ξ and ρ have the same meanings as in the proof of Theorem 3.6. Then
yTA(LH)y − yTA(LG)y = 2yuv
⎡
⎢⎣ ∑
e∈NLH (pq)
ye −
∑
e∈NLG (uv)
ye
⎤
⎥⎦ . (3.2)
We ﬁrst deal with the case when r+1
2
> i. We have∑
e∈NLH (pq)
ye =
∑
w∈NH(p)\{q}
(xp + xw) +
∑
w∈NH(q)\{p}
(xq + xw)
= (δr−l − 1)ξr−l +
r∑
k=l+1
nkξk + δlξl +
r∑
k=r+1−l
nkξk
and a similar expression for
∑
e∈NLG (uv) ye. After some calculations, we ﬁnd that
∑
e∈NLH (pq) ye −∑
e∈NLG (uv) ye is equal to the following expression
(δr−l − nr−l − 1)ξr−l +
i−1∑
k=l+1
nkξk + δlξl − (δj + nj − 3)ξj − (δi − 2)ξi −
r−l−1∑
k=j+1
nkξk.
Since j = r + 1 − i > i l + 2 3, by (2.4) we have δi  i > 2 and δj + nj − 3 > 0. As ξr−l > ξk for
k r − l − 1, the above expression is not less than ξr−l times (δr−l − nr−l − 1) − (δj + nj − 3) −
(δi − 2) −∑r−l−1k=j+1 nk . The latterquantity is, in turn, equal toδr−l + δl − δj − 2δi + 4.So∑e∈NLH (pq) ye−∑e∈NLG (uv) ye is positive whenever δr−l + δl − δj − 2δi + 4 0. Hereafter, we assume that δj +
2δi  δr−l + δl + 5.
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Let z ∈ Rr denote the vector
(0, . . . , 0, δl↑
lth
, nl+1, . . . , ni−1
↑
(i−1)th
,−(δi − 2), 0, . . . , 0,− (δj + nj − 3)
↑
jth
,
−nj+1, . . . ,−nr−l−1, δr−l − nr−l − 1
↑
(r−l)th
, 0, . . . , 0↑
rth
)T .
Then
∑
e∈NLH (pq) ye −
∑
e∈NLG (uv) ye = zTξ . Since (ρ − δj)zTξ = zT (B + Δ − δjI)ξ and ρ − δj > 0, it
sufﬁces to show that zT (B + Δ − δjI)ξ is positive. After some tedious calculations, we ﬁnd that the
latter quantity is equal to
∑r
k=l ckξk , where
ck =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2nk(δr−l + δl − δj − δi + 2) k = r − l + 1, . . . , r,
2nr−l(δr−l + δl − δj − δi + 2)+(δr−l − nr−l − 1)(δr−l − δj − 1) − nr−lδl k = r − l,
nk(δr−l + δl − δj − 2δi + 5) k = j + 1, . . . , r − l − 1,
nj(δr−l + δl − δj − 2δi + 5) + (δj − 3) k = j,
nk(δr−l + δl − δj − δi + 2) k = i + 1, . . . , j − 1,
ni(δr−l + δl − δj − δi + 2) + (δi − 2)(δj − δi) k = i,
nk(δr−l + δl − δj − 1) k = l + 1, . . . , i − 1,−δl(δj − δl) k = l.
Note that ck > 0 for r − l + 1 k r and l + 1 k j − 1, and ck  0 for j + 1 k r − l − 1 and
k = l. Since
r∑
k=j+1
ckξk + nj(δr−l + δl − δj − 2δi + 5)ξj

r−l−1∑
k=j+1
ckξr−l + cr−lξr−l +
r∑
k=r−l+1
ckξr−l + nj(δr−l + δl − δj − δi + 5)ξr−l
and
j−1∑
k=l
ckξk + (δj − 3)ξj  clξl +
j−1∑
l=l+1
ckξl + (δj − 3)ξl
in order to have
∑r
k=l ckξk > 0, it sufﬁces to show that
r∑
k=j+1
ck + nj(δr−l + δl − δj − 2δi + 5) > 0 and (δj − 3) +
j−1∑
k=l
ck > 0.
By calculation we have
r∑
k=j+1
ck + nj(δr−l + δl − δj − 2δi + 5)
= (δr−l + δl − δj − δi + 1)(δi + δl + δr−l − 1)
+ 2nr−l + 2(δi − δl+1) + (δr−l − δi − 1)(δi − δl − 2),
and
(δj − 3) +
j−1∑
k=l
ck = (δr−l + δl − δj − δi + 1)(δr−l + δl − δi + 1)
+ (δr−l − δi)(δi − δl − 2) + 2δj − δi − δl − 2.
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So the two desired inequalities both hold.
Now we treat the remaining case when i = r+1
2
(with odd r). In this case, r + 1 − i = i and after
some calculations we obtain∑
e∈NLH (pq)
ye −
∑
e∈NLG (uv)
ye
= (δr−l − nr−l − 1)ξr−l +
i−1∑
k=l+1
nkξk + δlξl − (2δi + ni − 6)ξi −
r−l−1∑
k=i+1
nkξk.
Note that 2δi + ni − 6 > 0 as δi  3, and
(δr−l − nr−l − 1) − (2δi + ni − 6) −
r−l−1∑
k=i+1
nk = δl + δr−l − 3δi + 4.
If 3δi  δl + δr−l + 4 then clearly ∑e∈NLH (pq) ye −∑e∈NLG (uv) ye > 0. Hereafter, we assume that
3δi  δl + δr−l + 5 (and 2δi < δl + δr−l + 2). Let z denote the vector
(0, . . . , 0, δl↑
lth
, nl+1, . . . , ni−1,− (2δi + ni − 6)↑
ith
,−ni+1, . . . ,−nr−l−1, δr−l − nr−l − 1
↑
(r−l)th
, 0, . . . , 0↑
rth
)T .
Then
∑
e∈NLH (pq) ye −
∑
e∈NLG (uv) ye = zTξ . Again it sufﬁces to show that zT (B + Δ − δiI)ξ is positive.
After some tedious calculations the latter quantity becomes
∑r
k=l ckξk , where
ck =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
2nk(δr−l + δl − 2δi + 2) k = r − l + 1, . . . , r,
2nr−l(δr−l + δl − 2δi + 2)+(δr−l − nr−l − 1)(δr−l − δi − 1) − nr−lδl k = r − l,
nk(δr−l + δl − 3δi + 5) k = i + 1, . . . , r − l − 1,
ni(δr−l + δl − 3δi + 5) + 2δi − 6 k = i,
nk(δr−l + δl − δi − 1) k = l + 1, . . . , i − 1,−δl(δi − δl) k = l.
Note that ck > 0 for r − l + 1 k r and l + 1 k i − 1, and ck  0 for i + 1 k r − l − 1 and
k = l. In order to have∑rk=l ckξk > 0, it sufﬁces to show that
r∑
k=i+1
ck,
r∑
k=i+1
ck + ni(δr−l + δl − 3δi + 5) + (δi − 6) and δi +
i−1∑
k=l
ck
are all positive quantities. Now by calculation we have
r∑
k=i+1
ck = (δr−l + δl − 2δi + 1)(δr−l + δl + δi−1 − 1)
+(δr−l − δi−1 − 1)(δi − δl − 2) + δl(ni − 1) + 2(δi−1 − δl),
r∑
k=i+1
ck + ni(δr−l + δl − 3δi + 5) + (δi − 6)
= (δr−l + δl − 2δi + 1)(δr−l + δl + δi) + (δi − δl − 2)(δr−l − δi + 1) + 2
and
δi +
i−1∑
k=l
ck = (δr−l + δl − 2δi + 1)(δr−l + δl − δi) + (δi − δl − 2)(δr−l − δi + 1) + 2.
So it is clear that the three said quantities are all positive. The proof is complete. 
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We call a connected graph signless Laplacian maximizing if it maximizes the signless Laplacian
spectral radius over all connected graphs with given numbers of vertices and edges. According to
Lemma 2.2, every signless Laplacian maximizing graph is a (degree) maximal graph.
By Theorem 3.9 we immediately obtain a set of conditions necessary for a maximal graph to be
signless Laplacian maximizing:
Theorem 3.10. Let G be a signless Laplacian maximizing graph with n vertices and r( 5) neighborhood
equivalence classes. Letδr > δr−1 > · · · > δ1 be thedistinct vertex-degrees ofG.Thenδi + δr+1−i  δl +
δr−l + 2 for every pair of positive integers i, l that satisfy l + 2 i
⌈
r
2
⌉
.
Corollary 3.11. If G is a signless Laplacian maximizing graph with n vertices and r neighborhood equiva-
lence classes then r  4
5
n.
Proof. The necessary condition for a signless Laplacian maximizing graph as given in Theorem 3.10
can be rewritten as δi − δl  δr−l − δr+1−i + 2, whenever i, l are positive integers that satisfy l +
2 i
⌈
r
2
⌉
. Note that δr−l − δr+1−i  1 as (r − l) − (r + 1 − i) = i − (l + 1) 1. So δi  δl + 3
whenever i l + 2. Hence, for every pair of positive integers i, j with j i
⌈
r
2
⌉
, i − j = 2k, we have
δi  δj + 3k.
Write r as 4k + s, where k is a nonnegative integer and s is a positive integer not greater than 4.We
have
δ
 r2  δ1 + 3k 3k + 1 if s = 1, 2,
and
δ
 r2  δ2 + 3k 3k + 2 if s = 3, 4.
When s = 2, 4 (i.e., when r is even), we have
n − 1 = δr = δ
 r2 + n
 r2 + · · · + n1 − 1 δ
 r2 +
⌈
r
2
⌉
.
When s = 1, 3, we have
n − 1 = δr = δ
 r2 + n
 r2−1 + · · · + n1  δ
 r2 +
⌈
r
2
⌉
− 1.
Noting that⌈
r
2
⌉
=
{
2k + 1 if s = 1, 2,
2k + 2 if s = 3, 4
and making use of the above inequalities, we obtain
n − 1 5k + s = 5
4
(r − s) + s.
Rewriting the preceding inequality, we have
r 
4
5
(n − s − 1) + s = 4
5
n − 1
5
(4 − s) 4
5
n. 
It is worth noting that in [24, Theorem 6.3] the following necessary condition is also obtained for
a signless Laplacian maximizing graph with distinct vertex-degrees δr > δr−1 > · · · > δ1:
δl + δr−l + 1 δk+1 + δr−k
for every pair of positive integers k, l that satisfy l < k
⌊
r
2
⌋
− 1. By setting i = k + 1, one can readily
see that the latter result is weaker than our Theorem 3.10. We obtain a stronger result at the expense
of a much longer and harder proof.
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For completeness, beforewe end this sectionwewould like to consider the question ofwhether it is
possible that for a maximal graph G there exist an edge uv and a pair of nonadjacent vertices p, q such
that G − uv + pq is a maximal graph but it is not true that u, v is a complementary pair of adjacent
vertices and p, q is a complementary pair of nonadjacent vertices.
We begin with the situation when u, v do not form a complementary pair of adjacent vertices.
Can we ﬁnd a pair of nonadjacent vertices p, q of G such that G − uv + pq is a maximal graph? To be
speciﬁc, let u ∈ Vi, v ∈ Vj with i j.
First, we consider the case when i + j > r + 2. Take any vertex p ∈ Vj−2. We are going to show
that p, v form a non-comparable pair of vertices of G − uv with respect to its vicinal pre-order. Note
that vG−uvp because in the graph G − uv, u is adjacent to p (as i + (j − 2) r + 1) but not adjacent
to v. On the other hand, if we take any vertex w ∈ Vr+1−j ∪ Vr+2−j then w is adjacent to v in G and
hence also in G − uv, whereas w is not adjacent to p in G nor in G − uv. So pG−uvv. The fact that v
is not greater than or equal to p with respect to the vicinal pre-order clearly cannot be altered by the
addition of an edge (different from uv) to G − uv. Since Vr+1−j ∪ Vr+2−j has cardinality at least two,
we cannot make p greater than or equal to v with respect to the vicinal pre-order by the addition of
one edge to G − uv. This disposes of the case when i + j > r + 2.
Now consider the case i + j = r + 2. Take any vertex p ∈ Vj−1 and apply a similar argument. We
have vG−uvp and pG−uvv. Again the former inequality cannot be altered by the addition of an edge
to G − uv. If |Vr+1−j| > 1, then the latter inequality also cannot be altered. If, however, Vr+1−j is a sin-
gleton, say {q}, then by adding the edge pq to G − uv, we obtain pG−uv+pq v. Note that our preceding
argument applies to an arbitrary vertex p of Vj−1. If Vj−1 has more than one vertex, then clearly we
cannot make the vicinal pre-order total by adding one edge to G − uv. So it remains to consider the
case when i + j = r + 2 and Vr+1−j , Vj−1 are both singletons, say Vj−1 = {p} and Vr+1−j = {q}. One
can check that in this case the graphs G and G − uv + pq share the same neighborhood equivalence
classes except that q is interchangedwith u and p is interchangedwith v. So the graphs are isomorphic.
A moment’s thought shows that the above argument in fact establishes the following:
Remark 3.12. Let G be a maximal graph with neighborhood equivalence classes V1, . . . , Vr . Let u ∈
Vi, v ∈ Vj such that i + j r + 2. Then for any pair of nonadjacent vertices p, q of G, the graph G −
uv + pq is not maximal, unless i + j = r + 2, Vi−1, Vj−1 are both singletons and Vi−1 ∪ Vj−1 = {p, q},
in which case G − uv + pq is isomorphic with G.
Note that G − uv + pq is the same as G + pq − uv. In a similar way, we can also establish the
following:
Remark 3.13. Let G be a maximal graph with neighborhood equivalence classes V1, . . . , Vr . Let p ∈
Vi, q ∈ Vj such that i + j < r. Then for any pair of adjacent vertices u, v of G, the graph G − uv + pq is
not maximal, unless i + j = r − 1, Vi+1, Vj+1 are both singletons and Vi+1 ∪ Vj+1 = {u, v}, in which
case G − uv + pq is isomorphic with G.
Remark 3.14. Let G be a maximal graph with neighborhood equivalence classes V1, . . . , Vr . Let p ∈ Vi
and let q be a new vertex. Then for any pair of adjacent vertices u, v of G, the graph G − uv + pq is not
threshold, unless i = r − 1, Vr , V1 are singletons and Vr ∪ V1 = {u, v}, in which case G − uv + pq is
isomorphic with the threshold graph G ∪ K1.
4. Graphs with maximal signless Laplacian spectral radius
In this section we consider the problem of maximizing the signless Laplacian spectral radius over
all connected graphs with m edges and at most m − k vertices, where k is a given positive integer.
Note that this is equivalent to the problem of maximizing the signless Laplacian spectral radius over
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all (not necessarily connected) graphs with m edges and m − k vertices. Let us take a quick look at
what have been done so far on this problem.
Rowlinson [21] has shown that for every pair of positive integers n, m with n − 1m
(
n
2
)
there
is a unique graph with n vertices and m edges that maximizes the adjacency spectral radius among
all graphs with n vertices and m edges, namely, the graph obtained in the following way: Write m
as
(
d
2
)
+ t, where 0 t < d, add a new vertex of degree t to the complete graph Kd and then take
union with the null graph Kcn−d−1. In [23], it is conjectured that the same graph also maximizes the
signless Laplacian spectral radius among all graphswith n vertices andm edges, and also the nontrivial
component of any other optimal graph must be of the same order. It turns out that the conjecture is
far from being true (see [6]). In [6] the following is also established:
Remark 4.1. For every pair of positive integersm, nwithm 4, nm + 1, the graphK1,m+1 ∪ Kcn−m−1
is the unique graph with n vertices andm edges that maximizes the signless Laplacian spectral radius
among all graphs with n vertices andm edges.
In this section we treat the problem of determining graphs that maximize the signless Laplacian
spectral radius over all graphs withm edges andm − k vertices for k = 0, 1, 2, 3.
In [14, Lemma 1] the following observation was made:
Lemma 4.2. Let G be a connected graph with n vertices and m edges such that m − n + 1 = p, 1 p
(n−1)(n−2)
2
. If G is signless Laplacian maximizing, then the quantitymax{d(u) + d(v) : uv ∈ E(G)} takes
one of the values n + 1, n + 2, . . . , n + p.
The purpose of [14] is to characterize graphs that maximize the signless Laplacian spectral radius
over all bicyclic graphs (i.e., connectedgraphs forwhich thenumberof edges is greater than thenumber
of vertices by one). At the timewhen the research on [14] was carried out, it was not known that every
signless Laplacian maximizing graph is a maximal graph. The preceding lemma has helped to narrow
down the possible candidates for the signless Laplacian maximizing bicyclic graphs. It sufﬁces to
consider bicyclic graphs G for which the quantitymax{d(u) + d(v) : uv ∈ E(G)} takes the value n + 1
or n + 2. For n 5, there are nine possible candidates. After lengthy comparison, it turns out that the
maximal graph C(n − 4, 2, 1, 1) is the only bicyclic graph which is signless Laplacian maximizing. Of
course, this is not a surprise now, because every signless Laplacian maximizing graph is maximal and
there is (up to isomorphism) only one bicyclic maximal graph of a given order.
In this work, to search for threshold graphs (and, in particular, maximal graphs) that maximize the
signless Laplacian spectral radius over a given class of graphs we also consider the possible values of
max{d(u) + d(v) : uv ∈ E(G)} in our investigation, but we look at it from the viewpoint of the line
graph ofG. Note that if uv is an edge ofG, then uv is incidentwith d(u) − 1 edges ofG at u and d(v) − 1
edges at v, and so dLG(uv) = d(u) + d(v) − 2. Thus we have
max{d(p) + d(q) : pq ∈ E(G)} = m + 1 − k if and only if max
pq∈E(G) dLG(pq) = m − 1 − k.
Moreover, any edge that attains the maximum is incident with every other edge of G except for k of
them.
It should be added that when G is a graph with n vertices and m edges, the quantity max{d(u) +
d(v) : uv∈E(G)} is bounded above by min{2n − 2, m + 1} as dmax(G) n−1 and dmax(LG)m−1.
Lemma 4.3. Let G be a maximal graph with m edges, different from K1. Let k be a given nonnegative
integer. The following conditions are equivalent:
(a) max{d(p) + d(q) : pq ∈ E(G)} = m + 1 − k.
(b) G can be expressed as(((
H ∪ Kcb
) ∨ K1) ∪ Kca) ∨ K1,
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where a, b are nonnegative integers and H is a maximal graph with k edges, and in case k = 0, H can
be the empty graph.
(c) G is equal to one of the following graphs or is of one of the following forms: Kn
(
n 2, k =
(
n − 2
2
))
,
K1,m (for k = 0), C(n1, n2, p1, . . . , ps, 1, 1) (for k 1), C(n1, n2, 1, 1) (with n2  2, for k = 0),
C(n1, p1, . . . , ps−1, ps + 1, 1) (with s 2), C(n1, p1 + 1, 1)
(
with
(
p1
2
)
= k
)
, C(n1, p1, . . . , ps, 2)
(for k 1), C(n1, 2) (with n1  2, for k = 0), C(p1, . . . , ps−1, ps + 2) (with s 2), where s, n1, n2,
p1, . . . , ps are positive integers such that C(p1, . . . , ps) is a maximal graph with k edges.
Proof. Let r denote the number of neighborhood equivalence classes of G.
(a) ⇒ (c): Suppose that max{d(p) + d(q) : pq ∈ E(G)} = m + 1 − k. Let e = uv be an edge that
attains the maximum. First, consider the case when G has precisely one dominating vertex. From the
structure of a maximal graph, it is clear that one end vertex of e, say u, is a dominating vertex and
the other end vertex, say v, is a vertex with the second largest distinct vertex degree. The graph Ĝ
obtained from G by removing u and all edges incident with u, together with all vertices of degree 1 (if
any), is the empty graph if r = 1 or 2 and is a maximal graph if r  3. In the former case, G equals Kn(
withm =
(
n
2
)
and k =
(
n − 2
2
))
or is K1,m (with k = 0). Hereafter, we assume that r  3. Then v is a
dominating vertex of Ĝ and Ĝ /= K1.
If v is the only vertex in G with the second largest distinct vertex degree, and hence the only
dominating vertex of Ĝ, then the graph obtained from Ĝ by removing v and all edges in Ĝ incident with
v, together with all vertices with degree 1 in Ĝ – there is at least one vertex of degree 1, else Ĝ is a
complete graphwithmore than one vertex, in contradictionwith the fact that v is the only dominating
vertex of Ĝ – is the empty graph when k = 0 and is a maximal graph with k edges when k 1, say, it
is C(p1, . . . , ps) where s 1 (and with p1  2 in case s = 1). If G has n1 pendant vertices and Ĝ has n2
pendant vertices, then G equals C(n1, n2, p1, . . . , ps, 1, 1) (and equals C(n1, n2, 1, 1) in case k = 0).
If G has more than one vertex with the second largest vertex degree, then the graph obtained from
Ĝ by removing v and all the edges incident with v is a maximal graph with k edges. In that case G
is of the form C(n1, p1, . . . , ps−1, ps + 1, 1), where s 2, n1, p1, . . . , ps are positive integers such that
C(p1, . . . , ps) is a maximal graph with k edges, or of the form C(n1, p1 + 1, 1) with
(
p1
2
)
= k (which
becomes C(n1, 2, 1) when k = 0).
Nowweconsider the casewhenGhas twoormoredominatingvertices. Then the twoendvertices of
emust both be dominating vertices. If G has exactly two dominating vertices, then the graph obtained
from G by removing u, v, all edges incident with u, v, and all vertices with degree 1 (if any) is amaximal
graphwith k edges andpossibly the emptygraph in case k = 0. SoG is equal toK2 or of the formC(n1, 2)
(with n1  2) when k = 0, and when k 1 it is of the form C(n1, p1, . . . , ps, 2), where C(p1, . . . , ps) is
a maximal graph with k edges. If G has more than two dominating vertices, then the graph obtained
from G by removing u, v and all edges incident with u, v is a maximal graph with k edges. In this case,
G is equal to Kn (with n 3) or is of the form C(p1, . . . , ps−1, ps + 2) (which becomes Kp1+2 in case
s = 1), where C(p1, . . . , ps−1, ps) is a maximal graph with k edges.
(b) ⇒ (c): SupposeG = (((H ∪ Kcb) ∨ K1) ∪ Kca) ∨ K1. For k 1, letH = C(p1, . . . , ps),where s 1
(and p1  2 if s = 1).
We have
G =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
C(a, b, p1, . . . , ps, 1, 1) when a, b 1,
C(a, p1, . . . , ps−1, ps + 1, 1) when s 2, a 1, b = 0,
C(a, p1 + 1, 1) when s = 1, a 1, b = 0,
C(b, p1, . . . , ps, 2) when a = 0, b 1,
C(p1, . . . , ps−1, ps + 2) when s 2, a = b = 0,
Kn(n 4) when s = 1, a = b = 0.
If H is the empty graph K0, then we have
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G =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
C(a, b, 1, 1) when a 1, b 2,
C(a, 2, 1) when a 1, b = 1,
C(b, 2) when a = 0, b 2,
K3 when a = 0, b = 1,
K2 when a = b = 0.
In any case, G is of one of the forms as given in (c).
(c) ⇒ (b): Each of the maximal graphs C(n1, n2, p1, . . . , ps, 1, 1), C(n1, p1, . . . , ps−1, ps + 1, 1),
C(n1, p1, . . . , ps, 2) and C(p1, . . . , ps−1, ps + 2) can be shown to be of the form as given in (b) by
takingH = C(p1, . . . , ps)and (a, b) tobe respectively (n1, n2), (n1, 0), (1, n1), (0, 0). That the remaining
maximal graphs listed in condition (c) are also of the form given in condition (b) is clear from the proof
of (b) ⇒ (c).
(b) ⇒ (a): Suppose that G is of the form (((H ∪ Kcb) ∨ K1) ∪ Kca) ∨ K1, where a, b are nonnegative
integers. By deﬁnition of the join of two graphs, the two K1’s that appear in the representation of G
are supposed to be different copies of the one-vertex graph. Denote by u the vertex for the outer K1
and by v the vertex for the inner K1. Clearly u is a dominating vertex of G. If a = 0, then v is also
a dominating vertex of G. If a > 0 then u is the only dominating vertex of G and v is a vertex with
the second largest vertex degree. In any case uv is an edge of G that attains the maximum value of
max{d(p) + d(q) : pq ∈ E(G)}. It is also readily seen that the edge uv is incident with every edge of G
except for the k edges of H. It follows that
max{d(p) + d(q) : pq ∈ E(G)} = d(u) + d(v) = m + 1 − k. 
Part (v) and (vi) of the following result are not needed in the subsequent parts of the paper.
Corollary 4.4. Let G be a maximal graph with m edges. Then:
(i) max{d(u) + d(v) : uv ∈ E(G)} = m + 1 if and only if G is of one of the following forms:
C(n1, n2, 1, 1), C(n1, 1), C(n1, 2, 1), C(n1, 2), K2 or K3, where n1, n2 are positive integerswith n2  2.
(ii) max{d(u) + d(v) : uv ∈ E(G)} = mif andonly ifG is of oneof the following forms:C(n1, n2, 2, 1, 1),
C(n1, 3, 1), C(n1, 2, 2) or K4.
(iii) max{d(u) + d(v) : uv ∈ E(G)} = m − 1 if and only if G is of one of the following forms:
C(n1, n2, 2, 1, 1, 1), C(n1, 2, 2, 1), C(n1, 2, 1, 2) or C(2, 3).
(iv) max{d(u) + d(v) : uv ∈ E(G)} = m − 2 if and only if G is of one of the following forms: C(n1, n2,
3, 1, 1, 1), C(n1, n2, 3, 1, 1), C(n1, 3, 2, 1), C(n1, 4, 1), C(n1, 3, 1, 2), C(n1, 3, 2), C(3, 3) or K5.
(v) max{d(u) + d(v) : uv ∈ E(G)} = m − 3 if and only if G is of one of the following forms:
C(n1, n2, 1, 2, 1, 1, 1), C(n1, n2, 4, 1, 1, 1), C(n1, 1, 2, 2, 1), C(n1, 1, 2, 1, 2), C(n1, 4, 2, 1), C(n1, 4, 1,
2), C(1, 2, 3) or C(4, 3).
(vi) max{d(u) + d(v) : uv ∈ E(G)} = m − 4 if and only if G is of one of the following forms:
C(n1, n2, 2, 2, 1, 1, 1), C(n1, n2, 5, 1, 1, 1), C(n1, n2, 2, 2, 1, 1), C(n1, 2, 2, 2, 1), C(n1, 2, 2, 1, 2), C(n1,
5, 2, 1), C(n1, 2, 3, 1), C(n1, 5, 1, 2), C(n1, 2, 2, 2), C(2, 2, 3), C(5, 3) or C(2, 4).
Proof. It is readily checked that K1 (respectively, K2, C(2, 1)) is the only maximal graph with no edge
(respectively, one, two) edge(s), whereas there are twomaximal graphs with three (respectively, four)
edges, namely, C(3, 1), K3 (respectively, C(4, 1), C(1, 2, 1)) and three maximal graphs with ﬁve edges,
namely, C(5, 1), C(2, 2, 1), C(2, 2). Parts (i)–(vi) of our result follows from Lemma 4.3 by taking k to
be respectively 0, . . . , 5. As an illustration, we consider the proof for the part (iv). By Lemma 4.3,
(a) ⇒ (c), if G satisﬁes max{d(p) + d(q) : pq ∈ E(G)} = m + 1 − k, then G is of one of the forms as
given in condition (c). In particular, G can be of the form C(n1, p1, . . . , ps, 2) or C(p1, . . . , ps−1, ps + 2),
where C(p1, . . . , ps) stands for amaximal graphwith three edges; for graphs of the former kind there is
no restriction on s, but for the secondkind it is required that s 2.Now there are precisely twomaximal
graphs with three edges, namely, C(3)(= K3) and C(3, 1)(= K1,3). This leads to the following three
possible forms for G: C(n1, 3, 1, 2), C(n1, 3, 2) and C(3, 3). These graphs are listed in (iv). Conversely,
suppose that G is a maximal graph withm edges and of the form C(n1, 3, 1, 2). Then since C(3, 1) is a
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maximal graph with 3 edges, by Lemma 4.3, (c) ⇒ (a), G satisﬁes max{d(p) + d(q) : pq ∈ E(G)} =
m − 2, as desired. 
To ﬁnd maximal graphs with m edges that satisﬁes max{d(u) + d(v) : uv ∈ E(G)} = m + 1 − k
(for k = 0, . . . , 5) we can apply Corollary 4.4. For instance, for k = 5, we consider the graphs listed in
part (vi). Graphs of the form C(n1, n2, 5, 1, 1, 1), where n1, n2 are positive integers, is a possible candi-
date. To ﬁnd for the right pair (n1, n2), we solve the diophantine equationm = |E(C(n1, n2, 5, 1, 1, 1)|,
i.e., m = n1 + 2n2 + 18. Depending on m, the diophantine equation may have no solution, one solu-
tion, or more than one solution. If, we look for maximal graphs not only with m edges but also with
n vertices, then we have to consider also the condition n = |V(G)|, which is n = n1 + n2 + 8 in this
case.
Now let us explain how the quantity max{d(p) + d(q) : pq ∈ E(G)} can play a role in searching for
maximal graphs that maximize the signless Laplacian spectral radius over graphs with m edges and
at mostm − k vertices. Let G0 be a connected graph withm edges and at mostm − k vertices, which
is an optimal graph for the problem. Choose a maximal graph H withm edges andm − k vertices. By
the known bounds for the signless Laplacian spectral radius of a graph (see [14, Lemma B]), we have
max{d(p) + d(q) : pq ∈ E(G0)} ρ(Q(G0)) ρ(Q(H)) dmax(H) + 1 = m − k,
where the rightmost inequality is strict, unless H is regular or semi-regular. Now the complete graphs
are the only regular maximal graphs and the stars K1,p are the only semi-regular maximal graphs. It
is clear that when m is of the form
(
a
2
)
for some positive integer a 2 and k =
(
a − 1
2
)
− 1 then Ka is
the only maximal graph with m edges and m − k(= a) vertices and there is no maximal graph with
m edges and less than m − k vertices – for such pair of m, k, the problem of maximizing the signless
Laplacian spectral radius over all graphs with m edges and at most m − k vertices is trivial. It is also
readily seen that for nonnegative integer k there does not exist a semi-regular maximal graph withm
edges andm − k vertices. Thus, we have the following
Remark 4.5. If G0 is a connected graph that maximizes the signless Laplacian spectral radius over all
graphs with m edges and at most m − k vertices, where k is a given nonnegative integer, then except
whenm is of the form
(
a
2
)
and k =
(
a − 1
2
)
− 1, the possible values for the quantitymax{d(p) + d(q) :
pq ∈ E(G0)} ism − k + 1, . . . , m + 1.
In principle, we can ﬁnd out all themaximal graphsG that satisfymax{d(p) + d(q) : pq ∈ E(G)} =
m + 1 − j for j = 0, . . . , k (using Lemma4.3 or Corollary 4.4), rule out someof them(byusingTheorem
3.6 or Theorem 3.9), and then compare the signless Laplacian spectral radii of the remaining ones to
determine the graphs that maximize the signless Laplacian over all graphs with m edges and at most
m − k vertices. Of course, in practice, this is feasible only when k is small.
In below we demonstrate the method by giving the solution to the problem for k = 0, 1, 2, 3. For
each ﬁxed k, it sufﬁces to give themaximal graphs thatmaximize the signless Laplacian spectral radius
over all graphs with m edges and at most m − k vertices. If G0 is an optimal graph with m edges and
n vertices, and n < m − k, then G0 ∪ Kc1 , G0 ∪ Kc2 , . . . , G0 ∪ Kcm−k−n are also optimal graphs for the
problem. We have the following results:
Theorem 4.6. For every positive integer m 4, C(m − 3, 2, 1) is the unique graph that maximizes the
signless Laplacian spectral radius over all graphs with m edges and at most m vertices.
Theorem 4.7. For m 5, there is a unique maximal graph that maximizes the signless Laplacian spectral
radius over all graphs with m edges and at most m − 1 vertices. For m = 5 (respectively, m = 6), the
optimal graph is C(2, 2)(respectively, K4). For m 7 the optimal graph is C(m − 5, 2, 1, 1).
Theorem 4.8. The complete graph K4 is the unique graph that maximizes the signless Laplacian spectral
radius over all graphs with six edges and at most four vertices. There are precisely two graphs, namely,
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C(1, 3, 1) and C(3, 2), that maximize the signless Laplacian spectral radius over all graphs with seven
edges and at most ﬁve vertices. For m 8, there are precisely two graphs, namely, C(m − 6, 3, 1) and
C(m − 7, 3, 1, 1) that maximize the signless Laplacian spectral radius over all graphs with m edges and at
most m − 2 vertices.
Theorem 4.9. C(1, 2, 2) (respectively, C(4, 2)) is the unique graph that maximizes the signless Laplacian
spectral radius over all graphs with eight edges and at most ﬁve vertices (respectively, nine edges and
at most six vertices). There are precisely two maximal graphs, namely, C(1, 4, 1, 1) and K5, that maxi-
mize the signless Laplacian spectral radius over all graphs with 10 edges and at most seven vertices. For
m 11, C(m − 9, 4, 1, 1) is the unique graph that maximizes the signless Laplacian spectral radius over all
graphs with m edges and at most m − 3 vertices.
In below we are going to provide a uniﬁed treatment for Theorems 4.6–4.9. Let G0 denote a con-
nected graph with m edges and n vertices that maximizes the signless Laplacian spectral radius over
all graphs with m edges and at most m − k vertices, where k is a ﬁxed nonnegative integer less than
or equal to 3.
ByCorollary 4.4(i), ifmax{d(p) + d(q) : pq ∈ E(G0)} = m + 1, thenG0 is equal toK2, K3 or is of one
of the following forms: C(n1, n2, 1, 1), C(n1, 1), C(n1, 2, 1), C(n1, 2).We rule out the possibilityG0 = K2
(for k = 0, . . . , 4) as K2 has more vertices than edges. For a similar reason, the graph C(n1, 1) is also
ruled out. The graph K3 is also ruled out, except when k = 0.
Consider the possibility G0 = C(n1, n2, 1, 1). Note that δ2 + δ3 = 2 + (n2 + 1) = n2 + 3. But n +
1 = n1 + n2 + 3, so we always have δ2 + δ3 < n + 1, and by Theorem 3.6 we can ﬁnd a maximal
graph H with the same number of edges as G0 but with one vertex more such that ρ(Q(G0)) <
ρ(Q(H)). If n < m − k then the optimality of G0 is violated. So in this case we must have n = m −
k. For k = 0, the condition n = m − k will lead to n2 = 1, which is a contradiction. For k = 1, the
condition gives n1 = m − 5 and so G0 = C(m − 5, 2, 1, 1). For k = 2, the condition n = m − k yields
G0 = C(m − 7, 3, 1, 1), For k = 3, we obtain G0 = C(m − 9, 4, 1, 1).
Consider the possibility G0 = C(n1, 2). Since C(n1, 2) has precisely two dominating vertices, by
Theorem 3.6 we can ﬁnd a maximal graph H with m edges and n + 1 vertices such that ρ(Q(G0)) <
ρ(Q(H)). By the optimality of G0, we must have n = m − k. For k = 0, the latter condition implies
n1 = 1, which is not allowed. For k = 1, the condition yields G0 = C(2, 2). For k = 2, 3, we obtain
G0 = C(3, 2) and G0 = C(4, 2) respectively.
If G0 = C(n1, 2, 1) thenm, n are both equal to n1 + 3. For k = 0, this leads to G0 = C(m − 3, 2, 1).
For k = 1, 2, 3, this possibility cannot happen.
Consider the case max{d(p) + d(q) : pq ∈ E(G0)} = m. Then k = 1, 2 or 3. By Corollary 4.4(ii), G0
equals K4 or is one of the following forms: C(n1, n2, 2, 1, 1), C(n1, 3, 1), C(n1, 2, 2).
Consider the possibilityG0 = C(n1, n2, 2, 1, 1). For i = 3 and l = 1,wehave δi + δr+1−i = 2δ3 = 6
and δl + δr−l + 1 = δ1 + δ4 + 1 = 1 + (n2 + 3) + 1 = n2 + 5 6. By Theorem 3.9 there is amaxi-
mal graphHwith the same number of vertices and edges asG0 such thatρ(Q(H)) > ρ(Q(G0)), which
contradicts the optimality of G0. So this case cannot happen at all.
If G0 = C(n1, 3, 1) then n = m − 2. For k = 1, we rule out this possibility by applying Theorem 3.6
(with i = 2). For k = 2,we obtainG0 = C(m − 6, 3, 1). For k = 3, this possibility clear cannot happen.
Consider the possibility G0 = C(n1, 2, 2). In this case, n = n1 + 4 and m = 2n1 + 6. So we have
(m − k) − n = n1 + 2 − k > 0, i.e., n < m − k, for k = 1, 2, and k = 3with n1 > 1. Since C(n1, 2, 2)
has precisely two dominating vertices, by Theorem 3.6 for k = 1, 2 and k = 3 with n1 > 1 such
possibility is ruled out. What is left for this possibility is G0 = C(1, 2, 2) (when k = 3).
Since K4 has six edges and four vertices, the possibility G0 = K4 can happen only for k = 1, 2.
Consider the case max{d(p) + d(q) : pq ∈ E(G0)} = m − 1. Then k = 2 or 3. By Corollary 4.4(iii),
G0 is C(2, 3) or is of one of the following forms:
C(n1, n2, 2, 1, 1, 1), C(n1, 2, 2, 1) or C(n1, 2, 1, 2).
For the maximal graph C(n1, n2, 2, 1, 1, 1) we have δ3 + δ4 = 7 < 7 + n2 = δ1 + δ5 + 2. So by
Theorem 3.10 (with i = 3 and l = 1) G0 cannot be of the form C(n1, n2, 2, 1, 1, 1).
1730 T.-J. Chang, B.-S. Tam / Linear Algebra and its Applications 432 (2010) 1708–1733
For the maximal graph C(n1, 2, 2, 1), we havem = n1 + 9 and n = n1 + 5; so n < m − 3. As δ2 +
δ3 = 3 + 4 = 7 n + 1, by Theorem 3.6 (with i = 2) we rule out the possibility G0 = C(n1, 2, 2, 1).
For the maximal graph C(n1, 2, 1, 2), we have m = 2n1 + 9, n = n1 + 5 and so m − n = n1 +
4 5. Since G0 has two dominating vertices, by Theorem 3.6 we also rule out the possibility G0 =
C(n1, 2, 1, 2).
Finally, we consider the case maxpq∈E(G0){d(p) + d(q)} = m − 2. Then k = 3. By Corollary 4.4(iv)
G is of one of the following forms:
C(n1, n2, 3, 1, 1, 1), C(n1, n2, 3, 1, 1), C(n1, 3, 2, 1), C(n1, 4, 1),
C(n1, 3, 1, 2), C(n1, 3, 2), C(3, 3) or K5.
For themaximalgraphC(n1, n2, 3, 1, 1, 1), thenumberof edges isgreater than thenumberofvertices
by n2 + 6. By Theorem 3.6 (with i = 3) we rule out the possibility G0 = C(n1, n2, 3, 1, 1, 1).
We also rule out the possibility G0 = C(n1, n2, 3, 1, 1) by applying Theorem 3.6 (with i = 3).
We rule out the possibility G0 = C(n1, 3, 2, 1) by applying Theorem 3.6 (with i = 2).
Since C(n1, 3, 1, 2) has precisely two dominating vertices and its number of edges is greater than
its number of vertices by at least 5, by Theorem 3.6 we rule out also the possibility G0 = C(n1, 3, 1, 2).
For a similar reason, we also rule out the possibility G0 = C(n1, 3, 2).
If G0 = C(n1, 4, 1), then m = n1 + 10 and n = n1 + 5; so m − n = 5. Also, δ2 = 4 and n + 1 =
n1 + 6. Hence 2δ2  n + 1 if and only if n1  2. By Theorem 3.6 (with i = 2) we rule out the possibility
G0 = C(n1, 4, 1) for n1  2. What remains is the possibility G0 = C(1, 4, 1).
Proof of Theorem 4.6. From the preceding discussion, it is clear that G0 must be C(m − 3, 2, 1). So the
desired conclusion follows. 
Proof of Theorem 4.7. From the preceding discussion, we ﬁnd that the optimal graph G0 can only be
one of the following:
C(m − 5, 2, 1, 1)(m 6), C(2, 2)(m = 5) and K4(m = 6).
In the above list, C(2, 2) is the only graph with ﬁve edges and at most four vertices. So C(2, 2) is
the uniquemaximal graph that maximizes the signless Laplacian spectral radius over graphs with ﬁve
edges and at most four vertices.
By calculation we have
(Δ + B)(C(1, 2, 1, 1)) =
⎡
⎢⎢⎣
1 0 0 1
0 2 1 1
0 2 3 1
1 2 1 4
⎤
⎥⎥⎦
and qC(1,2,1,1)(x) = (x − 1)f (x), where f (x) = x3 − 9x2 + 20x − 8. But f (5) = −8 and f (6) = 4. So
q(x) has a root λ lying between 5 and 6. If ρ(Q(C(1, 2, 1, 1))) 6 = ρ(Q(K4)), then we have
λ + ρ(Q(K4)) > 11 > 10 = tr(Δ + B)(C(1, 2, 1, 1)),
which is a contradiction as Q(C(1, 2, 1, 1)) is positive semideﬁnite. So we have ρ(Q(K4)) >
ρ(Q(C(1, 2, 1, 1))). Hence, K4 is the unique maximal graph that maximizes the signless Laplacian
spectral radius over graphswith six edges and atmost ﬁve vertices. It is also clear that form 7, C(m −
5, 2, 1, 1) is the unique graph that maximizes the signless Laplacian spectral radius over graphs with
m edges and at mostm − 1 vertices. 
Proof of Theorem 4.8. From the preceding discussion, we ﬁnd that the optimal graph G0 can only be
one of the following:
C(3, 2) (m = 7), C(m − 6, 3, 1) (m 7), C(m − 7, 3, 1, 1) (m 8),
K4(m = 6) or C(2, 3) (m = 9).
Weare going to show thatρ(Q(C(1, 3, 1))) = ρ(Q(C(3, 2)). In fact,we canprove the following slightly
more general result:
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Assertion. ρ(Q(C(1, 3, n − 4))) = ρ(Q(C(3, n − 3))) for n 5.
Proof of Assertion. By calculation we have
(Δ + B)(C(3, n − 3)) =
[
n − 3 n − 3
3 2n − 5
]
and
(Δ + B)(C(1, 3, n − 4)) =
⎡
⎣n − 4 0 n − 40 n n − 4
1 3 2n − 6
⎤
⎦ .
Moreover,
qC(3,n−3)(x) = x2 + (8 − 3n)x + 2n2 − 14n + 24
and
qC(1,3,n−4)(x) = x3 + (10 − 4n)x2 + (5n2 − 28n + 40)x + (−2n3 + 18n2 − 52n + 48)
= [x − (n − 2)]qC(3,n−3)(x).
But ρ(K(C(3, n − 3))) > n − 2, it follows that ρ(Q(C(1, 3, n − 4)) = ρ(Q(C(3, n − 3))).
Next, we show that ρ(Q(C(m − 6, 3, 1))) = ρ(Q(C(m − 7, 3, 1, 1))) for m 8, and also
ρ(Q(C(3, 3, 1))) > ρ(Q(C(2, 3))).
Straightforward calculations yield the following
(Δ + B)(C(2, 3)) =
[
3 3
2 6
]
, qC(2,3)(x) = x2 − 9x + 12,
(Δ + B)(C(2, 3, 1, 1)) =
⎡
⎢⎢⎣
1 0 0 1
0 2 1 1
0 3 4 1
2 3 1 6
⎤
⎥⎥⎦ ,
and
qC(2,3,1,1)(x) = (x − 1)p(x),
where p(x) = x3 − 12x2 + 35x − 12. Denote ρ(K(C(2, 3))) by ρ . Then ρ is the largest root of the
polynomial x2 − 9x + 12. A little calculation shows that the latter is approximately 7.372. By division,
we have p(x) = (x − 3)(x2 − 9x + 12) − 4(x − 6). So p(ρ) = −4(ρ − 6) < 0. Hence the largest
root of p(x) is greater thanρ . This proves thatρ(Q(C(2, 3, 1, 1))) > ρ(Q(C(2, 3))). By [14, Lemma 5.6]
we have ρ(Q(C(m − 6, 3, 1))) = ρ(Q(C(m − 7, 3, 1, 1))) for m 8. In particular, ρ(Q(C(3, 3, 1))) =
ρ(Q(C(2, 3, 1, 1))). Hence, ρ(Q(C(3, 3, 1))) > ρ(Q(C(2, 3))).
We can now draw the desired conclusions. 
Proof of Theorem4.9. From the preceding discussions,weﬁnd that possible candidates forG0 include:
C(1, 2, 2), C(4, 2), C(m − 9, 4, 1, 1), C(2, 3), C(1, 4, 1), C(3, 3) and K5.
In the above list, C(1, 2, 2) is the only graph with eight edges and at most ﬁve vertices. So C(1, 2, 2)
is the unique graph that maximizes the signless Laplacian spectral radius over all graphs with eight
edges and at most ﬁve vertices.
The above list contains only twomaximal graphs with nine edges and at most six vertices, namely,
C(4, 2) and C(2, 3). We are going to compare ρ(Q(C(4, 2))) with ρ(Q(C(2, 3))).
By deﬁnition, the reduced signless Laplacian of C(2, 3) is given by: (Δ + B)(C(2, 3)) =
[
3 3
2 6
]
.
So the reduced signless Laplacian characteristic polynomial qC(2,3)(x) of C(2, 3) is x
2 − 9x + 12. Ac-
cording to Theorem 2.1, ρ(Q(C(2, 3))) is equal to 9+
√
33
2
, the largest root of x2 − 9x + 12. Similarly,
ρ(Q(C(4, 2)) is equal to the largest root of qC(4,2)(x), which is x
2 − 8x + 4; that is, ρ(Q(C(4, 2)) =
8+√48
2
. By comparison, we ﬁnd that ρ(Q(C(4, 2))) is larger. So C(4, 2) is the unique graph that
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maximizes the signless Laplacian spectral radius over all graphs with nine edges and six vertices
or less.
The above list also contains only two maximal graphs with 10 edges and at most seven ver-
tices, namely, C(1, 4, 1, 1) and K5. In general, ρ(Q(Kn)) = 2n − 2; so ρ(Q(K5)) = 8. To compute
ρ(Q(C(1, 4, 1, 1))), we consider the reduced signless Laplacian of C(1, 4, 1, 1), which is given by:
(Δ + B)(C(1, 4, 1, 1))) =
⎡
⎢⎢⎣
1 0 0 1
0 2 1 1
0 4 5 1
1 4 1 6
⎤
⎥⎥⎦ .
It is readily checked that the positive vector (1, 2, 5, 7)T is an eigenvector of the latter matrix corre-
sponding to 8. So ρ(Q(C(1, 4, 1, 1))) is also equal to 8. We can now conclude that altogether there
are precisely twomaximal graphs that maximize the signless Laplacian spectral radius over all graphs
with 10 edges and at most seven vertices, namely, C(1, 4, 1, 1) and K5.
The above list contains also C(2, 4, 1, 1) and C(1, 4, 1) as the only maximal graphs with 11 edges
and at most eight vertices. Let us compare their signless Laplacian spectral radii. Straightforward
calculations give
(Δ + B)(C(2, 4, 1, 1)) =
⎡
⎢⎢⎣
1 0 0 1
0 2 1 1
0 4 5 1
2 4 1 7
⎤
⎥⎥⎦ , (Δ + B)(C(1, 4, 1)) =
⎡
⎣1 0 10 7 1
1 4 5
⎤
⎦
and
qC(2,4,1,1)(x) = (x − 1)(x3 − 14x2 + 48x − 32) and qC(1,4,1)(x) = (x − 4)(x2 − 9x + 6).
Denoteρ(Q(C(1, 4, 1)))byρ . According toTheorem2.1,ρ is equal to the largest (real) rootofqC(1,4,1)(x).
But ρ > dmax(C(1, 4, 1)) + 1 = 6, so we have ρ2 − 9ρ + 6 = 0. For a similar reason, ρ(Q(C(2, 4,
1, 1))) is the largest (real) root of f (x), where f (x) = x3 − 14x2 + 48x − 16. By division, we have
f (x) = (x2 − 9x + 6)(x − 5) − 3x + 14 and so f (ρ) = −3ρ + 14 < 0. Hence, the largest root of f (x)
must be greater than ρ . This proves that ρ(Q(C(2, 4, 1, 1))) > ρ(Q(C(1, 4, 1))).
The above list contains C(3, 4, 1, 1) and C(3, 3) as the only maximal graphs with 12 edges and
at most nine vertices. We are going to rule out C(3, 3) by showing that its signless Laplacian spectral
radius is less than that of C(3, 2, 2). Note that themaximal graph C(3, 2, 2) itself does notmaximize the
signless Laplacian spectral radius over all graphs with 12 edges and at most nine vertices, as C(3, 2, 2)
has seven vertices and 12 edges, and it has precisely two dominating vertices. By calculation we ﬁnd
that
qC(3,2,2)(x) = (x − 3)qC(3,3)(x) − 12x + 12.
Denote ρ(Q(C(3, 3))) by ρ and note that ρ > 6. Then qC(3,2,2)(ρ) = −2ρ + 12 < 0. It follows that
we have ρ(Q(C(3, 2, 2))) > ρ(Q(C(3, 3))), as desired.
Finally, form 13, C(m − 9, 4, 1, 1) is theonlymaximalgraph in theabove listwithmedgesandm −
3 vertices. We can now conclude that form 11, C(m − 9, 4, 1, 1) is the unique graph that maximizes
the signless Laplacian spectral radius over all graphs with m edges and at most m − 3 vertices. The
proof is complete. 
The conjecture given in [22, Problem AWGS.9.], mentioned at the introductory section, roughly
says that for 3 k n − 4 if Gmaximizes the spectral radius of the adjacencymatrix over the set of all
connected graphswith n vertices and n + k edges thenG is eitherGn,k orHn,k . In our notation,Gn,k, Hn,k
are the maximal graphs given by:
Gn,k =
⎧⎨
⎩
C(n − d − 1, d, 1) if t = 0,
C(n − d − 2, 1, d − t, t, 1) if 1 t  d − 2,
C(n − d − 2, 2, d − 1, 1) if t = d − 1,
where t, d are the unique integers that satisfy k + 1 =
(
d
2
)
+ t, 0 t  d − 1, and
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Hn,k =
⎧⎨
⎩
C(n − 3, 2, 1) if k = 0,
C(n − k − 3, k + 1, 1, 1) if 1 k n − 4,
C(2, n − 2) if k = n − 3.
We have been able to establish the following corresponding result for the signless Laplacian spectral
radius: For 3 k n − 3, Hn,k is the unique graph thatmaximizes the signless Laplacian spectral radius
among all connected graphswith n vertices and n + k edges. The result will be published in our future
work.
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