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Abstract  
The task of unsupervised image categorization is not easy. Issues include a wide range of rotations, shifts, scales, 
and variability of light intensity in images. Methods, which provide invariance to geometric and light intensity 
distortions, are in the area of interest. Our contribution deals with a family of novel descriptors joining geometric, 
color, and light intensity specialties in a neighborhood of feature point called as color Gauge Speeded Up Robust 
Feature (G-SURF). The color G-SURF extraction does not applied to the whole annotated image, but concern the 
preliminary segmented image using J-SEG algorithm. Only 5-7 large area segments are involved in the 
categorization procedure. This subset is enough for good image categorization based on Support Vector Machine 
(SVM). A set of eight scene categories including 2,688 images with sizes 256 × 256 pixels from dataset represented 
by Oliva and Torralba was used for experiments. The proposed descriptors provide good results in unsupervised 
image categorization achieving the precision values up 80–98%. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of KES International. 
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1. Introduction 
Nowadays, the Automatic Image Annotation (AIA) systems are built on various intelligence techniques. Their 
aim is to provide the fast and accurate annotation of large-scale image and video databases. More, a number of AIA 
systems are transformed into constrained mobile applications. This tendency motivates researchers to design faster 
 
 
* Corresponding author. Tel.: +7-391-291-9240; fax: +7-391-91-9147. 
E-mail address: favorskaya@sibsau.ru 
 2015 The Authors. Published by Elsevi r B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of KES International
682   Margarita Favorskaya and Alexander Proskurin /  Procedia Computer Science  60 ( 2015 )  681 – 690 
algorithms in order to provide accommodate successful hardware applications. The reasonable approach is to use a 
decision tree categorization method for each category to define fast keywords describing an image. Any scene has a 
hierarchical structure that supposes a balanced ratio between global and local features. The common approach for 
scene categorization is to employ global features created on local ones. The implementation differences are 
concerned to human perception strategy or machine processing strategy. In visual processing, Siagian and Itti1 used 
the term GIST to describe a visual attention model in computers. This model incorporates information from a total of 
thirty-four sub-channels, describing the orientation, color, and intensity channels. The oriented channel calculates 
Gabor filters at four different angles and four spatial scales (sixteen sub-channels). The color channel provides two 
color singularities: red-green and blue-yellow as twelve different center-surround scale combinations. Finally, the 
intensity channel includes dark-bright singularities as six different center-surround scale combinations. The GIST 
approach prevails for categorization of scenes with significant differences in global properties. 
Bag of Words (BoWs)2 using the Spatial Pyramid Matching (SPM) feature extraction framework3 with 
conventional SVM for training is very popular approach for image categorization. Usually the BoWs is a set of 
unordered descriptors extracted from the local patches and then represented as discrete Visual Words (VWs) in 
histogram for semantic image categorization. However, the BoWs extracted from uniform local patches cannot 
provide good decision for cropped image categorization. Also one can mention the Pyramid of Histograms of 
Oriented Gradients (PHOG) descriptor, which represents an image over spatial pyramids4. Each bin in the PHOG 
represents the number of edges that have orientations within a certain angular range. The Hierarchical WaVelet 
Packet (HWVP) represents texture information of an image using hierarchical wavelet transform5. 
The rest of the paper is organized as follows. In Section 2, the related work in image categorization is briefly 
reviewed. A background of descriptors is presented in Section 3. Section 4 introduces the proposed algorithm of 
image categorization. Some experimental results and discussions are demonstrated in Section 5. Finally, conclusions 
are drawn in Section 6. 
2. Related work 
For image categorization, one can mention techniques based on the extracted features (feature points, 
correlogram, BoWs, and Bag of Visual Words (BoVWs)). Also some classifying models (Latent Dirichlet Allocation 
(LDA), probabilistic Latent Semantic Analysis (pLSA), and Adaptive Multiple Instance Learning (A-MIL)) are 
used. The invariance to shift, scale, and view of object in Yan et al. research6 is achieved by the creation of a virtual 
collection, when an original image is transformed into a collection of images with r30q rotation-in-plane angles. 
Each rotated image is resized by specified series of scales and then shifted. Adapting classifiers and complicated A-
MIL descriptors are based on the assumption that a decision function for a new classifier is a linear combination of 
all the pre-learned classifiers (learned by a conventional SVM) with a perturbation function received from the 
original visual feature space. The accuracy of classifying is raised up 72–96%. 
The reasonable decision for pre-defined scene categorization such as natural scene could use an approach based 
on the BoVWs extraction. This would be developed from a bag of orderless VWs to a bag of co-occurrence VWs. 
To the initial investigations, one can address a Bayesian hierarchical model extended from the LDA to learn natural 
scene categories7, the pLSA with following SVM or KNN classification8, among others. As mentioned in Bosch et 
al. research8, the pLSA is a correct statistical model for clustering in the case of multiple object categories per image. 
The pLSA is a latent variable model for a V u N co-occurrence table, which includes a collection of images D = d1, 
d2, …, dN with VWs from a vocabulary W = w1, w2, …, wV. This co-occurrence table contains total frequencies of 
words {wi} appearance in images {dj}. A joint probability model P(w, d), which associates an unobserved class 
variable z  Z = z1, z2, …, zZ with each observation is defined by Eq. 1, where P(w|z) are the topic distributions, by a 
mixture of which P(z|d) each image is modeled. 
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Instead of selection the best performing model from a set of models, the robust pLSA9 was based the initialization 
issue using the LDA and called as a Rival Penalized Competitive Learning (RPCL). The approach is based on 
accurate image segmentation in order to generate the BoWs representation. The key idea of the RPCL is that for 
each observation, the winner cluster center is pulled toward the observation and, at the same time, the rival (second 
winner) cluster is pushed slightly away from it. Color and texture local features from regions are transformed to 
global features including color features (auto-correlogram computed over 16 quantized colors in the Hue Saturation 
Value (HSV) space and 3 Manhattan distances) and texture features (Gabor energy computed over 3 scales and 4 
orientations). 
Qin and Yung10 proposed the use of unsupervised learning based on contextual information. They extended the 
BoVWs model to bags of contextual visual words model. Under the contextual VWs, the authors understood the 
local property of region of interest and the contextual property (from the coarser scale, neighborhood regions or 
both) simultaneously. The authors concluded that the proposed method provides better results against the spatial 
pyramid matching method, the pLSA model based method, and GIST feature based method by 2.11–12.51%. 
The good idea of clustering and aggregation of relational data is conducted by Frigui et al.11, when multiple 
dissimilarity matrices are built for color, texture, and structure dissimilarities. The proposed method is generic; it 
integrates the ordered weighted averaging operator and the fuzzy integral based on six types of features such as HSV 
color histogram, HSV color moments, dominant colors, wavelet texture feature, Gabor texture, and edge histogram. 
The color correlogram enables to calculate the correlation between colors using spatial information in an image. 
The correlograms were proposed by Huang et al.12, and at present one can find close research literature. In Abdullah 
et al. research13, the salient points in a whole image are searched using the SURF algorithm. Then the spatial 
relations are constructed by analyzing the nearest patches. The saliency-based cluster correlogram matrix Cs of a 
patch s, where s  S, belonging to one of the clusters k1, …, km, is defined by the joint empirical probability that ki 
co-occurs with a cluster kj in a set S as it is show in Eq. 2, where G and M are scale and angle, respectively. 
   jjiijis ksksPkkC  ,GM    (2) 
Thus, a cluster correlogram depicts the joint probability of all clusters having a particular set of n-nearest patches. 
The task for classification of binary objects by their shapes was solved in Ramesh et al. research14 by BoWs using 
framework with keypoint detection (in this case, the keypoints are the boundary points), feature extraction (using 
log-polar sampling with following Fourier transform), vector quantization, and classification. The quantization step 
is a histogram representation in a view of proposed “bi-gram”. A codebook is obtained by k-means method during a 
training stage. During the testing stage, a test image is represented using the learned codebook and then classified by 
the SVM. However, the shapes ought to be convex in order to correct mapping in log-polar coordinates. 
Some AdaBoost algorithms can be adapted for scene categorization. Qian et al.15 presented the IASBoost 
algorithm, which includes four steps: low-level features extraction, weak classifier training, weak classifier inner 
structure adjusting and adjusting validation, and classifier selection and fusion weight learning. The algorithm uses 
two training sets to train a set of weak classifiers and to determine the fusion weights of learned weak classifiers. 
3. Background of descriptors 
In this Section, a background of the most reasonable descriptors used for scene categorization is discussed. 
Section 3.1 includes a short description of SURG and Gauge-SURF (G-SURF). Section 3.2 provides the analysis of 
color descriptors. A family of proposed color G-SURF descriptors is presented in Section 3.3. 
3.1. G-SURF 
The basic SURF technique uses the determinant of the approximate Hessian matrix to locate the salience points16, 
where the determinant has maximum values. For a point p = (x, y)T in an image I, the Hessian matrix H(p; V) in 
point p at scale V is defined by Eq. 3 
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where Lxx(p, V) is a convolution of an image I(p) in a point p with a Gaussian second order derivative  
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and similarly for Lxy(p,V) and Lyy(p, V). 
A family of multi-scale local feature descriptors, called G-SURF, was introduced by Alcantarilla et al.17. They 
mentioned the use of gauge coordinates for image matching in visual categorization, object recognition, and 
structure from motion. With gauge coordinates, every pixel in the image is described by 2D local structure. The 
multi-scale gauge derivatives are invariant to rotation and shifts. Additionally, gauge derivatives are very useful in 
study of non-linear diffusion processes. The goal of such transform is to make a blurring locally adaptive to the 
region so that noise will be blurred, whereas details or edges will remain unaffected in an image. This becomes 
possible since every pixel in the image is fixed in its own local coordinate frame and is described by the local 
structure provided by Eq. 5, where w
&
 is a gradient vector, v
&
 is a perpendicular direction vector, L(p, V) denotes a 
convolution of image I(p) with 2D Gaussian kernel g(p, σ), where σ is a kernel's standard deviation or scale 
parameter (Eq. 4). 
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Using gauge coordinates, one can obtain a set of derivatives invariant to any order and scale that may be used for 
image matching efficiently. The second-order gauge derivatives Lvv(p, V) and Lww(p, V) are of special interest. They 
can be obtained as a product of gradients in w
&
 and v
&
 directions and the 2 u 2 second order derivatives or Hessian 
matrix provided by Eq. 6. 
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The G-SURF descriptor is based on the original SURF descriptor. Some modifications of SURF-based 
descriptors with dimension 64 are mentioned below: 
x The SURF is an original SURF implementation16 using a single Gaussian weighting scheme with standard 
deviation σ = 3.3s centered at the interest keypoint and a square grid of 20s u 20s. 
x The Modified Up-right SURF (MU-SURF) descriptor is a modified-SURF descriptor18. This descriptor applies 
Haar wavelets responses and two Gaussian weighting steps. It uses a square grid of 24s u 24s. 
x The Center Surround Extremas (CenSurE) is also a modified-SURF descriptor proposed by Agrawal et al.18 in 
order to approximate the bi-level Laplacian of Gaussian using boxes and octagons. 
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x The Speeded Up Surround Extrema (SUSurE) is a fast modification of the MU-SURF and the CenSurE 
descriptors for mobile devices using Simultaneous Localization And Mapping (SLAM)19. 
x The G-SURF uses second-order multi-scale gauge derivatives without any additional Gaussian weighting step. It 
applies a square grid of 20s u 20s. 
x The Modified G-SURF (MG-SURF) uses the same scheme as in the Modified SURF (M-SURF) but replacing 
first-order local derivatives for second-order gauge ones. It uses a square grid of 24s u 24s. 
x The No G-SURF (NG-SURF) is based on no Gaussian weighting-SURF descriptor. In this case, a comparison 
between gauge derivatives and first-order local derivatives based descriptors without any additional weighting 
scheme is implemented. It uses a square grid of 20s u 20s. 
However, the multi-scale global and local descriptors mentioned above do not consider color information, which 
is useful for scene categorization. Color descriptors are considered in next Section 3.2. 
3.2. Color descriptors 
A brief overview of color descriptors available for image categorization includes the following descriptors: 
x The rg histogram is based on the normalized RGB color model, where the chromaticity components r and g 
describe the color information (b is redundant as r + g + b = 1)20. 
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Because of normalization, the components r and g are scale-invariant and invariant to light changes, shadows and 
shading20. This descriptor has 45 dimensions. 
x The Opponent-angle histogram is based on image derivatives. This histogram has 36 dimensions. The opponent 
color space includes three components such as O1, O2, and O3 presented by Eq. 8, where O1 and O2 are color 
components and O3 is an intensity component. 
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The components O1 and O2 are shift-invariant with respect to light intensity. The intensity channel O3 has no 
invariance properties. 
x In the Hue histogram, the hue is weighted by the saturation of a pixel and reflects the instabilities in hue. This 
histogram has 36 dimensions. This model is scale-invariant and shift-invariant with respect to light intensity21. 
x The transformed color distribution is a normalized RGB histogram in each channel. It is invariant to scale and 
shift with respect to light intensity22, while a classic RGB histogram does not invariant to changes in lighting 
conditions. Each channel is normalized independently as mentioned in Eq. 9, where P is a mean and V is a 
standard deviation of the distribution in channel computed in a chosen region (patch or whole image). 
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This histogram has 45 dimensions. 
x The color moment histogram is typically constructed using color moments of first and second orders22. The color 
moment invariants are calculated using generalized color moments abcpqM  of order p + q and degree a + b + c 
defined by Mindru et al.23 in Eq. 10, where : means an analyzing region. 
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The moments of order 0 do not involve the spatial information, and the moments of degree 0 do not contain the 
photometric information. It is possible to normalize color moments and receive color moment invariants using 
combinations of generalized color moments of the degree 2 and the order 1. The color moment histogram has 36 
dimensions whereas the color moment invariants have 24 dimensions. 
x The hue-saturation descriptor is invariant to luminance variations. This histogram has 36 dimensions including a 
combination of nine bins for hue and four bins for saturation. 
x The color names provide a certain degree of photometric invariance with discriminative power and mean the 
ordinary color such as “white”, “black”, or “red”. This descriptor has the unable dimensions24. 
x The discriminative color descriptor is useful for clustering of color values in order to minimize the drop of 
mutual information25. This descriptor may have a variety of dimensions. For example, 11, 25, or 50 dimensions. 
It is also possible to consider color-texture descriptors as an extension of the invariant descriptor for scene 
categorization26. This is describes using following family of descriptors. 
3.3. Family of color G-SURF descriptors 
A family of proposed color G-SURF descriptors includes the chosen color descriptors invariant to color/light 
variations applied to basic G-SURF descriptor. Based on such reasoning, a codebook is created. Consider the 
proposed color G-SURF descriptors: 
x The rg G-SURF (rgG-SURF) includes additionally the components r and g invariant to scale and light changes 
(Eq. 7). 
x The Opponent G-SURF (OppG-SURF) analyzes all the channels in the opponent color space using G-SURF 
descriptor. The O1 and O2 components provide color invariance and the O3 component is characterized by 
intensity invariant (Eq. 8). 
x The Hue G-SURF (HueG-SURF) is constructed by concatenation of a hue histogram in HSV color space with the 
G-SURF descriptor. Such descriptor is scale-invariant and shift-invariant with respect to light intensity due to the 
Hue histogram. 
x The transformed color G-SURF (RGBG-SURF) descriptor is computed for each normalized RGB channel 
calculated by Eq. 9. Due to transformed color distribution, this descriptor is scale-invariant, shift-invariant, and 
invariant to light and shift color changes. 
x The color moment invariants G-SURF is based on normalized color moment invariants up to the second degree 
and the first order. This descriptor has a high computer cost, therefore, the limited implementation. 
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4. Algorithm of image categorization 
The goal addressed here is to estimate a similarity measure based on color G-SURF descriptors only from certain 
regions with an increased probability to yield the relevant information. Let C = {c1, c2,…, cC} be a set of scene 
categories obtaining in training stage. Assume that an image I is represented by a codebook V consisting of a set of 
the VWs V = {v1, v2,…, vk}. Denote this representation as a vector r = R(I), r = {r1, r2,…, rk} that indicates a 
distribution of the VWs. It is important to find a projection f:R(I)oc, which associates the coded VWs of an image 
with the scene category ci, i = 1,…C. A procedure for image categorization has a view: 
x Step 1. Segment the original image by unsupervised segmentation method (in our case, J-SEG algorithm, which 
separates the segmentation process into two stages, color quantization and spatial segmentation27). 
x Step 2. Sort the obtained regions using first 5-7 large area regions. 
x Step 3. Calculate color G-SURF in the remaining regions. 
x Step 4. Create a set of the VWs associating with regions. 
x Step 5. Classify the obtained VWs in accordance of a set of the VWs including in a codebook using k-means 
algorithm. Add new VW in a codebook. 
x Step 6. Match an image to a scene category using the SVM algorithm. 
During Step 5, the SVM classifier separates two-class data with maximal margin under assumption that these 
data can be separated by a hyperplane28. The margin value is determined as a distance between the closest training 
point and a separating hyperplane. In the ideal case, a classification function is provided by Eq. 11, where x is a set 
of given observations, y is a set of corresponding labels, which take values r1, w and b are parameters of a 
hyperplane. 
   bxwx  Tsignf    (11) 
Usually data sets are not linearly separable. The SVM proposes two decisions in order to overcome this problem. 
The first decision introduces an error weighted constant, which penalizes misclassification of samples proportionally 
to their distances from a classification boundary. The second decision is based on a mapping ), which transforms 
the original data space of X to another feature space with higher dimension. The SVM permits to define this 
transform in terms of scalar products by introducing the kernel K(u, v), K(u, v) = )(u))(v), where u and v are 
datasets in two feature spaces. The decision function using kernel is provided by Eq. 12, where xi are the training 
features from data space x, yi is a label of xi, Di are the parameters typically equaled 0 for most i. 
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The sum of Eq. 12 can be only taken for selected xi. These feature vectors are called support vectors, which are 
situated near a separating hyperplane. In order to apply the SVM to multi-class separation, the strategy one-against-
all is used given that m SVM’s classifies are trained. 
5. Experimental results and discussions 
The experiment was done using a set of eight scene categories defined by Oliva and Torralba29 (the OT8 dataset). 
The OT8 dataset includes 2,688 images with 256 × 256 pixels. They were categorized of the coast, mountain, forest, 
open country, street, inside city, tall buildings, and highways. A sub-set of 100 images was chosen randomly from 
each of the categories during training stage. Another set of images from the each category was considered during the 
testing stage. Figure 1 shows the segmentation of images from each categories (original, segmented (small size 
regions are marked by red), and with feature points in large size regions only). During the training stage, a 
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vocabulary of VWs was created by random choice of 200,000 descriptors from a training set with the following 
clustering using a k-means algorithm. As a result, 400 visual words (or clusters) were obtained. During the testing 
stage, the BoVWs was calculated for each image using a vocabulary of VWs. The SVM classifier with RBF core 
known as LibSVM30 was applied. All calculations were repeated resulting in a precision that was 5 times. 
 
 
Fig. 1. (a) coast_bea3; (b) forest_land810; (c) highway_urb471; (d) insidecity_hous50; (e) mountain_sharp48; (f) opencountry_open55; 
(g) street_par203; (h) tallbuilding_urban1210. 
A family of proposed descriptors was tested manually by applying distortions to the images such as rotations with 
angles ± 2.5º, ± 5º, ± 7.5º, ± 10º, light intensity scaling factors with multipliers 1.1±1, 1.25±1, 1.5±1, 2±1, and light 
intensity shifts with ± 5, ± 10, ± 15, ± 20 pixels. The received results are located in Tables 1–3, respectively. 
Table 1. Categorization precision of OT8 images with rotations (%). 
Angle  –10º –7.5º –5º –2.5º 0º +2.5º +5º +7.5º +10º 
SURF 78.42 78.85 79.35 79.72 80.12 79.65 79.13 78.93 78.62 
G-SURF 82.90 83.41 83.95 84.3 84.45 84.09 83.82 83.54 83.13 
 
As it follows from Table 1, the SURF and the G-SURF descriptors are robust for image rotations, however, 
values of categorization precision using G-SURF are higher by 4–5%. Values from Table 2 demonstrate that the 
rgG-SURF and the HueG-SURF are not robust for light intensity scaling and the G-SURF provides only partial 
robustness. Low values in the last two columns can be explained by cropped intensity values with multiplier 2.0, 
when these values exceeded 255 and were removed from images. As it follows from Table 3, the G-SURF has a 
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partial robustness to light intensity shifts. All four proposed descriptors are robust for such distortions; however, the 
rgG-SURF and the HueG-SURF demonstrate the low values of precision again. 
Table 2. Categorization precision of OT8 images with light intensity scaling (%). 
Multiplier 2–1 1.5–1 1.25–1 1.1–1 +1 +1.1 +1.25 +1.5 +2.0 
G-SURF 82.4 83.67 84.21 85.13 85.45 83.62 80.66 74.29 59.92 
rgG-SURF 76.56 76.85 77.09 77.42 77.60 76.95 76.93 74.58 68.71 
OppG-SURF 84.19 84.51 84.68 84.95 85.33 84.48 83.32 79.65 70.03 
HueG-SURF 66.81 69.04 70.16 71.35 71.64 71.56 70.41 67.96 62.75 
RGBG-SURF 85.23 85.29 85.34 85.62 85.73 84.18 83.27 77.24 61.08 
Table 3. Categorization precision of OT8 images with light intensity shifts (%). 
Shift –20 –15 –10 –5 0 +5 +10 +15 +20 
G-SURF 82.15 83.27 83.89 84.71 85.45 84.90 84.17 83.42 82.61 
rgG-SURF 76.38 76.69 77.28 77.53 77.64 77.62 77.41 77.37 77.08 
OppG-SURF 85.29 85.61 85.79 85.64 85.33 85.21 85.15 84.67 84.33 
HueG-SURF 70.63 70.78 70.91 71.60 71.64 71.19 70.89 70.96 70.81 
RGBG-SURF 84.37 84.91 85.09 85.32 85.73 84.89 84.86 84.79 84.62 
 
The total precision values of image categorization using various descriptors are presented in Table 4. 
Table 4. Precision results of image categorization in dataset OT8 (%). 
Category Coast Forest Highway Inside city Mountain 
Open 
country Street 
Tall 
building 
G-SURF 78.34 93.98 80.37 77.92 88.02 77.67 91.24 95.92 
rgG-SURF 84.07 91.78 77.25 69.75 71.43 61.54 77.56 87.32 
OppG-SURF 83.34 96.42 79.81 78.01 85.43 75.9 91.54 92.06 
HueG-SURF 77.92 83.89 66.05 59.17 69.97 51.32 79.12 85.76 
RGBG-SURF 78.21 95.73 82.87 79.36 89.32 77.67 88.54 93.62 
 
As shown in Table 4, different descriptors provide good results only for some image categories. Therefore, values 
of categorization precision can be increased by calculation of the weighted descriptors in various color channels. 
Also this parameter can be improved using a multi-assignment association of VWs31, when a descriptor is associated 
with both single and multiple VWs. The SPM application3 may be a good way to increase the precision values of 
image categorization. 
6. Conclusion 
A family of novel descriptors based on G-SURF representation and invariant to rotations, light intensity scaling 
and shifts was developed for unsupervised image categorization. A set of eight scene categories from dataset 
represented by Oliva and Torralba was used for experiments. This dataset includes 2,688 images with sizes 
256 × 256 pixels, which was divided into training (100 images from each category) and testing (all the remained 
images from each category) sets. A vocabulary involving 400 VWs was created during training stage using k-means 
algorithm. During the testing stage, the BoVWs was calculated for each image using a vocabulary of VWs with 
following classification by the SVM classifier with RBF core. Promising estimators of proposed the rgG-SURF, the 
OppG-SURF, the HueG-SURF, and the RGBG-SURF were obtained in cases of rotation and lighting distortions. 
Some ways to increase the precision values of image categorization have been outlined. 
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