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Abstract 
After extending the basic hypergeometric series to series with matrix coefficients, we apply 
them to the solution of q-difference-q-differential equations, and to the formulation of a versa- 
tile tool for producing enerating functions and series-product identities (incorporating transfer 
matrix method). 
1. Introduction 
This is a simple dish (one definition, one theorem, and two corollaries) of a chop suey of 
mathematics - - one part matrix, one part quantum plane, and one part basic hyper- 
geometric series, with a dash of determinantal Rogers-Ramanujan, Jacobi, and digraphs. 
It is done in the tradition of 'exp(z) = (1 + ~.)i for finite z and infinitely large i': discrete 
and formal. The result is a direct, discrete approach to the solution of (q)-difference-(q)- 
differential equations (Corollary 1), and a versatile tool for producing enerating functions 
and series-product identities (incorporating transfer matrix method) (Corollary 2(1)-(7)). 
Additional topics and computer computations are given in the appendices. 
We use the notation E~f(x) =f(qx) ,  (q), = (1 - q)(1 - q2)..-(1 - q~), 
nq! = (q),/(1 - q)", A[ i , j ]  = the /j-entry of the matrix A, IAI = Determinant of A, 
A a = adjoint of A. 
2. Matrix q-hypergeometric series 
We first recapitulate the basic algebraic tool of [6, 7]. Let C be the complex field, 
C [ [q] ] the ring of formal power series, and C [ [q] ]n×n the ring of n x n matrices with 
entries in C [ [q] ]. Let C [ [q] ] n × n [x < y] q denote the associative C [ [q] ] n × n_algebra 
freely generated by x and y satisfying the commutation relations (c e C [[q] ]"×") 
yx  = qxy ,  cx  = xc ,  cy  = yc. 
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The relations imply that every element f (x ,  y)e C [[q]]~×'[x < y]q is uniquely ex- 
pressible as a finite sum f (x ,  y )= ~ aijxiy j, where air e C[[q]]  ~×'. We call this the 
normal form of f (x ,y) .  Clearly, degree and homogeneity of an element make sense in 
this algebra. When n --- 1, this algebra is the quantum plane. 
By a matrix q-power series in {x,y}, we mean a formal infinite sum 
f = fo + fl  + "'" + f, + "'" of homogeneous elements fi in C[[q J ] '× ' [x  < yJq, each 
f~ being either 0 or of (total) degree i. We define addition and multiplication of two 
q-power series f=fo  +]'1 + "'" +f ,  + "'" and g = go + gl + "'" + gr + "'" by the 
usual rules: 
f + g = (fo + go) + (f l  + g~) + "" + (f~ + g,) + "" 
f~ =(fogo) +(fog, +Ago)  + . .  + ( fog ,  + .. .  + f ,g , - ,  + .. .  +f, go) + --. 
It is routine to verify that this is an associative (2[[q]]" ×' algebra; we will denote it by 
C[[q]]n×n[[x < yJ]q. We say that a q-power series f=fo  +fs  + "'" +f ,  + "'" is in 
normal form if for all r/> 0 f, is in normal form. 
Let A(y) and B(y) be in C[ [q J J '× ' [y ]  = (C[[q]] [yJ) '×" such that B(y) is invert- 
ible in C [ [q] ] n × n [ [y] ] = (C [ [q] ] [ [y] ])" × ,. We define the matrix q-hypergeometric 
series by 
F(A( . ) ,B (* ) ;q ,x )  = 1 + xB- l (q)A(1)/(q) l  + x2B-~(q2)A(q)B- l (q)A(1)/(q)2 
+ ... + xnB - l(qn)A(q~- 1)... B -  l(q)A(1)/(q), + ... 
Clearly, F(A( . ) ,B ( . ) ;q ,x )  is an element of C[[q]]nxn[[x] ]  = (C[[q]] [[x]]) nxn. 
Theorem. Let d >~ 1 be an integer. Then 
(E(q,)B(Eq) + xA(Eq))F(A( * ), B( * ); qa, x) = B(Eq)F(A( * ), B( * ); qd, x). 
Proof. In the formal expansion of the infinite power product 
(ya + xB-  l(qy)A(y))°° 
= (yd + xB- l (qy)A(y) ) (ya  + xB- l (qy)A(y ) ) (y  a + xB- l (qy)A(y) )  .... 
in C [ [q] ] '× ' [  [x < y] ]q, there are terms with infinitely many x's and there are terms 
with finitely many x's. The normal form of terms of the first type is q-adically equal to 
0. Hence the normal form of(y d + xB-  l(qy)A(y))~° (we will consistently disregard the 
term consisting of only x's, if such a term exists) has the appearancef(x)y ~, wheref(x) 
is a formal power series in x with coefficients in C[[q]]  "×'. (The symbol yOO is 
retained here to emphasize the completely formal character of the infinite power 
product. There is no topology involved in y~. The only relevant opologies are the 
q-adic and the x-adic topologies.) Grouping terms, in the expansion, according to the 
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number of x's they contain, we see that (yd+xB- l (qy)A(y ) ) °~=F(A( , ) ,  
B( • ); qU, x)y ~. Now, B(Eq)F(A( • ), B( • ); qd, x)y ~ = B(y)(y a + xB-  ~(qy)A(y)) ~ = 
(B(y)y a + B(y)xB-~(qy)A(y))(y a + xB-~(qy)A(y)) °~ = (B(y)y a + xB(qy)B-~(qy)x 
A(y))(y a + xB-  l(qy)A(y))~ = (B(Eq)Etq,j + xA(Eq))F(A( * ), B( * ); qa, x)y °~. The eq- 
uality of the theorem follows. [] 
3. Systems of q-differential-q-difference equations 
Jackson defined in [3, 4] the q-differentiation and the q-integration by 
D f f  (x) = ((1 - q) x)- l ( f (x) - f (qx) ), 
and 
(. ~ f(x)d(q,x) = (1 - q) ~, f(qix)qix, 
i=0 
respectively. 
Using the 'q-algebra' of the last section, we can reformulate the q-differentiation and 
the q-integration as follows (we use operator notation Iq for the q-integral): 
Dqf(x)y ~° = ((1 - q)x)- 1(1 - y)f(x)y°~; 
lqf(x)y ~ = (1 - y) - l (1  - q)xf(x)y ~. 
This formulation reveals algebraically the exact inverse relationship between the 
q-differentiation and the q-integration. Clearly we have Dql¢ -- Identity; IqDqf(x) = 
f (x)  - f(o). 
Corollary 1. Let A(y) be in (C[-[-q']][y])"xn. Then, every column 
F ( A ( * ), I; q, (1 - q) x) is a solution of the q-differential-q-difference system 
Dff(x)  = A(Eq)f(x), 
where f (x)  ~ (C [ Ix-1 ])n × I. 
of 
Proof. We first express the system in the q-algebraic notation 
((1 - q)x)- 1(1 - y)f(x)y °~ = A(y)f (x)y °~. 
This is equivalent o 
(y + x( l  - q)A(y))f(x)y °° =f(x )y  °°. 
By the theorem of the previous section, 
(y + x(1 - q)A(y))F(A(,  ), I; q, (1 - q)x)y °~ 
= f(A(*) , l ;q , (1  - q)x)y ~°. [] 
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4. q-binomial theorem 
We proved in [7]. 
Corollary 2. I f  A, B are matrices in C [ [q] ] ~ × n, 
F (A  - B *, I ;  q, x) = (1 - Ax) -  ~ (1 - Bx)(1 - Aqx) -  1 (1  - -  Bqx) 
• --(1 - Aqk- lx ) - l (1  -- Bqk- lX )  ... .  
An application of the determinant yields the following determinantal identity: 
(1) IF(A - B* , l ;q ,x ) l  = 
(11 - Bxl)(]l  - Bqx l ) ( l l  - Bq2x l ) . . . ( I  1 - Bqtk - l~x l ) . . . )  
/(( l l  - Ax[)(I 1 - Aqx[ ) ( l l  - Aq2x l ) . . . ( I  1 - Aq 'k- l)x]).-.). 
(2)-(6) are immediate consequences of (1). 
(2) IF(A - B* , l ;q ,x ) l  x lF (B  - A* , l ;q ,x ) l  = 1. 
(3) I f l l  - Bx l / l l  - Ax l  = l1 - B'x] / [1 - A'[, IF(A - B* , l ;q ,x ) [  = 
IF (A '  - B'  * , l ;q ,x ) l .  
(4) I f  11-  Axl  = I1 -  Bxl  (in particular, if A and B are both nilpotent), 
IF(A - B* , l ;q ,x ) l  = 1. 
(5) If A and B are square matrices of the same size, and A'  and B' are square 
matrices of the same size, and A ~ A'  and B ~ B'  denote the direct sums, 
IF(A t~ A '  - B ~ B'  . , I ;q ,x ) ]  = IF(A - B * , l ;q ,x ) l  x ]F(A'  - B '  * , l ;q ,x ) l .  
(6) If A and B are matrices in C n × n, and r~, r2, ..., r n are the eigenvalues of A and 
sl, s2 . . . . .  sn are the eigenvalues of B, 
IF(A - B . , l ;q ,x ) [  = ]F(el(r I - sl * ) , I ;q ,x)[  x [F(e2(r2 - s2 * ) , l ;q ,x)]  x ... 
x IF(e~(r~ - s~ * ), I; q, x)l, 
where ei(r~ - st * ) is the n x n diagonal matrix whose//-entry is (ri - s~ * ), and 1 else- 
where on the diagonal. 
(7) Given any two polynomialsf(x), g(x) in  C[ [q] ]  [x] of degrees less than or equal 
to n, satisfying the conditions f(0) --- g(0) = 1, there exist n x n matrices A and B such 
that 
IF(A, I; q, x)l = 1/ ( f (x ) f (qx) f (q  z x ) . . . f (q~-  '~x).. .) ,  
I F ( -  B *, I; q, x)l = g(x)g(qx)g(q2x)  "''g(q~n- l~x) ' " ,  and 
]F(A - B *, I; q, x)l = (g(x)g(qx)g(q 2x) . . .  g(q~n- l~x).. .) 
/ ( f  (x) y (qx)  f (q 2 x ) . . . f  (q~n- l lx) . .  . ). 
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We now prove (7). Suppose f(x) = 1 + atx + ... + a,x ~ and g(x)--- 1 + btx + 
• .. + b~x ~. Then the matrices 
A = 
"0 0 0 --an 




1 - -a l  
B = 
"0 0 0 -bn  
1 0 0 -b , , - i  
1 
0 
1 -b l  
satisfy l1 -  Axl =f(x)  and 11-  Bxl = g(x). (7) follows from the determinantal 
identity (1). [] 
5. Examples 
5.1. Determinantal Rogers-Ramanujan 
The Rogers-Ramanujan identities [1, (2.7.3), (2.7.4), p. 36] state that 
q n2 qSn+ q5n+4)), 
n=o (~.= nl-~J> 01/((1 - 1)I1 - 
~ qn(n+ l)
~=o (q)~ 
- -  = U 1/((1 - q5"+2)(1 - qSn+3) ) .  
n~>0 
The two infinite products are clearly equal to lqn~>0 1/(1 - (q  + q,)qSn+ qSq~O~) 
and I] ~ >/0 1/(1 - (q 2 + q 3)q 5~ + q S qtOn). A change of variables and Corollary 2(7) 
now yield the following identities: 
n -- _ = _ q5 1) , ,,=o £ ~  qn~= I-~I> o1/((1 qSn+x)( 1 qSn+,*)) F(IOI q + a l , l ;qs  ' 
qn(n+ l) 
n=o (q)n 
- -  = H 1/((1 -- qSn+2)(1 -- qSn+3)) 
n~>0 
-q~ 
q +q31' q l) • 
Here 
_q5  _q5  
F( I~  q + q, l , l ;qS, 1 ) and F( [~ q2 + q31,I;qS, 1 ) 
are q-adically convergent because of the special form of the matrices. 
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5.2. Ramanujan cont&ued fract ion 
If we expand 
F , I ;q ,x  = I+xF I+x2FE+x3F3+x4F , ,+xSFs+xaF6+. . . ,  
and write Fn = F~[i, j],  then Fn[1 ,2] /F , [1 ,1]  = Fn_ l [2 ,2 ] /F~_ , [2 ,1 ]  (n >1 2) from 







5.3. Example:  I]n >1 1 (1 + qnx 4- q2nx2) 
Another example of Corol lary 2(7) is the identity 
(1 + x + x2)(1 + qx + (qx)2)(1 + q2x  + (q2x)2)... 
I; 
It (with x replaced by 
On the other hand, 
= 1 + x/(1 - q) + x2/(1 - q2) + qx2/(1 _ q)(1 - q2) 
+ qx3/(1 -- q)(1 -- q3) + q2x3/ (  1 _ q2)( 1 _ q3) 
+ qax3/(1 - q)(1 - q2)(1 - q3) + q2x4/ (  1 _ q2)( 1 _ q4) 
+ q3x4/(1 -- q)(1 - q2)(1 -- q4) + qgx4/ (  1 _ q)(1 - q3)(1 -- q4) 
+ qSx4/ (  1 _ q2)( 1 _ q3)( 1 _ q4) 
+ q6x4/(1 - q)(1 - q2)(1 - q3)(l - q4) 
+ q4xS/(1 -- q)(1 -- q3)(1 - qS) + ... 
qx) matches [8, Theorem 1 part (3), p. 149] perfectly. 
we have 
(°1 I1 ) 1/(1 + x + x2)(1 + qx + (qx)2)(1 + q2x + (q2x)2) . . . .  F , I ,q ,x  
= 1 - x/(q)o(qh + (1/(qh(qh - 1/(q)o(q)2)x 2 + ( -1 / (qh(q)2  + 2/(q)o(q)3)x 3 
+ (1/ (q)2(q)2-  1 / (q ) l (q )a -  1/(q)o(q)g)X 4 
4- ( -  1/(q)2(q)3 + 2/(qh(q)4 - 1/(q)o(q)5)x 5 
4- (1/(q)a(q)a - 1/(q)2(q)4 - 1/(qh(q)s + 2/(q)o(q)6)x 6 4- ... 
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The pat tern  of  the numerators  of  the q-series coeff ic ient of  x k is - 1, 2, - 1, - 1, 2, - 1 . . . .  
for  odd  k, and  1 , -  1 , -  1, 2 , -  1 , -  1, 2 . . . .  for even  k, respect ive ly .  Th is  is a lso con-  
f i rmed by Coro l la ry  2(6). 
5.4. (W)Hahn 
Spec ia l i z ing  n to 
F(A,  I; q, x) = 
2 and  set t ing  B = 0 in Coro l la ry  2, we have  
(1 - Ax) -  1(1 - Aqx) -  l ...(1 - Aq k- i x ) -  1 ... 
([1 - Ax[ ) - l (1  - Ax)a( ] l  - Aqx[ ) -~( l  - Aqx)" ' . .  
( l l  - Aq  k lx l ) -~(1  - Aq~' - 'x )  ' ' ' "  
= [-([1 - Ax[ ) ( [ l  - Aqx[)([1 - Aq2x[ ) . . . ( [1  - Aq k - ix [ ) . . . ] - I  
x [-(1 - A"x) (1  - A~qx)(1 - A"q2x) . . , (1  - A~qk- lx ) . . . ]  
= [-([1 --  Ax l ) ( l l  - Aqx[) ( ] l  - AqExl ) - . . ( [1  - Aqn- lx [ ) . . . ]  -1 
xF ( -Aa* , l ;q ,x ) .  
In  par t i cu la r ,  when 
 =EoI ol] 
then  
f (A , l ;q ,x ) [1 ,  1] = [ ( l l  - Ax l ) ( l l  - Aqx[ ) ( l l  - Aq2x l )  ... 
(11 -- Aqn-~x l ) . . . ] - l F ( -Aa* , I ;q ,x ) [1 ,  1] 
y ie lds [2, (6.9), p. 362] 
COSq(X) = [-(1 + X2)" ' (1  + q inx2) . . . ] - lCosq(x ) ,  
where  
cosq(x) -- 1 - x2/(q)2 + x4/(q)4 . . . .  + (-1)nX2n/(q)2n + ...,  
COS~(X) = 1 --  qx2/(q)2 + q6xa/(q),, . . . .  + qn(2n- 1)(__ 1)nx2n/(q)2n + ... 
F(A,  I; q, x)[2,  1] = [([1 - Ax[)( [  1 - Aqx[)([1 - Aq2x[ )  ... 
([ l  - Aq" - lx [ ) . . . ] - l F ( -A ' . , l ;q ,x ) [2 ,1  "] 
yie lds [2, (6.9), p. 362] 
sinq(x) = [-(1 + x2) . . - (1  + q2nx2)...]-I Sinq(x), 
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where 
sinq(x) = x/(q)  1 - x3/(q)3 + ... + ( -  1)nX 2n+ 1/(q)zn + 1 + "",  
Sinq(x) = x/(q)  1 - q3x3/ (q )  3 + ... + qnt2n+ 1)(__ 1)nX2n+ 1/(q)2n + l + "'" 
Hence [2, (6.13), p. 363] 
cosq(x) Sin~(x) - sinq(x) Cos~(x) = 0. 
In this example, we have followed Hahn's notation [2]. 
5.5. Example: Cosh~-  Sinh~ 
Continuing the previous example, but taking 
we similarly get 
cosh~(x) = [(1 - x2) . . . (1  - q2nx2) . . . ] - I  Coshq(x), 
where 
cosh~(x) = 1 + x2/(q)2 + x4/(q)4 + ... + x2n/(q)2n + "", 
Coshq(x) = 1 + qx2/(q)2 + q6x4/ (q )  4 q- ... "4- qnt2n-l)X2n/(q)2n + ... 
sinhq(x) --- [(1 - x 2) ...(1 - q2~x2).- -] -  1Sinhq(x), 
where 
sinh~(x) = x/(qh + x3/(q)3 + ".. + x2n+l/(q)2~+l + "", 
Sinhq(x) = x/(qh + q3xa/ (q)3  -t- "" q- qn(2n+ 1)X2n+ l/(q)En+ l + ... 
coshq(x) Sinhq(x) - sinhq(x) Coshq(x) = O. 
5.6. Fibonacci 
Still continuing the same example, and taking 
[011 l A= 1 
and denoting the nth Fibonacci number byfn(f_~ = 1,fo = 0, f l  = 1), we have 
1 + x/(q)l + 2x2/(q)2 + 3x3/(q)3 + 5x'*/(q)4 + 8xS/(q)5 + ... +f.+lx~/(q)~ + • 
= [(1 -- x - -  x2) . - . ( l  - -  q 'x  -- q2nx2) . . . ] - l [1  -~ qx2/(q)2 -- qaxa/(q) 3
+ 2q6x4/(q) 4 -- 3q l°x  5/(q) 5 + ... + (-- 1)~fn_ l q ~tn- l~/2xn/(q)n + ...], 
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x/(q)l + X2/(q)2 + 2X3/(q)3 + 3X4/(q)4 + 5Xs/(q)5 + "'" + f,,x"/(q),, + "" 
= [(1 -- x - -  x2) . . . (1  - -  q"x - -  q2nx2) . . . ] - t [x / (q ) l  - -  qx2 / (q )2  
+ 2qaxa/(q)3 -- 3q6x4/(q) 4 + 5ql°xS/(q) 5 + ... 
+ (_  1)~-lfnq~t,-l~/2X,/(q)" + ...], 
1 + X2/(q)2 + xa/(q)3 + 2x4/(q)4 + 3Xs/(q)5 + "'" +fn- lx" / (q) ,  + "'" 
= [(1 -- x -- x2)...(1 -- q"x -- qE"x2) . , . ] - l [1  -- x/(q)l + 2qx2/(q)2 
-- 3qaxa/(q) 3 + 5q6x4/(q) 4 -- 8ql°xS/(q) 5 + ... 
+ (-- 1)nf. + I q"t"+ '~/2x"/(q). + ""]. 
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Appendix A: Digraph interpretation 
In this appendix, we show that F(A + B . ,  l ;  q, x) in Corol lary 2 can be interpreted 
as the weight generating function of certain 'AB-alternating' walks in a directed graph. 
First, we recall some graphical terminology [5, p. 241]. A digraph (directed graph) 
D = (V, E, d) is composed of a finite set of vertices V = {v l, v2 . . . . .  vn }, a finite set E of 
edges, and a map d : E ~ V x V. If d(e) = (v, v j), then we say that vi is the initial vertex 
of e and vj is the terminal vertex of e. In a sequence of edges, we call two edges 
consecutive if the terminal vertex of the first edge is the same as the initial vertex of the 
second edge. A sequence of k consecutive dges in which the initial vertex of the first 
edge is vl and the terminal vertex of the last edge is v~ is called a walk of length k from vi 
to v~. A weight function is a function w:E  ~ R, where R is a commutat ive ring 
containing C[ [q ] ] .  The adjacency matrix A of the directed graph D is the matrix 
defined by A[ i , j ]  = ~, w(e), where the sum is over all edges whose initial vertex is 
vl and whose terminal vertex is vj. The weight of a walk is the product of weights of its 
edges. Note that Ak[i , j ]  is equal to the sum of weights of all walks of length k from 
vi to v~ [5, p. 242] (A o = I). 
For  the combinatorial  interpretation of our identity, we need a digraph with two 
weight functions WA and w_ 8. They give rise to two adjacency matrices A and -B  
defined as above. The only walks that are of interest to us are those represented in 
(Ax)ho(Bx)ko(Aqx)h,(Bqx)k,(Aq2 x)h (Bq2 x) k2 ...(Aq" x)h,(Bq' x) k,. 
where hi/> 0 and 1/> k;/> 0. We will call them AB-alternating walks. 
Digraph interpretation. The coefficient of x k in F(A + B* , l ;q ,x ) [ i , j ]  is the we~ht 
generating function of AB-alternating walks of length k from vi to vj. 
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Proof.  F rom Coro l la ry  2, F(A + B . , l ;q ,x )  equals  
(1 + Ax + (Ax) 2 + -..)(1 + Bx)( l  + Aqx + (Aqx) 2 + .-.)(1 + Bqx).. .  
(1Aq'x + (Aq'x) 2 + ...)(1 + Bq'x)  ... 
When this p roduct  is expanded,  each term is of the form 
(Ax) h°(Bx)k°(Aqx)h'(nqx)k' (Aq2 x) h2(Bq2 x)k2 ...(Aq" x)h'(Bq" x)k', 
where hi/> 0 and 1 ~> ki >i O. So, the coefficient ofx  k in F(A + B . , l ;q ,x )  [i,j] is the 
weight generat ing funct ion of AB-a l ternat ing  walks of length k f rom vi to vj. []  
Appendix B: Two q-binomial theorems 
First,  we note that  the ident i ty  of Coro l la ry  2, 
F(A - B *, I ;  q, x) = (1 - Ax)-1(1 - Bx)(1 - Aqx)-1(1 - Bqx).. .  
(1 - Aq k - i x ) -  1 (1 - Bq k - i x) .... 
may be s imply  proved by recurs ion as follows: Let 
(1 - Ax) -  1 (1 - Bx)(1 - Aqx) -  i (1 - Bqx).. .  (1 - Aq n- i x ) -  1 (1 - Bq ~- 1 x). . .  
= 1 +xF l  + ... +xnFn+ "'" 
Subst i tut ing qx for x, we have 
(1 - Ax)(1 + xF1 + x2F2 + ... + xnF, + ...) 
= (1 - Bx)(1 + xqF1 + x2q2F2 + ... + xnqnF~ + ...). 
Compar ing  the coefficient of x ~, we get the recurrence re lat ion 
F~ =(1  - qn) - l (A -  qn-~B)F~_I.  I terat ing,  we obta in  the desired result 
F~ = ((q)~)- l (a  - q~-~ B) . . . (A - qB)(A - B). 
Next,  if we commute  all the factors involv ing A and B in the infinite product  of 
Coro l la ry  2 and write 
(1 - Bx)(1 - Ax) - l (1  - Bqx)(1 - Aqx) -1.. .(1 - Bq~-lx)(1 - Aq ' - l )  -~.. .  
= 1 +xGl  +. . .+xnG~+. . . ,  
then the subst i tut ion of qx for x will result in 
(1 - Bx) - l (1  + xG1 + x2G2 + ... + x~G~ + ...) 
= (1 - Ax) - l (1  + xqGl + x2q2G2 + ... + x'qnG~ + ...). 
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Comparing the coefficient of x ' ,  we find 
G. = (1 - q")- 1 [ (q . -  1A _ B )G._  1 + (q"- 2A 2 _ 32)G_2 + . . .  
+ (qA "-1 - B" - I )G1  + (A" - B")]. 
By induction, we see that G, can be expressed as ((q)n)- 1 times the sum of the 2"- t 
terms obtained from (q" - lA -  B ) . . . (qA-  B ) (A -  B)  by substituting (1 -  qi) for 
(q iA - B) (1 ~< i ~< n - 1) in all possible ways, and simultaneously changing every 
unsubstituted (q 'A -  B), which immediately follows exactly r consecutive (sub- 
stituted) factors (1 - qi), to (qSA'÷~ - 3 '+ 1). Denote this operation by 
G~ = ((q).)- 1 
For example, 
G4 = ((q)4)- 1 
(q" -  l A - B ) . . . (qA  - B ) (A  - B) .  
(q~A - B)1~ (1 - q~) 
~, (q3A - B ) (q2A - B) (qA - B ) (A  - B) 
(q"A - B) ]~ (1 - q ' )  
= ( (q)4) - lE (q3A - B ) (q2A - B ) (qA - B) (A  - B) 
+ (q3A - 3 ) (q2A - 3)(1 - q)(A 2 - B 2) 
+ (q3A - B)(l - q2)(qA2 - 32)(A - 3) 
+ (1 - -  q3) (q2A2 - -  B2) (qA - B ) (A  - 3 )  
+ (q3A - 3)(1 - q2) ( l  - q ) (A  3 - 3 3 )  
+ (1 -- q3)(l - q2)(qA3 - 33)(A - B) 
+ (1 - q3)(q2A2 - 32)(1 - q)(A 2 - 32 ) 
+ (1 - q3)(1 -- q2)(1 -- q)(A 4 - B4)]. 
We may now state the folowing identity. 
Reverse q-binomial identity: For any matrices A and B in C[ [q] ]  "×n, 
(1  - 3x)(1 - Ax) - t ( l  - Bqx)(1 - Aqx) - l . . . (1  - Bq" - tx ) (1  - Aq n - tx ) - l . . .  
= 1 + xG1 + ... + x~G,  + ...,  
where 
G~ = ((q)~)- 1 ~ (q" - lA  - 3 ) . . . (qA  - B ) (A  -- B). 
(qiA - B) I~ (I - qi) 
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It follows from the original and the reverse q-binomial identities that if A and B are 
a pair of commuting matrices, then 
(A - qn- I B) . . . (A - qB)(A - B) 
= ~ (q" - lA  - B) . . . (qA - B)(A - B). 
(qiA - B) I -~ (1 - qi) 
Appendix C: Differential equations 
The simplest example of Corollary 1 is when A is a constant matrix in C '× o. In that 
case, Dj (x )= Af (x ) ( f (x )~ (C[[x] ] )  n× 1 is a system of homogeneous q-differential 
equations with constant coefficients. This is the q-analog of the stuff of sophomore 
differential equations. Not surprisingly, one can show, purely q-algebraically, that the 
homogeneous system has a fundamental matrix 
F(A, I ;q,(1 - q)x) = I + Ax/lq! + A2x2/2~! + ... + Anxn/n~! + ... 
which we will denote more suggestively by expq(Ax). Expq(Ax) tends to exp(Ax) as 
q ---, 1 - along the real line. I f J  is the Jordan canonical form of A and A = P JP -  1, then 
a more manageable explicit fundamental matrix is Pexp~(xJ), where expq(xJ) has the 
expected block triangular form. 
It is also not difficult to show that the solution, s(x), of the inhomogeneous 
system Oj (x )=Af (x )+b(x) ,  where A~C n×", b(x)e(C[ [x ] ] )  n×l, satisfying 
s(0) = a e C n × l is given by s(x) = exp~(xA)a + exp~(xA)I~(expq(qxA))-lb(x). Note 
the extra factor q in (expq(qxA))-t 
Appendix D: Jacobi 
lexp(Cx)l = exp(Trace Cx). 
Proof. Given n x n matrix C, we let A be the 'upper triangular part' of C, and B the 
negative of the 'strictly lower triangular part' (A[ i , j ]  = C[i, j] ,  if i<~j, and 
A[i , j ]  = 0, i f /> j ;  B[i , j ]  = 0, if/~<j, and B[i , j ]  = -C[ i , j ] ,  i f /> j ) .  Clearly A has 
eigenvalues C[1,1], C[2,2], . . . ,C[n,n']  and B is nilpotent. Corollary 2(6) (with 
x replaced by (1 - q)x) implies (in the notation of Appendix C) 
I F(A - B *, I; q, (1 - q)x)l = exp~ [C [1, 1] x] exp~ [C [2, 2] x] .-. expq [CI-n, n]x]. 
We may now take q to be a real number less than 1, and let q --* 1 - ; the result is the 
desired identity: lexp(Cx)l = exp(TraceCx). [] 
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Appendix E: Determinantal Rogers-Ramanujan 
This is a computer calculation of Section 5.1. 
q%],;q,,/ 
= 1 +q+q2+q3+2q4+2qS+3q6+3qT+4qa+5q9+6ql°  
+ 7q 11 + 9q 12 + lOq la + 12q 14 + 14q 15 + 17q 16 + 19q 1~ 
+ 23q la + 26q 19 + 31q 2° + 35q 21 + 41q 22 + O[q] 2a. 
_q5  
= l+q2+q3+q4+qS+2q6+2qT+3qa+3q9+4ql°+4q l l  
+ 6q 12 + 6q 13 + 8q 1'* + 9q 15 + l lq 16 + 12q 17 + 15q is + 16q 19 
+ 20q 2° + 22q 21 + 26q 22 + O[q] 23. 
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Appendix F: Ramanujan continued fraction 
This is a computer calculation of Section 5.2. Here, 2 x 2 matrix A will be represent- 
ed by { {All, 1],A[1,2]}, {A[2, 1],A[2,2]}}. 
= {{1 + x2q2/(q)2 + xaq3/(q) 34- xa(q" + q6)/(q)4 4- xS(q 5 + q7 + qa)/(q)5 
W x6(q 6 q- q8 -b q9 q_ qlO 4_ qlZ)/(q)6 + "', 
xq/(qh + x2q2/(q)2 + xa(q 3 + qa)/(q)3 + x4(q 4 + q5 + q6)/(q)4 
+ xS(q5 + q6 + qV + qa + q9)/(q)5 + x6(q6 + q7 + q8 + q9 + 2q10 
+ qll + q12)/(q)6 + ""},{x/(qh + X2/(q)2 + X3(I + q2)/(q)a 
+ X4(1 + q2 + qa)/(q)4 + XS(1 + q2 + q3 + q4 + q6)/(q)5 
q_ x6(1 q_ q2 q.. q3 4- q4 + q5 + q6 q_ q7 -F q8)/(q)6 4- "', 1 + x/(qh 
+ x2( 1 + q)/(q)2 + x3( 1 4- q + q2)/(q)3 + x4( 1 4" q + qZ + q3 + qa)/(q)4 
+ xS(1 + q + q2 + q3 + 2q4 + q5 + q6)/(q)5 
+ x6(1 + q + q2 + q3 + 2q4 + 2q5 + 2q6 + q7 + q8 + q9)/(q)6 + ...}}. 
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