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SUMMARY
Wearable computing is an inevitable part of the next generation of computing [1]. Com-
pared with traditional computers (e.g., laptop, smartphones), wearable devices are much
smaller, creating new challenges for the design of both hardware and software. Providing
appropriate input capabilities for wearables is one such challenge. The input techniques that
have been proven efficient on traditional computing devices (e.g., keyboard, touchscreen)
are no longer appropriate for wearables due to various reasons. One is the inherently small
size of wearables. For instance, it is impossible to place a physical keyboard on a wearable
device. Most of the commodity wearable devices such as the smartwatch and Google Glass
adopt a touch-based input solution, which suffers from the small operation area as well as
the limited richness of input vocabulary. The other reason is the more dynamic working
environment the wearables are exposed to. For instance, wearable devices are expected
to be functional and efficient even when the user is in motion (e.g., walking). Traditional
input devices are no longer appropriate to address these challenges. Compared with input
on the physical keyboard or touchscreen, gesture-based input provides the user with much
larger freedom of operation, which can potentially improve the interaction experience.
In this thesis, I explore designing and implementing various novel gestures to address
the input challenges on wearables: from using the built-in sensors of an off-the-shelf device
to building customized hardware; from 2D on-body interaction to 3D input with a larger
freedom of operation; from recognizing predefined and discrete hand or finger gestures with
machine learning to providing continuous input tracking through a deeper understanding
of physics.
I start with exploring the natural and novel input gestures that can be supported by
using only the built-in sensors of a smartwatch. I describe WatchOut and TapSkin, which
allow user input on the watch case, band, and the skin around the watch. Though using
only the built-in sensors is more practical, the richness of input gestures and performance
xv
of recognition are not optimized because of the limited choice of sensors.
To better address the input challenge of wearable, I designed and implemented another
sets of wearable input techniques using customized hardware (e.g., a thumb-mounted ring),
which provides new input gestures for wearable that are not available on a commodity
device, such as, input number digits, Graffiti-style characters, menu selection and quick
response with the protection of users’ privacy. However, these complementary gestures
can only partially improve the interaction experience. To fundamentally address the input
challenge on wearables, new interaction paradigms are needed to replace the touch-based
on-device interaction.
Such an interaction paradigm is usually comprised of various low-level input events
of high resolution. For instance, the press and release of the mouse keys are the low-
level input events for the WIMP interface. This leads to the last section of my dissertation
work: providing low-level input events for wearables, such as continuously tracking of the
position of different body parts of interest in 3D space using wearables. I also demonstrate




We are entering a new era of computing [1] , where wearable computing is an inevitable
part. Researchers have explored wearable computing as a research topic for decades. How-
ever, due to the hardware limitation, wearables as commercial products started appearing
on the market in the past few years
Compared with traditional computers, wearable devices require each hardware part to
be small and light enough, such that a user can wear it all day long without suffering much
discomfort. However, due to the hardware limitation, the early prototypes usually look
cumbersome, which keep them away from the major consumer market. In the past five
years, because of the technology advancement (e.g., battery, display), the size and weight
are no longer a problem for the wearable computers. The industry is able to produce every
hardware part in a much smaller size with comparable functionality and performance com-
pared with traditional computers. Thus, we have seen various wearable computing devices
appear in the consumer market. Google Glass1 and smart watches are the most represen-
tative ones. However, these first generation of consumer wearable devices do not succeed
as the initial high attention indicated. Google Glass Explorer Program was aborted as a
public project in 2015, and the growth of smartwatch shipments failed to match the pre-
vious expectations in 2016. The current slowdown of growth on wearable devices can be
attributed to several to-be-addressed challenges, all of which are related to user experience.
The most obvious one is the limited capacity of the battery. Many wearable devices may
run out of battery in the middle of a day, and the user has to take off the device to recharge
it, which disrupt the always-on experience. The other equally important issue is the lack
of satisfying interaction experience. Simply replicating the proven successful interaction
1https://www.x.company/glass/
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solution (e.g. touchscreen, QWERTY Keyboard) on traditional computing devices (e.g.,
laptop, smartphone) to wearable devices has failed to provide satisfying user interaction
experience. Because most wearable devices such as the smartwatch, by necessity, are rela-
tively small compared to traditional computing devices. The freedom of operation for both
input and output are very much limited, which prevent these interaction solution to be fully
functional as it is on other traditional computing devices. For instance, a touchscreen can
be used for text input on a smartphone but not on a smart watch.
If history can be of any help on predicting the future, providing appropriate interaction
interface can be the last development milestone before the wearable devices can truly be
widely popularized. We have seen similar story developed on the traditional personal com-
puters. They were born with giant size and requires tedious process to interact with. It did
not succeed as personal computers until the appearance of the graphical user interface, the
keyboard and mouse. Wearable computers demands their own interaction paradigm.
In this thesis, I presented the design and implementation of various input gestures to
improve the wearable interaction experience.
1.1 Thesis Statement and Research Questions
I propose the following thesis statement:
The inherently small size presents a challenge for providing appropriate input capa-
bilities for wearables, which can be partially addressed if not all, by providing various
high-level interaction gestures, novel low-level input event, and redesign of the interaction.
1.1.1 Research Questions
In particular, I addressed the following research questions.
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RQ1
What novel input gestures can be developed to improve the interaction experience on wear-
ables by only using the sensors on off-the-shelf wearable devices.
To answer this question, I developed two techniques that allows the user to input on the
watch case, band, and the skin around the watch.
RQ2
What novel gestures can be developed to address the current input challenges on wearables
using customized hardware?
I designed and implemented another sets of wearable input techniques using customized
hardware (E.g., a thumb-mounted ring, wrist-mounted device), which provides new input
gestures for wearable that are not available on a commodity device, such as, one-handed
input for number digits and text, hand poses recognition (E.g., Sign language), menu selec-
tion and quick response with the protection of users’ privacy.
RQ3
What kinds of low-level input events can be developed using novel sensing modalities?
How would such new input events being used for wearable interaction?
To answer this question, I developed two new interaction techniques that can contin-
uously track the position of different body parts in 3D space. I also demonstrate novel




I present the related works in three sections according to the proposed research questions.
In the first section, I review the existing input technology for wearables, which provide
various sets of input gestures and alternative input techniques. However, these techniques
usually can only be used as alternative input for wearables, due to the limited richness of
input vocabulary. To thoroughly improve the input experience on wearables, more fun-
damental input technology is needed instead of simply recognizing pre-defined gestures.
Allowing the user to input in 3D space on wearable is one potential solution. The first step
is to continuously track the finger position on the wearable device. Therefore, I review the
techniques on continuously tracking finger position in the second section. In the last sec-
tion, I discuss works on using the human-body as a sensing medium for interaction( e.g.,
communication, input).
2.1 Input technique for wearables
The wearable computing community has worked on providing appropriate input technol-
ogy for tiny portable computers for years. These projects usually instrument different parts
of the body with additional hardware to provide discrete input gestures.
2.1.1 Input with an arm/hand device device
Many novel wearable input technologies are based on some form of armbands to facilitate
user input. Various sensing modalities have been explored to capture signals on arms, such
as acoustic signals[2, 3] and Electromyography(EMG) signals [4]. Even though these arm-
bands provide a rich set of input functions, the user may find it inconvenient and socially
awkward to wear these devices during daily activities.
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Different from an armband, it is easier to convince a user to wear a wrist-mounted
devices, since people have already worn watches for years. Therefore, many projects built
wrist-mounted devices for input. These devices were embedded with different sensing
modalities to recognize finger or hand gestures, such as force sensing [5], acoustic sensing
[6, 7, 3], electrical sensing [8], electromagnetic sensing [9] static electric field sensing [10],
proximity sensing [11], camera [12] and motion sensing [13]. The input vocabularies for
these are all relatively small, such that text input is not supported. The Twiddler [14] allows
the user to input text by wearing a keyboard in hand. However, wearing a device in hand
may be cumbersome in daily activities. Moreover, it has a steeper learning curve, so much
so that a user needs to spent over 20 hours to learn how to effectively use the device for
input [14].
Others designed devices which can be worn on the hand such as a data glove [15].
2.1.2 Input with a ring
Many projects have explored building rings for input, as the rings are relatively small and
light. A ring can capture the finger movement by applying appropriate sensing modalities.
Cameras have been used extensively to build a ring that tracks user input through hand
gestures. For example, the Digits system [16] tracks hand poses using a wrist mounted
camera. PinchWatch [12] operates similarly through utilizing a chest worn camera, while
CyclopsRing [17] uses a thumb worn camera.
Alternatively, inertial measurement units (IMUs) have been used in ThumbRing [18]
for the recognition of gestures whereas magnetic sensing was used in DigitSpace [19] and
uTrack [20] for capture the finger movement in a 3D space. Others were built to support
finger interaction on surfaces [8, 21] or interaction with other objects [22]. Subtle finger
movements can also be detected with a ring made of printed electrodes [23].
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2.1.3 Input on Smartwatch
As wrist-mounted devices (e.g., health activity monitors and smartwatches) dominate the
wearable device market, more interest has been raised on improving the interactions with
them, especially the input on the smartwatch. HCI researchers have explored how to im-
prove the user experience in spite of the inherent limits of the small touchscreen and form
factor.
Approaches include increasing the size of the screen area [24], reducing the size of the
touch area by using a stylus on the finger nail [25], or by applying carefully designed touch-
screen gestures [26, 27]. Another approach is to make other parts of the watch interactive
[28, 29], including turning the band to an input surface [30, 31], or using an additional
arm band [32]. Others have considered extending the interaction area to a larger space
around the device; for instance, recognizing gestures in the space above using IR sensors
or acoustic sensing [33, 34], around [35, 36, 37, 38] the watch or expand the perception
space by using dynamic peephole[39]. More recent works enrich the input vocabulary by
recognizing a set of specific designed finger/hand gestures [40, 41, 42, 26, 13].
Most of these solutions require either some additional sensing on the device or a com-
pletely new device to be worn by the user. Some recent work has shown the possibility of
detecting the taps on the side and back of a phone with built-in sensors [43, 44, 45] . How-
ever, the shape, the worn position, and the size of a watch is different from a smartphone.
Therefore, how to design the gesture families and situate them into the watch applications
are the new challenges. In chapter three, I will present my works that examines the novel
input gestures that can be recognized using only the built-in sensors (e.g., inertial sensing
unit, acoustic sensing) of a off-the-shelf smartwatch.
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2.2 Tracking fingers in 3D space
Continuously tracking the position of one or more fingers in 3D space allows a much larger
interaction space and potentially richer input vocabulary for wearable input. This technical
challenge is relatively new as a research topic in HCI community. However, localizing
objects in 3D space has been a well-established research topic for years.
2.2.1 Object localization using acoustic signals or radio frequency signals
Acoustics has been widely used for distance calculation for many years, especially for in-
door localization. Most of these technologies actively send a chirp or a pulse signal from
the sender to the receiver. The location is calculated based on the amount of delay time
of the pulse. However, the resolution usually varies from room level to meter level. For
instance, Cricket sends a concurrent radio frequency signal and ultrasonic signal to infer
distance, and it provides room-level localization by comparing the time delay between radio
signal and ultrasonic signal [46]. Swadloon [47] provides meter-level indoor localization
of the phone by using both the phase information and the Doppler effect. Some RF systems
[48, 49, 50] also provides room level object localization. However, meter-level accuracy is
not good enough for continuous tracking of an input gesture for a wearable device. Fur-
thermore, the relatively large size and high power consumption makes these techniques
impossible to be fit into an wearable device.
In order to recognize wearable input gestures with higher resolution, researchers built
input devices with active ultrasonic technology. One of the earliest projects proposing this
concept was Sonic Pen [51], which involved placing the speaker in a pen to generate a
sonic pulse that was received by an orthogonal pair of microphones. The distance from
the sonic pen to the microphones can be measured by comparing the received pulses at
different receivers. Unfortunately, the published study on Sonic Pen only presents an es-
timate of the resolution achievable without providing any experimental results. When the
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tracked device becomes small and wireless, it is usually challenging to provide synchro-
nized signals, which are essential for calculating the time of travel between the speaker and
receivers. To overcome this limit, infrared [52] or radio frequency (RF) signals are used to
synchronize between devices [53]. Since these signals travel at the speed of light, compar-
ing the arrival of the sound signals against the infrared/RF signals allows for a derivation
of time travel of the sound. Mao et al. describe a high-precision Acoustic motion Tracker
system (CAT) for 3D tracking, which uses a distributed Frequency Modulated Continuous
Waveform (FMCW) to derive the change of distance to the speaker when the mobile moves
from one position to another [54].
Recent projects also use the echo effect to detect hand or finger gestures [55, 7, 56].
Chirp shows the ability to detect hand gestures in 3D space by measuring the elapsed time
between a transmitted ultrasonic signal and the received echo [55]. It is not clear how
Chirp would work for finger gesture detection, because the fingers are much smaller than
the overall hand and may, subsequently result in a less significant echo effect. Low-Latency
Acoustic Phase (LLAP) has been used to detect the sound signal reflected by a moving hand
or finger [56]. The phase change of echo signals caused by the hand or finger is used to
detect and classify gestures. Though this technology does not require the instrumentation
of the finger, LLAP can only track 1D and 2D movement and it is not clear whether it is
capable of tracking hand movement in a relatively large area.
2.2.2 Continuous finger tracking for wearable input
Popular commercial finger tracking solutions (e.g., Leap Motion and Kinect) use computer-
vision and depth sensors. While there are relatively small depth sensors available now, it
remains a challenge to embed those cameras/sensors into the current wearable devices on
the market. Other sensing modalities have also been utilized to develop continuous finger
tracking technology. SkinTrack is able to track the finger position on the skin by passing
electricity through the body [8]. However, it is hard to extend this technique to the 3D
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space above the skin because air has very low electrical conductivity. FingerIO extends
the input space for a smartwatch around the watch by detecting the echo pattern using the
OFDM technique, but technique only works for a 2D space [7]. UTrack can track the finger
movement in the space volume of 38400 mm3 with a mean euclidean error of 24.54 mm for
one-handed gestures using magnetic sensing [57]. However, because the intensity of the
magnetic field attenuates cubically with distance, it is very challenging to track the finger
position in a larger area.
My research proposes a novel 3D input solution for wearables using active acoustics.
This technique only requires a relatively straightforward microphone array that we formed
into a casing which fits around an existing wearable.
2.3 Human body mediated sensing
One key difference between wearables and other computing devices is that these wearable
device are in contact with the skin of the body, which allows them to use the human body
as a sensing medium for various purposes, such as communication and interaction.
2.3.1 Body-Area network
As wearable computers became a research topic in the 90s, the risk eavesdropping of wire-
less communication has been raised [58]. Zimmerman [59, 60] first proposed the idea of
using the human body as a medium to construct personal area networks through capacitive
coupling. Then Fukumoto [61] applied ’direct coupling’ on the human body to communi-
cate between devices on the finger and the wrist. After these pioneering efforts in the 90s,
later research discovered the signal transmission mechanism of the body channel commu-
nication [62, 63, 64] as well as the electric field distribution of propagating electric signals
through the human body[65]. A frequency of 10MHz was shown to be optimal for prop-
agating electrical signals across the body [66]. Recently, Park et al. [67] demonstrated
the possibility of using magnetic resonance for data transfer in body-area networks. Also,
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applications such as biomedical monitoring systems [68], MP3 players [69], and real-time
authentication [58], were built to demonstrate the enormous potential of constructing per-
sonal area networks via transmitting signals across the body.
All the work described above focuses on propagating electrical or magnetic signals
(MHz frequencies) through the human body. The human body is also an active medium
for transmitting acoustic signals. Researchers have already investigated how sound can be
transmitted in the cadaver [70], and used sound to transmit information between smart-
phones [71, 72] or recognize gestures [Harrison2010, 73, 74]. OsteoConduct [75] used
sound to transmit information within the same body with a very low bit rate (5 bits/sec).
Recently, ViBand [13] demonstrated data transmission with a data rate up to 165 bits/sec
between the watch on the wrist to a vibration motor. How the acoustic signal would trans-
mit across a longer distance or from the body to other objects with a relatively higher data
rates still remains unknown.
2.3.2 Approaching the skin as the input surface
Obviously, defining the skin as the input surface has great potential in the space of gesture
design. Harrison ’s demonstration of OmniTouch [76] showed how depth sensing can be
used to enhance interaction around the hand and wrist, specifically using the skin as the
interaction surface. Indeed, a person’s skin is a good alternative input surface for wearable
devices[77], because of its proximity to the device.
To recognize gestures on the skin, a variety of on-body sensing modalities have been
explored, including capacitance [78], vision [76, 3], muscle activation via electromyogra-
phy [79], infrared proximity sensors [35], motion/inertial and force [5], electricity[37] as
well as sound [80, 2, 81, 34, 3].
Different from the previous works, my research demonstrates the possibility of intra-
body signal transmission using acoustic signals under 20kHz from the wrist to different
locations on the body, between two bodies, and between the body and other objects via
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contact [82]. The preliminary characterization of the propagation of acoustical signals on
different parts of the body also lays the foundation for other novel sensing techniques . A
subsequent research project demonstrates how to recognize a rich set of one-handed input
gestures by modeling the acoustic spectrogram on body using active acoustics sensing.
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CHAPTER 3
NOVEL INPUT FOR COMMODITY SMARTWATCHES
Modern smartwatches usually adopt a touchscreen for interaction, whose functionality is
limited by the inherent small size. New input is demanded for better interaction experience
on smartwatches. One obvious solution is to add new input hardware to support richer set
of input gestures or more freedom of operation. For instance, by replacing the band with
a touchscreen, the input area is enlarged. Adding new hardware requires a longer cycle
before it can be widely applied in real-world applications. However, most smartwatches
are equipped with various sensors which can be potentially re-purposed to support a more
extensive set of input gestures. By using the built-in hardware of the commodity smart-
watches, these input techniques can be quickly added to the commercial devices without
further change of the hardware.
In this chapter, I present WatchOut and TapSkin, two novel input techniques for smart-
watches that are designed and implemented with only the built-in hardware of commodity
smartwatches.
3.1 WatchOut: Extending Interactions on a Smartwatch with Inertial Sensing
3.1.1 Overview
Most modern portable devices, such as the smartphone and smartwatch, come equipped
with an inertial measurement unit (IMU). In my previous work[44], I demonstrated a set
of slide and tap gestures on the edge and back of a commodity smartphone can be sup-
ported to improve interaction experience by using the IMU and microphone. In a similar
spirit, I present here WatchOut, which is a suite of interaction techniques using inertial
sensors to provide a variety of tapping and sliding gestures on the side, bezel, and band of
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a smartwatch as shown in figure 3.1.
Figure 3.1: WatchOut Interaction Families
3.1.2 Gesture Design
Based on our observations of the raw sensor data from various tap and swipe gestures
around the case and band of a watch, we designed three families of gestures: SideTap;
BezelButtons; and BandSwipe (see Figure 3.1).
SideTap
The user can tap on either the left or the right side of the watch case. These interactions can
be performed eyes-free, and are appropriate for performing simple acknowledge or dismiss
actions, such as rejecting a phone call.
BezelButtons
A user can tap the bezel area around the outside of the screen, as Figure 3.1b shows. We
can recognize up to eight tap locations, whose positions are equally distributed around the
watch case. Intuitively, these eight tap gestures can be used for navigating directionally, as
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with a D-pad. Potentially, BezelButtons can also help facilitate richer menus on the watch.
For instance, most watch applications can only display a limited number of menu choices
(usually around three items) due to the limited screen real estate.
BandSwipe
We can turn the band of a watch into an interactive surface by recognizing four different
directions (up, down, left, right) of a sliding gesture, as Figure 3.1c shows. These four ges-
tures can be naturally used in applications that require directional controls. The BandSwipe
gestures can also be used in combination with the touchscreen to enhance multitouch inter-
action.
3.1.3 Theory of Operation
WatchOut is developed based on the observation that the tap and slide gestures on the watch
case can be well captured by the IMU. Figure 3.2 shows the raw IMU sensor data of tapping
or sliding on different positions on a watch. These gestures are visually distinct from each
other, which can potentially be recognized with appropriate algorithms.
3.1.4 Gesture Recognition
To recognize a gesture, we first segment the sensor data for event detection, and then
classify the gesture with pre-built machine learning models. We use the sequential min-
imal optimization (SMO) implementation of a support vector machine (SVM) provided
by Weka[83] to build the models, which are also used for real-time event detection and
classification in our interactive prototype.
Event Detection
We collect gyroscope and accelerometer (linear acceleration) data on the watch at their
highest sample rates. To process the data, we apply a one-second sliding window with 50%
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Figure 3.2: Sensor data collected when various gestures are performed
overlap. Within the window, we compare the maximum absolute value for each axis of
the gyroscope and the linear acceleration, respectively, against a pre-determined threshold
value. If one of the threshold criteria is satisfied, we then identify the peak absolute value
in the entire data buffer for each sensor (gyroscope and accelerometer), and the axis on
which that peak falls. We use 0.25 seconds data before the peak position and 0.25 seconds
data after the located peak to form an instance containing data of 0.5 seconds, which will
be used for feature extraction.
Classification
To extract features, we first derive virtual sensors (Deri-gyro, Deri-linaccl) by calculat-
ing the derivative for each axis of the gyroscope and the linear accelerometer. For each
sensor and virtual sensor axis, we calculate a set of statistical features—the minimum,
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maximum, mean, standard deviation, median, root-mean-square (RMS), variance, zero-
crossing-counts, the values and difference of the first and second peaks. To capture the
relative relationship between three axes of each sensor, we also calculate the ratio of the
energy, the first and second absolute peak values, the difference between the first and sec-
ond absolute peak values, and the correlation for the data for each pair of axes on each
sensor. In total, 192 features are extracted for each half-second event frame.
The features are used to train two support vector machines (SVM) for gesture classifi-
cation. The first classifier distinguishes the noise instances from the gesture instances. If
a gesture is detected, the second classifier then identifies which gesture is being performed
and we move to the next window without overlap.
3.1.5 Evaluation
We implemented our interaction techniques on two Android Wear smartwatches: 1) the LG
G Watch Urbane with a round screen and a leather watchband. and 2) the Sony Smartwatch
3 with a square screen and a rubber watchband. We offload most computation work to a
paired Google Nexus 6 smartphone, All the inertial sensors are set to sample at the highest
rate (200-250 Hz) during the data collection process.
We collected training data from seven people ( 3 researchers) to build two classification
models (event detection and gesture classification) for each of the three gesture families
and for each watch (2 ∗ 3 ∗ 2 = 12models). Each trainer provided 20-40 samples for each
gesture, in order to train the gesture classifier. Each trainer also provided 20-40 samples
of simulated noise (non-gestures e.g., moving and rotating arm and wrist), in order to train
the event detection classifier. The noise samples included actions such as raising the arm
and rotating the wrist. After collecting these samples, we built the event detection model
by labeling all the gestures as gesture, and the non-gestures as noise.
We evaluated WatchOut in a laboratory environment with 12 participants (4 females,
average age 25.7). We had each participant perform gestures from the three gesture fam-
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ilies (SideTap, BezelButtons, and BandSwipe) on each of the two smartwatches (LG and
Sony). Three of the participants are daily smartwatch wearers, four had experience using a
smartwatch, eight had never interacted with a smartwatch. We asked participants to wear
each watch on the left arm and use the right hand to perform the gestures. Each participant
performed two sessions for each gesture family on each watch. Each session consisted of
ten stimuli for each gesture in the family, presented in random order. In addition, partici-
pants also recorded two sessions of ten “noise” events by lifting their arms, as described in




































































Figure 3.3: Overall accuracy of gesture classification for 12 participants, based on 2, 7, and
18 people in training set.
In total, we collected 6698 gesture samples from 12 participants. We ran several anal-
yses of the gesture recognition performance offline, with data collected from the 12 partic-
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Figure 3.4: Gesture recognition accuracy for each participant
In the first analysis, we used “leave-one-participant-out” methods. Both the noise-
classifiers and gesture-classifiers were trained with all the data from the seven trainers, in
addition to data from the remaining eleven participants.
The first stage of our gesture recognition pipeline is event detection. If we did not detect
any gesture event in the sensor data from the files representing one gesture instance, we
counted that instance as a false negative error. If we detect more than one gesture instance
from the sensor data, we counted that instance as a false positive error. The false negative
and positive instances were not passed into the gesture recognition classifier. Out of 6698
total gestures recorded, the total number of false positives was 37 and the total number of
false negatives was 56. The false positive rates ranged from 0.00% (BezelButtons on the
square watch) to 2.40% (BandSwipe on the round watch). The false negative rates ranged
from 0.00% (SideTap on the square watch) to 1.30% (BezelButtons on the square watch).
The second stage of the pipeline is the gesture recognition classifier. Most of the ges-
tures were classified with accuracies of above 90%, based on the user-independent model
trained with data from 18 people. The best accuracy was observed for the SideTap gesture
family, which is not surprising because it only included two gestures (left and right taps).
The worst accuracy was for BandTap on the round watch, which had a leather band with
stitching.
To investigate the influence of the size of training data to the classification performance,
we compare the recognition results when only two trainers are used (leftmost/red bar for
each condition), when 7 trainers are used (middle/pink bar), and when 18 trainers are used
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(rightmost/green bar). Figure 3.3 reveals that for all cases, the accuracy improves with
more training data, but the increase is much greater when moving from 2 to 7 trainers than
when moving from 7 to 18 trainers.
3.1.6 Discussion
Generalizability
In order to determine if the gesture recognition models were device-independent, as well
as user-independent, we tested participants’ data from the round watch with the models

































































Figure 3.5: Device-independent gesture recognition accuracy.
The cross-device accuracy results for SideTap were virtually the same for the round
watch (96.8% vs. 96.6% for the native model), and reasonably good for the square watch
(88.4% vs. 99.4% for the native model). The BezelButtons gesture family does not ap-
pear promising for building device-independent models, at least between round and square
watches. The cross-device accuracy results for BezelButtons were worse for the round
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watch (80.4% vs. 92.6% for the native model), and considerably worse for the square
watch (70.3% vs. 92.9% for the native model). We suspect that the distinct corners of the
square watch provide a more specific and consistent target for the NE, SE, SW, and NW
gestures as compared with the round watch. The different shapes of the watch cases and
location of the IMU may also produce different physical responses in the inertial sensors
to taps on the bezel.
We observed the highest discrepancy of accuracy between watches for BandSwipe,
likely based on the differences in each watch band. The square Sony watch had a smooth
rubber band, while the round LG watch had a more textured, leather band with raised
stitching. Overall, the BandSwipe recognition accuracy was considerably lower (88.7%)
on the leather band as compared to the accuracy of 97.7% on the rubber band. These
difference may be due to how the friction from swipes in the two materials is reflected
in the inertial sensors, and also due to the difference described above on how some users
performed swipes on the leather band.
BezelButtons Accuracy with Four or Eight Gestures
The BezelButtons family includes eight distinct gestures that our classifier can distinguish,
as compared to four for BandSwipe and two for SideTap. The recognition accuracy was
sufficiently high, at 92.6% for the round watch and 92.9% for the square watch. Upon
examination of the confusion matrices, we discovered that the vast majority of classification
errors were for adjacent gestures (e.g., NE or NW when N was intended) as shown in figure
3.6.
However, many applications does not require up to 8 gestures. A subset is probably
enough to provide full functionality for some applications such as music player. To explore
BezelButtons with four gestures (BezelButtons-4), we ran four additional analyses. We
built new models that included only the N, E, S, and W gestures (BezelButtons-4N) for
each of the two watches. We also built new models that included only the diagonal ges-
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Figure 3.6: Confusion Matrix for BezelButtons
tures (NE, SE, SW, SW) for both watches (BezelButtons-4NE). The overall gesture recog-
nition accuracy for BezelButtons-4 improved further on both watches, as compared with
the accuracy for BezelButtons-8 . On the round watch, the gesture recognition accuracy
jumped to 98.3% and 99.3% , respectively for BezelButtons-4NE and BezelButtons-4N,
as compared with 92.6% accuracy for BezelButtons-8. On the square watch, the gesture
recognition accuracy jumped to 99.4% and 99.2%, respectively for BezelButtons-4NE and
BezelButtons-4N, as compared with 92.9% accuracy for BezelButtons-8.
Applications
We have designed and implemented applications that demonstrate how WatchOut can im-
prove smartwatch interactions.SideTap offers two gestures, which we demonstrate acknowl-
edging or dismissing an alert, such as a phone call. BezelButtons offers up to eight distinct
gestures, which we demonstrate in an always-available interface for shortcuts to launch
applications. BandSwipe offers an additional modality for navigation, which we demon-
strate in a map navigation application.We imagine extending these gesture families to other
square, round, and band-type wearable surfaces: such as belt buckles, straps, and jewelry,
in future work.
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3.2 TapSkin: Recognizing On-Skin Input for Smartwatches
3.2.1 Overview
In addition to the watch case and band, I also extended input area to the skin around watch
using built-in IMU and microphone of a commodity smartwatch. I present TapSkin, a novel
interaction technique that provides a family of tap gestures (up to 11 tap locations) on the
skin around the wrist area without additional instrumentation, by only using the inertial
measurement unit (IMU) and the microphone on a commodity smartwatch. By extending
the input outward to the skin, the user can view the screen while interacting, similar to
the indirect interaction provided by a trackpad on a laptop. Although approaching the skin
as the input surface has been previously explored [2, 77], those approaches have exploited
additional instrumentation of the body to achieve the interaction. We demonstrate providing
a rich set of tapping gestures that work with the current sensing capabilities of a smartwatch,
specifically its microphone and inertial sensors.
Figure 3.7: The TapSkin interaction technique. Drawings on the skin are only for clarity to
indicate where input events can be performed.
3.2.2 Gesture Design
TapSkin provides three sets of tapping gestures that can map into useful input: the NumPad,
the DPad, and the CornerPad. Figure 3.8 depicts these three gesture sets. For each set,
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there is also a single tap on the top of the forearm beyond the smartwatch (depicted as a
gray rectangular patch), which can be used to activation gesture or redo function.
Figure 3.8: The TapSkin gesture sets: NumPad (top), DPad (bottom left), and CornerPad
(bottom right).
NumPad
The NumPad gesture family simulates the layout of a number pad, which provides 10
distinct tap locations on the back of the hand and one tap location to the left side of the
watch (as seen in Figure 3.8). It can potentially be used for entering numbers or even text
(through multi-tap or T9), which is currently difficult on a small touch screen.
DPad
The DPad contains the TapLeft gesture as well as four tap gestures located at the top, bot-
tom, left, and right parts of the back of the hand. It can be used for directional controls or
scrolling through a list of items on the smartwatch. For instance, the most common oper-
ation on a smartwatch touchscreen is to scroll down the menu vertically and horizontally.
This operation can be naturally mapped to the four tap gestures using DPad.
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CornerPad
The CornerPad includes the four corners on the back of the hand. The two gestures on
the left are close to the wrist joint, and the other two gestures on the right are close to the
knuckles at the base of two fingers. These four distinct tap gestures can be used as shortcuts
to certain applications on a smartwatch. The TapLeft gesture again serves as the activation
gesture into CornerPad.
3.2.3 Implementation of TapSkin
The recognition of TapSkin gestures are developed based on the observation that , the
sounds of tapping on different locations of the hand are distinguishable from each other.
In addition, the act of tapping will induce a movement of the arm that the smartwatch is
mounted on. These signatures can be captured by the IMU and microphone embedded
in the smartwatch. Therefore, we developed TapSkin on commodity smarwatches (Sony
SmartWatch3, Moto 360) using available sensor data from the gyroscope, accelerometer,
and microphone. A Google Nexus 6 phone is used to running the recognition algorithm. .
We apply a traditional machine learning pipeline to recognize the gestures from these
sensor data, which consists of two steps: gesture event detection and gesture classification.
Event Detection
To detect whether there is a gesture event in each 1.2 seconds sliding window, we in-
spect the window to determine if either the gyroscope or accelerometry data passes an
empirically-determined threshold value based on the maximum energy in the window. If
one of the thresholds is satisfied, we continue to the next step in the pipeline to define an
event window. Within the original sliding window used for event detection, we locate the
position of the maximum absolute value of each sensor signal. Note that the max points
may be at different times for each sensor. We then define an event window of data values
for each sensor stream balanced around that maximum point. The size of event window is
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0.5 seconds both IMU data (accelerometer and gyroscope) and acoustic data.
Gesture recognition
For each event window, we calculate a vector with 286 features. For each axis of the linear
acceleration and the gyroscope data, we first derived virtual sensors by taking the derivative
of each axis. Then for each axis of the raw sensor and virtual sensors, we extracted a set of
statistical features including the maximum, minimum, mean, median, standard deviation,
root-mean-square(RMS), variance, zero-crossing rate, and the values of peaks and their
differences. To capture the relationship between the different axes of each IMU sensor, we
also calculate the ratio and differences of the energy, first and second absolute peak values
of each two axes on each sensor. We also perform a Fast Fourier Transform (FFT) on the
gyroscope data (50 points), which results in 24 features (abandoned the first bin) for each
axis. Since the frequency of our gesture is under 6kHz, we only add the values of first three
bins of the FFT results and the entropy across the values of different bins into a feature
vector.
For the acoustic data, we extracted features in the frequency domain. We divided the
window into 30ms frames with 50% overlap. We first extract 26 Mel-frequency cepstral
coefficients (MFCC) features, based on the observation that the sounds generated by these
on-skin gestures are mostly under 4kHz, which is similar to the range of the human voice.
For each frame of data, we also calculate the FFT and average the results across different
frames. We only keep the first 30 values of the FFT results, which represent the magni-
tude of frequencies between 0Hz to 500Hz, which we determined empirically as the most
informative frequency band for the sound of our gestures. The center of mass across the
frequencies is also added to the feature vector.
The feature vector is used to train a support vector machine (SVM) to recognize which
gesture has been performed. We use the sequential minimal optimization (SMO) of SVM




We conducted a user study with 12 participants (6 male) with an average age of 26 on
a Sony SmartWatch 3 (Android Wear) for data collection and a Nexus 6 (Android 5.1)
for running our machine learning algorithm. The gyroscope,linear acceleration and the
microphone are sampled at 200Hz, 250Hz, and 8000Hz respectively.
The study was conducted in an open space at a university building, where the sound
from the air conditioner as well as people’s talking and movement can be heard. Partici-
pants was instructed to wear the watch on the left wrist and use the right hand to perform the
gesture. For consistency and helping participants remember the locations of each tap ges-
ture, a number pad as seen in figure 3.7 was drawn on the back of each participant’s hand.A
researcher first demonstrated the entire gesture set and asked the participant to practice.
The formal study consisted of 8 sessions. During each session, the participant performed
all the gestures while sitting in front of a table, where they could rest their elbow during the
study. The participants were advised to take breaks between sessions.
During each session, they were asked to follow the stimuli displayed on the screen of
the watch to perform the NumPad gestures. The sequence of the stimuli was randomized.
Five instances of each gesture were collected per session, and 11*5 = 55 total gesture events
were collected per session. Each gesture event was saved into 2-second raw data files for
further analysis. In total, we collected 5*11*8 = 440 gesture instances from each of the 12
participants. We recorded video of the sessions for later analysis.
”Leave-one-session-out” evaluation results
During the study, each participant provided gesture instances through 8 separate sessions.
To understand how the system works when the training data came from different sessions,
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Figure 3.9: The classification accuracy for each participant
we iteratively used the instances from one session as the testing data, while using the in-
stances from the rest seven sessions as the training data to build the model.This step was
repeated eight times for each participant and we reported the overall results.
In our data processing pipeline, the first step is to detect the gesture event. If we failed
to detect any gesture event in any sliding window in the offline files representing a gesture
instance, we counted this instance as a false-negative error. If we detected more than one
gesture event representing a gesture instance in the files’ sliding windows, we counted
these instances as false-positive errors. We did not run these instances with errors through
gesture classification. As a result, 9 false-positive errors and 162 false-negative errors were
detected out of 5264 gesture instances (NumPad). The false positive rate are 0.17%, 0.17%,
0.21%, and the false negative rate are 3.08%, 2.68%, 2.84% respectively for NumPad, DPad
and CornerPad.
The average classification accuracy across 12 users for NumPad in the leave-one-session-
out evaluation is 90.69%. The accuracy for each participant is shown in Figure 3.9. Par-
ticipant 9 (P9) provided the gesture instances with the highest accuracy (95.14%) and P4
provided the instances resulting in the lowest accuracy at 82.09%. We reviewed the video
from P4’s data collection session and found that the way the participant performed the tap
gesture was apparently lighter than others. We present the confusion matrix of NumPad in
Figure 3.10.The lowest precision of 85.62% was provided by N8. Most of the confusion
exists between adjacent tap locations.
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Figure 3.10: Confusion Matrix for NumPad
The DPad gesture family is a subset of NumPad gestures. The four tap gesture is
mapped to the N2, N4, N6, and N8 in the NumPad gesture set. The layout of the these
four tap locations is similar to a control pad, which can be used to navigate in the up, down,
left and right directions. The average accuracy for DPad across 12 participants is 97.33%.
TapLeft has the highest accuracy 97.84% and N4 offered the lowest at 96.75%.
The layout of the CornerPad gestures is mapped to the four corners on the back of the
hand. By locations, they are mapped to the N1, N3, N7, and N9 gesture of the NumPad
set. The average accuracy across 12 participants is 96.64%. The most accurate gesture is
N9 with an accuracy of 98.52% and the least accurate gesture is N7 with an accuracy of
94.36%.
3.2.5 Discussion
Evaluation with more practical models
The results of leave-one-session-out validation provide a good estimate of how well the
classifier performs on recognizing different gestures across different sessions. However,
in practice, building a real-time gesture recognition model would face more challenges,
such as how many training instances are needed to build a model for a person, whether
the model can be built for user-independent operation, and how many calibration instances
would be necessary to improve the classification accuracy. To answer these questions, we
conducted another set of experiments by building user-dependent, user-independent(leave-
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Figure 3.11: Accuracy of different number of training instances for user-dependent models
one-participant-out), and user-adaptive models. Similarly, we simulate the real-time classi-
fication pipeline by applying a sliding window of 1.2 seconds with 75% overlap for all the
files we collected in all the models we built in this section.
User-dependent models only use the data from the same participant to train a model
which will be then used for classifying his/her own gestures. Usually, a model trained with
more training instances provide higher recognition accuracies, but also require longer time
to collect the data from the participant, which can be annoying. Therefore, to investigate
how many instances are needed to train a user-dependent model, we built user-dependent
models for each participant by using the first 5, 10, 15, and 20 collected instances per
gesture from that same participant to train an SVM model. We used the remaining instances
of that participant to test the model. The results are shown in Figure 3.11. When only using
5 instances to build a model, the overall accuracy for NumPad, DPad and CornerPad across
12 participants were 70.97%, 88.69% and 86.3%. The highest accuracies were 87.33%,
97.09%, and 95.23% respectively for NumPad, DPad and CornerPad, when we trained the
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user-dependent models with 20 instances per gesture for each participant.
Compared with user-dependent models, user-independent models(Leave-one-user-out)
do not require the user to provide any training data before using the technique. It would
improve the user experience by reducing the workload on the side of the user, but it places
a higher standard for the reliability of the gesture models.
Figure 3.12: Accuracies of User-independent and user-adaptive Models. Along the x-axis,
a value of 0 instances is the same as a user-independent model.
We used the data of 11 participants from the total 12 participants to train a support
vector machine, which is then tested with data from the remaining participant. The average
accuracy across 12 participants for the NumPad, DPad and CornerPad are 68.65%, 84.78%
and 90.35% as shown in Figure 3.12.
The user-adaptive model falls in between the user-independent and user-dependent
models, considering the amount of effort required for each user to provide training in-
stances. It strengthens the user-independent models by adding a few number of instances
per gesture from an individual user. We evaluated our technique on user-adaptive models
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by incrementally adding 5, 10, 15, and 20 instances per gesture from each participant to the
user-independent training set. As Figure 3.12 shows, the more personalization data is added
to the models, the higher the average accuracies are. The highest accuracies are reached
when 20 instances are added to the models, which are 81.13%, 92.64%, and 95.66% for
NumPad, DPad and CornerPad.
We notice that the accuracies of user-adaptive models with 20 instances per gesture are
lower than the accuracies of user-dependent models built with similar number of training
instances. We believe this is due to tap locations being different from person to person
based on different hand sizes. For example, tapping at the same location of the hand
(e.g., knuckle) can generate a different sound from person to person. Therefore, adding
more training data from others may not necessarily help improve the recognition accuracy.
However, the user-independent model may work for a smaller set of gestures. CornerPad
achieved 90.35% accuracy with user-independent models. With 5 and 10 instances added,
the accuracy further increased to 93.32% and 94.72%.
Others
There are several important limitations of our results and system to consider before apply-
ing TapSkin to real applications.
First, in our validation experiment, gesture instances were collected while the partic-
ipants were holding their arms in a static position. In practical scenarios, the users may
use TapSkin while they are in motion (e.g., while walking), which may cause more false-
positive errors in event detection. We think an activation gesture can be used to avoid this
issue in practice.
Second, to help the experimental participants learn the tap locations, we drew the layout
on the skin, a solution that may not be desirable in practice. One challenge is to design a
gesture set that is both memorable as well as machine recognizable.One way to enhance
recognition is to provide a small set of tap gestures, which are located at greater distances
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between each other (e.g., DPad, CornerPad). Another method to prevent drawing icons on
the skin is to utilize the natural layout of the hand and map gestures to different parts of the
body. For instance, each hand consists of 4 knuckles.
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CHAPTER 4
GESTURE INPUT FOR WEARABLES USING CUSTOMIZED HARDWARE
In the previous section, I designed interactions on the off-the-shelf smartwatches , using
only built-in hardware. Though this approach is more practical, the richness of the input
vocabulary and the freedom of gesture design are relatively limited because I do not have
the choice of the hardware, which are not designed for detecting input gestures. For in-
stance, the IMU in a watch is widely used for activity tracking with a relatively low sample
rate( under 100 Hz). However, to capture subtle difference between input gestures, higher
sample rate is preferred. Also, the microphone is designed to capture the air-borne sound
(e.g., human speech) rather than the on-body communication. Therefore, using it to capture
on-body acoustic signals are not ideal as what I have done in TapSkin.
In this chapter, I presented a set of projects using customized ring to provide various
sets of input gestures that can be potentially applied to address input challenges such as,
one-handed number input, text input, hand pose recognition, and menu selection.
4.1 FingerSound: Recognizing Unistroke Thumb Gestures using a Ring
4.1.1 Overview
Input character on wearables is challenging, which is missing on most commodity wear-
ables. Twiddler[84] provides a complete one-handed input solution, but requires a rela-
tively long period of learning.
I developed FingerSound, a system for unistroke thumb gesture recognition that enables
character-based input for wearable computing devices. FingerSound uses a ring on the
thumb to detect unistroke gestures made against the hand. Input can be started virtually at
any time and in any position without requiring the visual attention of the user to select each
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Figure 4.1: The top shows the FingerSound prototype and typical placement on the user’s
thumb. The bottom shows the two unistroke gesture families (directional and digits) we
designed, implemented and evaluated.
letter. Similarly, command gestures can be made without requiring the visual attention of
the user or causing the user to feel around the physical environment blindly searching for
an interface device.
4.1.2 Gesture Design
FingerSound can recognize two sets of Graffiti gestures: the 10 digits number input(figure
4.1 ) and the 26 English character input (figure 4.2 ). Graffiti is a gesture set that was
created by Palm, Inc.1 to provide text input on PDA. Each Graffiti gesture resembles the
uppercase form of the English alphabet, such that it is easy to learn and use. A previous
study already has shown that the participants can achieve an accuracy of 97% after five
minutes of practice [85]. Showing that our system is able to recognize the Graffiti gestures
not only demonstrates the power of our technology to recognize a rich set of unistroke
gestures, but also examines the possibility of using this technique as an alternative text
1http://www.palm.com
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Figure 4.2: Additional 28 unistroke gestures used in the followup study
input method in the future.
To perform a gesture, the users are required to scrape the ring-bearing thumb along the
palm or fingers, so as to make a preset pattern. This scraping action of rubbing the thumb
against the skin creates a small, but easily perceived sound as well as subtle motion move-
ment of the thumb. This sound is picked up by a contact microphone on the FingerSound
ring which is used to activate the recognition system. But before the activation happens,
this sound captured by the microphone along with the motion data captured by the gyro-
scope sensor passes through multiple filtering mechanisms and gets analyzed to determine
whether a gesture was performed or whether it was simply noise from other finger-related
activity. Given the location of the device on the finger, it is very easy to get input sounds
and motion which are produced not while performing a gesture pattern but are generated by
any kind of touching of the fingers to another surface. This is like the Midas touch problem
[86] that our system needs to handle. We designed an activation gesture with a dedicated
machine learning pipeline to recognize the gestures while rejecting the noise. The detailed




To capture the thumb gestures, we designed a ring with a built-in contact microphone and
gyroscope to capture the relevant acoustic and motion data as shown in figure 4.3.
Figure 4.3: The ring with a contact microphone and a gyroscope
The contact microphone we used is a Knowles BU-21771, which is connected to a pre-
amplifier board which amplifies the signal by over 100 times. The output of the preamp
is passed on to a laptop via a USB sound card and sampled at 44, 100Hz. The gyroscope
sensor (InvenSense ITG-3200) is connected to Teensy 3.2 microcontroller board, which
sends the data to the same laptop via USB. To achieve higher perforamnce on recognition,
we sample the gyroscope at 3, 800Hz by optimizing the I2C2 communication.
Data processing pipeline
Our data processing pipeline allows the FingerSound system to capture and analyze data
in real-time. The hardware components—a microphone and gyroscope—send data to a
MacBook Pro laptop over its USB ports separately. A java program reads both inputs
simultaneously and stores them in a readily accessible data structure. On another parallel
thread, the input sound stream is continuously analyzed to detect an input gesture activity.
2https://en.wikipedia.org/wiki/I%C2%B2C
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Figure 4.4: Data processing pipeline for FingerSound
To detect the start and end of a gesture, we analyze the sound produced by the grazing
of the thumb on the fingers or palm. Our analysis is based on the short-term energy rep-
resentation of the processed microphone signal. If the energy of the processed window is
above the empirical set threshold, we set it as the start of the gesture, until the energy falls
below , which we market it as the end of the gesture. If the length of the gesture is larger
than preset duration, we segment that part of sound data and the corresponding gyroscope
data and saves it for further processing. This segmented sound and gyroscope data is then
passed through a support-vector machine (SVM) classifier to detect if the data represents
a genuine gesture or noise. We extract the similar features as demonstrated in TapSkin. If
the data is recognized as a gesture by the SVM classifier, then the gyroscope data is sent
through a low-pass-filter and finally to our classifier which recognizes the input gesture
pattern. Figure 4.4 highlights the major components of the data processing pipeline.
We employ Dynamic Time Warping based classification, which has been widely used
for the analysis of time-series data in general and for gesture recognition in particular[87].
We combine DTW based sequence matching with a standard k-NN classifier (k=3) for
classification. Effectively this procedure translates into very effective and efficient template
matching. Our template database consists of representative examples of all relevant thumb
gestures.
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4.1.4 Evaluation of Digits and directional Input
We evaluated the digits and swipes input with FingerSound with 9 participants with an av-
erage age of 25.67 (3 male) on two sets of unistroke gestures—the digits 0-9 and directional
swipes (see Figure 4.1)—under two settings. Before the study, two researchers provided
about 100 gestures and 100 noise samples as the basic training data for building the SVM
noise classifier. The actual study consisted of 2 training sessions and 6 testing sessions.
In the first two training sessions, the participants were asked to put hands and arms on
the table. Each unistroke gesture was performed 3 times in a random sequence during each
session. Visual stimuli on the screen and an audio cue were used to remind the participant
of the gesture to be performed.
We treated the first testing session as a practice session, which helped the participants
get familiar with the unistroke gesture sets as well as our experimental real-time system.
The second session was used as the training data collection session for building machine
learning models of gesture segmentation (SVM) and gesture classification (KNN with
DTW distance function). In total, 30 (3 * 10 gestures) and 15 (3 * 5 gestures) gesture
samples were collected as the training data set for unistroke digit gesture and directional
swipe gesture, respectively, for each participant. The collected gesture data was combined
with pre-collected data from researchers to train the SVM-based noise classifier for each
participant.
After the first two sessions, each participant was required to test the system in the fol-
lowing 6 sessions( 5 instance per gesture for each session). To investigate whether the user
can perform gestures in an eyes-free fashion and in a different hands posture, we divided
these 6 test sessions into two groups. In the first 4 testing sessions, the participants placed
hands on a table, similar to the training session. In the last two sessions, the participants
were required to hold the hands under the table to perform the gestures. These two sessions
were designed to simulate the real-world scenarios where the user would likely perform
gestures in an eyes-free fashion with various hand postures. The gesture recognition results
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were presented to the participants in real-time on the screen. If the classification result
matched the stimuli gesture, the background was marked in green. Otherwise, it turned to
red. All real-time recognition results and the raw sensor data were saved for later analysis.
Result
We report the real-time classification results. The average accuracies for the first four
sessions and the last two sessions are 92% and 89% respectively for the 10 unistroke digits.
On average, 2.58 false-negative errors were captured in each session. The confusion matrix
is presented in figure 4.5. The most accurate gestures are the digits ’1’,’7’,’8’, and the least
accurate digits are ’0’, ’6’ and ’4’.
Figure 4.5: Confusion matrix for 10 digits: a. first 4 sessions where participants’ the hands
were on the table. b.last 2 sessions where the gestures were performed undertable in an
eyes-free fashion
The average accuracies for the four directional swipes are high in general, 98.19% and
96.94% in the first four sessions and the last two sessions (eyes-free), respectively. Only
’down’ and ’left’ caused a few confusions when the hands were held below the table. On
average, 2.74 false-negative errors were observed in each session.
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Figure 4.6: Confusion matrix for 4 directional slides: a. first 4 sessions where participants’
the hands were on the table. b.last 2 sessions where the gestures were performed under
table in an eyes-free fashion
4.1.5 Evaluation of Graffiti Character Input
To evaluate how user can user FingerSound to input 28 Graffiti-style letters, I conducted
another study with 10 participants (including four researchers, 2 female) with an average
age of 27 participated in this study. We reduced the number of testing sessions (given a large
number of samples) but added one more practice session compared with the previous user
study, to give the users more time to learn the larger gesture set. Overall, we had 5 sessions
in this study. The first two sessions were practice sessions (3 samples per gesture per
session), the third session (3 samples per gesture per session) is the training data collection
session and the last two sessions (5 samples per gesture per session, hands on table only)
were the testing sessions. As before, the real-time classification result was presented to the
participant and recorded.
Result
The real-time classification results for recognizing the 28 unistroke gestures resulted in an
average accuracy of 92.46%. There were 5.9 false-negative errors observed on average for
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each session. Figure 4.7 shows the confusion matrix for this gesture set. The most accurate
gestures are the letter ’X’ and ’Z’ whose precision are 100%. The least accurate gestures
are the letter ’D’ and ’P’ with the precision of 69% and 74%. The reason for confusion
between these two letters is visually apparent on Figure 4.2 as they look very similar. The
only difference between them is where the gesture ends. The ”D” ends at a lower position
than where ”P” ends, which appears harder to be distinguishable by intuition compared to
other letters.
Figure 4.7: Confusion matrix for Graffiti Unistroke Gestures
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4.2 FingOrbits: Interaction with Wearables Using Synchronized Thumb Movements
4.2.1 Overview
Using the similar hardware which I adopted in FingerSound, I developed another set of
input gestures inspired by the recently presented Orbits system [88], which allows users
to interact with displays through synchronizing their eye movements (captured using eye
trackers) with moving dots on the screen. We adapt the concept of synchronized movements
for one-handed input: i) Instead of an eye tracking system only a simple thumb ring with
integrated contact microphone is required; ii) No exact trajectory match is required but
rather only a frequency, which provides for a more flexible interaction.
This technique is called FingOrbits a concept for thumb based interaction with wear-
ables such as heads up displays or smart watches. Through rubbing a thumb against the
fingers of the same hand users perform specific input gestures.
The FingOrbit system consists of a ring worn on the thumb (details below) and an ac-
companying visual interface which guides users to perform gestures. The visual interface is
a standard number pad consisting of digits from 0−9 and the symbols * and # presented in
the tabular format of four rows and three columns. Each row starting from row 1 (topmost)
to row 4 (bottommost) is mapped to the index, middle, ring, and little finger, respectively.
Each column has a horizontally moving cursor which moves within the bounds of its col-
umn (Figure 4.8-Left). The moving cursor frequencies are 2.4Hz, 1.0Hz, and 1.7Hz (from
left to right). For instance, the leftmost cursor moves with a frequency of 2.4Hz in the
first column between points A and B repeatedly as shown in figure 4.8. During testing, the
gesture to be performed is marked by a highlighted cell. For instance, (Figure 4.8) depicts
cell 1 (row 1, col 1) as highlighted. The user is expected to rub the against index finger
(row 1) at a frequency of 2.4Hz matching the cursor frequency in column 1.This technique
can recognize up to 12 different one-handed input gestures, which require little to no user
training.
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Figure 4.8: The FingOrbits system and experimental setting.
4.2.2 Implementation
Hardware
We use similar hardware as demonstrated in FingerSound. The only difference is we re-
place the gyroscope sensor with an Inertial Sensing Unit(Bosch BNO055), which is sam-
plted as 200 Hz.
Data Processing
Figure 4.9 gives an overview of the data processing pipeline that is used for FingOrbits.
To detect the start and end of an intended gesture, we slide a 100ms window with no
overlap on the received sound data. For each sliding window, we first mask silent portions
by applying an empirically determined threshold. Once the maximum energy of a frame
exceeds an empirically determined activation threshold, we mark this frame as the start of
a gesture. If the maximum energy for any subsequent, five consecutive frames (i.e., for at
least 0.5 seconds) falls below the threshold, we end the gesture.
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Figure 4.9: Flow chart of FingOrbit’s data processing procedure.
If a gesture segment is longer than 1.3s, then we examine the dominant frequency
(band) of the gyroscope data (i.e., the frequency with highest power in the whole frequency
spectrogram). To estimate this frequency, we first find the axis of gyroscope data with
highest energy and then calculate the FFT for the data of this axis. If the estimated domi-
nant falls in the range [0.5Hz −−4.4Hz], we label the extracted segment as a gesture and
proceed to the next step. Otherwise, we mark it as noise do not advance.
The range used was determined empirically with the prototype system. Once a gesture
is confirmed, we use the following steps to estimate the frequency of the thumb movement
and identify on which finger the thumb is moving. First, we compare the dominant fre-
quency of the gyroscope data to a set of preset frequencies (1Hz, 1.7Hz, 2.4Hz) and find
the closest match. For instance, if the estimated dominant frequency is 1.2Hz, it would
suggest that the user is performing a gesture to match the frequency of 1Hz. These preset
frequencies are chosen based on the results of a formative preliminary study that aimed at
identifying thumb moving frequencies that are both comfortable to perform by users and
discriminative w.r.t. three different states (slow, medium, fast).
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To recognize which finger the thumb is rubbing against, we use gyroscope, linear accel-
eration, and orientation data from the IMU. To remove the influence of body orientation on
the orientation data, we normalize the raw orientation data by subtracting the mean value
on each axis before further processing. For each sensor, we extract statistical features for
each axis: minimum, maximum, mean, energy, variance, standard deviation, zero crossing
rate, and entropy.To represent the relationship between axes, we also extract the Pearson-
correlation and energy ratio between each pair of the three axes on each sensor. In total
we extract 90-dimensional feature vectors (per extracted gesture segment) and feed it to a
support vector machine classification back-end to determine the finger on which the gesture
was performed.
4.2.3 Evaluation
We asked a total of ten participants (five males, average age: 27.8 ± 2.39, seven novices,
three experienced users) to use the system and to perform thumb gestures. The general task
was to match frequencies of movement patterns that were displayed on the laptop screen
through rubbing the instrumented thumb against one of the other fingers.
Our study was performed in a controlled setting where participants faced a computer
screen while resting their arms on the table. The system provided visual and auditory
cues to assist the user with the study. During the study, randomly individual cells of the
displayed grid were highlighted. Participants then had to match their thumb’s rubbing
frequency with the corresponding cursor frequency of the cell. Figure 4.8 illustrates the
experimental apparatus.
Each participant finished three sessions – practice, training, and testing. Per practice
session three repetitions of each gesture / cell were asked to be performed, whereas five
iterations per gesture / cell were performed for both training and testing. Participants were
guided to perform the rubbing gestures until they saw a match between the frequency of
the thumb movement and the corresponding cursor. Gestures recorded during the training
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sessions were used for training the analysis system (classification back-end).In both the
practice and training sessions, real-time feedback of the recognized column was provided
to the user by highlighting the recognized column on the screen .
The three experienced users skipped the practice session and only performed the last
two sessions. Both the real-time classification results and the segmented raw sensor data
were recorded for further analysis.
Result
The overall accuracy across all ten participants is 89% for recognizing all 12 gestures,
where P8 to P10 are the expert users. Figure 4.10 presents the accuracy for each participant
in different classification tasks. In the task of recognizing 12 gestures, P1 and P9 presents
the highest accuracies of 91.7% and 100% , while P2 and P8 have the lowest accuracies of
80% and 91.5% across novice and expert users.
Disaggregation of the recognition results gives insights into the performance of the two
classification steps: i) which finger is the thumb rubbing against; and ii) which gesture
(frequency) is the participant performing. On average, discriminating the four fingers the
thumb rubs against works with 94% accuracy. The subsequent step of discriminating the
three possible rubbing frequencies works with 94% accuracy.
As the confusion matrix illustrates (Figure 4.11), the gesture that has been recognized
with lowest accuracy (82%) corresponds to rubbing the thumb against the index finger
with the middle frequency (1.7Hz). The lowest accuracy (89.95%) for classifying three
frequencies across 4 fingers is 1.7Hz as shown in Figure 4.12a.
The ring finger was the most confused finger as shown in Figure 4.12b. In fact, most
participants perceived rubbing their thumb against their ring and pinky fingers as rather
uncomfortable, which explains the poor recognition performance and perhaps a greater
variability of the performed gestures.
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Figure 4.10: Accuracy for each participant
Figure 4.11: Confusion matrix for all 12 gestures
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Figure 4.12: Results for discriminating frequencies and fingers separately.
4.2.4 Eyes-free interaction
To investigate how FingOrbits works when the gestures are performed in an eyes-free fash-
ion, we conducted an additional study with our three experienced users. We followed the
same procedure as for the previous experiment, except that the arm of the participant was
laying down naturally under the table (in the lap), and we did not provide the moving cursor
from the testing session. All three participants performed eyes-free FingOrbits gestures for
the first time.
The overall accuracy was 84.4%, i.e., a moderate drop of about 10% accuracy compared
to the results of the first study. The accuracy of classifying the gestures with rubbing
frequencies of 2.4Hz, 1Hz, 1.7Hz and were 96.7%, 98.3%, and 83.3% respectively. A major
drop was noticed for the higher frequency of 1.7Hz, which indicates that if FingOrbits is
used in an eyes-free fashion without displaying the moving cursor, one should stick to only
two, rather distinct rubbing frequencies.
A further analysis revealed that the accuracy of recognizing two frequencies on index
finger and recognizing two frequencies on both index and middle finger are 100% and




Applications on wearables may not require all 12 input gestures that FingOrbits can recog-
nize. Reasons for a limited recognition lexicon could be usability (e.g., rubbing the thumb
against the pinkie is not very comfortable for many) or simplicity that leads to lower cog-
nitive load during interacting.In what follows we will discuss exemplary applications of
FingOrbits. We will provide recommendations for gesture sets to be used and –in light of
this– link back to the results of our user study.
Number Input
Current interfaces for entering numbers (digits) into heads-up devices such as Google Glass
require the use of a paired device (e.g., a smartphone), which slightly undermines the gen-
eral idea of wearables. FingOrbits could be used to facilitate numerical input through
utilizing 10 rubbing gestures while the glasses display the moving cursor.Based on our cur-
rent apparatus it would be advisable to represent the digits 1 − −9 using the upper three
fingers and the three different frequencies each, and to map the digit 0 to 1Hz movement
on the pinkie.Such a setting would result in over 90% recognition accuracy.
Music Player
Interacting with a music player can be reduced to three to four functions such as next
song, previous song, pause, play. According to our user study using the index and middle
fingers as interaction target for FingOrbits results in high classification accuracy – whilst
at the same time being most comfortable to use. As such the combination with the lowest
and the highest frequencies would provide a reliably recognizable gesture set with average
classification accuracies of the four functions to be performed at about 95% (according to
our user study). Further variations of three to four functions of a music player facilitate
through FingOrbits are possible.
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Quick response to notification
Many applications only require binary input functionality such as accepting or declining
phone calls, or turning on/ off a notification. For such scenarios FingOrbits should be used
with the index and middle finger and the lowest and highest rubbing frequencies (1Hz and
2.4Hz, respectively). According to our user study such a configuration would lead to almost
ideal classification results (99% without collecting any training data from the user).
4.3 FingerPing: Recognizing Fine-grained Hand Poses using Active Acoustic On-
body Sensing
4.3.1 Overview
The previous two input technology presented in this chapter enable the user to input by
dragging thumbs across fingers for a convenient and socially appropriate wearable input
solution. In this subsection, sharing the similar motivation, we present FingerPing [89], a
novel wrist- and thumb-mounted sensing solution to enable one-handed input. FingerPing
relies on detecting various hand configurations (e.g., the thumb touching the tip of a finger)
based on how that configuration impacts the propagation of sound waves injected at the
thumb and propagating around the hand. The human body is a good medium for sound
propagation [82, 13], and its frequency response varies based on which path a sound wave
travels through the body. A change in hand configuration, which results from forming the
hand into a variety of different poses or gestures, creates sufficiently distinct propagation
paths for sound waves. To utilize this phenomenon for recognizing different hand poses,
FingerPing injects acoustical chirps (20Hz–6kHz) ten times per second from the base of
the thumb. These chirps travel through the hand and are received by microphones present
on the thumb and wrist. The received signals are then classified to match a set of known
poses.




poses. The first pose set consists of thumb taps to the 12 phalanges across the four fin-
gers, which can be used for number input and potentially text input with a T9 keyboard3.
The other pose set consists of the ten number poses from American Sign Language, fur-
ther demonstrating the flexibility in reliably distinguishing a large number of simple hand
poses. Note that our system effectively detects endpoints of gesture input. However, the
actual data analysis –after segmentation– is based on classifying static hand configurations
(poses). Consequently, we denote our approach as pose or hand configuration recognition
rather than gesture recognition – even though its purpose is clearly targeting the latter. Our
technology may suffer more false-positive errors caused by the on-body acoustic noise dur-
ing daily activities. However, false-positives from daily activities can be addressed with a
reliable activation pose. The user could perform the activation pose to activate the system
which would then enable the full set of poses for recognition. Our technology may also re-
quest additional calibration for different users. A user calibration procedure can be adopted
to address this issue.
4.3.2 The design of hand poses
In this part, we demonstrate the capability of FingerPing by recognizing two sets of hand
poses.
The first set of poses enables the user to input digits by touching any of the 12 phalanges
of the index, middle, ring, and little fingers (see Figure 4.14) with the thumb. Because of
the similarity between the layout of the 12 phalanges and a number-pad, this layout could
be used to input digits or potentially input text using T9 keyboard without the heavy mental
efforts to memorize different gestures.
The second set of poses are the numbers ’1’ to ’10’ from American Sign Language as
shown in Figure 4.15. We use this set of poses to demonstrate the potential of FingerP-
ing to recognize various other poses of the hand. In addition, recognizing this set of hand
3https://en.wikipedia.org/wiki/T9 (predictive text)
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Figure 4.14: Tap on 12 Phalanges
Figure 4.15: Digits ’1’ to ’10’ from American Sign Language
poses can potentially be used to translate the digits expression from American Sign Lan-
guage(ASL) for people who do not understand ASL. For instance, the recognized results
can be played in audio to assist the communication. Furthermore, these poses can also be
used as shortcuts to access different functions in wearable computers.
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4.3.3 Theory of Operation
Figure 4.16: Frequency responses of taps on 12 phalanges
FingerPing exploits the physical phenomenon that the spectral properties of sound
waves change based on the paths they travel between sender and receiver. Performing
different hand configurations has an impact on how the sound travels through the hand. For
instance (Figure 4.13), when the thumb is open (not touching any fingers), there is only one
major path the signal can travel from the speaker on the thumb to the receivers on the wrist,
namely the direct path. Once the thumb touches one of the phalanges, a secondary path is
created for sound propagation: starting from the speaker, via the touched phalanx and the
corresponding finger, and finally to the receivers. In this case, the signals received would
stem from at least two major paths: i) the direct path; and ii) the ”detour” path, which goes
through the phalanx and the finger. Depending on which phalanx is touched, the second
path– the ”detour”–changes, which also changes the energy of different frequencies. They
can be either amplified or reduced depending on the amount of tissue/ bone in the path taken
by the wave. Different components (e.g., tissue, bone) present different acoustic frequency
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response. This property of sound wave propagating through the human body constructs
the unique fingerprints in frequency response for different hand configurations. The same
phenomenon can also be observed for non-touch poses as shown in Figure 4.15, where the
second path (detour path) varies depending on which hand pose is performed. Figure 4.16
shows the frequency response of chirps received from three receivers on the wrist area for
the first pose set (digits; explanation below).
4.3.4 Implementation
Hardware Design
FingerPing consists of two parts of hardware: i) A surface transducer for emitting sound
(sender); and ii) Four contact microphones –receivers– that capture sound signals after they
have traveled through the user’s body. In what follows we will describe both components
in detail.
The surface transducer4 is used to emit sound into the hand. The transducer is driven by
a function generator (Agilent 33500B) and attached on the thumb using Kinesiology tape
which is stretchy and elastic. We use a function generator to send ten chirps of 2 Vpp per
second. For each chirp, we first linearly sweep the frequency range from 20Hz to 6,000Hz
for 0.05 seconds, and then hold on at 6,000Hz for another 0.05 seconds as shown in figure
4.17. The range for the frequency sweep was optimized in an experimental evaluation
(results not shown here) that unveiled that frequencies up to 6,000Hz retained maximum
information while propagating in the body, which is also in line with previous findings in
the literature (e.g., [82]).
The second part of the hardware includes four contact microphones (Knowles BU-
21771) used to capture the signals from the body, each of which is 7.92 mm by 5.59 mm
by 4.14 mm in size. These contact microphones provide a low noise floor and very flat
frequency response. One of the microphones is attached on the thumb and the remaining
4https://www.sparkfun.com/products/10917
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Figure 4.17: Sweep Signal
three are aligned on the wrist as shown in Figure 4.13. We built a watch-like device to
attach the microphones to the wrist of the wearer. A piece of silicone is placed between the
watch case and the microphones to fix the positions of the sensors and match the acoustic
impedance as demonstrated in [90], which contributes to a better quality of the captured
acoustic signals.
All microphones are connected to pre-amplifiers to amplify the received signals (factor:
100). The amplified signals are then relayed to a Macbook Pro laptop computer for data
processing via an audio interface (Fireface 800). The audio interface samples the audio at
44,100Hz. The laptop runs a software program written in C language using the PortAudio
library to communicate with the audio interface. The data read from the audio interface is
then sent to a Java program for real-time processing over network socket.
Data Processing Pipeline
The processing of the received data stream (four channels) can be divided into three steps
as described below and shown in figure 4.18. Channels 1 to 4 of the audio interface are
mapped to the signals from the four microphones, respectively.
Chirp Localization: In order to recognize a given pose, we first explicitly localize (tem-
porally) each chirp within the continuous data stream – segmentation. Channel 1 is the
signal from the microphone right next to the speaker. The amplitude of the chirp is highest
here and least influenced by potential other noise. We perform peak localization on the
audio signal of this channel by finding the maximum absolute amplitude, and then segment
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Figure 4.18: Data Processing Pipeline
the chirps from all four –synchronized– channels using a window size of 0.046 seconds
(2,048 data points to facilitate the use of Fast Fourier Transformation) centered at the peak
position extracted from the first channel.
Pose Segmentation: Pose segmentation is based on comparison to a reference signal.
This reference signal is recorded during system start when we ask a user to hold their hand
still and open –that is to not perform any pose– and record the received signals from all
four microphones as reference.
For each segmented chirp, we perform Faster Fourier Transform (FFT) to extract the
energy distribution across frequency 0-10kHz. To detect whether a pose is performed,
we calculate the Euclidean distance of the FFT results between the current chirp and the
reference chirp recorded during system start as described above. If the distance is larger
than an empirically determined threshold, we infer that a pose is being performed. We then
use the subsequent 0.5 seconds of data from all four channels for the hand pose recognition.
This data is also saved for post-analysis.
Pose Recognition: In the second step, we extract features from each chirp collected
from the four channels. For each chirp, we first pass it through a band-pass filter (100 Hz
– 5,500 Hz), which is the most informative frequency range based on early exploration.
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On the filtered chirp. we then extract 35 features, namely: zero crossing rate, energy, en-
tropy, spectral centroid, spectral flux, spectral chroma, spectral roll-off, and Mel-frequency
cepstral coefficients [91]. Then we extend the feature vector to 294 by adding the domi-
nant frequency and its energy, as well as spectral energy bins from 100 Hz to 5500 Hz as
extracted through the FFT. Finally, we combine the feature vectors of all four channels re-
sulting in a global descriptor of dimensionality d = 1, 176, which is then fed into a support
vector machine pose classification backend. We use the sequential minimal optimization
(SMO) implementation of SVM provided by Weka [92].
Since the pose segmentation step actually sends data segments of a length of 0.5 seconds
for pose recognition and each chirp takes 0.1 seconds, each channel may contain up to 5
chirps. The final recognition result of a particular pose is thus based on majority voting
over the five individual chirp classifications.
4.3.5 User Study
To evaluate the performance of FingerPing and to understand how users would use our
system, we conducted a user study with 16 participants (10 male; average age of 26.6).
8 randomly selected participants were requested to test the first pose set (tapping on 12
phalanges) and the remaining 8 participants were instructed to evaluate the second set of
poses (digits ’1’ to ’10’ from American sign language).
At the beginning of the study, a researcher first introduced and demonstrated the poses
that the users were required to perform. Then the researcher helped the participant to put on
the system hardware on their hand and wrist. Each participant was allowed to practice each
pose before they proceeded to the actual test. Participants were sitting on a chair duing the
study.
The study consists of seven separate sessions. During each session the participants
were given visual prompt for the pose to be performed. The first session was a practice
session, where each participant was instructed to perform all the poses in a random order
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with five instances per hand pose. Sessions 2 through 5 were used for collecting the training
data, in each of which the participants were requested to perform each pose in a random
order with five instances per pose. No feedback was given for these first 5 sessions. The
last two sessions were used as testing sessions, where the participants were instructed to
perform each pose five times in a random order. Unlike the practice and training sessions,
the participants were given feedback for real-time classification results. If the classified
pose was recognized as the one the participant was asked to perform then the interface
showed an icon of green (red otherwise). Manual ground truth annotation was provided by
observing researchers during the user study.
Results
We removed the mis-performed poses caused by the participants from the final analysis,
where participants failed to perform the hand pose as the stimuli indicated. We dropped 87
out of 1760 instances (22 gestures * 80) from 16 participants. As a result, after removing
mis-performed poses, there are 1.5 false positive errors in average in each testing session for
both two pose sets. The average accuracy across all participants for the phalanges pose and
American sign language are 93.77% and 95.64% respectively. The confusion matrix for
the two poses sets is shown in Figures 4.22 and 4.23, respectively. For 12 phalange poses,
recognition was most accurate for touch events involving the little finger, least accurate
when the middle finger is targeted, which can be explained through the very similar path
propagation compared to both index and ring finger. The other common confusion exists
between the similar positions in the neighbor fingers. For instance, 6.58% little-distal was
misclassified as ring-distal and 6.67% middle-middle was misclassified as index-middle.
Figure 4.21 shows the accuracy for 12 phalanges respectively.
For ASL poses, number ’10’ presents the highest accuracy of 100% and number ’5’ has
the lowest accuracy 90.54%. We think the reason why ’10’ is the most accurate pose is that
it is very different from any other poses as figure 4.15 shows. We also noticed there were
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much confusion between poses ’7’,’8’ and ’9’, which look similar in shapes. Figure 4.19
and figure 4.20 show the accuracy for each participant on phalanges and ASL poses. It
shows that participants in general achieved a relatively high accuracy on recognizing ASL
hand configurations. Also, we received some participants reporting tiredness at the end of
the study. This was an issue of the study setup, which required the participants to keep
focused on performing different hand poses for around 30 minutes, which is rarely the case
in daily scenarios.
Figure 4.19: Accuracy for each participant on Phalanges poses
Figure 4.20: Accuracy for each participant on ASL poses
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Figure 4.21: Accuracy for 12 Phalanges (Rounded to nearest integer)
Figure 4.22: Confusion Matrix for recognizing touch events related to the 12 phalanges.
4.3.6 Discussion
Applications
One obvious application for the phalange pose set is to use them directly for a number
input system due to structural similarity and human intuition. If the layout is mapped to a
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Figure 4.23: Confusion Matrix for recognizing 10 poses from American Sign Language.
T9 keyboard, it can be extended to be used as an input system for text as well.
Depending on the applications, these poses can be combined or selected to form new
pose sets which may influence the recognition accuracy. Many applications do not need
to have all 12 poses to be functional. For instance, to control a music player, generally
only four buttons (next song, previous song, pause, play) are needed, which can be mapped
with the distal of the four fingers in phalange pose set with an accuracy of 93.69% in post-
analysis using the data collected in the user study. Similarly, we can also use a subset of
the phalange poses to control a D-Pad , which is very helpful to navigate through menus
with hierarchy on wearables (e.g., Google Glass, smart watches). The buttons of D-Pad can
be naturally mapped to the index-middle, middle-distal, middle-proximal and ring-middle
positions. Another interesting mapping can be to use the four corner phalanges (index-
distal,index-proximal,little-distal,little-proximal), which presented 94.55% accuracy in our




In the current hardware setting, the surface mounted speaker is directly taped on the thumb.
However, we actually built different shapes of 3D-printed rings (hard plastic material) to
attach the speaker to the thumb. Unfortunately, due to the relatively large size and the rigid
shape of the speaker, this solution did not fit well with everyone’s hand. One potential
solution in the future is to 3D-print rings with flexible material (e.g., rubber), which would
be adjustable for different thumb sizes. Another drawback of taping the speaker on the
thumb is the airborne communication. In the study, the chirps are audible in the quiet
study room. Future design of the ring should consider isolating the speaker to airborne
communication by wrapping it up with sound-absorbing material, such that the speaker
would not generate much noise to the environments surrounding the participant.
Addressing false-positives
The current implementation utilizes a threshold-based segmentation method to detect the
start of the interaction, which can be prone to noise in tough scenarios, such as when the
user’s hands are touching different objects. One way to address this, is to apply more
advanced machine learning pipeline (e.g., hidden Markov model) to automatically transit
between different states with a much larger set of training data. The other possible solution
is to introduce an activation pose. For instance, to activate the system, the user needs to tap
on three phalanges on index finger in a certain, specific sequence, which is hard to trigger
by accident. Therefore, the system stays inactive during regular activities and would only
be active once the user chooses to perform the activation pose. The activation pose can be
selected from the most distinguishable poses such as ’10’ in the American Sign Language.
Calibration
One limitation of the current system is its potential user or session dependency. A user may
need to provide reference data during system start. The reason for this is that the composi-
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tion (tissue, bones) of the human body is different for each person, which impacts acoustic
frequency response. Certainly, with large amounts of training data from huge user cohorts
one could create a generic, user-independent (baseline) model. Utilizing more training
data, is to attempt a user adaptive system, where we match a few training gestures made
by the user to similar-seeming past users and load in those users’ training data (or have a
user independent model where we re-train with the addition of the new training gestures,
weighted highly). Going further, we may discover a calibration process can minimize the
per session or per user differences. The calibration process could be incorporated into the
use of device. For example, we might require the user to perform a few poses, explicitly
chosen to represent the space of input, to ”pair” the device to a phone - for example, 6, 9,1,
and 10 (thumbs-up). Alternatively, instead of a single pose, we can require that valid input
requires a sequence of poses (i.e., a gesture), selected so that using the change in features
for recognition is more session/user independent. Also, sensor placement consistency may
be improved by well-designed form factors in the future. More experimentation is needed
to prove the effectiveness of these approaches. In this current research, we focused on the
general proof-of-concept and left the refinement to a user-independent (baseline) model for
future work.
Limitation
Another limitation of the current system is its user dependency. A user needs to provide
reference data during system start. The reason for this is that the composition (tissue,
bones) of the human body is different for each person, which impacts acoustic frequency
response. Certainly, with large amounts of training data from huge user cohorts one could
create a generic, user-independent (baseline) model. However, given that the initialization
is very short and would only be required when a user first puts the sensing device on, in
this current research we focused on the general proof-of-concept and left the refinement to
a user-independent (baseline) model for future work.
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CHAPTER 5
CONTINUOUSLY TRACKING ON WEARABLES
In the previous chapters, I presented projects that enrich wearable input by providing com-
prehensive sets of input gestures using different form factor and sensing modalities under
different scenarios. However, these techniques are not designed to replace the current input
device (E.g., touchscreen), but to enrich the current input vocabulary. Many constraints of
touch-based input still exist, such as the limited input area. In order to address these chal-
lenges, a new interaction paradigm such as these in previous chapters that track the user’s
input attention is needed.
I think allowing the user to input in the 3D space around the wearable is one of candidate
solutions to replace the touch-based input. In this chapter, I described two technologies:
SoundTrak and OriTrak. The first one is a 3D input solution I developed for wearables
using active acoustics. The latter one provides continuously input for wearables using
relative orientations.
5.1 SoundTrak: Continuous 3D tracking of a finger using active acoustics
5.1.1 Overview
SoundTrak is a novel approach based on active acoustic sensing to expand the human-
wearable input operation space from two to three dimensions. Our proposed method hinges
on the use of a micro-speaker on the finger or entity to be tracked (e.g., a smart pen), and
an array of low-cost microelectromechanical systems (MEMS) microphones placed on a
wearable device (such as a smartwatch). By tracking the accumulated phase shift of the
measured signal on each element of the MEMS microphone array, we can compute the
distance between the finger with the micro-speaker and the microphone array in 3D space
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Figure 5.1: The SoundTrak System
in real-time. SoundTrak calculates the absolute x,y,z displacement of the finger to the
array with a derived physics model. Thus, no machine learning training is required prior
to using this system. Based on our system evaluation, SoundTrak increases the interaction
space from 5 cm2 (the average area of a smartwatch screen) to 3520 cm3 (the volume
around the device), with an average spatial resolution of 1.3 cm, as shown in Figure 5.8.
Our technique can be used to expand the design space not only for wearable devices (e.g.,
smartwatches, Google Glass, virtual reality devices) but also for many other surfaces (e.g.,
tabletop, blackboard).
5.1.2 Theory of Operation
SoundTrak is built upon a well-understood physical relationship: the further the distance
that a sound travels, the more delay is introduced on the receiver side because of the speed
of sound. This delay can be accurately detected both by directly measuring time-of-flight or
by examining the phase shift of the signal. The time delay introduced in sound propagation
has been used previously to detect the distance from a sound source to a receiver in many
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Figure 5.2: The physics model
different scenarios, for example in sonar-based location detection in 2D space [34].
Some research projects calculate the location of an object using the delay of an ul-
trasonic pulse or chirp. However, to retrieve the delay of the chirp, the sender needs to
communicate the sent time of each pulse or chirp to the receiver, which may be challenging
between wearable devices. Because such a communication may require additional hard-
ware, it would increase the size and weight as well as the power consumption of a wearable
device. In addition, to distinguish the consecutive pulses or chirps on the receiver, a chirp-
based method may have limits on the number of pulses or chirps can be sent per second.
SoundTrak is a new 3D position calculation method that tracks the accumulated phase
shift of a received acoustic signal. It does not require communication between the speaker
and receivers because it can derive the signal distance exclusively at the receiver using
phase information. Thus, it is possible to build a miniature device to transmit a single
frequency acoustic signal with relatively low energy consumption.
In the following sections, we will present the underlying model and a detailed algorithm
to implement the physics model.
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Geometric Model
Figure 5.2 shows the geometric relationship in 3D space between the finger-mounted
speaker and a custom designed rectangular-shaped watch case. We use A (xa, ya, 0), B
(xb, yb, 0), C (xc, yc, 0), and D (xd, yd, 0) to denote the corners of the watch case where the
receivers are placed, and use A (xa, ya, 0) as the grid origin of the coordinate system. The
distance from the speaker on the finger to each receiver is denoted as dA, dB, dC, and dD.
SoundTrak is built to calculate the coordinates (x,y,z) of the finger, which represents the
finger’s position in 3D space around the watch.
(x− xa)2 + (y − ya)2 + z2 = dA2 (5.1)
(x− xb)2 + (y − yb)2 + z2 = dB2 (5.2)
(x− xc)2 + (y − yc)2 + z2 = dC2 (5.3)
(x− xd)2 + (y − yd)2 + z2 = dD2 (5.4)
Based on Figure 5.2, we can derive equations 5.1, 5.2, 5.3, 5.4 to represent the geo-
metric relationships between locations. We need to derive the value of x,y,z using these
equations. If we assume all the other variables are known in these equations, x,y,z can
be calculated using any three of the four equations. There are four combinations of the
three equations: 1 2 3, 1 3 4, 2 3 4, 1 2 4. For example if we choose the equations 5.1
5.2 5.3 to solve the value of x, y, z, we get get equations 5.5 5.6 5.7. In these equations,
xa, ya, xb, yb, xc, yc are all preset constants, which represents the coordinates of receivers.
Solving equations 5 6 7 gets us the location of the finger.
x =
(yc − ya)(dA2 − dB2 − y2a + y2b − x2a + x2b)− (yb − ya)(dA2 − dC2 − y2a + y2c − x2a + x2c)









dA2 − (x− xa)2 − (y − ya)2 (5.7)
Solution to the geometric model
The set of equations 5.5 5.6 5.7, although mathematically solvable, are computationally
demanding. Solving these equations on a computing device requires non-negligible time
which adds delay for further processing. Since we aimed to make SoundTrak a real-time
system, we chose not to solve these equations by the conventional methods to avoid any
processing delays. We chose to solve these equations by finding the value of dA, dB, dC,
and dD using acoustic data and substituting these values into equations 5, 6, and 7 to solve
them.
At any time t,
dAt = dA0 + ∆dA (5.8)
dBt = dB0 + ∆dB (5.9)
dCt = dC0 + ∆dC (5.10)
dDt = dD0 + ∆dD (5.11)
Where dA0, dB0, dC0, and dD0 represent the distances of the speaker from the receivers
A, B, C, and D, respectively, at time t=0 and ∆dA, ∆dB, ∆dC, and ∆dD reflects the
change in dA, dB, dC, and dD over time t. We start by solving these equations by keeping
the speaker at a known location at time t=0, which gives us the value of dA0, dB0, dC0, and
dD0, or the initial calibration point. For our setup, we chose the initial calibration point as
the center of the watch (shown as the red dot in Figure 5.2. This helps us directly find out
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The values dA0, dB0, dC0, dD0 are known from the initial calibration and ∆dA, ∆dB,
∆dC, ∆dD is calculated from the acoustic data which helps us calculate dA, dB, dC, dD
at any time t and in turn find the value of x,y,z.
Calculating distance between the speaker and receivers using phase information
By definition, phase is the position of a point in time on a waveform cycle.Its value falls
into the range of 0 to 360 degrees (or 0 to 2π radians). The phase value can be used
to calculate the relative displacement between two waves with the same frequency. This
relative displacement d between the waves can be calculated using equation 5.12, where ∆ϕ
is the value of the phase shift, and λ is the wavelength of the sound wave. The wavelength
of sound is a well-known value that is a result of the speed and frequency of sound as shown
in equation 5.13.







SoundTrak uses a sinusoidal wave as our choice of signal and using phase information
from the signal received from the speaker, we calculate the distance between the finger
and the points A(dA), B(dB), C(dC), D(dD). However, converting the phase information to
absolute distance will encounter several technical challenges.
Challenges
Firstly, the phase information of the signal received at the receiver cannot alone be
used to determine the distance between the speaker and receiver. The distance is usually
extracted by using the phase difference between the signal being sent from the speaker
and the receiving signal at the receiver at any given time. However, such a comparison
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requires the sender to be able to communicate the time-stamp of each wave cycle to the
receivers, which can be challenging for wearable devices. How to synchronize the time
stamp between devices is the first challenge.
Secondly, the phase only provides information pertaining to one cycle of the periodic
wave. This means that if we plan to calculate relative displacement using phase, the max-
imum displacement will be limited by the range of phase values in a cycle. And from
equation 12, the maximum displacement value which can be calculated using the phase is
the wavelength of the signal. In the context of finger tracking, this means that if the dis-
placement of the finger is greater than the wavelength of the signal, calculating displace-
ment using phase may become difficult. For instance, the wavelength of 11025 Hz while
propagating in air is about 3.2 centimeters. If the displacement of the finger is greater than
3.2 centimeters, the displacement will contain more than one wave cycle as shown in Fig-
ure 5.4a. Therefore, the same phase values may appear multiple times. This will cause
ambiguity and the system may not be able to determine the phase shift without additional
information.
Lastly, during our early experiments, we observed an initial phase bias at each micro-
phone, which is different from one to another and remains constant over time. It is hard to
compare the phase value in the presence of such device-specific phase bias.
Solutions SoundTrak uses the following solutions to addresses the above challenges.
Firstly, to solve the problem of removing any communication between the sender and
the receiver, we introduce the concept of a reference signal. The reference signal in our
system is a replica copy of the signal originating from the speaker and persists at the re-
ceiving end. At the receiving end, the reference signal is used while calculating the phase
shift/difference between the signal originating from the speaker to the signal being received
at the receiver. To obtain the phase value at the speaker, receivers can refer to this reference
signal instead of relying on a communication channel between the speaker and the receiver.
In our system, we collect the reference signal ahead of time from the same function
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generator which is used to drive the speaker. The reason to use a prerecorded signal instead
of generating our own reference signal at the same frequency is that we found a different
periodicity of the signal on different machines (probably due to the different quality of the
clocks). We recorded about six seconds of the sine wave signal for each frequency from
the function generator. We then removed the incomplete period at the start and end of
the signal to make the recorded signal periodic. Therefore, we can manually extend the
recorded signal for real-time processing. In summary, by using a prerecorded sender signal
as reference signal, no communication between the receiver and sender is required when
the system is running in real-time.
The other problem is to find the absolute displacement given only the phase of the
receiving signal. To calculate the absolute displacement only using phase information, it
is required to know the phase value of the signal at the transmitting end as well as at the
receiving signal. But as we do not have any communication channel between the sending
and receiving end, to increase the practicality of the system, we do not know the value of the
phase at the transmitting end. This value of phase at the transmitting end is a random value
based on the sent time. To eliminate this initial value, we do not track the phase but the
phase shift using the reference signal as presented in the function GET PHASE SHIFT in
Algorithm 1. The phase shift result we get is the real phase shift plus a random initial value.
However, we can get displacement from the last known location to the current location by
comparing the phase shift change. For example at data point 500 in Figure 5.3b, the value
-300 indicates that compared with the start value 0, the phase shift has changed by -300,
which means the distance between speaker and receiver changed 300×λ
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based on equation
5.12. Therefore, if we accumulate the distance change between adjacent points from the
beginning of the system, and the initial distance at the beginning is known, we can then
calculate the absolute location at any given time. To do this, we use the calibration point as
the starting position, which is at the center of the four speakers at z = 0. Since we know the
coordinates of the calibration position, by accumulating the displacements at each receiver
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over time, we can calculate the distance from the current position to the starting point.
Figure 5.3: Adding extra -360 degrees to overcome periodic limitation. a. The phase shift
result. b. The phase shift result after correction. The x-axis represents the index of each
data point, and the y-axis represents the value of phase shift at each data point.
Secondly, to solve the problem of the maximum displacement value limited to just
one wavelength, we continuously track the phase shift to detect a change of cycle in the
periodic wave. For this, whenever we detect a sudden change of about +/− 360 degrees in
the phase shift value, we accommodate for this change by adding correction values to the
original phase shift value. There can be two reasons for this sudden change of the phase
shift value. The first reason is that when subtracting the two signals, one of the two signals
exceeds its period and the other one remains in the current period, as shown in Figure 5.4a.
The second possibility is that the phase shift value exceeds a period because the distance
between transmitter and receiver changed more than a wavelength, as shown in Figure 5.3a.
Figure 5.4 shows the result of directly subtracting the reference signal phase (Fig-
ure 5.4b) from the received signal phase (Figure 5.4a), which would introduce a peak when
any of the signal exceeds the edge of one period as shown. We can easily solve this is-
sue by extending the phase value which exceeds the period slightly over the range -180 to
180 degrees until both signals move to the next period. Thus we get a reasonable phase
shift result as shown in Figure 5.4d. The resulting phase shift is a constant, which means
location did not change in between the two given times. A closer observation shows that
there are only 20 points in Figure 5.4, which equals 20/44100 = 0.0004s and hence the
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Figure 5.4: Processing phase at different stages. a. The phase value of a received signal. b.
The phase value of a reference signal. c. Result of subtracting the reference signal phase
from the received signal phase d. The phase value after extending it beyond a cycle. The
x-axis represents the index of each data point, and y-axis represents the value of phase at
each data point
distance could not change significantly in such a short time. This technique addresses the
first reason of a sudden change in phase shift due to one signal exceeding its period while
another does not.
The second reason for a sudden phase shift is when the distance between transmitter
and receiver changes by more than a wavelength. Figure 5.3a shows the phase shift result
of a continuously “moving away” gesture, for which the phase shift value should keep
decreasing based on equation 5.12, but it suddenly increases 360 degrees when it exceeds
a period. We solve this problem by subtracting 360 degrees for the phase shift value after
the sudden change, thus making it smooth. Figure 5.3b shows the phase shift result after
correction for the periodic problem. This method is feasible with one assumption, that the
phase shift value between two adjacent data points would not be close to 360 degrees, i.e.,
74
the finger will not move about a wavelength far in a unit sample time. For example, if
we use 11025Hz (the wavelength will be 0.032 meters) as the signal frequency and 44100
Hz as the sample rate, it means that the finger will not move at a speed that is faster than
1411.2 m/s (0.032 meters/(1/44100)seconds), which is a reasonable assumption. Algorithm
1 below describes this phase shift adjustment.
Figure 5.5: Algorithm 1
Finally, to address the different initial phase offset , we record the offset at each re-
ceiver during the initial calibration process and accommodate for these offsets in all future
calculations.
5.1.3 System design
To validate our model and implementation of SoundTrak, we built a hardware prototype
and data processing pipeline. For our initial prototype, the user needs to wear the speaker
in a casing resembling a finger ring.
Hardware Design
Figure 5.7 shows the hardware setup for SoundTrak. The hardware of the prototype con-
tains three major parts: the sender, the receivers, and the data acquisition hardware. We
use a miniature speaker (Knowless FK-23451, 5.00mm Length *2.73mm Width * 1.98mm
Height) as the sender, which is attached to a 3D printed ring (Figure 5.7B). The speaker is
driven by a function generator (Agilent 33500B, Figure 5.7A). The system has four MEMS
microphones (STMicroelectronics MP33AB01) as receivers (Figure 5.7C ). Each micro-
phone is connected to a separate customized preamplifier (Figure 5.7D). The output from
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Figure 5.6: LG G Watch with SoundTrak
Figure 5.7: Hardware setup for SoundTrak
these preamplifiers then goes to an audio interface (Fireface 800, Figure 5.7E) for data
acquisition. We wrote a thin client in C with the PortAudio library to collect data on an
iMac (Figure 5.7F). The data is transmitted via a socket to a Java program for real-time
processing on the same iMac.
Algorithm Pesuedo Code
The real-time processing algorithm (see Algorithm 2 pseudocode) contains three major
functions. UPDATELOCATION is the general data pipeline of calculating locations from
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the input sound data. CALIBRATION records the correction value at each receiver,
which includes information of the sensor bias and the initial distance between speaker and
receiver at calibration. The period add value is used to accommodate the period change
of the phase shift value. Using the equations 5.1, 5.2, 5.3, and 5.4, the function LOCA-
TION FROM FOUR RECEIVERS calculates the current coordinates of the ring/speaker.
There are three combinations of equations from these four equations used to obtain the four
location values, as described in Section 3.1. Finally, the speaker location is assigned as an
average of the four location values.
Choice of frequency
In theory, SoundTrak does not have the limit of which frequency can be used in the system.
However, we chose the signal frequency based on the following practical considerations.
First, we use a Fast Fourier Transform (FFT) to calculate the phase value of every
N = 512 points of the received signal. The results of FFT are a list of bins, each of
which represents the information of frequency k × SampleRate/N , where k is an integer
from 1 to N/2 and the sample rate is 44100 Hz. Therefore, we need to use the frequency
related to one of the bins. Second, we observed that the phase value is more sensitive
to noise when the frequency is under 3k Hz, as more environmental noise exists in this
frequency range. Third and most important, the higher the frequency is, the shorter the
wave length will be. So for higher frequencies, the same amount of phase shift represents
a shorter distance which can have potentially higher resolution. Therefore, we tested our
system with a frequency of 11025Hz for system evaluation and 16537.5Hz (inaudible) for
the Fitts’ Law test for the ease of FFT calculation.
Sensor placement
Four microphones are placed at the corners of a rectangle with a length of 4 cm and a
width of 4.3 cm. The sensor placement is mostly determined by the practical challenge of
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Figure 5.8: Algorithm 2
deploying the sensors on top of a commercial smartwatch. Using a more advanced sensor
placement would potentially increase the range of operation and the accuracy of the system.




Figure 5.9: System Evaluation Setup with MakerBot
Experiment:
To measure the tracking accuracy of SoundTrak in 3D space we designed an experi-
ment which involved comparison of values recorded by the system against a predefined set
of ground truth coordinates. We used an off-the-shelf Makerbot (Replicator) to position
the speaker accurately in 3D space as shown in Figure 5.9. The ground truth coordinates
were selected from a 3520 cm3 3D volume space of (16cm × 20cm × 11cm) with all the
coordinate combinations from the set X (cm)= {−10,−8,−6,−4,−2, 0, 2, 4, 6, 8, 10}, Y
(cm)= {−8,−6,−4,−2, 0, 2, 4, 6, 8} and Z (cm) = {1, 3, 5, 7, 9, 11}. The z-axis refers to
the vertical direction (up and down) and the x-axis refers to the horizontal direction (left
and right), when the user is facing the Makerbot. The experiment was conducted in a
shared large room including uncontrolled common office noise (e.g., people conversation,
air conditioner, phone ringing). The Makerbot used for this experiment is moved to a spe-
cific coordinate in 3D by injecting corresponding GCode (low-level instructional codes to
control RepRap based machines) commands over its serial port. The SoundTrak speaker
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was connected to the Makerbot’s left extruder. The receivers were placed on an extended
wooden plank on the Makerbot’s platform. The extension provides flexibility to choose
a calibration point and coordinate axes of our choice and moreover it also minimized the
effect of noise produced due to the movement of the Makerbot’s motor. The data collection
pipeline was semi-automatic and two co-authors synchronized the Makerbot’s movement
and the corresponding location data logging to maximize accuracy and minimize time syn-
chronization issues. Location data for 594 location coordinates was collected in under 2
hours using this approach. The results and accuracy of the system are discussed in the
following section.
Results:
Figure 5.10 depicts the ground truth coordinates for the system evaluation and Figure
5.11 shows the corresponding calculated values by the SoundTrak system. For a total of
594 location coordinates in the entire volume of 3520000 mm3, the mean Euclidean error
is 13.05 mm. By providing centimeter-level resolution consistently over a large volume
space, the system can support a large variety of interactions for the human finger. These
results further show that the system is very well suited as a three-dimensional input system
for wearable technology, such as a smartwatch. From our evaluation results, the accuracy
of the system is maximum for z = 9 cm (mean error = 0.92 cm) in the Z plane, for x = 0
mm (mean error = 0.87cm) in the X plane and for y = -2cm (mean error = 0.93 cm ) in the
Y plane.
Figure 5.12 contains six heat maps for Z ranging 1cm to 11 cm. The coordinate system
and the placement of the watch used for the system evaluation are represented in the top-
most image. From the heatmaps, it is evident that SoundTrak achieves maximum accuracy
for the region within Y= -2cm to 6cm and X = - 4cm to 6cm for all the Z range. For Z =
1cm, the location calculation accuracy deteriorates as we move the speaker in the negative
X and Y direction. Although the mean error is minimum for Z = 9cm, it is noteworthy that
the variance is lesser for the Z = 7cm. Overall, SoundTrak is more accurate for Z > 5cm
80
Figure 5.10: The predefined positions in the system evaluation
Figure 5.11: The positions calculated by SoundTrak in the system evaluation
compared to Z < 5cm. The optimal region for 3D input is defined by the volume Z=7cm
to 9cm, X = -2cm to 6cm and Y=2cm to 4cm. Point A in the coordinate system is the
reference point and all the values are calculated considering point A as the origin of the
system for the testing.
From Figure 5.10 we observe that for the ground truth values of Z = 1cm the predicted
values are less accurate. We attribute the higher error rate when z is smaller to two possible
causes. First, the speaker is not omnidirectional, it outputs unbalanced energy in different
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Figure 5.12: Heatmap of euclidean errors calculated along x-y planes at different z (height)
values
directions. The direction where the speaker is pointing to would receive more energy than
the direction where it is perpendicular to the speaker. Second, the reflected signal on the
surface can be relatively stronger when the distance between the speaker and the surface is
closer (e.g. z = 1cm), resulting in higher errors.
Evaluation of the drift
Experiment: SoundTrak integrates the phase changes over time to calculate the location
of the finger. However, noise produced by hardware and the environment cannot be com-
pletely avoided in such systems. This noise in the signal can result in errors while cal-
culating the phase values. When integrated, even a minimal error at each data point may
cause a non-negligible influence on the accuracy over time. Furthermore, if the accuracy
drops significantly, the participant may have to recalibrate the system again, which would
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degrade the user experience.
To evaluate the drift of our system over time, we conducted another experiment using
the same frequency (11025 Hz) and hardware setup as the system evaluation experiment
described above. We recorded the data for 20 minutes at each of the three locations, where
the position on x and y-axis are 0 cm, and the position on z-axis is 1,5,9 cm for each session
respectively. 20 minutes is a relatively large time interval for a user interacting with a
smartwach continuously and offers a good estimate of how the system would perform over
even larger intervals of time. To avoid human error, we generated a file containing location
information along with the time-stamp for each location point.
Figure 5.13: Accumulated phase changes on three axes for 20 mins when z = 1,5,9 cm
Figure 5.14: Accumulated location changes on three axes for 20 mins when z = 1,5,9 cm
Results: To calculate the drift of phase values on each microphone, we subtract the
starting phase value from all the later phase values to derive the relative phase changes over
20 minutes. The results are shown in Figure 5.13. The phase drift on different sensors are
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similar at each location. The phase decreased 73, 130, 159 degrees respectively for z = 1,
5, 9 cm in 20 minutes.
Based on these phase value, we further calculated the location drift on x,y,z-axis by
using the formula presented in Section 3. Similarly to the method we used to derive the
phase drift, we subtracted the original coordinates to all the later ones, and the results are
presented in Figure 5.14. In the three 20-minute experiment, the x coordinates decreased
0.375 cm, 0.35 cm and 0.33 cm, the y coordinates increased 0.398cm, 0.397 cm, and 0.314
cm, and the z coordinates increased 0.68 cm, 1.148 cm and 1.412 cm respectively.
The above results show a greater drift for the z-axis than the x and y axes. The reason is
the coordinate on z-axis is calculated based on the coordinates of x and y axes, as formula
5.7 described. Any drift of the location along either the x or y axis would be exaggerated
when calculating the position on the z-axis. Therefore, while designing interactions in
3D space using SoundTrak, the x-y plane sould be considered as having a higher spatial
location accuracy.
There are two possible reasons that may cause the drift. One is the unreliable clock of
the functional generator that may introduce accumulated drift over time. Since we did the
z=1cm session first and z= 9cm session last, it is possible that the longer time the system
is running , the larger drift may be observed. Another possible reason is the system suffers
more from multipath effect when the distance between the speaker to the receivers are
larger, as we will discuss in details in section 5.1.5.
Despite the drift error, considering most of the interaction on wearable devices would
not exceed 20 minutes per session, even such a drift exists, the user may not need to recali-
brate the system during an interaction session. However, we plan to further investigate this
system drift while the speaker is in motion in the future.
In addition, as Figure 5.13 shows, the phase value does not decrease at a constant rate.
Sometimes the phase would suffer a relative and sudden large drop such as the center of
the Figure 5.13c shows. We attribute this to the random environmental noise presented
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during the whole experiment. Various types of environmental noise appeared during the
experimental session, such as the air conditioner noise, loud music played by students,
phone rings, conversations among students, as well as the sound caused by opening and
closing of the doors. These are all natural sounds that would be expected in normal use of
SoundTrak.
User Evaluation
To better understand the usability of SoundTrak from the user’s perspective and how it
could be used in practice, we conducted a Fitts’ Law study. Though SoundTrak is able to
track a finger’s position in 3D space, we conducted the user study in two 2D planes (vertical
and horizontal). The reason is that it is more likely that SoundTrak will be used for devices
that still have a 2D output device in the near future. Understanding how SoundTrak would
potentially enhance the interaction with the 2D screen is important. Therefore, we decided
to conduct a Fitts’ Law study, which is widely used to evaluate rapid and targeted movement
on 2D screens. In order to map the movement in a 3D space to a 2D screen, we split the 3D
coordinate system into the X-Y plane and the X-Z plane, which are horizontal and vertical
to the watch face, respectively in the study.
Participants and Apparatus:
In this user study, we recruited 10 participants with an average age of 26.2 (6 males)
from a university campus. All of them were first-time users. During the study, participants
were sitting in front of the computer running the Fitts’ Law software and resting their left
arm on the desk. They were wearing an LG Watch Urbane with a 3D printed case on their
left wrist. As shown in Figure 5.6, four microphones were placed at the corners of the case
on the watch. A miniature speaker was taped to the nail of the index finger on their right
hand.
To complete a Fitts’ Law task, participants were asked to control a cursor on a nearby
computer screen by moving and pointing the speaker on their right index finger around
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sensors on the watch on their left wrist. A trackpad was placed on the desk next to the
participant’s left hand. They were instructed to tap the trackpad to confirm a selection for
a Fitts’ Law task. The computer was a 27-inch iMac with a resolution of 2560 x 1440
pixels. We mapped every 100 pixels on the screen to 1-centimeter movement. To stabilize
the cursor on the screen, we drew the current cursor at the position which was the average
of the last 30 location values obtained by SoundTrak.
Procedure and Design:
At the beginning of the study, a researcher helped the participant to put on the watch
and the speaker. The participants were then given an introduction of how to interact with
the test software, including mapping the finger movement in the relevant 2D plane to the
cursor movement on the screen and tapping the trackpad to confirm the selection using their
left hand.
Figure 5.15: Fitts’ Law test interface with 13 targets.
The Fitts’ law software we used in the study was developed by MacKenzie et al.1. Tasks
were designed based on the ISO 9241 standard, as modeled by Fitts’ Law. We had 13 targets
in the test as shown in Figure 5.15. Participants were instructed to move the cursor to select
the highlighted target using SoundTrak as accurately and quickly as possible. The system
highlighted the next target after selection. A trial ended after all targets were selected. We
1http://www.yorku.ca/mack/FittsLawSoftware/
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set the parameters to be two conditions (X-Y plane, X-Z plane), two distances (400 and 500
pixels), and three target sizes(40, 65 and 90 pixels). For each condition, there were four
sessions. Each session consists of 6 trials (6 = 2 distances x 3 target sizes). In each trail,
the participant selected 13 targets. The system was calibrated at the beginning of each trial.
In total, each participant completed 48 trials (2*4 sessions, with 6 trials in each session).
The order of conditions and the order of trials were randomized. The movement time and
the error rate were recorded.
Results:
Learning Effect To understand the learning effect, we conducted repeated-measures
ANOVA on the results. Fig 5.16 shows the learning effect for each plane on movement
time. The analysis shows the effect was very significant for the X-Y plane (F3,9 = 15.42,
p < 0.001), but not significant for the X-Z plane (F3,9 = 3.59, p > 0.05). However, the
difference from session 2 to session 4 is not significant for both the X-Y plane (F2,9 = 4.82,
p > 0.1) and the X-Z plane (F3,9 = 2.67, p > 0.1) . Therefore, to avoid potential issues
caused by the learning effect, session 1 is considered as a training session and all analyses
of the results are based on session 2–4 only.
Figure 5.16: Average movement time by plane and session
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Movement Time The average movement time per trial for the X-Y plane is 2310.87
ms with a standard deviation(SD) of 249.81, and for the X-Z plane is 2594.52 ms (SD =
362.72). The difference is considered to be very statistically significant (p = 0.0038). The
analysis of the movement time by the effective index of difficulty (IDe) also indicates that
it takes longer time to accomplish more difficult tasks.
Error Rate and Throughput The average error rate per trial for the X-Y plane is 6.03%
(SD = 3.38), and for the X-Z plane is 7.91% (SD = 3.93). However, the difference is not
statistically significant (p = 0.0694).
The average throughput (bps) for the X-Y plane is 1.41 (SD = 0.12), and for the X-
Z plane is 1.31 (SD = 0.16). The analysis shows a significant difference between these
two planes (p = 0.0199). One possible reason is that most of the 2D tracking devices are
designed to be operated in the X-Y plane. It is more challenging for most participants to
perform movement in the X-Z plane.
Implications The results of the study demonstrate the learnability of our system. Partici-
pants were able to get used to the proposed interaction on the watch after only one training
session. However, we also noticed the significant difference of the performance between
the X-Y plane and the X-Z plane in the study. We attribute this difference to two factors.
First, according to the results presented in Sections 5.1.4 and 5.1.4, the calculated location
on z-axis is less accurate than the calculated locations on the x and y axes. The lower
accuracy could potentially influence the interaction experience and the performance of the
participants. The other possible reason is that many participants reported they were more
used to performing gestures on the horizontal plane (X-Y plane) because this is how the
interaction is designed on most of their computing devices (e.g., phones, watches, IPads).
Therefore, the interaction designer may want to first consider X-Y plane while designing
finer input gestures to achieve a better user experience. This does not rule out use of the




Gesture control for wearables: Interactions with wearable devices are currently limited
by the size and the placement of devices. For instance, using fingers to zoom in/out on
a map on the smartwatch is constrained by the small screen size. By allowing the finger
movement in 3D space, SoundTrak enables an extended and flexible gesture control for
wearable devices. Not limited by the physical size of devices, users are able to perform
a much larger set of gestures. It is also possible to establish a new set of 3D gestures
for smartwatches built upon SoundTrak that can improve the usability of smartwatches
in general. For instance, it is not convenient to launch an app on the smartwatch at this
moment, since a user needs to go through a long list on the screen for selection. However,
if the list is too long, repeating the sliding gesture is needed. With SoundTrak, the user can
easily select the application by moving the finger in one direction in the relative large 3D
space around without the need to repeat the same gesture again.
Our current SoundTrak prototype tracked only one finger, but there is not fundamental
reason why this technique could not be extended to multiple tracked fingers. By placing
SoundTrak rings on multiple fingers, users can easily perform multifinger gestures, such
as the standard pinch gesture in the peripheral space around the watch to zoom in/out. A
much wider range of 3D gestures can now be explored.
Text input: SoundTrak can also be used for text input for devices that do not have a
physical keyboard. By tracing the finger movement in real-time, SoundTrak allows users to
draw anything in the air and detects the input. For instance, users can reply short messages
quickly from their smartwatch using SoundTrak.
Drawing in 3D space:
Most of the current drawing applications are based on 2D tracking technology. There-






















Figure 5.17: Drawing Spiral in 3D with SoundTrak
drawing application, it is particularly challenging to draw on a picture on the tiny screen of
the watch. SoundTrak enables the user to draw the picture in 3D space around the wearable
devices. Therefore, the user can draw picture in 3D space at any time and at any location
with their wearable. Figure 5.17 shows the sample 3D pictures drawn by using SoundTrak.
We should note that we have currently been promoting SoundTrak as a way to provide
3D interaction with a wearable device, such as a smartwatch or a head-mounted device
like Google Glass. There is no reason why this 3D interaction should be limited to those
devices, and in the case of 3D drawing, we can easily see a motivation for providing this
kind of 3D tracking above or around any screen (e.g., table, smartphone, laptop).
Improve interaction on wearable devices with physical spatial awareness: Most of the
existing tracking technologies on wearable can only track the relative movement of the
finger. The wearable is not aware of the finger’s position in the 3D space. Providing the
physical spatial awareness to the wearable can be potentially used to redesign the inter-
action for improving the interaction efficiency and user experience. For instance, we can
define any space around the wearable as the location of a virtual button. By moving the
finger to that predefined space, a user can click a button. However, clicking the virtual
button accurately in 3D space can be challenging. We plan to further explore this in the
future.
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3D input for other scenarios: As already suggested, the technology presented in Sound-
Trak is not limited to detecting a single finger’s position on wearable devices. It can also be
used in other scenarios, such as turning the area around a horizontal or vertical surface into
a 3D interaction area. If multiple speakers can be attached to different fingers, it is also pos-
sible to capture multiple fingers’ position simultaneously. The availability of such ”multi
point” sensing in 3D space can open up a whole new space for novel gestures interactions
with wearable and other devices.
The Effect of Multipath and Environmental Echoes
Like other acoustic based systems, the transmitted acoustic signal does not exclusively
travel in the direct path from speaker to microphone; it can be scattered by the fingers or
other environmental objects along the way. Therefore, multipath problems may exist. The
phase of received multipath signals are different than the straight line path, which may
contribute to the error in our system. However, this is not a significant issue in our system.
The multipath signal only contributes to a relatively small fraction of the received sig-
nal. With a frequency of 11 kHz, and a 2 cm diameter finger, the dimensionless wavenum-
ber with respect to radius is ka = 2. With that ka, the scattered pressure in all directions
is roughly 3 dB down with respect to the incident wave amplitude [93], which means that
the scattering loss is about one half. What’s more, the Inverse Square Law [94] states that
the signal intensity is inversely proportional to the square of the distance from the signal
source, which can be applied on the sound traveling process in air, both for direct signal and
the scattered signal. Therefore, the scattered field incident back to the microphones is al-
ways comprised of contributions that have suffered greater spherical spreading loss (longer
path length) than the direct field, and also scattering loss. Therefore, their contribution at
the microphone array is a small fraction of the total sensed field.
For environmental echoes, presumably from structures even further away than the finger-
watch system, the strength of the multipath field over those longer propagation paths is even
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Figure 5.18: Hardware setting of OriTrak
lower.
Combining these factors together, we think the multipath signals and environmental
echoes only contribute to a very small portion of the received signal and would not cause
significant errors in most of the cases.
5.2 OriTrak: Relative Orientation Tracking For Interaction with Wearables
5.2.1 Overview
In this section, we provide a more general-purpose continuous input technology, that pro-
vides valuable information about the fingers or hands. This continuous input can then be
used by designers to develop different input techniques for a wide variety of situations,
such as painting, gaming, signing a signature, map manipulation, and gesture recognition.
It is called OriTrak, which can continuously track the three-dimensional angular position
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(orientation)2 of a wearable device with respect to some part of the body. Two IMUs are
mounted on the wearable device(e.g., wristband) and another place on the body (e.g., wrist,
torso) respectively. We calculate the angular position by comparing the absolute orientation
between two sensors. Absolute orientation is the angular position of an object with respect
to earth’s canonical coordinate system, whose x, y, z-axes are pointing North, East, and
perpendicular to the surface, respectively. The absolute orientation of a wearable device
such as a watch varies based on the direction of the body and the wrist. That means that
even if a user maintains a fixed pose, the absolute orientation of the smartwatch can still be
different when the body is facing different directions. This variability significantly limits
the applications for wearable input. For instance, if the absolute orientation of a smartwatch
is used for gesture input, the user has to keep the body still during the whole interaction,
which is unpleasant experience. If the values of absolute orientation are used to training
a gesture recognizer, the recognition system will not work well when the user is facing
at a different direction. To address this issue, OriTrak adopts another orientation sensor
which is usually attached to the body in addition to the original one on the wearable. By
comparing the absolute orientation between these two sensors, we can derive the angular
position of the wearable with respect to the body. Absolute orientation is calculated with a
9-axis Inertial Measurement Unit (IMU). Comparing with motion sensors (e.g., gyroscope,
accelerometer), which can only sense the relative movement, continuously tracking the an-
gular position in 3D space can potentially support interaction with more expressiveness.
Furthermore, since IMUs are widely available on most commodity devices, OriTrak can be
quickly adopted into future wearable interaction systems.
We demonstrate two wearable interaction techniques that is developed using OriTrak.
The first technique is called OriFinger, which uses a finger-mounted ring to allow the user
to move the finger relative to the wrist and control the position of a cursor on some other
device. With OriFinger, the user can provide continuous two-dimensional input to a head-
2https://en.wikipedia.org/wiki/Angular displacement
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mounted display (e.g., Google Glass). The second technique is called OriArm, which
supports one-handed gesture input to a wrist-mounted device (e.g., smartwatch) through
movement of the arm relative to the torso. A user study was conducted to evaluate the
input efficiency of both interactions.
5.2.2 Theory of Operation
Figure 5.19: Using Euler Angles to Represent Absolute Orientation
Absolute Orientation
OriTrak is developed based on the absolute orientation of the wearable device, which are
rotations between the coordinate system of the device with respect to the coordinate system
of earth. The x, y, z-axes point to absolute East, North, and the opposite of the gravitation
vector (up), respectively in the coordinate system of the earth (see Figure 5.19). We de-
scribe the rotations on x, y, z-axes using roll, pitch, and yaw, respectively, which are terms
defined in Euler angles 3. Different sequences of rotations would result in different Euler




Angular position with respect to the body
Absolute orientation of the wearable is highly dependent on the direction of the body,
even if the body posture is exactly the same. To remove the dependency of the absolute
orientation on the body direction, we derive the orientation between the wearable device
with respect to some parts of the body using a pair of absolute orientation sensors. OriTrak
presents two settings. In the first setting named OriArm, the two sensors are attached on the
wrist and torso respectively to calculate the angular position of the wrist with respect to the
body. In the other setting named OriFinger, the two sensors are attached on the finger and
the wrist respectively to derive the angular position of the finger with respect to the wrist.
The orientations between wearables with respect to a certain location on the body is derived
by calculating the rotations between Euler angles vectors from two sensors. The result is
also represented by Euler angles (roll, pitch, yaw). For instance, in order to acquire the
angular position of the wrist with respect to torso in the first setting, the system calculates
the rotations between Euler angles provided by the two sensors on the wrist and torso.
5.2.3 Gesture Design
In this paper, we demonstrate two interactions schemes using OriTrak: i) OriArm, which
provides one-handed gestures for watch interaction by continuously tracking the angular
position of the wrist with respect to torso; and ii) OriFinger, which provides continuous
two-dimensional finger input by tracking the angular position of the finger with respect to
the wrist. In this section, we present the detailed design as well as the design rationale of
both interactions.
OriArm
OriArm enables the user to interact with smartwatches using one-handed arm and wrist
movements, by continuously tracking the relative angular position of the wrist with respect
to the body. It is designed to provide efficient one-handed inputs for smartwatches in
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scenarios when the hand is occupied. For instance, if a user is carrying a shopping bag
or holding a baby in the right hand and wearing the watch on the left hand, in order to
interact using the touchscreen of the watch (e.g., reject/ answer phone calls), the user might
have to put down the bag or the baby, to free the right hand, which is inefficient and may
be undesirable. For such, and other, scenarios OriArm enables simple one-handed gestures
to be used for interacting with the watch by moving and rotating the watch wearing arm.
The gesture design of OriArm is to provide alternative one-handed input gestures for
a smartwatch. We analyze the input operations on a commodity smartwatch, which can
be divided into three steps: First, a user lifts up the arm and unlocks the watch screen by
tapping on the screen or pressing a button. Second, sliding the finger on the touchscreen to
navigate on a one-dimensional list. Third, once an item of interest appears at the center of
the screen, the user taps on the item to make a selection.
We designed three corresponding one-handed gestures for watch interaction using Ori-
Arm. First, the user unlocks the watch by holding the wrist at a position where contents of
the screen can be seen comfortably, as Figure 5.18 shows. We allow the user to define this
position in advance. In most scenarios, holding the arm and watch towards the head (the
traditional ”look at wrist watch movement”) expresses the intention of input on a watch by
a user. Once the input intentions is detected, the user needs to rotate the wrist as a gesture to
confirm the input intention, which also unlocks the screen for further interaction. Second,
once the screen is unlocked, a user can navigate through a one-dimensional menu list by
moving the arm forward and backward as figure 5.20 shows. In this scenario, the proposed
one-handed gesture replaces the conventional on-screen sliding interactions. Third, after
scrolling a menu list to localize the menu item of interest, the user can confirm the selection
by performing a wrist rotation gesture – an alternative to a tap on screen as it is done in
two-hand interaction scenarios. These three gestures together form a complete one-hand
watch interaction system.
OriArm is designed to explicitly take social appropriateness into consideration for in-
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teractions with wearables. Extending the arm from the chest to the farthest position may
look awkward and inappropriate in a social setting. Also, the user can barely see the con-
tent of the watch if the arm is too far from the body. Instead of requesting the user to move
the arm from the chest to the farthest position to scroll a list, OriArm defines an interaction
area of 26 degrees in yaw, which was empirically discovered from pilot studies, as Figure
5.20 shows.
OriFinger
OriFinger allows the user to control a cursor on screen by mapping the angular displace-
ment of the finger to the coordinates in x- and y-axes. Similar to OriArm, it requires a pair
of absolute orientation sensors: one in the form of a ring worn by the user, and another one
worn on the wrist. We first derive the orientation of the finger with respect to the wrist by
calculating the rotations between the angular positions of two sensors. Then we map the
orientation to the corresponding axes. A wrist-rotating movement, similar to the one used
in OriArm, is used as the selection gesture (left click).
We designed OriFinger to provide fine-grained control for wearables that do not pos-
sess such accurate cursor control capabilities. For instance, Google Glass uses an on-device
touch-pad, which only allows the user to perform one-dimensional gestures, such as direc-
tional sweeps. Missing the precise control of the cursor in the interface limits the func-
tionality. For instance, given the capability of moving a cursor on the screen, a user can
potentially input text on a soft keyboard projected on the heads-up display. It can be even
more efficient if combined with a sliding-based text-entry method 4. It can also be used
to interact with input devices where screens are usually missing, such as a projector or a
large-scale public screen.
OriFinger gestures can also be performed in a discreet fashion when needed, to make
the interaction process socially appropriate and private. For instance, instead of pointing
4http://www.swype.com/
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the finger forwards, the user can discreetly move fingers to input on a device while keeping
the hands down. Thus, the user can even interact with their devices without catching others




We used three form factors to attach the sensors to different parts of the body (wrist,
finger, torso) as shown in Figure5.18. To place the sensor on the finger, we designed a 3-D
printed ring and glued the sensor on the top. To place the sensor on the wrist, we made a
wristband, which is constituted a 3D printed case to hold the sensor, and a purchased watch-
band to attach the case to the wrist. In order to place the sensor on torso, we attached the
sensor to a 3D printed case and taped the case on the belt to make it wearable.
Each form factor above has a Bosch BNO055 to sense the absolute orientation. It is a 9-
degree IMU with a built-in processor running internal algorithms to derive reliable absolute
orientation from the IMU. The BNO055s are connected to an Arduino Uno via the Inter-
Integrated Circuit (I2C) and sampled at 100Hz. To provide a more comfortable wearable
experience, we replace wire connection with a Bluetooth module, which communicates
sensor data to a MacBook Pro for real-time analysis in our prototype. The whole hardware
system is powered with a Li-Po battery (7.4V, 500mAh) as the power source.
Software Infrastructure: To receive sensor data via Bluetooth connection, we run a
Node.js server script on a MacBook Pro. The received data is processed in JavaScript
using the library THREE.js 5 for angle transformation. We choose JavaScript as the major
programming language because of its excellent compatibility across different platforms and
the good support for real-time data visualization. Using JavaScript, we were able to test




In this section, we will describe the data processing pipeline for OriTrak. First, we present
how we derive the orientation between two devices using absolute orientations. Then we
describe the gesture recognition algorithms for OriFinger and OriArm, respectively.
Calculating Relative Orientation
As discussed in previous sections, absolute orientation represents the angular position of
the sensor with respect to the coordinate system of the earth. Consequently, absolute ori-
entation on a wearable device is dependent on the direction the user is facing, such that
the body has to be still during the whole interaction process. In order to overcome direc-
tion dependency, we calculate the orientation between coordinate systems of two absolute
orientation sensors. that is, we calculate the orientation of the wearable with respect to a
second sensor’s coordinate system. For instance, in OriArm, we use two absolute orien-
tation sensors, one on the wrist and one on the user’s torso. Instead of directly using the
absolute orientation from the sensor on the wrist, we calculate the relative orientation be-
tween the two sensors. This derived orientation represents the angular position of the wrist
with respect to the body, which should be the same if the user keeps the same posture but
faces a different direction. Because the relative orientation between the wrist and body is
not changing.
For the following descriptions we define the two absolute orientation sensors as the
sensor of interest (SI) and the sensor of reference (SR), which represent the sensor we
want to track and the sensor used for deriving relative orientation (SD), respectively. For
OriArm, SI and SR are placed on the wrist and the torso, respectively. By placing SR on
the torso, we can acquire the three-dimensional angular position of the wrist with respect
to the body. Similarly, for OriFinger, the angular position of the finger with respect to the
wrist is derived by using the absolute orientation from SI and SR which are now placed on
the finger and wrist, respectively. As a result, the derived angular position would not be
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influenced by the arm and body movements as long as the finger keeps the same posture
against the wrist.
quaternionSD = quaternionSI × Inverse(quaternionSR) (5.14)
The raw format we received from absolute orientation sensors are represented as quater-
nion, which represents the three-dimensional rotations. Different from Euler angles which
uses three variables, quaternion has four parameters to describe rotations. A further dis-
cussion on quaternion is beyond the scope of this paper. More information are accessible
online6. After we receive the quaternion vectors from the two sensors, we calculate the
orientation between SI and SD using apply equation 5.14, in which quaternion SI is mul-
tiplied by the inverse of the quaternion SR. The derived quaternion SD is transformed
to Euler angles for the ease of gesture recognition. We apply an average filter of size 8 on
the derived relative orientation, which is used to later data processing.
Gesture Recognition for OriArm
Figure 5.20: Gesture Design of OriArm
As discussed in Section 5.2.3, OriArm supports three different one-handed gestures to
6https://en.wikipedia.org/wiki/Quaternion
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input on a smartwatch, including gestures for activation, menu navigation and selection.
We will present how we implement OriArm in the following sections.
Sensor Direction Calibration: OriArm operates under the assumption that the z-axis
of SR, which is placed on the body (torso), is aligned well with the direction of the body
as shown in Figure 5.18. However, in reality, it is very challenging to perfectly mount SR
on the body such that, the z-axis remains perpendicular to the center of the body surface.
Therefore, an angular offset would likely exist between the z-axis of SR and the direction of
the body. To address this issue, we quantify the offset by introducing a calibration gesture.
To perform this calibration gesture, the user needs to lift up the arm with SI and align
the arm with the direction of the body. When doing so, the y-axis of the sensor (yaw) is
parallel to the direction of the body. We record the difference of yaw angle between SI
and SR, which is subtracted from the later yaw angle of absolute orientation on SR for
compensating the angular offset. For instance, if we record a 10 degree offset, we will
subtract this 10 degree from all the yaw angle on SR later. When the user points the arm
towards the front, left, and right of the body, the yaw value of the orientations between
the wrist (SI) with respect to the body (SR) are 0, 90, and 270 degree, respectively. By
introducing a –simple, that is with little effort to perform single initial– calibration gesture,
SR can be placed on any part of torso without much limitation on sensor placement.
Unlock Gesture: OriArm allows the user to unlock the screen of a watch using one-
handed gestures. The unlock gesture is constituted of two steps: input intention detection,
and gesture-based confirmation.
In the first step, the user signals the input intention by holding the arm at a predefined
unlock position. Before using OriArm, a prospective user customizes this position by lifting
the arm and holding it at the position where they feel most comfortable to interact with the
watch (Figure 5.20). Because different users have different heights and arm lengths, the
angular position of the watch with respect to the body varies. Our system records this
angular position (denoted as OA) for each user to recognize customized unlock gestures.
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When the screen is locked or dimmed, OriArm keeps examining the incoming absolute
orientation from SI and SR to detect the unlock gesture to start. We calculate the relative
angular position between SI and SR, which are compared with OA to find the difference on
roll, yaw pitch angles. If the calculated difference of roll, yaw, and pitch angles falls into
the range of 35, 25 and 25 degrees respectively for 200 ms, the first step of unlock gesture
is completed. These thresholds were empirically determined. The 200ms timeout is used
to prevent false-positive errors caused by random arm movements .
Once the system detects the input intention, the screen lights up and the user needs to
perform a wrist-rotating movement to conclude the unlock gesture. We apply a rule-based
method to detect this gesture by examining the angular acceleration and velocity of the roll
angle. Once both values pass empirically-determined thresholds in a window of 600ms, a
gesture is detected. The system unlocks the screen and proceeds to the next step: menu
navigation.
Menu Navigation: Once the screen is unlocked, the user can navigate through a menu
by moving the arm towards or away from the body, which results in changes of the yaw
angle (Figure 5.20). For the sake of social appropriateness, only the movement falling
into the range of 26 degrees whose center is at the user-defined OA position, is functional.
For instance, if the yaw angle of OA is 20 degrees, the active range in yaw for interaction
is from 7 to 33 degrees. We use the 26 degrees of arm movement in yaw angle to scroll
through the whole menu list. Therefore, the more items are in the menu, the less angle range
is assigned to one menu item. For instance, if the menu has two items and the activation
position is 20 degree on yaw angle, the arm movement on yaw angle between 7 to 20 degree
will highlight the first item and the movement between 21 to 33 degrees in yaw angle will
highlight the second item. Similar to the menu list on a touchscreen of a smartwatch, an
item is select-able only when it is at the center of the menu.
One-handed Gesture for Menu Selection: The user can select the item at the center of
the menu by performing the wrist-rotating gesture. The detection of this gesture is similar
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to the movement used in the unlock gesture, which is detected by analyzing the angular
velocity and acceleration of the roll angle. The only difference here is that once the system
detects the acceleration of the roll passes a threshold, it locks the menu to the currently
highlighted item at the center until the gesture is concluded. Such that rotation of the wrist
would not influence the selected item. Once a selection gesture is detected, The highlighted
item is marked as selected and the corresponding functions is activated where applicable .
Gesture Recognition for OriFinger
OriFinger allows the user to control a cursor in two dimensions by moving a finger and
trigger a left-click event by rotating the wrist.
Figure 5.21: OriFinger Gesture
Cursor Movement: OriFinger uses two absolute orientation sensors, placed on the index
finger and wrist with the aid of a ring and wristband, respectively, to derive the angular
position of the finger with respect to the wrist. To control the movement of a cursor, we
map the angular displacements in yaw and pitch angle to the cursor movement in x and he
y-axes (Figure 5.21). Intuitively, moving the finger up and down, or left and right, would
move the cursor in y-axis or x-axis respectively.
In our early explorations, we found different users have ranges of movement while
moving index fingers towards different directions, namely the yaw and pitch angles. Sim-
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ply applying the same range of angular positions for all users while mapping the angular
displacements with the cursor position, would likely influence the interaction experience,
as some may not even be able to move their fingers in the same way. To address this issue,
we ask each user to define a central position which intuitively gives them enough freedom
to operate in all four directions (up, down, left, right). We record the orientation of this
position (denoted as OC), defined as the center of the screen.
We use equations 5.15 and 5.16 to map the orientation to the x- and y- coordinates on
the screen. First, we calculate the difference of yaw and pitch angles between OC and
the current orientation. These differences are then divided by the empirically determined
ranges to acquire the ratio position. We empirically set the range to be 25 degrees and
35 degrees for yaw and pitch angles respectively. To translate the ratio position to the
coordinates on the screen, we multiply the ratio position by the dimension of the screen.
The results are the transformed coordinates on the screen with the assumption that the
original point (0, 0) is at the center. However,the actual original position is usually at
the top-left corner on the screen. To compensate these offsets, we add half of the screen
dimensions (x and y) to the result in the last step. As a result, the top-left corner on the
screen is the new original point (0, 0) in the system. In order to make the cursor position
more stable, we apply a Kalman filter on the calculated x,y coordinates.




Button Click Event: Similarly to OriArm, OriFinger also adopts a wrist-rotating move-
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ment with which the user can trigger a click event on the screen. The detection algorithm is
similar to the one presented for OriArm, except we use the roll angle from SR for gesture
detection instead of the relative angular position between SI and SR.
5.2.5 User Study
To evaluate OriTrak, we conducted a lab-based user study with 11 participants having an
average age of 22.8 (five male). In the study, all participants tested OriArm first and OriFin-
ger second. Each study was no more than two hours long. The hardware setting used is
same to what we have discussed in section 5.2.4.
OriArm Evaluation
In the OriArm evaluation, the participants were asked to select a highlighted item from a
menu list on a wrist-mounted device using OriArm and a touchscreen, respectively. The
purpose of this comparison study is to demonstrate that interactions through OriArm can
be pursued as effective as more conventional (two-hand) wearable interactions and in com-
parable time, however thereby putting a much lower burden on the user through, in this
case, enabling one-handed input. We compare interaction capabilities provided by OriArm
to conventional touchscreen based interaction with wearables.
Procedure: For the OriArm evaluation, we used a smart phone (Samsung Galaxy S7
edge) on the wrist to simulate a smartwatch, instead of using an actual one. The reason for
not using an actual watch is that we found non-negligible delays randomly ocurring while
we transmitted data from the laptop to the watch (LG G Watch) due to the internal memory
optimization mechanism in Android Wear system. Such a delay can significantly influence
the interaction experience. Therefore, we decided to use a smartphone as the testing device
which showed the testing interface, fetched the results from the laptop, and updated results
on the screen. We developed a HTML5 JavaScript-based web application running on a
web-browser that showed a menu on the right side on the screen (Figure 5.22). We limit
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the dimension of the menu to be 15mm (width) × 32 mm (height), which is comparable to
the dimension of a menu list displayed on a commodity smartwatch.
Figure 5.22: The testing user interface of OriArm
At the beginning of the study, a researcher helped the participants to wear the wrist
band with the SI and the smartphone, and put the belt with SR on the body. Then the
researcher demonstrated how to perform OriArm’s one-handed gestures to interact with a
”smartwatch”. The participants were allowed to practice before they actually started the
testing tasks.
In order to compare the interaction experience between OriArm and a touchscreen on a
watch as we already discussed, the participants were requested to complete the same tasks
using both, OriArm and the touchscreen. Each task had three separate sessions, in which
the users were instructed to select a target item from a menu of 2, 6, and 18 items. Each
session contained two trials. In each trial, the participant was asked to select a randomly
generated target item from the menu 4 times. For the ease of comparison, we use the same
sequence of tasks within each trial for both OriArm and touchscreen tests.
Every participant defined their own unlock position before sessions began. To simulate
a real watch interaction experience, the participants were asked to put their arm down before
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and after making each selection. Each menu selection can be divided into the following four
steps:
Step 1: At the beginning of each selection task, a ”ding” sound was played as a reminder.
The participants were instructed to lift their wrist up to their predefined unlock posi-
tion on hearing the sound. Once the system successfully detected the unlock position,
the color of the object on the screen was changed from blue to yellow. In the testing
of touchscreen, the system did not look for this unlock position.
Step 2: The participants performed a selection gesture by quickly twisting the wrist (Ori-
Arm) or tapping the screen (touchscreen) to confirm the unlock gesture.
Step 3: Once the screen was unlocked, the participants started scrolling down or up the
menu by either moving their arms towards or away from the body (OriArm), or by
sliding on the screen (touchscreen). The goal is to move the target highlighted with
blue color to the center of the list.
Step 4: Once the target item was moved to the center at the list, the user confirmed the
selection by performing the twist-rotating gesture (OriArm) or tapping on the screen
(touchscreen) to perform a selection gesture.
Once a session of each interaction was concluded, the participants were asked to fill out
the NASA TLX survey to evaluate their mental and physical efforts during the session. In
total, each participant made 4 (repeats) × 2 (trials) × 3 ( menus with 2,6,18 items) = 24
selections for each interaction scenario (OriArm and touchscreen). In order to evaluate the
input efficiency, we recorded a time-stamp on each step. The time when the ”ding” sound
stopped was recorded as the ”Start Timestamp”. The time when the user touched the screen
or rotated the wrist to unlock the screen was recorded as the ”Unlock Timestamp”. When
the user tapped the screen or rotated the wrist to make a selection, the time was recorded
as the ”Selection Timestamp”. We define the time duration between the ”Start Timestamp”
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and the ”unlock Timestamp” as the unlock time and the time duration between the ”Unlock
Timestamp” and the ”Select Timestamp” as the scrolling time.
Accuracy:
The average accuracies for using OriArm and touchscreen are shown in Figure 5.23.
The participants were able to make selection from menu with 2, 6, 18 items with the accu-
racy of 100%, 93.2%, 85.2% using OriArm and 100%, 100%, 98.9% using the touchscreen.
If the selected item did not match the target item, we counted it as a error. The accuracy to
make a selection dropped when the number of items increased for both interactions. There
was no statistically significant difference on the accuracy between two interactions for the
menu with 2 items (the same accuracy for both interactions) and the menu with 6 items
(p = 0.103, p > 0.1). When the menu had 18 items, there was a significant difference
between the two interactions (p = 0.018, p < 0.05). This analysis indicates that when
the number of items is relatively small, OriArm presents a similar accuracy of making a
selection as when using the touchscreen-based method.
This is not a surprising result to us. Since when the number of items increases to 18,
each item only maps to a spatial angular range of 1.44 = 26 (total range in yaw angle)
/ 18 (items) degrees. In order to select the correct item, the participants have to keep
the wrist steady within a range of 1.44 degree before performing the selection gesture,
which is both mentally and physically demanding. Recalling from the section 5.2.3, we
limit the movement to such a small range because of social appropriateness. One obvious
solution to improve the performance is to increase the range of movement when the social
appropriateness is not an important concern. For instance, if the user is alone while using
the watch, it would not be inappropriate to move the arm slightly beyond the 26 degrees
range in order to interact with the watch.
Even though OriArm demands more time to select an item as compared to the touch-
screen, in scenarios where the other hand is occupied, OriArm is still more efficient when
operating the watch, as compared to freeing one hand first in order to use the touch screen.
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Figure 5.23: The Accuracy of OriArm study
Time Performance:
Figures 5.25 and 5.24 show the average unlock time and scrolling time on the menu of
2, 6, 8 items. The bar with blue and red color represent the time for OriArm and touchscreen
interaction respectively. The average unlock time for using OriArm and touchscreen was
1.55 seconds and 1.10 seconds, respectively. The average scrolling time for using OriArm
and touchscreen was 1.88, 3.72, 5.30 seconds, and 1.30, 1.53, and 2.36 seconds for the
menu of 2, 6, 18 items, respectively. The participants on average needed more time to make
a selection using OriArm than using the touchscreen. Statistical significance test shows
that there is a significant difference across all three sessions (p = 0.03, p = 5.32e− 5, p =
1.45e − 5 for menus of 2, 6, 18 items). It is worth mentioning that we implemented the
menu list on a web page, where the speed of scrolling was faster than the actual menu
widget on a smartwatch. Therefore, potentially the user would take longer to make menu
selection on a real smart watch.
Cognitive load: Based on the NASA-TLX forms we collected from the participants, in
average, the task load index(TLI) for making a selection from menu of 2, 6, 18 items are
29.1, 28.9, 36.7 for using OriArm, and 22.8, 18.7, 19.9 for using touchscreen as shown in
figure 5.26. It shows that using OriArm to make a selection presents a higher task load than
using touchscreen on make a selection. However, there is no significant difference on TLI
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Figure 5.24: Time performance for 2 menu items
Figure 5.25: Time performance for unlock
when the menu only has 2 items (Rp=0.39, p¿0.1R).




The procedure of OriFinger test is similar to OriArm test. At the beginning of the study,
a researcher helped the participants wearing the wristband on the right wrist and the ring
on the right index finger. Then the researcher demonstrated how to perform the OriFinger
gestures to control the cursor on the screen. The participants were allowed to practice
OriFinger gestures until they felt comfortable to start the testing sessions.
During the whole study, all participants were instructed to keep their hands and arms
down, such that they can perform OriFinger gesture in an eyes-free manner. Intuitively,
if the users had kept their hands and arms up, they would probably perform these ges-
tures faster and more accurate, because they can see their hands while performing gestures.
However, as we have discussed in Section 5.2.3, one important design principle of OriTrak
is to design gestures that are socially appropriate. Asking the participants to perform the
gesture in an eyes-free fashion can be mentally and physically challenging, but it is less
disturbing to people around. Before the testing sessions started, we asked each participant
to define their central position which was used to calibrate the mapping mechanism as we
have discussed in the previous section.
In the testing sessions, the participants were asked to conduct a Fitts’ law study, which
was designed to evaluate the rapid and targeted movement on a 2-D screen. We ran the
standard Fitts’ law study software 7 on a Macbook Pro in this study. Nine targets were
displayed on the screen in the test. The participants were asked to move the cursor using
OriFinger to select the highlighted target as soon and accurately as possible. After all nine
targets were selected, a trial concluded. We set the parameters on the software to be 9 tar-
gets, two target sizes (50, 90) and two target distances (350, 500). We tested OriFinger in
two settings: In the first setting, the participants used their left hand to tap on a trackpad as
the left-click event on the screen (denoted as trackpad-assisted input TI) and use the right
7http://www.yorku.ca/mack/FittsLawSoftware/
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index finger wearing a ring to move the cursor. In the second setting, the only difference
compared to TI is that the left-click event was triggered by the wrist-rotating gesture (de-
noted as only gesture-based input GI). In both settings, the participants used OriFinger to
move the cursor on the screen. In total, each participant completed four sessions for each of
the two settings. The first session was the practice session and the last three sessions were
testing sessions. In each session, the user completed 4 trails (2 target sizes × 2 distances).
The sequence between the two settings was randomized.
The reason we tested OriFinger with the trackpad is that we found the bottleneck of
the input efficiency was the wrist-rotating gesture. Rotating the wrist may influence the
position of the cursor. In order to perform the gesture accurately, the user tends to be more
careful, which slowed down the interaction flow. Replacing this wrist gesture with other
more efficient gestures (e.g., head gesture) can potentially improve the input efficiency. Us-
ing the trackpad to make a selection can test the upper limits that OriFinger can potentially
achieve in the future if given more efficient selection gesture.
Movement Time: In testing sessions (session 2 − −4), the average movement time of
making a selection for GI was 2336.21ms with a standard deviation (SD) of 483.52, and for
TI was 1384.59ms (SD = 180.14). The difference is considered to be statistically significant
(p = 1.03E − 15, p < 0.001). The analysis of the movement time by the effective index of
difficulty (IDe) also indicates that it takes longer time to accomplish more difficult tasks.
Learning Effect We ran an ANOVA analysis on the results of average moving time
to understand the learning effect. Figure 5.27 shows the learning effect for two settings
on average movement time of making a selection. We observed significant differences
on average moving time between session 1 (practice session) and session 4 (last testing
session) in both GI (F = 7.32, p < 0.05) and TI (F = 5.72, p < 0.05). However, the
difference between the second and fourth session was not statistically significant on both
GI (F = 1.54, p > 0.1) and TI (F = 0.75, p > 0.1). Also, there was no statistically
significant difference between the third and fourth session on both GI (F = 1.45, p > 0.1)
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and TI (F = 0.05, p > 0.1).
Figure 5.27: Learning curve of OriFinger study
Error Rate and Throughput In testing sessions (session 2 − −4), the average error
rate of making a selection in Fitts’ law study was 5.89% (SD = 4.49) for GI and 3.37%
(SD = 2.84) for TI. The difference was statistically significant (p = 0.008, p < 0.05).
The average throughput (bps) was 1.45 (SD = 0.29) and 2.39 (SD = 0.36) for GI and
TI respectively. There was a statistically significant difference between these settings
(p = 2.02E − 17, p < 0.001) on throughput. One possible reason for these difference
is performing a wrist-rotating gesture was more physically and mentally demanding than
tapping on the trackpad. However, participants demonstrated the similar accuracy using GI
compared with using TI. Considering each user only used OriFinger for about 30 minutes,
we expect the user can achieve an even higher input efficiency if given more practice in the
future.
Cognitive Load: The overall NASA task loads for GI and TI are shown in Figure 5.28.
We found a significant difference (p = 0.023, p < 0.05) between the two settings. The task
load for GI was higher than TI. Some participants reported it was challenging to perform a
gesture to make a selection when the cursor approached the edge of the screen.
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Figure 5.28: Cognitive load of OriFinger study
Sensor Drifting Test
One common issue for motion-based tracking system is the drifting effect over time. These
systems calculate the position by accumulating the displacements between data samples.
For instance, it integrates the angular speed (gyroscope) or the acceleration (accelerometer)
over time to estimate the position. Usually, the longer time the sensor has been used or more
distance the sensor moves, more accumulated errors of the tracking position were observed.
OriTrak uses Bosch BNO055, which is a 9-axis IMU with an on-board processor and
algorithms to calculate absolute orientation. According to its data sheet, this sensor has
implemented an internal algorithm to correct drifting effects over time. In our user study,
we have not observed any significant drifting issues. To further quantify the drifting effect,
we conduct an experiment on our system under three settings.
Drifting over time: In the first setting, we placed the two sensors on fixed locations
for 30 minutes. We recorded the orientation between SI and SR calculated by our system.
There was 0 degree drifting during the 30 minutes. We think the internal drifting correction
algorithm was playing a key role to maintain the stable orientation while the sensors are
still.
Drifting when both sensors move:
In the second setting, we tested the drifting errors when SI and SR were moving together
on the same rigid object. In this scenario, the angular position between SI and SR was
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invariant during the experiment. As figure 5.29 shows, a wooden board of 52cm that is
similar to the length of the arm was attached on the mount, such that it rotates in the same
direction and same angle as the mount rotates. SI and SR were attached at two ends on a
wooden board. SI was placed on the farther end of the board. We configured the mount
such that it only moves vertically, resulting in pitch changes, or horizontally, resulting in
yaw changes. We manually move the mount to the target angle each time with an angle
meter on the scale. Because each line of the angle meter represents 2 degrees. Though we
have done our best to match align the wooden board with the line, our confidence level of
the ground truth is ±0.5 degrees.
To understand the influence of different moving angles on the drifting effect, we moved
the arm of the mount for a different degree α on yaw or pitch each time. For yaw angle,
we moved the arm with 6 settings. Each setting has a different moving angle α in yaw,
which is 30, 60, 90, 120, 150, 180 degrees, respectively. For pitch angle, due to the limits
of the mount, we only evaluated three settings with the moving angle α in pitch, which is
30, 60, 90 degrees. For each setting, we moved the board horizontally or vertically for five
trials. where each trial was constituted of four steps:
• The arm started at the center where the yaw or pitch was 0 degree. First, the arm
turned anti-clockwise for α degrees horizontally or up for α degrees vertically, which
moved the arm to -α degrees in yaw or pitch.
• Second, the arm turned clock-wise for α degrees horizontally or down for α degrees
vertically, which moved it back to the center position (0 degrees in yaw or pitch).
• Third, the arm turned clock-wise for α degrees horizontally or down for α degrees
vertically, which moved the arm to + α degrees in yaw or pitch.
• Fourth, the arm turned anti-clockwise for α degrees horizontally or up for α degrees
vertically, which was at the center position again (0 degrees in yaw or pitch).
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Figure 5.29: System Setup for Drifting Effect Test When both SI and SR moves
After each step, the angular position between SR and SI was recorded, which was then
compared to the ground truth for calculating drifting errors. Since both SI and SR were
moving together, we expect the angular position between SI and SR to be 0 during the
whole experiment. Any offset was counted as errors. As a result, we moved the arm
horizontally or vertically for 20 (5 trials × 4 steps) times for α degree.
Figure 5.30 and 5.31 shows the recorded drift errors after each step. After moving
the arm vertically (pitch) for 600 (30 degrees × 20 steps), 1200 (60 degrees × 20 steps)
and 1, 800 (90 degrees × 20 steps), when the arm returned to the starting position, the
drifting errors on pitch were −0.15, 1.12,−0.10 degrees, respectively. After moving the
arm horizontally (yaw) for 600 (30 degrees × 20 steps), 1, 200 (60 degrees × 20 steps),
1, 800 (90 degrees × 20 steps), 2, 400 (120 degrees × 20 steps), 3, 000 (150 degrees × 20
steps) and 3, 600 (180 degrees × 20 steps), when the arm returned to the starting position,
the drifting errors on yaw were 1.00, 1.43, 0.68, 4.17, 1.02, and 4.07 degrees.
Drifting when only SI moves: The procedure of experiment on the third setting was
exactly the same as the second one, except SR was fixed on the mount and only SI which
was fixed on the farther end of the wooden board was moved with the arm during the
experiment. This setting simulates the most common scenario in daily activities where SR
(body, wrist) is relatively still and only SI (wrist, finger) moves. After each step, the angular
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Figure 5.30: Drifting errors of pitch when SR and SI moved together
Figure 5.31: Drifting errors of yaw when SR and SI moved together
position between SR and SI was recorded, which was then compared with the ground truth
for calculating drifting errors.
Figures 5.32 and 5.33 show the recorded drift errors after each step. After moving
the arm vertically (pitch) for 600 (30 degrees × 20 steps), 1, 200 (60 degrees × 20 steps)
and 1, 800 (90 degrees × 20 steps), when the arm returned to the starting position, the
drifting errors on pitch were −1.04,−0.45, 1.84 degrees, respectively. After moving the
arm horizontally (yaw) for 600 (30 degrees × 20 steps), 1, 200 (60 degrees × 20 steps),
1, 800 (90 degrees × 20 steps), 2, 400 (120 degrees × 20 steps), 3, 000 (150 degrees × 20
steps) and 3, 600 (180 degrees × 20 steps), when the arm returned to the starting position,
the drifting errors on yaw were −5.50, 1.12,−1.31,−1.86, 1.39, and −0.81 degrees.
Results Discussion: The above results present a consistent results on drifting effect
compared to what we observed in the user study. Given these drifting error results, the
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interaction experience of OriTrak should not be significantly influenced, especially con-
sidering that most of OriTrak interaction only use the relative displacement of angular
positions.
Comparing the results between the second and third setting, it looks like the system
suffered more drifting errors when only SI moved. One possible reason was the human
error (±0.5 degrees) we mentioned earlier did not influence the experiment results in the
second setting, but had contributed to the errors in the third setting. Because the ground
truth of yaw or pitch between SI and SR was always zero degrees even the arm of the mount
was not placed exactly at the target angular position in the second setting. For instance, if
the arm of the mount is supposed to be moved at 60 degree at yaw, we actually place it
at 58 degree due to the human error, which introduces a 2 degree offset. In the second
setting, even this 0.5 degree offset exists, the ground truth is invariant which is 0 degree.
Therefore the difference between the calculated value of yaw and the ground-truth is not
changed. However, in the third setting, to calculate the drifting error, we compare the
difference between the calculated value of yaw with the ground-truth which is supposed to
be 60 degree. The 0.5 degree offset will be counted as the system error in our metrics.
Figure 5.32: Drifting errors of pitch when only SI moved
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Figure 5.33: Drifting errors of yaw when only SI moved
5.2.6 Discussion
Improvement on Gesture Design
In OriArm, we directly map the 26 degrees range of the yaw angle to the whole menu
list. Therefore, the more items are in the list, the thinner each range of the yaw angle can
be sliced to each menu item. This potentially limits the number of items that a user can
efficiently interact with using OriArm. An alternative design solution can solve this issue.
It maps each item with a constant range of yaw angle. For instance, if we map the 6 degrees
with each item in the menu, only 4 items can be displayed and selected in a range of 26
degrees. To interact with more items in the list, the menu keeps scrolling up or down to
shift the content of the 4 items that are displayed and select-able, if the wrist approaches
the edge of the range (0 degrees, 30 degrees). Once the target item appears on the screen,
the user can move the wrist back into the predefined range to make a selection.
Applications
In this section, we discuss the applications for OriArm and OriFinger.
OriArm
In the user study, we demonstrated using OriArm to interact with a menu on the smartwatch
by using the yaw angle from orientation. The menu is a metaphor representing the one-
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dimensional horizontal or vertical list which is widely used in the user interface on the
smartwatch. To navigate through these lists, the user needs to repeat sliding vertically or
horizontally on the touchscreen. With OriArm, the user can move the arm to navigate
through these one-dimensional lists with only one-hand. It can be used to make a selection
on a list of items such as buttons, applications, songs or files. Furthermore, it can also be
used to input in the scenarios where more precise control is needed, such as volume and
numbers.
OriFinger: OriFinger can be used as an alternative input device for mouse on a wear-
able device, in scenarios where using a physical mouse is not feasible. For instance, most
Head-Mounted displays (e.g., Google Glass, VR/AR headset) do not have a mouse to input.
Some only have one-dimensional input capabilities. OriFinger can provide 2-dimensional
input resolution to these devices. It can also be used to input on devices that do not have
an input device such as a projector or a large-scale display. Furthermore, for devices that
have a tiny size of the touchscreen (e.g., smartwatch), the input resolution is limited by the
screen. For instance, it is challenging to sign a full name on the smartwatch because the
size of the finger is too large compared with the touchscreen. On all the devices above,
OriFinger can be used for gesture recognition, button selection, painting, signing a signa-
ture etc.
Activity recognition using OriTrak
OriTrak tracks the relative orientation between a wearable and another sensor somewhere
on the body. In this paper, we only demonstrated the possible interactions with wearables
supported by OriTrak. However, knowing the relative angular position of a wearable with
respect to the body can be used to solve a broader set of problems beyond mere interaction,
such as human activity recognition.
Human activity recognition using body-worn inertial measurement units is one of the
main research and application area in mobile and ubiquitous computing. Over the years a
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tremendous variety of methods and applications have been develeoped (see, for example,
[95] for a recent survey of the field). With the advent of smartwatches, wrist-worn IMUs
have become very popular for activity recognition tasks, which is mainly reasoned by the
convenient and especially familiar (to users) sensor position that comes with a watch-like
devices. For example, wrist-mounted IMUs as they are integrated in off-the-shelf smart-
watches have been used to detect eating moments [96]. The majority of HAR systems have
used gyroscopes or accelerometers, which can, however, only provide information about
the relative displacements of the wrist (in case of wrist-worn IMUs as sensing platform).
Such systems only know the speed or the acceleration of the wrist movement on each of the
axes, but have no knowledge of the spatial position of the wrist with respect to the body,
such as where the movement starts and ends. Where the gesture is performed with respect
to the body is crucial to detect certain activities. In the aforementioned example of eating
detection, knowing the starting and ending angular position of each wrist movement with
respect to the body can effectively reduce the false-positive/ negative predictions caused by
other similar movements which cannot distinguish using only the gyroscope or accelerom-
eter. Furthermore, if we know the angular position of the wrist with respect to the head, we
can more accurately estimate whether the user is looking at the smartwatch which can be
used to provide natural interaction experience by detecting the input intention of a user or
enabling input using head movements.
Practicability
Requirement of wearing two devices: Our current system implementation demands two
pieces of wearables to be fully functional, which might seem less practical at this moment.
Because currently most users may wear no more than one wearable device. However, given
the high speed growth on the wearable markets and raised attention on wearable research,
it is reasonable to expect an average user will wear more than one computer on the body
(e.g., watch, Glass, Jewelry, Belt) in the near future.
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Using the sensors from the smartphone and smartwatch: Most of the smartphones and
smartwatches are equipped with an IMU. And the Android system already provides API for
retrieving orientation from these sensors. Another possible hardware configuration is using
the smartphone as SR which represents the direction of the body. To calculate the angular
position of the watch with regards to the body, we just need to use the absolute orientation
from the watch and the phone, and also knowing the position of where the phone is placed.
However, one limitation of this hardware setting is, that depending on where the phone is
placed on the body, the orientation may not be stable. For instance, if the phone is placed in
the pocket on the jeans, when the user is in motion, the angular position can be influenced.
Furthermore, the different sample rates and synchronization between sensor data from two
devices can be challenging while implementing OriTrak on this hardware setting. We plan
to further test this configuration in the future.
Possibility of input with only one wearable: OriTrak adopts two absolute orientation
sensors to make the interaction independent of the body direction. However, the user can
still input with only one absolute orientation sensor if the body direction does not change,
which is possible in certain scenarios. For instance, when a user inputs on a smartwatch, it
is very common that they would not move the body while input. OriArm will still work by
replacing the relative orientation between SI and SR, with the absolute orientation of the
sensor on the wrist.
Using sensors from commodity devices: As we have discussed in the previous section,
most commodity devices are already embedded with a nine degrees of freedom inertial
measure unit, which can be used to calculate the absolute orientation with appropriate
algorithms. Android already provides orientation as a virtual sensor for the developer.
Therefore, our proposed interaction technique can be potentially directly applied on these
commodity devices. The reason we did not use the absolute orientation from a commodity
device in our study was that we did not have full control over the sensor sample rate and
the data communication efficiency on a commodity Android device. A lower sampling
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rate may influence the interaction experience. Our goal is to investigate the optimized
interaction experience using orientation.
Orientation between any two devices
The algorithm presented in OriTrak can be used to derive the orientation between any two
devices, which do not have to be wearables. For instance, if a projector/ large-scale display
is embedded with an absolute orientation sensor, we can derive the orientation between the
smartwatch on the user and the display device. Using the orientation, the user can perform
3-D gestures to interact with the slides or more precisely control the volume during the
presentation. Similarly, the smartwatch can also be used to input on any other device
embedded with an absolute orientation sensor such as a smartphone, a laptop.
Limitations
The absolute orientation is derived using a fusion algorithm on IMU including a gyroscope,
an accelerometer, and a magnetometer. The sensor we used (Bosch BNO055) has built-in
algorithms to correct sensor drifting over time. However, the orientation may suffer a
significant offset if the system is suddenly exposed to a strong magnetic field.
Another limitation is that OriArm only allows the user to define one unlock position,
where the user has to hold the arm in front of the body. In real applications, the user may
want to define multiple unlock positions. For instance, if the user wants to interact with the
watch in eyes-free fashion, while keeping the arm down, a new unlock position is needed.
We plan to further explore this issue in the next step.
5.2.7 Summary
In this paper, we presented OriTrak, a method for continuously tracking the relative orienta-
tion of two body-mounted inertial measurement units. One of the sensing units is integrated
into or attached to the wearable device, such as a smartwatch or a ring, and the other one is
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mounted on somewhere else on the body, for example, on the torso, e.g., integrated into a
belt. We demonstrated how to use the automatically derived relative orientation information
to facilitate new, simpler interaction schemes when operating wearables thereby focusing
on two implementations of OriTrak: OriArm and OriFinger. The former allows the user
to input on a watch with one-handed gestures. The latter interaction scheme provides a
two-dimensional finger input on a screen. A user study with 11 participants was conducted
to evaluate the input effectiveness of the proposed techniques enabled by OriTrak, which
shows the participants can achieve interaction performance and effectiveness that is com-




CONCLUSION AND FUTURE OPPORTUNITIES
In the 1990s, Mark Weiser [97] envisioned the world in the 21st century will be fulfilled
with computers of three different sizes (inch-scale, foot-scale, and yard-scale). He thought
everyone would own more than one computer in their daily lives. During the past decades,
most of his vision has come true [98]. However, we also realize his vision is not com-
pletely precise, as some important components were missing from his original description,
such as cloud computing, crowd-sourcing, and wearable computing [1]. These originally
missing ”computers” construct the new generation of computing, which introduces numer-
ous opportunities and challenges. For instance, wearable computers are much smaller than
traditional computers, which makes interaction more challenging. The input devices on
traditional computes (e.g., mouse, keyboard) are no longer usable on most of the wear-
ables. My thesis explores how to improve the wearable interaction experience through
novel gestures.
I applied two different approaches while developing novel input techniques. One ap-
proach is to design and implement novel gestures on off-the-shelf devices by re-purposing
the existing sensing modalities. Because this approach does not require any additional
hardware, the invented techniques are usually much easier to be adopted into products. As
such, this approach is more practical in the short-term. The other approach I take is to build
customized hardware using carefully designed form factor, sensors, and processors. Al-
though the technology using customized hardware would take a longer time to be applied
to products, it allows me to explore research questions in the long-term, such as what is the
next generation of wearable interaction.
For each project, I usually build the system from the bottom to the top, including un-
derstanding the physical phenomenon, building sensing platforms, designing form factors,
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processing data, and designing appropriate algorithms. As I described earlier, these in-
vented techniques not only contain easy-to-deploy solutions on commodity devices (Chap-
ter 2) but also have techniques that use customized hardware (Chapter 3 and Chapter 4).
Additionally, each input technique was evaluated with carefully designed lab-based user
studies for better understanding the interaction experience. In total, I conducted eight user
studies with over 120 participants, which resulted in seven paper publications and five
pending patents.
6.1 Summary of Prior Chapters
In the first two chapters of my thesis, I introduced the challenges with current wearable de-
vices. Then I explored prior research efforts on improving wearable interaction experiences
and highlighted three research questions that my thesis aims to address. Finally, I presented
projects in chapter 3 to chapter 5 to address the three proposed research questions.
In chapter 3, I addressed my first research question: ”What novel input gestures can
be developed to improve the interaction experience on wearables by only using the sen-
sors on an off-the-shelf wearable device?” I presented two techniques, which provide a
comprehensive set of input gestures by shifting the input area from the screen to surfaces
around the watch. These gestures improve the interaction experience by providing addi-
tional input bandwidth for off-the-shelf smartwatches without adding any new hardware.
These solutions re-purposed built-in sensors (e.g., gyroscope, accelerometer, microphones)
on commodity smartwatches for gesture detection. The first one is called WatchOut, which
allows the user to input by tapping or sliding on the side, bezel, and band of a smartwatch.
14 input gestures were detected using inertial measurement unit inside the watch and state-
of-the-art data-processing and machine learning algorithms. The WatchOut gestures can
be used as the shortcuts to quickly access applications/functions on smartwatches or alter-
native input methods to free the screen from occlusion. The second technology is called
TapSkin, which extends the interaction to the skin (back of the hand) around the watch.
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It can detect up to 12 distinct tap positions on the skin in the form of a number-pad. It
uses both the inertial sensing and microphone to capture the motion and acoustic signature
of different tap locations. These on-skin input gestures can be used to either access cus-
tomized applications or input numbers. In total, WatchOut and TapSkin provide over 20
new gestures for commodity smartwatches without the need to modify the existing hard-
ware. Thus, it can be relatively easy to be deployed on off-the-shelf devices. As a result,
both of these interaction techniques have been licensed to a start-up to enhance the watch
interaction experience.
In chapter 4, I answered my second research question: ”What novel gestures can be de-
veloped to address the current input challenges on wearables using customized hardware?”.
I invented three new wearable input techniques using customized hardware. The first one is
called FingerSound, a one-handed eyes-free input technology to recognize unistroke thumb
gestures. These finger gestures are captured using a thumb-mounted ring comprising a
contact microphone and a gyroscope sensor. A customized machine learning algorithm
was designed to recognize up to 42 common unistroke gestures, such as numbers, Graffiti
text input, and directional slides. Through these gestures, FingerSound provides an alter-
native wearable text input solution, which is currently missing on many wearable devices,
especially for head-mounted displays (Virtual Reality Headset). The second project is Fin-
gOrbits, which uses similar hardware to that in FingerSound, but provides an additional
12 one-handed finger gestures. A user performs FingOrbits gestures by rubbing the thumb
back and forth at different speeds on four different fingers. By recognizing the speed of
rubbing and which finger is being used, 12 gestures (three speeds * 4 fingers) can be rec-
ognized. Similarly to FingerSound, FingOrbits can be used to interact with a heads-up
display or smartwatch. The third technique is called FingerPing, which is a novel sensing
technique that can recognize various fine-grained hand poses by analyzing acoustic reso-
nance features. A surface-transducer mounted on a thumb ring injects acoustic chirps to
the body, which are received by four receivers distributed on the wrist and thumb. Different
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hand poses create distinct paths for the acoustic chirps to travel, creating unique frequency
responses at the four receivers. FingerPing can differentiate up to 22 hand poses, including
the thumb touching each of the 12 phalanges on the hand as well as 10 poses from Ameri-
can Sign Language (ASL). By mapping the 12 phalanges to a T9 keyboard, a user can turn
the hands to an input pad, which can be used to input numbers or even text. Beyond these
22 poses, FingerPing can potentially be used to recognize other customized fine-grained
poses. These three projects share many similar characteristics. For instance, they all use a
thumb-ring as the form factor for one-handed wearable input. Also, they all can be used as
the input for wearables, VR/AR, and potentially all personal computers in the future.
In chapter 5, I demonstrated two projects that addressed the third research question:
”What kinds of low-level input events can be developed using novel sensing modalities?
How would such new input events being used for wearable interaction?”. These two
projects are able to continuously track the position of different body parts in 3D space using
different types of wearable devices. The first one is SoundTrak, an active acoustic sens-
ing technique that enables a user to interact with wearable devices in the surrounding 3D
space by continuously tracking the finger position with high resolution. The user wears a
ring with an embedded miniature speaker sending an acoustic signal at a specific frequency
(e.g., 11 kHz), which is captured by an array of miniature, inexpensive microphones on
the target wearable device. Through a customized physics model and relevant algorithms,
SoundTrak is able to track the finger position in a volume of space (20cm× 16cm× 11cm)
with an average accuracy of 1.3 cm. With SoundTrak, the wearable input is no longer lim-
ited by the size of the device. A user can input freely in the space around the device. Sharing
the similar spirit of tracking the positions of body parts in 3D space, I developed the sec-
ond technique called OriTrak. It is a method for low effort user interaction with wearables
based on continuous measurement of the relative orientation of two body-mounted inertial
measurement units (IMUs). One IMU is in a wearable device, for example, a wrist-worn
smartwatch. The other IMU is mounted somewhere else on the body (e.g., on a finger or at
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the waist). When one of the IMUs is largely fixed with respect to the other one, the absolute
position measurements from both IMUs can be used to accurately estimate the relative ori-
entation of the other IMU to the fixed one. These automatically derived relative orientation
estimates form the basis for intuitive, single-handed interaction techniques that lower the
effort necessary for wearable interaction. We demonstrate the effectiveness of the proposed
method in two practical systems: OriArm and OriFinger. The former implements single-
handed input for wearables using hand gestures, whereas the latter interaction technique is
based on finger input. Through these two technologies, wearable devices can continuously
track the position of different body parts in 3D space. Given the continuous stream of 3D
positions of different body parts of interest, the interaction designer can develop new inter-
action paradigm for wearables, similar to developing applications on traditional computers
using a mouse.
Figure 6.1: Summary of thesis works
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In figure 6.1, I summarize the key characteristics of all these projects, including sensing
modalities, algorithms, algorithm dependency, form factors, gesture design.
6.2 Methodology Summary
While working on these projects for the past five years, I collectively developed my own
research methodology for technical HCI research on the topic of novel sensing and applied
machine learning. The technical development process can be divided into the five parts:
understanding the problems, interpreting the physical phenomenon, hardware prototyping,
data processing, and algorithm design. In this section, I will describe my experience with
each part.
6.2.1 Understanding the problems
The first step of any technical HCI research work should be understanding the research
problems in-depth, including understanding the user needs, proposing solutions, and iden-
tifying the novelty and contribution. Unfortunately, this step is quite often skipped in prac-
tice, which can cause the significant problems in the later process of a research project.
Here, I will describe the common practice I apply on my projects.
A technical HCI project is usually designed to improve the interaction experience be-
tween humans and computers. Therefore, the first step is always to understand the human
needs. In other words, what is the problem that need to be addressed from the user’s per-
spective? To understand the problem, there are two approaches. One is to find the previous
research or works that have been done to understand the problems. These works usually
extract insights from interviews with the target users and publish results in CSCW and CHI
communities. Another approach I personally adopt more is to directly try out the technol-
ogy and being the user. For instance, I have worn wearable devices in daily practice since
2013. I was in the first generation of Google Glass Explorer and purchased the first round-
shape smartwatch (Moto 360). I wore Google Glass for at least one year in daily activities.
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These experiences helped me define the problem space of my later thesis works. For in-
stance, the first time I wore the Glass, I immediately realized I cannot easily input numbers
and text on the Glass . In order to input, I have to use the smartphone app instead, which
is extremely inconvenient. This is one important motivation for why I chose to work on
wearable interactions as my thesis topic. In addition, I also realized other important issues
that are beyond the scope of my thesis, such as privacy. One common issue I encountered
everyday while wearing Glass is that people around me expressed concern about whether
Glass is taking videos or pictures of them without their permission. This is a valid concern,
because Glass by design does not provide any indication on the functionality or its working
status to the surrounding people. These first-hand experiences are key to understanding the
problem. I would suggest any researcher in the field should try out the technology first
before working on it.
After identifying the problem, I think about different solutions. For each of the solu-
tions, I am not only thinking about the technical feasibility. More importantly, I look at the
literature to find any similar prior works to avoid simply replicating the previous research.
This step is especially important for junior researchers, who may be relatively new to the
field and thus has a limited understanding of the previous works. Checking the literature
first before starting work on a problem can avoid a waste of effort. I have seen too many
examples around me where a group of researchers found a published work that had already
done what they implemented right before the paper submission, which wasted their months
or even years of efforts. Therefore, identifying the novelty and contribution of the work by
thoroughly examining the prior works is the most important step before starting working
on a problem.
6.2.2 Understanding the physical phenomenon
Once the research topic or problem is confirmed and candidate solutions are proposed, the
first step is to understand the physical phenomenon underneath the activity to be detected
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or tracked. I usually start by thinking through what are the possible physical phenomena
that can directly reflect the activity of interest. For instance, to track the movement of the
thumb, the most obvious physical phenomenon is the motion of the thumb, which can be
captured by motion tracking sensors (e.g., inertial measurement unit) as I demonstrated in
FingerSound. Beyond the most straightforward answer, there are often other less obvious
physical phenomena that can also exist. For instance, the movement of the thumb can
change the air pressure around the hands or the signal strength around the smartwatch. If
needed, I may try out different sensing modalities before making a decision. A thorough
examination of a physical phenomenon at the beginning would help to guarantee of the
success of a project.
The popular physical phenomenon that have been explored in technical HCI works are
light, motion, vision, acoustics, physiological signals, electrical field, magnetic field, and
electromagnetic field. Each physical phenomenon usually presents different pros and cons.
Motion sensing is most commonly seen on commodity devices, such as smartphone
and smartwatch. But it suffers from a lot of motion noise from daily activities. To make
motion data useful, cleaning data with appropriate signal processing techniques is usually
required.
Vision sensing requires at least one camera to capture the data. The good side of vision
sensing is it does not require any other instrumentation of the user or the environment other
than the camera itself. But the downside is it requires a lot of processing and battery power
to process the data, which is still a big challenge for wearables at this moment.
Acoustical sensing is widely used for a lot of applications on both wearables and tradi-
tional computers. Similarly to motion sensing, it is also widely available on various types
of devices and requires a lot of data processing to clean up the environmental noise. In
addition, acoustical data can be more user-dependent. For instance, tapping on the same
location of different person would generate a different acoustical signature. Thus, to build
a user-independent model requires a much larger training data set and a more compli-
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cated machine learning model (e.g., Hidden-Markov Model), as demonstrated in the speech
recognition community.
The electrical field, magnetic field, and electromagnetic field are ubiquitous in the envi-
ronment. Our human bodies are good conductive mediums for these signals. Therefore, we
have seen quite a few projects that explore using these physical phenomenon for interaction
or for activity recognition. However, the challenge is repeatability of these signals, as these
fields keep changing in the environment. For instance, even when the user is standing at
the same location, the magnetic field can be different each time.
Regarding on-body sensing, quite a few physiological signals have been explored, such
as Electrocardiography (EMG), Electroencephalograph (EEG), skin conductance, and bio-
impedance. These sensing modalities have been used for various technical HCI projects,
such as on-body interaction. However, all these sensing methods suffer from one limitation,
that the received signal is not repeatable between different users or different sessions for the
same user. In other words, the developed technology usually is user-dependent or session-
dependent.
As I have summarized above, acoustical and motion sensing are more available and the
received signals are more repeatable. Therefore, most projects in my thesis are based on
these two types of sensing methods.
6.2.3 Hardware prototyping
After choosing the most appropriate physical phenomenon to track certain activities of in-
terest, I pick the corresponding sensing modalities to convert these physical phenomenal
into digital signals, which are later processed in the computers. Usually, for each type
of sensor, there are at least hundreds of different models. These sensors are designed to
capture the same physical phenomenon under different scenarios. I usually first narrow
down the list by choosing the best-matched sets and then compare the key characteris-
tics (e.g., sample rate, frequency response curve) on data-sheets to find the best one. For
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instance, in FingerPing, in order to capture on-body sound, I chose contact microphones
over the air-borne microphone for better sound quality. Usually, the advanced sensors are
more customized, which also requires the connecting component to be customized. The
most common customized component is the amplifier. For instance, in FingerPing, Finger-
Sound, FingOrbits, and SoundTrak, the acoustical sensors have a very low noise-floor. But
these systems required a customized amplifier to achieve the best performance.
Once all the hardware components are decided, I start assembling these components
together. The most common skills I use are soldering (both soldering iron and surface-
mount soldering) and wiring. The part I would like to highlight here is the wiring. Choosing
the appropriate wires are important for a successful hardware prototype. In general, I would
recommend using shielded wires that are softer and lighter if possible, because more rigid
wires can stretch the sensors while in motion, which generates a lot of noise.
After the sensing and computing platforms are assembled together, I build different
wearable form factors to hold this hardware. I usually print a case using a 3D printer,
which is customized to the size of the hardware. Then I hot-glue the hardware on the case
if needed and use different fabrics (e.g., Velcro) to attach the whole device comfortably
and firmly on the user. For instance, in FingerSound, I glued the gyroscope and the contact
microphone on the 3D printed thumb-ring. Velcro is attached to the ring to make it wearable
for different users.
6.2.4 Data Processing
Once hardware prototyping is complete, I collect sensor data for the activities of interest
and analyze the data off-line to find the best data processing algorithm. A common practice
I use for data analysis is using a visualization method to examine different characteristics
for visual patterns. For instance, I usually plot the raw sensor data and the spectrogram to
examine the pattern in time and frequency domains. If I can find a visual pattern, I proceed
to the next step, which is to clean up the data with state-of-the-art digital signal processing.
134
The purpose of applying signal processing on the data is to highlight the pattern and
reduce noise. Low-pass and band-pass filters are the most common methods I have used
on my projects. Depending on where the informative frequency is, I choose different types
of filters. For instance, a low-pass filter is usually used when the data suffers from high-
frequency noise, while the information is presented in the lower-frequency range. For
example, in FingerSound, the gyroscope data was sampled over 4000 Hz, which means
it can capture the signal up to 2000 Hz. However, most of our movement is below 50
Hz. Keeping the high-frequency noise can reduce the recognition performance for pattern
recognition and machine learning. Therefore, I pass the data through a low-pass filter to
highlight the temporal pattern under 50 Hz.
Besides the above filters, a Kalman filter is another tool I use for my projects on con-
tinuously calculating the positions. For instance, in SoundTrak, when I map the finger
position in 3D to the cursor’s position on the screen, I apply a Kalman filter, because the
position is an estimated position which always has offset or uncertainty compared with the
true position due to noise. In other words, the calculated position is not stable as showing
on the screen. A Kalman filter improves the estimated locations by considering the previ-
ous locations and modeling the random noise. It can dramatically improve the stability of
the calculated locations.
6.2.5 Algorithm design
Once the data have been cleaned and segmented (if needed), they are passed to the next
stage for generating the final results using appropriate algorithms. The two types of algo-
rithms I use are machine learning and physics-based modeling.
Many people tend to directly use machine learning without taking advantage of other
more appropriate tools, such as building math formulas using physics if possible. Machine
learning is very powerful. However, it also suffers from many shortcomings, especially
for technical HCI projects, because ML requires a lot of training data to make the model
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generalizable under different scenarios such as different users or devices. Unfortunately,
the novel nature of technical HCI research (e.g., gesture recognition, activity recognition)
makes it difficult to collect enough data for providing first proof-of-concept. Because we
are mostly working on recognizing or tracking new activities or gestures, which have never
been explored before, in many cases we do not have the prior data set that can be reused
to form a large-enough data-set for ML algorithms. As a result, carefully choosing the
appropriate method is one key factor in this step.
In practice, I always think physics-based modeling first. If the problem can be solved
by solely using physics and math, I would not try machine learning, as shown in Sound-
Trak. These physics-based modeling algorithms usually do not require any training data
and can be generalized to different users and devices. In contrast, the machine-learning
based algorithm usually requires a massive amount of data from users. However, to be able
to apply physics-based modeling, the researcher has to develop a deep understanding of
relevant physics phenomenon and working principles of the electronic components, as well
as mastering some mathematical skills to solve physics problems.
Physics-based modeling is used when the physical phenomenon is clear and straightfor-
ward. However, when the problem is too complicated to be modeled by only using physics
and math, machine learning is needed to model the complicated phenomenon. Even when I
decide to use machine learning, I still tend to apply the insights from physics to the feature
extraction process, instead of directly using feature engineering. For instance, in Finger-
Ping, my previous work shows that lower-frequency sound propagates better on a human
body. Therefore, when I extract frequency domain features, I limited the frequency band
to the more informative lower-range without losing any information. I am not opposed to
Deep Learning which is famous for feature engineering. It is one strategy of providing a
convincing proof-of-concept given a very limited size of training data.
I also choose carefully between different ML algorithms. For instance, if there is helpful
temporal information in the data, I tend to choose the algorithms that can keep the temporal
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patterns, such as Hidden Markov Models or dynamic time-warping. The prior one is more
advanced but requires a much larger set of data. The latter one can perform well even
with a smaller data set, as I demonstrated in FingerSound. If the data does not present
many temporal patterns, a support vector machine (SVM) is proven to the most popular
ML algorithm for real-time classification tasks in practice, because it is less influenced by
the small data sets. When a SVM builds models using training sets, only the data points
on the edge of each class (called support vectors) matter. These support vectors set up the
boundaries between different classes. Thus, the training data points other than the support
vectors would have less influence. This feature helps me to run real-time classification with
relatively small data-set.
6.3 Summary of Conclusion
In summary, my thesis has made a significant contribution to the field of wearable comput-
ing, especially in the area of wearable interaction. I invented a set of techniques that can
be used on various types of wearables. Supported by my inventions, wearable interaction
is no longer limited to on-device input, but is extended to the surrounding 3D space. The
user does not need to look at the device while performing input. Instead, a comprehensive
set of one-handed eyes-free input gestures are allowed.
6.4 Future Opportunities
In this section, I discuss future challenges and opportunities that can be extended upon my
thesis work.
6.4.1 Understanding wearable interaction in the wild
Similar to much of the prior work in this field, the invented interaction techniques presented
in this thesis have not been deployed and fully evaluated in the wild. This unfortunate re-
ality was due to limited resources and time. However, this is one of the most significant
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missing pieces in all of these novel interaction techniques. This work (including my own
thesis work) was usually tested in a controlled lab environment, where the user simply per-
formed pre-assigned tasks, rather than in a context where people will use these interactions
for real applications. For instance, FingerSound allows the users to perform one-handed
text input. It is designed to input on different wearable devices, especially for heads-up dis-
plays (VR headset). But the user study was conducted in a controlled-lab environment with
the display on a computer screen instead of a real heads-up display. It is usually acceptable
in academia to present such proof-of-concept in a controlled user study. However, to move
these techniques towards the goal of being deployed in real applications and devices, they
have to be thoroughly tested and understood within the corresponding context in the wild.
Evaluating the system in the wild would introduce more technical challenges, especially
for wearables. Most wearables are always on the user, which means they need to be func-
tional in different dynamic contexts. For instance, a user may want to respond to a message
on the head-mounted display (e.g., Google Glass) while he is walking on campus. The
first challenge is to effectively detect the input intention of a user and avoid false positive
and false negative errors. For gesture-based systems, an activation gesture is highly rec-
ommended. But choosing the appropriate activation gesture would demand another study
which can last for weeks or months. The second challenge is to understand how would
these input technique work while the users are in dynamic scenarios (in motion), and to
improve the system according to the study results. The third challenge is to understand the
social appropriateness of these input gestures. During the current user studies, the partic-
ipants were recruited to operate these input techniques in the confines of a lab. However,
some input techniques may be socially inappropriate when performing in the public. Eval-
uating the social appropriateness of these input technique is another topic worth exploring
in the future.
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6.4.2 Affordance of wearable interaction
Compared to touch-based input, gesture-based input usually suffers from the lack of affor-
dance. On one hand, the design of the gesture is not always self-explanatory. The user has
to learn the design of gestures before they are able to effectively operate gestures in appli-
cations. A well-recognized guideline of designing gestures with appropriate affordances
should be investigated.
On the other hand, there is often a lack of tactile feedback when performing the ges-
tures, especially in 3D space. For instance, SoundTrak can track the position of the finger
in 3D space. However, one thing we learned from the user study was that people have much
worse spatial perception in 3D space as compared to 2D space. One possible explanation
is moving hands or fingers in 3D space offers a lot of freedom but lacks sufficient tactile
feedback. This results in relatively poor control of fingers or hands in 3D space, especially
in eyes-free wearable interaction.
6.4.3 Towards user independent ML models
Many of these machine learning-based input technique adopt a user-dependent model. It
requires the user to provide training data before they can actually use it. This is another
obstacle we need to address before deploying these techniques in consumer products. For-
tunately, many of these techniques are not fundamentally user-dependent, but rather are
limited by the small size of training data. In the future, we as a community should try to
collectively contribute training data for certain input techniques of high interest, in order to
explore the possibility of building user-independent models. Once we have a much larger
data-sets, more advanced machine learning techniques (e.g., Hidden Markov Model, Deep
learning) can be applied, which may further improve the performance. This road map has
been proven successful in other areas. For instance, in speech recognition, given the ex-
istence of millions of training data, the user does not have to provide training data before
using the service. I would argue a similar approach can be transferred to technical HCI
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community on certain recognition techniques of high interest to the community. Such an
effort on collecting a huge amount of data was beyond the scope of my research thesis,but
it is feasible if we can collectively build up our own standard training data sets within the
community.
6.4.4 Power-harvesting on wearables
The small size of wearable devices not only influence the interaction experience, but also
limit the size of the built-in battery. The small battery size results in a small battery capacity.
As a result, the wearable devices cannot afford power-hungry hardware and applications.
For instance, Google Glass can only record video for 20 minutes before the battery dies.
The applications on wearables are limited because of the battery, which influences the
overall user experience.
To address the power issue, one straightforward solution is to wait for revolutionary
battery technology to appear from materials science, which can provide significantly much
more power than the current ones. But this is out of the scope of this work. As Ubiqui-
tous Computing researchers, we can make efforts to address this challenge from different
angles. We can harvest energy from the signals (e.g., RF signals, Acoustic Signals) in the
environment to power the wearables. We can also be smart on when to activate the wear-
able devices. However, one of my favorite solution candidates for the power issue is to
transmit energy from the computing devices with more battery (e.g., smartphone) to the
ones that are more sensitive to the size. For instance, in SoundTrak, we use devices in
two form factors: a smartwatch and a ring. The only function the ring has is to generate
acoustical signals at a constant frequency using a miniature speaker, which demands some
power. Constantly charging a battery on a ring can be challenging and inconvenient. A
possible solution is to replace the battery on the ring with an ultrasonic energy harvester
and generate ultrasonic signals on the watch. As such, the ring can harvest energy from the
watch wirelessly using the air-borne ultrasonic signals when needed.
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6.4.5 AR/VR interaction
AR/VR currently is getting a lot of attention from the industry. However, the cumbersome
hardware set is still a burden to the user experience. The user can not bear wearing the
whole set of hardware in daily life or even for a couple hours. Simplifying the hardware
set is another interesting challenge for the future wearable interaction. It would be very
difficult to make the headset or immersive displays smaller and more comfortable, but it
is relatively easier to improve the input hardware. Most VR sets on the market require the
user to hold a hand controller for input. A possible solution in the future is to replace the
controller with a much smaller wearable device, such as a ring or a wristband. The user
could then input in a VR environment purely by performing gestures without occupying
the hands.
6.4.6 Activity recognition
One inevitable part of future wearable interaction is to continuously track and detect the
input intention of a user. In most cases, the system needs to track the position of different
body parts, such as finger, hand, head, as we demonstrated in the OriTrak project. The
position of different body parts can not only be used for interaction, but also for activity
recognition. For instance, knowing the 3D position of the hand and the head in relation to
the body, can potentially provide information to facilitate recognition of fine-grained activi-
ties such as, eating, drinking, or using smartphones, which are currently hard to distinguish.
In the future, naturally understanding the human body language by tracking the full body
postures can be used for seamlessly interpreting human intents for various applications
such as interaction, health sensing, and activity recognition.
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6.5 Final Thoughts
My thesis work had demonstrated advancements towards the future wearable of interac-
tion, where wearable users can input information more effectively and naturally. However,
improvements to interaction will not be enough to deliver the future of wearables. More
importantly, wearable computers need to have killer applications that traditional comput-
ers cannot provide. Activity logging and health sensing can be such killer applications.
The techniques demonstrated in this thesis can potentially be transferred to develop these
applications. Once wearables are able to provide killer applications and allow the user to
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