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Abstract— Recent methodologies in machine translation depend on the availability of large language corpora. The web being the repository 
for text and other multimedia content becomes a viable source for such data. However, there is need for text cleaning, as a pre-processing step, 
since foreign words are inevitably part of the harvested text. Dictionary lookup approach can be adopted for languages with comprehensive 
lexicon while manual cleaning approach is applied in other cases. Developing a full-coverage lexicon for Yoruba language is              
                                                                                                                                               
language was studied and modelled as a Finite State Machine which accepts a word and returns tru                                         
                                                                                10,443 distinct words in their base form (i.e. without 
diacritics) and English dictionary with 64,150 distinct words were parsed through the finite state machine.   In addition, 58 web pages sourced 
from the internet were subjected to classification by the system. Classification of entries from the Yoruba dictionary as valid Yoruba words gave 
99.99% accuracy while the classification of entries from the English dictionary as Non-Yoruba words gave 94.07% accuracy. Also, using the 
threshold of 90% valid Yoruba words in a webpage, all 58 webpages were correctly classified. Result obtained revealed that the approach can 
reliably be applied in automatic harvesting of Yoruba monolingual corpus from the internet. 
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1 INTRODUCTION 
frica has 54 countries (Adesina, et al., 2016) with 
about 3000 spoken languages (Herbert, 2002). While 
some indigenous African languages have gone into 
extinction, some are                              
                                                  
                                                      
                                                         
                                 .  
       is a tonal language largely spoken in the South-
West Nigeria with other speakers in Togo, Benin Republic, 
Ghana, Sierra Lone, Cuba and some communities in Brazil 
with an estimate of over 30 million speakers (Adeoye et al., 
2014). It is expected that the language should gain more 
web presence than its current state. 
Digitalization is one of the major approaches that can be 
used to salvage a language from extinction. This involves 
the development of computer-based language support 
tools for language preservation and promotion. One of 
such tools is the machine translation system. There exist 
various approaches to Machine translation which include: 
Rule-based, Corpus-based (Example-based and statistical-
based), Knowledge based, and Direct-based machine 
translation (Sinhal & Guptal, 2014; Oladosu, et al., 2016). 
Other methodologies exit that tend to combine the 
strengths of single approaches in order to achieve better 
translation accuracy (Tripathi & Sarkhel, 2010; Oladosu et 
al., 2016). 
Rule-based approach poses to be the best approach for 
machine translation of under-resourced languages as it 
relies solely on lexical, morphological, syntactic and 
sometimes semantic information and relation between the 
source language and target language. However, it requires 
intense human effort and time, and also often language 
dependent (Vandeghinste et al., 2008). 
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Corpus-based approach, on the other hand, tend to induce 
linguistic information from the corpus rather than 
explicitly representing it using constantly growing 
collection of rules. It takes less time and resources to 
develop. However, its accuracy is partly dependent on the 
quality of the corpora available. Hence, the need to spend 
quality time in the preparation of the language corpora to 
be used for translation.  
                                                           
       as the source or target language revealed that rule-
based approach has been the predominant approach used 
in the translation process (Oladosu, et al., 2016). This 
i                                                            
              -                                      
                ranked fourth African language with the 
largest number of Wikipedia documents. This can be 
explored to develop both monolingual and bilingual 
cor                                                        
                                  language. Identifying 
such web pages requires the detection of the document 
language and some pre and post processing to ensure the 
accuracy of collected data.   
T                                                  word for 
automatic corpus collection. Related works were reviewed 
in section 2 and section 3 presents the proposed model. 
Dataset preparation and experimental setup are discussed 
in section 4 while result discussion and conclusion are 
entailed in section 5 and 6 respectively. 
2 BACKGROUND OF THE STUDY 
2.1 Automatic Language Recognition 
Various fields of natural language processing such as 
machine translation, speech translation, information 
extraction, text mining, sentiment analysis, automatic 
summarization, etc. requires language identification 
especially in application areas that are neither language-
dependent nor domain specific.   
A 
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Language Recognition involve automatic detection of the 
source language in which a text is written induced from 
the text itself (Lui & Baldwin, 2012). Its application spans 
across webpage recommendation based on content 
language, automatic web-content processing, language 
corpora development (Xia et al., 2009), multi-lingual 
machine translation etc. Some of the tools used for 
language identification use character encoding while 
others rely on frequencies of commonly used words 
specific to each language they support. The classification 
accuracy of these tools depends on inter-class difference in 
languages supported. Also, these tools can only suggest 
the source language for a particular text while 
determining if a particular token is a valid string of the 
predicted language becomes very difficult without a 
comprehensive language lexicon. In addition, reliance on 
most frequently used words in determining the source 
language for a given web document becomes practically 
impossible as the assumption that web documents are 
monolingual is no longer realistic (Hughes et al., 2006). 
 
2.2 Machine Translation 
In machine translation process, a common problem is the 
identification of foreign words in the absence of a 
comprehensive lexicon. Despite the knowledge of the 
language for the general document, there is need for the 
translation system to handle Out of Vocabulary (OOV) 
words properly. Efforts have been made by researchers to 
develop machine translation system for Eng    -       
language (Folajimi & Isaac, 2012; Abiola, et al., 2013; 
Akinwale et al., 2015; Agbeyangi, et al., 2015). Rule-based 
approach was the major approach adopted by the 
researchers except Folajimi and Isaac (2012) that applied 
statistical based approach (SMT). Contrary to the state-of-
the-art result often produced by SMT, result obtained by 
Folajimi and Isaac (2012) was poor due to the small size of 
parallel corpus used in training the system.  
2.3 Corpus Gathering 
There are existing researches that focus on automatic 
extraction of language corpora from movies (Lavecchia et 
al., 2007), the internet through web crawling (Koehn, 2005; 
Smith et al., 2010), and crowdsourcing (Zaidan & Callison-
Burch, 2011) among others. However, there is need for 
post-processing of gathered text (text cleaning) since the 
quality of translation in SMT is directly proportional to the 
quality of the corpora used (Imam, et al., 2011; Yildiz, et al., 
2014). 
 
2.4 Yoruba Orthography 
                                                   
                                                         
                                                    
                           words using the Roman 
characters. The orthography was noted to be deficient by 
Johnson (1921). Various proposals for improvement were 
presented by various researchers, orthography committees 
and linguists. In 1974, the orthography was standardized 
(Olumuyiwa, 2013).  
The language consists of 25 characters which include 18 
consonants (b, d, f, g, gb, h, j, k, l, m, n, p, r, s, s, t, w, y) 
and 7 vowels (a, e, ẹ, i, o, ọ, u). In addition, there are five 
(5) nasal vowels (an, ẹn, in, ọn, un) and two (2) syllabic 
nasal vowe                  language is also tonal. There 
are 3 tones which are high, middle and low tones. These 
tones are often attached to the vowel characters and the 
syllabic nasal vowel characters. 
 
2.5 Yoruba Morphology 
The morphology of a language is concerned with word 
formation and internal structure of words. According to 
Arnold et al.                                          
                                                    
                morphology revealed various word 
formation processes which include compounding, 
prefixation, reduplication (full and partial), interfixation 
and desententialisation (Oyebade, 2007).  
                                                         
                                                
                   -                                       
                 and returns the syllables. The developed 
system applies rule-based approach to recursively 
segment an input string into syllables. A substring Sn of 
length n where n = {4, 3, 2, 1} is extracted from the given 
string S of length l and then compared to the syllable 
templates which include: Diagraph-Nasal Vowel DVn (for 
substring of length 4), Diagraph-Vowel DV or Consonant 
Nasal Vowel CVn (for substring of length 3), Consonant-
Vowel CV or Nasal Vowel Vn (for substring of length 2) 
and Vowel V or Syllabic Nasal N (for substring of length 
1); provided n<=l. They reported and error rate of 0.007% 
on an input file of over 90,000 words. Evaluation of the 
algorithm revealed a misclassification between CVn and 
CV-N as seen in         which yields V-CVn-DV as 
against V-CV-N-DV. 
Adegbola (2016)                                      
                                       -                 
          words. Consonants and Vowels within the 
word are denoted by C and V respectively. Index is then 
applied to each distinct alphabet from left to right to yield 
                             ga yields                  
         gives C0V0C1V1C0V0C1V1. These templates 
are then clustered to obtain different morphological 
processes classes. He further clustered                     
                                                    
                                                        
                                                         
                                         which are loan 
word                            . Aside the near perfect 
clustering of words, the approach was also able to cluster 
foreign words and misspelt words into different classes 
which is potentially useful in identification of foreign 
words in harvested text. 
3 METHODOLOGY 
                                                          
                                                       
                             dictionaries. Notable are the 
set of words formed by noun contraction where the first 
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character of the noun and the last character of the 
preceding verb are vowels. For example: 
                 (quench fire) 
 wọ + aṣọ = wọṣọ (wear cloth) 
Hence, the need to define dictionary  such that all valid 
tokens are represented. The dictionary structure was 
modelled using a finite-state machine inspired by the 
work of Kumolalo (2010) and Adegbola (2016). 
Let K be the set of all consonants, V be the set of all oral 
vowels, N be the set of nasal vowels, S be the set of 
Syllabic nasal vowel, and E be the set of empty string. 
Hence, 
K = {b, d, f, g, gb, h, j, k, l, m, n, p, r, s, ṣ, t, w, y} 
                                                                       } 
                                                               } 
                 , } 
E = { } 
                                -                    
                       -  n (five).  Table 1 shows the State 
Table for the Finite State Machine while figure 1 shows the 
Finite State Automaton (FSA) diagram for the word token 
validator. Each row in table represents a state while each 
column represents the inputs. Entries in the table is 
                       “-“                               
invalid input in the corresponding state, and a state 
symbol which correspond to the next state on transition 
for the supplied input. For example, a valid Yoruba word 
can start with a Consonant (as in baba), Vowel (as in awo) 
or Syllabic nasal (as in nko). Hence, from the start state, S0, 
states S1, S2, and S3 can be reached. However, it cannot be 
an empty string E, neither can it start with a hyphen H or 
nasal vowels N. Also, from state S1, the input can transit 
to the goal state S7 if the null string is supplied and can 
also transit to state S2 if a consonant is read. 
 
Table 1: State Table                                
States/Events E H K N S V 
S0 - - S2 - S1 S3 
S1 S7 - S2 - - - 
S2 - - - S4 - S3 
S3 S7 - S2 - S1 S6 
S4 S7 S5 S2 - - - 
S5 - - - S4 - - 
S6 S7 - S2 - - - 
S7 - - - - - - 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: Finite State Machine                           
Input into the FSM is first transformed into the KVNSH 
form and symbol E is appended to mark end of word. The 
transformation process involves the representation of 
                                     D        ‘  ’    
treated as a single consonant alphabet and nasal vowels 
are also represented by N rather than VS or VK. Syllabic 
nasal alphabets n and m are denoted by S if and only if 
they are followed by a consonant. Further pre-processing 
is also carried out such that: N is replaced with VK if it is 
not followed by K or E. A compound word is accepted if 
all individual words in the compound word are accepted 
(e.g. ile-iwe) or the compound word is accepted as a whole 
(marun-un). Listing 3.1 shows the validation algorithm 
Listing 3.1: Algorithm for Yoruba word validation  
Accept word w 
w’   KVNSH(w);  
if w’ == E  
    return false; 
else 
    goal_state=S7; 
    start_state=S0; 
    current_state=start_state;     
    i=0; 
    while(i< w’         -1) 
        if(isAcceptableCharacter(Wi, current_state))    
current_state=transit(current_state,Wi); 
            if(current_state==goal_state)  
return true; 
            end if 
        else 
            return false; 
        end if 
   i++; 
   end while 
   return false; 
end if 
4 EXPERIMENTAL SETUP 
4.1 Dataset 
                                                       
       lexicon with 10,443 distinct words without tonal 
marks were used as primary data source to evaluate the 
classification accuracy of the system. English lexicon was 
used since English language i                        
                                                          
lexicon used was extended to contain elided and 
assimilated words. Also, CorpusCreator (obtained from 
www.staff.uni-mainz.de/fantinuo/translatorbank.html) 
was used to crawl webpages from the internet using 
keywords: {Iroyin, Yoruba, and ise}. 
4.2 Dataset 
The Finite State machine was implemented in Java 
programming language. It accepts a text file as input and 
return a new text file containing each word in the input 
file and the validation result (true/ false). It also displays 
the validation statistics which include the total number of 
words in input file, total number of valid (Yoruba) words 
and total number of invalid words. Each entry in both 
English and  Yoruba dictionaries are separated by a 
newline character in a flat files. Entries, from each file was 
passed through the FSM for classification. For webpage 
classification, the web crawling tool returned 58 
webpages, in xml format, based on the given keywords. 
The text section of each xml file was extracted, special 
characters and punctuations were removed and each file 
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segmented into words. The webpage is then classified as 
either valid or non-valid based on the                    
       words in the webpage against invalid word count. 
5 RESULT 
           lexicon which contains 10,443 entries were 
classified as valid token with the exception of the word 
"ng" which has been deprecated                     
                                                       
                                                       -
                                                       
                                                   
words. Table 2 below shows result of the classification. 
 
Table 2: Confusion matrix for classification 
 Yoruba Non-Yoruba 
Yoruba 10442 1 
Non-Yoruba 3804 60346 
 
                                                          
revealed that while some of these                        
                                                           
                       token. Example of such word is tale 
(sell house) which is synonymous to story in english. In 
addition, some words with suffix –sion and –tion were 
successfully syllabicated but reject by the FSM. For 
webpage classification, 58 xml   files were returned from 
the search. 11 were classified to be valid Yoruba webpages 
while 47 were rejected using the threshold of 90% valid 
Yoruba words. 
6 CONCLUSION 
                                                     
                                                           
                    -                              
       language. In this paper, a language identifier has 
been developed to identify pote                     word. 
The developed system can be used for automatic 
harvesting of monolingual Yoruba language corpora from 
web with minimal noise. It can also identify foreign words 
in a given Yoruba sentence during translation process. 
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