Improving mental wellness with preventive measures can help people at risk of experiencing mental health conditions such as depression or post-traumatic stress disorder. We describe an encouraging study on how automatic analysis of short written texts based on relevant linguistic text features can be used to identify whether the authors of such texts are experiencing distress. Such a computational model can be useful in developing an early warning system able to analyze writing samples for signs of mental distress. This could serve as a red flag, signaling when someone might need a professional assessment by a clinician.
Introduction
Many people today deal with depression, posttraumatic stress disorder, and other mental disorders involving anxiety or distress, both diagnosed and undiagnosed. The societal costs of treating mental health are staggering. Sultz and Young (2011) estimate that the total mental health care treatment costs in the United States amount to more than USD 100 billion per year. The health care system in the United States generally focuses on treating patients' illnesses rather than on preventing their occurrence, and mental health care is no exception. Mental health diagnosis typically takes place after patients already show behavioral and physical symptoms associated with mental distress. Moreover, there are 33,000 suicides every year in the United States and, according to Matykiewicz et al. (2009; referencing Kung et al. (2008) ), " [i] n the United States, suicide ranks second as the leading cause of death among 25-34 year-olds and the third leading cause of death among 15-25 year-olds" (p. 179) .
Diagnosing mental illnesses is difficult. For example, depression has a prevalence of 19.5%, according to Mitchell et al. (2009) , and is mostly diagnosed and treated by general practitioners. However, it is diagnosed correctly in only 47.3% of cases.
Commonly, the initial assessment of mental distress does not rely on clinical tests or advanced technology, and the evaluation of a patient is typically performed through the use of standardized questionnaires. A patient's answers are then compiled and compared with disease classification guidelines, such as the International Classification of Diseases or the Diagnostic and Statistical Manual, to guide the patient's diagnosis. However, these diagnostic methods are not precise and have high rates of false positives and false negatives. For example, in the United States, half of those who received mental health treatment did not meet the diagnostic criteria for a mental disorder (Kessler et al., 2005) . In addition, societal and financial barriers prevent many people from seeking medical attention. In fact, in the USA, between 1990 and 2003, two-thirds of those with mental disorders did not receive treatment (Kessler et al., 2005) . Many societies around the world stigmatize and discriminate against people with mental disorders, contributing to the unwillingness of individuals to acknowledge the problem and seek help (Michels et al., 2006; Fabrega, 1991) .
It would be helpful if, e.g., military clinicians could effectively and non-invasively analyze soldiers' writing samples, social media posts, or email correspondence to screen service members for trouble coping with combat-related stress, to complement self-reporting or patient surveys. Careful thought would be required for access to such information so that it helps and not hurts. It seems useful as additional information for doctors.
We report on an initial study in which we analyze a smaller balanced dataset and experiment with inference of affect states at two different levels of affective granularity. Our work is based on Natural Language Processing (NLP) using supervised machine learning. We also discuss 2 k factorial, a method commonly used in engineering statistics, which has been successfully applied to many domains within engineering and product design for feature selection. Our work contributes initial reference values for what can be achieved by applying four fundamental supervised classification methods and text-based features to the challenging task of automatically classifying mental affect states in short texts based on just a small dataset. We discuss performance both in terms of different experimental setups, which linguistic features matter, and how labels confuse with each other.
Relevant previous work
Computational linguistics approaches have been applied to a range of challenging problems with impact outside the language technology field, e.g., to predict pricing movements on the stock market (Schumaker, 2010) or opinions on political candidates in event prediction markets (Lerman et al., 2008) . In psychology, psychiatry, and criminology, studies with natural language data have found differences in behaviors for mental health patients or inmates with various mental health disorders (e.g., Andreasen and Pfohl, 1976; Harvey, 1983; Ragin and Oltmanns, 1983; Fraser et al., 1986; Endres, 2004; Gawda, 2010) .
Recently, computational linguists have increasingly tackled problems in health care. For example, Zhang and Patrick (2006) automatically classified meaningful content in clinical research articles. Jha and Elhadad (2010) predicted how far breast cancer patients had progressed in their disease, based on discourse available in postings on web forums. As another example, Roark et al. (2007) explored the use of structural aspects of the language of individuals with mild cognitive impairment in assisting with such diagnostics.
More specifically in mental health, Yu et al. (2009) classified five forms of "negative life events" in text (p. 202). Pestian et al. (2008) were able to use machine learning, taking advantage of text characteristics to classify suicide notes as written by either "simulators" or "completers" as accurately as mental health experts (p. 96). The authors also found that emotional content was useful for the expert clinicians, but not for the automatic inference methods. However, this might indicate that the study did not consider an appropriate feature set. In comparison, Alm (2009) explored a more comprehensive feature set for automatic affect prediction in text. Matykiewicz et al. (2009) discriminated between suicide notes and control texts using automatic clustering techniques, and discovered sub-clusters within suicide writings. In 2011, Pestian et al. (2012) organized a challenge to determine emotions and meaningful information in notes by suicide completers. These latter investigatory efforts, while valuable, involved computationally analyzing suicide notes of individuals with advanced rather than earlier stages of mental distress.
Our work links fundamental NLP classification methods with a standard engineering statistics method. Since the publication of "Building a Better Delivery System: A New Engineering/Health Care Partnership" by the Institute of Medicine (IOM) and the National Academy of Engineering (NAE) in 2005, there has been increased attention to the potential of engineering to broadly improve U.S. health care delivery. The IOM-NAE report identifies the use of optimization techniques to support decision making as one of the most promising engineering tools and technologies that could help the health care system deliver "safe, effective, timely, patient-centered, efficient, and equitable" care (Reid et al., 2005, p. 1 ).
Conceptual model
We conceptualize the task of determining affect state as a classification problem. Formally, let t denote a text that expresses an affect state. Let k be the number of affect state classes C = {c 1 
Dataset
There is currently no readily available text dataset for this problem. For this initial study, we prepared a small, annotated dataset of short written texts that represented relevant distinct, yet related, affect states. We manually collected a convenience (i.e., non-random) sample consisting of 200 posts from various public online forums dealing with mental well-being.
1 Forum posts were chosen because they are similar to other short digital social media texts, such as e-mails, online community posts, blog entries, or brief reflective writing that could be quickly gathered during a clinical session. We considered the text in the posts but not their titles.
Data annotation
Distressed and happy posts naturally divided into categories given the titles of the forums from which they were taken. Based on observation, we assumed that the distressed posts, all of which initiated new threads, were affectively distinct from responses to such threads, which had another polarity as they were meant to be reassuring and supportive. Therefore, we treated such responses as non-distressed posts. We recognize that a response represents a turn following an initial post. It is 1 Excerpts were culled from forums that dealt with mental health states at BreastCancer.org and reddit.com. Manually inspecting data ensured that relevant texts were included, but we also acknowledge that data obtained by such a selection process might differ from data obtained by random selection. useful to explore how dialogic threading becomes part of affective language behaviors in social media (forums). The happy posts were included to represent the other extreme end of the affect spectrum.
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The dataset 3 was balanced such that 100 excerpts were distressed, 50 were non-distressed responses, and 50 were non-distressed happy. The distressed excerpts were then split further according to their distress intensity into high and low based on the annotator's perception, as seen in Figure 1 . In an attempt to reduce personal bias, any post stating an active intent to harm someone or oneself was classified as high distress, while posts simply discussing bad feelings were usually classified as low distress. There were slightly more excerpts with low as opposed to high distress. Alm (2009) noted that expression of affect in language is often non-extreme. In a study of affective language in tales, Alm (2010) showed that affect is more often than not located in the gray zone between neutral and emotional. 
Corpus linguistic analysis of dataset
Since this was an exploratory study, we conducted corpus linguistic analysis of the dataset by exploring descriptive statistics of linguistic and textual dimensions of the dataset. 4 As Table 3 . Sentences and words per excerpt by affect state and source. 4 We recognize that it would have been preferable to compute corpus statistics on a separate development dataset.
The statistics indicate that happy posts have the fewest sentences and words per excerpt, followed by the responses, ending with the distressed posts.
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In Table 4 , we consider words per sentence as a metric independent of excerpt length, therefore avoiding potential selection bias. The average sentence length tended to be similar across forums. We also examined exact lexical matches in polarity word lists, 6 with words having positive and negative connotation, which had been used before in Alm's work (2009). Positive words seemed favored in non-distressed posts (i.e., responses and happy posts). The opposite did not hold for distressed posts. Results are in Table 5 .
We additionally examined the number of affect words present in each excerpt by considering four relevant affect word lists from Alm (2009), which were slightly expanded for this analysis (but less extensive than the polarity ones, yielding fewer matches overall). The average numbers of exact lexical matches from the word lists in all excerpts are shown in Table 6 . For each affect word list (cf. columns), the highest and lowest values are in bold font. Table 6 shows that the number of average matches was low overall, and that in general, there were more matches with sad and afraid wordlists. However, happy posts showed slightly more overlap with the happy word list. Lastly, because pronouns have been found important for linguistic analysis of mental health disorders or socio-cognitive processes (e.g., Andreasen and Pfohl, 1976; Pennebaker 2011), we explored this in the dataset based on the part of speech output from an NLTK-based tagger (Bird et al., 2009) . Table 7 shows percentages of first-, second-, and third-person pronouns in the dataset. Table 7 . % pronoun by person, affect state, and source.
There were few second-person pronouns in distressed and happy posts, but more in the responses, which had fewer first-person pronouns. This observation confirms that distressed and happy posts are self-oriented, but that responses, which reassure and reply to a thread initiator, are other-oriented. Perspective is thus another meaningful dimension of this affect dataset.
Computational modeling experiments
This initial study used three fundamental supervised classification methods: Naïve Bayes, Maximum Entropy, and Decision Tree (Bird et al., 2009) . These allowed us to derive initial reference values which can be improved upon with more advanced techniques in future work. We also provide results for a fourth approach, Perkins' Max Vote method (2010), using the other three algorithms' predictions to give a joint prediction.
Feature set used for modeling
We developed a set of features based on the scholarly literature (e.g., Andreasen and Pfohl, 1976; Endres, 2004; Yu et al., 2009 ). The following features were automatically extracted from text, using Python, NLTK (Bird et al., 2009) , and Perkins (2010): "bag of words" (BOW) with unique unigrams; excerpt length in sentences; excerpt and sentence lengths in words; positive vs. negative polarity word list matches; happy, sad, afraid, and angry affect word list matches; first-, second-, and third-person pronouns; and, finally, nouns, verbs, adjectives, adverbs, and pronouns.
7 Most features were initially examined both as a raw number and as a per sentence average. Features were discretized by considering how they deviated (more vs. less) from average values calculated from the corpus as a whole. 8 This resulted in 42 distinct feature types. Feature extraction was conducted the same way for train and test sets. 7 Part of speech ratios were included due to an indication by Fraser et al. (1986) that verb patterns could be useful in discriminating manic patients from schizophrenics and the control group. 8 The absence of a separate dataset for computing the averages allows a possibility of overfitting the data. However, we assume the averages are representative for similar texts and will be useful in future expanded model development.
Experiment 1: Classification at two levels
The computational experimental process is illustrated in Figure 3 . In these experiments, the dataset is initially randomized and then evaluated with k-fold cross-validation, by repeating the classification process k times. Performance is thus reported as the average over k accuracy scores. The experiment explored five scenarios with k = {5, 10, 20, 100, 200}. The last scenario corresponds to a leave-one-out cross-validation (i.e., where the train set consists of (N-1) instances and the test set of one instance, and the procedure is repeated N times, where N is the total instances in the dataset). Figure 4 shows the accuracy for the coarse-grained binary classification problem which involved assigning either a distressed or a non-distressed label to a text excerpt. The majority class baseline for this is 50%, as half of the excerpts belonged to each of the two classes. Figure 4 shows that the classifiers average performance has a stable range with around 73-76% accuracy, across varying kfolds and across algorithms. This performance improves more than 20% over the majority class baseline, which is indicated by a line in Figure 4 . Next, Figure 5 shows the results for classification at the fine-grained level which considers four affect classes: high distress, low distress, response, and happy. Here the majority class baseline is 30.5%. Four states yield around 54-57% accuracy. Again, that is more than a 20% improvement over the majority class baseline. The exception is Maximum Entropy, which performs poorly on this classification task. Inspecting the most relevant features from runs over the course of the study indicates that the number of second-person pronouns, which usually identified responses, and the number of verbs and fearful affect words per sentence are particularly important. In responding to a post, one uses more second-person pronouns in order to address the original poster. Again, this indicates that turntaking impacts affective language behaviors.
A confusion matrix in Table 8 response excerpts. This is likely due to the importance of second-person pronouns found in particular in the response excerpts. However, the classifier incorrectly labeled some excerpts in each of the other classes as response. Although this classifier was not as accurate for the other affect classes, the accurate option was the most commonly predicted class for both high distress and happy. This was not the case for low distress, however, which was more often predicted as high distress or happy. This can reflect the challenge of affect analysis in the gray zone between affect and neutrality, as lower emotional intensity decreases perceptual clarity. This finding is consistent with the previous literature, discussed above. A way to deal with this issue is to combine text analysis with other data analysis.
Experiment 2: Ablation study
An ablation study was performed to assess the accuracy with different features given the four fine-grained classes, using a k = 5 cross-validation. We ignore bag of words, which can result in many sparse features, to examine other types. In Table 9 , the first ablation step represents only length variables; the second adds polarity variables; the third adds affect variables; the fourth adds pronoun variables; and the fifth adds part of speech variables (in each case, to the features added in previous steps). Each test was done on all four supervised classification algorithms.
The results with this split of train and test data show that each addition to the feature set improved the accuracy of the model's predictions, except the part-of-speech features. This could be due to the particular data split, the order of the ablation steps, or the ablation feature groupings. Additionally, excluding BOW features did not have a clear negative effect on performance. Considering only length averaged 25.1% accuracy across classifiers; adding five feature types resulted in 54.5%. Table 9 . Ablation study results: four affect states finegrained classification scenario (NB=Naïve Bayes, ME=Max Entropy, DT=Decision Tree, MV=MaxVote).
Engineering statistics applied to NLP
Choosing the right feature set remains a difficult, poorly understood process. Here, we report on a separate analysis using a 2 k factorial design, which is a common method from engineering statistics that can be used to quantitatively and systematically determine the effect and interactions that different linguistic feature types have on the assessment of the affect state of a text. 10 The outcome of this factorial design is a response formula that can be used to classify excerpts.
A 2 k experimental design assumes that a decision maker wants to determine how to express the effect of k different factors and their interactions on a response of interest. Given that the factors can take any possible value, the number of necessary experiments to statistically deduce such an expression can be quite large and expensive. Instead, a 2 k design limits each factor to only two levels (a high and a low value). The minimum number of experiments needed to deduce a model that explains the direct and interaction effects of k factors is 2 k . For example, a problem in which 5 factors are assumed to affect the value of a response requires executing 2 5 =32 experiments, each with a unique arrangement of factor levels. Replications of these experiments are recommended to increase accuracy in the estimation of the term coefficients.
Having 42 candidate linguistic features that could influence an evaluator's decisions to categorize the distress state of a text would have required at least 2 42 (over 4 trillion!) tests with different configurations of features. Therefore, we grouped related linguistic and textual features into five super-factors. For example, sentences per excerpt, words per excerpt, and words per sentence were all combined into a length factor. The superfactors chosen were: y 1 = length, y 2 = polarity, y 3 = affect, y 4 = pronoun, and y 5 = parts of speech.
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Using five super-factors resulted in 32 (2 5 ) possible experimental combinations.
We assessed the 200 text excerpts based on all 42 linguistic features to get a numerical value for each super-factor. We then labeled each of these numerical values as high or low, based on the median of all 200 values for each factor and for each text. The super-factor label combinations for each of the 200 excerpts were then mapped to these 32 possible combinations. This mapping was used to generate a response formula (similar to a multi-attribute regression expression) that found the direct effect of the super-factors and their interactions on the distress evaluation.
We found that three main effects of the superfactors and four of their interactions were statistically significant. The significant superfactors were affect, pronoun, and part of speech. Although the main effect of length was not significant, its interactions with the affect and pronoun super-factors were significant.
The obtained expression for predicting the class of an excerpt is below. Each factor is a positive or negative 1, for high or low values, respectively: Responses can range from -2 to 1, with -2 predicting high distress, -1 predicting low distress, 0 predicting response, and 1 predicting happy. This response formula could be tested as a prediction method on future data not used in its estimation. We further propose using the 2 k factorial mechanism to systematically reduce the superfactors into simpler features. For example, because one of the super-factors did not show a significant main effect, we can assume that its linguistic features do not individually reflect distress or nondistress. Thus, one could reconfigure new superfeatures, assigning new values to the 200 excerpts, and repeat the analysis and remove any superfeature whose main and secondary effects are not significant. This iterative process should halt when we have new, redefined super-features that are significant in predicting the distressed and nondistressed states of the 200 excerpts. An analysis of residuals will serve as a control mechanism to reduce the number of iterations in the process.
Conclusion
If there were a way to automatically identify individuals with undiagnosed mental illnesses, it would be possible to recommend a clinical visit. The problem addressed by this paper was how to discriminate related affect states via computational linguistic analysis of short online writings.
We reported on an initial dataset from forums and corpus linguistic analysis, and found patterns in the data that merit further study. To predict distress states, we used supervised classification and explored super-features' importance with a 2 k factorial design, an engineering statistics method. We approach this problem from a linguistic perspective and pay extra attention to linguistic analysis and how distress is linguistically encoded. Not only do we report on effects by forum, distress state, emotion and polarity lexicon, etc., but our 2 k factorial analysis also rigorously clarifies which linguistic feature types contribute in statistically significant ways. Additionally, the ablation study conducted largely verified these findings.
Leave-one-out cross-validation is common with small datasets; we also show that varying k in the cross-validation does not impact results. There are benefits with smaller datasets and shorter texts. In clinical settings, data can be especially hard to obtain, and it is useful to understand the limitations and affordances of modeling with limited data. Similarly, it is important to understand how models perform on fundamental algorithms and shallow features extracted from text that can generalize to, for example, resource-poor languages.
While this data was adequate for exploratory investigation, a larger, clinical dataset would be less prone to selection bias. Combining text with other analysis information seems key in future work. Also, more advanced algorithms could yield more accurate predictions, as could iterations of the 2 k factorial analysis. Other aspects left for future study include the relationship between the individual affect states and their predictive linguistic features and experimentation with unbalanced data scenarios. Lastly, another area to pursue is using affect features for identifying linguistic patterns unique to online communication.
