Abstraer. This report presents near-minimax rational approximations for the Bessel functions J0(x), Jx(x), Y0(x), and Yx(x) for the complete range of x, with relative errors ranging down to 10~23. The first thirty zeros of each function are Usted to 35D. The tabulated zeros and the McMahon asymptotic formulae may be used to construct an algorithm which retains relative accuracy in the neighborhood of zeros.
1. Introduction. The Bessel functions of the first and second kinds J0ix), ^(x), Y0ix), and Yxix) are among the most commonly used functions in scientific computations, and efficient approximations have wide applicability.
Chebyshev series expansion coefficients are given to 20D in [3] for the ranges | x | < 8 and x > 8; in [10] for the ranges | x | « 8 and x > 5; and to 15D in [14] for | x |< 5. [7] contains rational minimax approximations for | x |< 8 and x > 8 with absolute errors ranging down to 10~25. [4] contains unpublished rational minimax approximations to J0ix) and Jxix) for | x |=s 4 and 4 < x < 8, and to Y"ix) for 0 < v < 1 [5] . A number of other approximations are listed in [10] .
The present report gives rational minimax approximations to J0ix), Jxix), Y0ix), and Yxix) for small values of x, and to the modulus and phase for larger arguments. An advantage of using the modulus and phase is that fewer function evaluations are necessary. For example, the computation of J0ix) for x > 8 by the formulae in [7] involves the computation of Pix), Qix), sin x and cos x, whereas the modulus-phase approach involves the computation of Mix), 0(x) and cos 0.
Following Cody [4] we have factored the zeros of the function out of the rational approximation wherever possible, thereby providing a form which retains relative accuracy in the neighborhood of zeros. For the remaining ranges, accurate zeros are either listed in the report or are obtainable by the McMahon asymptotic formulae, and a Taylor expansion about each zero provides full relative accuracy in a neighborhood containing the zero. Thus the methods described here provide J0ix), Jxix), Y0ix), and T,(x) with full relative accuracy for the complete range of the argument.
2. Functional Properties. J"ix) and 7"(x) are linearly independent solutions of the differential equation x2y" + xy' + ix2 -n2)y = 0.
Ascending series, given in [1] , are
where xpin) = -y + 2¿=¡ k~x and y is Euler's constant. The modulus and phase are defined in [1] as The corresponding asymptotic formula for 0n is 00 (6) e"~x-in/2+ 1/4)»+ 2 bkx'2k+x.
k=\ An explicit formula for bk is not known, but a recursive formula can be developed by substituting (5) and (6) in the identity M"20"' = 2/(irx).
The resulting formula is is often used for checking computations.
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The McMahon asymptotic expansions for the zeros of J"ix) and Ynix) are [1] 00 (H) Jn,s,yn,s~ß+ 2ckß~2k+X, k=\ where ß = is + n/2 -l/4)ir forjns, ß = is + n/2 -3/4)ir foryns.
Expressions for c,, c2,... ,c1 are listed in [13] , but a general formula for ck is not known. The ck may be computed in terms of the bk by the following algorithm
for /c = 1,2,3,..., where cXk = ck and t-k ck+i,i= 2 %,/-;> / = £ + l,k + 2, k + 3,...,k= 1,2,3,.... / = i (7) and (12) are particular cases of the algorithm in [6] . The derivatives of Jn and Yn at the zeros may be computed from the formulae
YÜyn,s) = (-iy~lVl«yn,My"tS)], and (9).
Generation of Approximations. Rational minimax approximations to J"ix),
Y"ix), M"ix), and 0"(x) were computed in 29S arithmetic on a CDC 6600/CYBER 170 Model 175 computer system using a version of the second algorithm of Remes due to Ralston [9] . The error of the approximations was levelled to three digits in most cases. The approximation forms and intervals are:
x s* 3.5, M0(x) ^x'x/2Rlm(l/x2), 3.5 ^x« 14 and*» 14,
OoW^i-^ + ^'Sj'A2)-3.5<x=£ 14 and x» 14,
Mx(x) ^x-x/2R,m(l/x2), 5<x< 14 and x 3* 14, *,(*)=**--^ + jT^O/x2), 5<x< 14andx> 14,
where Rlmix) and Slmix) are rational functions of degree / in the numerator and m in the denominator. The above forms are the most efficient of a number of different alternatives that were tested. For the low range of x an approximation to Jnix) of the form 4 *nn (x-jn,)Rlm(x) i=\ was tried, but was discarded because of slow convergence in the Walsh array.
In the approximation to T"(x) in the low range, the two terms in the formula cancel more and more as x -» yn 2, and the breakpoint between the two lower ranges had to be somewhat smaller than j"2. For the value chosen, the maximum cancellation is between one and two bits for T0(x) and about one bit for F,(x). Other forms of approximation to T"(x) in the ranges [3.5, 14] and [5, 14] , involving the factors (x -yn,), were tested but were discarded because of slow convergence in the Walsh array.
In addition to the approximation to M"(x) on the previous page, we tested the form [x~'i</m(l/x2)]1/2, since both forms involve the same amount of computation. The latter form proved to be less accurate, for a given degree, and was discarded.
For the rational functions Rlmix) and 5/m(x) the relative error of the approximation was minimized.
The master routines are based on the ascending series (1) and (2) for 0 < x *£ 6, and on the asymptotic series (5) and (6) where Q"ix0) is the closest of a set of reference values, and where the derivatives É^m)(x0) are computed by (9) . The table of reference values is constructed by using the Hankel asymptotic expansion at x = 40, and then using (14) repeatedly with negative values of h. For x < 40, Mn and 0n are computed directly from (3) and (4). The zeros7" x,j" 2,jn 3,;"4, and.y", were obtained from [11] . For the lowest range of the argument each auxiliary function is computed from the corresponding value of Jn or Yn if the argument is not close to a zero, and, if the argument is close to a zero, from a Taylor expansion about that zero.
The accuracy of the master routines was established by comparison with values in [8] and [7] , with values computed by Brent's multiple-precision package [2] , with values computed at the range boundaries, and by differencing. We conclude that the master routines are accurate to at least 26D for 0 < x *£ 14, and to at least 26S for xs» 14. 
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License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use combined with the Euler transformation applied to they0 s andjx s for s = 1,2,..., 50, gave agreement to 35D. y0s and yis, s = 1,2,...,50, were substituted in the Wronskian (10), and gave agreement to at least 40D.
The tests also indicate that the McMahon expansions (11) are accurate to 29S for Jo,w yo,aJi,w 7i.ii and larëer zeros- 4 . Results. The details of the approximations are given in Tables 1-146 , in a format similar to that used in [7] . Tables 1-14 For the lowest range of each function the rational approximations are ill-conditioned, those pertaining to </0(x) and /,(x) losing up to four significant digits by cancellation, and those pertaining to F0(x) and T,(x) about one digit. To eliminate the cancellation each numerator was converted to minimal Newton form [12] , and the resulting coefficients rounded off by an algorithm similar to that used in [7] . The cancellation also necessitated a modification to the Remes algorithm for certain cases. In particular, the error curve for the last entry in Tables 1 and 8 was levelled to only one digit.
The approximations in Tables 19-146 were verified by comparing them with the master routine for 5000 pseudo random values of the argument in each interval. The resulting precision agreed to three digits with the computed value in the Walsh array, even for the cases in which the error curve was levelled to one digit. In addition Jn and Yn values computed by (13) were compared with values in [8] and with values computed by the MP package, and in all cases the agreement was as expected.
5. Design of a Subroutine. For the low range of x relative accuracy may be retained in the computation of Jn and Yn if the terms (x2 -c2) and In x/c in (13) are evaluated carefully, where c denotes a zero.
In the formula for /", let c denote the zero closest to x. Then the difference (x2 -c2) should be computed as (x -c)(x + c), and the factor (x -c) computed in double-precision arithmetic, with c accurate to double precision. All other operations may be performed in single precision.
In the formula for Yn, (x2 -c2) should be evaluated in the same manner, where c denotes the closer of jn , and ynX. If x is close to yn ,, In x/y" , may be computed accurately from the series expansion of ln[l + ix -ynX)/ynX\. Again, x-ynX should be computed in double-precision arithmetic.
For the remaining ranges of x, the formulae (13) are not capable of retaining complete accuracy in the neighborhood of zeros, and an alternative formulation is necessary there. We can assess the accuracy attainable with (13) by the following approximate analysis, which pertains to a binary computer with t binary digits in the mantissa of floating-point numbers.
Consider the evaluation of YQix) -Af0(x)sin 0o(x), where 0o(x) « x -ir/4 + x_1S(l/x2).
If x is reduced to the range [0, -n) by a double-precision range reduction, then the error in the reduced argument is 0(2"2i+'x). If the subtraction of m/4 is again done in double precision, the error in the resulting value is 0(2~2'+1x). x~'S(l/x2) may now be added in single precision, introducing a further error 0(2~'~2/x), if S(l/x2) is accurate to approximately single precision. Thus the total error in the reduced argument 0Qix) is 0(2~2'+lx) + 0(2~'~2/x), and, since the reduced 0o(x) is approximately zero, the error in sin 0O(*)1S 0(2"2'+1x) + 0(2~'~2/x).
Let 8x = x -c be the minimum difference between x and the closest zero c of T0(x) for which sin0o(x), as computed above, gives single-precision accuracy. For this argument x, sin0o(x) -±sin ôx « ±ôx (assuming |ôx|< 1), and so, by the definition of Sx, = 0(2"'), .-. |fix|=0(l/4x).
Thus, if | fix | > 0(l/4x), sin#0(x) is accurate to single precision. Now, for a general argument x, the minimum ôx possible for a single precision argument is 0(2~'+1x), and so it follows that, for x > 0(2'/2), the above algorithm gives single-precision accuracy at zeros.
We have shown, therefore, that if x > 0(2'/2), or if x < 0(2'/2) and \x-c\> 0(l/4x), then sin0o(x) as evaluated above, and hence Y0ix), is accurate to single precision.
For x<0(2'/2) and | x -c \< 0(l/4x), J"ix) and F"(x) can be computed accurately by using a Taylor expansion about c. Let s = [x/tr -n/2 + 1/4] or s = [x/tt -n/2 + 3/4] in the case of 7"(x) and y"(x), respectively (where [ ] denotes "integral part"), and compute ß = is + n/2 -1/4)7T or ß = (5 + n/2 -3/4)tt.
The expansion should be based on jns or yns if x -iß ± cx/ß) < 0(l/4x), and Jn,s+\ orJn,5+i if x -iß + C\/ß) > ir -0(l/4x).
A typical expansion is Jm(x) = hJ'n(jn,s) + h2J'n'(jna)/2\ + hX"(jn,s)/V.+ ■■-, where h -x -f"<s • h should be computed in double-precision arithmetic, withjns accurate to double precision, but all other operations may be performed in single precision. Double-precision values ofjns and yns may be obtained from a table of values, or computed by (11). 6 . Acknowledgement. We wish to thank H. C. Thacher, Jr., for suggesting the use of the modulus and phase, and for helpful comments and suggestions on an earlier draft of the paper which led to a significant improvement in Section 5.
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