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Abstract 
This paper deals with the fractional step method in the analysis of stochastic partial differential 
equations (SPDEs) and their generalizations. Three types of problems are investigated. The first 
one is the study of invariant sets for the solution of the stochastic equations. The second one 
is existence of solutions for certain stochastic partial differential equations describing the mass 
distribution of a system of diffusing and reacting particles; the assumptions in the traditional 
approaches to SPDEs are not satisfied for this SPDE. The third type of problems is the numerical 
one: we construct solutions of a class of quasilinear stochastic differential equations of parabolic 
type using the fractional step method with the decomposition into linearized “drift” and pure 
“diffusion” equations. 0 1998 Elsevier Science B.V. All rights reserved 
Keywords: Fractional step method; Stochastic partial differential equation; Positivity and 
comparison theorems; Numerical solution 
1. Introduction 
The fractional step method is used as a tool in the study of stochastic equations 
on some Hilbert space 2, where 2 can be both finite and infinite dimensional, al- 
though our interest is mainly in the infinite dimensional case, where our equations can 
be interpreted as SPDEs and their direct generalizations. Before introducing rigorous 
notation and technical details let us look somewhat loosely at the following stochastic 
evolution equation and explain the concepts and the program: 
d& =C!?(‘(t,X,)dt + g(t,X,)dM, + @(t,X,)dt + &t,X,)d& (1.1) 
where Mt and A& are Hilbert valued (possibly cylindrical) martingales and the other 
coefficients are suitably defined operators (possibly unbounded, nonlinear, and random 
_ adapted to some filtration); a solution of (l.l), if it exists, is an element of 2 for 
fixed CO and t. 
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To study (1.1) we decompose it into two equations: 
dZ,=9(t,Z,)dt+~(t,Z,)dM,, (1.2) 
dY, = @(t, r,) dt + @(t, y,)d&. (1.3) 
(Of course, other formal decompositions of (1.1) are possible). The fractional step 
method now consists in the following: 
First solve, say, (1.2) on a small time interval [lo, ti] with initial condition Z(to). 
Then take the solution at the end of this interval, denoted by Z(ti,.Z(to))), as the 
initial condition for (1.3) at time to (!). Next the solution of (1.3) at ti, denoted by 
Y(t, ,Z(tl,Z(to))), serves as the initial condition of (1.2) on the small time interval 
[G, t21, etc. 
Of course, this method works only if we can solve (1.2) and (1.3) in this recursive 
procedure, which we will assume for the moment. We will denote the process 
obtained by this procedure by (Y @Z),(t), where n is the number of small time inter- 
vals (tj_*,ti], i= 1,2 ,..., n, decomposing some given interval [0, T], with maxiGiG,(ti- 
ti-i)A 0, as n + 00. If (Y @Z),(t) converges in some suitable topology on 2, this 
limit (denote it by (Y @Z)(t)) may turn out to be a solution of (1.1) (and the only 
solution, if uniqueness holds for (1.1)). 
We are here concerned with three theoretical questions: 
(A) Qualitative insight; (B) Existence for (l.l), (C) Numerical aspect. 
The qualitative insight we will be concerned with is the invariance of certain subsets 
of X’, which are invariant both for (1.2) and for (1.3) by which we mean that starting 
the solution in that set, the solution will never leave it). If this subset is closed in the 
topology on H, in which we obtain the solution of (1.1) as the limit (Y @ Z)(t), then 
it follows that this subset is also invariant for (1.1). The point is that it may be fairly 
easy to prove invariance of certain subsets for the decomposed equations (1.2) and 
(1.3), where there may be no direct (easy) way of proving that for (1.1) other than 
using the convergence of (Y @Z),(t) (cf. Kotelenez (1992b) and our Section 3). 
To use the fractional step method as a proof for existence is obviously worth con- 
sideration if other (more traditional) methods fail. 
The numerical aspect of the fractional step method is widely used both in determin- 
istic PDEs and ODES (cf., e.g. Chorin, preprint), and it would be useful to generalize 
this numerical procedure for stochastic differential equations. 
Decompositions of (1.1) into (1.2) and (1.3) have been used to gain qualitative 
insight into a (Markovian) bilinear stochastic evolution equation (namely positivity of 
the solution) by Mizuno (1978) in an unpublished thesis and in a more general (but still 
Markovian setting) by Kotelenez (1992b). In this last reference the composition of ( 1.1) 
via (1.2) and (1.3) was accomplished by considering the associated Markov semigroups 
and expressing the Markov semigroup for (1.1) via the Trotter product formula of the 
Markov semigroups for (1.2) and (1.3) (regarding the Trotter product formula, see 
Trotter ( 1959) and Daletskii ( 1962)). (Existence and uniqueness of ( 1.1) was proved by 
“traditional” methods). The (qualitative) result of this approach in Kotelenez (1992b) 
was a comparison theorem and a sufficient criterion for positivity of solutions of ( 1. 1 ), 
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which was an SPDE of reaction-diffusion type. (Incidentally the sufficient condition 
was also shown to be necessary by evoking the maximum principle). 
Existence was shown by the fractional step method for a quasilinear SPDE (with 
smooth noise) by Belopol’skaya and Nagolkina (1982) and, using the Trotter prod- 
uct argument, for the branching diffusion equation (whose solutions are now called 
“superprocesses”) by Dawson (1975). 
Our first goal is to generalize Kotelenez’ (1992b) results to the non-Markovian case 
by the fractional step method (since we do not have Markov semigroups, we cannot 
use the Trotter product formula as in Kotelenez (1992b)). This is done in Section 3. 
As far as existence is concerned we have used Kotelenez’ recent derivation of quasi- 
linear SPDEs for the mass distribution of a system of interacting and diffusing particles 
(Kotelenez, 1995, 1996a). Existence for that equation was achieved by solving stochas- 
tic ordinary differential equations (SODEs) for the positions of a system of N interact- 
ing and diffusing particles and then considering the empirical mass distribution process 
associated with those positions. This process is concentrated in (signed) point measures, 
but under certain assumptions on the SODEs it can be extended by continuity as a flow 
which maps (signed) measures (of given total finite positive and negative “masses”) 
into itself. This extension is the solution of that SPDE. Moreover, it was shown in Kote- 
lenez ( 1995, 1996a) that this flow maps smooth measures (having densities with respect 
to the Lebesgue measure) onto smooth measures. It is noteworthy that the traditional 
methods such as the variational or the semigroup approaches (cf. Pardoux, 1975; Krylov 
and Rozovskii, 1979; Da Prato and Zabczyk, 1992; Delecky and Fomin, 1991; Kote- 
lenez 1985, etc.) cannot be applied to obtain solutions of that SPDE (see Ito’s formula 
in Kotelenez 1995, Section 4) or formula (4.9) of our Section 4). Now, one con- 
straint in that SPDE is exactly the conservation of total mass. So an obvious question 
is whether we can build into the SPDE creation and annihilation of mass, by taking, 
say, (1.2) as the SPDE with mass conservation (which is derived from the particle 
distribution) and (1.3) in the absence of diffusion as a family of decoupled SODEs, 
which is indexed by the space parameter. Then (1.3) describes in each space point the 
random change of a density process due to creation and annihilation. In Section 4 we 
prove existence for ( 1.1) by the fractional step method under the assumption that both 
(1.2) and (1.3) are bilinear (the quasilinear case being too difficult for the moment). 
However the coefficients in the bilinear equations are random (replacing the nonlinear 
input of the solution of the quasilinear equation). 
With regard to the numerical aspect, we use the fractional step method to construct 
the solutions of a certain class of abstract quasilinear stochastic differential equations 
of parabolic type in a Hilbert space. Sufficient conditions that guarantee existence and 
uniqueness of these solutions were found in Dalecky and Goncharuk ( 1994). Smooth 
dependence of the solutions on initial data was studied by Goncharuk (1995). A variant 
of the fractional step method we use in this paper is based on the decomposition into 
the linearized deterministic equation and pure “diffusion” stochastic differential equation 
without any “drift” term. (This last result was announced in Goncharuk (1996)). 
The paper is organized as follows: 
In Section 2 we introduce rigorous notation and the main result is Lemma 2.3 (the 
Fundamental Lemma). Its content is that under certain assumptions the fractional step 
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process (Y @ Z),(t) converges to a solution of (1.1). Since the derivation is quite 
technical we give the proof in the Appendix. 
In Section 3 we assume that (1.3) is deterministic, i.e., &f = 0. 
In Section 4 we assume that (1.2) and (1.3) are adapted to two independent fil- 
trations. Practically, one needs some kind of independence in the implementation of 
the fractional step methods, to avoid anticipating integration. On the other hand, it 
follows from the analysis of the distribution of reacting and diffusing particles that the 
associated martingales describing the fluctuations due to reaction and due to diffusion, 
respectively, are orthogonal (cf. Kotelenez, 1988), which also gives some theoretical 
justification to our assumption. 
A special class of SPDEs for the mass distribution of a system of reacting and diffus- 
ing particles has been recently derived by Blount (1994) by a diffusion approximation 
(thus generalizing the branching diffusion equation to the case of nonlinear reaction). 
It would be interesting to apply our methods to Blount’s equations. 
In Section 5 we apply a variant of the fractional step method of Section 2 to construct 
the solutions of a class of quasilinear SPDEs. 
2. The fundamental lemma 
Introduce the following notation. 
1. Let B,, B2 be Banach spaces, diP(Bl, B2), the Banach space of linear bounded 
operators acting from Bi to Bz with the norm (( . ((py~,,~~), and T(Bl)= _Y(Bl,Bl). Let 
fi, I5 be Hilbert spaces, _&( Vi,, Vz), the Hilbert space of Hilbert-Schmidt operators 
from 6 into V2 with the norm 11. llz2(e,v2,. 
2. Let s be a real separable Hilbert space with the norm )I . II and the inner product 
(., .). Let C be a closed positive-definite linear self-adjoint operator on X with do- 
main g(C) which is dense in X’ and is such that IlCulla IIu(J (for all u E g(C)). Let 
&?s > X5 > -x& be a triple of densely embedded Hilbert spaces defined by 22k =s(Ck), 
k = 0, 1,2, with the norm IIU(I2k = IICku() and the inner product (u, u)2k = (Cku, Cku) (for 
all U, u E 5@(Ck)). 
3. Denote by X, G? another pair of real separable Hilbert spaces with the norms 
II . II.x, II . II,+ the inner products (., .)x, (., .),2 and correspondent orthonormal basises 
{ek& and {cji)j”=l. 
Let (Q, F,P) be a complete probability space with complete right continuous filtra- 
tions {Ff}las and {F} et f20, such that for any t 20, Ft and fll are independent 
g-algebras; (0, 9, pfao, P), a complete stochastic basis with the right-continuous fil- 
tration {Fotas, Ft =F, V pt:,, i.e., the a-algebra, generated by 4 and pt. 
Define a X-valued continuous fi-martingale Mt and a 2-valued continuous 
Ft-martingale *f formally by 
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(Mt and A?t are possibly cylindrical), where (M,,ek)x, (M,,&?,),p are real-valued square 
integrable continuous martingales such that for all t30, 
[(M,, ek)X, (A?[, 6Zj)y] = 0, for all k, j. 
Further suppose there is a nonrandom constant Ct > 0 such 
(2.1) 
d[ (M, ek)x] < Cl dt, d[ (A&, &),$I d Cl dt, P-as. 
that for all k and t 20, 
(2.2) 
[., .] and [. ] are mutual variation and quadratic variation 
processes. 
of real-valued stochastic 
These conditions imply that the series in the definition of 
verge in the weak topology. ,.. _ 
n/r,, respectively A&, con- 
4. Let 9?‘, ar, gi, @I’, &?i!L’, and 4 c2) be Bore1 o-algebras on R, [0, T], ZPi, T(z), 
92(x, z), and Pz(&?., x), respectively. 
5. Denote by &(a, ,y%I) (i = 0,2,4) (p 3 2) - the Banach spaces of 9 4 9Yi-mea- 
surable z-valued pth integral random variables u with the norm (E((u](~)“J’; Sb(xi) is 
a set of Ft;,-measurable elements from L,(Q z). Let LP,y([O, T] x 52, z) be the Ba- 
nach spaces of 9!Ir @ .9 -+ 5?i-measurable, PI-adapted x-valued stochastic processes 
with the norm 
S2,9([0, T] x Q) - the Banach spaces of 98~ 18 5 + &?-measurable, R-adapted real- 
valued stochastic processes with the norm 
sup (IP(t))“2. 
O$IST 
Consider the following stochastic evolution equation (SEE) in 20: 
s 
I t x(t) =x0 + G(s,X(s)) ds + 
0 J B(s,X(s)) dM, 0 t t + J G'(s,X(s)>ds + I&, (2.3) 0 J 0 
where G : [0, T] x Q x 22 -+ Xi, G is 9r @ B 6~ ?& ---t 9&-measurable, B : [0, T] x !2 
x Xz-5?~(X,~o), B is 9Jr@Y@982-‘59r) -measurable, G and B are F,-adapted; 
G : [0, T] x Q x 20 -+ 20, 6 is &?r @ 9 @ go + %-measurable, fi : [0, T] x 52 x 
20 -4 92(3?‘, Xi), l7 is gr @ 9 @go ---) &$’ -measurable, C? and B are F,-adapted. 
We say that X :=X(t, o) (t E [0, T], w E Q) is a solution of (2.3) in yia on [0, T] 
that belongs to B2 - the Banach space of jointly measurable and gz-adapted x2-valued 
stochastic processes with the norm 
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if X E BZ and for every t E [0, Z’], X(t) satisfies SEE (2.3) in 20 (P-as. uniformly in 
t). Note that X being a solution in our sense basically means X is a strong solution 
on X0. 
Under some additional conditions we will prove by the method of fractional steps 
that, given E]lXc]I~ <oc, there exists a solution X of (2.3) in X0 on [0, T] such that 
XEB*. 
Let us make explicit assumptions on the coefficients of (2.3). 
1. Let G/x4,, Blx& be the restrictions of G and B onto [O,?‘] x a x X4. Assume that 
Gjxh : [0, T] x 52 x i%f$ --) 22 is Br @ 9 @ gd -+ Bz-measurable, 
Bj, : [0, T] x 52 x 24 -_Y2(X,X~) is %1?r@9@999~-+~~ (2)-measurable. 
Let G(~yn2, i]x; be the restrictions of G and L? onto [0, T] x Q x 22. Assume that 
GI‘IJU; : [O, T] x Q x SF2 --f X2 is .%r 8 9 @ &?2 -+ ?&-measurable, 
B/x, : [O, T] x 52 x 22 tJZ;(St?,%$) is .9?r@Y@B2+?82 (2)-measurable. 
Everywhere below we will use the same notation of G, B, 6, and 8 for both G, B, C?‘, 
and B and their restrictions onto X4 and 22 respectively. 
There is a nonrandom constant C2 >O and a random variable /? E &~([0, T] x Q) 
such that 
for all t E [0, T], EB2(t) < C2, 
and 
2. For all t E [0, T], x, y E Xi (i = 0,2), and P-a.s., 
Il~‘(wll? + IIB(‘&(,~,,, a2w + C2ll4l?~ (2.4) 
IlG(W - ~l’(WIf + Ilk4 - ~(~,Y)ll~*(~,~)~CZll~ - YII?. (2.5) 
3. For all s, t such that [s, t] C [O,T], x(t), y(t) E L2,9([0, T] x 52, Xi+2) (i = 0,2), 
and P-a.s., 
I 
I I 
I s 
f 
2(G(M~>>,x(~Ni dA + B(5.4~)) MA < C2 (1 + Ilx(~>ll’>dA 
s i s 
(2.6) 
J t 2(G(Ax(l)) - G(h Y(A)),x(l) - .Y(n>)t d2 s t + [I (B(b@)> - WA, A~))) MA s I s d C2 St IHA) - ~(N~ d4 i (2.7) 
where [. ]i denotes the quadratic variation of #i-valued stochastic processes. 
4. For all t E [0, T], x E 33, and P-a.s., 
IIWAII~ + lIW~x)ll~~~x,x6~ GC2(1 + Ilxll;>. (2.8) 
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Furthermore, assume that 
5. There is a jointly measurable and Ff-adapted map Mr : [0, T] x s2 x X2 + X0, 
satisfying for any s E [0, T], 4 E 22, 
and a jointly measurable and yl-adapted map M2 : [0, T] x Q x .yi”2 + 20, satisfying 
for any 4 E -%z 
essSUP~~ERO<liT iI”2(t~Wy6>ih<oo7 9 1. 
such that for any X, Y E B, c$ E .%fl, 
E i(GWW~ - G(s> Y(s)), 4)o ds 2 
9 ess supmEn ST lIW(s, ddll; ds s’ EIIX(s) - WI; ds> 
0 0 
~esssup,,n,OG,GT llMz(i~.~)ll~~‘rII~(~) - Y(s)ll~ds. 
0 
(2.9) 
(2.10) 
Remark 2.1. Note that, if 20 = X.2 = 24 and there is a nonrandom constant C2 > 0 
such that for all t E [0, T], x, y E X0 and P-as. the following hypotheses valid: 
IIGWllf + II~(~J&~,.~~~ GC2(1 + Ilxll;>, (2.11) 
IlG(u) - W,v>lli + llB(u) -B(~,Y)II~~(.~Y,~~)~C~IIX - ~4;. 
Then conditions (2.6)-(2.10) are satisfied. 
(2.12) 
Along with (2.3), consider the pair of “decomposed” stochastic evolution equations 
in 20 on every interval [s, r] c [0, T] with t E [s, r]: 
t t 
Z(t) = Z(s) + 
s 
G( I., Z( 2)) di + 
s 
&A, Z(A)) dMn> 
s s 
1 
Y(t) = Y(s) + J (?‘(A, Y(A)) dA + s J 
1 
&n, Y(Q)&& 
s 
(2.14) 
where Z(s), Y(s) are jointly measurable and adapted to the right-continuous filtrations 
Fs and $, = F, V F,, respectively. Since the functions G, B, c, and j are jointly mea- 
surable, G(s, .), B(s, .) are F,-adapted and G(s, .),i?(s, .) are F$-adapted, all the terms 
in (2.13), (2.14) are well defined. 
(2.13) 
Remark 2.2. Assumptions (2.4), (2.5) are nothing but a variant of the linear growth 
and the Lipschitz conditions for coefficients of (2.14) both in X0 and X2. Therefore, 
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the classical existence and uniqueness theorem for SEES in Hilbert spaces (see, e.g., 
Dalecky and Fomin, 1991) yields that, for every interval [s, r] c [0, T], there is a unique 
solution Y := Y(t, w) (t E [s, z], o E 0) of (2.14) in 2,~ that belongs to B~,l~,~l - the 
Banach space of jointly measurable and & = FT V gc-adapted X2-valued stochastic 
processes with the norm 
( 1 
112 
IIIyllls~,,,,,, = sup BllY(t)ll: 7 
s<tgr 
and for every t E [s, z] it satisfies the following estimate: 
EllY(t)ll~ 6eC3(‘+)(EIIY(s)]]? + C3(t -3) (i =0,2), (2.15) 
where C3 >O depends on C2 only. 
With regard to Eq. (2.13), assumptions (2.6)-(2.10) do not imply existence of a 
unique solution of (2.13) in %a that belongs to Bd~~,~l - the Banach space of jointly 
measurable and ptt, = F; V &-adapted X”-valued stochastic processes with the norm 
( > 
112 
IIIZlll&,[&~1 = sup aw)ll~ . 
s<t<r 
However, if one can prove existence and uniqueness of the solution Z E B~J~,~I of 
(2.13) in %a on every interval [s,r] c [0, T], then, for every t E [s,r], condition (2.6) 
and Ito’s formula imply 
EllZ(t)ljf <eC4(‘+)(EIIZ(s)JI? + C4(t - s)) (i = 0,2), (2.16) 
and, for two different solutions associated with initial data Z,(s) and Z&), assumption 
(2.7) leads to 
wG(t) - -Gwllt <eC4(‘-S)EIJZi(s) - Z2(~)ll~ (i= 0,2). (2.17) 
Here C, >O is a constant that depends on C2 only. 
The last estimate yields that the unique solution of (2.13) is continuous as a function 
of initial data. Therefore, by continuity one can extend the notion of solution of (2.13) 
to Fs-measurable initial conditions Z(s) satisfying B]]Z(s)ll~ <co with preservation of 
estimate (2.16). 
In addition, if X0 =X2 =%A and assumptions (2.4), (2.5), (2.11), (2.12) are sat- 
isfied, then there is a unique solution X E B2 of (2.3) in #c on [0, T] and both de- 
composed equations (2.13) and (2.14) have unique solutions in %a on any interval 
[s, rl c 10, Tl such that Z E B4, us, Tl, Y E Bz, rs, ?I, and estimates (2.15), (2.16) are satisfied. 
Lemma 2.3. (The fundamental lemma). Suppose there is a unique solution Z E Bd,~~,~l 
of (2.13) in .Xa 012 every [s, z] c [0, T], and let X0 be Fo-measurable and satisfy 
w&II; <co. (2.18) 
Then, given assumptions (2.1), (2.2), (2.4)-(2.10), there is a solution X E B2 of (2.3) 
in ~$70 on [0, T] that satisfies the estimate 
vt E LO, Tl, Bllx(t)((: ~ecf(BllXoIl~ + Cl), 
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where C > 0 is a nonrandom constant. This solution is constructed by the method of 
fractional steps. 
Proof. We will reduce the proof of the lemma to proofs of a sequence of propositions 
whose proofs are given in the Appendix. 0 
Consider the following stochastic decomposition procedure: 
for the fixed partition q,, = {to = 0 < tl < . . . < t,, = T} of the interval [0, T] set 
-?to) =x0, (2.19) 
since to = 0. Define processes Z”(t), Y”(t) by solving 
interval [ti_l, ti), i = 1,2,. . , n, the following equations: 
(recursively) in 20 on each 
P’ rf 
Z”(t) =Z”(t,_,) + .I G(A, Z"(l)) dl + t,-1 / B(&Zn(A)) MA, (2.20) I,-, 
Yfl(ti_,)=Z”(tIF), (2.21) 
f f 
Y”(t) = Y”(t,_1) + 
s 
@A, Y”(A)) d2 + 
.I 
RI, Y”(A)) dn;m, (2.22) 
f,- I L I 
Z”(ti) = Y”(tIF), (2.23) 
where Zn(tl-) and Y’(t‘F) are the left limits in 20 of Z”(t) and Y”(t), respectively, 
as t+ti. 
Proposition 2.4. Z”(t) and Y”(t) are jointly measurable, X2-valued cadlag stochas- 
tic processes, adapted to the right-continuous filtrations Fts_, =F, v gt,_, and FtLt = 
l$, V fit, respectively. 
VtE[ti_l,ti), i=1,2 ,..., n, k=0,2, 
El\Z”(t)ll: ~e(C3tl-I+C4t)(E11Xol(: + Cjti__l + Cbt), (2.24) 
EllY”(t)ll: ~e(C3t+C4fl)(EIJXgI(:. + Cjt + Cdti), (2.25) 
where C, > 0 and C4 >O are the nonrandom constants from (2.15) and (2.16). 
Note, that the constants in the right-hand side of (2.24) and (2.25) are independent 
of n. 
The recursive procedure (2.19)-(2.23) implies that W E [ti-1, ti), i = 1,2,. . . , n, Z”(t) 
and m(t) are solutions of the system of stochastic evolution equations 
s 
f 
z”(t) =x0 + G(A, Z”(A)) d/l + 
0 s 
f 
@&Z”(A)) dM. 
0 
s 
I,-1 
.I 
L I 
+ 6( A, Y”(A)) d2 + B(& Y”(A)) d& (2.26) 
0 0 
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6 
Y"(t) =x0 + J G(&Z”(l))di + 0 J 
6 
B(kZ”(1))dK 
0 
J I J t + G(1, Y”(A)) d2 + &1, m(n)) dn;m, (2.27) 0 0 
P-as. in 20. 
Proposition 2.5. ‘dt E [ti- 1, ti), i = 1,2,. . . , n, 
ElIY”(t) - zfl(t)ll~~C(T,C1,C2,C3,C4)(1 +.WGIl~Wamqn, (2.28) 
where the jinite positive constant C(T, Cl, C2, C3, C4) depends on T and the constants 
from the assumptions (2.2), (2.4), (2.8), (2.24), and (2.25) only. 
Adding and subtracting, we can rewrite Eq. (2.26) for P(t) (ti-1 dt <ti) in the 
following form: 
z”(t) =x0 + J 
I 
G(&Z”(A))dl+ 
0 J 
f I 
B(& Z”(A)) dM, + 
J 
G(&Z”(n))dn 
0 0 
J 
t + B(n,z”(n))dL5 + r(t) (2.29) 
0 
P-a.s. in yi”o, where 
y(t) = s”-’ (@I., r”(n)) - G(A,Z”(1))) d2 - J’ c(l, Z”(A)) d2 
0 b-l f-l t + J (B(1, Y” A)) - &Z”(I))) &I. - J &Z”(l))d&. 0 h-1 
Introduce 
G,(A, Y", Z”) = 
i 
G<a, y”(/2)) - G(&Z"(A)), O<A<ti_l, 
-&AZ”(J)), ti-1 <;l<t 
and 
&(A, Y”,Z”) = 
i 
B(A,Y”(lt)) -B(A,Z”(A)), O<lt<ti-1, 
-W,Z”W), ti-1 <Act. 
(2.30) 
(2.31) 
Then 
5"(t)= J f 6,&i, Y”, Z”) dl + 0 J t &(A, Y”,Z”)dA&. (2.32) 0 
Let q,={zo=O<zl<z2<.‘. (7, = T} be another partition of [0, T], qm I qn (qm 
contains all points of qn). Then for any j E { 1,. . . ,m} there is an i E { 1,. . . ,n} such 
that [~j_,,~j)C[ti_1,t;). 
Let Zm(t), Ym(t) be stochastic processes defined by the same recursive procedure as 
in (2.19)-(2.23) but now for the partition qm of [0, T] instead of qn. Then, for any 
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tE[Tj_l,Tj), j=l,...,)Iz, 
Z”(t) - Zm(t) = J ’ (G(A,Z”(A)) - G(A,Z”))dA 0 f 
+ 
s 
I(B(A,Z"(i)) - B(l~,Zm(l~)))dA4J. + J (G(k,Z”(A)) - G(A,Z”(A)))dIv 0 0 
+ J i(d(l,z"(i)) -B(i,Z"(I)))dA& + y(t)- 4"(t), (2.33) 0 
P-as. in %a (t”(t) is defined in the same way as r(t), but for the partition qm of 
[0, T] instead of qn). 
Proposition 2.6. VtE[tj-,,~j)([Zj-,,Zj)C[ti_1,ti)), j=l,...,m; TZ,VZEN, 
EllZ”(1) - Zm(t)lli<L(l +E(IXo(l:)(diamq, + diamq,), (2.34) 
where L := L(T, Cl, C2, Cj, Cd) >O is finite and depends only on constants T, Cl, Cz, CJ 
and Cd. 
Proposition 2.7. {Z”}:, converges in &y([O, T] x a,&?~) as n -+ 00, and the limit 
process is an element of B2 (which we will denote by X = Y @ Z). For every t E [0, T] 
it satisjies the estimate 
-W?t>ll~ Ge (C3+C4~‘(EllXo~~; + (C3 + C4)t). (2.35) 
Proposition 2.8. The limit process X = Y @ Z E B2 from Proposition 2.7 is a solution 
qf (2.3) in 20 on [O,T]. 
Corollary 2.9. Let D be a closed subset of 20, X0 E D, and suppose that the maps 
Z(t,s), Y(t,s) of Lz(Q,%o) into L~(S;Z,HO), dehned by 
Vs,t : O<s<t<T, Z(t,s) : Z(s) H Z(t), (2.36) 
Y(t,s) : Y(s) ++ Y(t) (2.37) 
leave D invariant. 
Then, ‘dt E [O,T], nEN, Z”(t), Y”(t) and X(t)=(Y@Z)(t)E D, P-a.s.. 
Let A(s) (s 20) be a family of closed linear operators in X0 with constant domain 
9 which is dense in 20. Suppose A(s) generates a strongly continuous linear evolution 
family U(t,s) in X0. (We say that linear evolution family U(t,s) is strongly continuous 
in #O if for all v E zo, lim,,o JJU(t,O)v - 0110 = 0). 
Let 20 = X2 =X4. Consider the following SEE in Xi on [0, T]: f t 
X(t) = u(t, 0)X0 + I’ U(t,s)G(s,X(s)) ds + J u(t>s)B(&X(s))dM .o 0 
I I 
+ J U(t,s)&s,X(s))ds + J U(t,s)&s,X(s)) dfy;I,, 0 0 (2.38) 
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where the martingales MS, I@$ and the functions G, B, 6, B are defined in the same way 
as in (2.3). 
Assuming A(s) E Z(%e), let us consider, along with (2.38), the SEE 
t 
X(t) = x, + 
J 
A(s)X(s) ds + 
0 s 
t 
s 
t 
G(s,X(s)) ds + B(U(s)) dM 
0 0 
t t 
+ 
s 
&s,X(s)) ds + 
s 
&,X(s)) dn;r, (2.39) 
0 0 
in Zs on [0, T]. The general theory of evolution equations implies that, if X E BZ is a 
solution of (2.39) in 20 on [0, T], then it is also a solution of (2.38) in xc on [0, T]. 
But Eq. (2.39) is of type (2.3), since A(t)x + 6(&x) satisfy conditions imposed on 
G(t,x) in (2.4) and (2.5). Therefore, one immediately obtains the following: 
Corollary 2.10. Let 20 = ~$2 = SE,. Assume that conditions (2.1), (2.2), (2.4), (2.5), 
(2.1 l), and (2.12) are satisjed, X0 is PO-measurable, and 
EllxoII$ < fxJ. 
If in addition, for each s E [0, T], A(s) E 9(X0) and supos~cT JJA(s)I(IP(~) <oo, 
then there is a unique solution X E B2 of (2.38) in ~60 on [0, Tj. This solution might 
be constructed by the method of fractional steps with the decomposed equations 
I t 
Z(t) = Z(s) + J G(A;Z(A) d2 + J W,Z(i))dM, s s t t t 
Y(t) = Y(s) + J A(A)Y(I) d2 + J G(n, Y(L)) dl + J B(& Y(A)) &A. s s s 
For unbounded A(s) we assume that there is a sequence of operators AN(S) E P(Zo) 
(N E N) measurable as the map from $?r into the Bore1 a-algebra on _!Z(r%s), and gen- 
erating a sequence of linear evolution operator families UN(t,s) such that the following 
conditions are satisfied: 
There is a real CI such that 
Vt,s : O<s<t, VNEN, I(U(t,S)(I~(~OO)~eea(t-s), I(UN(t,s)((y(~~~e”(‘-‘), 
(2.40) 
for any T>O, hEA% 
SUP IlUidt,sP - Wt,s)hllo+O as N-co, (2.41) 
O<s<t<T 
and there is a sequence of constants C,v > 0 such that 
vs E [O, Tl, II4vWllu~~~ d G. (2.42) 
Remark 2.11. If U(t,s) E U(t -s) with A(s) r A, take AN(S) =A,v := N(U( l/N) -Z), 
and UN(t) := exp{tAN} = exp{ -Nt} exp{NtU( l/N)}, where I is the identity operator 
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on X0. Then estimates (2.40) hold, and (2.41) follows from the Trotter-Kato theorem 
(see, e.g., Davies, 1980). 
Consider the sequence of the following SEES in 20 
s 
f I t 
xv(t)=& f AN(s)XN(s)ds+ 
0 s 
G(dW))ds + m&(s))w, 
0 s 0 
f f 
+ 
s 
@AN(s)) ds + 
s 
&s,&(s)) d&, N E N (2.43) 
0 0 
and the sequence of correspondent decomposed equations in X0 on every interval 
[s, z] c [0, T] with t E[s, T]: f t zv(t)=-G(~) + J G(A,Zi,(i))dA + J B(&ZJv(n))dMb (2.44) s s 
t Ydt>= YhJ(S)f J A,(l)Kv(A) d1+ s J t (?(A, YN(A))di, s 
J f + B(A, YN(J.))&j., NE N. (2.45) s 
If x, is a solution of (2.43) in 20 on [0, T], then, for any t E [0, T], P-a.s. in 20, 
&I(t) satisfies the equation: t f &f(t) = uN(t,O)& + J UN(t,s)G(s,XN(s))ds+ J '%'(t,s)B(%XN(s))d 0 0 
J t J f + hdt,@(&&v(~))d~+ uN(t,#(hXN(d)& (2.46) 0 0 
which approximates (2.38). 
Lemma 2.12. Let 20 = I& = x4. Assume that conditions (2.1), (2.2), (2.4) (2.5) 
(2.1 l), (2.12), (2.40)-(2.42) are satisjied, X0 is Fo-measurable, and 
Then, 
(1) for each NE N, 
on [O, Tl; 
there is a unique solution X, = YN @ZN E Bz of (2.46) in ri”, 
(2) if there exists a solution X E iEB2 of (2.38) in ~970 on [0, T], then 
v’t E to, Tl, ,$&EIjx(t) - x,(t)lli = 0. 
The proof of the lemma is given in the Appendix. 
Remark 2.13. In case 20 = 22 = X4, one can use the fractional step method to study 
stochastic integral equations of the more general type than (2.38). In Goncharuk and 
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Kotelenez (1995) we applied the fractional step method to study the following stochas- 
tic integral equation in 78s on [0, T]: t t 
x(t) = bet> + J U(t,s)G(s,X(s))ds + J vt, s)B(%w)) w 0 0 
J 
t 
J 
t + U(t,s)&,X(s)) ds + 44&%X(4) dk, 
0 0 
where U(t,s), G, B, t?‘,B are defined in the same way as in (2.38) and $ : [0, T] x s2 --+ 
2470, Ic/ is gT @ 9 --) &&-measurable, &adapted, and such that $ E Lz,y([O, T] x Sz, X0), 
P-as., $ := II/(. , w) E C([O, T], ~$0) - the space of continuous functions from [0, T] into 
Xc, and + satisfies 
sup ElIti(t) <my 
OCtGT 
3. Positivity conditions and comparison theorem for a class of function valued 
stochastic evolution equations 
We now specify the functional spaces, the continuous martingales and the functions 
G, G;, B, B from Section 2. 
1. Let 0 c Rd be some domain and p be a o-finite measure on the Bore1 o-algebra 
&Jd of 0. X0 = ~8~ =: L2(0) := L,(cO, dp) is the Hilbert space of real-valued dp-square 
integrable functions on 0, the scalar product on Lz(0) will be denoted by (. , .), and 
the norm by I].]/. L;(U):= (felt: f >O}, where f30 is by definition f(r)>O, 
dp-a.e. 
2. Suppose that {Pk(t)}gl is a sequence of independent real-valued N(O, t)-dis- 
tributed Brownian motions, defined on Sz and Ft-adapted; Qw - a nonnegative linear 
bounded self-adjoint operator on Lz(0). Define the Lz(Lo)-valued Brownian motion 
W(t) with covariance operator Qw as a Gaussian random field such that 
v4 E L2(0), (w(t), 4) := 2 PjCt>(49 +j), 4j := C$ej. 
j=l 
Here {ej}]zl is an orthonormal basis in Lz(cO). Let P, be a projection in L2(0) onto 
the closed linear span of {4r,&,. . . , &}. 
If Q; is of Hilbert-Schmidt class, we call W(t) a regular L2(0)-valued Brownian 
motion. If Q, “’ is not Hilbert-Schmidt, W(t) is called a cylindrical Lz(O)-valued Brow- 
nian motion. In particular, if Qp = I (the identity operator of Lz(O)), we call W(t) the 
standard cylindrical Lz(Co)-valued Brownian motion. Set A? := Lz(cO), A? := Lz(Lo), 
M(t), the standard cylindrical Lz(Lo)-valued Brownian motion, and k(t) s 0. Clearly, 
Mt and A& satisfy assumptions (2.1) and (2.2). 
3. Let R and c be jointly measurable and Ft-adapted functions from [0, T] x 52 x 
0 x iw into R. We will use the same symbols g and R below to denote rr(s, 0,X) = 
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a(s,o,. ,X(.)), which acts as a multiplication operator on Lz(O), and R(s,o,X)= 
R(s,o,.,X(.))ELz(O), (i.e., WCC”, XEL2(0), a(s,o,X)(r):=a(s,cu,r,X(r)), R(s,o, 
X)(r):=R(s,w,r,X(r))). 
Set G(s,w,X):=I?(s,o,X)=R(s,w,X) - R(s,o,O), G(s,o,X):=R(s,o,O),B(s, 
o,X):=cJ(s, W,X)Q$ B,(s,o,X):=a(s,o,X)P,Q~, and B=O. 
Consider the following stochastic integral equation in Ll(C”): 
f 
X( t ) = U(t, 0)X0 + 
.i 
U(t,s)R(s,X(s))ds + 
0 .I 
f 
u(t,s)@s,X(s)) dW(s). (3.1) 
0 
Let us make assumptions on the coefficients of (3.1): 
U(t,s) and U~(t,,s) are defined as in Section 2, satisfy conditions (2.40)-(2.42) 
and in addition, there are y E [0, 1) and a finite positive constant c such that Vf E L~,.F 
([0, T] x 0, Lz(0)) and t E [0, T] the following estimate holds: 
I 2 I 
E is U(t,s)f(s)dW(s) /I .I <c (t - s)-‘E/]f(s)]12 ds, 0 0 (3.2) 
where f(s) acts as a multiplication operator on Lx(O) (cf., Kotelenez, 1992a,b). 
U(t, s) is positivity preserving. (3.3) 
((3.3) means, VfE L;(U), U(t,s)fELz(6) (V.s,t: Ods<tdT)). 
VNEN, u~(t, s) is positivity preserving. (3.4) 
Remark 3.1. If U(t), U,+,(t) are strongly continuous semigroup and its approximation, 
defined in the Remark 2.11, then it is obvious that UN(~) is positivity preserving for 
all N E N, given U(t) is positivity preserving. 
Let B be the Banach space of jointly measurable and &-adapted Lz(C?)-valued 
stochastic processes X :=X(t, w) (t E [0, T], w E Sz) with the norm 
( ) 
I:2 
lll~llle= oYJTw(t)l12 . . . 
Assume that there is a nonrandom finite constant K >O and /I E B such that I I IpI le 
6K, and P-as., 
V’tE[O,T], t-E@, X,_YER, pqt, w,y,O)I + I~~,wY,O)I <K + IP(t,o,r>l, (3.5) 
lRt,wr,x) - R(cw,r,y)l + I~(~,~,~,x) - ~(~,w~,y)ldKlx - ~1. (3.6) 
Moreover, assume 
PL(fi > < +m (3.7) 
or 
R(t, r, 0) = rJ(t,r, 0) = 0. (3.8) 
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Lemma 3.2. Given EJJ&l12 <cc and assumptions (2.40), (3.2), (3.5)-(3.8), there is 
a P-a.~. unique solution X of(3.1) in L2(0) on [O,T] that belongs to B. 
Proof. We will prove the statement of the lemma, using the contraction mapping 
principle. 
Let X E B. Define 4 : X H q(X) by I t VW(t) = 
s 
U(t,s)R(s,X(s))ds + J U(t,s)o(sAs)) dW(s). (3.9) 0 0 
By construction, r&Y)(t) is &adapted. Assumptions (2.40), (3.2), (3.5)-(3.8) yield 
VX, Y E B, t E [0, T], 
%W(t) - W>(Ol12 d(a, T,K) 
J 
‘(t - s)-YEJIX(s) - Y(s)l12 ds, (3.10) 
0 
where C? := c(c(, T, K) >O is a finite constant, depending on c(, T, and K, only, and 
%W(t)l12 GC(T,a>y>K)(l + ll1~llli)~ (3.11) 
EllGXt) - r(Y)(t)l12 ~CV,~>IJ>K)IIIX - Yllli, (3.12) 
where C(T, LX, y, K) is a finite positive constant that depends on T, LX, y, and K, only. 
Estimates (3.11) and (3.12) imply that rl is a continuous map from B into B. 
(3.1) is equivalent to the equation 
X(t) = U(t, 0)X0 + t&Y)(t) =: q(X)(t) 
in B. Since r~ : B A B is continuous and U(. ,0)X0 E B, f is a continuous map from 
B into B, as well. Now, to prove the existence of the unique solution of (3.1), it is 
sufficient to prove that the map ri has a unique fixed point in B. 
From definition of + and (3.10), VX, YE B, t E [0, T], 
Ellf(x)(t) - W’)(t)l12 <&cc T,K) J ‘(t - s)-~EIIX(S) - Y(s)(12 ds. 0 
This last estimate and Lemma 1.8 of Kotelenez (1992a) (or Walsh (1986)) yield, 
there is another constant c > 0, depending only on T, y, and c, and an integer jZ 1 
such that Vt E [0, T], m = 1,2,. . . and fin := f. . . . . ij (m times) 
Ellip(X)(t) - q”‘(Y>(t)llk & ~~~lli(x)W - rl(Y)Wl12ds, 
which implies that rim’ is a contraction in B. Hence, rj has a unique fixed point in B. 
0 
In this section we derive some sufficient conditions for the positivity of the solution 
of (3.1) and prove a comparison theorem for it. The main tools will be Lemma 2.12 
and limit arguments. 
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Following Kotelenez (1992b), we first consider the approximate equations t t X"(t)= U(t,O)Xo + J U(t,s)R(s, m(s))ds + J u(t,s)a(s,X”(s))dW,(s), 0 0 
(3.13) 
where Wm(t) =P,W(t), and t t &Y(t)= U,(t,O)Xo +J Uv(~,~)W&Y~))ds+ J u,(t,s)a(s,x,(s))dW,(s), 0 0 
(3.14) 
or, using the notation G, G, B,, 
J t X{(t)= U,(t,O)Xo + u~(t,s)G(s,X;(s))ds 0 t t + J u,(t,s)B,(s,X,"(s))dM(s) + u,(t,s)G(s,X;(s))ds. (3.15) 0 J 0 
Both Eqs. (3.13) and (3.14) are of type (3.1). Therefore, assuming that conditions of 
Lemma 3.2 are satisfied, they have unique solutions in &(Lo) on [0, T] that belong to B. 
For all m E N, decompose (3.15) as in (2.44) and (2.45) with B:= B,, B=O: t Z,"(t)=Z,"(s)+ J t k(A,Z;(A))dIb + J a(kZ,(n))dW,(A), (3.16) s S t t 
Y;(t) = Y;(s) + J &(A)Y;(A)dA + J R(A, 0) d1.. (3.17) S S 
Theorem 3.3. Suppose that X0 is Fo-measurable, E](Xolj2 <CC and conditions (2.40)- 
(2.42), (3.2) (3.4)-(3.8) hold. 
Then the fractional step limit process X$‘(t) = (YN @Z{)(t), dejned by the recursive 
procedure (3.16), (3.17), and (2.19)-(2.23), exists and is the solution of (3.14) in 
L2(@ on LO, Tl. 
Moreover, 
Vm E N, t E [0, T], X;(t) -+X”(t) in mean square as N + 00, 
where X” is a solution of (3.13) in Lz(Cr) on [0, T]. 
Proof. One can easily verify that Vm E N, all conditions of Lemma 2.12 are satisfied, 
which immediately implies the statement of the theorem. 0 
Theorem 3.4. Suppose the assumptions of Theorem 3.3 hold in addition to: 
Vs E [0, T], P-a.s., R(s, 0) 3 0 and a(s, 0) 3 0, (3.18) 
P-a.s., X,20. (3.19) 
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Then Vt E [0, T], m E N, and P-a.s., 
Xrn(t) 20. (3.20) 
Proof. (i) Following Kotelenez (1992b) (the proof of Lemma 2.2), we may inter- 
pret (3.16) as a family of stochastic ordinary dz@rential equations (SODEs), in- 
dexed by the space parameter I-, and uniqueness of solutions for those SODEs implies 
Z;(t) 30, P-as. if Z;(s) 20, P-a.s. So, Zc(t,s) : Z;(s) H Z;(t) (cf. (2.36)) leaves 
L;(0) invariant. 
(ii) (3.17) is equivalent to 
s 
f 
Y;(t) = Uff(t,s)Y,“(s> + uN(t, A)R(& 0) dJ, 
s 
and Y$(I)>O, provided Y;(s)>O, by assumptions (3.4) and (3.18). Hence (cf. (2.37)) 
Y;v”(t,s) : Y;(s) ++ Y;(t) leaves L2+(0) invariant. 
Now, Corollary 2.9 implies (3.20). 0 
Corollary 3.5. (Positivity theorem). Given the assumptions of Theorem 3.4, 
vt E [0, T], P-as. X(t) 2 0. 
Proof. One can show (repeating the proof in Kotelenez (1992b) for our case of coeffi- 
cients depending on w and Y) that ‘dt E [0, T], J?(t) converges to X(t) in mean square 
as m -+ 00, where X E B is a solution of (3.1) in L*(0) on [0, T]. Now, Theorem 3.4 
implies the statement of the corollary. 0 
Suppose there are functions Ri(s,W,X), a(s,o,X), and Xi, i = 1,2 such that for each 
i= 1,2, Xi is Fs-measurable and El&,/j2 < 00; Ri, (T satisfy conditions (3.5)-(3.8); 
assumptions (2.40)-(2.42), (3.2), and (3.4) valid for U(t,s) and uv(t,s). 
Suppose in addition 
Vss[O,T], XE[W, P-as., R~(s,~,x)>R~(s,~o,x) and X,>Xd. 
Denote the solutions of (3.1) with functions R := Ri and Xs :=X, by X’(t) := 
X’(t, Ri(t),Xi). 
Corollary 3.6. (Comparison theorem). Under the previous assumptions, 
Vt E [0, T], P-a.s. X2(t) 2X’(t). 
Proof. Set 
x(t) :=X2(t) -P(t), 6(s,X(s)) := 4sJW - 4smsDx(s), 
X2(s) -Xl(s) 
R(s,X(s)) := Rl(sJ2(s)) - R,(s,X’(s)) 
X2(s) -X’(s) X(s) + R&,X2(s)) - R&X2(s)). 
(3.21) 
Then X(t) satisfies (3.1) in &(O) with coefficients R(t,X(t)),C(t,X(t)). 
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Let us check assumptions of Theorem 3.3 about R(t,X(t)) and 6(&X(t)). Due to 
assumptions (3.5)-(3.8) about Ri and (T, 
tit E [O,T], r E 9, x, yE R, 
lR(t,wr,x) -R(t,wr,y)l + 14t,W,r,x) - cr(t,w,r,y)l dKlx - ~1, 
where K >O and j3 E B are the same as in (3.5) and (3.6). 
Moreover, 
Vs E [0, T], P-a.s., 
R(s, 0) = R2(s,X2(s)) - Rl(s,X2(s)) 3 0 and G(s, 0) = 0. 
Now Corollary 3.5 implies 
b? E [O, T], P-a.s. X2(t) -X'(t) =X(t)>@ 0 
Remark 3.7. Theorem 3.4 together with Corollary 3.5 generalize the positivity results 
of Kotelenez (1992b) (Corollary 2.6) to the case of coefficients R(s,X),a(s,X) which 
depend on w and r. 
Similarly, Corollary 3.6 generalizes the comparison theorem (Theorem 2.5) of 
Kotelenez (1992b). 
4. Existence, positivity conditions and comparison theorem for a bilinear stochastic 
reaction-diffusion equation 
In this section we generalize some existence and uniqueness results of Kotelenez 
( 1995, 1996a) to the case of a bilinear stochastic reaction-diffusion equation which is 
associated with a system of particles without the constraint of total mass conservation. 
Now the functional spaces and the continuous martingales from Section 2 will be as 
follows: 
Define yi”o := L2(Rd, dr), where dr is the Lebesgue measure on the Bore1 a-algebra 
on W, ricm:= WT(Rd), the Sobolev space of real-valued functions on Rd with the 
square integrable Zth derivatives (0 d 1 <m), m E N; denote the norm in .%$, by II Ilrn 
and the inner product by (., .)m. 
Let Ft and & be independent, complete, and right-continuous filtrations; further let 
{&f(t)},“=,, j = 1,2,. . . ,d (respectively p(t)},“=, ) be sets of independent real-valued 
yl’“(O, t)-distributed F1 (respectively F’) Brownian motions. Set & = Ft VP;. 
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Abbreviate X:=~~:={x: x=(xi,xz ,..., xd), xi~%s, i=1,2 ,..., d}, $:=A!$ 
j=1,2 d, ,..., 
where {e,},:, is an orthonormal basis in 20, 
U(t)= 5 p(t)%. 
IF1 
Note that M(t),&(t) defined above satisfy assumptions (2.1) and (2.2) with Ci = 1. 
Introduce the random integral operator f(t) on Xt: 
V’f~%e~, ~E[O,T], r~l@, i=1,2 ,..., d, 
where Jij : [0, T] x D x Rd + R is jointly measurable and F,-adapted, Ju(s, o, .) E Cb 
( Rd, R) n Ll( Rd, dr), (Ll( E@, dr) is the Banach space of real-valued dr-integrable 
functions on Rd, with the norm (1 . 110,1, Cc( Rd, R) is the space of m times contin- 
uously differentiable bounded real-valued functions on Rd, where all derivatives up to 
order m are bounded, with the norm 111 . I Jim: 
where r=(q,rz ,..., rd)ERd, 
ali! ._., I,f(r) = car, ),, . . . (ard)jd f(r) and %i := % ,..., ld 
for lj = 
1, j=k,i 
0, otherwise. 
Assume, 
esssup Il4j(S>llo,l dc<~~ esssupI(I~j(s)ll16~c<~. (4.1) 
%W & w 
Let M(t) be a X-valued continuous Ff-martingale such that, for any r E I@, t E [0, T], 
4(&r)= (Jllll(t,r),~2(t,r>,. . .,&C&r)), 
where Ai(t,r) is a real-valued square integrable continuous martingale defined by its 
increments: 
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The mutual variation of A$(t,r) and ~&(t,q) is given by 
d[cAdt, r>, c&Cc 411 = 2 /- Jkj t,r - P)Jtj(t,q - p)dpdt=:~kl(t,r,q)dt, ( 
j=k lXd 
d 
d[rJ&(t, r), J%(t, r)] = c / Jkj(t, P)J/j(t, p> dp dt =: b/(t) dt. 
;=, R” 
(cf. Kotelenez, 1995). 
Introduce the integral operator 9 on .#i by 
VgEXf, rEPid, (g(t)g)(r) := J,., Qt,r - p)g(p) dp, 
where r : [0, T] x !2 x IWd + [w is jointly measurable and Ft=,-adapted, T(s, o, .) E Cl 
(Rd,R)f7Li(Rd,dr), and 
esssup Il~(~)ll0,1 dc<m esssupI)IT(s)l(14~c<CO. (4.2) 
S, 0, S, 01 
Let .2(t) be a y-valued continuous Fr:,-martingale defined by its increments: 
Vr E Kid, dd(t,r):=(g(t)dA?(t))(r) = 5 Ld I’(t,r - p)e,(p)dpdg”(t) 
n=l 
with mutual variation of d(t,r) and j(t, q) given by 
d[d(t, r), d(t, q)l = 
.I Qt, r - pY(t, 4 - P) dp dt. w 
Consider the following bilinear stochastic reaction-diffusion equation in ZOO: 
X(t) =X0 + ; f: 1’ &&)@(s) ds - 1’ v (X(s)F(s)) ds 
k,l=l ’ 
s I + V . (X(s) dAs) + ‘(R(s)X(s) + Ro(s)) ds 0 J' 0 
+ ohWW + ao(4>d&, 
s 
(4.3) 
where F=(F,,Fz,... ,Fd), Fi:[0,T]xS2x[Wd--+K!, i=l,&...,d are jointly measur- 
able and F,-adapted, and Vt E [0, T], and almost all WE s2, Fi(t,w, .) E C,‘(R”, R) n 
Li(Rd,dr), and 
(4.4) 
G, ~0, R, Ro : [0, T] x Sz x Rd + R are jointly measurable and p[-adapted, and Vt E [0, T], 
and almost all WEG?, R(t,w;), o(t,o,.)ECh2(IWd,[W)flLl(rwd,dr), Ro(t,o;), 
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oo(t, o, .)E Ci( Rd, R) n L.l( lRd, dr). Moreover, we assume that for any f E {R,&, C,CO} 
esssup iif(s)/j<c<oo, (4.5) 
S. 0 
where ks>IT= Ilf(~>ll~,~ + Ilf(~>b 
Decompose (4.3) into 
Z(t) = Z(s) + ; k J’ ~kl(~)a;,Z(~) di - 1’ V (Z(A)F(A)) d1 
k,l=l s S 
s t + V . (Z(l) d&i 1, (4.6) S 
y(t) = Y(S) + J ‘(R(A)Y(,.) + Ro(A))dA + J t(&W(J) + go(n))d& (4.7) s s 
Theorem 4.1. Assume (4.1), (4.2), (4.4), (4.5),X0 is PO-measurable, andEJ]XoIj~ <CQ 
Then there is a unique solution X E 82 of (4.3) in Yyeo on [0, T], satisfying 
vt E LO, Tl, EllX(t)ll~ 6eC(dyc)‘(EI(&II~ + C(d,c)t), (4.8) 
where C(d, c) >0 is a $nite nonrandom constant, depending on d and c from (4.1), 
(4.2), (4.4), and (4.5), only. This solution is constructed by the method of fractional 
steps with the decomposition into (4.6) and (4.7). 
Proof. \dt~[O,Tl, r=(rl,rz,...,rd)E@, define G:[O,T]xS2x~~-+yi0 by 
Vx E 22, G(t,x)(r) := i 5 &(t)&(r) - V . (S(t))(r) 
k,l=1 
B:[O,T]XQX&+Y,(X,Y~“~) by 
VXk&, f Ez;, (B(U)f )(r) := V . (-Wt)f )(r) 
= 2 &(x(r)(s(t)f )k(r)), 
k=l 
%sE%, Z‘(t,x)(r):=R(t,r)x(r) + Ro(&r>, 
@(f,x)g)(r) := (46r)XG-) + ~0(6r))(~(t)gXr). 
Using the notation Mt,at,G,G,B,B, we can rewrite (4.3) in the form (2.3). Then the 
decomposition into (4.6) and (4.7) is exactly the decomposition into (2.13) and (2.14). 
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Let us check the assumptions of the Fundamental lemma of Section 2: 
(i) Xo is Fc-measurable and EII_Xajlg <co. 
(ii) The bilinear diffusion Eq. (4.6) has been studied (in the more general set up 
of quasilinear SPDEs) in Kotelenez ( 1995, 1996a). It was shown there that under 
assumptions (4.1) and (4.4), there is a unique solution Z E B4,[s,r~ of (4.6) in lyi” on 
every interval [s, r] C [0, T]. 
Moreover, the following estimates hold: 
(Dkl(s>a:,x(s),x(~))*r ds + V . (x(s) d&y 1 
1 2i 
dC~(d,c) o’ Il.Wl;ids, .I 
(cf. Kotelenez, 1995, 1996a), and 
(4.9) 
where x(s) E L2,,~([0, T] x Q, X&+2) and Ct(d,c), Cl(d,c) are nonrandom positive 
finite constants, depending on d and c from (4.1) and (4.4) only. Now the linearity of 
G and B with respect to x yields (2.6) and (2.7). 
One can easily verify that, given (4.1) and (4.4) 
v’t E LO> Tl, x E 22, IlW~>ll; + ll~(~~)ll~~~.~,.~~~ ~GWll~Il:r 
where Cs(d, c) > 0 is a nonrandom finite constant, depending on d and c only. Hence, 
(2.8) holds. 
Assumptions (2.9) and (2.10) are satisfied with 
(iii) Consider the linear reaction equation (4.7). Assumptions (4.2) and (4.5) imply 
‘Jf E [O, Tl, x E 22~ P-w ll&~x>ll~~ + Il~(~,x)ll$,~~,,,,,, GG(d,c)(llxll~, + 11, 
II&x) - @>~>ll:~ + II&W -d(t,y)Il~I~,~,.~~~,~C~(d,c)llx - YII;, i = O>l, 
where Cd(d,c) >O is a nonrandom finite constant, depending on d and c only, which 
yield (2.4) and (2.5). 
(iv) So, we have verified that all conditions of the Fundamental lemma (Lemma 
2.3) of Section 2 are satisfied. Hence the fractional step limit process X = Y @Z E B2 
exists and is a solution of (4.3) in .%a on [0, T] that satisfies (4.8). 
(v) To show its uniqueness, assume that X’(t):=X’(t;&), X2(t):=X2(t;&) are 
two solutions of (4.3) in c#e on [0, T] that belong to B2, satisfying the same initial 
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condition: X’(0) =X*(O) =X0. Then (4.2) (4.4) (4.9), (4.10) and Its’s formula yield 
vt E [O, T], _qX’(t) - x*(t)ll; 6 C(d,c) s tEIJX1(s) - x*( )ll; d&T. (4.11) 0 
Applying Gronwall’s lemma to (4.1 l), we obtain: ‘dt E [0, T], EllX’(t) - X*(t)l/i = 0. 
0 
Theorem 4.2. (Positivity theorem). Suppose the assumptions of Theorem 4.1 hold 
with Ro(t) 20, go(t) = 0, and X0 20, W E [0, T], P-a.~. Then 
Vt E [O, T], P-a.s., X(t) 30, 
where X E B2 is a solution of (4.3) in X0 on [0, T]. 
Proof. Let us check the assumptions of Corollary 2.9: 
Consider the decomposition (4.6) and (4.7). 
(i) The map Z(t,s) : Z(s) HZ(t), defined in (2.36), leaves X0’ = {f E 2s: f 30) 
invariant by construction, since Z(t), which is the solution of (4.7) could be interpreted 
as the density (with respect to the Lebesgue measure dr on Rd) of the finite signed 
Bore1 measure on Rd associated with a system of particles with finite constant total 
mass (cf. Kotelenez, 1995, 1996b). Hence, if the initial density Z(0) at time t = 0 is 
nonnegative, so is the density Z(t) at time t > 0. 
(ii) Eq. (4.7) is of type (3.1) with X(t) := Y(t), U(t,s)=I, R(s,X(s)) :=R(s)Y(s), 
a(s,X(s)) := a(s)Y(s). Then, given Y(0) 20 and due to (4.2) and (4.5), assumptions of 
Theorem 3.3 are satisfied, and by Corollary 3.5 the map Y(t,s) : Y(s) H Y(t), defined 
in (2.37) leaves Xz invariant. 
(iii) The statement of the theorem follows now from Corollary 2.9. 0 
Consider (4.3) with two different sets of initial data: X0 :=4(O), R(t):=&(t), 
&(t):=&(t), i=1,2, and denote its solution for fixed i byxi(t):=x(t;xi(O),Ri,Ri,o). 
Theorem 4.3. (Comparison theorem). Suppose the conditions of Theorem 4.1 are sat- 
isfied with R and g dejined as above for i = 1,2, in addition to 
P-a.s., X~(O)>(XI(O) V 0) and Vt E [0, I”], 
P-a.s., Rz,o(t) 3 (Rl,o(t) V O), co(t) E 0. 
Then 
‘dt E [0, T], P-as., X*(t)~(Xl(t)VO). 
(Here, for all real a and b, a V b denotes the maximum of a and b). 
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Proof. For the proof we use the recursive procedure (2.19)-(2.23), (4.6), (4.7) below. 
(i) Denote by Z(t) :=Z(t;s,Zi(s)) the solution of (4.6) which at time s equals 
Zl(s), i = 1,2. Then by linearity of (4.6) with respect to Z, 
Z(C&Z,(S> - Z,(s)> = .qcs,Z2(s)) - Z(cs,Z,(s)). 
Given 
Z,(s) 3 VI(S) v Oh 
by construction (see the argument in (i) of the proof of Theorem 4.2), 
Vt E [s, T], P-a.s., Z(Cs,Z2(s) - Z,(s))>O, z,(t)ao, 
or 
Vt E [s, T], P-a.s., Z2(t)b(Zl(t) v 0). (4.12) 
(ii) Denote by Yl(t) := K(t;s, Yi(s)) the solution of (4.7) which at time s equals 
Yi(S), i = 1,2. Eq. (4.7) is of type (3.1) with X(t):= Y(t), U(t,s)‘I, R(s,X(s)):= 
R(s)Y(s), 0(8,X(s)) := o(s)Y(s). Then, given Y$s)>(Yr(s) V 0), by Corollary 3.6, 
Vt E [s, T], P-a.s., Y2(t)B(Yl(t) v 0). (4.13) 
(iii) Denote by Z;(t) := Z’(Z) the approximate cadlag stochastic process, defined by 
the recursive procedure (2.19)-(2.23) (4.6), (4.7) with R(A) :=Ri(A), Ra(n) :=&a(A), 
Z:(O) :=Xi(O). 
Given X2(0)3(X1(0) V 0), by (4.12) and (4.13) 
V’t E [0, T], P-a.s., z&)z(z,(t) v 0). 
Since V’t E [0, T], limdiamq, + a Z:(t) = Xi(t) in &(a, x0), we obtain the statement of 
the theorem. 0 
5. Fractional step method for a class of quasilinear stochastic differential equations 
of parabolic type 
In this section we construct solutions for a class of quasilinear stochastic differential 
equations of parabolic type using a variant of the fractional step method we devel- 
oped in Section 2 with the decomposition into linearized “drift” and pure “diffusion” 
equations. 
We introduce the following notation: 
1. Let %“, .x be real separable Hilbert spaces from Section 2. Introduce another real 
separable Hilbert space .X_ > x, where the embedding operator j : X + X- is of 
Hilbert-Schmidt class. 
2. Let w(t) be a standard &-adapted Wiener process in K with correlation operator 
the identity of xx. 
3. For the closed positive-definite linear selfadjoint operator C from Section 2, let 
J;+m U(dl) be the spectral decomposition for C in p. Set P, = s; E(dl). 
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4. Let GJx be the Bore1 o-algebra on a Banach space X. Use the notation 
P - lim,,, fn for the limit in probability of the sequence of F+Bx-measurable 
functions fn : Q+X (n E N). 
The continuous martingales from Section 2 will be as follows: Mt - 0, fit := W(t). 
Then & satisfies (2.1) and (2.2) with Cl = 1. 
Consider the following abstract parabolic stochastic differential equation in 2s: 
dX(t) = A(t,X(t))X(t)dt + B(t,X(t))dW,, X(0) = X,. (5.1) 
Assume that A(t,x) and B(t,x) in (5.1) satisfy the following assumptions: 
(Al) for every t E [O,T], x E 20, A(t,x) is a closed linear operator in X0 with the 
domain kS(A(t,x)) = 9(C), which is independent of t and x; 
for every k E {0,1,2}: 
(A2) [0, T] x 20 3 (t,x) H CkA(t, C?X)C-(~+‘) E 2(X0) is a 99~ @ 99s -+ 6$,t’- 
measurable function satisfying 
sup IICkA(t,C-kX)C-(k+‘)(JU(Jrb)<00; 
1,x 
(A3) for every t E [0, T], X0 3 x H CkA(t, C-k~)C-(k+l) E .Y(&) is continuously 
Frtchet differentiable, and its Frechet derivative CkA!Jt, C-kx)C-(k”) satisfies 
(A4) there is a constant c such that for every y E Zz, 
~,Upc~~~(t~C-~x)C-“Y,Y)o~cJlYll~; 
(Bl) [O, T] x -yi”o 3 (t,x) I-+ CkB(t, Cekx) E LYp2(X, 20) is a &Jr@&% + 9$)-measur- 
able function; 
(B2) there is a constant d such that for every x, y E 20, 
sup IICkB(t,C-ks)l12,,(,,,, 6d(l + ll~ll;>~ 1 
sup IlckW> C-“4 - B(t, C-k~))ll$,~x,~~o”o) ddllx - ~11;. 
f 
Remark 5.1. A model example of Eq. (5.1) is the initial boundary value problem 
$(t,r) = a(f,X(t))!&r) + b(t,X(t))X(t,r) 
+ 
s 
v 
c(t,r, M(t, r))@t, q) dq, y E (a, P), 
a 
vt E [O, T], X(C a) = X(t, p) = 0, X(0, y) = S(r), r E [a, PI, (5.2) 
where &j( t, q) is a space-time “white noise”, and coefficients a, b, c satisfy the following 
conditions: 
(i) for every X E &(Lx, /?) ~&([a, /?I), a(.,X), b(.,X) are real-valued continuous 
functions on [0, 7’1, and for every t E [0, T], a(t, .), b(t, .) are twice continuously Frechet 
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differentiable functionals on Lz(a,fi). Denote their first and second derivatives with 
respect to X E L~([E, /?I by ai, b&, u& and b&, respectively. 
(ii) There are constants at,, al such that for all t E [0, T], X E Lz(a, p), 
and b, ax, bk, a&, and b& are bounded with respect to t and X uniformly on [0, T] x 
Lz(% /r). 
(iii) c(t,~,q, Y) = cl(t,r,q) + c2(t,r,q) Y(t E [O, T],r,q E [a,P], Y E R); for every 
r E [z, /I], CI(.,T, .), CZ(.,Y, .) are real-valued continuous functions on [0, T] x [x, ,8]; 
for every (t,q) E [0, T] x [c(,,Q], cl(t, ., q), c2(t, .,q) are sufficiently smooth functions on 
]% PI. 
(iv) CI,C~, and all their derivatives with respect to Y are bounded uniformly with 
respect to t,r, and q on [0, T] x [x, fi] x [a, ,!?I. 
Define the space-time “white noise” correspondent to the Hilbert space Lz(a, /?) as a 
generalized function 5 E W;‘([O, r])@ lV;‘[(a,~]) such that for any 4,q E L2([0, T] x 
]a, PI>> t E w, Tl> 1 b 
E (JJ ~(s,xHs,x) dx ds $(s,x)5(s,x) dx ds 0 n t Ir = JJ $(s,x)$(s,x) dxds. 0 1 
Here W1-‘([~,fi]) is the negative Sobolev space of generalized functions dual to the 
positive Sobolev space FVzr([~,P]) of real-valued functions on [a,81 with square inte- 
grable mth derivatives (m = 0,l) and the standard norm. 
(See Dalecky and Goncharuk (1994) and Goncharuk (1995) for details). 
We say that X(t) (t E [0, T]) is a solution of Cauchy problem (5.1) in HO on [0, T] 
if X(t) is an .%-adapted stochastic process continuous with respect to t on [0, T] with 
values in 9(A(t, u)) and for any t E [0, T] satisfying P-as. Ito’s equation 
J t J t x(t) =x0 + A(s,X(s))X(s) ds + B(M(s))dW, (5.3) 0 0 
in 20. 
Sufficient conditions that guarantee existence of the unique (P-a.s.) solution of 
Cauchy problem (5.1) are given in the following theorem. 
Theorem 5.2. (Dalecky and Goncharuk, 1994). Suppose assumptions (Al))(A4), 
(Bl), (B2) we valid and X0 E Si+1(Xd) (a >O). Then there exists a unique (P-as.) 
solution X(t) (t E [0, T]) of Cuuchy problem (5.1) in 20 on [0, T] such that: 
(i) fov every t E [0, T], X(t) E So+, (U>fi>O), 
(ii) X is P-a.s. continuous into 22, and 
(iii) there is a nonrandom finite constant C > 0 such that 
(5.4) 
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(iv) for every k E (0, 1) and every p E [ 1,2 + j/2], there is a nonrandom jinite 
constant C, > 0 such that 
Vt E LO, Tl, Ellx(t)ll$ 6eG’(Wll$ + Cpt>, (5.5) 
(v) for every k E (0, 1) and every t E [0, T], there is a nonrandom jnite constant 
C, > 0 such that 
E sup Ilx(t)Il;k 6 C@lI&]l& + 1). 
O<S<l 
(5.6) 
Note that one can consider SEE (5.3) as an equation of type (2.3) with G(s,x):= 
A(s,x)x, B(s,x) = 0, A4, = 0, G(s,x) = 0, b(s,x) :=B(s,x), and & := W,. 
However, one can verify easily that the coefficients of (5.3) do not satisfy the con- 
ditions of the Fundamental lemma of Section 2. Namely, assumptions (A3) and (A4) 
imply that there is a nonrandom finite constant C >O such that 
for all s, t such that [s, t] c[O,T], x(t), y(t) E L2,9([0, T] x Q, Xi+2) (i = 0,2), and 
P-a.s.. 
J 
I 
2(G(kdA)) - G(A y(~)),x(~) - v(n))i dA 
s 
[s 
t + (WAX(~)) - WA Y(l)))W 
 1 i 
=I 
t 
44(54~))4~) - 44 Y(~>)Y(~>,x(~) - y(d))i dl 
s 
J 1 = %4(5x(~))W) - Y(~)>J(~) - y@))i dA s 
J t + 2&4(M~)) - 44 Y(~)))Y(~),x(~) - v(A))i d/i s 
GC J ‘(1 + Il~(~)lli+2M~) - y(Ult a. s
Thus, we cannot derive condition (2.7) for G(s,x) = A(s,x)x from (A3) and (A4). 
There is another reason that does not allow us to apply the Fundamental lemma of 
Section 2 directly. We would like to construct the solution of SEE (5.3) using its 
decomposition into linearized deterministic equation for the “drift” and pure “diffusion” 
equation in 20 on every interval [s, t] c[O, T]: 
s 
I 
Z(t) = Z(s) + 4AZ(s))Z(A) d4 (5.7) 
s 
J t W)=Y(s)+ WA Y(A))dWn. (5.8) s 
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To prove the convergence of the correspondent fractional step method scheme, we 
will use a combination of the approach of Section 2 and the stopping time technique 
analogous to the one developed by Dalecky and Goncharuk (1994). 
Remark 5.3. Note that the linear evolution equation (5.7) is a linearized version of 
stochastic evolution equation (5.3) with B E 0. Under assumptions (Al), (A2) and 
(A4), provided Z(s) E Hb (P-a.s.), for every t E [s, T], Z(t) E 2~. Then (5.7) has a 
unique (P-a.s.) solution in .%o on [s, T] and satisfies the estimate 
iiz(t)ll2k <eC(‘--s)IlZ(s)J12k UQ.s.) (k E {0,1,2}), (5.9) 
where c is the nonrandom finite constant from (A4). To obtain (5.9) for k = 2 one 
can use, for example, the approximation of operators A(s,n), which are linear and 
unbounded in X0, by bounded operators A,(s,x) = P,A(s,x)P,,,. 
Remark 5.4. Given assumptions (B 1 ), (B2), and Y(s) E S&(Xaq) (q 2 1 ), the stochastic 
evolution equation (5.8) has a unique (P-a.s.) solution in Ye, on [s, T], Y(t) E Siq(Xd) 
(t E [s, T]) and satisfies the estimate 
v’t E [s, n EII y(t>ll$ <eCq’UllY(s)ll~ + c,t> (kE (0, LZ}), (5.10) 
where C, > 0 is a nonrandom finite constant depending on q and d from assumption 
(B2) only. 
Consider the following fractional step method procedure: for fixed partition qn = 
{to=O<tl< ... <t,=T} of the interval [O,T] with At;=t, - ti-l (i=1,2,...,n), 
diam q,, = maxr <kGn A&, set 
Z,(t,)= qt;):=x,, (5.11) 
and define stochastic processes Zn(t), Y,(t) (t E [0, T]) by solving recursively in ;Ue, on 
each interval [ti_l, ti ) (i = 1,2,. . . , n) the following evolution equations: 
.I 
f 
zn(t)=zn(ti-1) + 4s,Zrdt,-l ))Gds>ds, (5.12) 
1,-I 
r,(t,_l):=z,(q), (5.13) 
K(t) = rn(kl) + 
s 
f 
W, Y,(s)) dK> (5.14) 
L I 
Zn(ti) I= m(ti). (5.15) 
Theorem 5.5. Given assumptions of Theorem 5.2, the approximating stochastic pro- 
cess Zn(t)(t E [0, z]) of the fractional step method procedure (5.1 l)-(5.15) converges 
in mean square to the solution X(t) of Cauchy problem (5.1) in S’?CI on [0, T] as 
diamq, + 0. 
Proof. We will reduce the proof of the lemma to proofs of a sequence of propositions 
whose proofs are given in the Appendix. 
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Proposition 5.6. Z,,(t), m(t) are s-adapted cadlag stochastic processes with values 
in S?J. For every t E [ti-1, ti) (i= 1,2,. . ., n), k E {0,1,2}, and p E [1,2 + p/2] they 
satisfy the estimates 
RllZn(t)ll~,P <e2Cr’(Rll&II~[ + 2C,t), (5.16) 
~ll~(t)ll~~6e2Cp’~(~II~~Il~~ +2C&), (5.17) 
where C, > 0 is a nonrandom finite constant independent of n. 
The recursive procedure (5.11)-(5.15) implies that for each tE [ti-r,ti) (i= 1,2,..., 
n), the approximating processes Zn(t), m(t) are the solutions of the following system 
of SEES in 2s: 
Zn(t)=& + gl’, A(s,G(t~-r))-G(s)~ + l’, A(s,L(Lr))G(s)ds 
j=l 
s 
I, - 1 
+ W, Y,(s)) dK, (5.18) 
&I 
Yn(t)=Xa + 21’ A(s&(tj-r))G(s)ds + l’B(s, K(s))dW,. 
jz1 tl-l 
(5.19) 
Proposition 5.7. The stochastic processes Z,,(t), m(t) from the recursive procedure 
(5.11)-(5.15) satisfy the inequality 
E sup WWI; + IIr,~~~ll:~2~~~~~ll~~II~ + 11, (5.20) 
O<l<T 
where CT > 0 is a nonrandom finite constant. 
Proposition 5.8. There is a nonrandom finite constant d(T) > 0 such that for all 
t E [ti- 1, ti ), 
Ellzn(t) - &(ti-1>IIt <d(T)(EII&llS + l)(Ati)2, 
Eli&(t) - Z(t)lli dd(T)(EJI&ll: f l)&. 
(5.21) 
(5.22) 
For each R > 0 and fixed n E N, introduce the stopping time 
5~,~ := inf{A E [O, T]: IlZ,(n)ll: + II K(A)llz >R2} A T. 
Here a A b denotes the minimum of a and b. Then, for every t E [0, T], 
sup (lIzn(~) + Ilw)ll:)>R2 
O<sSt 
This in addition to (5.20) implies, 
v’tE[O, Tl: P{tR,n++Ell&ll: + 11, (5.23) 
where Cr is the constant from (5.20). 
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Proposition 5.9. For each R > 0, there is a nonrandom jbzite constant C(R, T) > 0 such 
that for all t E [0, T], E >O, 
EllZ4t) - X(t)ll;l{,,y&,) <C(R, T)((EjIXoll~)“2 + l)diamqAi4, (5.24) 
PI IIZdf> - X(t)ll O>E and tR,n>t}< ~((EllXoll:)“2 + l)diamqA14, 
(5.25) 
where 1~ is an indicator of a set A c Q. 
The elementary inequality 
P{llZ,(t) -X(t)llo>E} <P{llz,,(t) -x(t>llo > E and ir~,n at} +P{tR.n <t> 
and estimates (5.23) and (5.25) yield 
b”t E [O, Tl, X(t)=P - lim 
diam qn +O 
Zn(t) 
in Ye,. Since EllZ,(t#, 4 is bounded uniformly in n E N (due to the estimate (5.16)), 
Vt E [0, T], X(t)= lim 
diam qn -0 
ZJt) 
Using the Lebesgue dominated convergence theorem, one can also prove that 
X(.) = limdi,,,,,-oG(.) in L2,9([0, Tl x QJ?o>. 
Appendix 
Proof of Proposition 2.4. By construction, on each interval [ti_i, ti) (i = 1,2,. . .,n), 
Eqs. (2.20) and (2.22) are of the same type as Eqs. (2.13) and (2.14) with s:= ti_1, 
z := ti, and for t E [ti_l, ti), Z(t) := Zn(t), Y(t) I= Yn(t). 
From Remark 2.2 one can conclude that, under the assumptions of the lemma, P(t) 
and Y’(t) are jointly measurable, X2-valued stochastic processes adapted to filtrations 
9 ll,_l and %,,1, respectively. Moreover, for every t E [ti-1, ti) they satisfy the following 
estimates: 
W”(t>lli Ge C4’f-1’-“(EIIZn(ti_~)JI~ + C4(t - tl_l)), 
EllY”(t)ll~ ~eC3”-“-“(EIJY”(ti)ll~ + Cj(t - ti_l)), k =0,2. 
Iterating these two estimates, one obtains: 
for t E [to,tl) EllZYt)ll~ <e”‘(EIIXoII~ + Gt), 
E/Y”(t)jl: <e”‘(EllZ”(t;)((: + C3t)deC3”CJ”(EJIXoII:. + C3t + C4tl), k =0,2, 
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for t E [tl, t2): Ellz”(t)llf 1 <eC4(‘-“)(EIJY”(tl)ll: + C4(t - tl>) 
@fl+C4f(EII&II: + C3t1 + C4t), 
EllY”(t)ll~ < ec3(f-“)(EI(Z”(t,-)II: + C3(t - tI)) 
< eC3’+C4’z(EIIXoll~ + C3t + Cd,), k = 0,2. 
Assume, for t E [ti_l, ti) (i E (1,2,. . . ,n - l)), 
WTt)ll~ de c3’1-‘+c4’(EllX~Il~ + CJti_1 + Cdt), 
EllY”(t)ll: <e C3f+C4fz(EJIX~II: + C3t + Cdti), k=0,2. 
Then, for t E [tiy ti+l ), 
EllZ”(t)ll~ 6 eC4(f-f’)(EllY”(t~~)II~ + Cd(t - ti)) 
< eC3frfC4f(EIIXOII~ + Cjti + Cdt), 
(A.11 
(A.2) 
Eli W>ll: d eC3(‘-“)(EIIZ”(t~~~)~l~ + C3(t - ti)) 
6 eC3f+C4fr+1(EIIXOII~ + C3t + Cdti+l), k =0,2. 
Estimates (A.l) and (A.2) and the mathematical induction principle imply (2.24) 
and (2.25). ??
Proof of Proposition 2.5. From (2.26) and (2.27) Vt E [ti-1, ti), i = 1,2,. . . ,n, we have 
4 6 
Y”(t) - z”(t) = s G(l, Z”(A)) dl + I B(I, Z”(A)) WA f f 
P-a.s. in X0, and 
s 4 El/Y”(t) - Z”(t)lli <4(ti - t) EllW,z”(~>)ll; di f 
+4E Ill 
b 
B(&Z”(A))dM,? 
f II 
2 f 
+ 4(t - ti-1) J EII~‘(~, Y’Wll; di 0 L I 
f 
+4E Ill &I, Y”(A)) da>. f- 1 II 
2 
0 
(A.3), in addition to assumptions (2.2), (2.4), and (2.8), yields 
(A.3) 
El/Y”(t) - Z”(t)ll; G e(T, Cl, C2) (s’b +EllWll:)d~ 
f 
+ 
s 
f 
(1 +W’“(4ll;)W. 
L I 
This last inequality along with estimates (2.24) and (2.25) results in (2.28). Cl 
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Proof of Proposition 2.6. Applying It8’s formula to [(Z’(t) - Zm(t)l& we find 
Jw”(t) - zmwll~ 
s 
t 
<2 E(G(A,Z”(A)) - G(A,Zm(l)),Z”(3,) - Z”(L)),dA 
0 
.I 
t 
+2 E(@,Z”(A)) - @&Zm(Q),Z”(Q - Zm(L)),dJ. 
0 
s 
t 
f2 E(&(A, Y”,Z”) - (?,,,(A, Ym,Zm),Z”(i,) - Zm(L)),dl, 
0 
SE 
[I 
t(B(n,zn(i)) -B(3~,Z"(I)))dM~ 
0 1 0 
+2E 
V 
t(B(n,zn(i)) - B(A,Zm(lb)))df& 
0 I 0 
+2E 
[s 
t(B,(n, Y”, Z”) - &(A, Yrn, Zrn)) d&2. . 
0 1 0 
Using assumptions (2.2), (2.5), and (2.7), we have 
(A.4) 
s t 2 E(G(kZ”(L)) - G(&Zm(n>),Z”(n) - Zm(n)), d3, 0 
SE [S ‘(~(~,z’(~~)) - B(l,Zm(A ))dM;, 1 I <C2 ’ EllZ"(A) - Z"(A)ll; di, 0 0 0 
(A.51 
2 s t E(~(~,Z”(i)) - ~(~,Z”(i)),Z”(~) - Zm(l)), d2 
0 
+2E 
V 
t(B(i,z”(n)) - &Zm(;l)))d& 
0 1 0 
t 
6(1 +(1+2cl)c2) 
.I 
EllZ”(A) - Zm(A)jl; dL. 
0 
(A.6) 
Moreover, 
2 
s 
‘E(G,(l, Y”,Z”) - &(A, Ym,Zm),Z”(A) - Z”(J.)),dA 
0 
+2E [s i(Bn(lz, Y”,Z”) - &(A, Y”,z”>)&~ 0 1 0 
s 
t 
62 Ellz"(A) - .W~~)ll;d~ + vn(t) + )~m(f), 
0 
(A.7) 
where 
t t 
Yln(t> = 
s 
.!#,(A, Y”,Z”)ll;dL + 4C1 
s 
Ell&O, Y”>Z”)l12,~cx,~,,d~~ (A.8) 
0 0 
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and a similar expression for urn(t). Eq. (A.4) and inequalities (A.5)-(A.7) yield: 
I 
I 
Ellz”(t) - z”Wll; 6h(C1,C2) Ellz”(l) - Z’VII; a+ m(t) + ~4th (A.9) 
0
where L1 := LI (Cl, Cz) > 0 is a constant, depending on Cl and C2 only. 
Recalling expressions (2.30) and (2.31) for 6, and B,,, one can obtain 
I 
I,- I 
&l(t) = Elli?(~, Y"(l)) - @%,Z”(A))ll;dA + 
s 
' EII@WV>#, 
0 f,- I 
+ 4CI 
s 
‘I-’ ElI& Y”(~)) - B(i,Z”(~))ll$,(,,,,,, di 
0 
L I 
’ 6 i2KG,C2) (1 Jqy”(n) - z”@)ll; + (1 + EllZ’V)ll;)d~ 0 I f, - 1 
where &T,CI,C;!)>O is finite and depends on constants T, Cl, CZ from (2.2), (2.4), 
and (2.5) only. A similar inequality is valid for qm(t). 
Now, using the estimate (2.24) from Proposition 2.4 and the estimate (2.28) from 
Proposition 2.5, we obtain 
m(t)6L2(T,Cl,C2,C3,C4)(1 +W&diamq,, (A.lO) 
(L2 :=Lz(T,Cl, C2, C,, Cd)>0 depends on constants T,ClrC2,C3, and C4, only), and a 
similar estimate for qm(t). 
These two estimates, (A.9), and Gronwall’s lemma yield (2.34). 0 
Proof of Proposition 2.7. Estimate (2.34) implies that {Z”}z, is a Cauchy sequence 
in L&[O, T] x Q, X0). Hence, there exists its limit in L2,9([0, T] x Q, 20). Denote 
it by X. Note that, due to (2.34), for any t E [0, T], {Z”(t)},“=1 is a Cauchy sequence 
in L2(Q, 20). Therefore, 
‘dt E [0, T], 3 ,llc Z”(t) =X(t) in L2(R, X0). 
Moreover, according to (2.24) Zn(t) is uniformly bounded in n in Lz(Q,Xz): 
Vt ??[0, T], El/Z”(t)ll; GE(C3+C4)‘(EI(XoII; + (C3 + G)t). (A.1 1) 
Then, repeating the argument of Lemma 3.3 and Remark 3.1 of Dalecky and Goncharuk 
(1994), one can easily prove that, for all t E [0, T], Zn(t) converges weakly to X(t) as 
it + 0;) in Lz(s2, Sz), and X(t) satisfies the estimate (2.35). 
Indeed, for fixed t E [0, T], the sequence {Z”(t)},“=, is bounded in Lz(sZ, Y62) uni- 
formly in n. Recall that yi”2 =D(C) and is dense in X0. Then, the sequence u,(t) = 
CZn(t) is bounded in L2(s2,%0) uniformly in n, and therefore, it is weakly compact in 
Lz(Q,Xo). Let v(t) be a limit point of {un(t)}E1 in L~(Q,%o) in the sense of weak 
convergence. C-’ is bounded in 20, then C-‘o(t) is a limit point of the sequence 
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C-‘v,(t) = Zn(t) in Lz(sZ, X0) in the sense of weak convergence. But Zn(t) converges 
to X(t) as n -+ cm in LQ(Q,X,). Therefore, C-‘u(t)=X(t), u(t)= CX(t) is a weak 
limit of un(t) in &(Q,Xe), and X(t) is a weak limit of Zfl(t) in Z~(Q,,ri”2). 
These considerations and (A.1 1) imply that X E B2 and the estimate (2.35) is 
satisfied. 0 
Proof of Proposition 2.8. For any t E [0, T], introduce 
J 
t 
J 
t 
A(t) := -X(t) +x0 + G&Y(s)) ds + q&W)) dM. + J 
t 
&,X(s)) ds 
0 0 0 
J 
t 
+ &X(s)) dA&. (A.12) 
0 
Since X E B2, all terms in the right-hand side of (A.12) are well defined, and iL E 
Z,&[O, T] x G?, X0). To prove that X E B2 is a solution of (2.3) in X0 on [0, T], it 
suffices to prove that for any t E [0, Z’], L(t) = 0 P-as. in 20. 
Using (2.29) for any t E [ti-1, ti) (i = 1,. . ,n) (n E N), rewrite A(t) as 
A(t) = Z”(t) -X(t) + 
J 
t(G(s,X(s)) - G(s,Z”(s))) ds 
0 
+ 
J 
i(B(d-6)) - B(s,Z”(s)))dMs + t(i;(s,X(s)) - & ,Z”(s)))ds 
0 J 0 
+ 
J 
t(B(s,X(s)) - B(s,Z”(s)))d& - 4”(t). 
0 
Then, for any 4 E yio2, 
V-(t), 4)o = (Z”(t) - x(t)> 4)o + 
J 
otWWW) - G(s>Z”(s)), 4)o ds 
+ Ott) - m,Z”(s)))dK, 4)o 
J 
+ 
J 
t(~(d’(~)) - ‘%Z’W), $)o d.s 
0 
and with assumptions (2.1), (2.2), (2.5) (2.9) and (2.10), 
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~R~(T,CI,C~) 11411~ + ess supwED 
( J ’ IlMb +>Il; ds 
+ ess su~,~o, 0~ldTlI~2~~~ 0, MB j 
x(Ellz”(t) - JJt>ll; + IIX - Z%.T + -WV)ll~)~ (A.13) 
For EllY(t)ll~ similarly to the estimate (A.lO) for a(t) from (A.8), one can obtain, 
(A.14) 
(A.13) and (A.14) now yield 
or, for any t E [0, T], n(t) = 0 P-as. in 2s. 0 
Proof of Lemma 2.12. The first assertion of the lemma follows from Corollary 2.10 
of Lemma 2.3 (the fundamental lemma of Section 2). To prove the second statement, 
note that, since by assumption there is a solution X E B2 of Eq. (2.38) in X0 on [0, t], 
then for V’t E [0, T],P-as. in Xs, 
J 
t + uN(t,~>&,~(~)> - &&v(s))) ds 
0 
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and, taking into account conditions (2.2), (2.40), (2.5), and (2.12), 
w?t) - Jw)ll; 6 9 sup Jq(u(t,O) - ~,~m)&ll:, 
O<t<T 
s 
t 
+el(~,cl,C2,Co JW(S> - XvC~,ll; d.s + YN, (A.15) 
0 
Where 
Y,,, := 9T 
s 
T E SUP II(U(4s) - hGW&WNll; d.s 
0 s<t<T 
f9Cl II - uN(t,s))B(s,X(s))ekII:,~ 
I 
T 
+9T 
0 
E,l;$T II(U(t,s) - uN(@))&,x(S))ll; ds 
E,zyr II - u,(t,s))B(s,X(s))Z;ill~ ds. 
. . 
By assumption, X E &, i.e., 
I 
T 
WWII; ds d I II4 I& < 00, 
0 
and due to (2.40), (2.41), (2.4), (2.11), P-as., 
b(S):= S;;JJT Il(u(t,s) - UN(t,s))G(s,X(s))ll~f2eaTC2(l + Ilx(s)ll;), 
. . 
?Nb) := ,:;zT Il(“(&S) - uN(6s))&3X(s))i\i <2e”T@2(s) + c2llx(s>llt>, 
h~,k@) := gzT Il(U(t,S) - u,(t,s))B(s,X(s))ekll~ d2eaTllB(s,X(s))ekll~, 
hN,j(S):’ s$JT Il(U(t,S) - u,(t,s))B(s,X(s))~II~~2e”TIIB(s,X(s))~ji(l~, 
. . 
and for each S, t E [0, T], P-a.s., 
$m, fN(s, f> = $m, f,.,,($ t) = $m, h~,k(S, t) = $m, iN,j(S, t) = 0. i 
Taking into account (2.4) and (2.1 l), 
( s 
T 
2eaTC2 T + EllX(s>lli ds d2exTG(T + IIIXI lli2>, 
0 ) 
J’ 
T 
2eRT W2(s) + C211X(S)II~)dSd2eaTC2(T + 111~111~2~, 
0 
T’= 
.I’c ’ k=I 
E,zyT ll(Wt,~) - u,(t,s))B(s,X(s))ekll~ds 
s 
T 
<2eaT ~ll~(s7x(s))l12,z(x,ja”o, ds< 2eaTG(T + lll4ll”B,>, 
0 
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Too 
SC 0 j=l E,zyzT lI(u(~s) - u,(t,s))B(s,X(s))~jII~ds . . 
Hence, by Lebesgue’s dominated convergence theorem, all terms in YN converge to 
OasN-+cqor 
$m, 7~ = 0. (A.16) 
+ 
Then applying Gronwall’s lemma to (A.15), we obtain 
which along with assumption (2.41) and condition (A.16) implies the statement of the 
lemma. 0 
Proof of Proposition 5.6. The statement of the proposition is the result of recursive 
procedure (5.1 l)-(5.15) and estimates (5.9) and (5.10) (By analogy to the proof of 
Proposition 2.4). 0 
Proof of Proposition 5.7. Applying Ito’s formula to &Zn(t)lli + IlY,(t)(l& where 
t E [ti_l,tj), we have 
IIzt(~)ll; + Ilm<oll; 
=2,,uo,,:+2~~il ( A ( s,zn(tj-l ))zn(S)~zn(s))2 CLS 
jcl ‘f-1 
s 
t 
+2 (A(s,Z,(t;-l))Z,(s),Zn(S))ZdS 
1,-l 
+2 2 1” (A(s,&z(tj-l ))zn(~), K(s))z ds 
j=l t, - 1 
s 
L I 
+2 (Ws, K(s))~,&(s))z d K + 2 ‘(W, Y,(s)) .> Yn(s)h d K 
to s to 
“-’ + 
s 
’ IIW, Yn(~))ll~~(~,xi) ds + .I IPh K(s))lluzw,m ds, 
(P-as.) 
to to 
Using assumptions (Al), (A2), (A4), (Bl), (B2) we obtain 
J I,- I IlU~)ll~ + Il~nwll; d wGII; + c Wn(~)II; + IIKWll;N~ ta 
+C 
s 
’ IIZ,,(s>II: ds + 2 I’-‘(B(s, Yn(s)).,Z,(s))z d W, 
to IS to 
II 
t 
+2 (W, K(s))+, Y&)12 d W, (P-a.s.) 
to 
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(where C > 0 is a finite nonrandom constant), which implies 
E sup (IIZn(t)ll; + \lYn(t)ll;>2 c24EllXoII; + 6C2T2 + 6C2T2 
O<t<T 
J’ 
T 
X 
to ~o~~rWnWll: + II W>ll:)* ds . . 
+6C2T .I’ 
T 
EllZ,,(s)ll; ds + 24E sup 
to U 
I,- I 2 
MS, Yn(s)).,Zh))2 d% 
O<t<T 1” > 
‘(W, Y,(s))., Yn(s))z dK 2. (A.17) 
Note that vi = Isd;-‘(B(s, Y,(s)).,Z,(s))2 dW,( IS a square integrable positive submartin- 
gale of discrete variable (i E { 1,2,. . . , n} ) with respect to filtration 4 = &, Then 
t’-‘(B(s, Yn(s)).,Zn(s))2 d w, 
> 
2 
(1 
2 
=E sup &4E ‘“-‘(B(s, Y,(s)).,Zn(s))z dK 
I <i<n to 
J’ 
6-l 
<4 EIIW> Y~(~))II~,,~.w,.~,,IIZ~(~)II: ds. (A.18) 
10 
Applying the Burkholder-Davis-Gundy inequality to the last term of (A.17), we 
have 
(J f(4c Yn(s))., Y,(s))2 dW &5E(l 
2 
E sup (% m(s))., Y,(s))2 d K 
O<t<T tg 
s T <5 EIlM Yn(~))ll~,~x,~~~llZ~(~)ll~ ds. (A.19) to 
Now (A.17)-(A.19) along with assumption (B2) and estimate (5.16) imply: 
E sup (Il-W>ll; + IIM~)ll:)*GUY 
041<T 
x 
[ 
~ll~oll; + 1 + s T T E sup WXGII: + llM41i;>2 dt + J W’~Wl: ds to O<s<t to 1 
s T <C(T) EIIXoJJ: + 1 + E sup (II=W>ll; + IIM~)ll;)2 dt 7 to O<s<t 1 
where Cl(T), C(T) are nonrandom positive finite constants. The last inequality and 
Gronwall’s lemma yield estimate (5.20). 0 
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Proof of Proposition 5.8 
1. For each t E (Q-I, ti) and P-a.e., Z,,(t)-Z,,(t,_r ) is a solution of evolution equation 
J 
t 
-G(t) - Zn(ti-I > = A(s,Z(ti-~ >)ZO>ds. 
t, - 1 
Then, given assumption (A.2) and taking into account (5.16), the estimate 
yields (5.21). 
2. For each t E (ti-1, ti) and P-a.e., Yn(t) -Zn(t) is a solution of stochastic evolution 
equation 
f t 
G(t) - -G(t) = J A(s,Zn(ti-l))Zn(s)ds + J W, Y,(s)) d K, t t,-1 
and 
which along with assumptions (A2), (A3) and estimates (5.16) and (5.17), implies 
(5.22). 0 
Proof of Proposition 5.9. The difference ZJt) - X(t) for each t E [&_I, ti) is the so- 
lution of stochastic evolution equation in SO: 
J 
t - B(s,Z,(s)) d W, (P-as.), 
to 
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where for each t~[ti_l,ti) (i=1,2,...,n), x(t)=ti_,, and 
J 
f&,” 
Zn(t A tR,n) - x(t A rR,n) = W,.%(s)) - &X(s)))&(s) ds 
10 
J 
tfxQ,n 
+ 4M(s))(Zx(s) - X(s))ds 
to 
i-l 
+c 
J 
t,G7.n 
(A(s,Zn(fj-l)) - A(s,Zn(s))Pn(s) ds 
j=l b1ASR.n 
+ 
J 
tf%,n 
(A(s,Z(Ll 1) - A(s,Zn(s)))Zn(s) ds 
L1ASR.n 
J 
tfm.n 
+ (B(s,Zds)) - KGW))) d K 
to 
J 
%t@R,n) 
+ W, Y,(s)) d K 
to 
J 
tASR.n 
- B(s, Z,(s)) d W, (P-as.). 
tn 
Adding and subtracting, one can obtain 
-%z(t A tR,n) - x(t A tR,n) 
J 
t 
= 
t0 1g.n >s~(~(GON - 4GW))Vn(s) ds 
+ 
J 
t 
l{c,,.,}A(s,X(s))(Z,(s) -X(s)) ds 
to 
+q 115 ,,.>s)(A(s,Zn(~j-l>) - A(~~-G(~))Pn(~)d~ 
j=l 
t 
+ 
J 
1{~R,,3s}(A(S,Zn(ti-l)) -A(s~Zn(~))Ztt(~)~ 
L I 
J 
t 
+ 1~~~,n&KGd~N - B(s,X(s)))dW, 
to 
i-l 
- 
c l{t,-&n<t,) 1 
j=l J 
t, 
t,_, I5 
R,n ,s~~(~~ Y&l) d W, 
-J ,I, 1{5R,n~,}B(s,Z,(s))dW, U'-a.s.). 
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Applying Ito’s formula to &Zn(t A &n) - X(t A (R,~)/& we have 
IIZn(t A rR,n) -X(tA tR,n)ll; 
s 
1 
=2 to l&W ((&Z,(s)) -A(s,X(s))Z,(s),Z,(s) -X(s))oh 
+2 
s 
t 
to k&N (&J(s))(Z&) - X(s))>Z&) - X(s)), ds 
i-l 
+2x $1 
j=l s *,-, {{ 
,,,gs}((A(s,Z,(ti-l)) -A(s,Z,(s)))Z,(s),Z,(s) --w))o~ 
f2 J ,I, ltcR,"w ((4s,zn(~l)) -A(s,Z,(s)))Z,(s),Z,(s) -W)>ods 
+2 s t 1. ltSR,“z=Sl ((B(s,Z&)) - %~(~)))~,Z&) -X(s)), dK 
f2 
s 
L, 
l{SR.“W ((W, Y,(s)) - B(s,.W))).,Zz(s) -X(s)), dK 
10 
i-l 
-2 c 1{l,~,~SR,“<tJ 
tJ 
lg+,}(W, Yr&))~>Zh) --Us)10 dW, 
j=l J’,-I 
-2 J ,I, kR" ~,>(B(s,Z,(s)).,Z,(s) -X(s))odW, 
+4 V 
t 
to I{c,.>~#WM~)) - B(GW)))dK 1 0 
V 
L I 
+4 lk >s) (W, Y,(s)) - W,Z&)))dK 
to 1 0 
[ 
i-l 
+4 c 1{t,-,<SR,“+ l{tR.n ,,}W, Y,(s)) d K 
j=l s 
,;, 
I{c,,,,}B(s,Z,(s))dW, 1 (P-as.), 0 
1 0 
(A.20) 
where [. 10 denotes the quadratic variation of So-valued stochastic process. 
Assumptions (A3), (A4) imply 
s 
t 
2E to I{,RJ 381 ((‘+Z&)) - A(s,X(s)))Z,(s),Z,(s) - X(s))0 ~ 
s 
t 
<CR -Wn(~) - JWl&~~,.>s~ d-c (A.21) 
to 
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J 
I 
2E to 1 t5.Q BJI (&,W))(Z&) - X(s)), L(s) - X(s))ods 
Gc 
s 
’ EllZd~) - JWll&,,+s~ ds> (A.22) 
to 
2E 5 1” 1{5A,,Bs}((A(~,Zn(tj-l)) - A(s,Z,(s)))Z,(s),Z,(s) -X(s))ods 
j=l 11-1 
i-l Ia- 1 
<CR c 
s 
t/ 
Ellz,(tj-l)-Z,(s)ll~ds + c 
s 
E(lZrds) - X(s)&~., 3s) h 
j=l tip, to 
(A.23) 
2E 
s ,‘, l” 
,,,t,}((A(~,z~(tj-l>)-A(s,Z”(~)))Z~(~),Z~(s)-X(s))Ods 
s 
t 
<CR ~llZ(Ll) - .GIwII; ds + c 
G-1 .I 
t 
JW%) - JW)ll&t,+~ ds, 
t,- I 
where c>O is a nonrandom finite constant. 
Assumption (B2) yields the estimates 
i-l 
2E c lo,-,&<f,) 
s 
ti 
1 
jzl t,_, {( 
p,.>S)Ms, Yn(s)).>Z(s) - W)>odK 
1{~,qn>s~U% Yn(s))~,Zt(s) - X(s))0 dW, 
GWX~)lli + EllWdl;f >ds 
[s t 4E fg l{h.. Bsl (W,Us)) - NM(s))) dK I 0 
J 
t 
<d Ellzn(s> - X(s)ll;l~SR,n>s) ds, 
to 
f,-1 
4E 11tR.n ,,#(s, Y,(s)) - B(s, Z,(s))) dK 1 0 
(A.24) 
(A.25) 
(A.26) 
bd J “-’ EllY,(s) - Zn(s)llf ds, to (A.27) 
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i-l 
c l{tiwaw=,~ 
j=l 
J 
t/ 
t,-, I5 
1 ,,..,~~WX~)WK 1 0 
i-l 
G4 EC ( I// tJ 1 j=l I,-, Ie RI1 ,,jW, Y,(s)) d W, dd( 1 + R2)Tli2 diam qAj2, 
(A.28) 
4E [J ,I, lcr,,,ks~B(S,Zn(S))dWs 1 o Ml +R2)dianvh (A.29) 
where d > 0 is a nonrandom finite constant. 
From (A.20)-(A.28) we obtain 
i-l t 
+cR c 
J 
*/ 
EllZn(tj-1) -Zn(s)ll~ds + CR 
J 
EllZn(h-1) - -%(~)ll~ ds 
j=l t/-1 tz- I 
i-l ( J 
l/4 
+d( 1 + R2)1’2 C Atj *’ CWnWll: + EllJWll%>d~ 
j=l tj-I 
J 
t,- I 
+d El1 Y,(s) - Z,(s)(li ds + 2d( 1 + R2)Tli2 diam q!/2, 
to 
where c, d are the constants from (A.21)-(A.29). The last estimate along with estimates 
(5.16) (5.17), (5.21), and (5.22) implies 
EllZ(t) -W)ll&tR,,>t> G(2 + W 
J 
t EllZh) - X(s)ll&y,n 3s) h to 
+ c(R, T)((EII&ll~)114 + EllXoIIg + l)diamqtj4. (A.30) 
Here for each R > 0, E(R, T) is a nonrandom positive finite constant. Applying Gron- 
wall’s lemma to (A.30), we receive estimate (5.24). 
Estimate (5.25) follows from Chebyshev’s inequality in the form 
P{ltz&) - W)ll; >R & tR,n at) 6 $E’(t,.>&W -x(t)//: 
and estimate (5.24). 0 
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