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résumé et mots clés
Dans cet article, nous présentons une solution multisensorielle temps réel pour la détection et le suivi d'obstacles sur route .
Cette solution est basée sur l'utilisation d'un capteur mixte caméra vidéo/capteur de profondeur placé à l'avant d'un véhicul e
expérimental .
Le capteur multisensoriel est décrit. Le calibrage permet l'alignement des données hétérogènes. Deux facultés du capteur sont
développées : la perception dirigée permet l'acquisition d'une image de profondeur dans une zone définie dans l'image d e
luminance ; l'asservissement visuel réalise la focalisation du faisceau laser sur un point de l'image de luminance . De façon
générale, ces facultés permettent un contrôle par rétroaction sur le mode d'acquisition du capteur en fonction de la situatio n
dans laquelle se trouve le système de perception .
La stratégie de perception est basée sur la sélection du capteur adéquat pour un objectif donné . La détection d'obstacle repos e
sur la segmentation et l'interprétation des données de profondeur qui sont d'une grande pertinence dans ce contexte . En
revanche, la cadence d'acquisition de ces données n'est pas suffisante si l'on souhaite dériver les caractéristiques cinématique s
des obstacles . En conséquence, le suivi des obstacles combine un traitement de l'image de luminance rapide avec un traitemen t
de l'information 3D. Le premier permet de réactualiser la position de l'obstacle afin d'asservir le faisceau laser sur celui-ci e t
le second assure la connaissance de la taille du modèle de l'obstacle à chercher dans l'image . Cet algorithme de fusion de
données hétérogènes accompagné d'un filtrage de Kalman permet d'inférer les caractéristiques cinématiques des obstacle s
dont la connaissance est indispensable pour aborder ceux-ci dans de bonnes conditions .
Ces recherches sont menées dans le cadre du projet européen PROMETHEUS et sont validées en situation réelle à bord d u
véhicule expérimental Prolab .
Perception de l'environnement, Fusion de données, Capteur actif, Capteur intelligent, Détection d'obstacles .
abstract and key words
In this article, we present a multisensorial solution for road obstacle detection and tracking . This solution is based on a mixe d
camera/3D sensor mounted on the front of an experimental vehicle .
The multisensor is described . The calibration step enables the matching of the heterogeneous data . Two capabalities of the senso r
have been developped : the controlled perception making possible the acquisition of depth data in an area defined in the intensit y
image ; the visual servoing carrying out the focusing of the laser beam on a moving target detected in the intensity image . These
two capabalities allow a Feedback control on the acquisition mode of the sensor according to the environment . '
The perception strategy is based on the selection of the best sensor for a given goal . The obstacle detection is based on th e
segmentation and interpretation of depth data which are well suited in this context . However, the rate of acquisition of these data
is too slow in order to extract the kinematic state of the obstacle . So, the tracking process is based on the collaboration betwee n
intensity image processing which ensures the tracking itself and a 3D process which returns the obstacle model size to search in th e
image . This algorithm of heterogeneous data fusion, associated with a Kalman filtering, permits to compute the state of obstacles .
This work fits into the european project PROMETHEUS . Experimental results have been validated in real situation on the Prola b
vehicle .
Perception, Data fusion, Active vision, Smart sensing, Obstacle detection .
Détection et suivi d'obstacle sur rout e
1 . introductio n
Les problèmes complexes posés par la perception et l'interpréta-
tion de scènes d'environnements naturels constituent un point d e
focalisation des activités de la communauté «Vision par Ordi-
nateur » ; et plus particulièrement clans le domaine applicatif des
véhicules autonomes pour lequel la perception extéroceptive d e
l'environnement représente le point le plus difficile à résou-
dre . C'est le cas du projet européen Eurêka-Prometheus, don t
la problématique générale est l'assistance à la conduite sur route
(copilote électronique) .
Dans le cadre de ce projet, cet article présente les principau x
résultats que nous avons obtenus à partir d'une stratégie de percep-
tion multisensorielle pour la détection et le suivi d'obstacles .
Nous montrons que l'utilisation conjointe de données hétérogène s
accompagnée d'une commande adéquate du capteur permet d e
résoudre le délicat problème de perception par une méthod e
robuste . De plus nous pouvons calculer l'état cinématique d e
l'obstacle avec une précision acceptable . Nous attachons un e
importance particulière à ce dernier point, en effet, il apparaî t
plus délicat de déterminer l'état cinématique des obstacles par des
méthodes basées sur la vision seule . C'est le cas des travaux de
Dickmanns [TDD94] qui font référence en matière de perception
dans les véhicules routiers intelligents .
Au niveau de la perception de l'environnement, un système d e
fusion de données complet mis en oeuvre dans un véhicule expé -
rimental est décrit dans [RM95] . A un plus haut niveau dans l a
chaîne de perception, [DER94] et [H95] décrivent des méthodes
de fusion de cartes partielles de l'environnement en vue d'obteni r
une carte globale des obstacles autour du véhicule expérimental .
Concernant l'application détection d'obstacles, cet article propos e
une application de la fusion de données telle qu'elle est définie
dans [R94] . Sans apporter de théorie nouvelle, nous présenton s
comment nous avons abordé les quatre fonctions d'un sytème de
fusion afin de mélanger les données issues de capteurs différent s
pour prendre une décision fiable. Ces fonctions sont : le capteur,
le recalage des données, la fusion et le contrôle adaptatif de ce s
trois dernières fonctions .
Le capteur, maillon essentiel de la chaîne de perception, doit être
choisi de façon optimale pour l'application visée . Même s'il n'in-
tervient pas directement dans la combinaison des informations ,
il est susceptible d'être piloté par un module de supervision e t
ce afin de fournir les données les plus pertinentes en fonction d u
contexte . Ainsi, les notions de fenêtre d'intérêt, de mode veille e t
mode actif sont utilisées .
Avant de combiner les informations, il est nécessaire de le s
ramener dans un référentiel commun, c'est le rôle du recalage .
Dans notre cas, il s'agit d'un recalage géométrique qui doit êtr e
pris comme une étape préliminaire à la fusion .
La combinaison d'informations fait ici appel à une heuristiqu e
dédiée à l'application où deux processus coopèrent afin de tirer l e
meilleur parti des données disponibles . Un filtre de Kalman prend
en compte l'aspect dynamique du processus .
Le contrôle adaptatif n'apparaît pas formellement dans l'articl e
mais on verra comment le système gère des données autorisant
une décision « précoce » permettant ensuite de le reconfigure r
pour prendre une décision plus fiable .
Après avoir décrit le capteur multisensoriel constitué d'un cap-
teur d'image de luminance et d'un capteur de profondeur, nou s
présentons la procédure de calibrage assurant la mise en corres-
pondance d'un point de l'espace 3D avec le point associé dan s
l'image 2D .
Dans la seconde partie nous décrivons les deux modes de contrôl e
du capteur, perception dirigée et asservissement visuel, qui
confèrent une certaine forme d'intelligence au capteur.
La troisième partie présente les applications de détection et d e
suivi d'obstacles mise en oeuvre en temps réel dans le véhicul e
expérimental Prolab. Elles permettent le calcul des paramètres
cinématiques du véhicule suivi .
2. le capteu r
multisensorie l
2.1 . description
Une caméra CCD standard rigidement couplée à un capteur 3 D
forme le capteur multisensoriel . Le capteur 3D est construit su r
la base d'un télémètre laser à temps de vol dont le faisceau es t
dirigé par deux miroirs plans .
La complémentarité entre les données hétérogènes issues de c e
capteur est un aspect important car elle permet d'allier la rapidit é
d'acquisition d'une image vidéo et la précision de localisation de s
données de profondeur.
2.2. calibrage du capteur multisensorie l
Le calibrage est l'étape préalable indispensable à la fusion d e
données . Il permet l'alignement de l'ensemble des données dan s
le même référentiel .
Dans notre cas précis, le but du calibrage du capteur multisensorie l
est de mettre en correspondance, c'est-à-dire recaler, une image
de distance, ou image 3D, et une image de luminance . Ainsi, à
la résolution près, pour chaque point de l'espace, dans le champ
de vision du capteur, nous connaissons la luminance ainsi que l a
position 3D .
Dans un premier temps, il faut calibrer le capteur 3D . Il s'agit
d'accéder aux coordonnées cartésiennes d'un point de l'espace à
partir des données issues du capteur 3D . De plus, ces coordonnée s
doivent être exprimées dans un repère quelconque, car le repèr e
lié au capteur n'est pas, a priori, le repère adéquat . Le calibrag e
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de la caméra intervient dans un second temps . Il permet de lier la
position d'un point dans l'espace et la position de sa projection
dans l'image de luminance .
Nous utiliserons les repères suivants :
• R3(03, x 3 , y3i z3 ) est le repère 3D lié au capteur 3D .
• Ra (Oa, xa, lia, za ) est le repère 3D absolu .
• R ° (O, u, v) est le repère 2D discret lié à la caméra vidéo .
Les matrices de passages sont représentées figure 1 . M3a est l a
matrice de changement de repère entre R3 et Ra . Mac perme t
le passage entre 7Za et R . M3c est la combinaison de ces deu x
changements de repère . Elle permet, le cas échéant, de s'affranchi r
du repère absolu .
Figure 1. – Les matrices de changement de repères .
2.2.1 . calibrage du capteur 3D
Nous proposons ici une méthode générale pour calibrer un capteu r
3D constitué par un télémètre laser. Calibrer un tel capteu r
revient à être capable de déterminer les coordonnées cartésienne s
(x a , y a , z a ) d'un point de l'espace dans Ra à partir des donnée s
Y = (yl , . . . , yd ) fournies par le capteur. La transformation fait
intervenir la cascade de deux transformations :
• le passage des mesures aux coordonnées cartésiennes du point
dans R3 ,
• le changement de repère entre R 3 et Ra .
La première transformation englobe le n-uplet A de paramètre s
non linéaires et le n-uplet B de paramètres linéaires . M3a réalis e
la seconde transformation. On exprime, tout d'abord, les coor-
données cartésiennes (x3 i y3i z3 ) de ce point dans le repère du cap -
teur R3 en fonction des paramètres linéaires B = (b 1 , . . . , bm ) et
non linéaires A = (ai , . . . , an ) du capteur et des données Y par
les relations suivantes :
r
x 3 =
	
b i .fi (A,Y)
i=1
r+s
i=r+ 1
m
z 3 =
	
bi .fi (A, Y)
i=r+s+1
	
J
où les fi (A,Y) sont des fonctions non linéaires . m fonc-
tions linéaires permettent le calcul des coordonnées cartésienne s
(x3, y3 , z 3 ) dont r pour x 3 et s pour y 3 .
Le système (1) peut être mis sous une forme matricielle :
X3 = D.F(A, Y)
	
(2 )
avec
X3 = ( x3 y3 z3 )t ,
(bi . .
.br
	
0
	
0
D=
	
O
	
br+ l . . . br+s
	
0
0
	
0
	
br+s+1• b m
et
F(A,Y) = ( fi(A,Y) . .
. fm(A,Y) ) t
La relation (2) exprime donc les coordonnées cartésiennes d'u n
point de l'espace dans le repère du capteur R3 en fonction de s
données fournies par le capteur et des paramètres intrinsèques d u
capteur.
Il s'agit maintenant d'effectuer le changement de repère entre R3
et Ra . Une telle transformation est réalisée, classiquement, par
trois rotations Rap.y et trois translations Txyz
Xa = Raß .y.X3 + Txyz
ou simplement en utilisant les coordonnées homogènes
Xa = M3a. 3
	
(3 )
avec
X 3 =( X3 1) t
et
M3a = ( Ra g-y Tx y z )
Le changement de repère pourra donc être effectué en homo-
généisant la relation (2) de la façon suivante :
X3 = D .F(A, Y )
D=C
D
0 I\ 0 1 /
F(A,Y) = ( Ft (A,Y) 1 ) t
(1 )y3 = bi . fi (A,Y)
(4 )
ave c
et
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Grâce aux relations (3) et (4), on obtient finalement :
Xa = M3a .D.F(A,Y)
	
(5 )
Cette équation exprime la position d'un point de l'espace dans l e
repère absolu Ra en fonction des paramètres du capteur et de s
mesures qu'il effectue . Il faut donc estimer les coefficients du
produit de matrice M3a .D puis les paramètres non linéaires . Le s
premiers le sont par la méthode des moindres carrés, les second s
par la méthode itérative de Newton . L'ensemble des paramètres ,
ainsi déterminé une fois pour toute, permet donc de calculer
les coordonnées cartésiennes (xa , y a , za ) à partir des mesures Y
issues du capteur .
Dans le cas particulier de notre capteur 3D, les deux organe s
principaux sont un télémètre laser et une tête de déflexion à
deux miroirs plans . Les données issues du capteur sont troi s
tensions Y = (Vp , Ve~ , Ve y ) respectivement proportionnelle s
à la distance p mesurée par le télémètre et aux déviations (Bx , B y )
des miroirs . Les relations (6) relient les grandeurs électriques et
les grandeurs géométriques .
p=Kp .Vp
B x =K0x .V(4
By = Key .VV,
,
où les Ki sont les paramètres intrinsèques électriques du capteur.
La figure 2 schématise la géométrie du capteur 3D à ceci près qu e
l'origine du repère est en fait au centre du miroir Y . Les paramètre s
intrinsèques géométriques du capteur 3D sont la distance e qu i
sépare les deux miroirs et la distance d entre la référence du
télémètre et la position du faisceau sur le miroir X . Le faisceau
laser, émis à une distance d du miroir X, vient frapper ce miroi r
en a . Il est dévié, avec un angle Bx , en direction du miroir Y qu'i l
atteint en b . Le miroir Y dévie à son tour le faisceau avec un
angle By avant que le faisceau atteigne le point X3 (x 3 , y 3 , z3 ) d e
l'espace . Compte tenu de cette géométrie, la relation (7) permet l e
passage entre les coordonnées pseudo-sphériques (p, Bx, By ) et le s
coordonnées cartésiennes (x 3 , y 3i z3 ) dans le repère du capteu r
R3 :
x 3 = (p — d) . sin B x
y 3 = (p — d) . cos Bx . sin By e . sin By
z3 = (p — d) . cos Bx . cos B y — e . cos B y
Compte tenu des relations (6) et (7), on effectue l'identification
du modèle en posant :
Vp. sin(Ke .Ve x )
sin(Ke x .Ve x )
Vp. cos(Ke x .Ve x ) . sin(Key .Ve y )
cos (Ke~ .Ve ) . sin(Ke v .Ve y )
sin(Ke v .Ve y )
Vp . cos (Ke .Ve x ) . cos (Ke . Ve v )
cos (Kex •Vex ) . cos(Ke y .Ve y )
~ cos(KBy . Vev )
avec
sA= ( Ke x , Key )
• B = (Kp , —d, Kp , —d, —e, Kp , —d, —e )
• r=2;s= 3 ;m= 8
Figure 2 . — La géométrie du capteur 3D.
2.2.2. calibrage de la caméra
Le calibrage de la caméra est un problème bien connu en vision .
Ce problème peut se poser en ces termes : étant donné un poin t
Xa (xa , ya , za ) dans un repère absolu Ra, quelle transformation
permet de connaître la position discrète (u, v) de sa projection
dans le repère R~ de l'image? Nous avons utilisé la méthod e
décrite par Toscani [FT87] . Elle utilise un modèle sténopé de la
caméra (voir figure 3) et décompose la transformation en troi s
phases : le changement de repère, la projection perspective et l a
numérisation .
Changement de repère : la première opération consiste à exprime r
les données dans le repère lié à la caméra . La transformation
qui permet de passer des coordonnées (xa ,ya,za) d'un poin t
exprimées dans le repère absolu R a aux coordonnées (xv , yv , z v )
dans le référentiel Ri, lié à la caméra est une transformation rigid e
correspondant à trois rotations R(p,y et trois translations Txyz .
Cette opération s'écrit sous la forme suivante :
Xv =Ti .Xa avec Tl=( R~~ Tlz
~
	
(8 )
TI étant une matrice 4x4, R,, p- une matrice 3x3, Txyz un vecteur
3x1, X v = ( x v yv z v 1 ) t et Xa = ( xa ya za 1 ) t .
Projection perspective : soit X v ( xv y v zv 1 )t le s
coordonnées d'un point de l'espace exprimées dans le repère d e
la caméra Rv et (x, y) les coordonnées de sa projection dans l e
(6)
(7 )
i
F(A, Y) =
130
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Figure 3 . — Le modèle de la caméra .
plan image . La transformation perspective qui permet de calculer
les coordonnées x et y est définie par les formules suivantes :
x
—xv et~= y v
f
	
zv
	
f zv
où f est la distance focale de la caméra . Cette relation n'est
pas linéaire mais elle peut s'exprimer sous forme matricielle e n
utilisant des coordonnées homogènes . Soient (w .x, w.y, w) les
coordonnées homogènes de la projection de ce point et T2 l a
matrice de projection perspective :
La transformation globale s'écrit alors comme la combinaison des
opérations élémentaires :
( x a \
	
/ xa
Ya
=
M
	
ya
ac •
za
	
za
1 /
Les paramètres de la caméra sont donc divisés en deux catégories :
• Les paramètres intrinsèques (kv,, k v , uo, vo, f) qui apparaissen t
dans les matrices T2 et T3 sont des coefficients qui dépenden t
uniquement de la caméra utilisée et du mode de numérisation .
• Les six paramètres extrinsèques de la matrice Tl qui dépenden t
de la position du repère dans lequel les données sont exprimées .
Calibrer la caméra revient à estimer les 12 coefficients mach de
la matrice Mac . Comme les coefficients sont calculés à un facteur
près à cause du facteur de projection w, on choisit classiquemen t
mac34 = 1 . Les onze autres coefficients de la matrice Ma° sont
calculés par une méthode du type des moindres carrés à l'aid e
d'au moins six points non coplanaires .
Les relations (3) et (11) permettent d'effectuer la même transfor-
mation à partir du repère R3 lié au capteur en écrivant :
= M OÙ M = ( M3 ac Mac . 3a
	
3a
	
\ 0
= T3.T2 .T1 .
w . 0
w . v
w
)
w . 0
w . v
w
(12 )
~
X 3
y 3
Z3
1
avec
0
1 )
3. un capteur intelligent(
1 0
0 1
0 0
0 0
0 0
1/f 0
(9 )= T2 .X v avec T2 =
w . x
w . y
w
Numérisation : cette dernière opération réalise le passage du
système de coordonnées homogènes défini en (9) et lié au repèr e
de la caméra, au système de coordonnées homogènes lié à l'imag e
dont l'unité est le pixel . Ce modèle tient compte du fait que l e
centre de la matrice ne correspond pas à la position exacte de la
projection du centre optique et de la discrétisation de la surfac e
photosensible .
ka 0 u o
0
	
k,, vo
0
	
0
	
1
où
• (no, vo) sont les coordonnées en pixels de l'intersection de l'ax e
optique et du plan image.
• k,a et kv sont les facteurs d'échelle respectivement sur les axe s
u et v .
Généralement, on dit d'un capteur qu'il est intelligent si sa
manière de percevoir l'information est capable d'évoluer e n
fonction de la situation dans laquelle il se trouve . Dans cette
optique, nous avons doté le capteur multisensoriel de deux facul -
tés qui font de lui un capteur intelligent . Elles permettent une
coopération étroite entre les mondes de luminance et 3D . En
particulier, les conclusions issues des traitements de l'image d e
luminance vont influencer le lieu d'acquisition des données 3D .
La première faculté est la perception dirigée, la seconde est un
asservissement visuel .
3.1 . la perception dirigée
Parfois, il est très délicat d'obtenir un résultat escompté grâce au
traitement de l'image de luminance . La détection des obstacles
routiers est un exemple de problème qui n'est pas complètement
T3 . avec T3 =
w . x
w . y
w
w.0
w . v
w
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résolu en traitement d'images . Cependant, une approche peut
consister à déterminer des zones d'intérêt dans lesquelles l a
présomption de présence d'un obstacle est importante. A partir
de là, il peut être très utile, voire déterminant de pouvoir fair e
l'acquisition d'une image 3D dans une zone de l'espace défini e
dans l'image de luminance afin de confirmer ou d'infirmer l a
présence de l'obstacle dans cette zone .
Il s'agit donc de diriger la perception de la partie capteur 3 D
du capteur multisensoriel dans une zone définie dans l'image d e
luminance . Le problème qui se pose est donc le problème inverse .
En effet, le problème direct est résolu par la chaîne complète de
calibrage qui permet, comme on vient de le voir, de détermine r
la position (u, v) de la projection dans l'image du faisceau laser
à partir des données (p, Ox, 0y) issues du capteur. Le problèm e
inverse consiste donc à déterminer la position des miroirs (Ox , 9 y )
pour que la projection dans l'image de l'impact laser se situe en
(u, v) .
A partir de l'équation (12), on peut écrire :
m3c11 • x3 + m 3c12 •y3 + m3c13• z 3 + m3c1 4
m3c31• x 3 + m3c32•y3 + m3c33• z 3 + 1
Le système (15) peut être écrit sous une forme matricielle :
L.t = S+ p–1 . N
et finalement
t = L–1 .S + p–1 .L–1 .N
	
(16 )
Cette équation fait apparaître deux termes : le premier est indépen -
dant de p, alors que le second est proportionnel à p–l . On peut, e n
première approximation, négliger le second terme et ainsi déter-
miner (Ox , O y ) en résolvant le système suivant :
Ox = arctan(t l . cos By )
By = arctan(t2 )
t = L- 1 . S
La valeur de p peut être réinjectée de manière itérative dans l a
relation (16) pour affiner les valeurs de O x et 0y .
Ainsi, la perception dirigée permet l'acquisition d'une image 3 D
dans une zone définie dans l'image de luminance.
u=
(13) 3.2. l'asservissement visuel
m3c21 • x3 + m3c22 •y3 + m3c23 • z3 + m 3c2 4
v --
m3c31 • x3 + m3c32 •y3 + m 3c33 • z3 + 1
En introduisant deux nouvelles variables t l = x3/z3 et t 2 =
y 3/z3 on peut réécrire (13) comme suit (z3 n'est jamais nul dan s
notre configuration expérimentale) :
m3c11 • t 1 + m3c12• t 2 + m3c13 + m3c14 / z3
m3c31• t 1 + m3c32• t 2 + m3c33 + 1/z3
(14)
(m3c31• u m3c11)•tl + ( m 3c32• u — m3c12)•t2
m3c14 u
= (m3c13 — m3c33• u ) +
z3
( m3c31•v — m3c21)• t1 + (m3c32• v — m3c22)•t2
m3c24 — v
_ (m3c23 — m3c33• v ) +
	
Z3
m3c31•v — m3c21 m3c32• v m 3c2 2
m3c13 m3c33• u
m3c23 — m 3c33•v
m3c14 u \
N
	
COS Ox . COS 9y
m3c24 V
cos Ox . cos 9y
La seconde faculté du capteur multisensoriel est un asservisse -
ment visuel du faisceau laser sur un point mobile de l'image 2D .
Dans ce cas, le capteur 3D n'est pas utilisé comme un capteur
d'image mais il est asservi en position dans une direction unique .
Cette faculté permet, dans une procédure de suivi d'obstacle par
exemple, de connaître en permanence la position spatiale de cet
obstacle .
Le point clef de cette approche est la détermination du jacobien J
du capteur . En d'autres termes, il s'agit d'exprimer les variation s
de la projection d'un point dans l'image (ú, v) en fonction des
variations des déviations des miroirs (O x , O y ) en considérant qu e
la distance p de la cible à suivre est constante entre deux itérations :
(v) =J. ( By )
Le jacobien J peut être obtenu à partir des relations suivantes :
w.0
w.v
	
= M3c . Y 3
w
	
z3
\ 1 Ì
x3 = p. Sin ex
y 3 = p . cos ex . sin B y
	
(18)
z3 = p. cos ex . cos By
u =
m 3c21 • t l + m3c22 • t2 + m3c23 + m3c24/ z3
v=
m3c31• t l + m3c32• t2 + m3c33 + 1/z 3
d'où l'on tire le système :
(15)
En définissant les matrices suivantes, avec z3 = p. cos Ox . cos By :
t= ( tl t2 ) t
L = m3c31• u — m3c11 m3c32• u — m3c12
)
S=
(17 )
~ x3 \
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En effet, à partir de la relation (12) on peut écrire :
ax3
.x3+ 8 •113+•z3
	
Y3
	
8 3
au
x3 + av •y3 +
av
.,Z 3
ax3
	
a2J3
	
02,3
avec
OU
	
1 a(w .u)
	
aw.w —
	
m3c11 _ m3c31•(w • u)
Ox3
-
w 2 ( ax3
	
(w .0 OX3
~	
W
	
w 2
OU
	
1 a(w .u) .w
	
aw
	
m3c12
v
m3c32•( w .u )8y3 = w2 .(	 ay3
	
— (w .u) 8113 )
	
w —
	
w 2
au
	
1 a(w.u)
w
	
aw
	
m3c13 m3c33•(w.u)
az3 - w2 ( az3
	
— (w.u) .
az3 ) 	 w	 	 w2 	
av
	
1 0(w.v)
	
aw
	
m3c21
	
m3c31•(w.v )
Ox3
-
w 2 ( ax3
.
	
ax3 ) = w —
	
w 2
av
	
1 a(w.v)
	
aw
	
m3c.22
	
m3c32•(w .7 )
ay3
=
w2 (	 8y3	 w — (w .v) • 8 113 )
	
W
	
w 2
av
	
1 a(w.v)
	
aw
	
m3c23 m3c33•(w.v)
az3 w 2
	
Oz3
w — (w.v) . 8z3 )
	
w
	 	 w2 	
Puis, à partir de la relation (18), si l'on suppose que p est constan t
entre deux itérations, il vient :
	
ax 3
	
ax 3
	
x3 =
aB	 .Ox + ae
	 .B y
	
ay3
	
0Y3 '
~3 — aex
.Bx +
00y .
(i y
	
az3
	
az
3z3 = 8ex .ex + BBy .By
En inversant la relation (17), on peut exprimer les variations
de déviation à appliquer aux miroirs (ex, ey ) en fonction de s
variations de position (v,, v) de la projection du faisceau lase r
dans l'image :
(
ey)
J
1
(
v )
Grâce à cette relation, on peut réaliser un asservissement visue l
du faisceau laser où la consigne est la position d'un point dans
l'image dont on connait la distance à un instant initial . La figure 4
précise le principe de l'asservissement . Le capteur 3D délivre l a
position (p, ex, By) d'un point de l'espace, le calibrage du capteur
3D suivi de celui de la caméra fournissent la position (u, v) de l a
projection de ce point dans l'image vidéo . Cette position comparé e
avec la consigne (ne, v ° ) donnée dans le plan image constitu e
l'erreur de l'asservissement . La relation (19) permet de déterminer
la correction de déviation à apporter aux miroirs afin d'asservir l e
faisceau laser sur la cible .
Figure 4. — Synoptique de l'asservissement visuel .
4
. détection et suivi
d'obstacles par fusion
multisensorielle
4.1 . introduction
Nous proposons ici une méthode de détection et de suivi des
obstacles . En effet, s'il est absolument nécessaire de détecter le s
obstacles présents sur la chaussée afin de les éviter, il est égalemen t
indispensable de connaître leur comportement cinématique pour
effectuer correctement leur évitement .
L'analyse du comportement cinématique passe obligatoiremen t
par une analyse temporelle plus ou moins longue d'où un suiv i
temporel. Cette approche est déduite du comportement du conduc-
teur humain : dans une phase pré-attentive, il scrute l'ensembl e
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Procédure d e
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w . an c durant ne image
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8x3
aex
ay3
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8x 3
My
ay3
dey
az3
= — y3
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= x3. Cot O x
= -113 . tan e x
= — z3 . tan ex
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deyx
ce qui permet d'obtenir finalement :
w
	
w 2
	
w
— m3c3~(w .2 ) m~23
_
m3c33•( w .u )
w2
	
m3c11
	
m3c31•(w . u) m3c1 2
w
	
w 2
	
w
m3c32•( w • u) m3c13 _ m3c33•(w • u )
	
w 2
	
w
	
w 2
	
m3c21
	
m3c31•(w • v) m3c2 2
x3
. cot ex
	
0
—y3 . tan ex z3
—z3 . tan ex — y 3
J=
= 0
= Z3
(19)
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de la scène à la recherche d'éventuels obstacles, puis, lorsqu'un
véhicule apparaît, il focalise son attention sur lui pour analyse r
son comportement cinématique plus en détails et ainsi l'aborde r
en toute sécurité ou bien engager la manoeuvre appropriée .
4.2. la détection d'obstacles
La détection d'obstacles correspond à la phase pré-attentive . Nous
avons envisagé deux approches différentes . Dans cette approche
que nous ne détaillons pas dans cet article, la détection d' obstacle s
est faite par une analyse préliminaire de l'image de luminanc e
qui permet de déduire des zones d'intérêt dans lesquelles l a
présence d'obstacles est fort probable . Les obstacles sont ensuite
éventuellement validés par l'acquisition d'une image 3D grâc e
à la perception dirigée . Les fenêtres d'analyse sont issues de l a
recherche de segments d'intérêt en utilisant le même principe qu e
l'algorithme de suivi que nous proposerons dans une prochain e
section (pour plus de détails consulter [XTAT+93] .
Dans la seconde approche que nous reprenons ici, l'ensemble de l a
scène est scrutée par un balayage du faisceau laser pour obtenir un e
image 3D. Le balayage se poursuit tant qu'un obstacle n'est pa s
apparu. La détection est exclusivement basée sur l'exploitation d e
l'image 3D. L'algorithme de détection se déroule en deux phase s
successives qui sont la segmentation en régions de l'image 3 D
puis la reconnaissance des obstacles parmi ces régions .
4.2.1 . segmentation en régions de l 'image 3D
Le but de la segmentation en régions est d'obtenir des zone s
formées d'impacts laser spatialement proches . Cela signifie qu e
deux impacts appartiennent à une même région si, d'une part,
ils se situent à la même distance za de notre véhicule avec un e
tolérance O"z, et si, d'autre part, ils sont connexes c'est-à-dire
s'ils sont reliés par des voisins appartenant à la même région . Le
critère de segmentation est la distance za car, dans l'hypothèse
d'une route plane, les obstacles routiers peuvent être modélisé s
par des portions de plans orthogonaux à la route constitués d e
points situés à une distance z a constante .
Cette façon de segmenter l'image 3D est efficace car la rout e
n'est pas incluse dans l'image grâce à l'implantation particulièr e
du capteur dans le véhicule, les obstacles apparaissent donc d e
façon discrète dans la scène .
Pour segmenter l'image, nous avons retenu un algorithme d e
croissance de régions . Les régions sont construites à partir d'un
impact et croissent en incorporant, de proche en proche, les
impacts situés à une distance za similaire .
Le résultat de la segmentation est donc un ensemble de région s
Ri comportant Ni impacts . Parmi ces régions, certaines peuvent
être des obstacles, d'autres pas . Il est donc nécessaire de mettre
en oeuvre une étape d'identification pour distinguer les véhicule s
parmi l'ensemble des régions .
4.2.2. l'identification des obstacles
L'identification consiste donc à extraire les obstacles de l'ensem-
ble des régions . Nous nous bornons dans un premier temps à l a
détection des obstacles routiers de type voiture qui sont évidem -
ment les plus courants donc ceux qui présentent un danger quas i
permanent. Ce sont également les plus simples à détecter .
Le principe de l'identification est simple . Le modèle 3D d'u n
véhicule vu de derrière est un rectangle . Il s'agit de comparer les
dimensions de chaque région à celle du modèle afin de décider s i
la région est un obstacle . La position de la région dans l'espace
est également prise en compte .
Ainsi, chaque région R i issue de la segmentation comportant Ni
impacts est paramétrée par le vecteur :
où (Xmin,i, Xmax,i) sont les valeurs minimale et maximal e
des impacts dans la direction xa, (Ymin,i,Ymax,i) les valeurs
minimale et maximale dans la direction ya , et Zi la distance de l a
région à notre véhicule .
Les cinq paramètres peuvent être calculés de la façon suivante :
Xmin,i
	
= min { Vj E (1, . . ., Ni ) }
Xmax,i
	
= max { X a,i,j Vj E (l, . . ., Ni ) }
Ymin,i
	
= min { ya,i, j , Vj E (1, . . ., Ni)}
Ymax,i
	
= max { yaa, a,i, Vj E (1, . . ., Ni ) }
Zi
	
= ( z,J) / Ni
j=
Ces paramètres permettent à leur tour de calculer trois caractéris -
tiques des régions qui seront déterminantes pour l'identification
des obstacles :
• la hauteur h i : hi = Ymax,i — Ymin,ï .
• la largeur l i : li = Xmax,i — Xmin,i •
• la position du centre Ci(Xm,i, Y,,i, Zi) :
Xm,i = (Xmin,i + Xmax,i )
Ym,i = ( Ymin,i + Ymax,i )
Ces trois caractéristiques permettent de savoir si pour une région
donnée, on est en présence d'un obstacle en les comparan t
aux dimensions des modèles de véhicules moyennant certaines
tolérances .
Soit O l'ensemble des N obstacles routiers . Un obstacle est
représenté par le vecteur Oj = (Li , Hi ) où Lj est la largeu r
de l'obstacle et Hj sa hauteur. Pour chaque région Ri , on peut
écrire :
hi Hj f
li = Lj f a- L,j
	
~ Vj e (l, . . .,N) .
Ym,i = (Hj f o-H,j)l2
où aH,j et o- ,j sont les tolérances sur les dimensions de l'obstacl e
Oj . Elles tiennent compte des variations de tailles possibles pou r
/2
/2
{
Ri E O si
°-H, j
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une même catégorie de véhicules mais aussi de l'incertitude su r
les mesures délivrées par le capteur 3D .
Lorsque l'on bénéficie conjointement d'un algorithme de locali-
sation de la route [C91, J93], on ajoute la contrainte :
Xm i E [Xrg(Zi), X rd(Zi) ]
où Xrg (Zi ) et Xrd (ZZ ) sont les abscisses des bords gauche e t
droit de la chaussée dans le repère absolu R a à la distance Zi de
notre véhicule . Cette contrainte impose à la région de se trouve r
sur la route pour être un obstacle .
Nous avons ainsi détecté les obstacles, il est maintenant nécessair e
de mettre en oeuvre leur suivi .
4.3. le suivi de l'obstacle
4.3 . 1 . méthode et initialisation
Le but du suivi est de localiser précisément les obstacles pendan t
une période suffisamment longue afin d'obtenir des caractéris-
tiques dynamiques précises de l'obstacle, en particulier sa vitess e
longitudinale relative . Nous avons choisi d'utiliser une méthod e
multisensorielle pour allier la rapidité du signal vidéo et la préci-
sion de la localisation du capteur 3D . En effet, l'obtention de
caractéristiques dynamiques est délicate par une approche basée
sur la détection d'obstacles dans l'image 3D car l'acquisition
d'une image n'est pas suffisamment rapide (200 ms pour un e
image 10 x 80 points de mesure) . Par ailleurs, la détection dan s
l'ensemble de l'image de luminance, qui est un problème délicat ,
ne permettrait pas une localisation précise dans l'espace, encore
moins un calcul précis de sa vitesse relative . Cette coopération
entre les mondes 3D et de luminance utilise la seconde facult é
du capteur multisensoriel : l'asservissement visuel (voir sectio n
(3 .2)) . C'est donc la fusion de données multisensorielles qui v a
permettre de suivre l 'obstacle routier.
La détection d'obstacles décrite précédemment constitue la phas e
d'initialisation de l'algorithme de suivi . Le suivi consiste e n
la recherche d'un modèle 2D dans une fenêtre d'intérêt e n
utilisant la connaissance de la distance de l'obstacle à notre
véhicule . Inversement, sa nouvelle position dans l'image perme t
l'asservissement du faisceau laser.
L'initialisation de la fenêtre d'analyse est possible grâce à
la relation de calibrage (11) qui permet de calculer la posi-
tion c i (u,n,i , v m,,i ) du centre de la région obstacle dans le
repère Rc de l'image de luminance en fonction de sa position
Ci (Xni,i,Zi ) dans le repère absolu Ra que l'on a déter-
minée lors de la détection .
La recherche de la nouvelle position de l'obstacle dans l'image
s'effectue donc dans une fenêtre d'intérêt Fi centrée sur c i .
Soit donc Fi la fenêtre d'analyse pour le suivi de l'obstacle Ri ,
elle est définie par :
Fi = (uw,min,i~ uw,max,i~ vw,min,i~ vw,rnax,i)
où ( uw,min,i, uw,max,i) sont les valeurs minimale et maximal e
de la fenêtre d'intérêt dans la direction u et ( vw,min,i, vw,max,i )
les valeurs minimale et maximale de la fenêtre dans la directio n
v . Si l'on note prof, la transformation réalisée par la relation de
calibrage (Il), les paramètres de Fi sont calculés comme suit :
Xm,i — gwl• 1i/2
Ym,i — gwh•hi/2
Zi
Xm,i +gwi .li/2
( uw,max,i vw,max,i ) = prof ( Ym,i + gwu .hi/2
Zi
où g wl et gwh sont les gains horizontal et vertical des dimensions
de la fenêtre Fi . Ils correspondent à l'accroissement de la taill e
de la fenêtre d'intérêt dans l'image de luminance par rapport aux
dimensions de l'obstacle routier dans cette même image . Plus
ces valeurs sont importantes, plus les déplacements de l'obstacl e
peuvent être importants . En revanche la quantité d'information à
traiter est également plus grande .
Le suivi de l'obstacle va donc consister en une détection dan s
une fenêtre d'intérêt de l'image de luminance . Cette fenêtre
sera doublement active : sa position va évoluer avec celle de
l'obstacle et sa taille va dépendre de la distance qui est connue en
permanence grâce à l'asservissement visuel .
La détection d'obstacle dans la fenêtre d'analyse est une chaîn e
complète de traitement d'images dont l'ultime étape est l a
recherche d'un modèle 2D. Le modèle 2D que nous avons
choisi découle d'une constatation simple : une voiture vue de
derrière présente des segments horizontaux en grand nombre (voi r
figure 5) .
Le modèle est donc un rectangle englobant de tels segments .
Compte tenu de ce modèle, la chaîne de traitement se décompos e
comme suit : détection des points de contour, chaînage des point s
de contour, approximation polygonale et recherche du modèle de
véhicule .
Figure 5. — Modèle de véhicule vue de derrière.
4.3.2. recherche de la nouvelle position de l'obstacle
A l'issue d'une approximation polygonale des points de contour,
l'image peut être décrite par l'ensemble S des NS segments :
S = {(pii~pai),bi E (1, . . .,N8) }
i
= prof( uw,nain,i v w,7nin,i )
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où les pli et P2i sont les points extrémités du segment s i défini s
par leurs coordonnées :
f Pli = (uii, vii )
P2i = (u2i, v 2i )
A partir de la connaissance des segments, la recherche de l'obsta -
cle dans la fenêtre d'intérêt se déroule en trois phases successives :
• la sélection des segments d'intérêt ,
• la construction des différents rectangles ,
• la recherche du meilleur modèle .
Afin de limiter la dimension du problème et de manipuler exclu -
sivement des caractéristiques importantes de l'image, nous intro -
duisons la notion de segments d'intérêt .
La sélection de ces segments s'effectue selon deux critères : le
premier est bien entendu l'horizontalité, le second est la longueur .
En effet, un segment doit être à peu près horizontal et avoir une
longueur cohérente avec la largeur w i de l'obstacle dans l'image
2D. Ainsi, on définit le sous-ensemble SZ, des N81 segment s
d'intérêt, de S . Pour tout segment s i E S,
où o-p est la tolérance sur la pente des segments, wi la largeur de
l'obstacle dans l'image et o-w la tolérance sur cette largeur. Cette
tolérance traduit le fait que la longueur de tous les segments n'es t
pas égale à la largeur de l'obstacle dans l'image . Ainsi, on ne
retient que les segments dont la longueur est inférieure à celle du
segment le plus long de la voiture vue de derrière .
Comme l'on connaît en permanence la position (X.,n,i , Yiz,i , Zi )
de la région obstacle dans le repère absolu grâce à l' asservissemen t
visuel, la largeur w i est calculée pour chacune des positions de
l'obstacle dans l'image par :
wi = fi praj (Xm,i + l i/2 Ym,i Zi) fi
— fi proj (X— li/2 Ym,i Zi) i l
On construit ensuite l'ensemble Er des Nr rectangles englobant
Ti si segments d'intérêt. On note que :
Nr
=
Les rectangles r i sont définis par :
r i = ( u r,min,i, u r,max,i, Vr,min,i, v r,max,i )
où ( u r,min,i, ur,max,i) sont les valeurs minimale et maximale d u
rectangle dans la direction u et (v r,min,i, vr,max,i) les valeurs
minimale et maximale du rectangle dans la direction v .
Etant donné une sélection de nsi segments d'intérêt le rectangle
correspondant est calculé comme suit :
min
	
{u ii et u22 i Vi E (1, . . ., nsi )}
vr,min, i
v r,max,i
Nous recherchons enfin le rectangle dont les dimensions corres-
pondent au mieux au véhicule que nous suivons . Pour cela ,
nous cherchons à minimiser un critère Ki qui tient compte de s
dimensions du rectangle par l'intermédiaire de la largeur w i ains i
que d'un facteur de forme ff,i tel que :
ffi =,
	
3 .1 i
Le facteur de forme étant défini par les dimensions 3D d e
l'obstacle, il faut tenir compte du rapport 4/3 de la matrice d e
la caméra . On considère ici que les proportions sont conservée s
quelle que soit la position de l'obstacle dans l'image .
Ce critère est défini par :
+ ff
	
V r,max,i — vr,min, i
—u r,min,i) I
	
I
	
,i —
	
I
ur,max,i — ur,min, i
Ainsi, la nouvelle position de l'obstacle oi est définie par :
oi EEr ettelqueK1 <K~Vj iE(1, . . .,N,- )
La connaissance de oi donne les nouvelles consignes (u,-, v,-) d e
l'asservissement que l'on place au centre de l'obstacle :
u r,min + ur,max, i
u~ =
vc =
Le processus est ainsi réitéré jusqu'à ce qu'il soit nécessair e
d'effectuer un nouveau balayage pour analyser l'ensemble de l a
scène .
Lors de chaque itération, la fenêtre d'analyse Fi est gérée active -
ment grâce au traitement de l'image ainsi qu'à l'asservissemen t
visuel . En effet, la fenêtre est centrée sur la position (uc, vc) du
centre de l'obstacle dans l'image et ses dimensions m i et n i sont
fixées par la connaissance de la position 3D par :
= gwl •wi
=
ii proj ( Xm,i Ym,i + 9wh•hi/2 Zi ) i l
— I lproj ( Xm,i Ym,i — 9wh•hi/2 Zi I l
les nouveaux paramètres de la fenêtre Fi deviennent ainsi :
= ti c — m i /2
= u c + m i /2
= v, — ni /2
= v, + ni /2
Pour accélérer considérablement l'exécution des traitement s
d'images, les plus coûteux en temps de calcul, nous avon s
implanté l'algorithmique sur une machine parallèle de visio n
développée au laboratoire : la machine Transvision à base de pro -
cesseurs du type Transputer [D91] .
s i E SZ si ai iÇo-p(wi — Qw) <1 Uli — u22
	
w i
u r,max,i
	
max
	
{uli et u2i, tÌ2 E (1, . . ., nsi)}
min
	
{v ii et v 22i Vi E (1, . . ., nsi ) }
max
	
{vu et v 22
,
Vi E (1, . . ., nsi )}
4 . h i
Ki =i wi— ( ur, ,m,
2
vr,min,i + vr,max, i
2
i
m i
n i
uw,min, i
uw,max, i
v w,min, i
v w,max, i
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4.4. calcul de l'état cinématique
de l'obstacle
L'algorithme que l'on vient de présenter permet donc de suivre
un obstacle et ainsi d'asservir le faisceau laser dans sa direction .
Nous mettons à profit la connaissance permanente de la positio n
relative de l'obstacle dans le repère absolu lié à notre véhicule pou r
en déduire l'évolution de son état dynamique . Nous nous bornon s
dans un premier temps à calculer la vitesse relative longitudinal e
et l'accélération relative longitudinale de l'obstacle .
Nous avons choisi de modéliser la trajectoire de l'obstacle par un
modèle à accélération constante . La trajectoire de l'obstacle selo n
l'axe longitudinal s'écrit donc :
V =Vo +ly . t
z a = zaU + Vo .t + .y .t 2
où
• zao est la distance initiale de l'obstacle ,
• Vo la vitesse relative initiale,
• V la vitesse instantanée ,
• y l'accélération relative constante .
Les paramètres sont donc la vitesse relative V et l'accélératio n
-y . L'évolution de ces deux paramètres est estimée par un filtre de
Kalman [KB60] .
Si l'on écrit les équations d'état et de mesures du filtre respective
-
ment comme suit :
~ x(k + 1) = M(k + l,k) .x(k) + G(k) .u(k )
y ( k ) = H(k) .x(k)
	
+ v ( k )
où
• x est le vecteur de paramètres du modèle ,
• M la matrice d'état,
• u le processus générateur régissant l'évolution de x ,
• G la matrice de transfert de u ,
• y le vecteur d'observation ,
• H la matrice de mesure,
• v le vecteur de bruit de mesure.
Compte tenu du modèle que l'on a choisi, on pose :
où At est la période d'échantillonnage .
La mesure y(k) se borne ainsi exclusivement à la coordonné e
cartésienne za .
5 . résultats
Nous présentons quelques résultats concernant la détection et le
suivi des obstacles .
La figure 6 représente le résultat de la détection d'obstacles dan s
une situation réelle de circulation autoroutière . Nous avons choisi
les paramètres suivants :
N = 1 (un seul modèle d'obstacle routier)
Hi = 1,4m
	
Ll = 1,5 m
aH1 = 20 cm
	
QLl = 20 cm
Dans une scène relativement simple, on peut voir que les deu x
voitures présentes ont effectivement été détectées . Par contre, le
rail de sécurité n'a pas été pris en compte car la largeur l i de la
région qu'il constitue est quasiment nulle du fait que ce rail es t
dans l'axe longitudinal de notre véhicule . Les critères de sélection
permettent également d'éliminer les ponts ou bien les panneau x
indicateurs .
Les figures 7, 8 et 9 illustrent le suivi d'obstacles . Pour une image
donnée, la figure 7 présente les traitements successifs . En réalité ,
les traitements sont faits exclusivement dans la fenêtre d'intérêt ,
symbolisée par le rectangle, pour laquelle on a choisi des gain s
ywl = 9wh = 2 . Les contours (b) sont obtenus avec un seuil e ch = 20 .
Les segments (c) sont une approximation polygonale des chaînes
de contour ne tolérant pas une erreur supérieure à e s = 2. Les
paramètres d'extraction des segments d'intérêts (d) sont o-p = 0, 1
et Q w = 50% .w2 . L'ensemble er des rectangles qui regroupent
nSZ = 3 segments d'intérêt est représenté en (e) . Enfin, (f) montr e
la superposition du rectangle dont les dimensions corresponden t
le mieux à celles de l'obstacle. On peut ainsi juger de la qualité
de notre approche multisensorielle .
La figure 8 illustre le suivi de cet obstacle dans une séquenc e
de plusieurs images . Le grand rectangle est la fenêtre d'analys e
dans laquelle on a détecté la nouvelle position de l'obstacle (peti t
rectangle) .
La figure 9 présente l'évolution des variables lors d'une séquenc e
test et permet aussi de juger de la qualité de l'asservissement vi-
suel . Dans le scénario réel, le véhicule obstacle passe d'un côté à
l' autre de la chaussée alors que le véhicule expérimental circule e n
droite ligne au milieu de la route . C'est la composante horizontale
X,,,,, du centre de l'obstacle qui illustre le mieux le scénario . L'or-
donnée Y,,, n'évolue quasiment pas ce qui est fort logique du fai t
que l'on circule sur une route horizontale . On notera en particulier
que les coordonnées (u,,,, , v ue,, ) de la projection du faisceau laser
2
At
1
H(k) — ( 1 0 0
Ot t
)
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dans l'image sont correctement asservies sur la consigne (ne , v c )
(se reporter également au synoptique de l'asservissement de l a
figure 4) . La démonstration est plus flagrante pour la coordonné e
horizontale nm, pour laquelle les variations sont plus importantes .
Nous avons également précisé l'évolution des angles de déflexion
B et Oy .
L'ensemble des algorithmes de détection, suivi et calcul de l'éta t
cinématique de l'obstacle ont été mis en oeuvre en temps réel su r
le véhicule démonstrateur Prolab évoluant dans des condition s
réelles de circulation (jusqu'à 130 km/h) . Une expérimentation
sur cible fixe nous a permis de déterminer l'erreur commise su r
les valeurs estimées en vitesse et position par rapport aux valeurs
réelles .
• erreur relative pour la distance de 1% sur une plage de mesure
allant de 20 à 60 m .
• erreur relative pour le calcul de la vitesse de 5% sur une plag e
de mesure allant de 30 à 70 km/h.
• Le temps de convergence du filtre est de l'ordre 200 ms .
Ainsi, 200 ms après la détection d'un obstacle, nous pouvon s
calculer sa vitesse relative à 5% près afin de prédire l'intentio n
de cet obstacle pour alerter le conducteur d'un danger éventuel .
Cet aspect de supervision n'est pas traité dans cet article car il fai t
l'objet d'autres travaux au sein du groupe [HLLM94,HVG94] .
(a)
( b )
6. conclusion
Nous avons décrit une approche multisensorielle pour la percep-
tion et l'interprétation de scènes d'environnements naturels pa r
fusion de données vidéo-télémétriques . Nous avons appliqué cett e
méthode à la détection et au suivi d'obstacles sur scènes routières .
De nombreux essais en circulation réelle ont été effectués dan s
le cadre du projet Prometheus . Ce module de détection est un
des éléments essentiels de la chaîne de perception du véhicul e
démonstrateur Prolab. Cette méthode peut s'adresser à de nom-
breuses applications de perception .
Les travaux présentés dans cet article donnent des résultats en-
courageants . Des améliorations sont envisagées, en particulier
pour prendre en compte l'aspect prédictif du filtrage de Kalman
afin d'inférer les paramètres de la nouvelle zone de recherche à
partir des données filtrées . De plus, l'estimation de la distance
relative du véhicule suivi peut être étendu à l'estimation de la po-
sition 3D. Les développements les plus prometteurs portent sur l a
gestion des apparitions, disparitions et occlusions d'obstacles .
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Figure 7 . — Suivi d'obstacle : a) la sirène routière, b) l'image des contours, c) les segments, d) les segments d'intérêt, e) l'ensemble dee rectangles, f) la nouvell e
position de l'obstacle.
Traitement du Signal 1996–Volume 13 - n° 2
	
1 39
Détection et suivi d'obstacle sur rout e
Figure 8
. – Suivi d'obstacle sur route .
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Figure 9. — Evolution des variables lors d'une séquence routière
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