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Vibrational spectroscopy of adsorbates is becoming an important investigation tool
for catalysis and material science. This paper presents a semiclassical molecular
dynamics method able to reproduce the vibrational energy levels of systems composed
by molecules adsorbed on solid surfaces. Specifically, we extend our divide-and-
conquer semiclassical method for power spectra calculations to gas-surface systems
and interface it with plane-wave electronic structure codes. The Born-Oppenheimer
classical dynamics underlying the semiclassical calculation is full dimensional and
our method includes not only the motion of the adsorbate but also those ones of the
surface and the bulk. The vibrational spectroscopic peaks related to the adsorbate are
accounted together with the most coupled phonon modes to obtain spectra amenable
to physical interpretations. We apply the method to the adsorption of CO, NO and
H2O on anatase-TiO2 (101) surface. We compare our semiclassical results with the
single-point harmonic estimates and the classical power spectra obtained from the
same trajectory employed in the semiclassical calculation. We find that CO and NO
anharmonic effects of fundamental vibrations are similarly reproduced by the classical
and semiclassical dynamics, and that H2O adsorption is fully and properly described
in its overtone and combination band relevant components only by the semiclassical
approach.
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I. INTRODUCTION
Quantum nuclear effects are ubiquitous in molecular mechanics, even if most of the com-
putational methods en vogue treat nuclei as classical particles. The main justification for
this choice would be that nuclear quantum effects wash out, even for the light hydrogen
atom, especially in condensed phase systems. In this paper we focus on molecular adsorbate
spectroscopy and show when molecular adsorbates can be reasonably treated with classical
mechanics, and when it is necessary to include nuclear quantum effects to obtain a more
complete and realistic picture.
To this end we need, on one side, theoretical methods capable of classical and quantum
simulations, on the other experimental results allowing for a direct quantitative compari-
son. Infrared (IR) and Raman spectroscopy of adsorbates offer this field of comparison.1–4
Given the many electrons and nuclei involved, the state of the art of computational tool for
vibrational spectroscopy of adsorbate molecules is represented by the harmonic approxima-
tion, i.e. the Hessian diagonalization at the Born-Oppenheimer (BO) equilibrium geometry.
Even if some authors overcome this limitation by including anharmonicities by means of
the classical velocity-velocity correlation function,5–8 semiempirical Hamiltonians,9 or per-
turbation theories,10 we think that it is important to include quantum mechanical effects
for a better understanding of the experimental results. Therefore, we decided to extend the
Divide-and-Conquer Semiclassical Initial Value Representation (DC SCIVR) method,11 a
quantum mechanical approach recently developed in our group, to the calculation of the vi-
brational power spectra of molecular adsorbates. This semiclassical (SC) method is based on
classical trajectories and it has proved to include nuclear quantum mechanical effects quite
accurately. It is implementable both on analytical potential energy surfaces (PESs) and on
a direct ab initio molecular dynamics, i.e. on-the-fly, approach. More specifically, we will
extend DC SCIVR from isolated molecular system spectroscopy calculations to molecules
adsorbed on surfaces, including the vibrational contributions of the surface and the bulk,
and without any ad hoc decoupling. DC SCIVR can selectively provide the peaks of the
spectrum that are related to the adsorbate vibrations, including those of the surface and the
bulk, because it is based on full dimensional classical trajectories.12,13
The importance of developing nuclear quantum mechanic tools for adsorption studies has
been already stressed both from experimental and theoretical results, especially on metallic
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substrates and for organic adsorbates.14–24 In particular for theoretical spectroscopic investi-
gation beyond the harmonic approximation, efforts have been dedicated to water adsorption
on Pd(111).10 Here we choose to focus on the investigation of molecular adsorption phe-
nomena not only for the intrinsic interest in this fundamental phenomena but also for the
several technological and industrial applications. Indeed, transition metal oxide surfaces can
be appealing systems to drive photo-catalytic processes, especially in the field of catalysis
of pollutant degradation photoinduced reactions25 and hydrogen generation26,27 processes,
which have been receiving great attention as they may help in solving serious environmental
and energy challenges. Among all the possible choices for materials with photo-catalytic
properties, titanium dioxide (TiO2) is considered one of the most promising semiconduc-
tor materials because of its strong photo-oxidative ability, its low cost, non-toxicity and
chemical stability.28–35 Many open issues concerning the surface-pollutant interactions and
the structure-property relationship are still unsolved and progresses in this regard may be
very useful. In particular, the shifts of the vibrational frequencies of the molecule itself
compared to the gas phase, both thanks to IR and Raman measurements and theoretical
predictions,36,37 is a powerful tool for a better understanding of the mechanisms involved in
the interaction between a surface and an adsorbed molecule, and the observed photochemical
processes. In this paper, we will show the vibrational spectra of CO, NO and H2O, adsorbed
on the anatase-TiO2(101) surface, which is the most thermodynamically stable anatase sur-
face. These molecules have been extensively tested with spectroscopic experiments and they
represent a typical benchmark.38
The paper is organized as follow. Section II is divided into three parts: The first one
reviews the DC-SCIVR method, the second implements DC SCIVR for adsorbate spec-
troscopic calculations, and the final one describes the computational setup. In Section III
our results are reported. These are divided into geometry considerations, vibrational spectra
calculations and adsorbate-surface coupling studies. Finally Section IV concludes the paper.
II. METHODS
In this section we present the theoretical implementations of semiclassical molecular dy-
namics for the calculation of spectra of molecular adsorbates. We first briefly review the
theory of the DC-SCIVR method, introduced by one of us. A more extended presentation
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of this semiclassical method can be found elsewhere.12,39 Then, we will describe how we can
implement this formalism for spectroscopic calculations of molecules adsorbed on surfaces.
The method is able to account for the quantum dynamical effects of the surface and part of
the bulk in the molecular vibrational spectra. Here, we will calculate nuclear power spectra.
However, the same formalism can be promptly extended for the calculation of any kind of
nuclear motion related type of spectra. At the end, the details of the computational set-up
are described.
The vibrational frequencies of a quantum system governed by the Hamiltonian Hˆ , can be
accessed through the quantum power spectrum I(E), which is given by the Fourier transform
of the survival amplitude40 of an arbitrary reference state |χ〉
I (E) ≡
1
2π~
ˆ
−∞
+∞
〈
χ
∣∣∣e−iHˆt/~∣∣∣χ〉 eiEt/~dt. (1)
We perform the quantum dynamics evolution in Eq. (1) using the semiclassical (SC) molec-
ular dynamics, which can be derived by a stationary phase approximation of the Feyn-
man Path Integral propagator for the quantum time-evolution operator e−iHˆt/~.41,42 In other
words, the SC propagator is composed of all the trajectories starting from a given position
q (0) and ending to a given one q (t) in a fixed t amount of time. This boundary values
problem43–46 has been made amenable to computational simulations only with the refor-
mulation of the semiclassical propagator in terms of initial conditions (p (0) ,q (0)). The
Semiclassical Initial Value Representation (SCIVR) has been originally proposed by Miller,
and later implemented by several authors.40,42,45,47–61 For spectroscopic calculations, it has
been found convenient to introduce a time averaging filter, the so called TA-SCIVR,62–64 in
addition to the phase space integration introduced by the IVR approach. More specifically,
after exchanging the phase integral with the additional time integration, it results that a
much smaller number of IVR trajectories are necessary for numerical convergence. This
formulation still needs an order of a thousand trajectories per degree of freedom for reaching
numerical convergence. Later, the Multiple Coherent formulation of SCIVR (MC SCIVR)
was introduced by one of us, where only a few tailored trajectories are necessary. This
implementation of the SCIVR opened the route to on-the-fly semiclassical simulations.65–70
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In the MC SCIVR formulation, the power spectrum is given by
I(E) =
1
Ntraj
Ntraj∑
i=1
1
2π~T∣∣∣∣∣∣
Tˆ
0
e
i
~
[St(pi(0),qi(0))+Et+φt]〈χ|pi (t) ,qi (t)〉dt
∣∣∣∣∣∣
2
(2)
where T is the total simulation time, St (p (0) ,q (0)) is the classical action, φt indicates the
phase of the Herman-Kluk pre-exponential factor Ct(p(0),q(0))
Ct (p (0) ,q (0)) =
=
√
det
∣∣∣∣12
(
Mqq + Γ−1MppΓ− i~ΓMqp +
iΓ−1
~
Mpq
)∣∣∣∣, (3)
and |p (t) ,q (t)〉 is a coherent state of the type:40,49,55,71–73
〈x|p (t) ,q (t)〉 =
(
det (Γ)
πF
)1/4
e−(x−q(t))
TΓ(x−q(t))/2+ipT (t)(x−q(t))/~. (4)
In Eq.s (3) and (4) Γ is a diagonal width matrix for bound state calculations, with coeffi-
cients usually equal to the square root of the harmonic vibrational frequencies. In addition,
the time evolution of Eq. (3) is performed by evolving the equations of motion of the mon-
odromy matrix elements74 of the type Mij = ∂i (t) /∂j (0), which requires the knowledge of
the Hessian of the potential along each trajectory. This is actually the most computationally
expensive part of the evaluation of semiclassical spectra and several numerical implemen-
tations have been introduced to ease this bottleneck.75–79 In few words, the MC SCIVR
approach is based on the assumption that a suitable choice of a single or few trajectories,
each one associated to a reference state, can still yield accurate vibrational frequencies.
More specifically, each trajectory is initialized such that its energy is close to a given quan-
tum vibrational eigenvalue. Since the exact eigenvalues are unknown, a good strategy is to
evolve the trajectories starting from the equilibrium atomic coordinates (qeq) and with a
corresponding momentum provided by the harmonic estimate (p2eq/2m = ~ω(n + 1/2)) of
the vibrational eigenvalue. In addition, one can select spectroscopic peaks by using reference
5
state combinations of the type:
|χ〉 = |peq,qeq〉+ γ |−peq,qeq〉 (5)
where γ is a vector such that when all its elements are equal to 1, the ZPE peak and even
overtone spectroscopic signals are enhanced.68 Instead, by switching one of its component
to −1, the fundamental and the odd overtones of that mode component are enhanced. This
approach has been shown to provide quite accurate results when compared to exact quantum
mechanical simulations.70,80–89
Divide-and-Conquer Semiclassical Molecular Dynamics
Despite the aforementioned implementations to semiclassical dynamics for high dimen-
sional applications, systems with a large number of degrees of freedom remain unfeasible,
not only because of the curse of dimensionality, but also because it becomes difficult to
resolve the spectroscopic signals. For these reasons, we recently proposed a “Divide and
Conquer” strategy11–13 based on the idea of obtaining the power spectrum I (E) of Eq. (1)
as composition of partial spectra I˜ (E) computed in an M-dimensional subspace of the full
Nvib-dimensional space. The resulting expression for the power spectrum is the following:
I˜ (E) =
1
2π~T
1
Ntraj
Ntraj∑
i=1∣∣∣∣ˆ T
0
e
i
~
[S˜t(p˜i(0),q˜i(0))+Et+φ˜t]〈χ˜|p˜i (t) , q˜i (t)〉dt
∣∣∣∣2 (6)
where all the quantities with the tilde superscript are projected in the M-subspace, by a sin-
gular value decomposition, with the consequent dimensional reduction for the semiclassical
calculation. While most of the quantities in Eq. (6) can be directly projected starting from
the full dimensional one, this is not true for the classical action S˜t, due to the non sepa-
rability of the potential energy term. Therefore the following expression for the projected
potential has been introduced
V˜S (q˜M (t)) = V (q˜M (t) ;qNvib−M (t))− V (q
eq
M ;qNvib−M (t)) (7)
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where the effect of the degrees of freedom outside the M-subspace is subtracted from the full
dimensional potential after fixing the M-subspace variables at their equilibrium geometry
q
eq
M . This approximation is as much as better the M-subspace oscillations are nearby the
equilibrium. Also eq. (7) is the exact projected potential in the separable limit. The
subspaces are chosen such that strongly coupled modes are included in the same subspace.
There are different approaches to settle the subspaces, as reported in details in Refs. 39 and
12. In Sec. II we will describe in details the one we adopt in this work.
Eq. (6) is our working DC SCIVR formula and it provides the quantum power spectrum.
For comparison and for a better understanding of the importance of including quantum
effects in nuclear dynamics simulations, we calculate the classical equivalent of Eq. (6)
as well. This is the classical power spectrum, i.e. the Fourier transform of the velocity
correlation function, which is equal to
I˜qcl (E) =
1
2π~T
ˆ T
0
dte
i
~
Et
×
(
1
2π~
)M ˆ ˆ
dp˜ (0) dq˜ (0) p˜ (t) p˜ (0) (8)
In the following we denote this approximation as the “quasi-classical” one, because each
trajectory has an energy equal to each vibrational energy level. Instead, classical power
spectra are usually obtained from NVE trajectories previously thermostated with a NVT
procedure. At zero Kelvin, the classical power spectra becomes the harmonic approximation
and it can not be employed as a term of comparison with our DC SCIVR results, which are
zero Kelvin spectra. In each simulation, we keep the length of the trajectory fixed to 2500
time-steps of 10 a.u. each.
Extension of DC SCIVR for Adsorbant-Surface Spectroscopy
The dimensionality of a typical adsorbant-surface system is at least of the order of hun-
dreds of degrees of freedom. A full dimensional SC calculation is unfeasible, even with the
few classical trajectories required by the MC SCIVR approach, and the DC SCIVR method
described above becomes mandatory. Before applying DC SCIVR to the problem of surface-
adsorbed molecules, we need first to put in place some considerations. The full spectrum of
the system that describes the adsorption of a molecule is composed of bulk and surface vibra-
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tions (phonons) plus the adsorbate vibrations. Most of these vibrational motions are strictly
related to the bulk and are not necessary for the understanding of the adsoprtion process.
For this reason, the Divide-and-Conquer strategy helps in this case to bypass the complex-
ity of the system by calculating the Hessian components only for the subspaces where the
vibrational modes of the adsorbate are involved, and not the full dimensional Hessian or the
Hessian for other entirely phononic subspaces. However, the classical dynamics is always full
dimensional and fully coupled, i.e. the BO surface remains the exact one. One can naively
focus only on a subspace of the vibrational modes that is composed exclusively of adsor-
bate modes. This choice is quite limiting and it does not take into account properly of the
surface role. Instead, we prefer to adopt the approach called “Hessian space-decomposition
method”, introduced in Ref. 12. To summarize, this method starts from the evaluation of
the coupling strength between modes in terms of the averaged Hessian off-diagonal elements
H¯ ij obtained from absolute values of the Hessian matrix in normal mode coordinates over
the trajectory steps: H¯ ij =
∑N
k=1 |Hij|/N . After fixing a given threshold value ǫ, we divide
the modes in subspaces by setting all the averaged coupling elements that are smaller than
ǫ equal to zero, i.e.
H¯ ij =
 H¯ ij if
∣∣H¯ ij∣∣ ≥ ǫ
0 if
∣∣H¯ ij∣∣ < ǫ . (9)
The resulting block-diagonal matrix defines the subspaces. In other words, if mode i and
mode j are such that
∣∣H¯ ij∣∣ ≥ ǫ, they are enrolled on the same subspace. When ∣∣H¯ ij∣∣ < ǫ
and there exits a third mode k such that
∣∣H¯ ik∣∣ ≥ ǫ and/or ∣∣H¯kj∣∣ ≥ ǫ, i and j are still
enrolled on the same vibrational subspace, otherwise not. The drawback of this approach
is that ǫ is an arbitrary parameter, and smaller values would correspond to larger subspace
dimensions. Since it is not possible to choose a priori a suitable value of ǫ, we tested different
choices, in a way to compromise between good quality spectra and subspace dimensionality
suitable for numerical convergence. For the Hessian averaging, one would need the value of
the full Hessian matrix at each trajectory step. This is computationally prohibitive in the
present case, given the large dimension of the system composed by the adsorbate, the surface
and the bulk. Thus, our choice has been to apply the averaged-Hessian approach only on
a limited number of time-steps uniformly distributed along the trajectory. To sum up, we
perform full dimensional classical dynamics. Then, we partition the modes into groups using
full dimensional Hessian calculations. Finally, we calculated the spectrum of each group of
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modes separately using reduced dimensionality semiclassical quantities as in Eq.(6).
To prove that a normal mode subdivision based on a small number of full dimensional
Hessian matrices is still reliable, we report a benchmark test for the glycine molecule. Thanks
to its manageable size, this molecule allows us to validate the partial Hessian normal modes
partition described above in comparison to a subdivision into subspaces, where the full
dimensional Hessian has been calculated at each time-step and the case of the full 24-
dimensional MC SCIVR calculation without any divide-and-conquer approximation.81 The
same computational setup employed in Ref. 81 is employed here. A 2500 time-steps tra-
jectory (0.6 ps) is evolved using the DFT B3LYP functional, in conjunction with the aVDZ
basis set, as implemented in the NWChem package of software.90 Here, we focus our at-
tention only on the asymmetric and symmetric NH2 stretching modes as if they were the
adsorbate modes, for which we have the evidence of a non-negligible coupling with the other
degrees of freedom by inspection of the off-diagonal Hessian elements. In particular, we
perform a subdivision based on the average over both of all the 2500 Hessian matrices cal-
culated step by step along the trajectory and on the evaluation of 20 Hessians only. We take
as a reference the 16-dimensional subspace coming from the Hessian averaged on 2500 steps
and obtained with threshold value equal to ǫ = 2 × 10−6, and perform different vibrational
space subdivisions using different ǫ values for the 20 steps averaged Hessian. The most crude
choice is a bidimensional subspace, where only the two NH stretch motions are included.
The corresponding spectrum is reported in panel (a) of Fig. 1 and no clear assignment is
possible for this spectrum. By gradually increasing the dimensionality of the NH subspace,
the stretching peaks gradually appear more and more well-defined. When using the same
ǫ value equal to 2 × 10−6 both for the 20 and 2500 Hessian evaluations, we obtain two dif-
ferent 16-dimensional subspaces for the NH stretches, which differ for three normal modes.
However, the spectroscopic signal for the two NH stretches are identical. This proves that
when the subspace is large enough, (i) the results are converged and (ii) one can use only
20 Hessians instead of 2500. Eventually, it is not necessary to perform higher dimensional
calculations if one is interested in these modes only. The criteria for understanding if the
subspace is large enough are both qualitative and quantitative. The quality of the spectrum
is increased when the ZPE and fundamental peaks present small intensity side peaks and
there are no peaks at lower energy than the ZPE one. The quantitative criterion is satisfied
when, by increasing the dimensionality of the subspace, the position and the intensity of
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Figure 1. Semiclassical glycine NH2 stretching peaks with different vibrational space subdivisions
strategies. The spectra have been shifted with the ZPE peak to 0 energy value.
the peaks with respect to the ZPE one do not change. In conclusions, we introduce a dif-
ferent procedure respect to our previous DC SCIVR one. The main differences are that (i)
the subspace subdivision is calculated with much fewer Hessian evaluations, (ii) the power
spectrum is calculated only for the subspaces containing the adsorbate vibrational normal
mode peaks, and (iii) only the projected potential and the Hessian sub-block of interest are
calculated during the dynamics.
We believe that this strategy can be applied to any complex system where the spectro-
scopic signal of only a part of the system is of interest. In the following we will apply it to
the specific case of the adsorbate-surface system, where mainly the spectroscopic signal of
the molecule is of interest and part of the bulk phonon peaks are superfluous.
Computational details
To simulate the dynamics of the adsorbate-surface system we employ the open source
Quantum-Espresso (Q-E)91,92 suite of programs. All calculations are performed using ultra-
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soft pseudopotentials with energy cutoff for the wavefunction of 40 Ry for the adsorption
of CO, of 60 Ry for the adsorption of NO, and 40 Ry for the adsorption of H2O (the cor-
responding cutoff for the density is set to 400 Ry for CO, 480 Ry for NO, and 400 Ry for
H2O). The Brillouin zone was sampled using the Γ point only. Because of the unpaired
electron in NO, we performed a spin polarized simulation to describe its adsorption, while
the simulations for CO and H2O adsorption are unpolarized. The supercell used to describe
the surface has been generated by cutting a bulk with atomic coordinates obtained by a
TiO2 anatase bulk geometry at the theoretical lattice constants, i.e. by cutting the bulk
along the plane defined by the chosen Miller indexes with atomic coordinates at the DFT
lattice parameters. We choose the (101) facet because it is the thermodynamically most
stable one. The adsorption geometries were determined by a relaxation of the atoms of the
surfaces and the adsorbates. Out of the four Ti layers, the two deepest layers were frozen to
the bulk atomic positions, while the others are free to relax to their equilibrium geometry.
A separation between periodic replica of the slabs has been achieved by inserting around
10 Å of vacuum for CO, 9 Å for NO and 10 Å for H2O. The surface model presents 4
Ti5c sites available for adsorption with one adsorbed molecule per unit cell corresponding
to a coverage Θ = 0.25 monolayer, as shown in Fig. 2. These atomic coordinates repre-
sent the starting atomic configuration for the evaluation of the equilibrium Hessian matrix,
and for the successive trajectory simulations. The presence of the fixed layers in the slab
causes the starting geometry not to be a full-dimensionality slab minimum of the PES for
the entire simulation cell. In addition, to avoid the subspace analysis to provide a coupling
with modes involving fixed atoms, we set to infinity the masses of the fixed slab atoms and
consequently their Hessian component are equal to zero. Also, the resulting matrix will
be used throughout the whole simulation to convert the Cartesian coordinates to normal
modes.
Since we choose to work with a PBE functional and keep a minimal level of convergence
of the simulations, we checked the adequacy of our surface model (referred hereafter as Q-
E_f - fast) for the CO and NO by comparing the equilibrium geometries and the binding
energies against two calculations performed with more accurate DFT levels. For these
references we choose an hybrid functional (PBE0) and a PBE+U calculation. The PBE0
results have been performed with the all-electron localized Gaussian basis sets as available
in the CRYSTAL code (referred as CRYSTAL).93,94 We fix the thresholds for the truncation
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Figure 2. Optimized geometries of CO (panel (a)), NO (panel (b)) and H2O (panel (c)) adsorbed
on the TiO2 anatase (101) surface. Ti atoms are in gray, surface Oxygen in red, while molecular
Oxygen in violet. Carbon atoms in yellow, Nitrogen in blue and Hydrogen in cyan.
of infinite lattice sums T1 = T2 = T3 = 10−7 a.u., T4 = 10−14 a.u. and T5 = 10−20 a.u. The
convergence threshold for the SCF energy is set to 10−8 Ha. Reciprocal space is sampled
according to a sub-lattice with a shrinking factor equals to 6, i.e. 6 × 6 × 1 Monkhorst-
Pack net. Since periodicity should not be guaranteed for CRYSTAL local atomic orbitals,
we build a 2d periodic slab scheme and the model is a real two-dimensional system, where
periodicity (and Bloch theorem conditions as well) is lost in the direction perpendicular
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to the crystallographic plane. The dimension of the 2d periodic slab is a 2 × 1 supercell
with respect to the primitive cell. The second higher level calculations have been performed
with the Q-E suite (referred as Q-E_i - intense), where the kinetic energy cutoff for wave
functions equal to 40 Ry. The convergence threshold for the PWScf energy was set to 10−7
Ry. A 2 × 1 supercell with respect to the conventional cell was arranged with a reciprocal
space k-points grid equals to 6 × 6 × 1, and a value for the Hubbard U equal to U = 3.3
eV. An overall comparison for the anatase-TiO2 lattice constants is reported in Table S1
of the Supplementary Information (SI). The Binding Energy (BE) reported below has been
calculated using the following expression
BE = −
Esys − (Eslab + nEads)
n
(10)
where Eslab is the energy of the slab, Eads is the energy of the isolated adsorbant molecule in
its equilibrium configuration, n is the number of adsorbant molecules in the adsorbate/slab
system, and Esys is the total energy of the system. In the case of CRYSTAL calculations,
the basis set superposition error (BSSE) was taken into account and the BSSE corrected
value is reported.
In order to contain the computational cost, we performed a single Q-E_f trajectory DC
SCVIR simulation initialized with the harmonic ZPE velocities, which has been proved to
be good enough for calculating the vibrational frequencies of the fundamental transitions
in several other systems.75,86,95 In addition, the angular momentum has been removed to
the initial conditions of the trajectory. Thanks to these initial conditions, molecular dy-
namics involve both the adsorbate and the surface atoms, with the exception of the layers
fixed at the bulk position. Harmonic normal modes have been determined through the
Density-Functional Perturbation Theory (DFPT)96 implementation available in Q-E which
has been used to compute the Hessian matrix. In the evaluation of the Hessian, we neglect
the non-analytic term which corrects the long wavevector limit, i.e. q → 0 limit, of the
dynamical matrix for polar crystals, which we verified to have a limited effect on the vibra-
tional frequencies of the adsorbate. Table S2 in the SI shows the convergence of the Hessian
and the harmonic vibrational frequency calculations with respect to the k-points sampling
for the cases considered below. Born-Oppenheimer molecular dynamics (BOMD) has been
performed with an in house adaptation of PlaneWaveSelfConsistentField (PWScf) module
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to integrate the equation of motion using the symplectic velocity-Verlet algorithm. For the
adsorbed molecules, we perform BOMD in the NVE ensemble for 2500 iterations with a
time-step of 10 a.u., thus yielding to 0.6 ps of dynamics. To identify the proper subspace
for the DC-SCIVR simulation we proceed as described in Sec. II by averaging over 20 full
dimensional Hessian matrices computed within DFPT. Once we identified the subspaces, we
compute the projected potential according to Eq. (7) and the Hessians along the trajectory
only for the subspace modes of interest, using a finite difference approach starting from
the forces obtained by the ab-initio code. These two tasks have been performed through
two small codes which determine the necessary atomic configurations according to the al-
gorithms described in the previous section, runs a series of SCF calculations with PWScf,
and, after collecting the results, reconstructs the Hessian in the subspace or the projected
potential. In particular, for the Hessian evaluation, we first convert the coordinates from
Cartesian to normal modes, add a displacement, and then the coordinates are converted
back to Cartesian ones. The amplitude of the atomic displacement has been adapted to the
surface flatness as ηj = η0/ωHj with η0 equal to 5 × 10
−4 a.u. with the aim of improving
the accuracy in case of flat PES, and to increase the level of accuracy of our SCF cycles
we recalculate the forces at the BOMD geometries. The atomic forces obtained from the
SCF results are then converted in normal mode coordinates and the matrix elements of
the Hessian in the subspace can be computed by a finite difference estimation of the first
derivatives, i.e. the forces. This reduces the costs for the evaluation of the Hessian inside
the subspace of interest to a number of SCF cycles equal to the dimension of the subspace
plus the eventual recalculation of the forces in the equilibrium geometry.
III. RESULTS: VIBRATIONAL SPECTRA FOR ADSORBATES ON TIO2
ANATASE (101)
Geometry considerations
For all the adsorbates, we choose an adsorption geometry with the molecule adsorbed
upon one available Ti5c site with the Carbon or Nitrogen or Oxygen atom pointing toward the
surface, because this is the most stable configuration found by previous ab initio calculations
(see Ref.s 2, 4, 97, and 98 for the adsorption of CO, Ref.s 99–102 for NO and Ref.s 103–107
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Table I. Relevant coordinates and binding energies for CO adsorbed on TiO2 anatase (101) surface.
Comparison of the present results with literature reference values. r(Ti5c–C) is the distance between
the Carbon and the Ti5c adsorption site, r(C–O) the intramolecular distance, α(Ti5c-C-O) the angle
between these two distances, and BE stands for the classical bottom-of-the-well “Binding Energy”.
Method Layers Functional Coverage r(Ti5c–C) [Å] r(C–O) [Å] α(Ti5c-C-O) [◦] BE [eV]a
CRYSTAL 8L PBE0 θ=0.5 2.506 1.120 178.65 0.22
Q-E_i 8L PBE+U θ=0.25 2.511 1.139 177.86 0.29
Q-E_f 4L PBE θ=0.25 2.507 1.139 179.37 0.22
Q-Eb 6L PBE+D2 θ=0.125 2.33 1.139 0.262
CRYSTAL09c 10L PBE0 θ=0.25 2.571 1.1202 0.22
VASPd PBE+U θ=0.33 2.467 1.138 0.34
VASPe 6L PBE θ=0.5 2.531 1.139 175.74 0.26
CPMDf 6L PBE 2.345 1.129 0.40
a Experimental value 0.37 eV4
b From Ref.4
c From Ref.2
d From Ref.98
e From Ref.97
f From Ref.108
for H2O). Fig. 2 reports the obtained equilibrium geometries for the adsorption of the three
molecules, together with the anatase (101) surface atoms. The corresponding CO geometry
values of the Figure can be found in Table I. To assess the level of ab initio theory for the
dynamics, we have employed different level of theory with different supercell arrangements
and DFT functional set-up to be compared with the literature. In the first row of Table
I we show our calculations using the CRYSTAL suite of codes with a supercell made of
8 layers, the PBE0 DFT functional and a surface coverage equal to 0.5. The distance
between the Carbon end of the molecule and the adsorption surface site Ti5c (r(Ti5c–C)),
the intramolecular Carbon-Oxygen distance (r(C–O)) and the angle between them α(Ti5c-
C-O) are also reported, together with the binding energy (BE). These values are compared
with those obtained using the Q-E arrangements described above. Since Q-E_i proves
to be quite computationally intense with 8 Ti layers, we employ it for static calculations
only. Instead Q-E_f is a less computationally intense setup, feasible for the classical and
semiclassical dynamics calculations. While the binding energy (BE) between the different
Q-E set-up differs about 30%, the geometric arrangement changes are less than 1%. The
comparison with the literature values show that both our CRYSTAL and Q-E computational
set-up, which are reported at the first three row from above in Table I, are accurate. More
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Table II. The same as in Table I but for the relevant geometrical coordinates and binding energies
for NO adsorbed on the TiO2 anatase (101) surface.
Method Layers Functional Coverage r(Ti5c–N) [Å] r(N–O) [Å] α(Ti5c-N-O) [◦] BE [eV]
Crystals 8L PBE0 θ=0.5 2.556 1.131 132.6 0.16
Q-E_i 8L PBE+U θ=0.25 2.548 1.159 131.66 0.23
Q-E_f 4L PBE θ=0.25 2.435 1.153 131.86 0.27
DMol3a 4L PBE θ=0.25 2.449 1.144 178.178 0.25
VASPb 6L PBE θ=0.25 2.512 1.164 0.29
a From Ref. 99
b From Ref. 100
specifically, our CRYSTAL calculations are consistent with Ref. 2, where the same suite of
codes have been employed, and our Q-E calculations are reproducing other plane-wave ones,
compatible with the different slab and coverage arrangements.
In Table II, we report the results of the same calculations but for the NO adsorption.
In this case, the comparison with the literature results is poor. Specifically, the α(Ti5c-N-
O) angle differs considerably. The following vibrational analysis shows that our geometry is
indeed a minimum and we could not find a minimum at the angle suggested in the literature.
For these reasons, we perform our classical and semiclassical calculations starting from our
minimum geometry. Also, we have a slight different value for the r(Ti5c–N) distance between
the two Q-E set-up. However, we consider this difference quite contained and hence the Q-
E_f arrangement good enough for our dynamics calculations.
Finally we look at a suitable computational set-up to describe the molecular water ad-
sorption on the TiO2 anatase (101) surface. In Tab. III, our well tested Q-E_f method
results are quite in agreement with the literature values both for geometry and energetics
and a Q-E_i calculation was not necessary, given the presence in the literature of several
other Q-E calculations, some of them reported in Table III. Specifically, the distances and
the angle are quite similar for all type of theoretical approaches, while the BE may differ,
depending on the code employed. Our results are consistent with the literature Q-E ones.
Thus, we adopt the Q-E_f for classical and quantum dynamics calculations.
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Table III. The same as in Table I but for the relevant geometrical coordinates and binding energies
for H2O adsorbed on the TiO2 anatase (101) surface.
r(Ti5c–O) [Å] r(O–H) [Å] d(O2c-H) [Å] α(H-O-H) [◦] BE [eV]a
Q-E_f 4L PBE θ=0.25 2.283 0.984 2.284 103.89 0.76
CASTEPb 8L PBE 2.236 0.995 2.101 102.585 0.948
CASTEPc 4L PBE 2.245 0.993 2.122 0.916
Q-Ed PBE θ=0.17 2.30 2.26 0.71
Q-Ee PBE θ=0.17 2.300 2.257/2.263 0.720
Crystal14f 4L PBE θ=0.25 2.25 0.71
Crystal14f 4L HSE06 θ=0.25 2.29 0.84
a Experimental value 0.5-0.7 eV.109
b From Ref.104
c From Ref.103
d From Ref.106
e From Ref.105
f From Ref.107
Frequencies calculations
The vibrational frequency calculations are done at three different levels of theory. First,
at the harmonic level by diagonalization of the Hessian matrix at the minimum adsorption
geometry. Second, to include anharmonic effects, we run BO classical dynamics, where the
trajectory energy is equal to the harmonic Zero Point vibrational Energy (ZPE) value and
to obtain the set of frequencies employing Eq. (8). This is a classical calculation which
reproduces the fundamental vibrational frequencies, including classical resonances between
modes but without any quantum mechanical effect. We label this level of calculations
as “quasi-classical”, as explained at the end of sub-Section II. Third, we employ our DC
SCIVR approach to calculate the full quantum mechanical power spectrum, which includes
the actual anharmonic ZPE value, the quantum fundamentals frequencies and the overtones
and combination bands. Also, eventual quantum resonances or tunneling effects due to the
delocalization of the lighter nuclei (such as Hydrogen) can be reproduced, as it has been
shown in previous calculations using the same method.13,70,81,86,95 As described above, the
DC SCIVR approach needs a suitable choice of the reduced dimensionality subspace which
properly describes the vibrational motion of the adsorbate. The most drastic choice would
be to consider the internal vibrational modes of the adsorbate as the modes composing the
subspace. This approximation is actually contemplated in our method in Eq.(9) for values
17
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Figure 3. Harmonic, quasi-classical and semiclassical (DC-SCIVR) spectra for CO (left, panel(a)),
NO (center, panel(b)) and H2O (right, panel(c)) in gas phase and adsorbed on the TiO2 anatase
(101) surface. The semiclassical spectra have been shifted to have the ZPE peak at zero frequency
for better comparison with the quasi-classical and harmonic results. The insets highlight the semi-
classical overtones. H2O angular momentum was removed by initializing the classical trajectory as
it would be a system isolated from the surface.
of ǫ large enough and it brings a monodimensional space for the CO and NO adsorption and
a 3-dimensional one for H2O. Since in all these three cases the spectrum resulting from such
a choice is quite noisy, we proceed by enlarging the subspace and including other surface
and bulk modes by gradually reducing the value of ǫ. Following the procedure described in
Section II and in Eq.(9), we generate all the spectra reported in the SI (Fig. S1) and the
final vibrational adsorbate subspace dimensionality is 3 for CO, 4 for NO and 14 for H2O.
Fig. 3 and the corresponding Table IV report the results by applying the three levels of
theory (harmonic, quasi-classical and semiclassical) to the calculation of the fundamental
vibrational spectra for the three adsorbates, both in gas phase (before adsorption) and after
adsorption, using QE for both phases. In the left part of Fig. 3 (panel (a)) and the values in
the CO column of Tab. IV, one can see the spectra for the CO molecule, both in gas phase or
after adsorption.The agreement of the harmonic results with the experimental values is very
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Table IV. Comparison of fundamental vibrational frequencies for the stretching modes of CO and
NO and stretching and bending modes of H2O in gas phase and after adsorption on the TiO2
anatase (101) surface. We employ the QE code both for gas and adsorbed phases calculations for
a better comparison. All the frequencies are in cm−1.
CO NO H2O
Gas Phase
Experimenta 2143 1876 1595 3657 3756
Harmonic 2144 1900 1580 3731 3843
Quasi-classical 2132 1890 1545 3600 3681
DC SCIVR 2134 1890 1547 3603 3683
Surface Adsorbed
Experiment 2180b, 2185c 1901d 1615e ,1635f from 3300 to 3700f from 3300 to 3700f
Harmonic 2187 1914 1586 3580 3647
Quasi-classical 2169 1901 1592 3328 3327
DC SCIVR 2168 1901 1596 3314 3312
a From Ref. 110
b From Ref. 111
c From Ref. 4
d From Ref. 102
e From Ref. 112
f From Refs.113 and 114
good. In fact, several theoretical calculations of vibrational frequencies at harmonic level
have been successfully compared to experiments for the adsorbed CO molecule.2,4,98 Quasi-
classical and semiclassical simulations find fundamental frequency values lower by an equal
amount of almost 20cm−1.The DC-SCIVR plots in panel (a) of Fig. 3 show a small intensity
peak in correspondence of the CO internal vibrational overtone, which is highlighted by the
inset, around 4300 cm−1, both in gas and condensed phase. In addition, the DC-SCIVR
spectrum for the adsorbate shows some small intensity peaks on the right side of the ZPE
one. These peaks correspond to even overtone excitations (since γ = 1) and are due to
the coupling between the molecule and the surface. These overtones are mainly originated
by the two additional modes included in the subspace, which are frustrated rotations of
the CO with axis respectively along the [101] direction at 255 cm−1 and along the [010]
direction at 230 cm−1 reported in Fig.S2. In the same panel and from Tab. IV, we observe
about 40 cm−1 blue-shift in going from gas to adsorbed phase. This is a well known shift
and it is often explained in terms of electronic back donation from the bulk to the LUMO
(Lowest Unoccupied Molecular Orbital) of the adsorbate, which results in a stronger CO
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bond strength. Another possible explanation is given by the Pauli repulsion between the CO
electronic cloud and the surface electronic cloud.108 A third possible explanation is given by
the Stark effect that the surface electrostatic field may induce in the Carbon cation.37,108,115
We now turn our attention to the vibrational description of the NO adsorption reported
in panel (b) of Fig. 3 and in the third column of Table IV. Given the similarity between
the CO and NO, analogous considerations can be applied. However, in this case both in
the gas and condensed phase, a better agreement with experimental results is reached only
after inclusion of anharmonic effects, i.e. using the BOMD dynamics simulations. Here,
the harmonic frequency is about 10 cm−1 in the gas phase and 15 cm−1 in condensed phase
larger than the quasi-classical and semiclassical ones, which are about the same values. The
similarity between quasi-classical and semiclassical is expected, since NO and TiO2 are heavy
nuclei compounds. The only spectroscopic difference between the two approaches consists
in the presence of overtones that the semiclassical method can detect. Overtone peaks are
visible in the adsorbate spectrum, both at the right side of the ZPE and of the fundamental
NO vibrational peak, which are highlighted in the Fig.(3) insets. These peaks are given by
the surface and bulk modes that are mostly coupled to the NO internal stretch and belonging
to the four dimensional DC-SCIVR vibrational subspace, as shown in Fig.S2. Despite the
fact that nitric oxide is a molecular probe similar to CO, the interaction with non transition
metal centers or with empty d orbital transition metals can be weaker because NO, being
a radical, has a tendency to dimerize.37 The interaction comes through an extra electron at
HOMO (Highest Occupied Molecular Orbital). For these reason, the blueshift is very much
contained in this case.
The adsorption of H2O is an example of a more complex spectroscopic structure, com-
posed of adsorbant-surface couplings and relevant overtones and combination bands.105,116–118
Here, both in gas and condensed phase, the simple harmonic approach is not accurate for
the description of the fundamental frequency estimates, as shown in Tab. IV and Fig. 3.
The effect of the anharmonicity corresponds to about a 150 cm−1 lower frequency shift in
the gas phase and a 200 cm−1 shift for the adsorbate. Also in this case, the quasi-classical
and semiclassical simulations provide the same answer for the fundamental frequency values
showing an almost degeneracy for the symmetric and asymmetric stretches after adsorption.
Despite this agreement in terms of fundamental frequencies, by looking at the vibrational
spectrum of the adsorbate, we can appreciate the fact that in the semiclassical spectrum we
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obtain a variety of signals that reproduces all the overtones and combination bands present
in such a complex system and that the quasi-classical simulation can not reproduce. The
intensity of these peaks is lower than the fundamental ones because they are located farther
in energy from the classical trajectories and the Gaussian wavepacket energy shell. Also,
the intensities of the overtones peaks are reduced because H2O trajectory initial conditions.
However, a bending overtone is clearly visible towards 2900 cm−1 and combination bands
due to the coupling with the surface are present at around 4600-4700 cm−1. Finally, we
note that the bending blue shift, observed from both theory and experiment in going from
the gas phase to the condensed one, may be due to the fact that there is less room for the
molecule to bend in condensed phase and the vibrational frequency is consequently stiffer.
Once again, the harmonic approximation is missing to reproduce this effect as well.
As we have mentioned above, we have removed the angular momentum from trajectories
initial conditions in previous simulations. In the case of the H2O adsorbate, we added
an additional constraint. The angular momentum was removed for the H2O coordinates
separately, as it would be a system isolated from the surface. This is necessary to avoid that,
after about a thousand steps, the molecule starts rotating with respect to the surface. If this
constrain is relaxed and the molecule is free to reorient during the dynamics, we obtain the
spectra reported in Fig.(4). The comparison between these spectra and those on the bottom
part of Fig.(3)c shows that the H2O rotation splits the fundamental peaks. In addition to
the splitting of the two almost degenerate symmetric and asymmetric stretch modes, the
semiclassical simulation is able to provide several additional overtone peaks originated by the
coupling between the molecular stretching, the frustated rotations and the surface modes.
Even if the signal to noise ratio in this case is slightly worse than in Fig.(3)c, because of the
introduction of the floppiest modes in the spectrum, some overtones and combination bands
can be identified. Eventually, Fig.(4) shows how the hindered internal rotations of the water
molecule with respect to the surface generates several overtone spectroscopic features. This
is still quite different from the experimental spectrum113,114 where a large band is observed
in correspondence of the OH stretching frequency. In fact, our divide-and-conquer approach
allows us to filter out the signal originated from most of the phonon bath and the differences
with the experimental spectrum is also due to this filtering.
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Figure 4. Vibrational frequencies of H2O on the TiO2 anatase (101) surface without the angular
momentum removal from the trajectory initial conditions. All the frequencies are in cm−1. The
semiclassical spectra have been shifted to have the ZPE peak at zero frequency for better comparison
with the quasi-classical and harmonic results.
Adsorbate-surface interactions
We now investigate the adsorbate-surface couplings by looking at the surface atom dis-
placements for each mode. The eigen-displacements corresponding to the aforementioned
adsorbant subspace modes are represented in Fig. 5 as a colormap of the moduli of its compo-
nents on each atom. In each panel the adsorbate atoms are indicated by their corresponding
atomic label. The colormap is such that more intense colored atoms correspond to those
ones more involved in the motion of the surface modes coupled with the adsorbate.
Fig. 5 shows that frustated rotational molecular modes are those more coupled to the
internal molecular modes for all three kind of adsorption. These modes are quite delocalized
over the surface. However, the frustated modes involve the surface atoms in quite a different
pattern, according to the type of adsorbed molecule. In the case of CO adsorption (see panel
(a) of Fig.5) the surface oxygen and titanium atoms are equally involved in the surface modes
coupled with the adsorbant. In the case of the NO adsorption (panel (b) of Fig. 5) similar
considerations are valid with the addition that the coupling between the adsorbate and the
surface atoms is definitely greater.
Finally, in the case of water adsorption (panel (c) of Fig. 5) the main coupling is again
with the frustated rotational modes. However, in this case, the Oxygen atoms are mainly
coupled to the adsorbate. We think that this selective coupling is due to the fact that the
frustated rotational motion involves mainly the adsorbate Hydrogen atoms, which naturally
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Figure 5. Axes of rotation in panel (a) and color map representation of the titania normal modes
for the CO in panel (b), NO in panel (c), and H2O in panel (d) adsorbed on the TiO2 anatase
(101) surface. The bigger is the atomic mass-scaled displacement, the more intense is the atom
color. Acronym “FR” stands for Frustated Rotations and it is followed by the label of the related
rotational axis. The modes are those belonging to the CO and NO DC-SCIVR subspaces, which
are respectively 3 and 4 dimensional. In the case of H2O, a representative number of titania modes
belonging to the 14-dimensional subspace are chosen.
polarize and couple more with the Oxygen electronic cloud.
IV. CONCLUSIONS
In the present work we applied for the first time a divide-and-conquer semiclassical strat-
egy (DC SCIVR) to calculate the vibrational frequencies of molecules adsorbed on surfaces.
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A homemade code that interface with the Q-E suite of codes have been generated and three
representative molecular adsorption processes have been chosen, i.e. CO, NO and H2O on
anatase TiO2 (101) surface. DC SCIVR is based on full dimensional classical trajectories
and it properly accounts for all kind of couplings between the adsorbate and the slab. The
comparison with experimental results shows that the harmonic approximation is enough to
describe the adsorption of CO, while it is necessary to include at least classical anharmonic
effects for a correct calculation of the NO frequencies. In these cases and if one is interested
only on the fundamental internal adsorbate frequency, classical dynamics is a valuable tool
and cheaper than the semiclassical simulation, which requests the projected potential and
the Hessian calculations. Instead, an approach able to reproduce quantum nuclear effects
should be preferred for a more realistic description of a system like the H2O absorbed on
anatase TiO2 (101) surface, given the presence of several overtones and combination bands
with the phonon bath. This was somehow expected, given the light hydrogen atoms.
As far as the accuracy is concerned, in same cases, as the internal stretch of the CO
molecule and the gas-phase bending of the water molecule, the anharmonic results are less
accurate than the harmonic ones, if compared with the experimental values. Since this is
equally true for the quasi-classical and the semiclassical estimates, we impute this discrep-
ancy to the level of ab initio theory. In particular, in the case of water gas-phase bending, the
planewave setup is not the most suitable one and we have chosen it only for having a direct
comparison with the condensed phase values. Finally, plots of the eigen-displacements of
the titania modes most coupled to the adsorbate are reported. These show how the coupling
between the adsorbate and the surface is not local and it does involve several atoms.
These considerations will possible open the route for a new spectroscopic view and an
alternative way to rationalize catalytic processes for better functional material engineering.
SUPPLEMENTARY MATERIAL
See supplementary material for bulk lattice parameters, k-points convergence of vibra-
tional frequencies, the choice of each adsorbate vibrational space, and additional semiclas-
sical spectra.
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