Abstract-We consider the problem of content management in dynamically created collaborative environments. We describe the problem domain with the aid of a collaborative application in Open Hypermedia Systems, which allows individual users to share their link databases, otherwise known as linkbases. The RDF specification is utilised to express and categorise resources stored in a linkbase. This paper describes a semantic search mechanism to discover semantically related resources across such distributed linkbases. Our approach differs from the traditional crawler based search mechanism since it relies on the clustering of. semantically related entities to expedite the search for resources in a randomly created network and uses distance-vector based heuristics'to guide the search. Our experimental results indicate that the algorithm yields high search effectiveness in collaborative environments where changes in content published by each participant are rapid and random.
I. Introduction
The Open Hypermedia [18] model is principally characterised by having hypermedia link information stored separately from the documents that it describes. The links are stored in linkbases. One advantage is that links can be managed and maintained separately from the documents, and that different sets of links can he applied to a set of documents as appropriate.
The development of the first Open Hypermedia System rMicrocosm" [9] ) predates the Web. Subsequently, the Distributed Link Service (DLS) [4, 81 implemented the Microcosm philosophy on the Web. This was extended so that link resolution was also distributed around the Web [7] , and the service paradigm now extends to recent developments such as ontology services [SI.
However, the centralised DLS installation limited users to a service provider that was physically accessible and the service provider was burdened with all link service tasks requested by DLS users. A certain degree of distribution of fink service components would help alleviate a single point of task load and provide more opportunities to link services.
The peer-to-peer computing [I21 fits well with this scenario, which enables the user to be either a link provider or a link consumer, or both.
The Semantic Web 121 augments current Web technologies by associating machine understandable annotations (a.k.a. metadata) with contents. Metadata provides an abstract representation of information and is 0-7803-7840-7/03/$17.00 02003 IEEE primarily produced to facilitate inference techniques to co-relate information from different providers. This is also applicable to the resource description in Open Hypermedia Systems, where the prominent content of each linkbase can be expressed by metadata.
Semantic Web technologies are generic in their application. However, in this paper, we reshict ourselves to their application in collaborative environments, which facilitate resource sharing between dynamic collections of participants. As a participant can act both as a resource provider and a resource consumer, a peer network is constituted by collaborating entities. Resources are owned by individual participants and are subject to asynchronous updates, with a requirement to propagate updates to the current resource consumers. Peers collaborate to locate semantically equivalent or related entities.
Current search techniques used in Semantic Web technologies focus on annotating static information and fail to take into account the dynamic and asynchronous variation in contents. It should be noted that, though some may consider service based 'architectures such as DAML-S [l] , which use Semantic Web technologies, to be a form of dynamic content system, we differ from [17] and consider it to be an application of the Semantic Web to active entities rather than dynamic entities. According to us, the Semantic Web is considered to he dynamic if it ' i s created spontaneously by a set of collaborating nodes, where each node can dynamically update its published contents.
Efficiency of any search algorithm in peer networks critically depends on peer topology and query routing. Two approaches: centralised and Distributed Hash Technique.$ (DHTs) and their hybrids are extensively employed to organise peer networks. The centralised model was made popular by Napster [13] . A centralised search uses specialised nodes to maintain a n index of resources available within the collaborative environment. The resource of interest is located by querying the index nodes to identify nodes that provide the queried resource. A centralised system is vulnerable to attacks and poses difficulties in updating the indices.
DHTs have been widely adopted to improve resilience of peer-to-peer systems. Examples include CAN 1141, Chord [I61 and Pasuy [15]. Typical DHTs resolve a keyword to a location where the contents are located or from where the contents can be routed to. The inherent self-organisation is attributed to the distribution of keys in a uniform space where node and object identifiers share the same key space. Adopting DHTs requires unique hash techniques that could transform the search criterion into a unique key set.
An important aspect that differentiates the semantic overlay from DHTs is the necessity to maintain relationships between resources ofparticipants. In a DHT, immediate neighbours do not have to share any relationship and are primarily responsible for monitoring the connectivity with neighbouring peers. While in a collaborative environment, the anival of a peer constantly' modifies the relationship with its neighbours as more potentially discoverable resources are added to the network. The departure of a peer invalidates its relationship with neighbouring peers. Hence, the scope of an update is not limited to the peer storing the discovery information of the resources, but to all the peers that are semantically connected to the arriving or departing peer.
In summary, we are critical of DWs-like approaches in our application due to the following reasons:
0 DHTs assume a highly structured system in terms of both the network topology and the placement of objects.
which may not meet the requirements of ad-hoc applications, such as a dynamically shaped collaborative network.
DHTs heavily rely on the uniqueness of "hashed keys", but our aim is to devise a search mechanism that allows the inspection of the peers not only by resource types but also the occurrences of these types.
DHTs support a search on a' single hash expression.
However, a typical semantic search may consist of a random combination of entities and the .relationships between them. 0 A potential resource distribution in our application scenario, for example a Zipf-like distribution, will very likely lead tothe formation of "hot spots" if DHTs are employed and this problem could not be addressed especially when a joint query is performed. We observe that each resource (a linkbase) can be represented by a topic that conveys its prominent content. Consequently, the topics of linkbases associated with a peer constitute a "topic vector". Peers may instigate a link service query to retrieve matching linkbases.
Our Contribution
We describe a search algorithm that allows semantic search over a. set of semantically related entities. As described by the DAML search mechanism [6], a semantic search should facilitate the lookup for resources expressed as a combination of entities and relationships connecting them, i.e. subject and predicate based search. However, DAML imposes no restriction on the type of entities that can be used for describing the resource or the type of relationships that connect them. A typical search may involve a search based on subject or predicate or a combination. DAML adopts a crawler based approach that creates a connected graph to facilitate the search for related entities. However, the DDLS does not permit the creation of any such centralised search mechanism. The following subsections describe an algorithm that creates a peer topology based on the semantic contents hosted by individial peers.
. . A semantic search expression is evaluated against the information held on individual peers. The query initiator foimulates the query and calculates the distance between the query expression and the cached information LT,. The query expression calculates the nearest distance ad'". In case it finds a perfect match, the query evaluator routes the query. to the list of Idw' [I for the particular entry. The query is then successively evaluated by each of the recipient peers.
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The approach used for organising the peers, as discussed in section 3.2, leads to the creation of clusters of information, whereby each peer stores partial information about peers holding semantically related entities. The proximity of entities is measured by a relative distance represented by ad'". The distance between peers is measured as the amount of overlap between their topics. We use this distance information to propagate the search queries amongst peers. Any of the participating peers can initiate a semantic search. The search is evaluated against the initiating peer's cached information to determine the distance between the query expression and the cached information about the neighbouring peers. In certain cases where there may be no overlap between the query and the This heuristic propagates the query to the peers with similar information. However, it excludes the fact that there may be no overlap between the query and the information available at a peer, whereby it uses the neighbour, broadcast.
IV. Experiments
Our experimental evaluation is divided into three parts. The first experiment demonstrates the convergence of a query in a ccntrolled environment, where the topic list is assumed to be static. The semantic relationships between topics are therefore maintained throughout the experiments.
The aim of this experiment is to demonstrate the effectiveness of search in a static environment. ,Our test environment consists of a restricted number of peers. At bootstrap, each peer is allowed to randomly select a random number of distinct topics. Each of the peers then simultaneously selects a group of neighbours. As each peer builds its overlay, it maintains the information about the semantically related entities, as mentioned,in Section 3. Fig.2 represents the average performance of the algorithm in an environment consisting of 100. peers for 50 consecutive runs, with static content throughout the simulation. Each peer could cache the published topics of 30% of the total peers and choose a randomly selected list of topics from a global list of 300 entities. For ease of simulation, we impose an upper bound on the maximum topics that each peer could publish. To accurately measure the recall (i.e. percentage of the matches that can he found), we use a probabilistic distribution to ensure a specific percentage of peers host semantically related topics. Our aim is to determine the number of hops required to achieve the maximum recall. In our experiments we varied the distribution ranging from 10% up to 30%, respectively The clustering ability of the algorithm should ideally increase the effectiveness of the search as the percentage of peers publishing semantically related entities increases. As the peers are randomly organized, query routing may depend on the cache rate (i.e. percentage of the cached peers to all peers in the system) of the instigating peer, we overcome this limitation by randomly choosing a peer within the network to instigate a random query and measure the average performance over a number of executions. The search algorithm performs very well in the controlled environment. At least 98.24% of peers with'query topics are located within 3 hops from the query peer under varying percentages of related entities. With 30% peers having related topics, the recall level reaches 99.86%. The probability of a peer to locate other peers with query topics tends to he higher when more peers have related topics, which potentially leads to a densely clustered overlay.
The clustering of peers yields worse case search performance in case of formation of information islands, where groups of peers are semantically unrelated to each other. The neighbour broadcast is employed to propagate a directed query between disjointed clusters. The performance penalties, due to the broadcast, are minimised by localising it to the boundaries of clusters of information.
In the next experiment, we evaluate the algorithm for the performance in dynamically evolving peers, where each peer is allowed to randomly modify the topics it publishes. In accordance with the algorithm, each of the neighbouring peers is informed of changes in the list of published topics. We carried out the experiment with 1CQ peers by varying the percentage of peers that dynamically update their published topics. The experimental parameters were retained. Fig.3 demonstrates the performance of the .:.algorithm, where a selected percentage of peers update their published topics.
As expected, the performance of search deteriorated as compared to the static environment. With 20% of all peers updating their published topics dpamically, the recall level reaches 69.23% within 3 hops, The recall decreases to 51.45% with 10% of peers updating topics. Individual peers are responsible for informing their neighbours of a change in published topics. The notification of update may reach peers of interest at any time. If a query is instigated to locate the peers that happen to update their topics before the cached information has been refreshed, the search may result in missing peers due to stale information maintained about the published topics. It was observed that individual simulations failed to discover the entities in cenain cases in which the updated information was unavailable. One of the reasons is that peers with query topics may have not been incorporated into the semantic overlay due to the reorganization of the overlay. Without any guarantee of the synchronization of all updates of dynamically evolving peers, the search algorithm performance heavily depends on timely notifications.
From the simulation results we found that the search algorithm reaches its highest recall within 3 hops from the query peers in a network of 100 collaborating peers. In our third and final experiment, we evaluate the performance of the algorithm for a set of peers with varying degree of the cache rate and examine its effect on the hops within which the potentially highest recall could be achieved. We performed the experiment with 100 peers in a controlled environment and 30% of peers published related topics. We retained the condition on upper bounds for published topics. Simulations varied the cache rate from 5% 15% to 30%. It is shown in Fig.4 that with the cache rate of 596, the search algorithm obtains its highest recall within 6 hops. When the cache rate rises up to IS%, 93.87% of peers with required query topics can be located within 3 hops while the highest recall of 96.46% is achieved within 4
hops. The experiment also disclosed it to us that the cache rate not only affects the hops needed but also restricts the highest recall that could he achieved. When the cache rate was varied between 5% and 30%, the number of hops needed for the highest recall to be achieved falls from 6 down to 3. In the meanwhile, the potential highest recall rises from 67.69% up to 99.78% with the same range of cache rate variation. 
V. Conclusions
This paper presented a semantic search algorithm for the collaborative Open Hypermedia System that creates a semantic overlay of related entities and uses clustering to optimise the search. Ow algorithm performs very well in controlled environments with static content. The number of hops required to achieve the same percentage of recall varies in direct proportion to the cache rate between the topology. The search algorithm also performs satisfactorily when peers update their topics randomly and has proven suitable for locating information in an environment where peers change their contents randomly. However, clustering of related entities at times leads to the formation of information islands and the way to reorganise the topology in terms of published contents forms a part of future study.
