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Abstract
We explain the origin of the Veronese surface in the vacuum moduli space geome-
try of the MSSM electroweak sector. While this result appeared many years ago using
techniques of computational algebraic geometry, it has never been demonstrated an-
alytically. Here, we present an analytical derivation of the vacuum geometry of the
electroweak theory by understanding how the F- and D-term relations lead to the
Veronese surface. We moreover give a detailed description of this geometry, realising
an extra branch as a zero-dimensional point when quadratic Higgs lifting deformations
are incorporated into the superpotential.
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1 Introduction and summary
The scalar potential of the Minimal Supersymmetric Standard Model (MSSM) is nearly flat
along many directions in field space. The effort to understand the vacuum moduli space
geometry, which is the solution to F-flatness and D-flatness constraints on the N = 1 super-
symmetric gauge theory, was pioneered in the work of Gherghetta, Kolda, and Martin [1].
Determining this geometry is an important open problem because knowing this structure
may facilitate the construction of string and D-brane models for particle physics [2]. Despite
many attempts to solve for the vacuum moduli space of the MSSM, a full characterization
of the geometry remains elusive.
The complexity of the problem enforced the use of computational techniques in algebraic
geometry such as various Gro¨bner basis algorithms and led to several, already striking, partial
results. (See, for example, [3] for a physicist’s introduction to Gro¨bner bases.) For instance,
the appearance of the Veronese surface in the electroweak sector as an almost generic vacuum
moduli space geometry was reported in [4, 5]. However, the computing power required for
solving Gro¨bner basis problems of this type typically exceeds what is feasible on desktop
computers, and it has been difficult to push the analysis past the electroweak sector. This
is because the number of gauge invariant operators in the full theory is more than an order
of magnitude larger than in the electroweak sector.
In order to overcome the computational complexity of the problem, Molien integrals
and Hilbert series have been used to provide deeper insight into the vacuum moduli space
geometry, in particular its dimension. The plethystic logarithm provides a way to count the
number of relations and syzygies among gauge invariant operators (GIOs), and hence it allows
the computation of the dimensionality of the vacuum moduli space [6]. Results have been
obtained for supersymmetric QCD [7] and flavour invariant theories [8]. Recent investigations
have applied the machinery of numerical algebraic geometry to the problem [9, 10]. Promising
advances in this direction allow us to envisage the use of supercomputers to calculate the
full MSSM moduli space in a few years’ time.
In this work, we shall examine the vacuum moduli space analytically without reliance
on the computational algebraic geometry packages. We demonstrate the analytic origin of
the relations leading to the Veronese geometry in the electroweak sector of the MSSM, thus
completing and justifying the previous results in the literature. This is an initial step. We
believe that the analytic approach in concert with improved computational techniques will
enhance our understanding of the MSSM vacuum geometry.
A general N = 1 globally supersymmetric action in four dimensions is given by the action
S =
∫
d4x
[∫
d4θ Φ†ie
VΦi +
(
1
4g2
∫
d2θ trWαW
α +
∫
d2θ W (Φ) + h.c.
)]
, (1)
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where Φi are chiral superfields, V is a vector superfield, Wa are chiral spinor superfields,
and W is the superpotential given by a holomorphic function of the Φi. We imagine there
being n such fields Φi, such that i = 1, . . . , n. Each of these objects transform under the
action of the gauge group G of the theory: Φi is in some representation Ri, and the vector
V transforms in the Lie algebra g of G. The chiral spinor superfields are the gauge field
strength of the theory and are given by Wα = iD
2
e−VDαe
V .
The vacuum moduli space is obtained for the expectation values φi0 of the scalar com-
ponent of the superfields Φi, satisfying the F-term equations:
∂W (φ)
∂φi
∣∣∣∣
φi=φi0
= 0 (2)
and the D-term equations:
DA =
∑
i
φ†i0 T
A φi0 = 0 . (3)
Here, TA are generators of the gauge group in the adjoint representation, and we have chosen
the Wess–Zumino gauge. For every solution to the F-flatness conditions, there is one and
only one solution to the D-flatness constraints. Therefore, the latter can be thought of as a
gauge fixing condition and the vacuum moduli space corresponds, as an algebraic variety, to
the symplectic quotient of all the F-term solutions by the complexified gauge group Gc. For
more details, we refer the reader to the literature [11, 12, 13, 14, 15]; see also, [5, 10] for an
overview.
Algebraic geometry is a useful and powerful tool to tackle problems in gauge field theories,
not least the task of describing the vacuum moduli spaces, which are solutions to polynomial
equations in the fields. Recently, it has been shown that the problem of solving (2) and (3)
is equivalent to an elimination algorithm [10]. Let us denote the gauge invariant operators
by rj({φi}) with j = 1, . . . , k. While the set of all gauge invariant operators is infinite, it will
be generated by a minimal set of k generators, and we here take rj({φi}) to represent that
set. Thus, for example, we will find that k = 22 for the electroweak sector of the MSSM,
but k = 991 for the full MSSM. We consider the ideal〈
∂W
∂φi
, yj − rj({φi})
〉
⊂ R = C[φi=1,...,n, yj=1,...,k] , (4)
where yi are additional variables. Then, eliminating all variables φi of this ideal will give an
ideal M expressed solely in terms of the new variables yi that corresponds to the vacuum
moduli space as an affine variety in the polynomial ring S = C[y1, . . . , yk].
From an algebraic geometry point of view, this algorithm corresponds to finding the
image of a ring map D from the quotient ring F = C[φ1, . . . , φn]
/〈
∂W
∂φi
〉
to the ring S,
M≃ Im
(
F
D={rj({φi})}
−−−−−−−−→ S
)
. (5)
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In other words, the algorithm is equivalent to asking what are the relations among GIOs
that satisfy the F-flatness conditions. This is the strategy we adopt in our calculations.
Our aim is to discuss the output of such an algorithm for the MSSM electroweak sector
in order to describe the origin of the corresponding vacuum moduli space geometry. We will
see that the Veronese surface stems from a single class of GIOs, namely the LLe operators.
Their intrinsic relations and syzygies define a five-dimensional toric variety. Three additional
relations imposed by the F-term equations reduce the space further to a Veronese surface.
This happens for a superpotential including right-handed neutrinos and/or quadratic Higgs
terms. We also demonstrate that for the latter case, the quadratic nature of the superpo-
tential terms leads to an additional branch in the vacuum moduli space as an extra point
that appears from the solution of the above algorithm, giving a vacuum expectation value
(VEV) to the HH operator.
The organisation of this letter is as follows. In Section 2, we present the vacuum geometry
of the electroweak sector with only the minimal renormalisable superpotential, obtaining a
five-dimensional toric variety. In Section 3, we consider the addition of right-handed neutrino
fields and quadratic Higgs terms in the superpotential separately. We demonstrate how these
additional terms modify the vacuum geometry leading to the Veronese surface. Section 4
offers some concluding remarks.
2 Electroweak moduli space
The full Minimal Supersymmetric Standard Model (MSSM) is an N = 1 globally super-
symmetric gauge theory with gauge group SU(3) × SU(2) × U(1). The symmetry of the
electroweak sector corresponds to the SU(2) × U(1) subgroup of the full theory. In this
work, we will consider the electroweak sector only and will subsequently adopt the notation
in Table 1 for the indices and the field content of the theory. This is equivalent to setting
the VEVs of the scalar quark fields in the MSSM to zero.
We consider the usual three generation model. The theory consists of 13 superfields. For
clarity, we will drop indices when the context does not allow any confusion. As noted in
Section 1, the scalar component of each superfield is governed by the scalar potential of the
theory, which is flat along many directions in field space. This work aspires to describe the
geometry of the flat directions. Indeed, this is what we mean when we refer to the vacuum
moduli space of the MSSM electroweak sector.
As our starting point, let us consider the minimal renormalisable superpotential consis-
tent with R-parity conservation,
Wminimal = C
0
∑
α,β
HαHβǫ
αβ +
∑
i,j
C3ije
i
∑
α,β
LjαHβǫ
αβ , (6)
3
FIELDS
Liα SU(2)L doublet leptons
ei SU(2)L singlet leptons
Hα up-type Higgs
Hα down-type Higgs
INDICES
i, j, k, l = 1, 2, 3 Flavour (family) indices
α, β, γ, δ = 1, 2 SU(2)L indices
Table 1: Index conventions and field content of the electroweak theory.
where we have designated coupling constants by C and ǫαβ is the totally antisymmetric
tensor. The superpotential (6) is precisely the electroweak sector of the MSSM, in the
absence of right-handed neutrino superfields. R-parity is defined as R = (−1)3(B−L)+2s,
where B and L are the baryon and lepton numbers of the superfield, and s is the spin of
each component field. It is postulated as a conserved quantum number of the full MSSM
superpotential in order to ensure the stability of the proton. The problem of finding the
vacuum moduli space of this theory is equivalent to solving the F-term equations (2) and
D-term equations (3) with this superpotential.
First, let us write down the F-terms explicitly. These are given by:
∂Wminimal
∂Hα
= C0Hβǫ
αβ , (7)
∂Wminimal
∂Hβ
= C0Hαǫ
αβ +
∑
i,j
C3ije
iLjαǫ
αβ , (8)
∂Wminimal
∂Ljα
= C3ije
iHβǫ
αβ , (9)
∂Wminimal
∂ei
= C3ij
∑
α,β
LjαHβǫ
αβ . (10)
The flatness condition requires these terms to vanish and therefore implies the following
constraints from the FHα- and FHβ -terms, respectively:
Hβ = 0 , (11)
C0Hα +
∑
i,j
C3ije
iLjα = 0 . (12)
The other two F-term equations (for the L and e fields) do not lead to any extra constraints
as the vanishing of the H fields render them trivial.
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We now need to tackle the D-flatness conditions (3), and we will adopt the strategy
presented in the introduction. We look for the space of all holomorphic GIOs built out of
F-flat field configurations. The vacuum moduli space will correspond to an affine variety
in C22 given by an ideal of S = C[y1, . . . , y22] with {yj = rj({Φi})}, where rj is a minimal
generating set of GIOs. The 22 counts the number of GIOs for the electroweak theory under
consideration. A minimal complete set of operators is listed in Table 2.
Type Explicit Sum Index Number
LH LiαHβǫ
αβ i = 1, 2, 3 3
HH HαHβǫ
αβ 1
LLe LiαL
j
βe
kǫαβ i, k = 1, 2, 3; j = 1, 2 9
LHe LiαHβǫ
αβej i, j = 1, 2, 3 9
Table 2: Generators of the GIOs for the electroweak sector of the MSSM.
We have already established that the H fields vanish by virtue of (11). The operators
containing such fields must consequently vanish in the vacuum, and we are left with LH and
LLe. The second constraints (12) give us relations between these two types of operators.
Indeed, contracting this equation by Liβǫ
αβ , we obtain
C0LiαHβǫ
αβ +
∑
j,k
C3jkL
i
αL
j
βe
kǫαβ = 0 . (13)
There will be one such linear equation per LH , and the corresponding values for these
operators in the vacuum will be completely determined the LLe operators. Therefore the
vacuum moduli space degrees of freedom are the LLe variables only, and with an adequate
labeling choice of the y coordinates, the moduli space geometry reduces to an affine variety
in C[y1, . . . , y9] given by the relations among the LLe polynomials. The remaining three y
coordinates resulting from the LH operators simply provide a linear embedding onto the
bigger ring C[y1, . . . , y12].
Consequently, understanding the relations among the LLe operators is crucial to char-
acterising the geometry of the vacuum moduli space. These operators are products of the
three fields ei and the three terms LiαL
j
βǫ
αβ . Clearly, they will be subject to the relations,
(LiαL
j
βe
kǫαβ)(Lmα L
n
βe
pǫαβ) = (Lmα L
n
βe
kǫαβ)(LiαL
j
βe
pǫαβ) , (14)
as can easily be seen by division. In other words, a set of operators with a common ei field
will be linearly proportional to another set of operators with a common ej field (i 6= j). Let
us introduce the following convenient labeling:
yi+j−2+3(k−1) = L
i
αL
j
βe
kǫαβ . (15)
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With this notation, the relations (14) can be written as an ideal given by nine quadratic
polynomials in the following way:
〈 y1y5 − y2y4, y1y6 − y3y4, y2y6 − y3y5,
y1y8 − y2y7, y1y9 − y3y7, y2y9 − y3y8, (16)
y4y8 − y5y7, y4y9 − y6y7, y5y9 − y6y8 〉 .
This is a five-dimensional algebraic variety as stated in [5]. (It should be noted that this
reference does not give the ideal explicitly.) Furthermore, (16) is in fact an irreducible
non-compact affine toric variety in C9 which is Calabi–Yau. (These assertions result from
computations with algebraic geometry packages such as Macaulay 2 [16] and Singular [17],
and a detailed exposition of these statements is a work in progress [18].)
3 The Veronese surface
Let us now turn to the study of the origin of the Veronese surface in the vacuum moduli space
of the MSSM electroweak sector. This geometry appears when additional renormalisable
terms are included in the superpotential (6), resulting in giving masses to certain fields
and lifting parts of the vacuum flat directions. The original results were obtained using
techniques in computational algebraic geometry and were reported in [4, 5]. Here, we adopt
an analytical approach, showing explicitly the origin of the Veronese surface.
We will consider two cases: firstly, the addition of right-handed neutrino fields and then
secondly, quadratic Higgs-lifting terms. The latter has the property of introducing an ad-
ditional zero-dimensional point in the vacuum moduli space that has not been noticed in
previous works.
3.1 Right-handed neutrinos
Let us first study the superpotential with the addition of right-handed neutrino fields. We
keep the same conventions and fields as in Table 1 and simply add right-handed neutrino
fields and the corresponding new generators of GIOs. These are presented in Table 3.
The superpotential is modified as follows. We include the renormalisable terms corre-
sponding to Majorana and Dirac masses:
Wneutrinos =
∑
i,j
C4ijν
iνj +
∑
i,j
C5ijν
i
∑
α,β
LjαHβǫ
αβ . (17)
Here, C4 and C5 are new coupling constants. (While the neutrino fields νi are themselves
gauge invariant, we do not include tadpole-like R-parity violating operators into the super-
potential.) The full superpotential will thus be given by the sum of (6) and (17). From this,
6
FIELDS
νi SU(2)L singlet neutrinos
Type Explicit Sum Index Number
ν νi i = 1, 2, 3 3
Table 3: Right-handed neutrino fields and corresponding generator of GIOs.
we obtain the following F-term equations:∑
i,j
C5ijν
iLjαǫ
αβ − C0Hαǫ
αβ = 0 , (18)
C0Hαǫ
αβ +
∑
i,j
C3ije
iLjαǫ
αβ = 0 , (19)
C5ijν
iHβǫ
αβ + C3ije
iHβǫ
αβ = 0 , (20)
C4ijν
j + C5ij
∑
α,β
LjαHβǫ
αβ = 0 , (21)
C3ij
∑
α,β
LjαHβǫ
αβ = 0 . (22)
These equations naturally reduce to equations (7)–(10) when the coupling constants C4 and
C5 are set to zero. We follow a similar strategy as in the previous section to analyse the
meaning of these constraints.
A couple of immediate conclusions can be drawn. Firstly, from (22) and from the non-
singularity of the coupling matrix C3ij, we conclude that the LH must all vanish. Secondly,
we can contract (20) with Lkβ to obtain:
C5ijν
i
∑
α,β
LkαHβǫ
αβ + C3ije
i
∑
α,β
LkαHβǫ
αβ = 0 . (23)
The second term vanishes by virtue of LH = 0, and we deduce that
νi
∑
α,β
LkαHβǫ
αβ = 0 . (24)
This implies that both the ν and LH operators vanish. This is easy to show. If νi 6= 0 then∑
α,β L
k
αHβǫ
αβ = 0, and from equation (21) we conclude that νi = 0, in contradiction of the
starting hypothesis. Therefore ν = 0, which implies LH = 0 from (21). Finally, from (18),
we also have H = 0. To sum up, the following types of GIOs vanish in the vacuum:
ν = 0 , (25)
LH = 0 , (26)
HH = 0 , (27)
LHe = 0 . (28)
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The only non-trivial operators are therefore the LLe. Moreover, the only non-trivial
F-term equation remaining is (19), which is similar to the result of previous section. The
major difference is that now, the LH operators must vanish. Consequently, contracting (19)
with Lkβ , we obtain: ∑
i,j
C3ije
iLjαL
k
βǫ
αβ = 0 . (29)
This condition is the extra condition implied by the new right-handed neutrino terms in the
superpotential. Naturally, we still retain the intrinsic relations among LLe operators that
plays a crucial role in determining the vacuum moduli space geometry. We will see in the
next subsection that equation (29) forces the vacuum geometry to be a Veronese surface.
3.2 Veronese geometry and LLe operators
The relations of the LLe operators still hold and the geometry is given by the constraints (14)
together with the above extra conditions (29). It turns out that these are precisely the
definition of a Veronese surface. To see this, let us introduce new electron variables in the
following way:
e¯j ≡
∑
i
C3ije
i. (30)
These new variables are as good variables as ei if the matrix C3ij is non-singular. Let us write
the corresponding GIOs variables as y¯ according to the following conventions:
y¯i+j−2+3(k−1) = (−1)
k−1
∑
α,β
LiαL
j
β e¯
kǫαβ , for i < j . (31)
With these new definitions, the ideal (16) maintains the same structure and the constraints
(29) are equivalent to the following:
y¯1 − y¯9 = 0 , (32)
y¯2 − y¯6 = 0 , (33)
y¯4 − y¯8 = 0 . (34)
Therefore the full ideal is given by:
〈 y¯1y¯5 − y¯2y¯4, y¯1y¯6 − y¯3y¯4, y¯2y¯6 − y¯3y¯5,
y¯1y¯8 − y¯2y¯7, y¯1y¯9 − y¯3y¯7, y¯2y¯9 − y¯3y¯8,
y¯4y¯8 − y¯5y¯7, y¯4y¯9 − y¯6y¯7, y¯5y¯9 − y¯6y¯8,
y¯1 − y¯9, y¯2 − y¯6, y¯4 − y¯8 〉 . (35)
This ideal defines a three-dimensional algebraic variety in C9.
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To see why this set of conditions corresponds to the Veronese surface, let us recall the
definition. The Veronese surface is an embedding of P2 into P5 given by:
P
2 → P5
[x0 : x1 : x2] 7→ [x02 : x0x1 : x12 : x0x2 : x1x2 : x22]
(36)
Let us introduce the following change of LLe¯ operators variables for the three degrees of
freedom of the variety defined by (35):
y¯3 → x
2
0 , (37)
y¯5 → x21 , (38)
y¯7 → x22 . (39)
This is a covering map changing the multiplicity of the variety but not the geometry. From
this, the change of variables for all the remaining y¯ is defined. Indeed, we can consider the
following sub-ideal
〈 y¯2y¯6 − y¯3y¯5, y¯2 − y¯6 〉 , (40)
which leads to the constraints y¯22 = y¯
2
6 = y¯3y¯5, and therefore y¯2 = y¯6 = x0x1. Similarly, for
all the remaining variables, we conclude that the polynomial relations from the ideal (35)
leads to the full change of variables:
y¯1 → x0x2 , y¯2 → x0x1 , y¯3 → x20 ,
y¯4 → x1x2 , y¯5 → x21 , y¯6 → x1x0 ,
y¯7 → x22 , y¯8 → x2x1 , y¯9 → x2x0 .
(41)
This change of variables gives the mapping between the various defining equations for the
Veronese surface, the ideal (35) and the mapping (36). When we projectivise the space
[y¯3 : y¯5 : y¯7], we effectively obtain the corresponding mapping between P
2 and P5. Thus, we
have derived the Veronese surface as the vacuum moduli space analytically.
3.3 Quadratic Higgs-lifting terms
The Veronese surface did not appear in [4, 5] solely for the case of right-handed neutrinos
fields. To illustrate another example, let us consider a case that is radically different, without
the introduction of additional fields. Instead, we will add quadratic terms for the Higgs field
in the minimal superpotential (6). We consider the following extra terms:
Wquadratic = λ(HαHβǫ
αβ)2 + λij(L
i
αHβǫ
αβ)(LjγHδǫ
γδ) , (42)
where λ and λij are coupling constants. The two terms in (42) are the only terms allowed
by gauge invariance and R-parity conservation at this mass order in the superpotential. The
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full superpotential will thus be given by the sum of (6) and (42). The corresponding F-terms
equations are:
2λ2HγHδǫ
γδHβǫ
αβ + C0Hβǫ
αβ − 2λijL
i
βǫ
αβ(LjγHδǫ
γδ) = 0 , (43)
2λ2HγHδǫ
γδHαǫ
αβ + C0Hαǫ
αβ +
∑
i,j
C3ije
iLjαǫ
αβ = 0 , (44)
2λijHβǫ
αβ(LjγHδǫ
γδ) + C3ije
iHβǫ
αβ = 0 , (45)
C3ij
∑
α,β
LjαHβǫ
αβ = 0 . (46)
Again, with vanishing λ and λij , these reduce to equations (7)–(10).
From (46), we see that the LH operators vanish. As in the neutrino case, we can contract
(45) with Lkα to obtain:
2λij(L
k
αHβǫ
αβ)(LjαHβǫ
αβ) + C3ije
iLkαHβǫ
αβ = 0 . (47)
With vanishing LH , the second term disappears which implies that LH vanish as well as
the constants λij are non-singular. We may now contract (44) with L
k
β to obtain the same
condition as in the neutrinos case (29):∑
i,j
C3ije
iLjαL
k
βǫ
αβ = 0 . (48)
We thus have exactly the same conditions for the LLe operators as in the previous subsection
in which we considered right-handed neutrinos.
We must still investigate whether the HH operators from equation (43) modify this
geometry. Contracting (43) with Hβ (alternatively contracting (44) with Hα) and keeping
in mind that LH = 0 (respectively LH = 0), we obtain the condition:
HαHβǫ
αβ(HαHβǫ
αβ + C0/2λ2) = 0 . (49)
The corresponding solutions are obtained as follows:
HαHβǫ
αβ = 0 , or HαHβǫ
αβ = −C0/2λ2 . (50)
We thus have two cases. For the first solution HH vanishes, and we only have the Veronese
surface from the LLe operators with all remaining GIOs vanishing, exactly in the same way
as for the case with right-handed neutrinos.
However, for the other solution with HαHβǫ
αβ = −C0/2λ2, clearly H cannot equal zero.
However, from (45) and vanishing LH , we obtain
eiHα = 0 . (51)
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Consequently, when H 6= 0, we must have ei = 0, and therefore, LLe = 0. This solution
consists then of the point
LH = LLe = LHe = 0 and HH = −C0/2λ2 . (52)
The full moduli space is constituted of two branches, the Veronese surface as presented in
the previous subsection and the single point (52). The reader will immediately recognize the
latter as precisely the Higgs minimum which spontaneously breaks electroweak symmetry in
the Standard Model, with the correct dependence on the quadratic and quartic coefficients
in the Higgs potential.
When both Higgs lifting terms (42) and right handed neutrinos terms (17) are taken
into consideration for the full superpotential, it is fairly straightforward to realise that the
result remains the same, with the moduli space comprised of the above two branches. This
is also not surprising, as the second term in (42) can be obtained from those in (17) upon
integrating out the right-handed neutrino superfields. It is significant that the Veronese
geometry requires the existence of a Majorana mass term for the right-handed neutrinos. If
neutrinos are purely Dirac fermions, with C4ij = 0 in (17), then the Veronese geometry is not
obtained.
This is the main analytic result of this investigation. As promised, the Veronese surface
is the vacuum moduli space of the electroweak sector of the MSSM given phenomenologically
realistic superpotentials at renormalisable mass level.
4 Discussion and outlook
We have unveiled the crucial role of the LLe GIOs in the geometry of the electroweak moduli
space. Their relations and syzygies define a five-dimensional toric variety for the case of a
minimal renormalisable superpotential. When extra terms are included, such as right-handed
neutrino operators or quadratic Higgs terms, extra constraints on this variety lead to the
Veronese surface. This solution emerges in a similar way for two very different theories, and
it seems reasonable to anticipate that this is the way the Veronese geometry appears in the
vacuum moduli space of every case found in [5].
In addition, an extra point in the moduli space has been found for the case of quadratic
Higgs terms. This leads to a disconnected vacuum geometry, and we can expect non-trivial
topological solutions from this theory, such as domain walls. This extra point previously
escaped attention from computations due to its zero-dimensionality.
A more complete investigation resulting from a systematic scanning of N = 1 supersym-
metric gauge theories, including different number of generations and various superpotential
terms is currently being undertaken [18]. The promising analytical approach combined with
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the power of computational algebraic geometry packages lead to reasonable hopes that the
vacuum moduli space for different sectors of the MSSM will eventually be written down.
Indeed, a complete description of the MSSM vacuum moduli space might be obtained from
a combinations of techniques and with the help of numerical algebraic geometry and super-
computers. This is for the future.
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