Abstract. Numerous high-quality image stitching algorithms have been published in the recent years. Mosaics created by these methods are of high quality if the input images are not distorted. However, if the source images are blurred, parts of the resulting mosaic will be blurred also. In this paper we propose a method to create high-quality panoramas from video sequences that contain also low-quality frames. Moreover, our method is computationally efficient, which makes it attractive for hand-held devices. The algorithm uses motion detection to display correctly moving objects in the sequence. The colors of the mosaic are also balanced to handle changes in camera exposure times.
Introduction
Image stitching is used to combine several images into one wide-angled mosaic image. Traditionally mosaic images have been constructed from a few separate photographs, but nowadays that video recording has become commonplace, it is possible to consider also video sequences as a source for mosaic images. When a mosaic image is constructed from single photographs, the procedure is straightforward because the amount of images is rather limited. With video sequences, the situation is different. Even a short video clip contains vast amounts of data, that is mostly redundant due to large overlaps between frames.
Because of the overlap, it is clear that not all frames from the sequence are needed to construct a mosaic that covers the whole scene. The frame selection process has been researched only little [1] , [2] and until now, it has been assumed that the video frames are of good quality. Practically this is not the case, since pictures are often taken freehand, which leads to blurred images in many occasions. In this paper we will propose a new method to select the best frames from a video sequence and then create a high-quality panorama from those images.
Related Work
The whole process of creating a mosaic image consists of several smaller tasks, of which image registration is the most important one. Stitching algorithms use both feature-based [2] and direct approaches [3] , [4] in the registration process.
The definitions and properties of these two fundamentally different methods are explained well in the survey of Zitová and Flusser [5] .
An image stitching algorithm also needs to use some kind of motion detection to avoid the distortion of moving objects [3] . This problem and its solutions are covered extensively in the survey of Radke [6] . In stitching applications, Davis [3] solved the problem by drawing the seams around moving objects by Dijkstra's algorithm. In the method created by Zhu [4] the moving objects were extracted by differencing three successive frames and defined further by calculating an active contour for each object.
Once the registration and motion detection is done, the images can be stitched. The stitching process consists of local blending operations and of radiometric adjustments. The paper of Zomet [7] contains a good comparison of image blending methods and also proposes a new approach of optimizing the stitching result by a gradient-based cost function. Szeliski proposed a simple, local blending method to eliminate seam artifacts [8] . Xiao [9] reduced the exposure differences of an image pair by setting the mean and standard deviation of the registered image to be the same as that of the reference image. 
The Algorithm
The issue of selecting the best frames for an image mosaic has not been addressed until now. The work closest to ours has been made by Li [1] . In the method of Li the amount of distortion caused by rotation and perspective is evaluated and a suitable subset of images is chosen to form a mosaic. Also Hsu [2] has selected frames for the construction of a panorama. He has only considered the criteria of suitable overlap.
Our method relies on the recent image registration method of Vandewalle [10] , that can register blurred, rotated and translated frames. After registration, motion detection is performed to each frame. The frames used for stitching are selected by estimating their quality by a couple of different parameters. Our algorithm tries to use as few frames as possible, since the seams are the places where the image quality is most probably degraded.
The image sequence is processed in three phases, as depicted in Figure 1 . In the first phase the frames are registered consecutively, so that each frame n is registered against frame n-1. The consecutive registration approach ensures that the overlap between frames is as large as possible. This makes registration and motion detection more robust. Simultaneously with the registration, the amount of motion blur is calculated. The best frames are selected for the mosaic based on their quality. The choices depend on the amount of moving objects and motion blur in the frames. Also, the frames are selected so that their mutual offset is as large as possible.
After the frames have been chosen, the centermost frame is selected as the root frame. A shortest spanning tree is constructed between frames based on their mutual translations. Then each selected frame is re-registered against its parent [11] . This ensures that the accumulated registration errors from the first phase disappear and that the registration is performed optimally.
In the final phase of the algorithm, the selected frames are stitched together. In the stitching process we use the method of Xiao [9] to minimize color differences caused by variable exposure times. Finally, the small geometric and photometric misalignments are compensated by a bilinear weighting function [8] .
Projection and Camera Motion Model
We used the idea of manifold projection, originally introduced by Peleg [12] . In manifold projection a thin strip is taken from the center of each frame to be used in the construction of the mosaic image. Peleg states that the frames can be registered accurately by a rigid camera motion model if it is assumed that significant motion parallax or change of scale does not occur. Manifold projection offers excellent image quality, since frames do not have to be projected to a different surface for the construction of the mosaic. Manifold projection is also quick to process.
Motion Blur Estimation
Motion blur is determined simultaneously with the first-phase registration. The image registration method of Vandewalle requires the calculation of the amplitude spectrum for each image to be registered. The spectrum is now also used for blur estimation by calculating the amount of high-frequency components in it. Vandewalle states that the frequencies above a certain limit ρ max need to be discarded in the registration process, since those frequencies contain alias if the image is blurred. The darkened area in Figure 2 depicts the frequency area from ρ max to the maximum frequency, which we use to estimate the amount of blur. If the sum of the frequencies in the area is small, it means that sharp image Fig. 2 . An amplitude spectrum of a fictional image. The darkened area depicts the high-frequency area that is used to estimate the image blur details are absent due to blurring. A large sum tells us that the frame is free of blur.
Of course, these values can only be used for comparing frames that depict roughly the same scene, since the scene contents also affect the result.
Frame Selection
The frame selection process is a matter of weighting the importance of different frame features. According to experiments, the presence of moving objects is the most important criteria, since the most severe artifacts are created in the stitching process by moving objects that get clipped. The factor of second highest importance was chosen to be the amount of blur. Finally, frames that are farther away from the previous selected frame, are preferred.
In practice each frame gets a quality value that is calculated from the aforementioned factors and this can be implemented successfully in many different ways. The quality values are computed for a certain scope of frames at a time. The scope encompasses the frames that have a suitable translation with respect of the previous selected frame, as depicted in Figure 3 . 
Stitching Phase
Once the best frames have been selected, the mosaic may be created. First of all, the colors are balanced between adjacent frames in the way that Xiao used in his paper [9] . The merging of two images is most critical in the area where the images meet. This seam area can be processed in many ways, but we have chosen bilinear weighting [8] , since it produces good results compared to the amount of calculations it requires. It is important to remember that more sophisticated seam handling is beneficial only when the registration step produces erroneous results.
In our method blending is done with a gaussian weighting mask similarly to [13] if no moving objects are present. If there are moving objects, the seam is drawn outside the boundaries of moving objects. Fig. 4 . The images in the top row are a small detail from a mosaic that was created without frame selection. The images in the bottom row show the corresponding areas from a mosaic that was constructed with frame selection. All of the images are magnified and even the best frames in this sequence were somewhat blurred
Experimental Results
The algorithm was tested with many different video sequences containing moving objects and motion blur. The sequences we used were recorded freehand by a couple of different cameras. The consequence of freehand recording was that the frames were rotated slightly to unpredictable directions and that some unintentional camera tilt was also present. In other words, the sequences were taken in very practical conditions. Mosaic results can be seen in Figure 5 and Figure 6 .
The impact of frame selection to the mosaic quality was tested by creating the same mosaic with blur detection and without it. Corresponding areas from both mosaics were compared against a blur-free input frame with the standard PSNR [14] measure. The results can be seen in Table 1 and magnified and cropped details from both examples are shown in Figure 4 .
According to these tests the algorithm produced high-quality results with very good computational efficiency. On a 3.0 GHz desktop computer running Matlab 7.1 the execution speed was over 4 frames per second (with frame size 352x288).
We used rather broad strips (34% of the frame width) from frames to construct the panorama images with manifold projection.
Conclusion
We have presented a stitching algorithm with the novel idea of evaluating the frames and selecting the best ones for the mosaic. The presented algorithm is capable of handling moving objects in the video sequence and can correct problems caused by varying lighting conditions. The method is also computationally efficient, which makes it attractive for hand-held devices. 
