Abstract. Random costs C (i, j) are assigned to the arcs of a complete directed graph on n labeled vertices. Given the cost matrix Cn = (C(i, j)), let Tt* = T~(Cn) be the spanning tree that has minimum cost among spanning trees with in-degree less than or equal to k. Since it is NP-hard to find Tt*, we instead consider an efficient algorithm that finds a near-optimal spanning tree Tff. If the edge costs are independent, with a common exponential(1) distribution, then, as n ~ oo,
k ---1, but that our methods give better results for k > 2. Coppersmith and Sorkin [3] have recently made significant progress on the upper bound for the assignment problem. Their methods are appealing, and may be relevant here, but we have not been able to exploit them directly. The work of Frieze et al. [4] [5] [6] deals with analagous problems for undirected graphs. There is also literature dealing with bounded degree spanning trees in the plane and other "geometric" analogues (e.g. [7] ). These problems are only superficially similar to our problem.
To obtain an upper bound on the expected cost of the optimal k-tree, we bound the expected cost of a k-map that is constructed using a greedy heuristic algorithm. Although this greedy heuristic is not optimal, it yields a map whose expected cost is bounded and surprisingly close to the optimum. It is interesting to compare this with greedy heuristics for the assignment problem which yield very poor assignments having ® (log n) expected cost. As a referee pointed out, this is because the case k = 1 is more constrained: when edges are added using a greedy heuristic, the number of potential edges decreases steadily so that the last few edges contribute significantly to the expected cost. This is less of a problem for k > 2 because there is more flexibility in selecting edges.
Finally, we remark that the case k ----oo is the problem of finding the optimal spanning tree with no degree restrictions. In this case, greedy heuristics work well asymptotically. In particular, greedy methods have been used to obtain limit theorems for the expected cost of the optimal spanning tree, and for the distribution of the cost of the optimal tree as n ~ oo [8] , [9] . Thus, when estimating the expected cost of the optimal k-tree, k --1 is the difficult case, k -----oo is the easy case, and 2 < k < oo is intermediate in difficulty.
A little notation is needed to proceed. For 1 < i < n, let C~l) (i), c~2) (i) ..... c~n) (i) denote the order statistics of the variables {C(i, j): 1 < j < n }. The joint distribution of the order statistics of i.i.d, exponential random variables is well understood. We make use of the fact that c<k) (i) ",~ Rn + Rn-i "JF''" "1-R~_k+l where [ Rm, 1 < m < n } are independent random variables with Rm "~ exp(m). It is also a consequence of the "memoryless" property of the exponential distribution that c~l) (i), c~2) (i) -c<t) (i) ..... cc~ ) (i) -cc,_ L) (i) are independent with c~k)(i) -CCk-l)(i) "~ exp(n --k + 1) for 1 < k < n. Finally, for 1 < i < n and any vertex v, define X<i) ( 
v) = j if and only if C(v, j) = c~i)(v). For each vertex v, the vector (Xo)(v), X~2)(v) ..... Xtn) (v)
is a uniform random permutation of the vertices 1, 2 ..... n. One can also verify that for each vertex v, the variables {Xti)(v): 1 < i < n} and {c<i)(v): 1 < i < n} are independent. It follows that the a-algebras a{X(i)(v): 1 < i < n, 1 < v < n} and tr{c<i)(v): 1 < i < n, 1 < v < n} are independent too. Given Cn, let Tk* = T~(C~) be the cheapest k-tree, and let M~ = M~(Cn) be the cheapest k-map. It is helpful to think of M~ as a (nonuniform) random map; we write M~ (v) = w iff (v, w) ~ M~. Hansen [8] observed that M~* is in some sense close to being a minimum spanning tree in Dn: by breaking a few cycles in M~* and redirecting some edges one can obtain a spanning tree whose expected cost is asymptotically optimal. A similar strategy is developed here for bounded-degree spanning trees. The idea is very simple. First create a forest by removing one edge from each cycle of M~. Then patch together the components of the forest to form a tree. If r is the root of a tree in a forest, call v available for r if the in-degree of v is less than k and v is not in the same weak component as r. If we adjoin the edge from r to v, the result is a forest with one less component. This is the basis for Any 0-1 feasible solution to this LP corresponds to a k-map M. The correspondence is Xi, j = 1 if (i, j) e M, and Xi, j = 0 otherwise. The first n constraints say that each vertex has in-degree less than or equal to k, and the second n constraints say that each vertex has out-degree one. It is a well-known theorem in linear programming that the optimal solution to this kind of transportation problem is in fact an integral solution, and so the optimal solution to the linear program L P (C,, k) is a 0-1 solution [ 10] . Since M~ corresponds to the optimal solution to the linear program, the first step in Algorithm 1 can be solved in polynomial time and the remaining steps can also be carded out in polynomial time.
In this paper we prove that Algorithm 1 is asymptotically optimal: in Section 2 we show that E(Cost(T:)) = E(Cost(T~)) + o(1). In Section 3 we obtain a lower bound for E(Cost(T:)) and in Section 4 we obtain an upper bound by analyzing a "greedy" algorithm.
2. Analysis of Algorithm 1. The main goal of this section is to prove
We establish Theorem 2.1 by showing that E(Cost(M~)) is close to both E(Cost(T~)) and E (Cost(Tk*)). The argument is similar to Karp and Steele's [ 11] analysis of a patching algorithm for the asymmetric traveling salesman problem. The first step is to prove 
Algorithm 1'
1. Find Mk. 2. Let 1"~ be the forest obtained by deleting the most expensive edge from every cycle of/~k, and let t~ be the number of components that T~ has. 3. Fori = 1 ..... k-1
[
Let ri be the root of the smallest component of Tff. Add to I"~ the cheapest edge in Dn from ri to a vertex that is available to ri.
Given B~, the combined cost of the edges deleted in Step 2 of Algorithm 1' is at most t~ • L(n) < (50 log 4 n)/n. Hence,
We show below that E(Cost(added edges)lB,) < (100 log 4 n)/n by bounding the expected cost of each edge added by Algorithm 1'. For i < ~ < log 2 n, consider the ith iteration of Step 3 in Algorithm 1'. Let .Ai ---.Ai (ri) denote the set of vertices that are available to ri at the beginning of the ith iteration of Step 3. The edges out ofri are examined in increasing order of cost until an edge that points to a vertex vi ~ .Ai is found, then the edge (ri, vi) is added to Tff and the added cost is C(ri, Ui). Thus,
To bound E(C(ri, Vi)li < K, Bn) for each i < log2n, we analyze a more expensive "patching" operation which is described below. Fix i < log2 n. Given i < k and Bn, letmi = n -Fr, = I{J: C(ri, j) > L(n)}l, and let .A~ = {j ~ .Ai : C (ri, j) > L (n)}. Call any edge (ri, j) with C (ri, j) > L (n) a costly edge. Now modify the ith iteration of the patching operation in Step 3 of Algorithm 1' as follows: add to ]'k a the cheapest edge from ri to a vertex in .4 I. In other words, at the ith iteration of the algorithm we examine only costly edges out of ri in increasing order of cost until we encounter one that points to a vertex wi ~ .4'i and edge (ri, wi) is the new edge that is added to 7~k a. Observe that C(ri, vi) < C(ri, wi) always, where vi is the cheapest vertex available to ri in .4i. Thus any upper bound for E(C(ri, wi)li < ~, Bn) is also an upper bound for E(C(ri, vi)li < ~, Bn).
To bound E(C(ri, wi)li < ~, Bn), observe that given that the edge C(ri, w) > L(n), we have C(ri, w) "~ L(n) + X, where X ---exp (1) . (We use the fact that if M~ exists, then a "cheap" k-map has been constructed without examining any of the costly edges, so we have no extra information about the costly edges.) It follows from standard results for order statistics of exponential random variables that if there are mi costly edges out of vertex ri and if the dth cheapest costly edge out of ri is added to ]'k a, then
The random variable d has the same distribution as the number of draws, without replacement, until a black ball is drawn from an urn with 1.4~1 black balls and mi -1.4~1 white balls. In Lemma 2.9 we prove that 1.4il > n/4, so 1.
for all large n. Hence
for all large n. Also, given B~, we have mi > n -log 4 n and thus
for all sufficiently large n. Hence
In Lemma 2.8 we prove that Pr(B c) = O(1/nS), so it follows that for all large n,
To finish the proof, we note that whenever )Qk = M~ we must have 7~k a = Tff too. Now it follows from Lemma 2.4 below that Pr(AT/k = M~) > Pr(AT/k = M~ = M~) = 1-O(~), and so by arguments similar to those given above, we have
n 300 log 4 n < n and except for the unproved lemmas that were cited, we have now completed the proof of the theorem.
[] The proof of Theorem 2.2 used several lemmas that must now be proved. In particular, a key step in the proof of Theorem 2.2 is the observation that M~ exists and equals M~ with high probability. To establish this we modify an argument from [11] . We begin by defining the directed subgraph a(Cn) of Dn in which In other words, Mk is constructed from the optimal mapping M~ by deleting the edges (it, M;(it)) and adding the edges (it, jl) for 1 < l < n. To see that Mk is a feasible solution, we note that for each 2 < l < m, the deletion of edge (it, M~ (it)) makes vertex M;(it) "available" and so the addtion of the edge (it-l, jl-l) = (it-l, M;(il)) does not violate the degree constraint at vertex M;(il). Also, since jm ~ jt for 1 < l < m -1, the vertex j,, is still "available" after the addition of the edges {(it, jl): 1 < l < m -1}, so the addition of edge (in, jm) does not violate the degree constraint at vertex jm. So the mapping Mk is a feasible solution. Next we establish that, with high probabilty, M~ has less than log 2 n components. It is well known that, for uniform random maps, the number of components is O (log n) with high probabilty, and it would not be difficult to prove the same fact for uniform random k-maps. However M; is a nonuniform random k-map. Nevertheless, the corresponding statement is a consequence of the following LEMMA 2.5.
Let f and g be two k-maps that differ only by a transposition of the values they assign to two vertices, i.e. there exist il, i2 such that f (il) = g(i2), f(i2) = g(il), and, for v ~ il, i2, f (v) = g(v). Then
Pr(f is optimal) = Pr(g is optimal). PROOE Let C be the set of cost matrices, and for any k-map M, let O~ c C be the set of cost matrices for which M is optimal. We want to prove that Pr(Of) = Pr(Og).
Define H: C ~ C by H(C) = C', where
We know Pr(Of) = Pr(H(Of)) because costs are assumed i.i.d. It therefore suffices to
To prove that H(Of) c Og, it suffices to show that g is optimal for the instance C'. First note that Cost(f, C) = Cost(g, C'):
Now we prove by contradiction that g is optimal for C'. Suppose, on the contrary, that h is a k-map and Cost(h, C') < Cost(g, C'). Define h' by h'(il) = h(i2), h'(i2) = h(it), and, for i ~ il, i2, h'(i) = h(i). Then Cost(h', C) = Cost(h, C') < Cost(g, C') = Cost(f, C).
This contradicts the optimality of f, and completes the proof that (2.1) By the same argument,
Observe that H 2 is the identity. Hence, by applying H to (2.2) we get
Og c H(Of).
Combining (2.1) and (2.3) we get H(Of) = Og.
[] PROOF. Let m _< n be the number of cyclic vertices, and let r be the number of cycles. By Corollary 2.6, we need only estimate the probability that a uniform random permutation on m letters has more than log 2 n cycles. It is well known (e.g. [12] ) that this probability is negligible: there is a constant C > 0 and a positive constant a < 1 such that for all t > 0,
I )
Pr\ ~ >t IZ(MDI=m <Cut .
Take t = log 4/3 n to obtain the result.
[]
PROOF. Recall that Bn = {/~/k = M~, k < log 2 n, F/ < log 4 n, i = 1, 2 ..... n} where
Pr(B~) < Pr(,Qk ~ M~) + Pr(k > log 2 n) + ~ Pr(Fi > tog 4 n).
i=l Now if every edge of M~ has cost less than L(n) = (50log 2 n)/n, then M~ must exist and M~ = M~. So it follows from Lemma 2.4 that
Lastly, we prove 
Provided k > 2, we have Iail > (d0(.T/) + dl(.T/)). We know v(i) > n/2 because ri was the root of the smallest component.
Now that the lemmas are proved, the proof of Theorem 2.2 is complete. However, our main aim is to prove
PROOF. Let r be the root of Tk*, and let (r, w) be the cheapest edge from r to a vertex having in-degree less than k in Tk*. Then and consequently
Cost(M~) < Cost(T~) + Cost((r, w)) E(Cost(T~)) >_ E(Cost(M~)) -E(Cost((r, w)).
We claim that E(Cost((r, w))) < (21og4n)/n for all large n. To prove this we show that C(r, w) is bounded above by a random variable Y whose expected value is bounded by (21og4n)/n. To define Y we introduce some notation. For each 1 < i _< n, let Tk(i) be the cheapest k-tree rooted at vertex i, and let (i, wi) denote the cheapest edge from i to a vertex having in-degree less than k in Tk(i). Note that the variables Cost(l, Wl), Cost (2, w2) 
To bound(E(y2)) l/z,let Z = max{C(/,j): 1 < i < n, 1 _< j < n} and note that
Next, let W = I{j: C(1, j) < (log 4 n)/n}l and let U denote the random set of vertices in Tk(1) with in-degree equal to k. Since W' := n -W "-Bin(n, exp(-(log4n)/n)),
we have el°g2n E(e w') C (2.5) Pr(W < log2n) = Pr(W' > n -log2n) < e" <elog "-'--~ for some constant C which does not depend on n. Also, since at most n / k vertices in Tk (1) can have in-degree k, lUl <_ n/k always. For 1 < i < n, let Xfi) = X(i)(1) denote the vertex to which the ith cheapest edge out of vertex 1 points, then (Xo), X(2 ) .... , Xfn))
is a uniformly distributed random permutation of the set { 1, 2 ..... n }. The variables Xf~), X(2), • • •, Xfn) are measurable with respect to the a-algebra generated by the variables {C(1, j): 1 < j < n}, whereas the random tree Tk (1), and hence the random set of unavailable vertices L/, is determined by the variables {C(i, j): 2 < i < n, 1 < j < n}, so the variables X(l), X(2) .... , X~n) and the random set U are independent. Now given the event W > b and the set b/, we have Cost(l, wl) > (log4n)/n only if
we must reject at least the first b vertices that are examined and this happens only if all of those vertices are in/.4. So
(1:(, since IUI _< n/k. Using this bound, we obtain
where the sum is over all possible set values for the random set/,/. It follows from (2.5) and (2.6) with b -----log 2 n, that
where C' is a constant which may depend on k but which does not depend on n. Using this bound and the bound for (E(y2))1/2 in (2.4) we obtain 2 log 4 n E (Cost(r, w) ) < E(Y) < n for all large n. 
We interpret D(v) as the penalty which is paid for not using edge e~(v). 
E(X(1))I ~ "Vm) = E E E(D(i)(.A'))Pr(B(1)= ,411 ~ V.,)
.A i=1
where the sum is over all subsets .A _c {1, 2 ..... n} such that IAI = m. 
The proof of the theorem is based on the analysis of a greedy algorithm. The algorithm constructs a k-map M~ for which E(Cost(M~)) can be bounded. We know that
Cost(M~) < Cost(M~), so Theorems 2.1 and 2.2 together imply that E(Cost(T~)) < E(Cost(M~)) + o(1).
To construct the map Mff, we start with the optimal unrestricted random mapping, M*, and make the modifications necessary to convert it to a k-map. This is carded out in three phases as follows. In Phase 1 we start with M*, and at each vertex v with p(v, M*) > k, cut p (o, M*) -k edges into v. These edges are selected so as to minimize the "redirection cost" at the beginning of Phase 2 when the cut edges are replaced by new, more expensive edges. The redirection process may result in overfull vertices. Hence there is another round of cutting at the end of Phase 2. The edges that are cut at the end of Phase 2 get replaced by more expensive edges in Phase 3 using a simple greedy procedure.
To describe the algorithm in more detail, we need some notation. 
if (x, f (x)) = ci(x), then D(x, f) = c(i+l)(X) -c(i)(x ). If p(v, f) = m, let DO) (v), D(2) (v) ..... D(m) (v)
denote
Phase 2
• For all roots x ~ 7~(1), add e2(x) to f.
• For every v 6 ~" that now has p(v, f) > k, delete all edges (x, v) in f such that x 6 R(1), and add the vertex x to 7~(2).
• For every v ~ C that now has p(v, f) > k, for every x 6 ~/V(v, f), delete (x, v) from f and add x to ~(2).
Phase 3
• For i = 1 ..... 1~ (2)1, {Let xi be the vertex in 7~(2) with the ith smallest label. Add to f the cheapest edge from xi to a vertex that is available to xi and which has not been rejected in Phases 1-2;
I_At M~ denote the heuristic mapping that this algorithm returns. Our goal is to bound the expected cost of M~. To this end, let n X = E co)(v) = Cost(M*) v=l be the cost of f at the start of Phase 1, before any edges are deleted. If el (x) is one of the edges removed in Phase 1, then el (x) will not be used in M~ and at best the edge out of x will have cost c(2)(x) in Mff. For this reason we refer to (c(2)(x) -C(l)(x)) as the "penalty for deleting et (x)." Let Y be the total penalty for deleting edges in Phase 1:
Similarly, let W be the penalty for rejecting edges in Phase 2 and let Z be the additional penalty for adding edges in Phase 3, i.e. the cost over and above that which is accounted for by X, Y, and W. Then 
Cost(M~) = X + Y + W + Z.
PROOF OF THEOREM 4.1. Fix k > 2. From the discussion above, it is enough to bound E (Cost (M~)). We begin by noting that X + Y = U,, so from the proof of Theorem 3.1
• e=l m-e+l 
where ~. = ~.(k).
PROOF. The first step is to write 
= nE D(i)(A') .

\ i=1
n E t%'j+m-k D(i)(A')) requires some work since the variables Now the calculation of ~L~i= 1 
{C(2) (X) --C(1) (X): X e B } to {CO) (V) --C(2)
(f(Ul ..... Uj+m) = (n --1)m(n --2) j exp --(n --1) Zui --(n --2) y~ ui i=1 i=m+l X"~ j +m-k , on(R+)J+m.Definethefunctiong: (R+) j+m ~ R+byg(ul ..... Uj+m) =/-.i=l "(i) where u(i) is('' ) nE ~ D(i)(A') \ i=l = n f(R+)J+, g(u)" f(~) d~ = n f(R+):+, g(~). f(~)d~ + n ~R+):+= g(~)" (f(~) -f(~)) d~, - - x-'J+" ui) is
j+m-k Z j+m-k-e+l
To bound the second term on the right-hand side of (4.7), observe that
where C(k) is a constant which may depend on k but which does not depend on n. Thus
To bound the second term on the right-hand side of (4.9), observe that 
where C'(k) is a constant that may depend on k but which does not depend on j or n.
The result now follows from Lemma 4.2, (4.13), and dominated convergence applied to 
nE(Qv, iv=a,p>k)=nE(~c(3l(x)_c(2)(x)) nlal
where ]) is as in the proof of Lemma 4.3. It follows that (4.14) 
To obtain a better bound, we note that for 0 < t < k -1 and k<m<n-k, wehave
where v' is any vertex other than vl. Substitute this bound into (4.15) to obtain
fork < m < n -k. Using this bound in (4.14), we obtain (1) =~ ( It only remains to bound E(Z), where Z is the additional cost for adding edges in Phase 3, i.e. Z is the cost over and above that which is accounted for by X, Y, and W. In order to execute Phase 3, we order the elements of R(2) according to the order of their labels. Suppose that xi is the ith root in R(2) and let 1-' i denote the additional cost incurred by adding an edge out of xi in Phase 3. So
where R' = 1~ (2) 
-n --101ogn
The same argument as given in Case 1 yields
So in all cases, for i < r, we have
In the Appendix we show that there is a constant Ck, which may depend on k but which does not depend on n, such that for the event
we have Pr(y) > 1 -4exp(-nl/4).
It follows that for all large n, It is not difficult to describe various ways to improve the algorithm for constructing M~. However, with each improvement of the algorithm, the analysis of the algorithm becomes more complicated.
5. Conclusions. Table 1 summarizes our results for a few small values of k. Limited simulation data for 200 to 400 vertices suggest that, in the case k = 2, the lower bound is sharper than the upper bound. In this paper we have considered exp(1) costs on the edges. It likely that, as in the k = oo case [8] , the arguments can be carried out for other distributions as well, provided the order statistics of the chosen edge distribution are well behaved. We note that for exp(1) edge costs, Aldous [14] has shown that the expected cost of the optimal assignment converges to a constant as n --~ oo. This result also holds in the case k = oo for fairly general edge distributions. We speculate that a similar result might hold 2 < k < oo. The methods used in the case k = oo are insufficient to prove this, but it may be possible to adapt Aldous' "objective method" to obtain the result. In the case k = c~, the limiting constant can be determined, but it is not known for the assignment problem with either exp(1) or U(0, 1) edge costs. 
As an application of Lemma A. We show that
and, since 
is completely determined, since we have conditioned on M* = f.) Now fix ~ and let P~ denote the conditional probability measure P (. I~). Let xl, x2 ..... xr denote the vertices in B and let Zi denote the vertex that xi is mapped to in Phase 2, i.e. To see this, note that although it is not necessarily the case that ~(2) ___ R(1), it is always the case that R' < R. In particular, the overall number of roots is only reduced 
P~(IR'-g(d(f))l > n3/4) = P~(IR'-E~(R')I > n 3/4) _< 2exp
It is straightforward to check that ItW~ll~ _< 1 for 1 < i < r, so []
