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Abstract
The behavior of the shear modulus caused by proliferation of dipoles of non-singular
screw dislocations with finite-sized core is considered. The representation of two-
dimensional Coulomb gas with smoothed-out coupling is used, and the stress–stress
correlation function is calculated. A convolution integral expressed in terms of the
modified Bessel function K0 is derived in order to obtain the shear modulus in
approximation of interacting dipoles. Implications are demonstrated for the shear
modulus near the melting transition which are due to the singularityless character
of the dislocations.
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1 Introduction
The physics of nanotubes, nanowires and graphene sheets is of importance as far as
development of modern technologies is concerned [1–3]. Dislocations as imperfections of
the crystalline ordering have attracted appreciable attention from the viewpoint of real
properties of nanostructures [4–13]. For instance, the multilayer nanotubes can contain
within their walls screw dislocations lying along the tube axis [11,12]. It is also of interest
that the mechanical and electronic properties of the graphene sheets can significantly be
influenced by dislocations [4, 8–10].
Dislocations are of importance also for two-dimensional melting [14–17] being an ex-
ample of the defect-mediated phase transitions in the two-dimensional systems [18–21].
The textbooks [22,23] summarize a large body of original work on the gauge theory of the
line-like defects and the phase transitions caused by their proliferation. In turn, the mul-
tivalued fields are of great importance in the condensed matter physics to describe defects
and the corresponding phase transitions [24]. Multivaluedness of appropriate transforma-
tion functions (of the displacement field in the case of dislocated crystals) is responsible for
the topological non-triviality of the line-like defects. The multivalued coordinate trans-
formations relate flat spaces to general affine spaces with curvature and torsion which are
relevant to the theory of dislocations and disclinations [23,24].
The stress tensor of conventional dislocation is singular on its line since the dislocation
core is not captured by the standard elasticity theory [25]. The dislocation solutions
characterized by elimination of the axial singularities have been investigated by means of
the non-local elasticity [26], the gradient elasticity [27–29], and the gauge approaches [30–
33]. The modification of the conventional stresses occurs due to additional contributions
arising so that the singularities are smoothed out within the finite-sized cores. The non-
local elasticity and the gradient elasticity are the generalized continuum theories which
effectively take into account interatomic forces for explanation of the material behavior on
the scales of the defect cores [29]. Although the Lagrangian gauging [30–33] has a different
grounding than the generalized elasticity [26–29], the corresponding solutions arising in
the both approaches are in mutual agreement. Since the sizes of the dislocation cores are
comparable with the characteristic scales of nanotubes, effects due to the non-conventional
stresses should be valuable for nanostructures.
Proliferation of the dislocation dipoles is responsible for the renormalization of the
elastic constants [14–17, 19, 34]. According to [35], the type of the defect mediated two-
dimensional melting transition is determined by the value of the higher-gradient elastic
constant called the angular stiffness (see also [24]). Therefore it is attractive from the
viewpoint of nano-physics to study the behavior of the elastic moduli using the modified
dislocation solutions [26–33].
Thermodynamical description of collection of the non-singular screw dislocations at
non-zero temperature is equivalent to that of two-dimensional Coulomb gas with smoothed
out coupling [36]. In the present paper we calculate the shear modulus µren influenced by
the interacting dipoles in the Coulomb-like system describing the modified dislocations.
Implications for µren of the short-ranged correlations characterizing the cores are demon-
strated, including the properties of µren near the melting transition. It should be stressed
that the given approach is concerned with individual defects but not with an appropriate
field theory of the type of the disorder field theories developed in [22–24] for various phase
transitions (e.g., superfluidity, superconductivity, melting).
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The paper is organized as follows. Section 1 is the introductory section. The partition
function describing the modified screw dislocations as a Coulomb-like system is given in
section 2 in the dipole approximation. The stress–stress correlation function is obtained
in Section 2 in the case of interacting dipoles. A convolution integral over infinite plane
expressed through the modified Bessel function K0 and its derivatives is obtained in
Section 3 which allows us to calculate the multi-dipole contributions into the stress–stress
correlation function. In Section 4 the shear modulus is obtained, and its modification
caused by the singularityless character of the dislocations is demonstrated. Discussion in
Section 5 closes the paper.
2 The partition function and the stress–stress correla-
tion function
Let us begin with the stress field σi(x) of straight screw dislocation with smoothed-out
singularity lying within an elastic body, [26–33]. Non-singularity of the dislocation implies
that σi(x) is given by superposition of two terms, σi(x) = σbi (x) + σci (x), i = 1, 2, where
we abbreviate: σ#i ≡ σ#i3 (# is b or c). The dislocation line is parallel to the axis Ox3
of Cartesian frame, and x ≡ (x1, x2). The term σbi is the conventional long-ranged stress
of singular dislocation, while σci describes the modification of σbi within the core. In
the framework of (anti-)plane elasticity, the modified screw dislocation located at y and
possessing the Burgers vector b  Ox3 is characterized by superposition of the stresses
σ#i (x) = µik ∂xkf
#(x) (12 = −21 = 1, # is b or c), where the stress potentials are
fb(x) = −b
2pi
log |x− y| or f c(x) = −b
2pi
K0(κ|x− y|). Here b ≡ |b|, µ is the shear modulus,
κ ≡ (µ/`) 12 is the dimensionless parameter given by µ and by the scale of the dislocation
core energy `, and K0(s) is the modified Bessel function.
Let us begin with a model system given by infinite elastic cylinder containing 2N
non-singular screw dislocations with unit Burgers vectors bI˜ , 1 ≤ I˜ ≤ 2N , lying along its
axis Ox3. Under the condition of “electro-neutrality” the number of positive dislocations
(bI˜  Ox3) intersecting the plane x1Ox2 at the points {y+I }1≤I≤N is equal to the number
of negative ones (bI˜  Ox3) located at the points {y−I }1≤I≤N . If so, the collection of the
dislocations is approximately described by the effective energy W , [36]:
W = −µ
4pi
∑
I,J
(U(κ|y+I − y+J |) + U(κ|y−I − y−J |) − 2U(κ|y+I − y−J |)) , (1)
U(s) ≡ log(γ
2
s
)
+ K0(s) . (2)
The energy W (1) demonstrates that the array of the modified screw dislocations is
equivalent to the two-dimensional Coulomb gas of unit charges ±1 characterized by the
two-body potential U (2) which is logarithmic at large separation but tends to zero for
the charges sufficiently close to each other.
The gauge approach to the statistical physics of the line-like defects (of dislocations
and disclinations, in particular) is developed in great detail in [23,24]. The dislocation core
energy is obtained and discussed in [23] in order to formulate the lattice model of the defect
melting and the corresponding disorder field theory. The dislocation core energy [23] (see
also [37] and [38]) depends quadratically on the defect tensor, which is expressed through
the disclination density and the derivatives of first order of the dislocation density.
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On the other hand, the core self-energy has been introduced in [32] in the translation-
ally gauge invariant way by means of the Hilbert–Einstein Lagrangian. The translational
gauge Lagrangians in [30, 31, 33] are quadratic in the gauge field strength, i.e., in the
dislocation density. Remind that the geometric theory of defects proposed in [39] is based
on the most general eight-parameter gauge Lagrangian invariant with respect of localized
action of three-dimensional Euclidean group. Since the dislocation density is identified as
the differential-geometric torsion, [23, 24], the gauge Lagrangians [30–33] may be viewed
as parts of the gauge Lagrangian [39].
The dislocation core energy in [36] originates, by means of linearizations, from the
Lagrangian [32] which in turn can be related to the gauge Lagrangians quadratic in
torsion. The action functional proposed in [36] for collection of non-singular dislocations
enables the modified screw dislocation to arise as its saddle point, and eventually the
effective energy of the modified screw dislocations is given by (1) and (2).
The grand-canonical partition function of the Coulomb system described by the energy
(1) takes the form in the dipole phase [40]:
Zdip =
∞∑
N=0
1
N !
∫
e−2βNΛ−βWdip
N∏
I=1
d2ξId
2ηI ,
Wdip ≡
∑
I
w(ηI) +
∑
I<J
wIJ , βw(η) ≡ KU(κη) ,
(3)
where β = 1
T
is inverse temperature (the Boltzmann constant is unity), N is the number
of dipoles, Λ is the chemical potential per dislocation, and K ≡ µβ
2pi
. Position of Ith
dipole (1 ≤ I ≤ N ) is given by its center of mass, ξI = (y+I + y−I )/2, and momentum,
ηI = y
+
I − y−I . Averaging over the positions is replaced by integration over the cylinder’s
cross-section. The dipole energy is w(η), where η ≡ |η|, while wIJ is the energy of
interaction between Ith and J th dipoles:
βwIJ ≡ −K (ηI ,∂ξI )(ηJ ,∂ξJ )U(κ|ξI − ξJ |) , (4)
where the notation ∂ξ implies 2-vector (∂ξ1 , ∂ξ2) ≡
(
∂
∂ξ1
, ∂
∂ξ2
)
and (ηI ,∂ξI ) is the scalar
product of 2-vectors ηI and ∂ξI .
We consider the stress–stress correlation function 〈〈σi(x1)σj(x2)〉〉 in the dipole repre-
sentation of the Coulomb gas:
〈〈σi(x1)σj(x2)〉〉 = −µ
2piβ
∂(x1)i∂(x2)jU(κ|x1 − x2|) +
1
Zdip
∑
n&p
σi(x1)σj(x2) e
−βWdip , (5)
where
∑
n&p is summation over number of dipoles and their positions,Wdip, Zdip are given
by (3), and σi = µik ∂xkU˜ (here U˜ is superposition of the stress potentials of N dipoles).
The second term on the right-hand side of (5) is specified:
µ2
4pi2
ikjl ∂(x1)k∂(x2)l
(
1
Zdip
∞∑
N=0
FN (x1,x2)
N !
)
, (6)
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where
FN (x1,x2) ≡
∫
e
−2βNΛ−β∑
I
w(ηI) ∏
P<Q
e−βwPQ
×
( N∑
K,L=1
U+−K (x1)U+−L (x2)
) N∏
I=1
d2ξId
2ηI (7)
at N ≥ 1, and F0 = 1. The integration over the dipole positions in (7) is analogous to
that in (3). In addition, U+−K (x) ≡ U+−ηK (x) in (7) is the stress potential of Kth dipole
observed at the point x, and it is approximated at |ηK |  |x− ξK |:
U+−ηK (x) ≡ U(κ|x− y+K |) − U(κ|x− y−K |) ≈ − (ηK ,∂x)U(κ|x− ξK |) , (8)
where ∂x = (∂x1 , ∂x2). The dipoles are very compact since the dipole momenta are not
too large at small enough temperature: 〈η2〉  κ−2 [36]. We expand e−βwPQ in (7) and
evaluate (6) in leading order with respect to 〈η2〉 thus neglecting all higher momenta
〈η4〉, etc.. Therefore, Eq. (5) takes in the main approximation the form (see [40] and refs.
therein):
〈〈σi(x1)σj(x2)〉〉 ≈ −µ
2piβ
∂(x1)i∂(x2)jU(κ|x1 − x2|)
+
µ2
4pi2
ikjl ∂(x1)k∂(x2)l
∞∑
n˜=1
In˜(x1,x2) . (9)
The terms In˜ ≡ In˜(x1,x2) in (9) are expressed:
I1 ≡
∫
e−β(2Λ+w(η)) U+−η (x1)U+−η (x2) d2ξd2η , (10)
In˜ ≡
∫
e−β(4Λ+w1+wn˜)U+−1 (x1)w(n˜−2)1,n˜ U+−n˜ (x2) d2ξ1d2η1d2ξn˜d2ηn˜ , n˜ > 1 , (11)
where wI ≡ w(ηI), and U+−η (x1,2) is given by (8). The contribution I1 (10) is due to
free dipoles. It is the dipole-dipole coupling which is responsible for the terms In˜ (11)
corresponding to the n˜-dipole chain clusters. The kernel w(n˜−2)1,n˜ (11) at n˜ > 2 is expressed
by the recursive relation:
w
(I)
1,I+2 =
∫
e−β(2Λ+wI+1)w(I−1)1,I+1 w
(0)
I+1,I+2 d
2ξI+1d
2ηI+1 , 1 ≤ I ≤ n˜− 2 , (12)
where w(0)JK ≡ −βwJK with wJK given by (4). The kernel w(n˜−2)1,n˜ contains averaging over
positions of (n˜− 2) “intermediate” dipoles.
3 Calculation of the correlation function
In order to evaluate the integrals (10) and (11) we need the following
Proposition: Define the differential operator (Dκ)l ≡
∏l−1
n=0(Dκ + n), l ≥ 1, where Dκ
stands for −κ
2
d
dκ
, and assume that (Dκ)0 ≡ 1.
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A) With these notations, the formula holds :∫
K0(κ|x1 − ξ|) (Dκ)l K0(κ|ξ − x2|)d2ξ =
2pi
κ2(l + 1)
(Dκ)l+1K0(κ|∆x|) , l ≥ 0, (13)
where ∆x ≡ x1 − x2 and the integration is over R2.
B) Validity of Eq. (13) results in the following integral :∫ (
∂ξU(κ|x1 − ξ|),∂ξ(Dκ)lK0(κ|ξ − x2|)
)
d2ξ =
−2pi
l + 1
(Dκ)l+1K0(κ|∆x|) , (14)
where ∂ξ =
(
∂ξ1 , ∂ξ2
)
, (∂ξ ·,∂ξ ·) stands for the scalar product of 2-vectors, and U is
defined by (2).
Proof of this Proposition is given in Appendix A.
First, we consider the integral (11) which is expressed through the kernel w(n˜−2)1,n˜ . After
I ≥ 1 steps, the recursive relation (12) leads us to the answer:
w
(I)
1,I+2 = KI+1(−pi〈η2〉N¯)I(η1,∂ξ1)(ηI+2,∂ξI+2)U (I)1,I+2 , (15)
U (I)1,I+2 = U(κ|ξ1 − ξI+2|) +
I∑
l=1
1
l!
(Dκ)lK0(κ|ξ1 − ξI+2|) . (16)
Equation (15) at I = 0 is also correct provided that U (0)1,2 is given by (16) with the sum
rejected. As an example, let us derive w(I)1,I+2 at I = 1. It is appropriate to express the
integration over η2 with the help of definition of mean square of the dipole momentum
〈η2〉 [19, 40]: ∫
e−2βΛ−KU(κη)ηiηj d2η =
δij
2
〈η2〉N¯ , (17)
where N¯ is average dipole density (note that the dipolar phase does not exist at the
temperature T > Tc ≡ µ8pi since the integral (17) diverges at K < 4). Then we obtain:
w
(1)
1,3 = K2
〈η2〉N¯
2
(η1,∂ξ1)(η3,∂ξ3)
∫
(∂ξ2U(κ|ξ1 − ξ2|),∂ξ2U(κ|ξ2 − ξ3|))d2ξ2 . (18)
In order to calculate (18), we use (14) at l = 0 and take into account another integral
which can be obtained by means of the Green’s first identity [41]:∫
(∂ξ2 log |ξ1 − ξ2|,∂ξ2U(κ|ξ2 − ξ3|))d2ξ2 = 2pi
(
log
γ
2
R− U(κ|ξ1 − ξ3|)
)
, (19)
where the integration is over disk of large radius R (see the part B in Appendix A). Since
the constant contribution on the right-hand side of (19) is irrelevant with regard to the
differentiations in (18), we can safely allow for R → ∞ and conclude that w(1)1,3 is indeed
given by Eq. (15) at I = 1 with U (1)1,3 of the form:
U (1)1,3 = U(κ|∆ξ|) + DκK0(κ|∆ξ|) , (20)
where ∆ξ = ξ1 − ξ3. Next steps based on (14) and (19) lead us straightforwardly to
Eqs. (15), (16). The notation w(n˜−2)1,n˜ corresponds to (15) with I replaced by n˜ − 2 ≥ 0.
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The remaining integrations over ξ1, η1, ξn˜, ηn˜ are also enabled by the Proposition, and
we obtain that In˜ (11) is given in terms of the two-body potential U (n˜)1,2 :
In˜ = Kn˜−1(−pi〈η2〉N¯)n˜ U (n˜)1,2 , U (n˜)1,2 ≡ U(κ|∆x|) +
n˜∑
l=1
1
l!
(Dκ)lK0(κ|∆x|) . (21)
It can be verified with the help of (10) and (12) that w(1)1,3 is formally written in the form:
w
(1)
1,3 = K2(η1,∂ξ1)(η3,∂ξ3)I1(ξ1, ξ3) . (22)
Comparison of (22) with (15) shows us that I1 (10) is also given by the representation
(21).
Definition of the operator (Dκ)l tells us that U (n˜)1,2 (21) can be rearranged at fixed n˜ as
the polynomial in powers of Dκ. Then, In˜ takes the form:
In˜ = (−βµd)
n˜
K
(
U +
n˜∑
p=1
ap(n˜)(Dκ)
pK0
)
, (23)
where βµd ≡ piK〈η2〉N¯ and d is proportional to mean area covered by the dipoles. We
directly obtain several coefficients ap ≡ ap(n˜):
a1 =
n˜∑
l=1
1
l
, a2 =
n˜∑
l=2
1
l
( l−1∑
k=1
1
k
)
, . . . , an˜−1 =
n˜+ 1
2(n˜− 1)! , an˜ =
1
n˜!
. (24)
For instance, a1 = 1 and al = 0, l > 1, for n˜ = 1. More generally, non-triviality of al(n˜)
requires n˜ ≥ l. The coefficients an˜−1(n˜) and an˜(n˜), Eq. (24), taken at n˜ = 2 coincide with
a1(2) and a2(2), respectively. Besides, an˜−1(n˜) (24) at n˜ = 3 is equal to a2(3).
It is appropriate to rearrange the series I ≡ ∑∞n˜=1 In˜ in order to represent it as an
expansion in (Dκ)pK0. For instance, using re-summation we obtain the series at βµd < 1:
∞∑
n˜=1
(−βµd)n˜a1(n˜) =
∞∑
l=0
(−βµd)l
∞∑
n˜=1
(−βµd)n˜
n˜
=
− log(1 + βµd)
1 + βµd
, (25)
∞∑
n˜=2
(−βµd)n˜a2(n˜) =
∞∑
l=0
(−βµd)l
∞∑
n˜=2
(−βµd)n˜
n˜
(n˜−1∑
k=1
1
k
)
=
log2(1 + βµd)
2(1 + βµd)
, (26)
where [42] (vol.1) is helpful for obtaining (26). Therefore I takes the form:
I = −1K
[
U βµd
1 + βµd
+ DκK0
log(1 + βµd)
1 + βµd
− (Dκ)2K0 log
2(1 + βµd)
2(1 + βµd)
+ . . .
]
. (27)
Consider the dependence of I (27) on κ|∆x|. The contribution U is long-ranged,
while its behavior at κ|∆x| → 0 is that of the modified Bessel function K0 which ensures
the cancellation of the logarithmic singularity. The contributions (Dκ)pK0, p ≥ 1, are
exponentially decaying at large κ|∆x|. They all vanish at κ|∆x| → 0 except the term
DκK0 =
κ|∆x|
2
K1(κ|∆x|) which is constant at κ|∆x| → 0. The third term in (27) vanishes
at κ|∆| → 0 faster than U(κ|∆|) since (Dκ)2K0(κ|∆|) = (κ|∆|)24 K0(κ|∆|). Furthermore,
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log(1 + βµd) < 1 and we omit the third term (as well as all the subsequent ones) as
negligible correction thus adopting for (6) the approximate expression:
〈〈σi(x1)σj(x2)〉〉 ≈ −µ
2piβ
(
∂(x1)i∂(x2)jU(κ|∆x|) +
+ ikjl ∂(x1)k∂(x2)l
βµdU(κ|∆x|) + log(1 + βµd)DκK0(κ|∆x|)
1 + βµd
)
.
(28)
When the short-ranged contributions into the “intermediate” dipole-dipole correlations
are neglected, the kernel w(n˜−2)1,n˜ is given by Eq. (15) although being expressed in terms
of the two-body potential U (n˜−2)1,n˜ ≈ log |ξ1 − ξn˜| (see (16)). If so, evaluating In˜ according
to (11) we obtain In˜ = Kn˜−1(−pi〈η2〉N¯)n˜ U (1)1,2 instead of In˜ (21). In this case, the
correlation function (9) takes the form similar to (28) although with βµd present instead
of log(1 + βµd). In other words, the presence of log(1 + βµd) in (28) just witnesses that
the correlations due to the cores are taken into account for the dipole-dipole couplings.
The latter is in agreement with the fact that log(1+βµd) in (28) is replaced by βµd when
the density is not too large.
4 The shear modulus renormalization
The stress–stress correlation function (5) is used for definition of the renormalized shear
modulus µren, [16, 34]:
1
µren
≡ β
µ2S
∑
i,k
∫
〈〈σi(x1)σk(x2)〉〉 d2x1d2x2 , (29)
where S is the cross-section area. Substituting the expression (28) into Eq. (29) yields:
µ
µren
=
(1 + 2βµd) C1(κR)− log(1 + βµd) CD(κR)
1 + βµd
, (30)
where the functions C1 and CD are given by the modified Bessel functions:
C1(z) = 1− 2K1(z)I1(z) ,
CD(z) = −DzC1(z) = −1 + zI1(z)(K0(z) +K2(z)) .
(31)
The functions (31) are responsible for the dependence of µren (30) on the ratio R/κ
−1 of the
cylinder’s cross-section radius to that of the dislocation core. The functions C1 and CD are
positive and less than unity (Figure 1), their behavior at large z is: C1(z) = 1− 1z+ 38z3−. . .
and CD(z) = 12z − 916z3 + . . . . Both C1 and CD are O(z2 log z) at z → 0.
The limit κR → ∞ reduces Eq. (30) to the renormalization law for conventional
dislocations described by the stress σbi (x). It can be realized that the correlation function
〈〈σbi (x1)σbk(x2)〉〉 coincides with right-hand side of Eq. (28) taken at κ|∆x|  1, and we
get: ∑
k
〈〈σbk(x1)σbk(x2)〉〉 =
µ(1 + 2βµd)
β(1 + βµd)
(2)
δ (x1 − x2) . (32)
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Figure 1: The functions C1(z) (◦), CD(z), and CD(z)C1(z) ().
Substituting (32) into (29) we obtain (“non-diagonal” correlators at i 6= k are irrelevant
with respect to the integrations in (29)):
1
2
<
µ˜ren
µ
=
1 + βµd
1 + 2βµd
< 1 , (33)
where µ˜ren is the renormalized shear modulus in the conventional case. It is clear that (33)
arises from (30) at κR → ∞. The law (33) agrees with the renormalization of the shear
modulus derived in [34] although for the dislocation loops in three-dimensional solid.
Let us specify a range of κR. For instance, validity of 0 < C1 < 1 implies that µren/µ
is characterized by the double-sided inequality analogous to (33):
1
2
<
1
2C1 <
µren
µ
< 1 . (34)
Inequality (34) is not fulfilled immediately. Indeed, its self-consistency requires C1 > 12
which takes place at κR >∼ 1.78. Furthermore, since external diameter of the nanotubes
ranges from nanometers to tens of nanometers, let us assume that the cylinder’s radius
R respects R <∼ 10 a, where a is lattice spacing. In turn, it is known that the inverse 1κ
is estimated either as 1
κ
' 0.25a, according to [28], or as 1
κ
' 0.4a, according to [33].
Therefore, the upper bound for κR is given either by κR <∼ 40 or by κR <∼ 25, respectively.
Being considered at small βµd, the inequality on the right-hand side of (34) is refor-
mulated:
1 + βµd
(1 + 2βµd)C1(z)− βµdCD(z) < 1 ⇐⇒ f1(z) ≡
1− C1(z)
2 C1(z)− CD(z)− 1 < βµd . (35)
The equivalence in (35) occurs together with positivity and monotonic decreasing of f1(z),
for instance, at z > 2.3. However, Figure 2 demonstrates us that f1(z) < βµd only for
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large enough z. On the contrary, when βµd is close to unity, we use log(1 + βµd) ≈
log 2 + βµd−1
2
to re-express right-hand side of (34):
f2(z) ≡
1− C1(z) + (log 2− 12) CD(z)
2 C1(z)− 12 CD(z)− 1
< βµd . (36)
Figure 2 demonstrates that f2(z) is positive, monotonically decreases and almost coincides
with f1(z) at z >∼5.0. Therefore, the inequality in right-hand side of (34) holds for a more
wide range of z in the case of βµd close to unity than in the case of βµd close to zero.
Besides, Eq. (30) shows us that µren/µ tends to 12C1 provided that βµd is sufficiently large.
Figure 2: The functions f1(z) () and f2(z) at z = κR > 5.0.
Furthermore, we plot µren/µ (30) (for κR = 20.0 and κR = 40.0) and µ˜ren/µ (33) in
Figure 3 as functions of βµd. Additionally, the dependence of µren/µ on z = κR is plotted
in Figure 4 for βµd = 0.2, 0.5, 0.9. The picture shows that at each value of βµd the curves
for µren/µ tend asymptotically to the horizontal lines corresponding to the constant values
of µ˜ren/µ (33).
Equation (30) enables us to express the renormalized shear modulus as the function
of the absolute temperature, µren = µren(T ). The melting temperature Tc is given by
µβc = 8pi (see (17)), and we obtain µren(T ) in a narrow vicinity of Tc at T < Tc:
µren(T )
µren(T−c )
≈ 1 +
( T
Tc
− 1
)
h(κR, 8pid) , h(z, w) ≡ w g(z, w)
(1 + w)(1 + 2w)
,
g(z, w) ≡ 1− C
∗(z)(1− log(1 + w))
1− C∗(z) log(1+w)
1+2w
, C∗(z) ≡ CD(z)C1(z) ,
(37)
where the representation for h(z, w) is valid at z > o ≡ 0.001, when C∗(z) is smaller than
unity and the limiting value C∗o ≡ limz↘o C∗(z) satisfies 0.75 < C∗o < 0.95 (Figure 1). In
the limit z →∞, C∗(z) tends to zero and the law (37) corresponds to singular dislocations.
Furthermore, µren(T−c ) in (37) is the limiting value of µren(T ) at T ↗ Tc (µren is zero above
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Figure 3: Dependence of µren/µ (κR = 20.0 () and κR = 40.0 (+)) and µ˜ren/µ on βµd.
the melting). Comparison of µren(T−c ) with µ˜ren(T−c ) is enabled, according to (30), in the
form:
µren(T
−
c )
Tc
=
8pi(1 + 8pid)
(1 + 16pid)C1 − log(1 + 8pid)CD >
µ˜ren(T
−
c )
Tc
=
8pi(1 + 8pid)
1 + 16pid
. (38)
Equation (38) demonstrates that µren(T−c )/Tc ceases to be a multiple of pi at d  1 (or,
formally, d 1), as it happens for µ˜ren(T−c )/Tc in the same limits. In the limiting cases,
the factor 1C1 is mainly responsible for the dependence of µren(T
−
c )/Tc on κR.
The dependence on the size-parameter κR in Eqs. (37) and (38) displays the effect of
the non-conventional dislocation solution on the shear modulus near the melting transi-
tion. Recall that properly rescaled Young modulus tends to 16pi at T → T−c according
to the theory developed in [14–17] (this universality is also discussed in [23]). An experi-
mental confirmation of this fact for two-dimensional colloidal crystals has been reported
in [43]. In its turn, the present approach demonstrates that the limiting value of the renor-
malized shear modulus deviates from a multiple of pi due to the singularityless character
of the dislocations:
µren(T
−
c )
Tc
≈ 8piC1(κR)
−−−→
κR1 8pi , d 1 (39)
(note that 1 < 1C1 < 2 under our restrictions).
5 Discussion
We considered the behavior of the shear modulus caused by proliferation of dipoles of
non-singular screw dislocations in elastic cylinder. The dislocations are non-singular since
11
Figure 4: Dependence of µren/µ on z = κR at βµd = 0.2 (+), βµd = 0.5 (), βµd = 0.9.
their stresses are smoothed out within the finite-sized cores. The stress–stress correlation
function is calculated in the dipole representation of the Coulomb gas with smoothed-out
coupling. The shear modulus µren is obtained for the case of interacting dipoles. The
resulting thermodynamical expressions, Eqs. (30), (37) and (38), acquire the dependence
on the ratio of the cylinder radius R to the core scale 1
κ
. The correlations between the
cores are responsible for the fact that µren/µ decays to its limiting value at growing d (d is
proportional to mean area covered by the dipoles) less fast than µ˜ren/µ does in the case of
singular defects (Figure 3). The numerical restrictions ensuring the validity of (30), (37)
and (38) do not contradict to realistic characteristics of nanotubes (nanowires). Plots in
Figure 4 show us that the dependence of µren/µ on κR is rather fine (in vicinity of the
melting transition as well).
With regard to the interesting results of [43] based on the colloidal crystals, it is
hopeful that experimental nanophysics could provide us opportunities of verification of
the relations obtained (of Eq. (39), for instance). The colloidal crystals have also been
mentioned in [34] among other candidates for observing the effects due to the elastic
constants renormalization. Development of the present approach is attractive in the case
of nonsingular edge dislocations as far as the physics of multi-layer nanotubes and wrapped
crystals is concerned [5, 9].
Acknowledgement
I am grateful to N. M. Bogoliubov for discussions. The research described has been
supported in part by RFBR (No. 13-01-00336) and by the Russian Academy of Sciences
program “Mathematical Methods in Non-Linear Dynamics”.
12
APPENDIX A. Proof of Eqs. (13), (14)
A) First, we obtain the integral (13) at l = 0:∫
K0(κ|x1 − ξ|)K0(κ|ξ − x2|)d2ξ = (A.1)
=
2
κ2
∫ ∞
0
dssK0(s)
∫ pi
0
dϕK0
(√
s2 + a2 − 2as cosϕ) = (A.2)
=
pi
κ
|∆x|K1(κ|∆x|) = 2pi
κ2
DκK0(κ|∆x|) , (A.3)
where a ≡ κ|∆x| in (A.2). The resulting expression (A.3) arises as follows: first we
integrate in (A.2) over ϕ and then over s using in both cases [42] (vol. 2). Equation (13)
can analogously be verified at l = 1.
A formal way to evaluate left-hand side of (13) is provided in Appendix B, and it can
practically be performed for several first values of l. Moreover, these particular examples
just allow us to postulate Eq. (13) at arbitrary l. Once Eq. (13) has been guessed, its
proof is given by complete induction with Eqs. (A.1)–(A.3) considered as the base case of
induction.
The integrals (13) and (A.1) express the convolution of two functions. For sake of
shortness, we use the convolution notation so that (13) acquires the operator form:
K0 ∗ (Dκ)l K0 =
2pi
κ2(l + 1)
(Dκ)l+1K0 . (A.4)
Let us assume that Eq. (A.4) is respected at some fixed l. The inductive step requires to
prove that the relation arising from (A.4) after the replacement l 7→ l + 1 also holds true
due to the validity of (A.3) and (A.4).
In order to proceed, we convolve both sides of (A.4) with K0. Using associativity of
convolution and taking into account the basis of induction (A.3), we obtain:
2pi
κ2
(DκK0 ∗ (Dκ)lK0) =
2pi
κ2(l + 1)
(K0 ∗ (Dκ)l+1K0) . (A.5)
We transform the operator on the left-hand side of (A.5):
DκK0 ∗ (Dκ)lK0 = Dκ
( 2pi
κ2(l + 1)
(Dκ)l+1K0
)
−K0 ∗ Dκ(Dκ)lK0 (A.6)
=
2pi
κ2(l + 1)
(Dκ + 1)(Dκ)l+1K0 −K0 ∗ Dκ(Dκ)lK0 . (A.7)
We used (A.4) in the row (A.6), while the row (A.7) occurs due to Dκ( 1κ2 ) =
1
κ2
. Further-
more, we take into account that (Dκ)l+1 = (Dκ + l)(Dκ)l on the right-hand side of (A.5).
As a result, Eq. (A.5) takes the form:
2pi
κ2
(Dκ + 1)(Dκ)l+1K0 = K0 ∗
(
(l + 1)Dκ + Dκ + l
)
(Dκ)lK0 . (A.8)
As the next step, we use the operator identity
(l + 1)Dκ + Dκ + l = (l + 2)(Dκ + l)− l(l + 1) ,
13
and obtain from (A.8):
2pi
κ2
(Dκ + 1)(Dκ)l+1K0 =
= (l + 2)(K0 ∗ (Dκ)l+1K0)−
2pi
κ2
l(Dκ)l+1K0
(A.9)
(Eq. (A.4) is accounted for once again when obtaining the second term on the right-hand
side of (A.9)). Equation (A.9) is just equivalent to (A.4) with l replaced by l + 1. 
B) Let us assume that the integration domain in Eq. (14) is given by disk of large enough
radius R with two disks of small radii ε centered at x1 and x2 cut out. The integral
(14) is evaluated by the limiting trick: we replace U(κ|x1 − ξ|) by U(ρ|x1 − ξ|) and drop
the operator (Dκ)l out the integration symbol. We use Green’s first identity [41] for thus
arising integral over the multi-connected domain. Tending R → ∞, ε → 0 afterwards,
we again place (Dκ)l under the integration symbol and replace ρ→ κ. Eventually, taking
into account (13), we obtain (14). 
APPENDIX B. The generating function of Eq. (13)
Left-hand side of Eq. (13) is also handled at l ≥ 1 by means of the limiting trick. We
replace (Dκ)lK0(κ|ξ − x2|) by (Dρ)lK0(ρ|ξ − x2|) and drop the operator (Dρ)l out the
integration symbol. Thus arising integral generalizes the integral (A.1) and admits the
series representation:∫
K0(κ|x1 − ξ|)K0(ρ|ξ − x2|)d2ξ = (B.1)
=
2pi(K0(a)−K0(b))
ρ2 − κ2 (B.2)
=
2pi
κ+ ρ
[
2
κ
DκK0(a) +
∞∑
p=1
2(κ− ρ)p
(p+ 1)κp+1
Dκ
p∏
l=1
(
1 +
2
l
Dκ
)
K0(a)
]
, (B.3)
where a ≡ κ|∆x|, b ≡ ρ|∆x|. Acting by (Dρ)l on (B.3) and allowing ρ → κ afterwards,
one should derive right-hand side of (13). In other words, the integral (B.1) is expected
to be the generating function of Eq. (13).
Calculation of the integral (B.1) is analogous to that of the integral (A.1), and the
answer takes the form (B.2) (see [42], vol. 2). Expanding K0(b) in (B.2) in powers of
(κ− ρ), we obtain the series representation:
2pi
κ+ ρ
[
−|∆x|K ′0(a) +
∞∑
p=1
(−|∆x|)p+1(κ− ρ)p
(p+ 1)!
K
(p+1)
0 (a)
]
. (B.4)
It is straightforward to check that the “constant” terms inside the brackets both in (B.3)
and (B.4) coincide. Induction allows us to prove the coincidence of the coefficients of the
series inside the brackets and thus to confirm the series representation (B.3).
The relation expressing the coincidence can be written as
ap+1
dp+1
dap+1
K0(a) = κ
d
dκ
p∏
l=1
(
κ
d
dκ
− l
)
K0(a) . (B.5)
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Assuming that Eq. (B.5) is valid at some fixed p, we have to prove its validity after the
replacement p 7→ p+ 1. The identity
ap+2
dp+2
dap+2
=
(
a
d
da
− (p+ 1)
)
ap+1
dp+1
dap+1
just allows for the required proof. Thus, Eq. (B.3) indeed follows from (B.2).
As an illustration, we put l = 2 and apply limρ→κ(Dρ)2 to (B.3). Using the limiting
expressions
lim
ρ→κ
(Dρ)2
1
κ+ ρ
=
1
8κ
, lim
ρ→κ
(Dρ)2
(κ− ρ)p
κ+ ρ
=
 14 , p = 1 ,κ
4
, p = 2 ,
0, p > 2 ,
we obtain:∫
K0(κ|x1 − ξ|)(Dκ)2K0(κ|ξ − x2|)d2ξ =
=
2pi
4κ2
[
DκK0(a) + Dκ(1 + 2Dκ)K0(a) +
2
3
Dκ(1 + 2Dκ)(1 + Dκ)K0(a)
]
=
=
2pi
3κ2
Dκ(1 + Dκ)(2 + Dκ)K0(a) . (B.6)
Equation (B.6) agrees with (13) at l = 2. It can directly be verified for several l > 2
that Eq. (13) indeed holds true provided that the series (B.3) is used as the generating
function. Equation (B.3) leads to suggestion about validity of (13) at arbitrary l.
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