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SUMMARY
A cutting plane is a linear inequality that is valid for all the feasible solutions
of an integer program but may separate some points of the linear programming relax-
ation. Most state-of-the-art integer programming solvers tend to bias their cutting
plane selection towards sparse cuts. In this thesis, we conduct a comprehensive study
of sparse cutting planes. We also develop a new approximation algorithm for sparse
integer programs.
In the first chapter, we discuss the quality of approximating integer hull by adding
sparse cutting planes. Given a polytope P (e.g. the integer hull of a MIP), let P k be
its best approximation using cuts with at most k non-zero coefficients. We consider
d(P, P k) = maxx∈Pk (miny∈P ‖x− y‖) as a measure of the quality of sparse cuts. In
our first result, we present general upper bounds on d(P, P k) which depend on the
number of vertices in the polytope and exhibit three phases as k increases. Our
bounds imply that if P has polynomially many vertices, using half sparsity already
approximates it very well. Second, we present a lower bound on d(P, P k) for random
polytopes that show that the upper bounds are quite tight. Third, we show that for
a class of hard packing IPs, sparse cutting-planes do not approximate the integer hull
well. Finally, we show that using sparse cutting-planes in extended formulations is at
least as good as using them in the original polyhedron, and give an example where
the former is actually much better.
In the second chapter, we present an analysis of the strength of sparse cutting-
planes for mixed integer linear programs (MILP) with sparse formulations. We exam-
ine three kinds of problems: packing problems, covering problems, and more general
MILPs with the only assumption that the objective function is non-negative. Given
x
a MILP instance of one of these three types, assume that we decide on the support of
cutting-planes to be used and the strongest inequalities on these supports are added
to the linear programming relaxation. Call the optimal objective function value of the
linear programming relaxation together with these cuts as zcut. We present bounds on
the ratio of zcut and the optimal objective function value of the MILP that depends
only on the sparsity structure of the constraint matrix and the support of sparse cuts
selected, that is, these bounds are completely data independent. These results also
shed light on the strength of scenario-specific cuts for two stage stochastic MILPs.
In the last chapter, we present a new approximation algorithm for solving pack-
ing integer programs whose constraint matrix exhibit global sparsity pattern that is
known in advance. The algorithm runs in two phases. In the first phase, the sparse
packing problem is partitioned into smaller parts and then these small integer pro-
grams are solved. In the second phase, the optimal solutions of the smaller problems
are patched together into a feasible solution for the original problem by exploiting
the sparsity structure of the constraint matrix. We present a theoretical guarantee
on the quality of the solution produced by this algorithm, which we show depends
only on the sizes of the smaller IPs and the sparsity structure, being otherwise com-
pletely data independent. Finally, we experiment on randomly generated large-scale
sparse set packing instances and also set-packing integer programs with tree struc-
ture and compare the results of our algorithm to those by CPLEX and also specialized
heuristic for packing integer programs based on the state-of-the-art Greedy Random-
ized Adaptive Search Procedure (GRASP) of [15]. Our results indicate that on very
sparse instances our algorithm shows significant promise over other methods.
xi
Chapter I
APPROXIMATING POLYHEDRA WITH SPARSE
INEQUALITIES
1.1 Introduction
Most successful mixed integer linear programming (MILP) solvers are based on branch-
&-bound and cutting-plane (cut) algorithms. Since MILPs belong to the class of
NP-hard problems, one does not expect the size of branch-&-bound tree to be small
(polynomial is size) for every instance. In the case where the branch-&-bound tree is
not small, a large number of linear programs must be solved. It is well known that
dense cutting-planes are difficult for linear programming solvers to handle. Therefore,
most commercial MILPs solvers consider sparsity of cuts as an important criterion
for cutting-plane selection and use [21, 2, 34].
Surprisingly, very few studies have been conducted on the topic of sparse cutting-
planes. Apart from cutting-plane techniques that are based on generation of cuts from
single rows (which implicitly lead to sparse cuts if the underlying row is sparse), to
the best of our knowledge only the paper [4] explicitly discusses methods to generate
sparse cutting-planes.
The use of sparse cutting-planes may be viewed as a compromise between two
competing objectives. As discussed above, on the one hand, the use of sparse cutting-
planes aids in solving the linear programs encountered in the branch-&-bound tree
faster. On the other hand, it is possible that ‘important’ facet-defining or valid
inequalities for the convex hull of the feasible solutions are dense and thus without
adding these cuts, one may not be able to attain significant integrality gap closure.
This may lead to a larger branch-&-bound tree and thus result in the solution time
1
to increase.
It is challenging to simultaneously study both the competing objectives in relation
to cutting-plane sparsity. Therefore, a first approach to understanding usage of sparse
cutting-planes is the following: If we are able to separate and use valid inequalities
with a given level of sparsity (as against completely dense cuts), how much does this
cost in terms of loss in closure of integrality gap?
Considered more abstractly, the problem reduces to a purely geometric question:
Given a polytope P (which represents the convex hull of feasible solutions of a MILP),
how well is P approximated by the use of sparse valid inequalities. In this chapter
we will study polytopes contained in the [0, 1]n hypercube. This is without loss of
generality since one can always translate and scale a polytope to be contained in the
[0, 1]n hypercube.
1.1.1 Preliminaries
A cut ax ≤ b is called k-sparse if the vector a has at most k nonzero components.
Given a set P ⊆ Rn, define P k as the best outer-approximation obtained from k-sparse
cuts, that is, it is the intersection of all k-sparse cuts valid for P .





be the set of all subsets
of [n] of cardinality k. Given a k-subset of indices I ⊆ [n], define RĪ = {x ∈ Rn :







. Thus, if P is a polytope, P k is also a polytope.
1.1.2 Measure of Approximation
There are several natural measures to compare the quality of approximation provided
by P k in relation to P . For example, one may consider objective value ratio: maxi-
mum over all costs c of expression z
c,k
zc
, where zc,k is the value of maximizing c over P k,
and zc is the same for P . We discard this ratio, since this ratio can become infinity
2
and not provide any useful information1. Similarly, we may compare the volumes of
P and P k. However, this ratio is not useful if P is not full-dimensional and P k is.
In order to have a useful measure that is well-defined for all polytopes contained
in [0, 1]n, we consider the following distance measure:








where ‖ · ‖ is the `2 norm. It is easily verified that there is a vertex of P k attaining
the maximum above. Thus, alternatively the distance measure can be interpreted as
the Euclidean distance between P and the farthest vertex of P k from P .
Observation 1 (d(P, P k) is an upper bound on depth of cut). Suppose αx ≤ β is
a valid inequality for P where ‖α‖ = 1. Let the depth of this cut be the smallest
γ ≥ 0 such that αx ≤ β + γ is valid for P k. It is straightforward to verify that
γ ≤ d(P, P k). Therefore, the distance measure gives an upper bound on additive error
when optimizing a (normalized) linear function over P and P k.
Observation 2 (Comparing d(P, P k) to
√
n). Notice that the largest distance between
any two points in the [0, 1]n hypercube is at most
√
n. Therefore in the rest of the




In order to build some intuition we begin with some examples in this section. Let
P := {x ∈ [0, 1]n : ax ≤ b} where a is a non-negative vector. It is straightforward to





}, where aIj := aj if
j ∈ I and aIj = 0 otherwise.
Example 1: Consider the simplex P = {x ∈ [0, 1]n :
∑n
i=1 xi ≤ 1}. Using the above
observation, we have that P k = conv{e1, e2, . . . , en, 1
k
e}, where ej is the unit vector in
1Take P = conv{(0, 0), (0, 1), (1, 1)} and compare with P 1 wrt c = (1,−1).
3
the direction of the jth coordinate and e is the all ones vector. Therefore the distance










, attained by the points 1
n
e ∈ P and
1
k
e ∈ P k. This is quite nice because with k ≈
√
n (which is pretty reasonably sparse)
we get a constant distance. Observe also that the rate of change of the distance
measure follows a ‘single pattern’ - we call this a single phase example. See Figure
2(a) for d(P, P k) plotted against k (in blue) and k · d(P, P k) plotted against k (in
green).
















































































Figure 1: Some examples: (a) Sparsity is good. (b) Sparsity is not so good. (c)
Example with three phases.





}. We have that










}. Therefore, for all k ∈ {1, . . . , n/2} we
have P k = [0, 1]n and hence d(P, P k) =
√
n/2. Thus, we stay with distance Ω(
√
n)
(the worst possible for polytopes in [0, 1]n) even with Θ(n) sparsity. Also observe that
for k > n
2








. Clearly the rate of change of the distance
measure has two phases, first phase of k between 1 and n
2
and the second phase of k
between n
2
and n. See Figure 2(b) for the plot of d(P, P k) against k (in blue) and of
k · d(P, P k) against k (in green).
Example 3: We present an experimental example in dimension n = 10. The poly-
tope P is now set as the convex hull of 150 binary points randomly selected from the
hyperplane {x ∈ R10 :
∑10
i=1 xi = 5}. We experimentally computed lower bounds on
d(P, P k) which are plotted in Figure 2(c) as the blue line (for details on this com-
putation see Section A.2 of the appendix). Notice that there are now three phases,
4
which are more discernible in the plot between the lower bound on k · d(P, P k) and
k (in green).
The above examples serve to illustrate the fact that different polytopes, behave
very differently when we try and approximate them using sparse inequalities. We
note here that in all our additional experiments, albeit in small dimensions, we have
usually found at most three phases as in the previous examples.
1.2 Main Results
1.2.1 Upper Bounds
Surprisingly, it appears that the complicated behavior of d(P, P k) as k changes can be
described to some extent in closed form. Our first result is nontrivial upper bounds
on d(P, P k) for general polytopes. This is proven in Section 1.3.
Theorem 1 (Upper Bound on d(P, P k)). Let n ≥ 2. Let P ⊆ [0, 1]n be the convex
hull of points {p1, . . . , pt}. Then






















Since maxi∈{1,...,t} ||pi|| ≤
√
n and the first upper bound yields nontrivial values






log 4tn. We make two observations based on Theorem 1.
Consider polytopes with ‘few’ vertices, say nq vertices for some constant q. Sup-
pose we decide to use cutting-planes with half sparsity (i.e. k = n
2
), a reasonable
assumption in practice. Then plugging in these values, it is easily verified that




(q + 1) log n ≈ c
√
log n for a constant c, which is a significantly
small quantity in comparison to
√
n. In other words, if the number of vertices is
small, independent of the location of the vertices, using half sparsity cutting-planes
allows us to approximate the integer hull very well. We believe that as the number
5
of vertices increase, the structure of the polytope becomes more important in de-
termining d(P, P k) and Theorem 1 only captures the worst-case scenario. Overall,
Theorem 1 presents a theoretical justification for the use of sparse cutting-planes in
many cases.
Theorem 1 supports the existence of three phases in the behavior of d(P, P k) as
k varies: (Small k) When k ≤ 16 log 4tn the (simplified) upper bounds are larger
than
√
n, indicating that ‘no progress’ is made in approximating the shape of P (this
is seen Examples 2 and 3). (Medium k) When 16 log 4tn ≤ k . n−
√
n log 4tn the
first upper bound in Theorem 1 dominates. (Large k) When k & n −
√
n log 4tn








dominates. In particular, in this phase, k · d(P, P k) ≤
2n3/2−2
√
nk, i.e., the upper bound times k is a linear function of k. All the examples
in Section 1.1 illustrate this behavior.
1.2.2 Lower Bounds
How good is the quality of the upper bound presented in Theorem 1? Let us first
consider the second upper bound in Theorem 1. Then observe that for the second
example in Section 1.1, this upper bound is tight up to a constant factor for k between
the values of n
2
and n.
We study lower bounds on d(P ,P k) for random 0/1 polytopes in Section 1.4 that
show that the first upper bound in Theorem 1 is also quite tight.
Theorem 2. Let X1,X2, . . . ,X t be independent uniformly random points in {0, 1}n,
and let P = conv(X1,X2, . . . ,X t). Then for t and k satisfying (2k2 log n + 2)2 ≤
t ≤ en we have with probability at least 1/4



























log tn for the
first part of the upper bound of Theorem 1. We focus on the case where the minimum
6








in the lower bound with the upper bound, we see that these quantities







, showing that for many 0/1 polytopes the
first upper bound of Theorem 1 is quite tight. We also remark that the in order to
simplify the exposition we did not try to optimize constants and lower order terms in
our bounds.
The main technical tool for proving this lower bound is a new anticoncentration
result for linear combinations aX, where the Xi’s are independent Bernoulli random
variables (Lemma 8). The main difference from standard anticoncentration results
is that the latter focus on variation around the standard deviation; in this case,
standard tools such as the Berry-Esseen Theorem or the Paley-Zygmund Inequality
can be used to obtain constant-probability anticoncentration. However, we need to
control the behavior of aX much further from its standard deviation, where we cannot
hope to get constant-probability anticoncentration.
1.2.3 Hard Packing Integer Programs
We also study well-known, randomly generated, hard packing integer program in-
stances (see for instance [25]). Given parameters n,m,M ∈ N, the convex hull of






, ∀j ∈ [m]}),
where the Aji ’s are chosen independently and uniformly in the set {0, 1, . . . ,M}. Let
(n,m,M)-PIP denote the distribution over the generated P ’s.
The following result shows the limitation of sparse cuts for these instances.
Theorem 3. Consider n,m,M ∈ N such that n ≥ 50 and 8 log 8n ≤ m ≤ n. Let P
be sampled from the distribution (n,m,M)-PIP. Then with probability at least 1/2,
7







2 − (1 + ε′)
)




























Notice that when m is sufficiently large, and n reasonably larger than m, we have






















, which is within a constant factor of the upper bound from Theorem 1. The poor
behavior of sparse cuts gives an indication for the hardness of these instances and
suggests that denser cuts should be explored in this case.
One interesting feature of this result is that it works directly with the IP formu-
lation, not relying on an explicit linear description of the convex hull.
1.2.4 Sparse Cutting-Planes and Extended Formulations
Let projx : Rn×Rm → Rn denote the projection operator onto the first n coordinates.
We say that a set Q ⊆ Rn×Rm is an extended formulation of P ⊆ Rn if P = projx(Q).
As our final result we remark that using sparse cutting-planes in extended formu-
lations is at least as good as using them in the original polyhedron, and sometime
much better. These results are proved in Section 1.6.
Lemma 4. Consider a polyhedron P ⊆ Rn and an extended formulation Q ⊆ Rn×Rm
for it. Then projx(Q
k) ⊆ (projx(Q))k = P k.
Lemma 5. Consider n ∈ N and assume it is a power of 2. Then there is a polytope
P ⊆ Rn such that: 1) d(P, P k) =
√
n/2 for all k ≤ n/2; 2) there is an extended
formulation Q ⊆ Rn × R2n−1 of P such that projx(Q3) = P .
8
1.3 Upper Bound
In this section we prove Theorem 1. In fact we prove the same bound for polytopes
in [−1, 1]n, which is a slightly stronger result. The following well-known property is
crucial for the constructions used in both parts of the theorem.
Observation 3 (Section 2.5.1 of [9]). Consider a compact convex set S ⊆ Rn. Let x̄
be a point outside S and let ȳ be the closest point to x̄ in S. Then setting a = x̄− ȳ,
the inequality ax ≤ aȳ is valid for S and cuts x̄ off.
1.3.1 Proof of First Part of Theorem 1


















In order to show that d(P, P k) is at most 4λ∗ we show that every point at distance
more than 4λ∗ from P is cut off by a valid inequality for P k. Assume until the end
of this section that 4λ∗ is at most
√
n, otherwise the result is trivial; in particular,
this implies that the second term in the definition of λ∗ is at most
√
n/4 and hence
k ≥ 8 log 4tn.
So let u ∈ Rn be a point at distance more than 4λ∗ from P . Let v ∈ P be the
closest point in P to P k. We can write u = v + λd for some vector d with ‖d‖2 = 1
and λ > 4λ∗. From Observation 3, inequality dx ≤ dv is valid for P , so in particular
dpi ≤ dv for all i ∈ [t]; in addition, it that this inequality cuts off u: du = dv+λ > dv.
The idea is to use this extra slack factor λ in the previous equation to show we can
‘sparsify’ the inequality dx ≤ dv while maintaining separation of P and u. It then
suffices to prove the following lemma.
Lemma 6. There is a k-sparse vector d̃ ∈ Rn such that d̃pi ≤ d̃v + λ
2
for all i ∈ [t],




To prove the lemma we construct a random vector D̃ ∈ Rn which, with non-zero





. Define D̃ as the random vector with independent coordinates, where D̃i is
defined as follows: if α|di| ≥ 1, then D̃i = di with probability 1; if α|di| < 1, then
D̃i takes value sign(di)/α with probability α|di| and takes value 0 with probability
1− α|di|. (For convenience we define sign(0) = 1.)
The next observation follows directly from the definition of D̃.
Observation 4. For every vector a ∈ Rn the following hold:
1. E[D̃a] = da






3. |D̃iai − E[D̃iai]| ≤ |ai|α .
Claim 1. With probability at least 1− 1/4n, D̃ is k-sparse.
Proof. Construct the vector a ∈ Rn as follows: if α|di| ≥ 1 then ai = 1/di, and
if α|di| < 1 then ai = α/sign(di). Notice that D̃a equals the number of non-zero









Then using Bernstein’s inequality (Section A.1 of the appendix) we obtain













where the last inequality uses our assumption that k ≥ 8 log 4tn.
We now show that property 1 required by Lemma 6 holds for D̃ with high prob-
ability.
Claim 2. Pr(maxi∈[t][D̃(p
i − v)− d(pi − v)] > 2λ∗) ≤ 1/4n.
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Proof. Define the centered random variable Z = D̃−d. To make the analysis cleaner,
notice that maxi∈[t] Z(p
i − v) ≤ 2 maxi∈[t] |Zpi|; this is because maxi∈[t] Z(pi − v) ≤
maxi∈[t] |Zpi| + |Zv|, and because for all a ∈ Rn we have |av| ≤ maxp∈P |ap| =
maxi∈[t] |api| (since v ∈ P ).
Therefore our goal is to upper bound the probability that the process maxi∈[t] |Zpi|
is larger then λ∗. Fix i ∈ [t]. By Bernstein’s inequality,











where M is an upper bound on maxj |Zjpij|.
To bound the terms in the right-hand side, from Observation 4 we have
















where the second inequality follows from the fact pi ∈ [0, 1]n, and the third inequality
follows from the Cauchy-Schwarz inequality. Moreover, it is not difficulty to see that
for every random variable W , Var(|W |) ≤ Var(W ). Using the first term in the
definition of λ∗, we then have
(λ∗)2
Var(|Zpi|)
≥ 4 log 4tn.
In addition, for every coordinate j we have |Zjpij| = |D̃jpij − E[D̃jpij]| ≤ 1/α, where
the inequality follows from Observation 4. Then we can set M = 1/α and using the





log 4tn. Therefore, replacing these
bounds in inequality (1) gives Pr(|Zpi| ≥ λ∗) ≤ 1
4tn
.
Taking a union bound over all i ∈ [t] gives that Pr(maxi∈[t] |Zpi| ≥ λ∗) ≤ 1/4n.
This concludes the proof of the claim.
Claim 3. Pr(D̃(u− v) ≤ λ/2) ≤ 1− 1/(2n− 1).
Proof. Recall u − v = λd, hence it is equivalent to bound Pr(D̃d ≤ 1/2). First,








+1 ≤ n, where the last inequality uses the assumption k ≥ 8 log 4tn.
Then employing Markov’s inequality to the non-negative random variable n − D̃d,
we get Pr(D̃d ≤ 1/2) ≤ 1− 1
2n−1 . This concludes the proof.
Proof of Lemma 6. Employ the previous three claims and union bound to find a
realization of D̃ that is k-sparse and satisfies requirements 1 and 2 of the lemma.
This concludes the proof of the first part of Theorem 1.
Observation 5. Notice that in the above proof λ∗ is set by Claim 2, and need to be
essentially E[maxi∈[t](D̃−d)pi]. There is a vast literature on bounds on the supremum
of stochastic processes (see for instance [27]), and improved bounds for structured P ’s
are possible (for instance, via the generic chaining method).
1.3.2 Proof of Second Part of Theorem 1
The main tool for proving this upper bound is the following lemma, which shows that
when P is ‘simple’, and we have a stronger control over the distance of a point x̄ to
P , then there is a k-sparse inequality that cuts x̄ off.
Lemma 7. Consider a hyperplane H = {x ∈ Rn : ax ≤ b} and let P = H ∩ [−1, 1]n.




− 1). Then x̄ /∈ P k.
Proof. Assume without loss of generality that ‖a‖2 = 1. Let ȳ be the point in H

















valid for P ; since it is k-sparse, it is also valid for P k. Averaging out this inequality

























We claim that x̄ violates this inequality. First notice that ax̄ = aȳ + λ = b +












on x̄ implies that P 6= [−1, 1]n, and hence b < maxx∈[−1,1] ax = ‖a‖1; this gives




n, thus concluding the proof.





− 1) from P ; we show x̄ /∈ P k. Let ȳ be the closest point to x̄ in P .
Let a = x̄ − ȳ. From Observation 3 we have that ax ≤ aȳ is valid for P . Define





− 1). Then Lemma 7 guarantees that x̄ does not belong to P ′k. But P ⊆ P ′,
so by monotonicity of the k-sparse closure we have P k ⊆ P ′k; this shows that x̄ /∈ P k,
thus concluding the proof.
1.4 Lower Bound
In this section we prove Theorem 2. The proof is based on the ‘bad’ polytope of
Example 2. For a random polytope Q in Rn, it is useful to think of each of its
(random) faces from the perspective of supporting hyperplanes: for a fixed direction
d ∈ Rn, we have the valid inequality dx ≤ d0, where d0 = maxq∈Q dq.
The idea of the proof is then to proceed in two steps. First, for a uniformly
random 0/1 polytope P , we show that with good probability the faces dx ≤ d0 for









i di, forced by some point p ∈ P







P k. In the second step, we show that with good probability the distance from p̄ to














We now proceed with the proof. Consider the random set X = {X1,X2, . . . ,X t}
where the X i’s are independent uniform random points in {0, 1}n, and define the
random 0/1 polytope P = conv(X ). To formalize the preceding discussion, we say
that a (deterministic) 0/1 polytope in Rn is α-tough if for every facet dx ≤ d0 of its










)‖d‖1 − ‖d‖∞/2k2, for every k ∈ [n].
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The main element of the lower bound is the following anticoncentration result; in
our setting, the idea is that it gives that for every (k-sparse) direction d ∈ Rn, with
good probability we will have a point p in P k (in fact in P ) with large dp.
Lemma 8. Let Z1,Z2, . . . ,Zn be independent random variables with Zi taking value
0 with probability 1/2 and value 1 with probability 1/2. Then for every a ∈ [−1, 1]n

























The proof of this lemma is reasonably simple and proceeds by grouping the random
variables with similar ai’s and then applies known anticoncentration to each of these
groups; this proof is presented in Section A.3 of the appendix.
In order to effectively apply this anticoncentration to all valid inequalities/directions
of P k, we need some additional control. Define D as the set of all integral vectors
` ∈ Rn that are k-sparse and satisfy ‖`‖∞ ≤ (k + 1)(k+1)/2.
Lemma 9. Let Q ⊆ Rn be a 0/1 polytope. Then for every k ∈ [n], there is a subset
D′ ⊆ D such that Qk = {x : dx ≤ maxy∈Qk dy, d ∈ D′}.
This lemma follows directly from applying Corollary 26 in [40] to each term Q+RĪ
in the definition of Qk from Section 1.1.1.
Employing this lemma to each scenario, we get that all the directions of facets of
P k come from the set D. This allow us to analyze the probability that P is α-tough.







and k ≤ n − 1, then P is α-tough with
probability at least 1/2.









)‖d‖1 − ‖d‖∞/2k2. Because of Lemma 9, whenever E holds we have that
P is α-tough and thus it suffices to show Pr(E) ≥ 1/2.
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Fix d ∈ D. Since d is k-sparse, we can apply Lemma 8 to d/‖d‖∞ restricted to

























≥ e−100α2·60 logn ≥ 1
t1/2
,
where the second inequality follows from our lower bound on α and the last inequality




























where the second inequality follows from the fact that (1− x) ≤ e−x for all x.






2/2 and that, by our assumption on the
size of t and k ≤ n − 1, e−t1/2 ≤ (1/2)|D|. Therefore, taking a union bound over all
d ∈ D of the previous displayed inequality gives Pr(E) ≥ 1/2, concluding the proof
of the lemma.
The next lemma takes care of the second step of the argument.







n log t is
valid for P .


























where the second inequality follows from the fact that log t ≤ n, and the last inequality















Finally, notice that an inequality dx ≤ d0 is valid for P iff it is valid for all X i. This
concludes the proof.
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)e belongs to P . Let dx ≤ d0




















































≥ 0 and the second inequality
uses α ≥ 1 and ‖d‖1 ≥ ‖d‖∞. Since Q is α-tough it follows that q̄ satisfies dx ≤ d0;
since this holds for all facets of Q, we have q̄ ∈ Q.







n log t}. By assumption
Q ⊆ H, and hence d(Q,Qk) ≥ d(H,Qk). But it is easy to see that the point in H






















. This concludes the proof.
















n log t is valid for it. Then from Lemma 12 we get that















, and the result
follows by plugging in the value of ᾱ.
1.5 Hard Packing Integer Programs






the set of vectors in {0, 1}n with exactly k 1’s.
Let P be a random polytope sampled from the distribution (n,m,M)-PIP and
consider the corresponding random vectors Aj’s. The idea of the proof is to show






is valid for it and that P approximately contains 0/1 points with many
1’s. Then we show that this ‘approximate containment’ implies that a point with a
lot of mass (say, ≈ (1, 1, . . . , 1) for k ≤ n/2) belongs to the k-sparse closure P k; since





, it is also far from P and hence we get
a lower bound on d(P ,P k).
The first part of the argument is a straightforward application of Bernstein’s
inequality and union bound; its proof is presented in Section A.4 of the appendix.
Lemma 13. With probability at least 1− 1
4













is valid for P .
The other steps in the argument are more involved.
1.5.1 Approximate Containment of Points with Many 1’s






that define P ,
by showing that they are roughly nM
2
; this is again a straightforward application of
Bernstein’s inequality and is also deferred to Section A.4 of the appendix.






i − nM2 | ≤M
√
n log 8m
for all j ∈ [m].
Recall that we defined c = k
n
. Now we show that with constant probability,
all points x̄ ∈ {0, 1}n with cn 1’s satisfy Aj . nM
2
for all j ∈ [m], and hence they
approximately belong to P . The argument is cleaner is the random variables Aji were
uniformly distributed in the continuous interval [0,M ], instead of on the discrete set
{0, . . . ,M}; this is because in the former we can leverage the knowledge of the order
statistics of continuous uniform variables. Our next lemma then essentially handles
this continuous case.
Lemma 15. Let U ∈ Rn be a random variable where each coordinate Ui is indepen-
dently drawn uniformly from [0, 1]. Then with probability at least 1 − 1/8m we have











Proof. Let U(i) be the ith order statistics of U1,U2, . . . ,Un (i.e. in each scenario U(i)
equals the ith smallest value among U1,U2, . . . ,Un in that scenario). Notice that
maxx̄∈( ncn)
U x̄ = U(n) + . . .+ U(n−cn+1), and hence is it equivalent to show that
Pr
(










We use Z , U(n) + . . .+ U(n−cn+1) to simplify the notation.




















where the last inequality follows from the fact c ≤ 1. Then applying Chebyshev’s
inequality [27], we get
Pr
(











This concludes the proof.
Now we translate this proof from the continuous to the discrete setting.
Lemma 16. With probability at least 1− 1
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we have
Ajx̄ ≤ (M + 1)c(2n− cn+ 1)
2
+ (M + 1)
√






Proof. For each j ∈ [m], let U j1 ,U
j
2 , . . . ,U
j
n be independent and uniformly distributed
in [0, 1]. Define Y ji , b(M + 1)U
j
i c. Notice that the random variables (Y
j
i )i,j have
the same distribution as (Aji )i,j. So it suffices to prove the lemma for the variables
Y ji ’s.
Fix j ∈ [m]. For any x̄ ∈ {0, 1}n we have Y jx̄ ≤ (M + 1)U x̄. Therefore, from






(M + 1)c(2n− cn+ 1)
2







Taking a union bound of this last expression over all j ∈ [m] concludes the proof
of the lemma.
1.5.2 From Approximate to Actual Containment
From the previous section we get with constant probability, points x̄ ∈ {0, 1}n with
cn 1’s approximately belong to P ; thus, scaling them by a small factor, shows that
these points belong to the LP relaxation of P . Our goal is to strengthen this result
to show that a small (although slightly larger) scaling of these point actually bring
the to the integer hull P itself.
The next lemma shows that this is in fact possible.
Lemma 17. Consider a 0/1 polytope Q = conv({x ∈ {0, 1}n : ajx ≤ bj, j =
1, 2, . . . ,m}) where n ≥ 20, m ≤ n, aji ∈ [0,M ] for all i, j, and bj ≥ nM12 for all i.
Consider 1 < α ≤ 2
√
n and let x̄ ∈ {0, 1}n be such that for all j, ajx̄ ≤ αbj. Then
the point 1
α




≤ ε ≤ 1
2
.
For the remainder of the section we prove this lemma. The idea is that we can
select a subset of ≈ 1 − 1/α coordinates and change x̄ to 0 in these coordinates to
obtain a feasible solution in Q; repeating this for many sets of coordinates and taking
an average of the feasible points obtained will give the result.
To make this precise, let p = 1
α
(1 − ε). For w ∈ [n2] define the independent
random variables Xw1 ,X
w
2 , . . . ,X
w
n taking values in {0, 1} such that E[Xwi ] = px̄i
(i.e. if x̄i = 1, then keep it at 1 with probability p, otherwise flip it to 0; if x̄i = 0,
then keep it at 0).
Claim 4. With probability at least 3/4 all points Xw belong to Q.
Proof. Notice E[ajXw] = (1 − ε)bj. Also, from our upper bound on aj, we have
Var(ajXw) ≤ M2n
4
. Employing Bernstein’s inequality,














where the second inequality uses the assumed lower bounds on bj and ε, and the fact







due to our bounds on n and m. The claim follows by
taking a union bound over all j and w.




w be the random point that is the average of the Xw’s.
Claim 5. With probability at least 3/4, Zi ≥ 1α(1− ε)
2x̄i for all i.
Proof. Since x̄ ∈ {0, 1}n, it suffices to consider indices i such that x̄i = 1. Fix such
an i. We have E[n2Zi] = pn2 and Var(n2Zi) ≤ n
2
4




















where the last inequality uses the lower bound on ε, the fact that n ≥ 50, and the
fact that p ≥ 1/2α ≥ 1/4
√
n. The claim follows from taking a union bound over all
i such that x̄i = 1.
Taking a union bound over the above two claims we get that there is a realization
x̃1, x̃2, . . . , x̃n
2
of the random vectors X1,X2, . . . ,Xn
2





(i) All x̃w belong to Q, and hence so does their convex combination z̃; (ii) z̃ ≥
1
α
(1 − ε)2x̄. Since Q is of packing-type, it follows that the point 1
α
(1 − ε)2x̄ belongs
to Q, concluding the proof of Lemma 17.
1.5.3 Proof of Theorem 3
Now we put together the previous sections to conclude the proof of Theorem 3. Recall
the definitions of α, ε and ε′ from the statement of the theorem. Let E be the event
that Lemmas 14, 13 and 16 hold; notice that Pr(E) ≥ 1/2. For the rest of the proof
we fix a P (and the associated Aj’s) where E holds and prove a lower bound on
d(P ,P k).
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and let x̄ be the incidence vector of I (i.e. x̄i = 1 if i ∈ I
and x̄i = 0 if i /∈ I). Since the bounds from Lemmas 14 and 16 hold for our P ,





i for all j ∈ [m]. Therefore,
from Lemma 17 we have that the point 1
max{α,1}(1 − ε)
2x̄ belongs to P . This means
that the point x̃ = 1
max{α,1}(1− ε)
2e belongs to P + RĪ (see Section 1.1.1). Since this





, we have x̃ ∈ P k.









so that the cut in Lemma 13 is given by aex ≤ b. From Cauchy-Schwarz we have








By definition of x̃ we have ex̃ = 1
max{α,1}(1− ε)
2n. From the fact the cut aex ≤ b













max{α,1} − (1 + ε
′)
)
. Theorem 3 follows from the definition of α, ε and ε′.
1.6 Sparse Cutting-Planes and Extended Formulations
In this section we analyze the relationship between sparse cuts and extended formu-
lations, proving Lemmas 4 and 5.
1.6.1 Proof of Lemma 4
For any set S ⊆ Rn′ and I ⊆ [n′], define τI(S) = S + RĪ (recall that RĪ = {x ∈ Rn
′
:
xi = 0 for i ∈ I}.
Consider P ⊆ Rn and Q ⊆ Rn × Rm such that P = projx(Q). Given a subset
I ⊆ [n + m] we use Ix to denote the indices of I in [n] (i.e. Ix = I ∩ [n]). We start
with the following technical lemma.
Lemma 18. For every I ⊆ [n+m] we have τIx(projx(Q)) = projx(τI(Q)).
Proof. (⊆) Take ux ∈ τIx(projx(Q); this means that there is v ∈ Q such that ux =
projx(v)+dx for some vector dx ∈ Rn with support in Ix. Define d = (dx, 0) ∈ Rn×Rm,
21
with support in Ix ⊆ I. Then v + d belongs to τI(Q) and
ux = projx(v) + dx = projx(v + d) ∈ projx(τI(Q)),
concluding this part of the proof.
(⊇) Take ux ∈ projx(τI(Q)). Let u ∈ τI(Q) be such that projx(u) = ux. By
definition, there is d ∈ Rn×Rm with support in I such that u+d belongs to Q. Then
projx(u+d) = ux+projx(d) belongs to projx(Q); since projx(d) is supported in Ix, we
have that ux belongs to τIx(projx(Q)), thus concluding the proof of the lemma.


















1.6.2 Proof of Lemma 5
We construct the polytope Q ⊆ Rn×R2n−1 as follows. Let T be the complete ordered
binary tree of height ` + 1. We let r denote the root node of T . We use int(T ) to
denote the set of internal nodes of T , and for an internal node v ∈ int(T ) we use
left(v) to denote its left child and right(v) to denote its right child. Let i(.) be a
bijection between the leaf nodes of T and the elements of [n]. We then define the set
Q as the solutions (x, y) to the following:
yr ≤ 1




xi(v), ∀v ∈ T \ int(T ) (2)
yv ≥ 0, ∀v ∈ T
xi ∈ [0, 1], ∀i ∈ [n].
Define P = {x ∈ [0, 1]n :
∑
i∈[n] xi ≤ n/2}.
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Claim 6. Q is an extended formulation of P , namely projx(Q) = P .
Proof. (⊆) Take (x̄, ȳ) ∈ Q. Let Tj denote the set of nodes of T at level j. It is easy






i∈[n] x̄i for all j.




i∈[n] x̄i. Since ȳr ≤ 1, we have that x̄ ∈ P .
(⊇) Take x̄ ∈ P . Define ȳ inductively by setting ȳi(v) = 2n x̄i(v) for all leaves v and
ȳv = ȳleft(v) + ȳright(v) for all internal nodes v. As in the previous paragraph, it is easy
to see that ȳr =
∑
i∈[n] x̄i ≤ n/2. Therefore, (x̄, ȳ) belongs to Q.
Claim 7. d(P, P k) =
√
n/2 for all k ≤ n/2.
Proof. For every subset I ⊆ [n] of size n/2, the incidence vector of I belongs P this
implies that, when k ≤ n/2, the all ones vector e belongs to P k. It is easy to see that
the closest vector in P to e is the vector 1
2
e; since the distance between e and 1
2
e is√
n/2, the claim follows.
Claim 8. Q3 = Q.
Proof. Follows directly from the fact that all the equations and inequalities defining
Q in (2) have support of size at most 3.
The proof of Lemma 5 follows directly from the three claims above.
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Chapter II
ANALYSIS OF SPARSE CUTTING-PLANES FOR
SPARSE MILPS WITH APPLICATIONS TO
STOCHASTIC MILPS
2.1 Introduction
2.1.1 Motivation and goal
Cutting-plane technology has become one of the main pillars in the edifice that is a
modern state-of-the-art mixed integer linear programming (MILP) solver. Enormous
theoretical advances have been made in designing many new families of cutting-planes
for general MILPs (see for example, the review papers - [31, 36]). The use of some
of these cutting-planes has brought significant speedups in state-of-the-art MILP
solvers [7, 29].
While significant progress has been made in developing various families of cutting-
planes, lesser understanding has been obtained on the question of cutting-plane se-
lection from a theoretical perspective. Empirically, sparsity of cutting-planes is con-
sidered an important determinant in cutting-plane selection. In a recent paper [16],
we presented a geometric analysis of quality of sparse cutting-planes as a function of
the number of vertices of the integer hull, the dimension of the polytope and the level
of sparsity.
In this chapter, we continue to pursue the question of understanding the strength
of sparse cutting-planes using completely different techniques, so that we are also able
to incorporate the information that most real-life integer programming formulations
have sparse constraint matrices. Moreover, the worst-case analysis we present in this
chapter depends on parameters that can be determined more easily than the number
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of vertices of the integer hull as in [16].
In the following paragraphs, we discuss the main aspects of the research direction
we consider in this chapter, namely: (i) The fact that solvers prefer using sparse
cutting-planes, (ii) the assumption that real-life integer programs have sparse con-
straint matrix and (iii) why the strength of sparse cutting-planes may depend on the
sparsity of the constraint matrix of the IP formulation.
What is the reason for state-of-the-art solvers to bias the selection of cutting-
planes towards sparser cuts? Solving a MILP involves solving many linear programs
(LP) – one at each node of the tree, and the number of nodes can easily be exponen-
tial in dimension. Because linear programming solvers can use various linear algebra
routines that are able to take advantage of sparse matrices, adding dense cuts could
significantly slow down the solver. In a very revealing study [37], the authors con-
ducted the following experiment: They added a very dense valid equality constraint
to other constraints in the LP relaxation at each node while solving IP instances from
MIPLIB using CPLEX. This does not change the underlying polyhedron at each node,
but makes the constraints dense. They observed approximately 25% increase in time
to solve the instances if just 9 constraints were made artificially dense!
Is it reasonable to say that real-life integer programs have sparse constraint ma-
trix? While this is definitely debatable (and surely “counter examples” to this state-
ment can be provided), consider the following statistic: the average number of non-
zero entries in the constraint matrix of the instances in the MIPLIB 2010 library is
1.63% and the median is 0.17% (this is excluding the non-negativity or upper bound
constraints). Indeed, in our limited experience, we have never seen formulations of
MILPs where the matrix is very dense, for example all the variables appearing in
all the constraints. Therefore, it would be fair to say that a large number of real-life
MILPs will be captured by an analysis that considers only sparse constraint matrices.
We formalize later in the chapter how sparsity is measured for our purposes.
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Finally, why should we expect that the strength of sparse cutting-planes to be
related to the sparsity of the constraint matrix of the MILP formulation? To build
some intuition, consider the feasible region of the following MILP:
A1x1 ≤ b1
A2x2 ≤ b2
x1 ∈ Zp1 × Rq1 , x2 ∈ Zp2 × Rq2
Since the constraints are completely disjoint in the x1 and x2 variables, the convex
hull is obtained by adding valid inequalities in the support of the first p1 +q1 variables
and another set of valid inequalities for the second p2 +q2 variables. Therefore, sparse
cutting-planes, in the sense that their support is not on all the variables, is sufficient
to obtain the convex hull. Now one would like to extend such a observation even if the
constraints are not entirely decomposable, but “loosely decomposable”. Indeed this
is the hypothesis that is mentioned in the classical computational paper [13]. This
paper solves fairly large scale 0-1 integer programs (up to a few thousand variables)
within an hour in the early 1980s, using various preprocessing techniques and the
lifted knapsack cover cutting-planes within a cut-and-branch scheme. To quote from
this paper:
“All problems are characterized by sparse constraint matrix with rational
data.”
“We note that the support of an inequality obtained by lifting (2.7) or
(2.9) is contained in the support of the inequality (2.5) ... Therefore,
the inequalities that we generate preserve the sparsity of the constraint
matrix.”
Since the constraints matrices are sparse, most of the cuts that are used in this
chapter are sparse. Indeed, one way to view the results we obtain in this chapter
is to attempt a mathematical explanation for the empirical observations of quality
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of sparse cutting-planes obtained in [13]. Finally, we mention here in passing that
the quality of Gomory mixed integer cuts were found empirically to be related to
the sparsity of LP relaxation optimal tableaux in the paper [17]; however we do not
explore particular families of sparse cutting-planes in this chapter.
2.1.2 The nature of results obtained in this chapter
We examine three kinds of MILPs: packing MILPs, covering MILPs, and a more
general form of MILPs where the feasible region is arbitrary together with assumptions
guaranteeing that the objective function value is non-negative. For each of these
problems we do the following:
1. We first present a method to describe the sparsity structure of the constraint
matrix.
2. Then we present a method to describe a hierarchy of cutting-planes from very
sparse to completely dense. The method for describing the sparsity of the
constraint matrix and that for the cuts added are closely related.
3. For a given MILP instance, we assume that once the sparsity structure of the
cutting-planes (i.e. the support of the cutting-planes are decided), the strongest
(or equivalently all) valid inequalities on these supports are added to the lin-
ear programming relaxation and the resulting LP is solved. Call the optimal
objective function value of this LP as zcut.
4. All our results are of the following kind: We present bounds on the ratio of
zcut and the optimal objective function value of the IP (call this zI), where the
bound depends only on the sparsity structure of the constraint matrix and the
support of sparse cuts.
For example, in the packing case, since objective function is of the maximization type,
we present an upper bound on z
cut
zI
which, we emphasize again, depends entirely on
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the location of zeros in the constraint matrix and the cuts added and is independent of
the actual data of the instance. We note here that the method to describe the sparsity
of the matrix and cutting-planes are different for the different types of problems.
We are also able to present examples in the case of all the three types of problems,
that show that the bounds we obtain are tight.
Though out this chapter we will constantly refer back to the deterministic equiv-
alent of a two-stage stochastic problem with finitely many realizations of uncertain
parameters in the second stage. Such MILPs have naturally sparse formulations.
Moreover, sparse cutting-planes, the so-called scenario-specific cuts (or the path in-
equalities), for such MILPs have been well studied. (See details in Section 2.2).
Therefore, any result we obtain for quality of sparse cutting-planes for sparse IPs is
applicable is this setting, and this connection allows us to shed some light on the
performance of scenario-specific cuts for stochastic MILPs.
We also conduct computational experiments for all these classes of MILPs to
study the effectiveness of sparse cutting-planes. Our main observation is the sparse
cuts usually perform much better than the worst-case bounds we obtain theoretically.
Outline the chapter: We present all the definitions (of how sparsity is measured,
etc.) and the main theoretical results in Section 2.2. Then in Section 2.3 we present
results from a empirical study of the same questions. We make concluding remarks
in Section 2.4. Section 2.5 provides proofs of all the results presented in Section 2.2.
2.2 Main results
2.2.1 Notation and basic definitions
Given a feasible region of a mixed integer linear program, say P , we denote the convex
hull of P by P I and denote the feasible region of the linear programming relaxation
by PLP .
For any natural number n, we denote the set {1, . . . , n} by [n]. Given a set V , 2V
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is used to represent its power set.
Definition 19 (Sparse cut on N). Given the feasible region of a mixed integer linear
program (P ) with n variables, and a subset of indices N ⊆ [n], we call αTx ≤ β a
sparse cut on N if it is a valid inequality for P I and the support of α is restricted to
variables with index in N , that is {i ∈ [n] |αi 6= 0} ⊆ N .
Clarification of the above definition: If αTx ≤ β is a sparse cut on N , then αi = 0
for all i ∈ [n] \N , while αi may also be equal to 0 for some i ∈ N .
Since we are interested in knowing how good of an approximation of P I is obtained
by the addition of all sparse cutting-planes to the linear programming relaxation, we
will study the set defined next.
Definition 20 (Sparse closure on N). Given a feasible region of a mixed integer
linear program (P ) with n variables and N ⊆ [n], we define the sparse closure on N ,
denoted as P (N), and defined as
P (N) := PLP ∩
⋂
{(α,β) |αx≤β is a sparse cut on N }
{x |αx ≤ β} .
2.2.2 Packing problems
In this section, we present our results on the quality of sparse cutting-planes for
packing-type problems, that is problems of the following form:
(P) max cTx
s.t. Ax ≤ b
xj ∈ Z+,∀j ∈ L
xj ∈ R+,∀j ∈ [n]\L,
with A ∈ Qm×n+ , b ∈ Qm+ , c ∈ Qn+ and L ⊆ [n].
In order to analyze the quality of sparse cutting-planes for packing problems we
will partition the variables into blocks. One way to think about this partition is
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that it allows us to understand the global effect of interactions between blocks of
“similar variables”. For example, in MIPLIB instances, one can possibly rearrange
the rows and columns [8, 6, 38, 1] so that one sees patterns of blocks of variables in
the constraint matrices. See Figure 2(a) for an illustration of “observing patterns” in
a sparse matrix. Moreover note that in what follows one can always define the blocks
to be singletons, that is each block is just a single variable.
The next example illustrates an important class of problems where such partition-
ing of variables is natural.
Example 21 (Two-stage stochastic problem). The deterministic equivalent of a two-
stage stochastic problem with finitely many realizations of uncertain parameters in the





s.t. Ay ≤ b
Aiy +Bizi ≤ bi ∀i ∈ [k],
where y are the first stage variables and the zi variables corresponding to each real-
ization in the second stage. Notice there are two types of constraints:
1. Constraints involving only the first stage variables.
2. Constraints involving the first stage variables and second stage variables corre-
sponding to one particular realization of uncertain parameters.
Note that there are no constraints in the formulation that involve variables corre-
sponding to two different realizations of uncertain parameters.
It is natural to put all the first stage variables y into one block and each of the
second stage variables zi corresponding to one realization of uncertain parameters into
a separate block of variables.
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To formalize the effect of the interactions between blocks of variables we define
a graph that we call as the packing interaction graph. This graph will play an
instrumental role in analyzing the strength of sparse cutting-planes.
Definition 22 (Packing interaction graph of A). Consider a matrix A ∈ Qm×n. Let
J := {J1, J2 . . . , Jq} be a partition of the index set of columns of A (that is [n]). We
define the packing interaction graph GpackA,J = (V,E) as follows:
1. There is one node vj ∈ V for every part Jj ∈ J .
2. For all vi, vj ∈ V , there is an edge (vi, vj) ∈ E if and only if there is a row in A
with non-zero entries in both parts Ji and Jj, namely there are k ∈ [m], u ∈ Ji
and w ∈ Jj such that Aku 6= 0 and Akw 6= 0.
Notice that GpackA,J captures the sparsity pattern of the matrix A up to partition J
of columns of the matrix, i.e., this graph ignores the sparsity (or the lack of it) within
each of the blocks of columns, but captures the sparsity (or the lack of it) between
the blocks of the column. Finally note that if each of the blocks in J were singletons,
then the resulting graph is the intersection graph [20].
Figure 2 illustrate the process of constructing GpackA,J . Figure 2(a) shows a matrix
A, where the columns are partitioned into six variable blocks, the unshaded boxes
correspond to zeros in A and the shaded boxes correspond to entries in A that are
non-zero. Figure 2(b) shows GpackA,J .
Example 23 (Two-stage stochastic problem: GpackA,J ). Given a two-stage stochastic
problem with k second stage realizations, we partition the variables in k+ 1 blocks (as
discussed in Example 21). So we have a graph GpackA,J with vertex set {v1, v2, . . . , vk+1}
and edges (v1, v2), (v1, v3), . . . , (v1, vk+1).
The sparse cuts we examine will be with respect to the blocks of variables. In
other words, while the sparse cuts may be dense with respect to the variables in some
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Figure 2: Constructing GpackA,J .
J1 J2 J3 J4 J5 J6
(a) The matrix A with column





(b) The resulting graph.
blocks, it can be sparse globally if its support is on very few blocks of variables. To
capture this, we use a support list to encode which combinations of blocks cuts are
allowed to be supported on; we state this in terms of subsets of nodes of the graph
GpackA,J .
Definition 24 (Column block-sparse closure). Given the problem (P), let J :=
{J1, J2, . . . , Jq} be a partition of the index set of columns of A (that is [n]) and con-
sider the packing interaction graph GpackA,J = (V,E).
1. With slight overload in notation, for a set of nodes S ⊆ V we say that inequality
αx ≤ β is a sparse cut on S if it is a sparse cut on its corresponding variables,
namely
⋃






2. Given a collection V of subsets of the vertices V (the support list), we use






This definition of column block-sparse closure allows us to define various levels of
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sparsity of cutting-planes that can be analyzed. In particular if V includes V , then
we are considering completely dense cuts and indeed in that case P V,P = P I .
Let zI = max{cTx |x ∈ P I} be the IP optimal value and zV,P = max{cTx |x ∈
P V,P} be the optimal value obtained by employing sparse cuts on the support list
V . Since we are working with a maximization problem zV,P ≥ zI and our goal is to
provide bounds on how much bigger zV,P can be compared to zI . Moving forward,
we will be particularly interested in two types of sparse cut support lists V :
1. Super sparse closure (P S.S. := P V,P and zS.S. := zV,P ): We will consider the
sparse cut support list V = {{v1}, {v2}, {v3}, . . . , {v|V |}). We call this the super
sparse closure, since once the partition J is decided, these are the sparsest cuts
to be considered.
2. Natural sparse closure: Let A1, ..., Am be the rows of A. Let V
i be the set of
nodes corresponding to block variables that have non-zero entries in Ai (that
is V i = {vu ∈ V |Aik 6= 0 for some k ∈ Ju}). For the resulting sparse cut
support list V = {V 1, V 2, . . . , V m}, we call the column block-sparse closure as
the ‘natural’ sparse closure (and PN.S. := P V,P and zN.S. := zV,P ). The reason to
consider this case is that once the partition J is decided, the cuts defining PN.S.
most closely resembles the sparsity pattern of the original constraint matrix. To
see this, consider the case when J = {{1}, {2}, . . . , {n}}, that is every block is
a single variable. In this case, the sparse cut support list V represents exactly
the different sparsity pattern of the various rows of the IP formulation. Indeed
the cuts added in [13] satisfied this sparsity pattern.
Example 25 (Two-stage stochastic problem: Specific-scenario cuts). Consider again
the two-stage stochastic problem with k second stage realizations as discussed in Ex-
ample 23. Consider the cuts on the support of first stages variables together with the
variables corresponding to one second stage realization, the so-called specific-scenario
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cuts. Such cutting-planes are well-studied, see for example [22, 39]. Notice that based
on the partition J previously discussed, the closure of all the specific-scenario cuts is
precisely equivalent to the natural sparse closure PN.S..
A standard technique in stochastic integer programming is to make multiple copies
of the first stage variables, which are connected through equality constraints, and relax
these (“nonanticipativity”) equality constraints (via Lagrangian relaxation methods)
to produce computationally strong bound [11]. It is straightforward to see that in the
case where there is complete recourse, the closure of the specific-scenario cuts or equiv-
alently the natural sparse closure, will give the same bound as this nonanticipativity
dual.
To the best of our knowledge there are no known global bounds known on the
quality of nonanticipativity dual. The results in this chapter will be able to provide
some such bounds.
In order to present our results, we require the following generalizations of standard
graph-theoretic notions such a stable sets and chromatic number.
Definition 26 (Mixed stable set subordinate to V). Let G = (V,E) be a simple
graph. Let V be a collection of subsets of the vertices V . We call a collection of
subsets of vertices M⊆ 2V a mixed stable set subordinate to V if the following hold:
1. Every set in M is contained in a set in V
2. The sets in M are pairwise disjoint
3. There are no edges of G with endpoints in distinct sets in M.
Definition 27 (Mixed chromatic number with respect to V). Consider a simple graph
G = (V,E) and a collection V of subset of vertices.
• The mixed chromatic number η̄V(G) of G with respect to V is the smallest
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number of mixed stables setsM1, . . . ,Mk subordinate to V that cover all vertices
of the graph (that is, every vertex v ∈ V belongs to a set in one of the Mi’s).
• (Fractional mixed chromatic number.) Given a mixed stable set M subordinate
to V, let χM ∈ {0, 1}|V | denote its incidence vector (that is, for each vertex
v ∈ V , χM(v) = 1 if v belongs to a set in M, and χM(v) = 0 otherwise.) Then








yMχM ≥ 1 (3)
yM ≥ 0 ∀M,
where the summations range over all mixed stable sets subordinate to V and 1
is the vector in R|V | of all ones.
Note that when V corresponds to the super sparse closure P S.S., that is the ele-
ments of V is the collection of singletons, the mixed stable sets subordinate to V are
the usual stable sets in the graph and the (resp. fractional) mixed chromatic number
are the usual (resp. fractional) chromatic number.
The following simple example helps to clarify and motivate the definition of mixed
stable sets: they identify sets of variables that can be set independently and still
yield feasible solutions.
Example 28. Consider the simple packing two-stage stochastic problem:
max c1x1 + c2x2 + c3x3
s.t. a11x1 + a12x2 ≤ b1
a21x1 + a23x3 ≤ b2
x ∈ Z3+.
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Consider the partition J = {{1}, {2}, {3}} so that the graph GpackA,J equals the path
v2 − v1 − v3. Consider the support list V = {{1, 2}, {1, 3}} for the “natural sparse
closure” setting. Then the maximal mixed stable sets of subordinate to V are M1 =
{{1, 2}},M2 = {{1, 3}} andM3 = {{2}, {3}};M4 = {{1}} is a non-maximal mixed
stable set.
To see that mixed stable sets identify sets of variables that can be set indepen-
dently and still yield a feasible solution, for i = 1, 2, 3 let x(i) be the optimal solu-
tion to the above packing problem conditioned on xj = 0 for all j 6= i; for exam-
ple x(2) = (0, bb1/a12c, 0) and x(3) = (0, 0, bb2/a23c). Taking the mixed stable set
M3 = {{2}, {3}} we see that the combination of x(2) + x(3) = (0, bb1/a12c, bb2/a23c)
is also feasible for the problem.
Moreover, these solutions allow us to upper bound the ratio zV,P/zI , namely the
quality of the column block-sparse closure. First, the integer optimum zI is at least
max{cT (x(2) + x(3)), cTx(1)}. Also, one can show that zV,P ≤ cT (x(2) + x(3)) + cTx(1)
(this uses the fact that actually x(2) + x(3) is the optimal solution for the problem
conditioned on x1 = 0, and x
(1) the optimal solution conditioned on x2 = x3 = 0).
Together this gives zV,P/zI ≤ 2. Notice that the upper bound on zV is obtained by
adding up the solutions corresponding to the sets M3 and M4, which together cover
all the variables of the problem. Looking at the fractional chromatic number ηV(GpackA,J )
allow us to provide essentially the best such bound.
Our first result gives a worst-case upper bound on z
V,P
zI
that is, surprisingly, inde-
pendent of the data A, b, c, and depends only on the packing interaction graph GpackA,J
and the choice of sparse cut support list V .
Theorem 29. Consider a packing integer program as defined in (P). Let J ⊆ 2[n] be
a partition of the index set of columns of A and let G = GpackA,J = (V,E) be the packing
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interaction graph of A. Then for any sparse cut support list V ⊆ 2V we have
zV,P ≤ ηV(G) · zI .
As discussed before, if we are considering the super sparse closure P S.S., ηV(G) is
the usual fractional chromatic number. Therefore we obtain the following possibly
weaker bound using Brook’s theorem [10].
Corollary 30. Consider a packing integer program as defined in (P). Let J ⊆ 2[n]
be a partition of the index set of columns of A and let GpackA,J be the packing interaction
graph of A. Let ∆ denote the maximum degree of G. Then we have the following
bounds on the optimum value of the super sparse closure P S.S:
1. If GpackA,J is not a complete graph or an odd cycle, then
zS.S. ≤ ∆ · zI .
2. If GpackA,J is a complete graph or an odd cycle, then
zS.S. ≤ (∆ + 1) · zI .
Thus assuming the original IP is sparse and the maximum degree of GpackA,J is not
very high, the above result says that we get significantly tight bounds using only
super sparse cuts. In fact it is easy to show the above Corollary’s bounds can be tight
when GpackA,J is a 3-cycle or a star. We record this result here.
Theorem 31. For any ε > 0:
1. There exists a packing integer program as defined in (P) and a partition J ⊆ 2[n]
of the index set of columns of A such that the graph GpackA,J is a 3-cycle and
zS.S. ≥ (3− ε)zI .
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2. (Strength of super sparse cuts for packing two-stage problems) There exists a
packing integer program as defined in (P) and a partition J ⊆ 2[n] of the index
set of columns of A such that the graph GpackA,J is a star and
zS.S. ≥ (2− ε)zI .
We mention here in passing that there are many well-known upper bounds on
the fractional chromatic number with respect to other graph properties, which also
highlight that for sparse graph we expect the fractional chromatic number to be small.
For example, let G be a connected graph of max degree ∆ and clique number ω(G).
Then
1. η(G) ≤ ω(G)+∆+1
2
. ([33])
2. η(G) ≥ ∆ if and only if G is a complete graph, odd cycle, a graph with ω(G) =
∆, a square of the 8-cycle, or the strong product of 5-cycle and K2. Moreover if
∆ ≥ 4 and G is not any of the graphs listed above, then η(G) ≤ ∆− 2
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. ([26])
One question is whether we can get better bounds using the potentially denser
natural sparse cuts. Equivalently, is the fractional chromatic number ηV(GpackA,J ) much
smaller when we consider the sparse cut support list V corresponding to the natural
sparse closure? We prove results for some special, but important, structures.
Theorem 32 (Natural sparse closure of trees). Consider a packing integer program
as defined in (P). Let J ⊆ 2[n] be a partition of the index set of columns of A and
let GpackA,J be the packing interaction graph of A. Suppose G
pack








Compare this result for natural sparse cuts with the result for super sparse cuts
on trees. While with super sparse cuts we are able to get a multiplicative bound of
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2 (this is the fractional chromatic number for bipartite graphs), using natural sparse
cuts the bound is always strictly less than 2.
Interestingly, this upper bound is tight even when the induced graph GpackA,J is
a star, which corresponds exactly to the case of stochastic packing programs. The
construction of the tight instances are based on special set systems called affine
designs, where we exploit their particular partition and intersection properties.
Theorem 33 (Tightness of natural sparse closure of trees). For any ε > 0, there
exists a packing integer program (P ) and a suitable partition J of variables where








As discussed in Example 23, for the case of two-stage stochastic problem with the
right choice of J the packing interaction graph is a star. So we obtain the following
corollary of Theorem 32.
Corollary 34 (Specific-scenario cuts for packing two-stage stochastic problems).







where zN.S. is the objective function obtained after adding all specific-scenario cuts.
Moreover this bound is tight.
We note that the analysis of approximation algorithm for two stage matching
problem in the papers [19, 28] is related to the above result. We would explore this
relation in next chapter.
Finally we consider the case of natural sparse cutting-planes when GpackA,J is a cycle.
Interestingly, the fractional mixed chromatic number ηV(GpackA,J ) depends on the length
of the cycle modulo 3.
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Theorem 35 (Natural sparse closure of cycles). Consider a packing integer program
as defined in (P). Let J ⊆ 2[n] be a partition of the index set of columns of A and let
GpackA,J be the packing interaction graph of A. If G
pack
A,J is a cycle of length K, then:
1. If K = 3k, k ∈ Z++, then zN.S. ≤ 32z
I .
2. If K = 3k + 1, k ∈ Z++, then zN.S. ≤ 3k+12k z
I .
3. If K = 3k + 2, k ∈ Z++, then zN.S. ≤ 3k+22k+1z
I .
Moreover, for any ε > 0, there exists a packing integer program with a suitable parti-
tion V of variables, where GpackA,J is a cycle of length K such that





















All proofs of the above results are presented in Section 2.5.1.
2.2.3 Covering problems
In this section, we present our results on the quality of sparse cutting-planes for
covering-type problems, that is problems of the following form:
(C) min cTx
s.t. Ax ≥ b
xj ∈ Z+,∀j ∈ L
xj ∈ R+,∀j ∈ [n]\L
with A ∈ Qm×n+ , b ∈ Qm+ , c ∈ Qn+ and L ⊆ [n]. In this case, we would like to prove
lower bounds on the objective functions after adding the sparse cutting-planes.
Our first observation is a negative result: super sparse cuts as defined for the
packing-type problems can be arbitrarily bad for the case of covering problems. In
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order to present this result, let formalize the notion of super sparse cuts in this
setting. In particular, given an instance of type (C), we assume we partition the
variable indices n into J = {J1, J2, . . . , Jq}. For all j ∈ [q] we add all possible cuts
that have support on variables with index in Jj. Let z
S.S. be the optimal objective
function of the resulting LP with cuts.
Theorem 36. For any constant M > 0, there exists a covering integer program (C)
and partition J := {J1, J2} of [n], such that the corresponding zS.S. and zI satisfies:
zI > M · zS.S..
Note that super sparse cuts may have support that are strict subsets of the support
on the constraints of the formulation. Theorem 36 suggests that such cutting-planes
in the worst case will not produce good bounds for covering problems.
It turns out that in order to analyze sparse cutting-planes for covering problems,
the interesting case is when their support is at least the support of the constraints of
the original formulation. Moreover, we need to work with a graph that is a “dual” of
GpackA,J , namely it acts on the rows of the problem instead of columns. For the matrix
A, let Ai be the i
th row. We let supp(Ai) ⊆ [n] be the set of variables which appear
in the ith constraint, that is supp(Ai) := {j ∈ [n] |Aij 6= 0}.
Definition 37 (Covering interaction graph of A). Consider the matrix A ∈ Qm×n.
Let I = {I1, I2, . . . , Ip} be a partition of index set of rows of A (that is [m]). We
define the covering interaction graph GcoverA,I = (V,E) as follows:
1. There is a node vi ∈ V for every part Ii ∈ I.
2. For all vi, vj ∈ V , there is an edge (vi, vj) ∈ E if and only if there is a column of





Definition 38 (Row block-sparse closure). Given the problem (C), let I = {I1, I2, . . . , Ip}
be a partition of index set of rows of A (that is [m]) and consider the covering inter-
action graph GcoverA,I = (V,E).
1. With slight overload in notation, for a set of nodes S ⊆ V we say that inequality
αx ≤ β is a sparse cut on S if it is a sparse cut on the union of the support











2. Given a collection V of subsets of the vertices V (the row support list), we use






Moreover, we define the optimum value over the row block-sparse closure
zV,C := min
{
cTx |x ∈ P V,C
}
.
Example 39 (Two-stage stochastic problem: GcoverA,I , weak specific-scenario cuts).
Given a two-stage covering stochastic problem with k second stage realizations, we
partition the rows into k blocks (each block consists of constraints between first stage
variables only or first stage variables and variables corresponding to one particu-
lar realization). So we have a graph GcoverA,I with V = {v1, v2, . . . , vk} which is a
clique. Moreover, if we consider the closure corresponding to the row support list
V = {{v1}, {v2}, {v3}, . . . , {vk}}, the cuts are quite similar to specific-scenario cuts
(although potentially weaker, since the supports of inequalities could possibly be strictly
smaller than those allowed in the “specific-scenario cuts” in Section 2.2.2). Therefore
we call this closure, the weak specific-scenario closure.
We now present the main result of this section. In particular, we present a worst-
case upper bound on z
I
zV,C
that is independent of the data A, b, c, and depends only
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on GcoverA,I and the choice of the row support list V . We remind the reader that given a
graph G and collection V of its vertices, η̄V(G) is the mixed chromatic number with
respect to V (see Definition 80).
Theorem 40. Consider a covering integer programming as defined in (C). Let I ⊆
2[m] be a partition of the index set of rows of A and let G = GcoverA,I = (V,E) be the




We make a few comments regarding Theorem 36:
1. While the result of Theorem 40 for covering-type IPs is very “similar” to the
result of Theorem 29 for packing-type of IPs, the key ideas in the proofs are
different.
2. Like the previous discussion in Section 2.2.2, the chromatic numbers is small
for graphs with small max degree. In fact, using Brook’s Theorem [10], we can
obtain a result very similar to Corollary 30 for the covering case as well.
3. The result of Theorem 36 holds even if upper bounds are present on some or
all of the variables (in this case, we also need to assume that the instance is
feasible).
Consider the case of two-stage covering stochastic problem with K scenario and
I as defined in Example 39. Since GcoverA,I is a clique, its chromatic number is K.
Therefore we obtain the following corollary of Theorem 40.
Corollary 41 (Weak specific-scenario cuts for covering stochastic problems).
Consider a two-stage covering stochastic problem for K scenario. Let z∗ be the opti-





Next we prove that the bound presented in Corollary 41 is tight (and therefore
the result of Theorem 36 is tight for GcoverA,I being a clique).
Theorem 42. Let z∗ be the optimal objective value obtained after adding all weak
specific-scenario cuts for a two-stage covering stochastic problem. Given any ε > 0
with ε < K, there exists an instance of the covering-type two-stage stochastic problem




The proof of Theorem 42 is perhaps the most involved in this chapter, as the family
of instances constructed to prove the above theorem are significantly complicated.
All proofs of the above results are presented in Section 2.5.2.
2.2.4 “Packing-type” problem with arbitrary A matrix
Up until now we have considered packing and covering problems. We now present
results under much milder assumptions. In particular, we consider problem (P) with
arbitrary matrix A ∈ Qm×n instead of a non-negative matrix (and b is also not
assumed to be non-negative). The assumptions we therefore make in this section are:
c is a non-negative vector, the variables are non-negative and the objective is of the
maximization-type as in (P).
We use the same definition of sparse-cutting planes as for the packing instances
considered in Section 2.2.2. All other notation used is also the same as in Section
2.2.2.
As it turns out, even in this significantly more general case, it is possible to obtain
tight data-independent bounds on the quality of sparse-cutting-planes. In order to
present this result we introduce the notion of corrected average constraint density.
The reason to introduce this notion is the following: the strength of cuts in this case
is determined by the average density, as long as the cuts cover all the variables. Based
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on this, the corrected average density captures the best bound one can obtain using
a given support list.
Definition 43 (Corrected average density). Let V = {V 1, V 2, . . . , V t} be the sparse






We define the corrected average density of V (denoted as DV) as maximum value of
D(Ṽ) over all Ṽ’s that cover V , that is,
⋃
V ′∈Ṽ V
′ = V .
Note that DV ≥ 1 for any choice of sparse cut support list V , and for the trivial list
V = {V (GpackA,J )} that allows fully dense cuts we have DV = |V (G
pack
A,J )|. The following
is the main result of this section.
Theorem 44. Let (P) be defined by an arbitrary A ∈ Qm×n, b ∈ Qm, c ∈ Qn+. Let
J be a partition of the index set of columns of A (that is [n]). Let GpackA,J = (V,E)
be the packing interaction graph of A and let V be the sparse cut support list. If the
instance is feasible, then:
zV,P ≤ (|V |+ 1−DV) · zI .
Let us see some consequences of Theorem 44. SinceDV ≥ 1 we obtain the following
result.
Corollary 45. Given (P), with arbitrary A ∈ Qm×n, b ∈ Qm, c ∈ Qn+. Let J be
a partition of the index set of columns of A (that is [n]). If the instance is feasible,
then:
zV,P ≤ |V | · zI .
It turns out that the bound in Corollary 45 is tight when GPA,J (V,E) is a star.
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Theorem 46 (Super sparse cuts for two-stage packing-type problem with arbitrary




zS.S. ≥ |V | · zI − ε.
Now let us consider the case where the sparse cut support list V corresponds to
the natural sparse closure, when GPA,J (V,E) is a star or a cycle. Clearly in both these
cases we have DV = 2. Therefore we obtain the following Corollary.
Corollary 47 (Natural sparse cuts two-stage packing-type problem with arbitrary
A). Given (P), with arbitrary A ∈ Qm×n, b ∈ Qm, c ∈ Qn+. Let J be a partition of the
index set of columns of A (that is [n]). Let GpackA,J = (V,E) be the packing interaction
graph of A which is a star or a cycle. If the instance is feasible, then:
zN.S. ≤ (|V | − 1) · zI .
We next show that the result of Corollary 47 is tight for GpackA,J being a star, which
corresponds to two-stage packing-type problem with arbitrary A.
Theorem 48. For every t ∈ Z++, there exists an instance of (P), with arbitrary
A ∈ Qm×n, b ∈ Qm, c ∈ Qn+, a partition of index set of columns J such that G
pack
A,J is
a star with K + 1 nodes and
zN.S. = ((K + 1)− 1) · zI .
All proofs of the above results are presented in Section 2.5.3.
2.3 Computational experiments
In this section, we present our computational results on the strength of natural sparse
closure of pure binary IP.
In Appendix B, we present the algorithm we implemented to estimate zcut, the
optimal objective function value of the natural sparse closure.
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We describe the random instances we generate in section 2.3.1 and present the
results in section 2.3.2. All the experiments have been carried out using CPLEX12.5.
2.3.1 Instance generation
We generated two kinds of problems: two-stage stochastic programming instances
and random-graph based instances. We first discuss how we generated the constraint
matrix for both types of instances. Then, we discuss how we generated the right-hand
side based on the constraint matrix and the objective function.
2.3.1.1 Constraint matrix generation
To simplify the presentation consider the case of packing instances. Covering instances
are generated in the same way.
First we generate the packing-type induced graph on nv nodes. In case of the two-
stage stochastic programming, the packing-type induced graph is a star with nv nodes
(i.e. nv− 1 realizations of the second stage). For the random-graph based instances,
let p (parameter) be the probability that an edge exists between any pair of nodes.
As a disconnected induced graph implies that the original problem is decomposable,
we accept connected graph only.
Next, given the packing-type induced graph, say G = (V,E) (where nv = |V |), we
construct a matrix with that can be partitioned into |E|× |V | blocks with each block
of size sqr×sqr (where sqr is a parameter). Thus the constraint matrix has |E|×sqr
rows and |V | × sqr columns. The (i, j)th block is all zeros if edge i is not incident
to node j. Else the (i, j)th block is a randomly generated dense matrix: We assign
each entry the distribution of unif{1, M}, where M is a parameter. For packing-type
with arbitrary matrix, we first generate the entry which follows unif{1, M} and then
with probability 0.5, we multiply −1. (Thus, each column block has sqr variables
and there are sqr rows with the same support of vertices).
47
2.3.1.2 Right-hand side generation
To guarantee that the instances generated are non-trivial, we follow the following
steps: Randomly select px (parameter) from the set of {0.2, 0.4, 0.6, 0.8}. A 0-1
vector x ∈ Rn is randomly generated where for all j ∈ [n], xj ∼ Bernoulli(px). A
noise vector ε ∈ Rm+ is randomly generated as: for all i ∈ [m], εi ∼ unif{1, Mε} (Mε is
a parameter). For a covering instance, b = Ax− ε. Otherwise b = Ax+ ε.
2.3.1.3 Objective function generation
Every entry in the objective function follows the distribution of unif{1, ObjM}. (ObjM
is a parameter.)
2.3.2 Computational results
2.3.2.1 Results for two-stage stochastic programming
We set the number of second-stage scenarios equals to 10. We set sqr = 20, that is
the number of variables for both first-stage and second-stage scenarios equals to 20.
Also we set M = Mε = objM = 10. We generated 50 instances for each of the three
types of problem.
The result for packing-type problem, covering-type problem, and packing-type
problem with arbitrary matrix is shown in Table 1, Table 2, and Table 3 respectively.
Table 1: Two-stage packing stochastic programming
Avg. zcut/zIP Theoretical bound on zcut/zIP
1.00038 1.9
Table 2: Two-stage covering stochastic programming
Avg. zIP/zcut Theoretical bound on zIP/zcut
1.009 10
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Table 3: Two-stage arbitrary packing stochastic programming
Avg. zcut/zIP Theoretical bound on zcut/zIP
1 10
2.3.2.2 Results for Random Graph based Instances
We set nv = 10, p = 0.2, sqr = 20, M = Mε = objM = 10. For a given random graph
we generated 10 random instances, and therefore we generated 50 instances for each
of the three types of problem. The result for packing-type problem, covering-type
problem, and packing-type problem with arbitrary matrix is shown in Table 4, Table
5, and Table 6 respectively.
Table 4: Random graph based tests on packing problems
Graph Name Avg. zcut/zIP bound of zcut/zIP
Ind 1 1.0009 1.8
Ind 2 1.0028 1.75
Ind 3 1.0053 1.667
Ind 4 1.0006 1.75
Ind 5 1.003 2
Table 5: Random graph based tests on covering problems
Graph Name Avg. zIP/zcut bound of zIP/zcut
Ind 1 1.0045 2
Ind 2 1.0046 3
Ind 3 1.0059 3
Ind 4 1.0053 3
Ind 5 1.0052 3
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Table 6: Random graph based tests on arbitrary packing problems
Graph Name zcut/zIP bound of zcut/zIP
Ind 1 1 9
Ind 2 1 9
Ind 3 1 9
Ind 4 1 9
Ind 5 1 9
2.4 Conclusions
In this chapter, we analyzed the strength of sparse cutting-planes for sparse packing,
covering and more general MILP instances. The bounds obtained are completely data
independent and in particular depend only on the sparsity structure of the constraint
matrix and the support of sparse cuts – in this sense, these results truly provide
insight into the strength of sparse cuts for sparse MILPs. We have shown that the
theoretical bounds are tight in many cases. Especially for packing, the theoretical
bounds are quite strong, showing that if we have the correct sparse cutting-planes,
then the bound obtained by using these cuts may be quite good.
The computational results are interesting: we observe that for all the types of
problems sparse cutting planes perform significantly better than the theoretical pre-
diction. This is perhaps not surprising since the theoretical bounds are data-free
and therefore “worst-case” in nature. Hence, the empirical experiments are another
justification for the main message of this chapter: In many cases sparse cuts provide
very good bounds for sparse IPs.
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2.5 Proofs
2.5.1 Proofs for packing problems
For any vector x ∈ Rn and N ⊆ [n], we use x|N to denote the projection of x on the
coordinates indexed by N .
We first observe that the column sparse closure P (N) can be viewed essentially as
the projection of P I onto the coordinates indexed by N .
Observation 6. Consider a mixed-integer linear set with n variables. For any N ⊆
[n], let P I |N be the projection of P I onto the indices in N . Then x ∈ P (N) if and
only if x ∈ PLP and x|N ∈ P I |N .
Observation 7. Consider a mixed-integer set of packing type and let P ⊆ Rn be the
set of feasible solutions. Then for any set of coordinates N ⊆ [n], x ∈ RN belongs to
the projection PI |N iff the extension x̃ ∈ Rn belongs to PI , where x̃i = xi if i ∈ N
and x̃i = 0 if i /∈ N .
2.5.1.1 Proof of Theorem 29
Recall we want to show that zV,P ≤ ηV(GpackA,J ) · zI . (See Example 28 for a concrete
example of how the proof works.) In this section we use P to denote the mixed-integer
set corresponding to the packing problem (P).
There is a natural identification of sets of nodes of GpackA,J with sets of indices of
variables, namely if J = {J1, J2, . . . , Jq} is the given variable index partition and
the nodes of GpackA,J are {v1, v2, . . . , vq}, then the set of vertices {vi}i∈I corresponds
to the indices
⋃
i∈I Ji ⊆ [n]. We will make use of this correspondence, and in order
to make statements precise we use the function φ : 2V (G
pack
A,J ) → 2[n] to denote this
correspondence; with slight abuse of notation, for a singleton set {v} we use φ(v)
instead of φ({v}).
Given a set of vertices S ⊆ V (GpackA,J ), let x(S) denote the optimal solution of the
packing problem conditioned on all variables xi outside S taking value 0, or more
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precisely, x(S) ∈ argmax{cTx | x ∈ P I , xi = 0 ∀i /∈ φ(S)} (we will assume without
loss of generality that x(S) is integral); since we are working with a packing problem,
this is the roughly same as optimizing over the projection of P I onto the variables in
φ(S) (but notice x(S) lies in the original space).
We start by showing that, roughly speaking, the closure P (S) captures the original
packing maximization problem as long as we ignore the coordinates outside S.
Lemma 49. For any x ∈ P (S), we have (c|φ(S))T (x|φ(S)) ≤ cTx(S).
Proof. Proof. Given any x ∈ P (S), Observation 6 implies that x|φ(S) ∈ projφ(S)(P I).
Thus, there exists points x̄1, . . . , x̄k ∈ P I and λ1, . . . , λk ∈ [0, 1], such that x|φ(S) =∑k
i=1 λi · (x̄i|φ(S)) and
∑k




λi · (c|φ(S))T (xi|φ(S)).
To upper bound the right-hand side, consider a point xi|φ(S). Let x̃ ∈ Rn (the
original space) denote the point obtained from xi|φ(S) by putting a 0 in all coordinates
outside φ(S), so x̃|φ(S) = xi|φ(S) and x̃|[n]\φ(S) = 0. Because P I is of packing type,
notice that x̃ belongs to P I . The optimality of x(S) then gives that (c|φ(S))T (xi|φ(S)) =
cT x̃ ≤ cTx(S).




λi · cTx(S) = cTx(S),
thus concluding the proof.
Now we lower bound the packing problem optimum zI by solutions constructed
via mixed stable sets.









Proof. Proof. We just prove the first statement. First, notice since each x(M) is
integral and non-negative, so is the point
∑
M∈M x
(M). So consider an inequality
Aix ≤ bi in (P). For any two sets M1 6= M2 ∈ M, notice that the vector Ai either
has all zeros on the indices corresponding to M1 or on the indices corresponding to
M2, namely either Ai|φ(M1) = 0 or Ai|φ(M2) = 0. Applying this to all pairs of sets in














where the last inequality follows from the feasibility of x(M
∗). Thus, the point∑
M∈M x
(M) satisfies all inequalities Aix ≤ bi of the system (P), concluding the proof.
Now, we present the proof of Theorem 29.
Proof. Proof of Theorem 29. Let V = {v1, . . . , vq} denote the vertices of GpackA,J , and let
MSS denote the set of all mixed stable sets of GpackA,J with respect to V . Let {yM}M∈MSS
be an optimal solution of linear problem (3) corresponding to the definition of mixed
fractional chromatic number with respect to V , and define g =
∑
M∈MSS χMyM ∈ Rq.
Based on the constraints of (3) we have that g ≥ 1.
We upper bound the optimum zV,P of the column block-sparse closure. For that
let
x∗ = argmax{cTx |x ∈ P V,P},
be the optimal solution. Then breaking up the indices of the variables based on the
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nodes V and using the non-negativity of c and x∗, we have









































To further upper bound the right-hand side consider someM∈ MSS, some S ∈M
and the term (c|φ(S))T (x∗|φ(S)). First we claim that x∗ belongs to the column block-
sparse closure P (S). To see this, first recall from the definition of mixed stable set
that there must be a set VS in the support list V containing S. Moreover, since
x∗ ∈ P V,P =
⋂
V ′∈V P
(V ′), we have x∗ ∈ P (VS); finally, the monotonicity of closures
implies P (S) ⊇ P (VS), and hence x∗ ∈ P (S). Thus we can employ Lemma 49 to obtain
the upper bound (c|φ(S))T (x∗|φ(S)) ≤ cTx(S).












yM · zI = ηV(GpackA,J ) · z
I .
This concludes the proof.
2.5.1.2 Proof of Corollary 30 and Theorem 31
Brooks’ Theorem [10] is the following result (recall that a proper coloring of a graph
is an assignment of colors to the vertices such that no edge has the same color on
both endpoints).
Theorem 51 (Brook’s Theorem). Consider a connected graph G of max degree ∆.
Then G can be properly colored by ∆ colors, except in two cases either when G is a
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complete graph or an odd cycle, in which case it can be properly colored with ∆ + 1
colors.
Since the fractional chromatic number is a lower bound on the chromatic number,
we obtain Corollary 30.
We now prove Theorem 31.
Proof. Proof of Theorem 31. Recall that super sparse closure corresponds to the
support list
V = {{v1}, {v2}, . . . , {v|V |}}.
The proof of both parts is similar.
Part 1. We want to show an example where zSS ≥ (3 − ε)zI for all ε > 0 where
GpackA,J is a 3-cycle. We will construct an integer program with 3 variables and J =
{{1}, {2}, {3}}. Given ε > 0, consider the following packing integer program:
max x1 +x2 +x3
s.t. x1 +x2 ≤ 2− 23ε
x1 +x3 ≤ 2− 23ε
x2 +x3 ≤ 2− 23ε
x1 ∈ Z+, x2 ∈ Z+, x3 ∈ Z+
(4)
Clearly GpackA,J is a 3-cycle. Note that the only valid inequalities that have support







) belongs to the super sparse closure P S.S., and hence the optimum
value satisfies zS.S. ≥ 3− ε. On the other hand clearly, zIP = 1, concluding the proof.
Part 2. We want to show an example where zSS ≥ (2−ε)zI for all ε > 0 where GpackA,J
is a star. Take ∆ ∈ Z+. We construct a packing integer program with 2∆ variables






s.t. xi + x∆+i ≤ 2− ε ∀i ∈ [∆]
x ∈ Z2∆+ .
Clearly GpackA,J is a star with ∆ leaves. Letting P be the associated mixed integer
set of the above integer program, note that the projection of P I to the first block
of variables {1, 2, . . . ,∆} equals [0, 1]∆. Also the only valid inequalities that have
support on each of the other ∆ blocks {∆ + i} is 0 ≤ xi ≤ 1 for i ∈ {∆ + 1, . . . , 2∆}.
Thus, the point x with xi = 1 for all i ∈ [∆] and xi = 1− ε for all i ∈ {∆+1, . . . , 2∆}
belongs to the super sparse closure P S.S.. Thus the optimum zS.S. is at least 2∆−∆ε.
On the other hand, clearly zI = ∆, concluding the proof.
2.5.1.3 Proof of Theorem 32





· zI . Due to Theorem 29, it
suffices to upper bound the fractional chromatic number ηV(GpackA,J ) ≤ 2∆−1∆ for V set
according to the natural sparse closure setting. Notice however, that in this setting
every edge of E = E(GpackA,J ) belongs to some set in V and vice-verse, and therefore
ηV(GpackA,J ) = η
E(GpackA,J ). Thus, it suffices to prove η
E(GpackA,J ) ≤ 2∆−1∆ .
The following is the main tool for providing an efficient mixed stable set fractional
coloring.
Lemma 52. Let T = (V,E) be a tree of maximum degree ∆. Then there is a collection
of 2∆− 1 sets of edges E1, E2, . . . , E2∆−1 and 2∆− 1 sets of nodes V1, V2, . . . , V2∆−1
satisfying the following:
1. For each i ∈ [2∆−1] the collection Ei∪Vi is a mixed stable set for T subordinate
to E
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2. Each node of T is covered exactly ∆ times by the collection of mixed stable sets
{Ei ∪ Vi}i∈[2∆−1].
Proof. Proof. If T consists of a single edge, then ∆ = 1 and we can simply set E1
to be the edge of T and set V1 = ∅ to get the desired sets. So assume that T has at
least one internal node.
In order to simplify the proof we make all the degrees the same: construct the tree
T ′ from T by adding new leaves to all internal nodes of T so that now every internal
node of T ′ has degree exactly ∆. We will construct the desired sets {E ′i}i∈[2∆−1]
and {V ′i }i∈[2∆−1] for T ′ via a coloring argument reminiscent of the proof of Brook’s
Theorem (although not the same argument).
Pick any internal node v0 of T
′ and root this tree at v0. We label all edges and
leaf nodes of T ′ with numbers in [2∆− 1] according to the following BFS procedure
(we use the standard meaning of “parent”, “child”, “depth” (where v0 has depth 0,
L is the maximum depth of any node), etc. for rooted trees):
Label each of the ∆ edges incident to the root v0 with a distinct label
for i = 1 to L do
for every vertex v of depth i do
Let S denote the set of labels assigned to all the edges incident to the parent
of v and notice that |S| = ∆
if v is an internal node then
Label the ∆ − 1 edges of v to its children with distinct labels from the set
[2∆− 1] \ S
else
Assign all ∆− 1 labels [2∆− 1] \ S to v.
Then for all j ∈ [2∆ − 1], let E ′j (resp. V ′j ) be set of edges (resp. nodes) of T ′
that have label j (notice that vertices have multiple labels).
It follows directly from the labeling procedure that each set E ′i ∪ V ′i is a mixed
stable set of T ′ (and clearly subordinate to the edges of T ′). Now to see that each
node v of T ′ is covered exactly ∆ times by the collection {E ′i∪V ′i }i∈[2∆−1] we consider







′) it is covered ∆ times by the collection {E ′i}i and 0 times by
the collection {V ′i }i, giving the desired result. On the other hand, if v is a leaf of T ′,
then it is covered once by the set E ′i where i is the label of the only edge incident to
v, covered by no other set E ′j, and covered by the ∆− 1 sets V ′j corresponding to the
labels of v. Thus, the sets {E ′i}i and {V ′i }i satisfy the desired properties with respect
to the modified tree T ′.
Now to get the desired sets for the original tree T , we just remove the nodes
in T ′ \ T from the sets E ′i ∪ V ′i : for each {v, v′} with v ∈ V (T ) and v′ /∈ V (T ) that
belongs to E ′i∪V ′i , replace it with the singleton {v}; denote the set obtained by Ei∪Vi
(concretely, Ei is the set of pairs in this collection and Vi is the set of singletons in this
collection). Notice that this replacement procedure does not add repeated singletons:
this is because E ′i ∪ V ′i contains only disjoint edges (the labeling scheme above does
not assign color i to two intersecting edges) and if it contains an edge (v, v′) with
v′ /∈ V (T ) then this implies that v is an internal node of T and hence the singleton
{v} does not belong to E ′i ∪ V ′i .
It follows directly from this replacement operation that the sets Ei∪Vi’s are mixed
stable sets for T subordinate to E(T ) and that still each node of T is covered exactly
∆ times by them. This concludes the proof.
The upper bound in Theorem 32 the follows from the following corollary.
Corollary 53. Let H be a tree of maximum degree ∆. Then ηE(H) ≤ 2∆−1
∆
.
Proof. Proof. Consider the mixed stable sets Mi = Ei ∪ Vi (for i ∈ [2∆ − 1]) of
H obtained from Lemma 52. Since each vertex of H is covered exactly ∆ times by
{Mi}i∈2∆−1, we have that setting yMi = 1∆ for all i (and yM = 0 otherwise) yields
a feasible solution for the mixed fractional chromatic number program (3) of value
2∆−1
∆
, proving the result.
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2.5.1.4 Proof of Theorem 33






· zI . The construction
require the existence of the so-called affine designs.
Definition 54. Given n ∈ Z++, we call an affine n-design a collection F1, . . . ,Fn
where each Fi is a family of n-subsets of [n2] satisfying:
1. For any i ∈ [n], the sets in Fi partition [n2]
2. For any i 6= j ∈ [n] and A ∈ Fi and B ∈ Fj, we have |A ∩B| ≤ 1.
Theorem 55 ([12], Part VII, Point 2.17). For every prime n, an affine n-design
exists.
So consider a prime number n ≥ ∆ and let F1, . . . ,Fn be an affine n-design. For
a set A ∈ Fi we use χA ∈ {0, 1}n
2
to denote the indicator vector of the set A.
We will construct a packing IP in Rn2+∆+ and partition the n2 + ∆ variables into
∆ + 1 blocks J = {J0, . . . , J∆} by setting J0 = {1, . . . , n2} and Ji = {n2 + i}, for
i = 1, . . . ,∆. To simplify the notation we use x ∈ Rn2 to represent the variables in
J0, and yi, i = 1, . . . ,∆, to represent the variables in Ji respectively.
Let Pi be the polytope in Rn
2+∆ given by the convex hull of the points{




xj ≤ n and, if yi = 1, then x ≤ χA for some A ∈ Fi
}
;




xa + xb + yi ≤ 2 ∀a ∈ A, b ∈ B, A 6= B ∈ Fi (5)
(x, y1, . . . , y∆) ∈ [0, 1]n
2+∆.
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Again we get the following interpretation for the feasible solutions for this problem:
in any solution (x, y) ∈ {0, 1}n2+∆,
∑
j xj ≤ n and for all i ∈ [∆]
if yi = 1, then x ≤ χA for some set A ∈ Fi (6)
Let P denote the integer set corresponding to this problem. From the explicit
description of the Pi’s we see that this is a packing integer program whose induced
graph GpackA,J is a star with maximum degree ∆.
The intuition behind this construction is the following: first, maximizing the
objective function over just Pi ∩ Zn




· ∆ ≈ 2n (by taking x = χA for any A ∈ Fi, yj = 1 for all j). Moreover,
recall that the natural sparse closure w.r.t. J of the full program (P) uses cuts
that are only supported in (x, yi), for i ∈ [∆]; thus, roughly speaking, this closure
sees each Pi ∩ Zn
2+∆ independently, and not really capturing the fact they are being
intersected. Thus, optimizing over the natural sparse closure w.r.t. J still gives value
≈ 2n. However, due to the fact the sets across the design’s Fi’s are almost disjoint,
intersecting the regions Pi ∩ Zn
2+∆ kills most of the solutions. A bit more precisely,
the almost disjointness in the affine design and expression (6) imply that the best
solution either sets many of the yi’s to 1 and almost all xj’s to 0, or sets all xj’s to 1
and few yi’s to 0; these solutions gives value ≈ n. This gives the desired gap of ≈ 2
between the natural sparse closure and the original IP.
To make this formal, we start with the following lemma.
60
Lemma 56. Setting x = ( 1
n
, . . . , 1
n
) and yj = 1 for all j gives a feasible solution to






Proof. Proof. Let x̄ = ( 1
n
, . . . , 1
n
) and ȳ = (1, . . . , 1) denote the desired solution.
We claim that it suffices to prove that (x̄, ei) belongs to P I for all i, (where ei is
the ith canonical basis vector in R∆). To see that, first notice that the natural sparse
closure w.r.t. J is PN.S. =
⋂
i∈[∆] P
(x,yi), where we use P (x,yi) to denote the sparse
closure of P with cuts on variables (x, yi) (see Definition 20). Using Observations 6
and 7, it suffices to show (x̄, ȳ) ∈ PLP and (x̄, ei) ∈ P I . The former condition can be
easily verified via equation (5), so it suffices to show (x̄, ei) ∈ P I for all i.
So fix i ∈ [∆]. Consider the collection Fi and a point of the form (χA, ei) for
any set A ∈ Fi. By definition of Pi, notice that (χA, ei) belongs to Pi ∩ Zn
2+∆.
Moreover, notice that for j 6= i we also have (χA, ei) ∈ Pj: this follows from the facts∑
j(χA)j ≤ n and eij = 0. Thus, we have (χA, ei) ∈ P I =
⋂








i) belongs to P I ; since the sets in Fi form a partition of
[n2],
∑






i) = (x̄, ei) ∈ P I .
This concludes the proof.
The next step is to understand P better.
Lemma 57. For any solution (x, y1, . . . , y∆) ∈ P with
∑




Proof. Proof. Consider p 6= q such that yp = yq = 1. By definition of P , we have
that the solution (x, y1, . . . , y∆) belongs to Pp and Pq. Since yp = yq = 1, this means
that there are sets A ∈ Fp and B ∈ Fq such that x ≤ χA and x ≤ χB, which further
implies x ≤ χA∩B. But by definition of an affine design |A ∩ B| ≤ 1, and hence∑
j∈[∆] xj ≤ 1. This concludes the proof.
Corollary 58. We have zI ≤ n∆−1
∆−1 .
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Proof. Proof. Consider any feasible solution (x, y1, . . . , y∆) to P
I . From the first
constraint in (5) we have
∑
j xj ≤ n. Thus, if
∑







∆−1 ; on the other hand, using Lemma 57, if
∑
i yi ≥ 2 then the






∆−1 . Together these give the desired upper
bound.































zI . This concludes the proof of Theorem 33.
2.5.1.5 Proof of the first part of Theorem 35: upper bound on zN.S.
Consider the packing interaction graph GpackA,J , which is a cycle of length K. Notice
that the natural sparse closure in this case corresponds to considering the support
list V being simply the edges of GpackA,J . Thus, to prove the first part of Theorem 35 is
suffices to upper bound the fractional mixed chromatic number ηE(G
pack
A,J )(GpackA,J ).
We can work more abstractly to simplify things: let H = (V,E) be the cycle
v0 − v1 − . . . − vK−1 − v0 on K nodes, and we need to upper bound ηE(H). To
further simplify the notation, we identify vi with vi (mod K) for i ≥ K. We consider
the different cases depending on K (mod 3).
Case 1: K = 3k, k ∈ Z++. For i = 0, 1, 2, letMi denote the set of edges {vj, vj+1}
where j = i (mod 3). It is clear that eachMi is a mixed stable set for H subordinate
to E. Moreover, since
⋃3
i=0Mi = E covers each node of H exactly twice, we can find

























Case 2: K = 3k + 1, k ∈ Z++. We show ηE(H) ≤ 3k+12k . If k = 1, we have that
H is a 4-cycle and define M0 = {(v0, v1)}, M1 = {(v1, v2)}, M2 = {(v2, v3}) and
M3 = {(v3, v0)}. Clearly these Mi’s are mixed stable sets for H subordinate to E
and
⋃
iMi covers each node of H exactly twice; then as in the previous case, this
gives ηE(H) ≤ 4
2
= 2 = 3k+1
2k
.
For k ≥ 2, define
Mi =
{
{vi, vi+1}, {vi+3, vi+4}, . . . , {v3(k−2)+i, v3(k−2)+i+1}, {v3(k−1)+i, v3(k−1)+i+1}
}
for i = {0, . . . , 3k}. It is straightforward to check that each Mi is a mixed stable set
subordinate to E and that
⋃3k
i=0Mi covers every node exactly 2k times. Thus again
we get ηE(H) ≤ 3k+1
2k
.


























































Case 3: K = 3k + 2, k ∈ Z++. Let
Mi =
{
{vi, vi+1}, {vi+3, vi+4}, . . . , {v3(k−2)+i, v3(k−2)+i+1}, {v3(k−1)+i, v3(k−1)+i+1}, {v3k+i}
}
for i = {0, . . . , 3k+ 1}. It is straightforward to check that eachMi is a mixed stable
set subordinate to E and that
⋃3k+1
i=0 Mi covers every node exactly 2k+1 times. Thus
we have ηE(H) ≤ 3k+2
2k+1
. This concludes the proof of the first part of the theorem.































2.5.1.6 Proof of second part of Theorem 35: tight instances
The construction of the tight instances is similar to the one used in Theorem 33. So
consider a prime number n ≥ K and let F1, . . . ,Fn be an affine n-design. For a set
A ∈ Fi again we use χA ∈ {0, 1}n
2
to denote the indicator vector of the set A.
We will construct a packing IP with Kn2 variables, which are partitioned into K
equally sized blocks J = {J0, . . . , JK−1}, namely Ji = {n2i, n2i+ 1, . . . , n2i+n2− 1}.
To simplify the notation, we use xi ∈ Rn2 to represent the variables corresponding
to Ji, so a solution of the IP has the form (x
0, . . . , xK−1). For i ≥ K, we use xi to
denote xi (mod K).
First, define the integer set Q = {x ∈ {0, 1}n2 | 1Tx ≤ n}. Then, for i ∈
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{0, . . . , K − 1} let Pi be the polytope in RKn
2
given by the convex hull of the points(x0, . . . , xK−1) ∈ QK
∣∣∣∣∣∣∣
if xi 6= 0, then xi+1 ≤ χA for some A ∈ Fi, and
if xi+1 6= 0, then xi ≤ χA for some A ∈ Fi
 ;
explicitly, this is the set of solutions satisfying
1










c ≤ 2 ∀a ∈ A, b ∈ B, A 6= B ∈ Fi, ∀c
(x0, . . . , xK−1) ∈ [0, 1]Kn2 .
Then the desired IP (P) is obtained by considering the integer solutions common












Again we get the following interpretation for the feasible solutions for this problem:
in any solution (x0, . . . , xK−1) ∈ {0, 1}Kn2 , 1Txi ≤ n for all i, and also for all i
if xi 6= 0, then xi+1 ≤ χA for some set A ∈ Fi, and (8)
if xi+1 6= 0, then xi ≤ χA for some set A ∈ Fi.
Let P denote the integer set corresponding to this problem. From the explicit
description of the Pi’s we see that this is a packing integer program whose induced
graph GpackA,J is a K-cycle.
We now consider the natural sparse closure PN.S. and the integer hull P I for this
problem and lower bound the ratio zN.S./zI . For that, given x = (x0, . . . , xK−1), let
high(x) = {i | 1Txi ≥ 2}, namely the set of block of variables with “high” value. We
say that three integers are adjacent mod K if they are of the form i (mod K), i +
1 (mod K), i+ 2 (mod K).
65
Lemma 59. For any solution x ∈ P , the set high(x) does not contain any three
adjacent mod K integers.
Proof. Proof. By contradiction, assume that high(x) contains the integers i (modK), i+
1 (mod K), and i + 2 (mod K). In particular, all of xi, xi+1 and xi+2 are different
from 0, and hence expression (8) implies that xi+1 ≤ χA and xi+1 ≤ χB for some
A ∈ Fi (mod K) and B ∈ Fi+1 (mod K); this implies that xi+1 ≤ χA∩B. But by def-
inition of affine design, we have |A ∩ B| ≤ 1, and hence 1Txi+1 ≤ 1, reaching a
contradiction.
The following lemma can be easily checked.
Lemma 60. Let S be a subset of {0, . . . , K − 1} that does not contain any three
adjacent mod K integers. Then: (i) if K = 3k or K = 3k + 1 for k ∈ Z++ we have
|S| ≤ 2k, and; (ii) if 3k + 2 for k ∈ Z++ we have |S| ≤ 2k + 1.
Lemma 61. The optimal value of the integer program (P) can be upper bounded as
follows: if K = 3k or K = 3k + 1 for k ∈ Z++, zI ≤ (n− 1) · 2k +K; if K = 3k + 2
for k ∈ Z++, zI ≤ (n− 1) · (2k + 1) +K.
Proof. Proof. Let x̄ = (x̄0, . . . , x̄K−1) be an optimal solution to (P). Using the fact














≤ n · |high(x̄)|+K − |high(x̄)| = (n− 1) · |high(x̄)|+K.
Upper bounding |high(x̄)| using Lemmas 59 and 60 gives the desired result.
Lemma 62. The point x̄ = ( 1
n
1, . . . , 1
n
1) is a feasible solution to the natural sparse
closure PN.S. Thus, zN.S. ≥ Kn.
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Proof. Proof. To simplify the notation, let zeroi(x, x′) ∈ Rn2 × . . .Rn2 denote the
vector
(0, . . . , 0, x, x′, 0, . . . , 0)
where x is in the ith position and x′ is in position i+ 1 (mod K).
We claim that it suffices to prove that zeroi(1/n,1/n) belongs to P I for all i. To




where we use P (x
i,xi+1) to denote the sparse closure of P on variables (xi, xi+1). Us-
ing Observations 6 and 7, it suffices to show x̄ ∈ PLP and zeroi(1/n,1/n) ∈ P I .
The former condition can be easily verified via equation (5), so it suffices to show
zeroi(1/n,1/n) ∈ P I .
So fix i. Consider the collection Fi. By the definition of Pi, for each A,B ∈ Fi the
point zeroi(χA, χB) belongs to Pi ∩ ZKn
2
. If also follows directly from the definition
of Pj that zero
i(χA, χB) ∈ Pj for all j 6= i. Thus, we have zeroi(χA, χB) ∈ P I =⋂K−1
j=0 Pj ∩ Zn














































∈ P I . This concludes the
proof.















, for sufficiently large
n we have zN.S. ≥ zI(3
2
− ε), proving this part of the theorem. The other cases of
K (mod 3) are similar. This concludes the proof.
2.5.2 Proof for covering problem
2.5.2.1 Proof of Theorem 36
In order to prove Theorem 36, we begin with a classical bad example for the LP
relaxation of the set cover problem.
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Definition 63 (Special set covering problem (SSC)). Consider q ∈ Z+. The ground
set of the set cover problem will be {0, 1}q, and the covering sets S(v) = {u ∈ {0, 1}q \
{0} | vTu = 1 (mod 2)} for v ∈ {0, 1}q. Then the Special Set Covering (SSC(q))








xv ≥ 1 ∀u ∈ {0, 1}q
xv ∈ {0, 1} ∀v ∈ {0, 1}q.
We refer to the left-hand matrix of SSC as Aq.
Theorem 64 ([30]). The IP optimal value of SSC(q) is at least q, while the LP
relaxation optimal value is at most 2.









s.t. Aqx+ Aqy ≥ 1
x, y ∈ {0, 1}2q
We first argue that DSC(q) preserves the gap between IP and LP from SSC(q).
Lemma 65. The IP optimal value of DSC(q) is at least q, while the LP relaxation
optimal value is at most 2.
Proof. Proof. (zLP ≤ 2): By Theorem 64, there exists a feasible solution x̄ of the LP
relaxation of SSC(q) such that
∑
v x̄v ≤ 2. Then (x̄, 0) is a feasible solution of the
LP relaxation of DSC(q), giving the desired bound.
(zIP ≥ q): Assume by contradiction that (x̄, ȳ) is a feasible solution of DSC(q) with
objective function less than q. Note that if x̄v = ȳv = 1, then we may set ȳv = 0
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and still obtain a feasible solution with a better objective function value; similarly,
if x̄v = 0 and ȳv = 1 we may set x̄v = 1 and ȳv = 0 and obtain a feasible solution
with same objective value. Therefore, we may assume that ȳ = 0. In this case, x̄
is a feasible solution of SSC with objective function less than q, contradicting the
statement of Theorem 64.
We consider a partition on the columns of DSC(q) into two blocks: J = {J1, J1}
where J1 corresponding to variables x and J2 corresponding to variables y. To com-
plete the proof of the theorem it is sufficient to prove that the super sparse closure
optimal value zS.S. of DSC(q) is equal to optimal LP value zLP of DSC(q).
Lemma 66. zS.S = zLP for DSC(q).
Proof. Proof. Let P be the integer set for DSC(q). Since P S.S = P (J1) ∩ P (J2),
Observation 6 gives that (x̄, ȳ) ∈ P S.S iff (x̄, ȳ) ∈ PLP and x̄ ∈ P I |J1 and ȳ ∈ P I |J2 .
But since P is of covering-type and SSC(q) is feasible, we have that P I |Ji = [0, 1]2
q
,
and thus (x̄, ȳ) ∈ P S.S. iff (x̄, ȳ) ∈ PLP . This concludes the proof.
2.5.2.2 Proof of Theorem 40
Consider a covering problem (C). As in the packing case, there is an identification
of sets of nodes of GcoverA,I with sets of indices of variables (the “indices in the union
of their support”), namely if I = {I1, I2, . . . , Iq} is the given row index partition and





r∈Ii supp(Ar) ⊆ [n]. We will make use of this correspondence, and
in order to make statements precise we use the function usupp : 2V (G
cover
A,I ) → 2[n] to
denote this correspondence; with slight abuse of notation, for a singleton set {v} we
use usupp(v) instead of usupp({v}).
Given a set of vertices S ⊆ V (GcoverA,I ), let x(S) be the optimal solution of the cover-
ing problem projected to the variables relative to S, namely x(S) ∈ argmin{(c|usupp(S))Ty | y ∈
P I |usupp(S)}. Also, let zeroS(x(S)) ∈ Rn denote the solution appended by zeros in the
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original space, namely zeroS(x(S))i = x
(S)
i if i ∈ usupp(S) and zeroS(x(S))i = 0 if
i /∈ usupp(S).
Notice the following important property of zeroS(x(S)) (denote S = {vi}i∈I): for
any row r ∈
⋃
i∈I Ii, since the support of Ar is contained in usupp(S), the constraint
Arx ≥ br is valid for P I |usupp(S); therefore ArzeroS(x(S)) = Ar|usupp(S)x(S) ≥ br. This
gives the following.




We start by showing that the solutions x(M), for M in a mixed stable setM, can
be used to provide a lower bound on the optimal value of P V,C .





Proof. Proof. Consider an optimal solution x∗ ∈ argmin{cTx |x ∈ P V,C} of the row
block-sparse closure. Since P V,C =
⋂
S∈V P
(S), Observation 6 implies that x∗|usupp(S) ∈
P I |usupp(S) for all S ∈ V . Moreover, since for every set M in the mixed stable set
M there is S ∈ V containing M , this implies that x∗|usupp(M) ∈ P I |usupp(M) for
all M ∈ M. Then by the optimality of x(M), we get (c|usupp(M))T (x∗|usupp(M)) ≥
(c|usupp(M))Tx(M) for all M ∈M.
Then we can decompose the optimal solution x∗ based on the variables usupp(M)
and use the non-negativity of c:














where the first equality uses the fact that ifM1,M2 ∈M, then usupp(M1)∩usupp(M2) =
∅. This concludes the proof.
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Now show how to put solutions x(M) together to get a feasible solution for the
covering problem, thus providing an upper bound on zI . Recall the definition of
mixed chromatic number η̄ = η̄V(GcoverA,I ) and consider covering mixed stable sets





Define u ∈ Rn as the pointwise maximum of the solutions {zeroM(x(M)))}i,M∈Mi .
Since the matrix A in the problem is non-negative, Observation 8 implies that u is
a feasible solution for the covering problem (C). Thus, using the non-negativity of c
and of the zeroM(x(M))’s:









zV,C = η̄ · zV,C ,
where the first inequality follows from definition of zI and feasibility of u, the second
inequality follows from non-negativity of c, and the last inequality follows from Lemma
67. This concludes the proof of Theorem 40.
2.5.2.3 Proof of Theorem 42
Now we prove Theorem 42 by constructing a covering instance. Since the construction
is quite involved, we start with an example.
Example of the construction. We exemplify the construction for K = 2 and
with a worse gap, and then we generalize/strengthen it (the discussion here will be
somewhat informal). In this case the covering IP is the following (notice the indices
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+ 1 · y2 ≥ 1 (11)
x ∈ Z4+, y ∈ Z2+. (12)
We will use the partition of rows I = {I1, I2}, where I1 = {1, 2, 3, 4} (so corresponds
to the first sets of covering constraints) and I2 = {5, 6, 7, 8}.
The only (minimal) ways to satisfy the first set of constraints is to set either
x1 = x2 = 1 (and all else to 0), or x3 = x4 = 1 (and all else to 0), or y1 = 1 (and all
else to 0); because of the cost of the y variables, actually we will always have y = 0 in
an optimal solution. To satisfy the second set of constraints the situation is similar,
but the indices on the x variables are permuted so that we need x1 = x3 = 1 or
x2 = x4 = 1. So the best way to satisfy both of the constraints simultaneously is
to set almost all x variables to 1 (actually we can just set x1 = x2 = x3 = 1). This
gives cost of 3 for the IP.
Now consider optimizing over the weak specific-scenario cuts closure P V,C (where
the row support list is V = {{v1}, {v2}}), i.e., the closure corresponding to the cuts on
(x, y1) variables and on (x, y2) variables. Since the yi variable can be used to satisfy
the ith set of covering constraints, it is easy to see that the only nondominated (x, y1)-
cuts are the ones implied only the first set of covering constraints (10), and similarly
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the only nondominated (x, y2)-cuts are the ones implied only by the second set of
covering constraints (11). Thus, the point x1 = x2 = x3 = x4 =
1
2
, y1 = y2 = 0
belongs to P V,C , giving z∗ = zV,C ≤ 2.




General construction. We start with the special set system that is used to define
the columns of the covering program.
Lemma 68. Let n ∈ Z++. There is a collection G1,G2, . . . ,Gn with the following
properties:
1. For each i ∈ [n], Gi is a partition of [nn] and each set G ∈ Gi has size nn−1.





Proof. Proof. Since |[nn]| = |[n]n|, let g : [n]n → [nn] be any bijection between
the two sets. For j ∈ [n], define the set Gij = {g(u) |u ∈ [n]n, ui = j}. Define
Gi = {Gij | j ∈ [n]}. It is easy to check the following properties:
1. Given i, for any j ∈ [n],
∣∣Gij∣∣ = nn−1 and ⋃nj=1Gij = {g(u) |u ∈ [n]n} = [nn].
2. For a selection G1j1 ∈ G
1, G2j2 ∈ G
2, . . . , Gnjn ∈ G
n, consider u = (j1, j2, . . . , jn).





, so the intersection of these
sets is non-empty.
This concludes the proof.
Lemma 69. Let n ∈ Z++. Consider a collection G1, . . . ,Gn satisfying the properties
of Lemma 68, and consider Ḡi ⊆ Gi for i = 1, . . . , n. If the sets in
⋃n
i=1 Ḡi cover the
whole of [nn], then there is i ∈ [n] such that Ḡi = Gi.
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Proof. Proof. By contradiction, suppose there is G1j1 ∈ G
1 \ Ḡ1, . . . , Gnjn ∈ G
n \ Ḡn.





, and since the sets in
Gi partition [nn] this means that u is not covered by sets in Ḡi, for all i; then
⋃n
i=1 Ḡi
does not cover [nn], a contradiction.
Now pick a prime number n ≥ max{K, 2}. We will construct an instance with
variables x1, . . . , xn2 and y1, . . . , yK , and each row-block will have n
n constraints. Let
G1, . . . ,Gn be a collection satisfying the properties from Lemma 68, and let F1, . . . ,Fn
be an affine n-design (we remind the readers – each Fi partitions [n2] with n-subsets,
and for A ∈ Fi, B ∈ Fj with i 6= j, |A ∩ B| ≤ 1); this affine design will be used to
“permute” the indices of the x variables from one set of covering constraints to the
next (see example above). We consider the explicit enumeration Fi = {F 1i , . . . , F ni }.
For k ∈ [K], we define the set
Pk =






Akjxj + 1 · yk ≥ 1
 ,
where the set of vectors {Akj}j∈Fki is equal to the set of vectors {χGij′}j′∈[n]; we note
that it is not important which Akj is assigned to which χGi
j′
.














Akjxj + 1 · yk ≥ 1 ∀k ∈ [K]
(x, y) ∈ {0, 1}n2+K .
(or equivalently (x, y) ∈
⋂
k∈[K] Pk). Let P denote the set of solutions for this problem.
Notice that this program has K sets of nn covering constraints. We consider
the partition of the covering constraints I = {I1, . . . , IK} where Ik = {(k − 1)nn +
1, . . . , knn} (so Ik corresponds to Pk). It is easy to see that the covering interaction
graph GcoverA,I is a clique.
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≥ K − ε (for sufficiently large n). We start by analyzing each Pk.
Lemma 70. A vector (x̄, 0) ∈ {0, 1}n2 × {0, 1}K belongs to Pk if and only if there is
F ki such that x̄j = 1 for all j ∈ F ki .
Proof. Proof. (⇒) Let Ḡi be the subset of the sets in Gi picked by x̄, namely Git
belongs to Ḡi iff χGi
j′
= Akj for some j with x̄j = 1. Since ȳ = 0, the fact that (x̄, ȳ)
belongs to Pk implies that the sets in
⋃n
i=1 Ḡi must cover the whole of [nn]. Lemma
69 then implies that there is one Ḡi that equals Gi, which translates to having x̄j = 1
for all j ∈ F ki .
(⇐) This follows from the fact that the sets in Gi cover the whole of [nn].
We can use this to lower bound the optimal value zI of the covering program P .
Lemma 71. zI ≥ Kn−K2.
Proof. Proof. First, we claim that if (x̄, 0) ∈ P , then
∑
j∈[n2] x̄j ≥ Kn − K2. Let
S ⊆ [n2] be the support of x̄, so it is equivalent to show |S| ≥ nK − K2. Since
(x̄, 0) ∈ P =
⋂K
k=1 Pk, using Lemma 70 we have that for every k ∈ [K] there is i(k)




i(k). By the inclusion-exclusion principle, we
have that |S| ≥
∣∣∣⋃Kk=1 F ki(k)∣∣∣ ≥∑Kk=1 |F ki(k)|−∑k 6=k′ |F ki(k)∩F k′i(k′)|. Using the definition
of an affine n-design, get the lower bound |S| ≥ nK −K(K − 1) ≥ nK −K2.
Now consider any solution (x̄, ȳ) ∈ P . If ȳ = 0, we have just shown that this
solution has value at least Kn −K2; if ȳ 6= 0, this solution has value at least nn >
Kn−K2. This concludes the proof.
Finally we upper bound the optimal value of the zV,C .
Lemma 72. zV,C ≤ n.
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({vk}), so we show (x̄, ȳ) belongs to all P ({vk})’s. Note that (x̄, ȳ)
satisfies the linear programming relaxation; therefore, using Observation 6, to show
that (x̄, ȳ) belongs to P ({vk}) it suffices to prove that (x̄, ȳk) ∈ P I |(x,yk), where we use
P I |(x,yk) to denote the projection onto the variables (x, yk).
Consider the following points (xu, y), for u ∈ [n], constructed as:
yk = 0,
yk′ = 1 ∀ k′ ∈ [K] \ {k},
xuj =













to P I |(x,yk). This concludes the proof.





= K − K2
n
. For large
enough n, we get z
I
zV,C
≥ K − ε. This concludes the proof of Theorem 42.
2.5.3 Proof for packing-type problem with arbitrary A matrix
2.5.3.1 Proof of Theorem 44
In this section, we use the same notation as that used in Section 2.5.1.1. So, let J be
a partition of the index set of columns of A (that is [n]). Let V = {v1, . . . , vq} be the
vertices of GpackA,J (based on Definition 77). Let Ṽ = {V u1 , V u2 , . . . , V uk} ⊆ V be the
subset of sparse cut support list corresponding to the definition of corrected average






i=1 |V ui| = DV .
Recall from Section 2.5.1.1 a couple of definitions: first, the function φ maps





For the purpose of this section, let x(S) = argmax
{
(c|φ(S))T (x|φ(S)) | x ∈ P I
}
.
(Notice that this is different from the definition used in Section 2.5.1.1.)




Proof. Proof. Fix any Ṽ ∈ Ṽ and S ⊆ Ṽ . Let x∗ = argmax{cTx |x ∈ P V,P}
be an optimal solution corresponding to the optimization over P V,P . Since P V,C =⋂
Ṽ ′∈Ṽ P
(Ṽ ′), we have that x∗ ∈ P (S) ⊇ P (Ṽ ′). From Observation 6 we then get
x∗|φ(S) ∈ P I |φ(S).
Thus we get (c|φ(S))T (x∗|φ(S)) ≤ (c|φ(S))T (x(S)|φ(S)) ≤ cTx(S), where the first in-
equality follows from optimality of x(S) and the second inequality follows from non-
negativity of c and x(S).
In particular, since Ṽ covers V , we can apply this to the any singleton S = {v}
and get (c|φ(v))T (x∗|φ(v)) ≤ cTx(v).
Applying this bound, we obtain that for any Ṽ ∈ V
zV,P = cTx∗ = (c|φ(Ṽ ))
T (x∗|φ(Ṽ )) +
∑
v∈V \Ṽ




This concludes the proof.
Now we are ready to complete the proof of the theorem. Using Lemma 73 for all
sets in Ṽ and adding up these inequalities we obtain that


















miss(v) · cTx(v), (13)
where miss(v) = |{i ∈ [k] | v 6∈ V ui}|, that is the number of sparse-cut types in V in
which the variables corresponding to vertex v do not appear.
Moreover it follows from the definition of x(S) that xS ∈ P I and therefore we have
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where the second inequality follows from taking a weighted average, the third in-
equality follows from (13). Finally, the next lemma shows that k +
∑
vmiss(v) =
k + kq − kDV , concluding the proof of the theorem.
Lemma 74. kDV +
∑
v∈V miss(v) = kq.
Proof. Proof. We perform a simple double counting. Consider the V/{V i}i incidence
matrix B ∈ {0, 1}k×q defined as Bi,v = 1 if v ∈ V i and Bi,v = 0 if v /∈ V i. Using the
definition of DV we have:
kDV = |{(i, v) ∈ [k]× V |Bi,v 6= 0}| . (14)






|{i ∈ [k] | v 6∈ V i}| = |{(i, v) ∈ [k]× V |Bi,v = 0}| . (15)
By (14) and (15), we have that kDV +
∑
v∈V miss(v) = kq. This concludes the
proof.
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2.5.3.2 Proof of Theorem 46








xi = 1 (16)
xi + xj ≤ 2− ε ∀i ∈ {1, . . . , K − 1}, ∀j ∈ {K + 1, . . . , 2K − 1} \ {K + i}
(17)
xK + xj ≤ 2− ε ∀j ∈ {K + 1, . . . , 2K − 1} (18)
x ∈ {0, 1}2K−1.
(We assume ε < K−1
K
.) Let P denote the integer set relative to this problem.
We consider the partition J = {J1, . . . , JK} of the columns given by J1 =
{1, . . . , K}, Ji = {K + i − 1} for i ∈ 2, . . . , K. Notice that the packing interaction
graph GpackA,J for this program is a star on K nodes. Writing explicitly G
pack
A,J = (V,E)
with V = {v1, . . . , vK} and
E = {(v1, v2), (v1, v3), (v1, v4), . . . , (v1, vK)}.
Since we are in the context of the super sparse closure, we have the support list
V = {{v1}, {v2}, . . . , {vK}} .
We show the bound zS.S. ≥ K · zI − ε, and start by lower bounding zS.S..
Lemma 75. zS.S. ≥ K − ε
Proof. Proof. We claim that the point x̄ given by x̄j =
ε
K−1 for all j = {1, . . . , K−1},
x̄K = 1 − ε, x̄j = 1 for all j ∈ {K + 1, . . . , 2K − 1} belongs to the natural sparse
closure P S.S., proving it using Observation 6.
First, it is easy to check that x̄ belongs to the LP relaxation PLP . Moreover,
note that P I |J1 = {(x1, . . . , xK) ∈ [0, 1]K |
∑K
i=1 xi = 1}, and hence x̄|J1 ∈ P I |J1 . In
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(Jj), from Observation 6 we get that x̄ ∈ P S.S..
To complete the proof, we show that the optimal value of the IP is (at most) 1,
namely exactly one of the variables xK , xK+1, . . . , x2K−1 can take a value of 1 and the
others are zero. So consider any feasible solution x̄ ∈ {0, 1}2K−1. If x̄K = 1, then
the constraints (18) imply that xK+1 = xK+2 = · · · = x2K−1 = 0. On the other hand
if x̄K = 0, then by constraint (16) there is some i ∈ [K − 1] with x̄i = 1, and so
constraints (17) imply x̄j = 0 for all j ∈ {|V | + 1, . . . , 2K + 1} \ {K + i}, and so at
most x̄j can take value 0.
Since zI ≤ 1 and zS.S. ≥ K − ε, we get the desired bound zS.S. ≥ K · zI − ε,
concluding the proof of Theorem 46.
2.5.3.3 Proof of Theorem 48
We will construct an example with 2K variables. To start, for k ∈ [K] let P Ik be the
convex hull of the points
Pk :=
{
(x, y) ∈ {0, 1}K+K
∣∣
yk = 1 if and only if either [xk = 1, xi = 0 ∀i 6= k] or [xk = 0, xi = 1 ∀i 6= k]}





s.t. (x, y) ∈
⋂
k∈[K]
P Ik ∩ {0, 1}2K .
Let P denote the associated integer set. The partition of variable indices we consider
is J = {J0, J1, J3, . . . , JK}, where J0 corresponds to the variables x, and each Jk
corresponds to variable yk for k ∈ [K]. Notice that the packing interaction graph
GpackA,J is a star on K + 1 nodes; explicitly, G
pack
A,J = (V,E) with V = {v0, . . . , vK} and
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E = {{v0, v1}, . . . , {v0, vK}}. Recall we are in the natural sparse closure setting, so
the support list V in this case equals the edge set E.
We show that zN.S. ≥ K · zI . For that, we start by lower bounding zN.S..
Lemma 76. zN.S. ≥ K.
Proof. Proof. We show that the solution (x̄, ȳ) given by x̄ = 1
2
1 and ȳ = 1 belongs to
PN.S.. Following Observation 6, to show (x̄, ȳ) ∈ PN.S. it suffices to show (x̄, ȳ) ∈ PLP






P Ik |(x,yk) (the latter uses the fact P Ij |(x,yk) = [0, 1]K+1 for j 6= k). Thus it suffices to
show (x̄, ȳ) ∈ P Ik for all k ∈ [K]
For that, fix k ∈ [K] and consider the points (xk1, ek) and (xk2, ek), where ei is
the ith canonical basis vector and
xk1i =
 1 if i = k,0 otherwise
xk2i =
 0 if i = k,1 otherwise .
By definition both these points belong to Pk; the average
1
2





1, ek) also belongs to Pk. Moreover, since the constraints defining P
I
k are indepen-




Now it is easy to see from the definition of Pk that no feasible solution to the IP
can set more than one y variable to 1, and hence the optimal value zi is at most 1.
Together with the previous lemma, this gives the desired bound zN.S. ≥ K · zI , thus
concluding the proof of the theorem.
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Chapter III
APPROXIMATION ALGORITHM FOR SPARSE
PACKING INTEGER PROGRAMS
3.1 Introduction
A packing integer program (IP) is a problem of the following form:
(P) max cTx
s.t. Ax ≤ b
x ∈ Zn+,
where A ∈ Rm×n+ , b ∈ Rm+ , and c ∈ Rn+. In this chapter, we present a new approxi-
mation algorithm for solving extremely large-scale packing IPs which exploits global
sparsity pattern of the constraint matrix A which we assume is known in advance.
Our method to describe the global sparsity pattern of A is via a graph that is
based on partitioning the columns of the matrix A into blocks that represents nodes
of the graph and then generalizing the concept of intersection graph [20] to describe
the edges of the graph. This is the same method of describing the sparsity pattern
that we used in a recent study on the effectiveness of sparse cutting-planes for sparse
packing IPs [18].
Our algorithm is essentially a decomposition heuristic with performance guar-
antees. It runs in two phases. In the first phase, the sparse packing problem is
partitioned into smaller parts and then these small integer programs are solved. In
the second phase, the optimal solutions of the smaller problems are patched together
into a feasible solution for the original problem by exploiting the sparsity structure of
the constraint matrix. Notice that by design this algorithm is highly parallelizable.
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We present a theoretical guarantee on the quality of the solution produced by
this algorithm, which we show depends only on the sizes of the smaller IPs and the
sparsity structure, otherwise being completely data independent. Based on recent
work on exploiting combinatorial implosion [24], we also propose to use a computa-
tional method to compute alternative dual bounds using the optimal values of smaller
packing IPs.
Our algorithm can be viewed as a generalization of some ideas presented for two-
stage stochastic matching IPs in the papers [28, 19]. At a high level, similar ideas
have also been used to solve multi-stage capacity expansion problem [3]. We however
note that our algorithm is much more general in scope (and particularly its analysis),
especially since it can be used whenever the instance’s global sparsity structure is
known in advance (which may not be the same as that of stochastic programming
instances). We mention in passing that a number of randomized LP-rounding based
approximation algorithms for sparse packing IPs have also been proposed [5, 35]. Our
algorithm, as discussed above, is quite different in spirit.
We experiment on randomly generated sparse instances and also packing integer
programs with tree structure and compare the results of our algorithm to those by
CPLEX and also a specialized heuristic for packing integer programs based on the state-
of-the-art the Greedy Randomized Adaptive Search Procedure (GRASP) of [15]. The
instances we test on are extremely large-scale and CPLEX performs quite poorly on
these instances. Our results indicate that on these instances, our algorithm outper-
forms GRASP as well.
Outline of the chapter: In Section 3.2 we present our algorithm and in Section 3.3
we present the two methods to obtain dual bounds, one theoretical which can be
precomputed and is instance independent while the other is computational that gives
instance-specific bounds. In Section 3.4 we present results from our computational
results. We make some concluding remarks in Section 3.5.
83
3.2 Algorithm
Given a positive integer integer n, we represent the set {1, . . . , n} by [n].
First we present some necessary definitions in Section 3.2.1, then present the
details of our algorithm in Section 3.2.2 and finally in Section 3.2.3 we show that the
algorithm produces a feasible solution.
3.2.1 Some definitions
In this section, we introduce some definitions that are used throughout this chapter.
These definitions were introduced in Chapter 2. But for the convenience of reading, we
introduce the related definitions again in this chapter, which are useful in describing
the algorithm.
Let [n] be the index set of all columns and [m] be the index set of all rows. Let
J = {J1, J2 . . . , Jq} be a partition of [n] into blocks, that is, Ji ⊆ [n] for all i ∈ [q],⋃q
i=1 Ji = [n] and Ji ∩ Jj = ∅ when i 6= j. We call each element of J a block. We
next define the packing interaction graph of a matrix A, which encodes the global
sparsity structure of A.
Definition 77 (Packing interaction graph of A). Consider a matrix A ∈ Rm×n+ . Let
J := {J1, J2 . . . , Jq} be a partition of [n]. We define the packing interaction graph
GpackA,J = (V,E) as follows:
1. There is one node vj ∈ V for every block Jj ∈ J .
2. For all vi, vj ∈ V , there is an edge (vi, vj) ∈ E if and only if there is a row of A
with non-zero entries in both blocks Ji and Jj, namely there is k ∈ [m], u ∈ Ji
and w ∈ Jj such that Aku 6= 0 and Akw 6= 0.
There is a natural identification of sets of nodes of GpackA,J with sets of indices of
variables, namely if J = {J1, J2, . . . , Jq} is the given variable index partition and




i∈I Ji ⊆ [n]. We will make use of this correspondence, and in order
to make statements precise we use the function φ : 2V (G
pack
A,J ) → 2[n] to denote this
correspondence; with slight abuse of notation, for a singleton set {v} we use φ(v)
instead of φ({v}). Similarly, for a collection of node subsets C = {C1, . . . , Cs} of
GpackA,J , with slight abuse of notation, we define φ(C) =
⋃
Ci∈C φ(Ci).
Next we introduce some graph-theoretical definitions.
Definition 78 (Support list V and particle collection C(V)). Consider a simple graph
G = (V,E), and let V be a collection of subsets of V . We say V is a support list of





The particle collection of V, denoted as C(V), is a collection of subsets of V which
satisfies two conditions: (i) Each element of C(V) is a subset of an element of V and
(ii) C(V) is closed under taking subsets. In other words,
C(V) = {C ⊆ V | ∃Vi ∈ V , C ⊆ Vi}.
To simplify the notation, as long as the support list V is obvious, we use C to represent
C(V).
In our algorithm we select a support list V and the IPs that we solve correspond to
the particle list C of V , that is, for every element C ∈ C we solve an IP with variables
φ(C).
Given x ∈ Rn and N ⊆ [n], we use x|N ∈ R|N | to denote the projection of x on
the coordinates indexed by N and we use x̃|N ∈ Rn to denote the extension of x|N
such that the projection of x̃|N on N equals to x|N and rest of the entries are equal
to 0.
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3.2.2 Details of algorithm
As discussed before, our algorithm runs in two phases. In the first phase, we solve
multiple sub-IPs derived from original problem (P). In the second phase, we utilize
the graph structure GpackA,J as well as the information obtained from first phase to
construct a feasible solution for (P).
Other than the packing instance, the inputs to our algorithm is the partition
J := {J1, J2 . . . , Jq} of the columns of A into blocks and a support list V .
While the choice of J can be arbitrary, it must ideally be selected to reflect
the sparsity structure of A, that is the resulting graph GpackA,J should be sparse. For
example, a natural choice in the case of a multi-stage stochastic program, it to select
all the variables corresponding to a particular realization in a particular stage as one
block of variables.
As previously discussed, the sub-IPs solved in phase 1 correspond to the elements
in the particle collection of a support list V . Therefore the choice of V must be guided
with the need to balance the need to improve the expected solution quality (which
typically improves with a bigger size of C) and tractability is terms of the number of
sub-IPs to solve. We discuss later the choice of V in our computations.
We first present the pre-processing steps as Algorithm 1.
Algorithm 1 Pre-processing for approximation algorithm
input: A ∈ Rm×n+ ,J = {J1, . . . , Jq}, V .
Construct GpackA,J (V,E).
Construct C based on V
Algorithm 2 is the (outline of the) main algorithm. In phase 1, we solve multiple
sub-IPs for corresponding optimal solutions x1, . . . , xs and optimal objective function
values w1, . . . , ws. This is obtained by calling sub-routine Algorithm 3. Then in
the second phase we construct a feasible solution of the original packing problem by
calling sub-routine Algorithm 4.
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Algorithm 2 Approximation algorithm
(x∗, obj) = APP (A, b, c,J , GpackA,J (V,E),V , C)




for i = 1 to s do
Solve (xi, wi) = PART (A, b, c,J , Ci) calling Algorithm 3, ∀i ∈ [s].
end for
(Phase 2)
Solve (x∗) = MSS(GpackA,J (V,E),V , C, X,W ) calling Algorithm 4
return (x∗, cTx∗)
Given a set of vertices Ci, Algorithm 3 involves solving the ‘projection of (P) on
φ(Ci) variables’, that is, all the variables in [n] \ φ(Ci) are fixed to 0.
Algorithm 3 Solving partial optimization (xi, wi) = PART (A, b, c,J , Ci)
input: A ∈ Rm×n+ , b ∈ Rm+ , c ∈ Rn+, J = {J1, . . . , Jq}, Ci ∈ C.
Solve the following IP:
(P |Ci) max cTx
Ax ≤ b
x|φ(V \Ci) = 0
x ∈ Zn+
Let xi be the optimal solution and wi = c
Txi.
return (xi, wi)
Algorithm 4 describes the patching algorithm of phase 2. The patching to obtain
a feasible is obtained by solving a IP called as (MS).
3.2.3 Correctness of algorithm
Given a packing problem (P) with A ∈ Rm×n+ , b ∈ Rm+ and c ∈ Rn+ as well as a
selection J and V , let x∗ be the optimal solution obtained by Algorithm 2. We show
the correctness as below.
Theorem 79 (Correctness of algorithm). Let x∗ be the solution produced by Algorithm
2 with column partition J and support list V. Then x∗ is a feasible solution of (P).
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Algorithm 4 Solving maximal combination (x∗) = MSS(GpackA,J (V,E),V , C, X,W )
input: GpackA,J (V,E), X = {x1, . . . , xs}, V = {V1, . . . , Vk}, C = {C1, . . . , Cs}, W =
{w1, . . . , ws}.





yi + yj ≤ 1,∀i, j ∈ [s], s.t. Ci
⋂
Cj 6= ∅
yi + yj ≤ 1, ∀i, j ∈ [s], s.t. ∃v1 ∈ Ci, v2 ∈ Cj, (v1, v2) ∈ E
y ∈ {0, 1}s





Proof. Let x1, . . . , xs (where s = |C|) be the solutions generated by Algorithm 3 and
let y∗ be the optimal solution obtained by Algorithm 4. With out loss of generality,
assume that y∗j = 1, j = 1, . . . , u and y
∗ = 0, j = u+ 1, . . . , s. Let Ai∗ be the i
th row
of A, and Si = {j|Ai∗ ∗ xj 6= 0,∀j ∈ [u]}, for all i ∈ [m].
We first verify that |Si| ≤ 1 for all i ∈ [m]. If u = 1, then there is nothing to
prove. Therefore assume u ≥ 2 and assume by contradiction (and with out loss of
generality) that 1, 2 ∈ S1, which implies that A1∗ ∗x1 6= 0 and A1∗ ∗x2 6= 0. Therefore
there exists v1 ∈ C1 and k1 ∈ φ(v1), such that A1k1 6= 0. Similarly there exists v2 ∈ C2
and k2 ∈ φ(v2) such that A1k2 6= 0. Moreover note that the constraints defining (MS)
together with the fact that y∗1 = y
∗
2 = 1 imply that C1 ∩C2 = ∅. Hence v1 and v2 are
distinct nodes in GpackA,J . Now, according to the definition of packing interaction graph,
A1k1 6= 0 and A1k2 6= 0 implies that (v1, v2) ∈ E. Thus y1 + y2 ≤ 1 is a constraint of
(MS) in Algorithm 4, which is a contradiction to y∗1 = y
∗
2 = 1.





where u′ ∈ [u] and the last inequality follows from the fact that xu′ is a feasible solution
for (P |Cu′ ) and therefore a feasible solution for (P ). Thus Ax
∗ ≤ b and x∗ is a feasible
solution for (P ).
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3.3 Performance guarantees
First we present some necessary definitions in Section 3.3.1, then present details of
a data-independent dual bound (that depends only on GpackA,J and choice of V) that
guarantees the performance of the algorithm in Section 3.3.2 and finally in Section
3.3.3 we describe how bounds may be obtained in a computationally tractable fashion.
3.3.1 Some definitions
The definitions presented in this section are generalizations of standard graph-theoretic
notions. These definitions were presented in Chapter 2. For a similar reason as above,
we re-introduce the definitions here.
Definition 80 (Mixed stable set subordinate to V). Let G = (V,E) be a simple
graph. Let V be a collection of subsets of the vertices V . We call a collection of
subsets of vertices M⊆ 2V a mixed stable set subordinate to V if the following hold:
1. Every set in M is contained in a set in V
2. The sets in M are pairwise disjoint
3. There are no edges of G with endpoints in distinct sets in M.
The next definition generalizes the notion of fractional chromatic number of a
graph.
Definition 81 (Fractional mixed chromatic number with respect to V). Consider a
simple graph G = (V,E) and a collection V of subset of vertices. Given a mixed stable
set M subordinate to V, let χM ∈ {0, 1}|V | denote its incidence vector (that is, for
each vertex v ∈ V , χM(v) = 1 if v belongs to a set in M, and χM(v) = 0 otherwise.)
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M yMχM ≥ 1
yM ≥ 0 ∀M,
where the summations range over all mixed stable sets subordinate to V and 1 is the
vector in R|V | of all ones.
3.3.2 Data-independent guarantee
In this section, we prove the following result.
Theorem 82. Let xP be the optimal solution of (P), and x∗ be the solution produced
by Algorithm 2 with column partition J (resulting in packing interaction graph GpackA,J )
and support list V. Then cTx∗ ≥ cT xP
ηV (GpackA,J )
.
Theorem 82 shows that our algorithm is a ηV(GpackA,J )-approximation algorithm. To
prove the theorem, we first prove the following result.
Lemma 83. Let M be a mixed stable set subordinate to V. Then for all x feasible
for (P), cT (x̃|φ(M)) ≤ cTx∗.
Proof. Assume x0 is an arbitrary feasible solution for (P). We will show that cT (x̃0|φ(M)) ≤
cTx∗. Recall the notation that |C| = s. Let ŵ = (ŵ1, . . . , ŵs) where ŵi is obtained




















y∗i ŵi = ŵ
Ty∗.
Observe that the set of constraints of (MS) in Algorithm 4 encode mixed stable
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sets subordinate to V . Thus defining y1 ∈ {0, 1}s as
y1i =
 1 if Ci ∈M0 if Ci 6∈ M, (19)
we have that y1 satisfies the constraints of (MS).
Then construct w̄ = (w̄1, . . . , w̄s) where w̄i = c
T (x̃0|φ(Ci)) for all i. Since x0 is
feasible for (P), x̃0|φ(Ci) is feasible for (P |φ(Ci)). Thus we obtain that w̄i ≤ ŵi.
By reorganizing the solution, we have























where the last inequality follows from the construction of (MS).
Now we prove Theorem 82.
Proof of Theorem 82. For simplicity of notation letG := GpackA,J . LetW = {M1, . . . ,Mt}
be the collection of all mixed stable sets subordinate to V . According to the definition





















































































where the last inequality follows from Lemma 83.
3.3.3 Data-dependent computational upper bound
In order to estimate the performance of solution produced by Algorithm 2, we require
a valid (dual) upper bound for P. For very large-scale problems, even solving the
linear programming relaxation can be computationally expensive, as we observed in
preliminary experiments.
Fortunately, it turns out, one can use the information W = {w1, . . . , ws} collected
in Algorithm 3 to generate dual bounds using a technique from [24]. We describe this
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procedure in Algorithm 5.
Algorithm 5 Computational upper bound (zUB) = CUB(c, C,W )
input: c ∈ Qn, C = {C1, . . . , Cs}, W = {w1, . . . , ws}.
Solve the following LP:




cjxj ≤ wi,∀i ∈ [l]
0 ≤ x ≤ 1
return (zUB)
Notice that by definition of the wis (see Algorithm 3), any feasible solution x̂ of
(P), is also a feasible solution of (CUB) and therefore zUB is a valid upper bound.
We refer the reader to [24] to see a formal proof of validity of zUB.
3.4 Computational experiments
In this section, we examine the performance of the proposed approximation algorithm
in solving two classes of set packing problems. We remind the reader that set packing
instances are of the form:
(SP) max cTx
s.t. Ax ≤ 1
x ∈ {0, 1}n,
where A ∈ {0, 1}m×n, c ∈ Qn+.
3.4.1 GRASP
The basic idea of GRASP is that it starts with a feasible solution (default starting
point is 0) and then tries to randomly add more items to the solution. We will
compare the performance of Algorithm 2 against the GRASP heuristic, which is one
of the state-of-the-art methods to solve packing IPs [15]. We will also implemented a
heuristic combining our approximation algorithm with GRASP.
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Broadly speaking the GRASP implementation for set packing IPs [15] involves
five features: (i) A random greedy procedure to build a pool of solutions, (ii) a so-
called ‘learning feature’ that changes the way the variables are evaluated based on
previously found solutions, (iii) a so-called ‘reactive feature’ that updates the level of
randomization in the GRASP algorithm based on previously found solutions, (iv) a
local search method to improve the quality of solution, and (v) a path-linking method
to also discover better solutions using a pool of solutions.
We also did not implement path-linking since as shown in [15], this step is signifi-
cantly more time consuming than other steps but produces the least improvement in
the quality of solutions. We do not report results using the reactive1 and learning2
feature, since preliminary experiments showed no advantage of using these features
for our instances. We present a brief description of GRASP and local search in Ap-
pendix C. We describe all the choices we make in the next section.
3.4.2 Software and hardware
We implement the algorithms using CPLEX callable libraries (version 12.5) and run
the algorithms on Intel Xeon E5520 8 core Linux servers installed with 48 Gb RAM.
Every program is run using single-threading (see discussion in Section 3.5).
3.4.3 Instance generation
We test two different kinds of instances: (i) ‘random graph’ based instances, that
is, instances where we first generate a random graph G and then constructs the A
matrix randomly so that with a suitable selection of J , we obtain that GpackA,J = G, (ii)
instances whose packing interaction graph is a tree with three layers. These instances
include but not limited to the three-stage stochastic programming instances with
1Reactive feature makes extensive use of local-search and as we discuss later and also show
numerically, our instances are too large for running local search often.
2Learning feature usually produced results that were very similar to those produced by GRASP;
and in fact most often slightly worse than solutions produced by GRASP for our instances.
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Markov property. Since we generate set packing instances, we only need to describe
how that objective function and constraint matrix is generated. We first present how
we generate constraint matrix given a certain underlying graph G(V,E). We apply
this for both classes of instances.
Given a target packing interaction graph, say G(V,E) (where nv = |V |), we
construct a matrix that can be partitioned into |E| × |V | blocks with each block of
size sqr× sqr (where sqr is a parameter). Thus the constraint matrix has |E| × sqr
rows and |V | × sqr columns. The (i, j)th block is all zeros if edge i is not incident
to node j. Else if edge i is incident to node j, then the (i, j)th block is a randomly
generated sparse matrix: we assign each entry the distribution of Bernoulli(pnz),
where pnz is a parameter.
3.4.3.1 Random packing interaction graph based instances
We generate a random Erdös-Rényi graph as our target packing interaction graph
with nv vertices (where nv is a parameter), that is, given two nodes there is an edge
connecting them with probability pe (where pe is a parameter). Since a disconnected
graph implies that the set packing problem is decomposable, we only accept graphs
that are connected.
For the objective function, each entry follows a distribution of uniform{1, . . . , Mobj},
where Mobj is a parameter.
Parameter values and number of instances
1. There are 20,000 variables in total. Three possible pairs of (nv, sqr) used are
(50, 400), (100, 200), and (125, 160).
2. Given the number of vertices nv, there are four choices of pe: {3%, 5%, 8%, 10%}.
Three graphs are generated for each pe.
95
3. In each block, there are four choices of pnz: {5%, 10%, 15%, 20%}. Five instances
are generated for each pnz.
4. Mobj = 50.
3.4.3.2 Tree-structured instances
In this section we test the instances based on a tree with three layers. Since a two-
stage stochastic program triggers a tree with two layers as the packing interaction
graph, it is intuitive to expend the tree in number of layers. It is notable that some
of the three-stage stochastic programs has such a structure (as long as the first stage
scenario is independent with the third stage ones). But it is not necessarily that all
the three-stage stochastic programs share this structure.
Now we introduce the parameters to generate the graph GpackA,J and the instances.
Since GpackA,J is a tree with three layers, we only need to decide the number of leaves
in second and third layer. Given the root node v0 (the first layer), we introduce nss
vertices (v1, . . . , vnss) connecting v0 in the tree. Then for each node v1, . . . , vnss on the
second layer, there are nts leaves connected to it. Thus, we construct a 3-layer tree
that has nss nodes on second layer and nss ∗ nts leaves.
With respect to the objective function, first we set cj = 1 for all variable j in the
first stage. For all variable xj that belongs to a node on second layer, cj = 1/nss. For
all variable xj that shows up in the blocks corresponding to a leave, cj = 1/(nss ∗nts).
Parameter values and number of instances
1. There are two choices of nss: {8, 10}.
2. There are three choices of nts: {6, 8, 10}.
3. There are three choices of sqr: {100, 150, 150}.
96
4. For every instance, in each block there are four choices of pnz: {5%, 10%, 15%, 20%}.
Five instances are generated for each pnz.
3.4.4 Design of computational experiments
Rationale for the experiments we conduct: Given an instance, to conduct a fair
comparison we must give each method equal time. Our basic approximation algorithm
has a fixed running time, but GRASP needs a time or iteration cap. Therefore, we first
ran our algorithm (and its variants) and used this time as a baseline to run CPLEX
and GRASP (and its variants) for the same amount of time. In fact, for all other
methods we gave 5% more time so as to err on the conservative side in evaluating our
algorithm. Moreover since local search is expensive, we used a different time bench
mark when evaluating them.
Following are the details of the steps in our experiments for a given instance.
Approximation algorithm In all our experiments, we selected V = {{vi, vj} | (vi, vj) ∈
E}. Therefore, the particle collection is C(V) = {{vi} | vi ∈ V }
⋃
{{vi, vj} | (vi, vj) ∈
E}. We followed the following steps:
• Basic approximation algorithm: We implemented Algorithm 2, that is we
obtain (x∗, zA) = APP (A,1, c,J , GpackA,J ,V , C), where zA represents the optimal
value with approximation algorithm. Let TAAGS be the total running time for
Algorithm 2.
• Approximation algorithm with basic GRASP (without local search):
We attempt to improve x∗ by applying basic version of GRASP, that is Al-
gorithm 8, (x̂∗, zAG) = GRASP (x∗, A, c, alphaSet, proba) (see below for our
choices of alphaSet, proba). The stopping criteria is 260 iterations. This num-
ber of iterations is based on recommendations in [15]. Let TGAGS be the total




AGS, is the total time
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for Algorithm 2 and Algorithm 8. TAGAGS will be our baseline time for comparison
with other methods that do not use local search.
• Approximation algorithm with GRASP and local search: We imple-
mented local search Algorithm 9 to obtain (xS) = LS(x̂∗, A, c). Let zAGS =
cTxS be the best value after applying local search. Let TSAGS be the total run-




AGS, is the total time for
Algorithm 2, Algorithm 8 and Algorithm 9. TAGSAGS will be our baseline time for
comparison with other methods that use local search.
We also implemented Algorithm 5, which uses W obtained from approximation algo-
rithm, to obtain the computational dual bound (LPMSS) = CUB(c, C,W ).
CPLEX Given the instance with information A, c and time T , we run CPLEX to
solve the IP with time limit 1.05 ∗ TAGAGS. We set CPLEX’s ‘MIPEMPHASIS’ parameter
set to ‘FEASIBILITY’ so that CPLEX will frequently generate more feasible solutions
as it optimizes the problem, at some sacrifice in the speed to the proof of optimality.
Let IP CPLEX be the optimal objective value CPLEX obtains and LP CPLEX be the best
bound it finds.
Variants of GRASP With respect to GRASP, the alphaset we used is
alphaset = {0, 0.15, 0.3, 0.45, 0.5, 0.6, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 1}.
Since |alphaset| = 13, the probability set proba includes 13 elements that all of them
equals to 1/13. This setting is the same as that recommended in Section 5 of [15].
Given the instance with information A, c and time T used by our algorithm, we
implement GRASP in the following steps.
• Basic GRASP: We implemented (xG, zG) = GRASP (~0, A, c, alphaSet, proba)
with time limit 1.05 ∗ TAGAGS as stopping criteria. Let zG denote the objective
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function value of the best solution found by GRASP. Formally, we record the
running time of this algorithm as TGG. We record the number of iterations of
GRASP as NItGG.
• GRASP with local-search: Let xnew = ~0 and xold = ~0. Let zGS = 0. We run
iterations of GRASP (~0, A, c, alphaSet, proba) and pause the algorithm every
260 iterations and record the best solution xnew till that time point. If xnew
is better than the previous best solution xold, then update xold = xnew and
apply local search Algorithm 9 on xnew: (x
S) = LS(xnew, A, c). If c
TxS > zGS,
update zGS = cTxS. Return zGS as the best result achieved by GRASP and
local search.
We terminate when the total running time exceeds the time limit 1.05 ∗ TAGSAGS.
We run at least one iteration of local search (preceded by 260 iterations of
basic GRASP iterations), and in some cases this time may significantly exceed
1.05 ∗ TAGSAGS. Therefore, we will report the time for GRASP with local-search
explicitly for our experiments as TGSG + T
GS
S where the first term is the (basic)
GRASP running time and the second term is the local-search running time. We
record the the number of iterations of basic GRASP as NItGGS and the number
of iterations of local-search as NItSGS.
We note here that we have implemented local search much more sparingly than
recommended in [15]. In particular, we choose to run local search on good solutions
rather than all solutions. The reason for this is the following: Given the large sizes of
our instances, local search is very time consuming, so we want to say “time budget”
for rest of GRASP. Moreover, since local search continues to loop until improvements
are made, we expect it to become very expensive if we run them starting from bad
solutions (we see evidence of this in our experiments). Therefore (as discussed above),
together with our approximation algorithm, we only apply local search on the best
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solution. Together with pure GRASP, we apply the local search on multiple “good
solutions” (as explained above on xnew – instead of all solutions as recommended
in [15]).
3.4.5 Results
3.4.5.1 Notations for tables
We use the following acronyms for different methods/features.
1. A: our approximation algorithm.
2. G: (basic) GRASP algorithm.
3. L: the learning feature of GRASP.
4. S: the local search feature of GRASP.
5. B: stands for BestBound = min{LPMSS, LP CPLEX, LPRELAX}. We discovered
that for almost all the instances, BestBound = LPMSS.
6. IP stands for the value of IP CPLEX.
A combination of letters implies that the corresponding methods/features have been
used together. Also
1. To simplify the notation of zA, we just use the letter A to represent it.
2. N() represents the number of instances that satisfies the condition in bracket.
For example, N(AG > A) means the number of instances satisfying zAG > zA.
3. M() represents the geometric mean of the value in bracket. For example, M(B/A)
stands for the geometric mean of zB/zA.
4. GAPmethod represents the geometric mean of the relative gap with respect to the





5. To simplify notation, η(G) is the fractional mixed chromatic number of the
graph GpackA,J with respect to our choice of V . If we do not have the exact value
of fractional mixed chromatic number, then we report a lower bound on it,
denoted as LB η(G). We estimate the lower bound on η(G) using the following
method: By solving an IP (similar to the one solved in Algorithm 4) we find
a mixed stable set subordinate to V containing the largest number of vertices.
Let the number of vertices in this mixed stable set be MCard. Then it is easy
to verify that |V |/MCard provides a lower bound for η(G).
6. In the instance feature column, we describe the features of instances such as
the number of nodes in GpackA,J as nv followed with its value. The phrase ID
represents the index of the graph/instance. The column NIns displays the
number of instances based on a certain graph GpackA,J .
3.4.5.2 Results for random graph based instances
In this section, we show the results for random graph based instances. We generated
multiple graphs for our experiments. However, based on the results, there is no
significant difference in the trends between the different graphs with same features.
Thus, in order to simplify the presentation, we present results for one graph for each
feature.
Approximate algorithm’s actual performance vs theoretical worst case per-
formance In Table 7, we compare the value of BestBound
zA
against the lower bound
on fractional mixed chromatic number. The values of BestBound
zA
are lower than the
lower bounds on the fractional mixed chromatic number with respect to V , indicting
that the actual performance of the algorithm is significantly better than that of the




vs fractional mixed chromatic number (random graph instances)
Instance
Features
NIns M(B/A) LB η(G)
nv50pe3sqr400ID1/pnz5 5 1.10 1.52
nv50pe3sqr400ID1/pnz10 5 1.09 1.52
nv50pe3sqr400ID1/pnz15 5 1.10 1.52
nv50pe3sqr400ID1/pnz20 5 1.00 1.52
nv50pe5sqr400ID1/pnz5 5 1.16 1.56
nv50pe5sqr400ID1/pnz10 5 1.18 1.56
nv50pe5sqr400ID1/pnz15 5 1.23 1.56
nv50pe5sqr400ID1/pnz20 5 1.00 1.56
nv50pe8sqr400ID1/pnz5 5 1.17 1.67
nv50pe8sqr400ID1/pnz10 5 1.20 1.67
nv50pe8sqr400ID1/pnz15 5 1.30 1.67
nv50pe8sqr400ID1/pnz20 5 1.02 1.67
nv50pe10sqr400ID1/pnz5 5 1.36 1.79
nv50pe10sqr400ID1/pnz10 5 1.48 1.79
nv50pe10sqr400ID1/pnz15 5 1.52 1.79
nv50pe10sqr400ID1/pnz20 5 1.09 1.79
nv100pe3sqr200ID1/pnz5 5 1.19 1.52
nv100pe3sqr200ID1/pnz10 5 1.19 1.52
nv100pe3sqr200ID1/pnz15 5 1.30 1.52
nv100pe3sqr200ID1/pnz20 5 1.25 1.52
nv100pe5sqr200ID1/pnz5 5 1.36 1.82
nv100pe5sqr200ID1/pnz10 5 1.39 1.82
nv100pe5sqr200ID1/pnz15 5 1.61 1.82
nv100pe5sqr200ID1/pnz20 5 1.45 1.82
nv100pe8sqr200ID1/pnz5 5 1.76 2.22
nv100pe8sqr200ID1/pnz10 5 1.99 2.22
nv100pe8sqr200ID1/pnz15 5 2.15 2.22
nv100pe8sqr200ID1/pnz20 5 1.74 2.22
nv100pe10sqr200ID1/pnz5 5 2.14 2.63
nv100pe10sqr200ID1/pnz10 5 2.50 2.63
nv100pe10sqr200ID1/pnz15 5 2.56 2.63
nv100pe10sqr200ID1/pnz20 5 2.03 2.63
nv125pe3sqr160ID1/pnz5 5 1.34 1.74
nv125pe3sqr160ID1/pnz10 5 1.35 1.74
nv125pe3sqr160ID1/pnz15 5 1.49 1.74
nv125pe3sqr160ID1/pnz20 5 1.52 1.74
nv125pe5sqr160ID1/pnz5 5 1.66 2.16
nv125pe5sqr160ID1/pnz10 5 1.72 2.16
nv125pe5sqr160ID1/pnz15 5 1.99 2.16
nv125pe5sqr160ID1/pnz20 5 1.87 2.16
nv125pe8sqr160ID1/pnz5 5 2.20 2.66
nv125pe8sqr160ID1/pnz10 5 2.51 2.66
nv125pe8sqr160ID1/pnz15 5 2.59 2.66
nv125pe8sqr160ID1/pnz20 5 2.34 2.66
nv125pe10sqr160ID1/pnz5 5 2.29 2.84
nv125pe10sqr160ID1/pnz10 5 2.73 2.84
nv125pe10sqr160ID1/pnz15 5 2.75 2.84
nv125pe10sqr160ID1/pnz20 5 2.46 2.84
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Relative performance of various algorithms In Table 8, we show the relative
gap of various algorithms. The numbers in brackets record the number of instances
where the relative gaps is 0. The geometric mean is computed for instances with
non-zero relative gap.
In Table 9, we present the number of times approximation algorithm based strate-
gies beat the other methods.
We can make the following observations:
1. Performance of CPLEX: CPLEX performs very poorly on these large scale in-
stances. In fact, almost always the only solution it reports is the trivial all
zeros solution.
2. Approximation algorithm together with GRASP vs GRASP: Only in 30 in-
stances (out of a total of 240 instances) GRASP produces a better solution
than approximation algorithm together with GRASP. In fact, if we see Table 8,
we also see that Approximation algorithm together with GRASP produces sig-
nificantly better solutions that GRASP. It is also interesting to observe that
when the relative gap of approximation algorithm is high, it is also usually high
for GRASP.
3. Approximation algorithm together with GRASP and local search vs GRASP
with local search: Only in 49 instances (out of a total of 240 instances) GRASP
with local search produces a better solution than approximation algorithm to-
gether with GRASP and local search. In fact, if we see Table 8, we also that
Approximation algorithm together with GRASP and local search produces sig-
nificantly better solutions that GRASP and local search.
4. Effect on performance of approximation algorithm vs number of vertices in
GpackA,J : The solution produced by approximation algorithm is very good when
the number of vertices is low. Indeed some instances are solved exactly and
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the geometric mean of the relative gap varies between 8% − 22% for graphs
with 50 nodes. For these instances, the improvement produced by GRASP and
local search over the solution produced by approximation algorithm, although
non-zero, is not substantial. On the other hand, for graphs with 125 nodes,
the geometric mean of the relative gap for the approximation algorithm varies
between 25%− 64%. We also see that GRASP and local search produces more
improvement over approximation algorithm in this case. This trend may be
explained by the increase in the fractional mixed chromatic number as the
number of vertices increase. In Table 7, we see a indication of this trend, via
observing that the lower bounds on the fractional mixed chromatic number
increases with increasing number of vertices.
5. Local search is a stronger method to improve the initial solutions than basic
GRASP iterations. In particular, if GRASP improves an initial solution con-
siderably, then typically we observe that local search also works effectively.
Time taken by various algorithms In Table 10, we show the time taken by the
various algorithms. We make the following observations:
1. One disadvantage of our algorithm is that since it depends on solving sub-IPs,
the computational time varies quite a bit.
2. Note that the average time for one iteration of local search is lesser when called
after approximation algorithm and GRASP, compared to the when called after
basic GRASP. This is because the solution is usually lower in quality after
GRASP and therefore local-search runs many more loops.
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Table 8: Relative gap of various algorithms (random graph instances)
Instance
Features
NIns GapA GapAG GapAGS GapIP GapG GapGS
nv50pe3sqr400ID1/pnz5 5 9.37 9.18 9.10 100.00 19.57 16.92
nv50pe3sqr400ID1/pnz10 5 7.82 7.82 7.81 100.00 19.80 16.74
nv50pe3sqr400ID1/pnz15 5 7.86(1) 7.86(1) 7.86(1) 10.13 25.32 17.07
nv50pe3sqr400ID1/pnz20 5 N/A(5) N/A(5) N/A(5) 100.00 1.49 N/A(5)
nv50pe5sqr400ID1/pnz5 5 13.52 12.94 12.32 100.00 21.65 18.58
nv50pe5sqr400ID1/pnz10 5 15.42 14.98 13.99 100.00 23.82 18.45
nv50pe5sqr400ID1/pnz15 5 18.64 18.64 18.64 100.00 32.92 24.72
nv50pe5sqr400ID1/pnz20 5 N/A(5) N/A(5) N/A(5) 100.00 8.80 3.70
nv50pe8sqr400ID1/pnz5 5 14.24 13.18 12.68 100.00 21.81 18.37
nv50pe8sqr400ID1/pnz10 5 16.60 16.04 15.45 100.00 23.47 20.12
nv50pe8sqr400ID1/pnz15 5 22.92 22.92 22.92 100.00 36.55 28.74
nv50pe8sqr400ID1/pnz20 5 1.96 1.96 1.96 100.00 6.76 3.04
nv50pe10sqr400ID1/pnz5 5 26.47 25.38 24.75 100.00 30.84 28.60
nv50pe10sqr400ID1/pnz10 5 32.63 32.63 31.72 100.00 37.06 33.18
nv50pe10sqr400ID1/pnz15 5 34.25 34.25 34.25 100.00 43.43 39.26
nv50pe10sqr400ID1/pnz20 5 8.00 8.00 8.00 100.00 14.68 8.00
nv100pe3sqr200ID1/pnz5 5 15.67 14.83 14.07 100.00 22.70 18.92
nv100pe3sqr200ID1/pnz10 5 15.94 15.78 15.49 100.00 26.30 23.16
nv100pe3sqr200ID1/pnz15 5 22.78 22.78 22.14 100.00 30.50 26.02
nv100pe3sqr200ID1/pnz20 5 19.76 19.76 19.76 100.00 33.44 25.94
nv100pe5sqr200ID1/pnz5 5 26.47 23.72 22.82 100.00 29.40 26.26
nv100pe5sqr200ID1/pnz10 5 28.29 27.30 25.06 100.00 31.74 28.50
nv100pe5sqr200ID1/pnz15 5 37.70 37.68 36.96 100.00 42.61 38.34
nv100pe5sqr200ID1/pnz20 5 30.81 30.81 30.81 100.00 38.13 34.13
nv100pe8sqr200ID1/pnz5 5 43.27 35.10 33.45 100.00 37.97 35.23
nv100pe8sqr200ID1/pnz10 5 49.76 45.97 41.66 100.00 43.67 40.19
nv100pe8sqr200ID1/pnz15 5 53.38 53.38 52.57 100.00 55.17 52.08
nv100pe8sqr200ID1/pnz20 5 42.60 42.60 42.60 100.00 51.10 47.48
nv100pe10sqr200ID1/pnz5 5 53.18 41.52 38.91 100.00 41.63 39.12
nv100pe10sqr200ID1/pnz10 5 60.01 56.45 52.25 100.00 51.42 48.93
nv100pe10sqr200ID1/pnz15 5 60.89 60.89 60.78 100.00 63.05 61.54
nv100pe10sqr200ID1/pnz20 5 50.66 50.66 50.66 100.00 57.34 54.91
nv125pe3sqr160ID1/pnz5 5 25.56 23.04 21.63 100.00 27.42 24.64
nv125pe3sqr160ID1/pnz10 5 25.83 24.79 23.67 100.00 30.54 26.95
nv125pe3sqr160ID1/pnz15 5 32.80 32.31 31.52 100.00 37.71 33.26
nv125pe3sqr160ID1/pnz20 5 34.04 34.04 33.99 100.00 43.62 40.33
nv125pe5sqr160ID1/pnz5 5 39.74 33.12 31.46 100.00 35.25 32.47
nv125pe5sqr160ID1/pnz10 5 41.87 38.16 35.64 100.00 38.66 35.33
nv125pe5sqr160ID1/pnz15 5 49.63 49.22 47.85 100.00 49.91 47.09
nv125pe5sqr160ID1/pnz20 5 46.64 46.64 46.57 100.00 53.44 51.20
nv125pe8sqr160ID1/pnz5 5 54.46 42.16 40.43 100.00 42.13 39.57
nv125pe8sqr160ID1/pnz10 5 60.16 53.57 49.18 100.00 48.97 46.72
nv125pe8sqr160ID1/pnz15 5 61.40 61.23 60.11 100.00 62.07 59.74
nv125pe8sqr160ID1/pnz20 5 57.34 57.34 57.20 100.00 63.83 61.24
nv125pe10sqr160ID1/pnz5 5 56.35 43.19 40.07 100.00 42.83 40.46
nv125pe10sqr160ID1/pnz10 5 63.40 58.30 53.00 100.00 51.14 48.38
nv125pe10sqr160ID1/pnz15 5 63.66 63.66 62.39 100.00 63.72 61.34
nv125pe10sqr160ID1/pnz20 5 59.39 59.39 59.39 100.00 64.79 62.55
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Table 9: Number of instances where approximation algorithm based strategy is better
than CPLEX or pure GRASP based strategy (random graph instances)
Instance
Features
NIns N(AG ≥ IP) M(AG ≥ G) N(AGS ≥ GS)
nv50pe3sqr400ID1/pnz5 5 5 5 5
nv50pe3sqr400ID1/pnz10 5 5 5 5
nv50pe3sqr400ID1/pnz15 5 5 5 5
nv50pe3sqr400ID1/pnz20 5 5 5 5
nv50pe5sqr400ID1/pnz5 5 5 5 5
nv50pe5sqr400ID1/pnz10 5 5 5 5
nv50pe5sqr400ID1/pnz15 5 5 5 5
nv50pe5sqr400ID1/pnz20 5 5 5 5
nv50pe8sqr400ID1/pnz5 5 5 5 5
nv50pe8sqr400ID1/pnz10 5 5 5 5
nv50pe8sqr400ID1/pnz15 5 5 5 5
nv50pe8sqr400ID1/pnz20 5 5 5 5
nv50pe10sqr400ID1/pnz5 5 5 5 5
nv50pe10sqr400ID1/pnz10 5 5 5 5
nv50pe10sqr400ID1/pnz15 5 5 5 5
nv50pe10sqr400ID1/pnz20 5 5 5 5
nv100pe3sqr200ID1/pnz5 5 5 5 5
nv100pe3sqr200ID1/pnz10 5 5 5 5
nv100pe3sqr200ID1/pnz15 5 5 5 5
nv100pe3sqr200ID1/pnz20 5 5 5 5
nv100pe5sqr200ID1/pnz5 5 5 5 5
nv100pe5sqr200ID1/pnz10 5 5 5 5
nv100pe5sqr200ID1/pnz15 5 5 5 4
nv100pe5sqr200ID1/pnz20 5 5 5 5
nv100pe8sqr200ID1/pnz5 5 5 5 5
nv100pe8sqr200ID1/pnz10 5 5 1 1
nv100pe8sqr200ID1/pnz15 5 5 5 1
nv100pe8sqr200ID1/pnz20 5 5 5 5
nv100pe10sqr200ID1/pnz5 5 5 4 3
nv100pe10sqr200ID1/pnz10 5 5 0 0
nv100pe10sqr200ID1/pnz15 5 5 5 5
nv100pe10sqr200ID1/pnz20 5 5 5 5
nv125pe3sqr160ID1/pnz5 5 5 5 5
nv125pe3sqr160ID1/pnz10 5 5 5 5
nv125pe3sqr160ID1/pnz15 5 5 5 4
nv125pe3sqr160ID1/pnz20 5 5 5 5
nv125pe5sqr160ID1/pnz5 5 5 5 5
nv125pe5sqr160ID1/pnz10 5 5 3 2
nv125pe5sqr160ID1/pnz15 5 5 5 0
nv125pe5sqr160ID1/pnz20 5 5 5 5
nv125pe8sqr160ID1/pnz5 5 5 2 1
nv125pe8sqr160ID1/pnz10 5 5 0 0
nv125pe8sqr160ID1/pnz15 5 5 5 2
nv125pe8sqr160ID1/pnz20 5 5 5 5
nv125pe10sqr160ID1/pnz5 5 5 2 3
nv125pe10sqr160ID1/pnz10 5 5 0 0
nv125pe10sqr160ID1/pnz15 5 5 3 0
nv125pe10sqr160ID1/pnz20 5 5 5 5
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nv50pe3sqr400ID1/pnz5 5 20457.85 3.50 182.12 21484.75(50648) 17271.19(47387) 4317.6(6)
nv50pe3sqr400ID1/pnz10 5 615.50 6.10 44.84 653.84(4730) 262.03(1906) 534.03(2)
nv50pe3sqr400ID1/pnz15 5 297.71 9.17 30.26 323.64(2378) 76.39(686) 545.24(2)
nv50pe3sqr400ID1/pnz20 5 309.31 11.90 19.99 339.69(2527) 41.43(343) 357.15(1)
nv50pe5sqr400ID1/pnz5 5 16818.35 3.71 291.24 17663.5(50236) 15697.24(44556) 2339.53(4)
nv50pe5sqr400ID1/pnz10 5 688.84 6.76 62.99 731.68(4908) 244.12(1805) 562.3(3)
nv50pe5sqr400ID1/pnz15 5 334.25 9.90 27.10 363.16(2962) 78.22(708) 370.98(2)
nv50pe5sqr400ID1/pnz20 5 383.46 13.31 18.52 419.52(3082) 41.4(343) 474.46(1)
nv50pe8sqr400ID1/pnz5 5 10451.51 4.61 213.37 10979.62(28869) 7875.48(22827) 3406.78(5)
nv50pe8sqr400ID1/pnz10 5 956.87 8.67 61.04 1015.81(6410) 555.49(3937) 561.91(3)
nv50pe8sqr400ID1/pnz15 5 503.22 12.71 25.06 544.24(4017) 182.57(1524) 476.42(3)
nv50pe8sqr400ID1/pnz20 5 617.50 17.08 18.47 669.88(4985) 149.4(1112) 553.63(2)
nv50pe10sqr400ID1/pnz5 5 4937.90 5.60 109.82 5191.53(27183) 4024.98(21182) 1261.2(5)
nv50pe10sqr400ID1/pnz10 5 1190.16 10.55 44.70 1263.15(11798) 671.41(6291) 551.36(3)
nv50pe10sqr400ID1/pnz15 5 704.49 15.83 19.89 759.76(6447) 421.45(3590) 288.11(1)
nv50pe10sqr400ID1/pnz20 5 872.72 21.34 17.02 943.27(6871) 192.33(1401) 991.01(2)
nv100pe3sqr200ID1/pnz5 5 10332.09 2.34 2346.63 10851.59(10167) 1036.58(648) 17734.07(2)
nv100pe3sqr200ID1/pnz10 5 550.77 3.90 221.97 582.8(1605) 105.5(324) 1012.13(1)
nv100pe3sqr200ID1/pnz15 5 634.25 5.39 126.20 672.45(3317) 107.68(532) 1165.15(2)
nv100pe3sqr200ID1/pnz20 5 463.56 7.23 53.83 495.52(2667) 43.37(260) 923.27(1)
nv100pe5sqr200ID1/pnz5 5 10535.67 4.90 1306.72 11068.18(12638) 3522.41(4850) 9085.36(3)
nv100pe5sqr200ID1/pnz10 5 882.22 8.24 460.31 936.26(3805) 214.87(612) 1667(2)
nv100pe5sqr200ID1/pnz15 5 1685.53 12.62 157.06 1785.05(10826) 196.93(1074) 2250.24(3)
nv100pe5sqr200ID1/pnz20 5 1326.51 16.70 69.26 1412.78(9043) 66.73(260) 2543.14(1)
nv100pe8sqr200ID1/pnz5 5 3553.59 5.50 617.17 3737.95(13156) 2162.88(7618) 2515.7(3)
nv100pe8sqr200ID1/pnz10 5 1185.97 8.86 304.34 1256.55(9589) 258.67(1970) 1413.52(3)
nv100pe8sqr200ID1/pnz15 5 2343.87 12.58 65.54 2477.04(19449) 622.41(4858) 2144.48(5)
nv100pe8sqr200ID1/pnz20 5 2135.08 17.18 32.57 2263.72(16065) 512.15(3627) 1767.4(3)
nv100pe10sqr200ID1/pnz5 5 3207.00 6.84 586.40 3375.61(10797) 1906.49(8345) 2148.72(4)
nv100pe10sqr200ID1/pnz10 5 2041.85 10.85 166.05 2157.58(17703) 810.83(6651) 1491.27(4)
nv100pe10sqr200ID1/pnz15 5 3915.26 15.92 30.71 4131.28(33100) 2818.83(22561) 1114.05(3)
nv100pe10sqr200ID1/pnz20 5 3470.92 21.39 26.91 3671.68(25589) 2003.39(13937) 1656.48(4)
nv125pe3sqr160ID1/pnz5 5 5439.59 3.10 2946.31 5715.69(4628) 821.85(724) 9117.28(2)
nv125pe3sqr160ID1/pnz10 5 577.54 4.19 369.21 611.67(1408) 92.01(260) 1262.88(1)
nv125pe3sqr160ID1/pnz15 5 856.73 5.90 233.93 906.72(4217) 114.85(532) 1635.46(2)
nv125pe3sqr160ID1/pnz20 5 1102.95 7.83 57.14 1167.41(6384) 54.61(299) 2095.39(1)
nv125pe5sqr160ID1/pnz5 5 4069.71 4.65 1296.16 4278.82(6197) 982.47(1304) 5815.47(2)
nv125pe5sqr160ID1/pnz10 5 941.76 6.55 423.25 996.92(3521) 328.74(1414) 1292.34(3)
nv125pe5sqr160ID1/pnz15 5 1851.34 9.15 194.69 1955.46(11943) 310.79(1892) 1978.64(3)
nv125pe5sqr160ID1/pnz20 5 2342.56 12.24 48.49 2475.09(15808) 275.09(1387) 2440.62(2)
nv125pe8sqr160ID1/pnz5 5 4376.76 8.06 863.72 4605.28(17906) 1611.34(5630) 3669.14(3)
nv125pe8sqr160ID1/pnz10 5 3696.67 11.63 440.89 3896.34(29753) 1624.12(9984) 2027.42(4)
nv125pe8sqr160ID1/pnz15 5 7897.22 17.77 118.54 8315.12(52750) 5198.99(40655) 2946.79(5)
nv125pe8sqr160ID1/pnz20 5 7595.96 20.41 49.37 8001.76(56738) 4510.29(28305) 3144.46(4)
nv125pe10sqr160ID1/pnz5 5 4055.80 7.71 993.22 4267.97(15699) 1242.16(4505) 4099.93(4)
nv125pe10sqr160ID1/pnz10 5 7006.58 11.39 314.94 7371.43(57298) 5289.29(41137) 2063.22(5)
nv125pe10sqr160ID1/pnz15 5 11612.76 16.23 92.06 12214.37(87387) 9792.94(76028) 2308.64(5)
nv125pe10sqr160ID1/pnz20 5 12945.30 21.94 36.31 13621.52(84984) 9319.72(56751) 3716.58(5)
107
3.4.5.3 Results for three-layer tree instances
Approximate algorithm’s actual performance vs theoretical worst case per-
formance In Table 11 and Table 12, we compare the value of BestBound
zA
against the
fractional mixed chromatic number. The values of BestBound
zA
are lower than the frac-
tional mixed chromatic number with respect to V , indicting that the actual perfor-









ss8ts6nv57sqr100/pnz5 5 1.08 1.88
ss8ts6nv57sqr100/pnz10 5 1.13 1.88
ss8ts6nv57sqr100/pnz15 5 1.15 1.88
ss8ts6nv57sqr100/pnz20 5 1.22 1.88
ss8ts6nv57sqr150/pnz5 5 1.12 1.88
ss8ts6nv57sqr150/pnz10 5 1.12 1.88
ss8ts6nv57sqr150/pnz15 5 1.19 1.88
ss8ts6nv57sqr150/pnz20 5 1.27 1.88
ss8ts6nv57sqr200/pnz5 5 1.12 1.88
ss8ts6nv57sqr200/pnz10 5 1.13 1.88
ss8ts6nv57sqr200/pnz15 5 1.21 1.88
ss8ts6nv57sqr200/pnz20 5 1.28 1.88
ss8ts8nv73sqr100/pnz5 5 1.07 1.89
ss8ts8nv73sqr100/pnz10 5 1.10 1.89
ss8ts8nv73sqr100/pnz15 5 1.16 1.89
ss8ts8nv73sqr100/pnz20 5 1.23 1.89
ss8ts8nv73sqr150/pnz5 5 1.11 1.89
ss8ts8nv73sqr150/pnz10 5 1.11 1.89
ss8ts8nv73sqr150/pnz15 5 1.19 1.89
ss8ts8nv73sqr150/pnz20 5 1.28 1.89
ss8ts8nv73sqr200/pnz5 5 1.10 1.89
ss8ts8nv73sqr200/pnz10 5 1.13 1.89
ss8ts8nv73sqr200/pnz15 5 1.22 1.89
ss8ts8nv73sqr200/pnz20 5 1.29 1.89
ss8ts10nv89sqr100/pnz5 5 1.08 1.91
ss8ts10nv89sqr100/pnz10 5 1.10 1.91
ss8ts10nv89sqr100/pnz15 5 1.16 1.91
ss8ts10nv89sqr100/pnz20 5 1.23 1.91
ss8ts10nv89sqr150/pnz5 5 1.09 1.91
ss8ts10nv89sqr150/pnz10 5 1.12 1.91
ss8ts10nv89sqr150/pnz15 5 1.20 1.91
ss8ts10nv89sqr150/pnz20 5 1.29 1.91
ss8ts10nv89sqr200/pnz5 5 1.09 1.91
ss8ts10nv89sqr200/pnz10 5 1.14 1.91
ss8ts10nv89sqr200/pnz15 5 1.23 1.91








ss10ts6nv71sqr100/pnz5 5 1.07 1.90
ss10ts6nv71sqr100/pnz10 5 1.13 1.90
ss10ts6nv71sqr100/pnz15 5 1.16 1.90
ss10ts6nv71sqr100/pnz20 5 1.21 1.90
ss10ts6nv71sqr150/pnz5 5 1.13 1.90
ss10ts6nv71sqr150/pnz10 5 1.12 1.90
ss10ts6nv71sqr150/pnz15 5 1.18 1.90
ss10ts6nv71sqr150/pnz20 5 1.27 1.90
ss10ts6nv71sqr200/pnz5 5 1.12 1.90
ss10ts6nv71sqr200/pnz10 5 1.12 1.90
ss10ts6nv71sqr200/pnz15 5 1.21 1.90
ss10ts6nv71sqr200/pnz20 5 1.28 1.90
ss10ts8nv91sqr100/pnz5 5 1.07 1.90
ss10ts8nv91sqr100/pnz10 5 1.10 1.90
ss10ts8nv91sqr100/pnz15 5 1.16 1.90
ss10ts8nv91sqr100/pnz20 5 1.23 1.90
ss10ts8nv91sqr150/pnz5 5 1.11 1.90
ss10ts8nv91sqr150/pnz10 5 1.11 1.90
ss10ts8nv91sqr150/pnz15 5 1.19 1.90
ss10ts8nv91sqr150/pnz20 5 1.28 1.90
ss10ts8nv91sqr200/pnz5 5 1.11 1.90
ss10ts8nv91sqr200/pnz10 5 1.13 1.90
ss10ts8nv91sqr200/pnz15 5 1.22 1.90
ss10ts8nv91sqr200/pnz20 5 1.29 1.90
ss10ts10nv111sqr100/pnz5 5 1.05 1.91
ss10ts10nv111sqr100/pnz10 5 1.10 1.91
ss10ts10nv111sqr100/pnz15 5 1.17 1.91
ss10ts10nv111sqr100/pnz20 5 1.23 1.91
ss10ts10nv111sqr150/pnz5 5 1.10 1.91
ss10ts10nv111sqr150/pnz10 5 1.12 1.91
ss10ts10nv111sqr150/pnz15 5 1.20 1.91
ss10ts10nv111sqr150/pnz20 5 1.28 1.91
ss10ts10nv111sqr200/pnz5 5 1.09 1.91
ss10ts10nv111sqr200/pnz10 5 1.14 1.91
ss10ts10nv111sqr200/pnz15 5 1.22 1.91
ss10ts10nv111sqr200/pnz20 5 1.30 1.91
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Relative performance of various algorithms In Table 13 and Table 14, we
show the relative gap of various algorithms.
Table 13: Relative gap of various algorithms I (tree instances)
Instance
Features
NIns GapA GapAG GapAGS GapIP GapG GapGS
ss8ts6nv57sqr100/pnz5 5 7.44 7.44 7.44 11.59 15.53 10.08
ss8ts6nv57sqr100/pnz10 5 11.21 11.21 11.21 99.93 22.24 16.62
ss8ts6nv57sqr100/pnz15 5 13.39 13.39 13.39 100.00 20.48 17.37
ss8ts6nv57sqr100/pnz20 5 18.00 18.00 18.00 64.85 26.18 22.26
ss8ts6nv57sqr150/pnz5 5 10.95 10.95 10.95 21.13 20.18 16.24
ss8ts6nv57sqr150/pnz10 5 10.85 10.85 10.85 80.16 21.29 17.02
ss8ts6nv57sqr150/pnz15 5 15.66 15.66 15.66 100.00 21.90 19.05
ss8ts6nv57sqr150/pnz20 5 21.12 21.12 21.12 100.00 22.09 21.34
ss8ts6nv57sqr200/pnz5 5 10.47 10.47 10.47 30.31 20.74 16.28
ss8ts6nv57sqr200/pnz10 5 11.23 11.23 11.23 100.00 21.43 17.27
ss8ts6nv57sqr200/pnz15 5 17.32 17.32 17.32 100.00 28.80 23.12
ss8ts6nv57sqr200/pnz20 5 21.74 21.74 21.74 61.26 31.82 21.74
ss8ts8nv73sqr100/pnz5 5 6.81 6.81 6.81 9.02 14.44 9.65
ss8ts8nv73sqr100/pnz10 5 9.13 9.13 9.13 100.00 19.80 13.94
ss8ts8nv73sqr100/pnz15 5 13.82 13.82 13.82 59.00 21.72 16.78
ss8ts8nv73sqr100/pnz20 5 18.57 18.57 18.57 50.29 26.89 22.73
ss8ts8nv73sqr150/pnz5 5 9.70 9.70 9.70 25.76 19.57 14.60
ss8ts8nv73sqr150/pnz10 5 9.78 9.78 9.78 100.00 19.69 15.24
ss8ts8nv73sqr150/pnz15 5 16.29 16.29 16.29 100.00 22.50 18.96
ss8ts8nv73sqr150/pnz20 5 21.96 21.96 21.96 100.00 23.01 22.36
ss8ts8nv73sqr200/pnz5 5 9.37 9.37 9.37 61.49 20.36 15.43
ss8ts8nv73sqr200/pnz10 5 11.84 11.84 11.84 100.00 22.24 18.03
ss8ts8nv73sqr200/pnz15 5 17.89 17.89 17.89 100.00 29.07 24.07
ss8ts8nv73sqr200/pnz20 5 22.65 22.65 22.65 100.00 33.49 22.65
ss8ts10nv89sqr100/pnz5 5 7.67 7.67 7.67 11.24 15.67 11.12
ss8ts10nv89sqr100/pnz10 5 8.94 8.94 8.94 53.47 19.76 13.89
ss8ts10nv89sqr100/pnz15 5 14.06 14.06 14.06 61.92 22.01 18.27
ss8ts10nv89sqr100/pnz20 5 18.96 18.96 18.96 51.93 27.81 23.74
ss8ts10nv89sqr150/pnz5 5 8.65 8.65 8.65 26.78 19.77 13.27
ss8ts10nv89sqr150/pnz10 5 10.42 10.42 10.42 99.97 20.63 16.53
ss8ts10nv89sqr150/pnz15 5 16.50 16.50 16.50 100.00 23.98 20.04
ss8ts10nv89sqr150/pnz20 5 22.55 22.55 22.55 100.00 24.09 22.81
ss8ts10nv89sqr200/pnz5 5 8.14 8.14 8.14 100.00 19.26 14.43
ss8ts10nv89sqr200/pnz10 5 12.02 12.02 12.02 100.00 22.61 18.36
ss8ts10nv89sqr200/pnz15 5 18.57 18.57 18.57 100.00 30.58 24.95
ss8ts10nv89sqr200/pnz20 5 23.12 23.12 23.12 83.86 32.82 23.12
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Table 14: Relative gap of various algorithms II (tree instances)
Instance
Features
NIns GapA GapAG GapAGS GapIP GapG GapGS
ss10ts6nv71sqr100/pnz5 5 6.38 6.38 6.38 10.30 13.43 9.55
ss10ts6nv71sqr100/pnz10 5 11.47 11.47 11.47 100.00 22.50 16.83
ss10ts6nv71sqr100/pnz15 5 13.42 13.42 13.42 67.74 21.23 17.21
ss10ts6nv71sqr100/pnz20 5 17.63 17.63 17.63 58.49 26.68 22.57
ss10ts6nv71sqr150/pnz5 5 11.29 11.29 11.29 24.17 20.34 15.83
ss10ts6nv71sqr150/pnz10 5 11.08 11.08 11.08 100.00 20.86 17.38
ss10ts6nv71sqr150/pnz15 5 15.50 15.50 15.50 100.00 20.81 18.10
ss10ts6nv71sqr150/pnz20 5 20.96 20.96 20.96 100.00 22.44 21.40
ss10ts6nv71sqr200/pnz5 5 10.31 10.31 10.31 42.88 22.41 16.61
ss10ts6nv71sqr200/pnz10 5 11.07 11.07 11.07 100.00 22.48 18.81
ss10ts6nv71sqr200/pnz15 5 17.42 17.42 17.42 100.00 28.69 22.79
ss10ts6nv71sqr200/pnz20 5 21.76 21.76 21.76 50.44 32.53 21.76
ss10ts8nv91sqr100/pnz5 5 6.56 6.56 6.56 8.30 13.58 9.71
ss10ts8nv91sqr100/pnz10 5 9.14 9.14 9.14 61.35 20.67 14.42
ss10ts8nv91sqr100/pnz15 5 13.96 13.96 13.96 69.74 22.69 18.11
ss10ts8nv91sqr100/pnz20 5 18.42 18.42 18.42 46.14 27.33 23.83
ss10ts8nv91sqr150/pnz5 5 9.99 9.99 9.99 32.27 19.45 14.55
ss10ts8nv91sqr150/pnz10 5 10.15 10.15 10.15 100.00 20.47 16.38
ss10ts8nv91sqr150/pnz15 5 16.24 16.24 16.24 100.00 22.69 19.39
ss10ts8nv91sqr150/pnz20 5 21.63 21.63 21.63 78.77 23.30 22.02
ss10ts8nv91sqr200/pnz5 5 9.73 9.73 9.73 78.43 21.54 16.65
ss10ts8nv91sqr200/pnz10 5 11.69 11.69 11.69 100.00 22.46 17.85
ss10ts8nv91sqr200/pnz15 5 18.02 18.02 18.02 100.00 30.38 24.22
ss10ts8nv91sqr200/pnz20 5 22.60 22.60 22.60 84.23 33.53 22.60
ss10ts10nv111sqr100/pnz5 5 4.59 4.59 4.59 7.48 15.19 7.46
ss10ts10nv111sqr100/pnz10 5 9.37 9.37 9.37 81.69 18.97 13.94
ss10ts10nv111sqr100/pnz15 5 14.21 14.21 14.21 61.34 22.38 18.29
ss10ts10nv111sqr100/pnz20 5 18.93 18.93 18.93 46.92 29.00 23.97
ss10ts10nv111sqr150/pnz5 5 9.13 9.13 9.13 45.19 18.39 13.77
ss10ts10nv111sqr150/pnz10 5 10.48 10.48 10.48 100.00 20.93 17.01
ss10ts10nv111sqr150/pnz15 5 16.77 16.77 16.77 100.00 24.28 20.15
ss10ts10nv111sqr150/pnz20 5 22.16 22.16 22.16 58.17 24.20 22.67
ss10ts10nv111sqr200/pnz5 5 8.44 8.44 8.44 100.00 21.15 14.97
ss10ts10nv111sqr200/pnz10 5 12.04 12.04 12.04 100.00 22.44 18.40
ss10ts10nv111sqr200/pnz15 5 18.33 18.33 18.33 100.00 30.97 24.57
ss10ts10nv111sqr200/pnz20 5 23.11 23.11 23.11 71.86 34.29 23.11
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In Table 15 and Table 16, we present the number of times approximation algorithm
based strategies beat the other methods.
Table 15: Number of instances where approximation algorithm based strategy is
better than CPLEX or pure GRASP based strategy I (tree instances)
Instance
Features
NIns N(AG ≥ IP) M(AG ≥ G) N(AGS ≥ GS)
ss8ts6nv57sqr100/pnz5 5 5 5 5
ss8ts6nv57sqr100/pnz10 5 5 5 5
ss8ts6nv57sqr100/pnz15 5 5 5 5
ss8ts6nv57sqr100/pnz20 5 5 5 5
ss8ts6nv57sqr150/pnz5 5 5 5 5
ss8ts6nv57sqr150/pnz10 5 5 5 5
ss8ts6nv57sqr150/pnz15 5 5 5 5
ss8ts6nv57sqr150/pnz20 5 5 5 5
ss8ts6nv57sqr200/pnz5 5 5 5 5
ss8ts6nv57sqr200/pnz10 5 5 5 5
ss8ts6nv57sqr200/pnz15 5 5 5 5
ss8ts6nv57sqr200/pnz20 5 5 5 5
ss8ts8nv73sqr100/pnz5 5 5 5 5
ss8ts8nv73sqr100/pnz10 5 5 5 5
ss8ts8nv73sqr100/pnz15 5 5 5 5
ss8ts8nv73sqr100/pnz20 5 5 5 5
ss8ts8nv73sqr150/pnz5 5 5 5 5
ss8ts8nv73sqr150/pnz10 5 5 5 5
ss8ts8nv73sqr150/pnz15 5 5 5 5
ss8ts8nv73sqr150/pnz20 5 5 5 5
ss8ts8nv73sqr200/pnz5 5 5 5 5
ss8ts8nv73sqr200/pnz10 5 5 5 5
ss8ts8nv73sqr200/pnz15 5 5 5 5
ss8ts8nv73sqr200/pnz20 5 5 5 5
ss8ts10nv89sqr100/pnz5 5 5 5 5
ss8ts10nv89sqr100/pnz10 5 5 5 5
ss8ts10nv89sqr100/pnz15 5 5 5 5
ss8ts10nv89sqr100/pnz20 5 5 5 5
ss8ts10nv89sqr150/pnz5 5 5 5 5
ss8ts10nv89sqr150/pnz10 5 5 5 5
ss8ts10nv89sqr150/pnz15 5 5 5 5
ss8ts10nv89sqr150/pnz20 5 5 5 5
ss8ts10nv89sqr200/pnz5 5 5 5 5
ss8ts10nv89sqr200/pnz10 5 5 5 5
ss8ts10nv89sqr200/pnz15 5 5 5 5
ss8ts10nv89sqr200/pnz20 5 5 5 5
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Table 16: Number of instances where approximation algorithm based strategy is
better than CPLEX or pure GRASP based strategy II (tree instances)
Instance
Features
NIns N(AG ≥ IP) M(AG ≥ G) N(AGS ≥ GS)
ss10ts6nv71sqr100/pnz5 5 5 5 5
ss10ts6nv71sqr100/pnz10 5 5 5 5
ss10ts6nv71sqr100/pnz15 5 5 5 5
ss10ts6nv71sqr100/pnz20 5 5 5 5
ss10ts6nv71sqr150/pnz5 5 5 5 5
ss10ts6nv71sqr150/pnz10 5 5 5 5
ss10ts6nv71sqr150/pnz15 5 5 5 5
ss10ts6nv71sqr150/pnz20 5 5 5 5
ss10ts6nv71sqr200/pnz5 5 5 5 5
ss10ts6nv71sqr200/pnz10 5 5 5 5
ss10ts6nv71sqr200/pnz15 5 5 5 5
ss10ts6nv71sqr200/pnz20 5 5 5 5
ss10ts8nv91sqr100/pnz5 5 5 5 5
ss10ts8nv91sqr100/pnz10 5 5 5 5
ss10ts8nv91sqr100/pnz15 5 5 5 5
ss10ts8nv91sqr100/pnz20 5 5 5 5
ss10ts8nv91sqr150/pnz5 5 5 5 5
ss10ts8nv91sqr150/pnz10 5 5 5 5
ss10ts8nv91sqr150/pnz15 5 5 5 5
ss10ts8nv91sqr150/pnz20 5 5 5 5
ss10ts8nv91sqr200/pnz5 5 5 5 5
ss10ts8nv91sqr200/pnz10 5 5 5 5
ss10ts8nv91sqr200/pnz15 5 5 5 5
ss10ts8nv91sqr200/pnz20 5 5 5 5
ss10ts10nv111sqr100/pnz5 5 5 5 5
ss10ts10nv111sqr100/pnz10 5 5 5 5
ss10ts10nv111sqr100/pnz15 5 5 5 5
ss10ts10nv111sqr100/pnz20 5 5 5 5
ss10ts10nv111sqr150/pnz5 5 5 5 5
ss10ts10nv111sqr150/pnz10 5 5 5 5
ss10ts10nv111sqr150/pnz15 5 5 5 5
ss10ts10nv111sqr150/pnz20 5 5 5 5
ss10ts10nv111sqr200/pnz5 5 5 5 5
ss10ts10nv111sqr200/pnz10 5 5 5 5
ss10ts10nv111sqr200/pnz15 5 5 5 5
ss10ts10nv111sqr200/pnz20 5 5 5 5
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We can make the following observations:
1. Performance of CPLEX: CPLEX performs a bit better compared to its performance
for random graph instances. However, even then it never produces a better
solution that the approximation algorithm.
2. Approximation algorithm vs GRASP: GRASP never produces a better solution
than approximation algorithm. We see that approximation algorithm consis-
tently provides a better solution, of the order of 10% to 15% better than GRASP.
3. Approximation algorithm vs GRASP with local search: GRASP with local
search never produces a better solution than approximation algorithm.
4. Effect of GRASP and local search on improving the solution produced by ap-
proximation algorithm: GRASP and its variants never improve he solution
produced by approximation algorithm.
5. Approximation algorithm performs quite well: The geometric mean of relative
gap for approximation algorithm is in the range of 6%−23%. This is significantly
better performance in comparison to the performance of the approximation
algorithm for the random graph instances.
6. Other trends: As long as the size of the block is fixed, the relative gap of
approximation algorithm is similar on all different graphs. As long as the graph
is fixed, the relative gap of approximation algorithm increases with increasing
block size.
Time taken by various algorithms In Table 17 and Table 18, we show the time
taken by the various algorithms. We can see that the actual running for GRASP
and local search may be as much as 5000% of approximation algorithm, while still
providing a poorer solution. Furthermore, this time is consumed for a single iteration
of local search. Thus for these instances, local search does not seem to do very well.
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ss8ts6nv57sqr100/pnz5 5 139.05 0.32 280.93 147.29(67) 574.07(260) 9447.6(1)
ss8ts6nv57sqr100/pnz10 5 22.05 0.46 58.73 23.48(56) 108.34(260) 923.1(1)
ss8ts6nv57sqr100/pnz15 5 30.16 0.62 22.21 32.08(192) 43.17(260) 152.35(1)
ss8ts6nv57sqr100/pnz20 5 37.85 0.79 12.29 40.48(399) 26.48(260) 74.23(1)
ss8ts6nv57sqr150/pnz5 5 476.22 0.65 430.03 501.6(177) 673.03(260) 11811.13(1)
ss8ts6nv57sqr150/pnz10 5 143.70 0.94 77.16 152.07(322) 122.94(260) 829.07(1)
ss8ts6nv57sqr150/pnz15 5 82.88 1.28 29.96 88.24(416) 67.71(260) 175.88(1)
ss8ts6nv57sqr150/pnz20 5 112.04 1.65 16.21 119.48(683) 124.31(780) 30.27(1)
ss8ts6nv57sqr200/pnz5 5 875.77 1.03 518.72 922.44(260) 750.37(260) 13905.13(1)
ss8ts6nv57sqr200/pnz10 5 480.21 1.58 94.55 505.7(951) 139.03(260) 960.81(1)
ss8ts6nv57sqr200/pnz15 5 176.95 2.20 43.14 188.36(600) 87.63(260) 414.28(1)
ss8ts6nv57sqr200/pnz20 5 110.90 2.91 28.05 119.63(518) 67.05(260) 371.17(1)
ss8ts8nv73sqr100/pnz5 5 153.75 0.39 607.29 165.87(30) 1465.96(260) 32885.24(1)
ss8ts8nv73sqr100/pnz10 5 36.56 0.60 135.03 38.77(42) 242.06(260) 2697.05(1)
ss8ts8nv73sqr100/pnz15 5 45.26 0.79 49.90 48.26(131) 112.33(260) 728.86(1)
ss8ts8nv73sqr100/pnz20 5 55.60 1.01 27.58 59.24(266) 64.3(260) 241.67(1)
ss8ts8nv73sqr150/pnz5 5 467.33 0.82 940.33 493.89(75) 1919.12(260) 47358.96(1)
ss8ts8nv73sqr150/pnz10 5 232.57 1.23 178.97 245.77(211) 301.75(260) 2922.24(1)
ss8ts8nv73sqr150/pnz15 5 119.92 1.69 65.79 127.78(269) 151.04(260) 619.34(1)
ss8ts8nv73sqr150/pnz20 5 164.22 2.15 36.02 174.82(451) 175.25(453) 97.6(1)
ss8ts8nv73sqr200/pnz5 5 815.59 1.23 1109.47 862.03(128) 1739.96(260) 45197.58(1)
ss8ts8nv73sqr200/pnz10 5 653.90 2.04 211.64 689.39(525) 347.74(260) 2850.19(1)
ss8ts8nv73sqr200/pnz15 5 255.60 2.85 97.05 272.13(386) 195.43(260) 1070.95(1)
ss8ts8nv73sqr200/pnz20 5 172.25 3.80 61.76 185.4(367) 131.79(260) 945.71(1)
ss8ts10nv89sqr100/pnz5 5 159.87 0.48 1149.68 170.5(16) 2750.39(260) 68158.77(1)
ss8ts10nv89sqr100/pnz10 5 61.10 0.79 271.14 65.8(34) 544.38(260) 7015.16(1)
ss8ts10nv89sqr100/pnz15 5 63.46 1.00 95.41 67.42(100) 173.96(260) 1099.69(1)
ss8ts10nv89sqr100/pnz20 5 86.56 1.42 57.86 92.42(224) 119.08(260) 532.65(1)
ss8ts10nv89sqr150/pnz5 5 345.82 0.92 1704.79 369.59(28) 2998.21(260) 101613.76(1)
ss8ts10nv89sqr150/pnz10 5 328.79 1.65 364.45 348.36(152) 578.82(260) 6517.88(1)
ss8ts10nv89sqr150/pnz15 5 179.20 2.22 137.53 190.61(211) 261.89(260) 1425.35(1)
ss8ts10nv89sqr150/pnz20 5 248.70 2.99 76.59 264.57(363) 213.96(299) 398.79(1)
ss8ts10nv89sqr200/pnz5 5 875.72 1.54 2131.54 930.47(63) 3715.96(260) 106390.15(1)
ss8ts10nv89sqr200/pnz10 5 895.22 2.84 457.30 944.58(374) 600.53(260) 6069.63(1)
ss8ts10nv89sqr200/pnz15 5 387.21 3.82 194.23 411.69(314) 305.69(260) 2172.12(1)
ss8ts10nv89sqr200/pnz20 5 235.49 4.59 116.41 253.32(239) 272.07(260) 2497.59(1)
3.5 Conclusions and future research
In this chapter, we presented an approximation algorithm for solving packing prob-
lems that exploits global sparsity structure of the problem and presented a worst case
performance analysis of this algorithm. The key takeaways from our computational
experiments are:
1. Our algorithm always obtains a better solution than CPLEX. Our dual bounds
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ss10ts6nv71sqr100/pnz5 5 168.95 0.42 570.86 179.66(40) 1086.15(260) 22926.51(1)
ss10ts6nv71sqr100/pnz10 5 30.95 0.58 112.29 33.2(35) 198.88(260) 1803.05(1)
ss10ts6nv71sqr100/pnz15 5 51.84 0.92 49.81 55.46(164) 94.83(260) 511.99(1)
ss10ts6nv71sqr100/pnz20 5 54.17 0.98 24.50 57.7(248) 48.62(260) 178.7(1)
ss10ts6nv71sqr150/pnz5 5 506.08 0.72 741.21 534.33(95) 1454.58(260) 33874.55(1)
ss10ts6nv71sqr150/pnz10 5 200.75 1.27 157.81 212.6(202) 245.35(260) 1890.7(1)
ss10ts6nv71sqr150/pnz15 5 130.38 1.75 60.69 138.72(347) 122.55(260) 421.44(1)
ss10ts6nv71sqr150/pnz20 5 155.62 2.06 31.47 165.63(512) 144.77(453) 150.39(2)
ss10ts6nv71sqr200/pnz5 5 1175.88 1.30 1034.42 1239.53(203) 1446.43(260) 34802.64(1)
ss10ts6nv71sqr200/pnz10 5 604.26 1.98 189.08 637.35(574) 296.48(260) 2020.94(1)
ss10ts6nv71sqr200/pnz15 5 276.24 3.03 89.81 294.12(436) 153.59(260) 898.4(1)
ss10ts6nv71sqr200/pnz20 5 163.17 3.69 54.51 175.8(420) 109.44(260) 826.98(1)
ss10ts8nv91sqr100/pnz5 5 204.22 0.52 1249.94 219.91(23) 2715.56(260) 77953.02(1)
ss10ts8nv91sqr100/pnz10 5 51.37 0.75 259.03 55.23(32) 475.27(260) 7561.03(1)
ss10ts8nv91sqr100/pnz15 5 69.41 1.09 104.07 74.48(111) 174.8(260) 1298.2(1)
ss10ts8nv91sqr100/pnz20 5 81.82 1.27 54.10 87.13(207) 109.05(260) 462.51(1)
ss10ts8nv91sqr150/pnz5 5 554.72 0.94 1726.38 590.27(50) 3024.41(260) 104143.85(1)
ss10ts8nv91sqr150/pnz10 5 329.36 1.66 365.60 348.21(157) 529.49(260) 5225.2(1)
ss10ts8nv91sqr150/pnz15 5 169.07 2.11 129.22 180.12(202) 232.93(260) 1173.92(1)
ss10ts8nv91sqr150/pnz20 5 255.44 2.89 75.99 271.98(421) 195.14(260) 264.5(1)
ss10ts8nv91sqr200/pnz5 5 1143.24 1.65 2165.81 1211.79(78) 3682(260) 109987.34(1)
ss10ts8nv91sqr200/pnz10 5 822.01 2.58 417.20 866.83(380) 651.69(260) 7182.31(1)
ss10ts8nv91sqr200/pnz15 5 358.10 3.60 186.68 380.52(289) 304.76(260) 2407.01(1)
ss10ts8nv91sqr200/pnz20 5 271.25 5.17 132.12 291.71(309) 246.04(260) 2501.62(1)
ss10ts10nv111sqr100/pnz5 5 207.69 0.64 2397.74 224.4(11) 5328.36(260) 177250.01(1)
ss10ts10nv111sqr100/pnz10 5 87.04 1.04 527.80 94.58(22) 870.71(260) 14505.78(1)
ss10ts10nv111sqr100/pnz15 5 97.60 1.33 205.81 105.02(80) 331.27(260) 2732.87(1)
ss10ts10nv111sqr100/pnz20 5 113.88 1.57 104.59 121.32(142) 220.43(260) 1477.04(1)
ss10ts10nv111sqr150/pnz5 5 466.18 1.16 3167.85 503.14(21) 5722.86(260) 221493.36(1)
ss10ts10nv111sqr150/pnz10 5 391.15 1.89 636.85 414.28(96) 1103.16(260) 13522.07(1)
ss10ts10nv111sqr150/pnz15 5 231.99 2.59 245.07 247.17(146) 545.41(260) 3776.71(1)
ss10ts10nv111sqr150/pnz20 5 349.08 3.60 145.30 371.03(306) 350.51(260) 645.76(1)
ss10ts10nv111sqr200/pnz5 5 1192.57 1.83 3948.82 1263.85(51) 7122.67(260) 237569.33(1)
ss10ts10nv111sqr200/pnz10 5 1088.86 3.11 779.95 1148.93(232) 1146.4(260) 14088.51(1)
ss10ts10nv111sqr200/pnz15 5 494.80 4.46 354.65 525.93(239) 570.84(260) 5792.69(1)
ss10ts10nv111sqr200/pnz20 5 425.13 6.20 247.42 454.86(205) 510.55(260) 6423.97(1)
are also stronger than those obtained by CPLEX in most cases.
2. Random graph instances: In comparison to GRASP and its variants, the ap-
proximation algorithm performs better when the fractional mixed chromatic
number is low. In other cases, it provides a good starting solution that can be
improved by GRASP.
3. Three-layer tree instances: The approximation algorithm (just on its own) per-
forms particularly well for three-layer tree instances. In particular, GRASP
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(even with local search) appears to be significantly less competitive in this case.
The good performance of our algorithm does not imply that powerful and flexible
heuristics such as GRASP should be abandoned. Rather the approximation algorithm
proposed in this chapter can be viewed as am important tool to exploit known global
sparsity pattern for especially large packing IPs so as to produce good solutions
efficiently.
We mention here some important directions of future research that need to be
explored. Observe that our algorithm is very easily parallelizable. In particular, we
may solve each of the sub-IPs separately. Even the dual bounding Algorithm 5 will
work within this parallel framework. Such a approach can be used to significantly
improve the running time of our algorithm. We remark here that parts of GRASP are
also parallelizable (for example, run different iterations of basic GRASP in parallel
in order to collect a pool of good solutions.)
In order to use advantageously our algorithm for general sparse packing instances
for which we do not know the global sparsity structure in advance, an important
direction of research is to discover ways to permute the rows and columns of the
problems to discover global sparsity structure. Adapting algorithmic ideas/heuristics
for problems such as biclustering [23] may be one direction to explore.
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Appendix A
PROOF OF THEOREMS (CHAPTER 1)
A.1 Concentration Inequalities
We state Bernstein’s inequality in a slightly weaker but more convenient form.
Theorem 84 (Bernstein’s Inequality [[27], Appendix A.2]). Let X1,X2, . . . ,Xn be
independent random variables such that |Xi − E[Xi]| ≤ M for all i ∈ [n]. Let
X =
∑n
i=1 Xi and define σ
2 = Var(X). Then for all t > 0 we have











A.2 Empirically Generating Lower Bound on d(P, P k)
We estimate a lower bound on d(P, P k) using the following procedure. The input to






, we use PORTA to obtain an inequality description of P + RĪ . Putting all
these inequalities together we obtain an inequality description of P k. Unfortunately
due to the large number of inequalities, we are unable to find the vertices of P k using
PORTA. Therefore, we obtain a lower bound on d(P, P k) via a shooting experiment.




max{ux : x ∈ P k} −max{ux : x ∈ P}
)
.
Moreover it can be verified that there exists a direction which achieves the cor-
rect value of d(P, P k). We generated 20,000 random directions u by picking them






}, the directions ( 1√
n
, . . . , 1√
n
) and −( 1√
n




lower bounds. The Figure in Section 1.3(c) plots the best lower bound among the
20,002 lower bounds found as above.
A.3 Anticoncentration of Linear Combination of Bernoulli’s
It is convenient to restate Lemma 8 in terms of Rademacher random variables (i.e.
that takes values -1/1 with equal probability).
Lemma 85 (Lemma 8, restated). Let X1,X2, . . . ,Xn be independent Rademacher


























We start with the case where the vector a has all of its coordinates being similar.
Lemma 86. Let X1,X2, . . . ,Xn be independent Rademacher random variables. For







≥ e−50α2 − e−
α2














iXi ≥ 2t and
∑
i(1− ai)Xi ≤ t
implies that aX ≥ t. Therefore,


















(1− ai)Xi ≤ t
)
, (20)
where the second inequality comes from union bound. For t ∈ [0, n/8], the first term
in the right-hand side can be lower bounded by e−
50t2
n (see for instance Section 7.3
of [32]). The second term in the right-hand side can be bounded using Bernstein’s
inequality: given that Var(
∑
i(1 − ai)Xi) =
∑
i(1 − ai)2 ≤ nε2, we get that for all


























Proof of Lemma 85. Without loss of generality assume a > 0, since flipping the sign







‖a‖1. Also assume without loss of generality that ‖a‖∞ = 1. The idea
of the proof is to bucket the coordinates such that in each bucket the values of a is
within a factor of (1± ε) of each other, and then apply Lemma 86 in each bucket.
The first step is to trim the coefficients of a that are very small. Define the
trimmed version b of a by setting bi = ai for all i where ai ≥ 1/n3 and bi = 0 for all













and then we argue that the error introduced by considering b instead of a is small.
For j ∈ {0, 1, . . . , 3 logn
ε
}, define the jth bucket as Ij = {i : bi ∈ ((1−ε)j+1, (1−ε)j]}.
Since (1− ε) 3 lognε ≤ e−3 logn = 1/n3, we have that every index i with bi > 0 lies within
some bucket.
Now fix some bucket j. Let ε = 1/20 and γ = α√
n
. Let Ej be the event that∑
i∈Ij biZi ≥ γ
∑













But now notice that if in a scenario we have Ej holding for all j, then in this scenario
we have bZ ≥ γ‖b‖1. Using the fact that the Ej’s are independent (due to the
independence of the coordinates of Z), we have


























First notice that ‖b‖1 ≥ ‖a‖1 − 1/n2 ≥ ‖a‖1(1 − 1/n2), since ‖a‖1 ≥ ‖a‖∞ = 1.
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Moreover, with probability 1 we have aZ ≥ bZ − 1/n2. Therefore, whenever bZ ≥
γ‖b‖1:
























This concludes the proof of the lemma.
A.4 Hard Packing Integer Programs
A.4.1 Proof of Lemma 13
































































Taking a union bound over the first displayed inequality over all i ∈ [n] and also














i (obtained by aggregating all inequalities in the formulation) has all co-











. This concludes the proof.
A.4.2 Proof of Lemma 14











i ) ≤ nM2/4 and hence by

























where the last inequality uses the assumption that m ≤ n. The lemma then follows
by taking a union bound over all j ∈ [m].
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Appendix B
ANALYSIS OF UPPER BOUND ON ZCUT (CHAPTER 2)
Assume we have the general formulation
max cTx
s.t. Ax ≤ b
x ∈ Bn,
where A ∈ Rm×n. Recall that we are interested in three type of problems: packing,
covering and packing with arbitrary constraint matrix. All these categories will be
written in the form of the formulation above with different restrictions on A and c.
Let Ni = {j ∈ [n] |Aij 6= 0} be the index set of non-zero entries of ith row of A. Let
N = {N1, N2, . . . , Nt}, denote PN =
⋂t
i=1 P
(Ni) and zcut = maxx ∈ PN c
Tx.
Our basic strategy is the following: we keep adding cuts on the support of some
Ni and checking whether the LP solution will improve. We stop adding cuts when
the objective function value does not change, thus obtaining an upper bound on zcut.
The formal algorithm is shown as Algorithm 6.
Once we stop adding cut on some Ni, we check whether there is a valid cut on
Ni+1. The index count is the number of groups of supports that adding cuts will
not improve the optimal objective function value. Also, as long as adding a cut
produces improvement on the objective value, count will be reset as 0. The algorithm
terminates when one of the following happens:
1. An integral feasible solution is found.
2. The parameter count equals to the number of supports t.
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Algorithm 6 Estimating zcut
input: P = {x|Ax ≤ b},N = {N1, N2, . . . , Nt}, zold = −∞, znew = −∞, ε = 10−6
i← 1, count← 0
loop
Solve x∗ = argmaxx∈P c
Tx,znew = cTx∗
if x∗ is integral then
zcut = znew
Exit Loop
else if znew − zold > ε then
zold ← znew











i← i+ 1(mod t)
count← count+ 1
In the algorithm, we call a routine to generate the cut on Ni that is formally
shown as Algorithm 7. Assume that αTx ≤ β is a valid cut on Ni for some i, then
αT x̂ ≤ β holds for all x̂ ∈ P I . However, as the formulation of P I is implicit, we apply
the technique of row generations. Let X be a subset of all integral points in P I . At
the beginning, X = ∅. And we generate a valid cut (α∗, β∗) for X. Then we solve the
following IP
max α∗x− β∗
s.t. x ∈ P I .
If the optimal value is less or equal to 0 then it means the cut is valid for P I , otherwise
let X = X
⋃
{x∗}, where x∗ is the optimal solution. By re-applying this process, we
will either obtain a valid cut or a certificate that no valid cut exists.
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Algorithm 7 Cut generation on Ni
Input: P = {x|Ax ≤ b}, P I = conv hull{x|x ∈ P, x ∈ Zn}, x∗
X ← ∅, ε← 10−6
loop
Solve (α∗, β∗) = argmaxxTα≤β,∀x∈X,‖α‖1=1,support of α=Ni x
∗Tα− β
if x∗Tα− β > ε then
Solve x0 = argmaxx∈P I α
∗x− β∗











DETAILS OF GRASP (CHAPTER 3)
Algorithm 8 is the basic GRASP algorithm from section 3.2.2 of [15]. In this algo-
rithm, the function RandomSelect(alphaSet, proba) picks a random α from the set
alphaSet according to its assigned probability (stored in set of probabilities called
as proba). We discuss the choice of these two sets in Section 3.4.4. Similarly, the
function RandomSelect(RCL) uniformly picks one element from the set of RCL,
which would be an index of the variables. The stopping criteria is either number of
iterations or a time limit in our experiments, which we discuss in Section 3.4.4.
Algorithm 8 GRASP (x∗, z) = GRASP (x0, A, c, alphaSet, proba)
input: x0 ∈ Bn; A ∈ Bm×n; c ∈ Rn; alphaSet ∈ R13; proba ∈ R13.
Let N = ∅; z = 0;x∗ = ~0 ∈ Rn;xc = ~0 ∈ Rn;α = 0 ; Eval = ~0 ∈ Rn; Limit = 0;
RCL = ∅.




while (until stopping criteria) do
xc = x0; N = [n]\{j|x0j = 1}
while (N 6= ∅) do
Limit = minj∈N(Evalj) + α ∗ (maxj∈N(Evalj)−minj∈N(Evalj))
RCL = {j|j ∈ N,Evalj ≥ Limit}
j∗ = RandomSelect(RCL);xj∗ = 1
N = N\{j∗}; N = N\{j|j ∈ N, ∃i ∈ [m], Aij∗ + Aij ≥ 1}
end while
if (cTxc ≥ z) then




Algorithm 9 shows the sketch of local search procedure and is introduced in section
3.4 of [15]. Specifically, given a solution x∗ an i − j exchange with x∗ is searching
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for a strictly better solution x̂ such that i 1’s from x∗ turn to 0’s in x̂ and j 0’s from
x∗ turn to 1’s in x̂. Every time we find a new solution, the algorithm repeats the
4 searching functions. Since the number of variables of our test instances is large,
Algorithm 9 Local search (x∗) = LS(x0, A, c)
Let x∗ = x0.
repeat
x∗ = searchNeighbourhood(x∗, 0− 1exchanges)
x∗ = searchNeighbourhood(x∗, 1− 1exchanges)
x∗ = searchNeighbourhood(x∗, 2− 1exchanges)
x∗ = searchNeighbourhood(x∗, 1− 2exchanges)
until x∗ not improved
return x∗
it requires a long time for a single local search. Therefore we do not implement the
version (section 3.3 of [15]), which implements local search on every heuristic solution
found after the random greedy step. Instead, we implement local search on a few best
solutions as discussed in Section 3.4.4.
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