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Abstract
A robotic system is expected to increase visitors for big facilities such as big shopping
stores. The recent robotic system often has two kinds of service robots, interaction robots
and mobile robots. The interaction robots attract many visitors simultaneously at a
particular position in the facilities. The mobile robots provide services to each visitor
wherever he/she wants to go. For example, the mobile robots navigate visitors or transport
their baggage.
It is important for both interaction robots and mobile robots to detect people and
objects. The interaction robot has to detect an interaction partner from among multiple
people in order to interact with multiple people simultaneously. The mobile robots have
to detect all moving people around the robot in order to avoid them smoothly and have
to detect landmark objects in order to localize themselves.
Most interaction robots have multiple sensors in order to realize rich functions. For
example, they integrate multiple sensors in order to detect and interact with people.
However, many works assume the robot interacts with a person and they have not dealt
with how the robot selects an interaction partner from among multiple people based on
the plausible criteria.
The robotic system needs a lot of mobile robots in order to provide services to each
visitor. Therefore, the mobile robots should be low-cost. In order to develop low-cost
mobile robots, some works detect all objects around the robots by a single sensor, such
as omnidirectional camera. However, it is difficult to classify objects as dynamic or not
while robots move, because of distortion of the omnidirectional image. The distortion
also makes it difficult to detect landmarks fast.
We deal with following three problems related to detecting people and objects for a
robotic system.
1. An interaction robot that has multiple sensors detects interaction partners based
on the plausible criteria in order to interact with multiple people friendly.
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2. A mobile robot that has only one omnidirectional camera classifies all objects around
the robot as dynamic obstacles or not while the robot moves.
3. A mobile robot that has only one omnidirectional camera detects landmarks fast
for the self-localization.
In order to solve the first problem, we focus on the distance between the interaction
robot and each person. We have developed a method to select an interaction partner
based on the degree of friendliness mapped onto the“ space”which is divided by the
interaction distance and the effective distances of each sensor.
In order to solve the second and the third problem, we focus on local feature points
which can be detected even in the distorted omnidirectional images. We have developed
a new method that focuses on floor boundary points where the robot can measure the
distance from itself by an omnidirectional camera. Our robot classifies a floor boundary
point as a dynamic obstacle when its movement is different from the robot’s movement.
We have also developed a new method that uses tracked local invariant feature points
that are detected by both “fast” tracking method and “slow” Speed Up Robust Features
(SURF) method.
Solving these three problems, we aim to develop the following robot system.
1. The system includes the interaction robot that can select friendly and plausible
action while the robot interacts with multiple people.
2. The system includes the mobile robots that can classify dynamic obstacles or not
while robot moves.
3. The system includes the mobile robots that can localize themselves fast and accu-
rately.
In Chapter 1, we describe the motivations for and goal of this study. We then briefly
　 describe the issues mentioned above and the approaches. We describe a robot system
which has an interaction robot and mobile robots. We define a condition where our robots
work.
In Chapter 2, we review various works in related fields. The review mainly covers works
on the human robot interaction, the obstacle detection and the landmark detection. We
point out the problems of previous works on the interaction between a robot and multiple
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people. We explain that it is difficult for previous methods to detect dynamic obstacles
and landmarks fast while the robot moves by using a single omnidirectional camera.
Chapter 3 describes the new method detecting an interaction partner from among
multiple people based on the interaction distance. Proxemics, which is a social psychol-
ogy theory, says that two people interact at an appropriate interaction distance from
one another based on their relationship. In this theory, the interaction distance can be
classified into roughly four groups. Moreover, effective distance for robot’s functions can
correspond to the interaction distance effectively. Therefore, we divide the space around
the robot based on the interaction distance. Our robot maps friendliness onto the divided
spaces and detect interaction partner based on the friendliness.
In Chapter 4, we evaluate the interaction partner detection. Our humanoid robot,
SIG2 which the proposed method is implemented into, interacted with about 30 visitors.
The results obtained using questionnaires after interaction show that the actions of SIG2
is easy to understand even when it interacted with multiple people at the same time and
that SIG2 behaved in a friendly manner.
Chapter 5 describes the obstacle detection method based on the floor boundary points.
In order to locate obstacles, we regard floor boundary points where robots can measure
the distance from the robot by one omnidirectional camera as obstacles. Tracking them,
we can classify obstacles by comparing the movement of each tracked point with odometry
data. Moreover, our method changes a threshold to detect the points based on the result
of comparing in order to enhance detection.
Chapter 6 describes “tracked local invariant feature points” that are regarded as land-
marks. These landmarks can be tracked and do not change for a “long” time. In a
landmark selection phase, robots detect the feature points by using both a fast tracking
method and a slow SURF method. After detection, robots select landmarks from among
detected feature points by using Support Vector Machine (SVM) trained by feature vec-
tors based on observation positions. In a self-localization phase, robots detect landmarks
while switching detection methods dynamically based on a tracking error criterion that
is calculated easily even in the uncalibrated omnidirectional image.
In Chapter 7, we performed experiments in a mock shopping store by using a nav-
igation robot ApriTauTM that had an omnidirectional camera on its top. The results
showed that a classification ratio of our dynamic obstacles detection was 4.0 times higher
than that of the previous method. Our method could localize 2.9 times faster than the
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previous method could. Moreover, our method reduced the error of localization to 23.6%
of a previous method.
In Chapter 8, we demonstrate the robot navigation service and the robot transporta-
tion service. We discuss the major contributions of this study towards related research
fields, the human robot interaction, the obstacle detection and the landmark detection.
We also discuss remaining issues and future directions of our work.
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This chapter briefly describes the motivation, goal, issues, and approaches of this thesis.
1.1 Motivation
Many robots which work around people have been developed since specially 1990. The fa-
mous examples of such robots are Honda ASIMO[1][2], Sony QRIO[3], Toshiba ApriAlphaTM [4],
and ApriAttendaTM [5]. In around 2000, they were demonstrated only under fixed situ-
ations. Recently, there are some robots which work at big facilities where people walk,
which are not fixed situations[6][7].
In order to increase visitors, two kinds of robots work at big facilities. One is an
interaction robot which attracts a lot of people at a particular position as like event
halls[8]. The other is a mobile robot which transports visitors’ baggage or navigates
visitors[9]. Many works have developed such robots. Robovie interacts with a person by
using a lot of sensors in order to call many visitors at a big shopping store[10]. Panasonic
porter robot[11], Murata porter robot[12], Korean robot[13] and so on transport baggage
of visitors at big shopping stores or hospitals, airports.
The robotic system at the big facilities consists of such two kinds of robots. However,
the features of them are different. The interaction robot interacts with more people at
the same time than mobile robots do in order to call many people. The number of the
interaction robot is less than that of the mobile robots because the interaction robot
works at a particular position and the mobile robots work at various positions. Certainly,
both robots are expected to be low-cost, but the cost of the mobile robot should be lower
than that of the interaction robot because the system needs a lot of mobile robots for
each visitor. In order to develop low-cost mobile robots, they are expected to use a single
1
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sensor which can acquire all information around the robots for the obstacle classification,
the self-localization. On the other hand, most interaction robots are allowed to use various
sensors which are similar to human’s eye, ear, and skin for interaction.
Although the features of both robots are different, the function of recognizing environ-
ments around them is important. Specially, detecting people and objects around them is
one of the most important functions of all robots’ functions because they should interact
with people friendly and move safely. Therefore, we deal with the function of detecting
people and objects around robots.
1.2 Goal and Issues
In this thesis, we deal with detecting people and objects around the robot at the big fa-
cilities. Among big facilities, a number of the big shopping store is the largest. Therefore,
we supply our interaction robot and mobile robots with the big shopping stores. Our
interaction robots work at the event halls in the store. The illumination condition often
changes at the halls. The hall announcements are broadcasted regularly. Our mobile
robots move on a shopping floor which has a lot of shelves for commodities. Main stable
obstacles are shelves and walls. They have a boundary whose color is different from the
floor color. The floor has some figures. However, illumination condition does not change.
It has more than 2.0 [m] paths. There are a few people on the path.
In the big shopping stores, the interaction robot is expected to call many people there.
Therefore, it should interact with multiple people simultaneously. The goal of detecting
people and objects on the interaction robot is (1) to interact with people by friendly
manner.
On the other hand, the mobile robots should move safely, smoothly and precisely. In
order to move safely and smoothly, it is important for them to localize and classify all
obstacles around the robot as stable or not while the robot moves. In order to move
precisely, it is important to localize the mobile robot itself fast and precisely. These
clasificaion and localization should be implemented by a single sensor for cost reduction.
An omnidirectional camera is one of the most appropriate sensors. Therefore, we use it.
Here, the goals of detecting people and objects on the mobile robots are (2) to localize
and classify all obstacles around robots as stable or not while they move, and (3) localize
themselves fast and precisely by using only one omnidirectional camera. We achieve these
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three goals on each robot. Considering as mentioned above, we list the features about
the detection for the interaction robot and the mobile robots in Table 1.1. The features
of those robots are different. Therefore, we use two kinds of robots, an interaction robot
and mobile robots. In our system, the interaction robot cannot transport the baggage
and the mobile robots cannot interact with people.
Table 1.1: The features of the detection for the interaction robot and the mobile robots
Interaction Robot Mobile Robots
Aim friendly interaction with multiple people safe and precise movement
Target interaction partner moving obstacles and landmarks
Sensor We can use various sensors. We can use only a sensor.
(cameras, microphones and tactile sensors) (omnidirectional camera)
Range front of the robot all around the robot
Accuracy low high
Resolution low high
We list issues to achive the goals based on the Table 1.1.
Issue 1 Interaction Robot:
The effective integration of sensors and the design of a plausible criteria
for selecting an interaction partner from among multiple people
As shown in Table 1.1, the interaction robot can be equipped with multiple sensors
to detect people. Although the interaction does not need high resolution of detecting
people, the interaction robot should have a plausible criteria selecting an interaction
partner from among multiple people who are interact with it simultaneously by
integrating multiple sensors.
Issue 2 Mobile Robot:
Classifying all obstacles around the robot as stable or not by a single
omnidirectional camera while it moves
As shown in Table 1.1, the mobile robot uses only one omnidirectional camera. The
camera is useful because a single camera can capture all obstacles around the robot
while it moves. However, it is difficult to classify them as stable or not, because
images captured by the omnidirectional camera is distort and the camera is not
stable.
Issue 3 Mobile Robot:
The fast landmark detection by a single omnidirectional camera
3
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As same as Issue 2, the distortion of the omnidirectional camera causes difficulty of
the fast landmark detection.
1.3 Overview of our Approaches
We deal with above-mentioned issues through the following approaches:
Solution 1 Interaction Robot:
Designing a criteria selecting an interaction partner and integrating mul-
tiple sensors based on the interaction distance
A distance between one person and the other is one of the criteria which show the
relationship between two people. Moreover, the distance between a person and the
interaction robot is an important criterion of selecting sensors to use. We design di-
vided spaces based on the spatial relationships and sensing spaces which are related
to the “interaction distance”. Mapping the friendliness onto each divided space, the
robot interacts with the highest friendliness spaces selectively. Selecting an interac-
tion partner by using friendliness based on the relationship which are related to the
interaction distance. Moreover, the interaction robot selects its action by plausible
manner even if it interacts with multiple people simultaneously based on the divided
space.
Solution 2 Mobile Robot:
Tracking floor boundary points with changing thresholds dynamically
In order to locate obstacles, we regard floor boundary points where robots can
measure the distance from the robot by one omnidirectional camera as obstacles.
Tracking them, we can classify obstacles by comparing the movement of each tracked
point with odometry data. Using the result of classification, our robots change a
threshold to detect the points and enhance the accuracy of classification.
Solution 3 Mobile Robot:
Developing new feature points which can be detected fast at the broad
area in the big shopping store
In order to realize the fast self-localization by using a single omnidirectional cam-
era, we use “tracked local invariant feature points” that are regarded as landmarks.
These landmarks can be tracked and do not change for a “long” time even in the
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omnidirectional images. In a landmark selection phase, robots detect the feature
points by using both a fast tracking method and a slow “Speed Up Robust Features
(SURF)” method. In a self-localization phase, robots detect landmarks while switch-
ing both detection methods dynamically based on a tracking error criterion that is
calculated easily even in the uncalibrated omnidirectional image. Once the land-
marks are detected by the “slow” SURF method, the robot continues to detect them
by the “fast” tracking method. Therefore, we can realize the fast self-localization.
1.4 Outline of the Thesis
This thesis consists of 9 chapters. The organization of this thesis is shown in Figure 1.1.






















Figure 1.1: The organization of the thesis
Chapter 2 provides a review of the literature in related fields and discusses a positioning
of this thesis.
Chapter 3 describes our friendliness space map showing how friendliness is distributed
in the space in order to select an interaction partner from among multiple people.
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Chapter 1 Introduction
In Chapter 4, we implement the frinedliness space map into our interaction robot
SIG2. We also show the result of questionnaires about interaction between a robot and
multiple people.
Chapter 5 describes the obstacle classification method based on tracking floor bound-
ary points by using a single omnidirectional camera while a robot moves.
Chapter 6 describes how we detect tracked local invariant feature points by an omni-
directional camera. We explain application to the fast self-localization of a mobile robot.
In Chapter 7, we show our mobile robot ApriTauTM which has an omnidirectional
camera. We show an accuracy of our classification method and self-localization method.
In Chapter 8, we discusses the major contribution of this work towards related research
fields and the proof of concept related to the robot system at a big shopping store. We
describe remaining issues and future directions of our work.




This chapter provides a review of literature related to people detection on human-robot
interaction, people detection while robot moves, and fast landmark detection by using
camera in order to clarify the positioning of this thesis within related fields.
2.1 People Detection on Multiple Human and Robot
Interaction
Many interaction robots are developed, Robisuke [14], SIG [15], AIBO [16], Kismet [17],
Wamoeba [18], WE-4 [19], and so on. There are many works detecting people while such
a robot interacts with people.
However, research on human-robot interaction thought that it was difficult to detect
multiple people by sensors equipped on the robot. Murakita et al. [20] gave a service
to convey objects which people wanted to use. It localized people exactly using touch
sensors installed over the whole floor, which required installing many devices. The robot
used by Kanda et al. [21] was a social robot and its fieldtest had been carries out at an
elementary school for two months. The robot successfully understood friendly relationship
among students in front of it by tracking their RFID tags attached to student’s name tag.
Since this field-test needed a precise identification of students, only RFID tag information
was utilized.
Putting the sensors on the floor costs and making people have RFID tags are trouble-
some. We want to localize people by sensors equipped on the robot.
Resently, some works localize people by sensors equipped on the robot.
Miyashita et al. [22] make a robot track a person by intergrating four sensors based
on the Markov Montecarlo Method in order to localize a person while the robot interacts
7
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with him/her. However, it regards people whom the robot does not interact with noise in
order to enhance detecting the person. The robot cannot interact with multiple people
simultaneously. Regarding most people as noise is also problematic for interaction robots.
SIG2 [23] tracks multiple people who are both talking and not talking by integrating
visual and auditory localization. It could perform various kinds of visual and auditory
scene analyses including face localization and recognition, sound source localization and
separation, and automatic speech recognition. Alghough it has various sensory-motor
modalities, its behaviors are only passive; it can only track and trun toward a speaker.
Therefore, the works on human-robot interaction has problems for detecting multiple
people precisely. However, we think it is unnecessary to localize people in detail for
human-robot interaction. People can interact with other people without localizing people
in detail. We think it is important to decide how accurate robots localize people.
Moreover, almost of them have dealt with only one-on-one interaction between one
robot and one person, there have been quite few discussions on the methodology for the
interaction between a robot and multiple people. Considering the yet-to-be developed
human support robot, it would be expected that a robot be able to interact effectively
with multiple people at the same time. This thesis proposes a design method for such
humans-robot interaction.
Robita is a conversation robot that can participate in group discussion [24]. Two
people sitting on a chair interact with each other and Robita. During interaction, Robita
obtains auditory inputs through a headset microphone worn by each participant. In this
sense, its interaction model does not depend on the interaction distance and used the fixed
sensory-motor modality. Robita maintains various kinds of information on the blackboard
and selects an appropriate module with highest priority [25]. The system architecture is
based on inter-module cooperation consisting priprity management, situaged observation,
and data exhibition/message dispatch systems. The priority of module is given in advance
by a task designer (software developer). Therefore, Robita’s behavior is a result of priority
based execution control. However, Robita can interact with people very passively. Robita
replies to people by same behaviors only when people talk with Robita. Robita does not
select the person whom it should interact with. We think it is important for the interaction
robot to interact with multiple people actively, because we aim to make multiple people
feel positive impression by the human robot interaction even if the robot interacts with
multiple people simultaneously.
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2.2 Moving People Detection while Robot Moves
In order to detect obstacles around a robot when it moves, many works use distance
measurement devices such as the Laser Range Finder (LRF) [26][27] , RGB-D sensor
like kinect [28][29], and stereo cameras [30][31][32] However, robots have to be equipped
with more than one sensor when they classify all obstacles around them at once by such
sensors. Using many sensors is expensive, and calibration is troublesome.
There are many works which detect moving people by a normal single camera while
robot moves, although they detect only people in front of the camera. They use a dif-
ference between a previous image and a present image with using assumption, geometry
or shapes [33]. The methods using assumption assume that there is a person in front of
the camera [34]. Others assume movements of people [35]. The methods using geometry
use optical flows [36][37]. They regard movements of the optical flows which are different
from typical movements of all flows as moving people. Some methods using geometry
use the epipolar geometry between a previous image and a present image obtained by
robot’s movements [38]. Some methods using shapes information use the HOG (Histgram
of Oriented Gradients) [39] or coHOG (Co-occurrence Histograms of Oriented Gradients)
[40] based on the edge information.
The methods using assumptions do now work well when the assumptions are not true.
The methods using geometry or shapes information work well as long as we use a general
camera which is not distorted and whose field of view is narrow.
An ominidirectional camera can take images of all obstacles around a robot simul-
taneously while moving. However, it is difficult to apply previous obstacle classification
techniques such as [41][42] to omnidirectional images because the image is distorted and
the resolution is low. We can change the omnidirectional images to not distorted general
images [43]. Even if we change images, previous techniques do not work well because
changed images lose a lot of information. Moreover, classifying obstacles as stable or not
by a moving camera is more difficult than classifying by a static camera.
The distortion of the omnidirectional image does not affect colors. Therefore, some
works use floor colors in order to detect obstacles, regarding obstacles as objects except
floor [44][45][46][47]. However, they do not work well under a dynamic environment
changing with robot’s movements. They do not consider a change of floor colors by
robot’s movements. Moreover, they do not classify obstacles as stable or not.
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2.3 Object Detection for Self-Localization
For navigation, it is important for robots to localize their own position. Many works deal
with self-localization problems. The simplest solution of the problem is to use sensors
installed in environements [48] [49]. However, it is difficult to apply them because they
spoil a view of the shopping store. The RFIDs are cheap and can localize robots [50].
However, the owner of the big facilities hates constructions. Therefore, we use only a
sensor equipped in the robot. Recently, most of works use the LRF equipped in the
robots [51][52]. They realize the self-localization, matching a map to data measured using
the iterative closest point (ICP) [53][54] algorithm [55]. Self-localization methods based
on the LRF data can be performed fast and accurately. However, when robots using the
methods do not know their initial position at all, errors occur at airports or big shopping
stores. The errors occur because there are many similarly shaped objects such as poles
and shelves.
On the other hand, many works use an omnidirectional camera [56][57]. The omni-
directional camera can get not only shape information but also texture information in a
wide area around a robot. Therefore, even if there are many similarly shaped objects and
a robot does not know its initial position at all, the self-localization succeeds by using the
omnidirectional camera.
Some works based on the omnidirectional camera calibrate its mirror parameters [58].
After changing omnidirectional images to non-distorted images, the works apply tradi-
tional methods based on general cameras that do not have a wide field of view [59].
These works have an advantage in that they can use many traditional methods. However,
changed images lose a lot of information, as mentioned above.
Some works use scale and rotation invariant (Local Invariant: LI) feature points like
SIFT [60] or SURF [61] without calibrating mirror parameters. Even if the robot moves
and omnidirectional images change, using LI feature points enables the robot to localize
its position. However, it performs more slowly and some feature points cannot always be
used in the omnidirectional image. Some works dealing with SLAM [62][63] use tracking
methods [64] or select feature points that have small errors while making a map [65] in
order to perform fast. However, few works related to SLAM focus on feature points that
can be tracked for a long time. Therefore, in the case of the previous works, there are
many feature points that are not detected from various positions in an area where the
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robot moves.
The recent evolution of GPU makes it possible to localize robot’s position by using a
camera. Parallel Tracking and Mapping (PTAM) [66] is one of the best examples of SLAM
using a GPU. However, GPUs consume a lot of electric power, which is not appropriate
for mobile robots. Recently, methods such as PTAM not using GPU [67] works in the case
of omnidirectonal images. A drawback of PTAM is that it does not have any functions
to localize again if robots miss their locations.
2.4 Positioning of this Thesis within Previous People
and Object Detection Studies for Robots in the
Big Shopping Store
In this section, we discuss the positioning of our work within related people and object
detection while the robot interacts with people and while the robot moves. We discuss
about the positioning of our work within other works in the following order.
1. Interaction with multiple people.
2. Obstacle classification while robot moves by a single omnidirectional camera.
3. Fast self-localization by an omnidirectional camera.
Works on interaction with multiple people did not have a criterion to select an interac-
tion partner from among multiple people. The works do not detect people by human-like
sensors such as eyes, ears, and skins. We have now developed a method for selecting an
interaction partner for a robot based on the degree of friendliness as mapped onto the
“ space”, considering the interaction distance between people and the robot. Recently,
the interaction distance has been used for human robot interaction. For example, Satake
uses distance to start the interaction [68]. Yamaoka makes a robot keep the interaction
distance to introduce other objects [69]. We integrates human-like sensors on the map
which consider to the range where the sensors are used on, in order to localize people
robustly in various environments, and in order to impress the people interacting with the
robot simultaneously as intelligent and friendly.
Works on obstacle classification do not classify all obstacles around the robot as stable
or not by a single sensor, while the robot moves. We have developed an original method
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of classifying all obstacles around the robot by only one omnidirectional camera while
it moves. In order to locate and classify obstacles, we focus on floor boundary points
where the robot can measure the distance from itself by only one omnidirectional camera.
Our robot classifies a floor boundary point as a dynamic obstacle when its movement is
different from the robot’s movement.
Works on self-localization by a single omnidirectional camera do not work fast. In
order to solve the problems, we focus on the existence of many LI feature points that can
be tracked and do not change their feature vectors for a long time. We regard the tracked
LI feature points as new landmarks. In a landmark selection phase, we select landmarks
from among the tracked LI feature points by using Support Vector Machine (SVM).
In a self-localization phase, our robot detects landmarks, switching detection methods
dynamically based on a tracking error criterion. The criterion is calculated easily by
directions of detected tracked LI feature points even in the uncalibrated omnidirectional
image. Because the tracked LI feature points can be tracked for a long time and do not
change their feature vectors very much, our robot can detect them from various positions.
Moreover, our robot can continue to detect them fast and localize its position even if it
does not know their initial position at all.
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Interaction Partner Detection by
Spatial Mapping of Friendliness
Based on Interaction Distance
This chapter discusses the distance between the robot and people during an interaction
and describes our “friendliness space map” showing how “friendliness” is distributed in
the space.
3.1 Distance between Robot and People during In-
teraction
3.1.1 Interaction Distance of People
When people interact with each other, the distance between them is associated with their
degree of friendliness. Proxemics [70], which is a social psychology theory, says that
two people interact at an appropriate physical distance from one another based on their
relationship. In this theory, the interaction distance can be classified into roughly four
groups: intimate, personal, social, and public.
• Intimate distance (approx. 50 [cm])
People can communicate via physical interaction and express strong emotions.
• Personal distance (approx. 50―120 [cm])
People can talk intimately.
• Social distance (approx. 120―360 [cm])
People don’t know each other well.
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• Public distance (approx. 360 [cm] and more )
People who have no personal relationship with each other can comfortably coexist
at this distance.
These distances can be used to set the degree of friendliness between the robot and
each person. The distances shown in parentheses are only typical ones. They depend on
each person’s personality and cultural background.
3.1.2 Effective Distance and Advantages and Disadvantages of
Robot’s Functions
Since most functions and devices used by a robot are not effective for all distances, we
assessed the effective distance for them. We investigated the effective distance of tactile
recognition, speech recognition, sound source localization, and face localization, which are
implemented into many robots as general functions.
Tactile Recognition
Works on tactile sensing [71][72] verify that the tactile interaction shows emotions and
people like tactile interaction with intimate people [73]. Therefore, we use the tactile
recognition. The tactile recognition is done using tactile sensors, which are effective when
people can touch the robot. The average length of a person’s arm is about 70 [cm], so
the appropriate distance for tactile recognition is up to 50 [cm]. This distance is similar
to the intimate distance.
Speech Recognition
To determine the range for speech recognition, we place a speaker in front of a robot
at every 50 [cm] from 50 [cm] to 3 [m] and played 200 words of the ATR phonetically
balanced corpus. The results of isolated word recognition using “Julian” [74], general
Japanese automatic speech recognition software, are shown in Figure 3.1. Automatic
speech recognition was found to be effective up to around 1.5 [m].
Sound Source Localization
A well-known sound source localization function uses the Interaural Phase Difference
(IPD) and Interaural Intensity Difference (IID) [75]. We explain the integration method
14













































Figure 3.1: The isolated word recognition at various distances (4, Figure 1)
of the IPD and the IID based on Dempster-Shafer Theory [76]. A brief factor of each
direction θ is estimated by an IPD brief factor BIPD(θ) and an IID brief factor BIID(θ)
as follows:
BIPD+IID(θ) = 1− (1− BIPD(θ))(1− BIID(θ)) (3.1)
The effective distance of sound source localization on average and the standard de-
viations were estimated in our laboratory (Figure 3.2). Three directions were evaluated
separately. The horizontal direction was specified from right (0 [degree]) to left (180
[degree]), and the center was 90 [degree].
Some robots [77][78] use the MUltiple Signal Classification (MUSIC)[79] method ex-
tended to a broadband signal with eigenvalue weighting[80][81]. We also estimated the
effective distance of sound source localization based on the MUSIC method.
We denote the input vector as x(ω, t) = [X1(ω, t), · · · , XM(ω, t)]T , where Xm(ω, t)
denotes the short-time Fourier transform of the input signal to the mth microphone.
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Figure 3.2: The sound source localization at various distances (IPD·IID)
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From this input vector, the spatial correlation is estimated as
R(ω) = E[x(ω, t)xH(ω, t)]. (3.2)
Using the eigenvectors ofR(ω) corresponding to the smallestM−N eigenvalues, eN+1, · · · , eM ,
the MUSIC spatial spectrum estimator is defined as




where M and N denote the number of microphones and the number of sound sources,
respectively. The symbol a(θ, ω) denotes the location vector of the virtual source in the
arbitrary direction θ. The elements of the location vector are the transfer functions of
the direct path from the virtual source to the microphones. To estimate the final spatial





λ¯(ω)P (θ, ω), (3.4)





The symbol λn is the nth eigenvalue of R(ω). The eigenvalues are assumed to be
sorted in descending order. By doing this, the frequency bins in which the power of
the directional signal is dominant have larger weights. The range [ωl, ωh] denotes the
frequency range of interest.
The effective distance of sound source localization on average and the standard devia-
tions based on the MUSIC method were estimated in our laboratory (Figure 3.3). Three
directions were evaluated separately. The horizontal direction was specified from right (0
[degree]) to left (180 [degree]), and the center was 90 [degree].
The localization errors of both methods were small for distances less than about 3 [m].
Therefore, sound source localization should be stable up to around 3 [m].
Face Localization
We use MPIsearch [82] for robust face detection. A robot can measure the distance and
direction to a person based on the average size of a person’s face as shown in Figure 3.4.
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Figure 3.3: The sound source localization at various distances (MUSIC)
MPIsearch requires an image at least 12 by 12 pixels to detect a face. Such images
correspond to a distance of 4 to 5 [m]. In general, the effective distance of face localization
is up to the public distance.
Advantages and Disadvantages of Functions
The advantages and disadvantages of tactile recognition, sound source localization, and
face localization are shown in Table 3.1. While tactile recognition can localize a person
within the length of a person’s arm, it cannot detect the direction to the person precisely.
While sound source localization can detect the direction to the person exists and is not
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Figure 3.4: The face localization by MPIsearch
affected by occlusion, it is affected by environmental sound (noise). While face localization
can detect not only the distance but also the direction to the person, it suffers if the
lighting is poor.
Table 3.1: The advantages and the disadvantages of the robot functions
Function Advantages Disadvantages
Tactile near distance detection weak direction detection
Recognition high reliability
Sound Source direction detection mixed sound effects
Localization no occulusion effects cannot measure the distance
Face direction detection light effects
Localization distance detection occulusion effects
Considering these factors, the integration of several functions into a robot enables
a robot to localize people more robustly. For example, if poor lighting impairs face
localization, tactile recognition and sound source localization can be used instead.
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Table 3.2: The relationship between the distance and the function
Intimate Distance Personal Distance Social Distance
input Tactile Recognition
Speech Recognition Speech Recognition
Face Localization Face Localization Face Localization
Sound Localization Sound Localization Sound Localization
output Utterance Utterance Utterance
Dialogue Dialogue
Motion for Near Field Motion for Distant Field Motion for Distant Field
(Touch Reaction) (Gazing) (Gazing)
3.1.3 Interaction Distance and Effective Distance of Functions
The relationship between the interaction distance and the effective distance for the three
functions is shown in Table 3.2. As shown in the Table 3.2, effective distance for the
functions can correspond to the interaction distance effectively.
3.2 Friendliness Space Map
3.2.1 Design of Friendliness Space Map
In various environments, the sensor inputs capture noise. Moreover, the sensor functions
a robot can use effectively differ depending on the distance between the robot and each
person.
In other relational studies, the robot always used all sensors and interacted with people
by focusing on the people. In our study, the robot interacted with people by focusing on
the “space” of the people. In particular, the robot acted based on the space around the
robot, segmented as described in Table 3.2.
Given the size of a person’s face and the accuracy of the robot’s functions, the direction
element of space must be segmented to some extent. We segmented the space every 15
degrees based on the average size of the human face (16 [cm] × 23 [cm]) and the errors
of functions within the personal distance.
To identify the intimate space for the robot to interact with, we defined polar coor-
dinates as shown in Figure 3.5. These coordinates, which are segmented into cells, are
called a “Friendliness Space Map”. Our robot calculates the “friendliness” of a cell (r, θ)
using information about the location of people and comfortable/uncomfortable stimuli.
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To calculate the friendliness, when a function is initiated by sensor input, our robot cal-
culates the Human Existence Degree (HED), which shows whether people exist or not, of
cells within the effective area of each function. For example, three areas where our robot
calculated the HED are shown in Figure 3.5: (1) in the case the right side of the robot is
touched, (2) in the case the robot detects sound, (3) in the case the robot detects face.
Figure 3.5: The friendliness space map and the effective area of functions (3, Figure 1)
The effects of interaction using this map are as follows.
• Since a robot can change its motion and select an interaction partner based on the
friendliness of various spaces, it can interact with multiple people simultaneously in
various environments.
• The action selection based on space can also be applied to various other objects.
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3.2.2 Definition of Human Existence Degree by Integration of
Functions
In each cell on the map, the HED is calculated by taking advantage of the integrated
functions. When a function k locates a person at time tk0, it calculates the HED, Lk,t,r,θ
of cell (r, θ) within the effective function area at time t, as shown Equation 3.6. The
k(k = 1, 2, 3) is the functions, dk is the damping ratio (which is decided based on the
degree of confidence obtained by previous experiments of each function) , and tk0 is
renewed every time function k operates.
Lk,t,r,θ = exp[−dk(t− tk0] (3.6)
The HED calculated by integration of all functions, Et,r,θ of cell (r, θ) at time t is





3.2.3 Shift in Friendliness by Stimulus
The cells on the Friendliness Space Map are affected by the kind of stimulus. Our robot
recognizes two kinds of stimuli by using tactile recognition. One is uncomfortable stimuli,
such as hitting the robot’s head or touching the robot’s bust. The other is comfortable
stimuli, such as patting the robot’s head. Since tactile recognition cannot localize people
precisely, we assume the person delivering the stimulus is in the cell with the highest
human existence degree within the intimate distance. That is, it is cell (1, θ), as obtained
using
θ = argmaxθEt,1,θ (3.8)
If the stimulus occurs at time tC0, we define the Comfortable Degree (CD), Ct,1,θ of
cell (1, θ) selected at time t as shown in Equation 3.9, where dC is the damping ratio, v is
the kind of stimulus (v 1 is a comfortable stimulus and v -1 is an uncomfortable stimulus),
and tC0 is renewed every time a stimulus is received.
Ct,r,θ = v × exp[−dC(t− tC0)] (3.9)
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3.2.4 Definition of Friendliness
The Friendliness Space Map is renewed and consists of both the HED and the CD obtained
using the robot’s functions. The friendliness, It,r,θ of cell (r, θ) at time t is defined as the
sum of the HED and the CD as shown in Equation 3.10, where WL and WC correspond
to the weights of the HED and the CD, respectively. In this time, we make WC bigger
than WL because we want a robot to be sensitive to the stimulus.
It,r,θ = WL × Et,r,θ +WC × Ct,r,θ (3.10)
3.3 Summary
In this chapter, we describe how to localize and select an interaction partner from among
multiple people. We use the interaction distance which shows friendliness between a per-
son and the others. In the psychology theory, the interaction distance can be classified
into roughly four groups: intimate, personal, social, and public. Moreover, the effective
distance of robot’s functions corresponds to the interaction distance. Therefore, we divide
the space around the robot based on the interaction distance. Mapping the friendliness
which is calculated by the multiple sensors’ input onto each divided space, the robot inter-





Implementation and Evaluation of
Detecting People for Interaction
Robot
This chapter introduces our interaction robot SIG2 about both hardwares and softwares.
This chapter also evaluates the method detecting the interaction partner.
4.1 Design of Interaction Based on the Friendliness
Space Map
4.1.1 Interaction Robot SIG2
Hardware of SIG2
The platform we used is the humanoid robot SIG2 shown in Figure 4.1. SIG2 is a hu-
manoid robot whose body is fixed on the vehicle (ActivMedia Robotics Pioneer2-AT).
The body is made of FRP.
It has 19 tactile sensors on its head and upper body, a microphone (“ear”) on each
side of its head, and two cameras (“eyes”) in its head. To reduce a sound noise, each
microphone is embedded at the eardrum of a human outer ear model made of silicon, as
shown in Figure 4.1. We use the microphone (ME102) made by SENNHEISER. We use
the camera (QN42H) made by Elmo. The tactile sensors consist of touch sensors and
sillicon [83]. The position of 19 tactile sensors shows Table 4.1. The touch sensors are
sheet-like and made of polyvinylidene fluoride (PVDF) produced by MSI·Tokyo sensor.
SIG2 has hardwares for outputs , speakers and motors. SIG2 utters and gestures by
using a speaker and three motors in its head. The neck of SIG2 is consist of 3 motors.
They enable SIG2 to take a nod and cock its head. The motor driver is TITech Driver
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Figure 4.1: Our robot SIG2 (4, Figure 4)
PC-0121-2.
Software of SIG2
SIG2 is equipped with tactile recognition, speech recognition, sound source localization
(the IPD·IID method), and face localizationas (MPIsearch) as shown in Chapter 3. The
tactile recognition recognizes the spot on the robot touched by a person based on the
positions of the sensors as shown in Table 4.1. It recognizes two kinds of contact (hitting
and patting) using the touch duration. Figure 4.2 shows an example of the sensor data.
The speech recognition recognizes the numbers from 1 to 15, and “yes”, and “no”.
The output functions are a tactile reaction function, a game dialogue function, an
interaction partner selection function, a trace face function and a trace sound function.
The tactile reaction function enables SIG2 to perform five types of actions such as a
delighted action or a sad action based on both the spot touched and the kind of stimulus.
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Figure 4.2: The output of tactile sensors (upper: hit, lower: pat)
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Table 4.1: The position of the tactile sensors on SIG2
No. Position No. Position
1 top of head 9 right
shoulder

























The reaction after the tactile recognition is shown in Table 4.2.
Table 4.2: The reaction after the tactile recognition
Position head shoulder chest
hit speak “ouch” speak “what?” speak “no”
nod no turn to the person look away
pat speak “thank you” speak “what?” speak “no”
cock its head turn to the person look away
The game dialogue function enables SIG2 to play a game using speech recognition if
there is an intimate person within the personal distance by using speech recognition. In
this game, SIG2 and its interaction partner say random numbers from 1 to 15 to each
other. They can repeat the number up to four times at once. The first one who says a
number that has already been said loses. SIG2 uses gestures and utterances that match
the situation of the game. Figure 4.3 shows the flow of the game dialogue.
The intimate person selection function makes SIG2 turn on the cell direction that has
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Figure 4.3: The flow of the game dialogue
the highest friendliness level within the personal distance, after gesturing and uttering
using other output functions.
The face trace function and the sound trace function enable SIG2 to gaze at the
direction where it finds a person’s face or hears a sound.
4.1.2 Motion of SIG2 during Interaction
More specifically, SIG2 interacts with people as follows.
1. SIG2 turns on the direction calculated by tactile recognition, face localization, or
sound source localization. If SIG2 uses tactile recognition, it acts based on both the
kind of stimulus and the spot touched in accordance with the outputs of the tactile
recognition.
2. After referring to the friendliness space map, SIG2 renews it based on the results of
person localization and stimulus type.
3. If the stimulus is comfortable and the friendliness of the cell within the personal
distance exceeds a threshold, SIG2 plays a game with the person in that cell.
29
Chapter 4 Implementation and Evaluation of Detecting People for Interaction Robot
4. SIG2 turns on the direction of the cell that has the highest friendliness level on the
friendliness space map.
Figure 4.4 shows the whole system implemented into SIG2. Considering the accuracy
of modules discussed in Section 3.1.2, the damping ratios of the tactile recogntion d1,
the sound source localization d2, and the face localization d3 used by Equation 3.6 are
1.0, 1.5, and 2.0 (d1 < d2 < d3) , respectively. In order to react susceptibly during short
interaction, the damping ratio dC of comfortable degree used in Equation 3.9 is 4.0, which
is larger than (d1 < d2 < d3). Moreover, The weights of the human existance degree (WL)
and the comfortable degree (WC) used in Equation 3.10 are 1.0 and 4.0, respectively.
Look at the direction of stimulus
Make the motion expressing the emotion
Update the friendliness space map
Play the game
Gaze at the intimate space
In the near field
High friendliness





Figure 4.4: The system implemented into SIG2
4.2 Effectiveness Evaluation of the Person Localiza-
tion by SIG2
4.2.1 Aim and Sequence of Effectiveness Evaluation at Event
Hall
To determine whether a person is in the direction where SIG2 feels intimate in an ac-
tual environment, we compared the accuracy of sound source localization, which is the
most accurate of the three functions, with the accuracy of proposed method, at an event
hall of a big facility assumed a big shopping store. Testing was done during the day-
time, so the event hall was illuminated by both natural and artificial light. Moreover, a
hall announcements were broadcasted regularly. Testing was done using seven pairs of
participants. Experimental steps are as follows:
1. We explained to the participants the input functions of SIG2.
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2. SIG2 interacted with each pair for about 5 [min]. The evaluation criteria were the
recall ratio (R), precision ratio (P ), and F measure as shown in Equation 4.1, 4.2
and 4.3. T [sec] denotes a duration when the detected direction corresponded with
one of the people. Tr [sec] denotes a duration of their interaction. Tp denotes a













We also investigated whether our method detects interaction partner while the robot
stands by and interacts with people. Two labelers observe their interaction and select
interaction partners whom our robot should interact with. We evaluate our method by









Here, Tlab shows the duration when two labelers select same partners. Trob shows the
duration when two labelers and our robot select same partners. Tout shows the duration
when our robot outputs detecting people. Texist shows the duration when our robot
outputs detecting people correctly.
4.2.2 Results
The relationship between the distribution of cells which had the highest friendliness level
at the intimate distance and the directions in which there were people is shown in Figure
4.5. Two people interacted with SIG2 at directions of around 60 [deg] and 105 [deg] which
correspond to a person on left and a person on right in Figure 4.5 respectively. In Figure
4.5 , we can see that there were people in the cell with the highest friendliness level. The
gray value in Figure 4.5 shows the friendliness level. The black denotes the highest level.
The recall ratio, precision ratio, and F measure are shown in Table 4.3. The F measure
with the developed method was higher than with only sound source localization.
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Figure 4.5: The relationship between the friendliness distribution and the location of
people (3, Figure 6)
Table 4.3: The accuracy of the person localization
Only Sound Localization Friendliness Space Map
Recall 0.33 0.71
Precision 0.52 0.83
F measure 0.40 0.76
The experimental results also show that E1 denotes 0.95 and E2 denotes 0.87. We
think that E1 is high enough to detect people who call robots. E1 is higher than E2,
which shows that our robot can especially select people whom humans (labelers) can
select by only observing the interaction.
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4.3 Impression Evaluation of Interaction Using Friend-
liness Space Map by SIG2
4.3.1 Aim and Sequence of Impression Evaluation
We investigated whether our method enabled SIG2 to make a plausible and friendly
impression when interacting with several people simultaneously. We asked 27 visitors
(men and women ranging in age from 20 to 54) to interact with SIG2 at the event hall
and then fill out a questionnaire. The experimental conditions were the same as described
in Section 4.2 . The experimental setup is shown in Figure 4.6.
Figure 4.6: The experimental setup (3, Figure 4)
Each groups of visitors interacted with SIG2 two times, and SIG2 used a different
behavior each time. One time it behaved based on the friendliness space map, as de-
scribed in Chapter 3. The other time it did not use friendliness space map to isolate the
effects of our method. In the latter, SIG2 turned in the direction calculated by three
functions and played the game regardless of the friendliness level if someone was within
the personal distance. SIG2 selected which behavior to use at the beginning randomly.
Each group interacted with SIG2 for about 5 [min] each time. Then, they filled in a
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questionnaire, rating 28 adjective pairs (in Japanese) on 1-to-7 scales, where 7 means the
positive adjectives fit very well (adjectives in the leftmost column in Table 4.4), based on
the SD method. This evaluation method is based on “Psychological analysis on human-
robot interaction”[84]. The deviation in the case of using 1-to-7 scales is larger than the
deviation in the case of using 1-to-3 scales or 1-to-5 scales. Therefore, it is suitable for
comparison experiments to use 1-to-7 scales.
4.3.2 Results
A factor analysis was conducted on the SD method ratings for the 28 adjective pairs using
the results from 54 (27 × 2) questionnaires. We used four factors based on the results
obtained by [84], which concluded that four factors are appropriate for the interaction.
Moreover, the cumulative proportion was 59.4 %, which is similar to the cumulative
proportion (57.8 % ) obtained by [84]. The factor matrix along with the factor loadings,
are listed in Table 4.4.
Referring to the adjective pairs that have loadings greater than 0.6, the first fac-
tor contains “Distinct”, “Exciting”, and so on, and the second factor contains “Kind”,
“Friendly”, and so on. The first and second factors are similar to the ones obtained by
Kanda et al. [84]. Therefore, we think the two types of SIG2 behaviors can be compared
meaningfully using the first and second factors. In particular, one factor obtained by [84]
was named the “enjoyment factor” because the adjectives in that factor were related to
the level of enjoyment. The top three adjectives with loadings in the “enjoyment factor”
were “Exciting”, “Pleasant”, and “Likable”. Moreover, one factor obtained by [84] was
named the “familiarity factor” because the adjectives in this factor were related to the
familiarity. The top three adjectives with loadings in the “enjoyment factor” were “Kind”,
“Favorable”, and “Friendly”. In our work, the top three adjectives with loadings in the
first factor were “Exciting”, “Pleasant”, and “Likable”, too. The top three adjectives
with loadings in the second factor were “Kind”, “Favorable”, and “Friendly”, too. Since
adjectives with loadings in these factors are the same as the adjectives extracted by Kanda
[84], our first and second factors were named the enjoyment factor and familiarity factor,
respectively. We think the enjoyment factor is based on the enjoyment of the interaction
itself. We also think the familiarity factor is based on the relationship between the robot
and people. These are the main differences between the two factors.
Table 4.4 shows the average and standard deviations of the impression scores for the
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Table 4.4: The adjective paris and the result of the factor analysis
Adjective pairs Factor 1 Factor 2 Factor 3 Factor 4
Kind Cruel -0.103 0.720 0.149 -0.110
Favorable Unfavorable 0.094 0.689 -0.110 -0.186
Friendly Unfriendly 0.315 0.681 -0.061 -0.028
Safe Dangerous 0.204 0.517 -0.191 0.257
Warm Cold 0.275 0.550 0.262 -0.043
Prety Ugly 0.220 0.661 0.195 0.011
Frank Rigid 0.535 0.291 0.143 -0.004
Distinct Vague 0.636 -0.099 -0.092 -0.474
Accessible Inaccesible 0.522 0.265 0.061 -0.072
Light Dark 0.470 0.318 0.329 0.051
Altruistic Selfish 0.260 0.155 0.188 -0.493
Humanlike Mechanical 0.413 0.289 0.186 -0.035
Full Empty 0.604 -0.027 0.058 0.119
Exciting Dull 0.857 0.002 -0.196 0.023
Pleasant Unpleasant 0.805 0.138 -0.159 0.101
Likable Dislieable 0.857 0.122 -0.034 -0.137
Interesting Boring 0.497 0.442 -0.246 0.027
Good Bad 0.734 0.151 -0.183 0.004
Complex Simple 0.045 0.058 0.419 0.139
Rapid Slow -0.103 0.007 0.910 -0.153
Quick Slow -0.147 0.017 0.808 -0.109
Agitated Calm -0.020 -0.499 0.484 0.109
Active Passive 0.105 0.108 0.493 0.498
Brave Cowardly 0.076 -0.136 0.076 0.761
Showy Quiet 0.674 -0.448 0.378 0.110
Cheerful Lonely 0.401 0.311 0.350 0.135
Sharp Blunt 0.009 0.149 0.552 0.058
Intelligent Unintelligent 0.801 -0.010 -0.014 -0.244
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two types of behaviors for the first and second factors. Figure 4.7 shows a bar graph of the
impression scores. About the first factor, t-test showed that the difference between the two
types was significant at the 0.01 level (p = 0.004, t(13) = 3.45, d = 0.92, r = 0.69). Here,
d and r denote the Cohen ’s d and the pearson product-moment correlation coefficient,
respectively. About the second factor, t-test showed that the difference between the two
types was significant at the 0.05 level (p = 0.02, t(6) = 3.0, d = 1.16, r = 0.78). The effect
sizes of the first and second factors were 0.92 and 1.16, respectively, which indicates that
the behavior based on the friendliness space map was considered to have more positive
adjectives.
Table 4.5: The comparison of the impression scores
First Factor Second Factor
Type Average S. D. Average S. D.
Based on Map 4.59 1.58 4.79 0.97
Ignore Map 4.35 1.75 4.65 0.85
 









In this chapter, we evaluate our interaction partner selection method by using humanoid
robot SIG2. The evaluation aims to confirm that our method can localize people and
that SIG2 can interact friendly with multiple people by using our method. SIG2 has four
functions to calculate friendliness and to localize people. The four functions are tactile
recognition, speech recognition, sound localization and face localization. Integrating four
functions on the friendliness space map can localize people more accurately. Moreover,
results of questionnaires to the interaction between SIG2 and multiple people show that





Obstacle Classification and Location
by Using a Mobile Omnidirectional
Camera Based on Tracked Floor
Boundary Points
This chapter provides how to find the floor boundary points and describes the obstacle
classification method based on the result of tracking floor boundary points.
5.1 Floor Boundary Points Detection
5.1.1 Floor Detection by Ward’s Clustering
We use floor colors for floor detection because floor colors are generally simple. Previous
works use the Gaussian Mixture Model (GMM) for specific color detection [85]. The GMM
can detect many specific colors, increasing a number of a mixed Gaussian. However, we
have to evaluate the GMM many times in order to decide parameters such as the number
of mixed Gaussian. Therefore, it is difficult for robots to apply the GMM to various
environments quickly and accurately just after they start up.
Our robot learns representative colors of the floor by itself based on the distribution
of floor color data without prior setting. Considering the distribution, our floor detection
method can adjust more easily than the GMM can and detects the floor as accurately
as the GMM does. Here, in order to detect the representative colors of the floor, we use
Ward’s clustering [86], which is one of the hierarchical clustering methods. Our robot
selects the representative colors by Ward’s clustering as follows.
1. Our robot takes an image and gets N color data from pixels to which the close area
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around it is projected. In an initial state, each datum shows a representative color.
A cluster of color data that are similar to the representative color i is denoted by
Ci.
2. We choose two clusters C1 and C2 that minimize D as shown in Equation 5.1 and
Equation 5.2, and create a new claster Ck that consists of the data in both C1 and
C2. Let ci denote an average color vector in the cluster Ci.





3. In step 2, when Ck satisfies both Equation 5.3 and Equation 5.4, it is decided that
ck is the representative color and data in Ck are not used for following loops. When
Ck satisfies only Equation 5.3, data in Ck are just not used for following loops. TD
and TN is a constant threshold, |Ck| is a number of the data in Ck.
min
k =i
D(Ck, Ci) > TD (5.3)
|Ck| > TN (5.4)
4. Step 2 and 3 continue until all data are not used.
Because Ward’s clustering considers the distribution of data, each cluster is identified
easily by Mahalanobis distance. A color datum I is classified as floor color when we find
a Cm that satisfies Equation 5.5. μm, Σm and σ denote an average vector, a covariance
matrix of data in Cm and a threshold, respectively.
√
(I − μm)TΣ−1m (I − μm) < σ (5.5)
When a robot uses an omnidirectoinal camera mounted on its head, the floor is pro-
jected to around the image center. Therefore, our robot classifies the pixels from center
to outer by applying Equation 5.5 . If our robot finds continuous p pixels that do not
satisfy Equation 5.5, a floor boundary point is detected at the position where the first
pixel in p pixels is located.
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5.1.2 Transforming Coordinates of Floor Boundary Points from
Image Coordinates to Robot Coordinates
In the case of using an omnidirectional camera incorporating a hyperbolic mirror, a po-
sition (X, Y, Z) on the robot coordinates is projected to a position (x, y) on the image
coordinates as follows. Constant b and c denote proper parameters of the mirror, and f
denotes a focal distance. Figure 5.2 shows the relationship between (X, Y, Z) and (x, y).
x =
Xf(b2 − c2)
(b2 + c2)(Z − c)− 2bc√X2 + Y 2 + (Z − c)2 (5.6)
y =
Y f(b2 − c2)
(b2 + c2)(Z − c)− 2bc√X2 + Y 2 + (Z − c)2 (5.7)
Many robots are equipped with an omnidirectional camera, and they can measure or
know the distance from the floor to the camera while they are moving [87]. Therefore,
with regard to floor boundary points, the variable Z in Equation 5.6 and Equation 5.7
become constant, and we can measure the distance from the robot to floor boundary
points by applying Equation 5.6 and Equation 5.7.
In order to decide the parameters Z, b, c and f , we have drawn cross-stripes on the
floor as shown in Figure 5.2. Figure 5.2 is used for determining te parameters as an input.
n pairs of (Xm, Ym) and (xm, ym) are acquired from the image to which n cross-points are
projected. Here, (Xm, Ym) and (xm, ym) denote the position of the cross-point m on the
robot coordinates and the image coordinates, respectively. Using n pairs, parameters that






















For confirmation of parameters, a bird’s-eye image is created by using the decided
parameters. Figure 5.3 shows the bird’s-eye image. The lines that make cross-stripes on
the floor are not distorted, because the decided parameters are corrected. Here, 1 pixel in
this bird’s-eye image denotes about 5 [cm] in the real world. In the bird’s-eye image, the
distance between any two points on the floor is linear to the distance in the real space.
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the center of camera lens
the origin of  image coordinates
the origin of  robot coordinates
mirror
Figure 5.1: The image coordinates and the robot coordinates (5, Figure 2)
5.2 Obstacle Classification by Floor Boundary Points
5.2.1 Classification Equation
A floor boundary point m on the image at time t−dt is detected by the method as shown
in Section 5.1. dt depends on a processing speed. If the point m can be tracked from
t − dt to t correctly, the position of m at t is located correctly on the image at t. It is
easy to transform the coordinates of m at t − dt and t from the image coordinates to
the robot coordinates (Xm, Ym)
(t−dt) and (Xm, Ym)(t) by referring to the bird’s-eye image.
The relative position (dX, dY, dΘ) from t − dt to t is estimated by odometry data. dΘ
42
5.2 Obstacle Classification by Floor Boundary Points
Figure 5.2: The omnidirectional image of the cross-stripes on the floor (5, Figure 1)
is based on the direction from the center of the robot to the front of the robot at t− dt.
When m is located at the boundary between a stable obstacle and the floor, (Xm, Ym)
(t)
is calculated by (dX, dY, dΘ) and (Xm, Ym)







cos dΘ − sin dΘ











When m is located at the boundary between a dynamic obstacle and the floor, Equa-
tion 5.9 is not satisfied. Therefore, we can regard Equation 5.9 as a Classification Equation
(CE), that is, the floor boundary point m can be classified as a stable obstacle or a dy-
namic one by confirming whether Equation 5.9 is satisfied or not. Actually, Equation 5.9
includes a small error ε depending on an image resolution, which is ignored. The fol-
lowing conditions should be satisfied in order to regard Equation 5.9 as the classification
equation.
1. Floor boundary points have to be located at the boundary between obstacles and
the floor correctly in the image.
2. Floor boundary points have to be tracked correctly.
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Figure 5.3: The bird’s-eye image (5, Figure 3)
3. Camera parameters have to be decided correctly.
4. Odometry has to be calculated correctly.
Condition 4 is satisfied in the general environment, because the odometry is comparatively
correct during short movement. Figure 5.2 verifies that parameters are not so bad that
condition 3 is satisfied, too. Floor boundary points can be tracked easily and tracking is
not a major problem when they are detected accurately, because they are located at the
boundary where the colors change significantly. However, floor boundary points cannot
always be detected correctly by using only the floor colors in various environments. We
apply the result of confirming whether the CE is satisfied or not to the floor detection
method.
5.2.2 Obstacle Classification
The CE is satisfied as long as floor boundary point m is located on the floor. One of
the reasons why m is not located on the floor is that the threshold σ in Equation 5.5
is inappropriate. When the position of m does not satisfy the CE, σ is too large or m
shows a dynamic obstacle. For confirmation, new floor boundary point m′ is detected by
decreasing σ in the direction where m is located to σ − dσ. The parameter dσ should be
small so that the robot does not narrow the floor area. The new floor boundary point m′
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is tracked from t to t− dt and classified by confirming the CE again. When the position
of m′ satisfies the CE, our robot regards m as a stable obstacle. Moreover, the position
of m is changed to the position of m′. Conversely, if it is not satisfied, m is regarded as a
dynamic obstacle. Our method changes the parameter dynamically by the result of the
CE. For example, in Figure 5.4, the position of floor boundary point A located at the
boundary between the floor and a static obstacle satisfies the CE. The point B that is
not located at the boundary does not satisfy the CE. Therefore, B creates a new floor
boundary point B′ and B′ is tracked from t to t − dt. Using the result of tracking, our
robot confirms whether B′ satisfies the CE or not. Because B′ is located at the boundary,
B′ satisfies the CE in this case. Therefore, the position of B is changed to the position of
B′ and B is classified as a static obstacle. The point C located at the boundary between
a dynamic obstacle and the floor also does not satisfy the CE. The point C creates a new
point C ′ and its position is confirmed. Because dσ is small, the point at the boundary
does not create a new point far from the original point. The position of c′ does not satisfy
the CE in this case, and C is regarded as a dynamic obstacle.
Time t-dt Time t









Figure 5.4: The example of the classification process by using floor boundary points (7,
Figure 2)
If the threshold is low at the beginning of the robot’s activation, all points are located
on the floor. However, they are located between the boundary and the robot, and free
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space looks very small. Our classification method first uses high thresholds and detects
the boundary that is a little larger than the true boundary. Moving and confirming the
CE refine the threshold of each direction where the floor boundary point classified as a
dynamic obstacle is located. Finally, the robot adapts the threshold of each direction and
makes it possible to locate and classify obstacles accurately.
5.3 Summary
In this chapter, we describe how to localize moving people by using a moving omnidirec-
tional camera. We detect the floor by Ward’s clustering and regard floor boundary points
as obstacles. Our robots track them and compare movements of them with its odometry
data. The points whose movements are different from the movement of the robot are
classified as moving people. In order to classify accurately, tracking performs two times.
When the movement of one point is different from the odometry, our robot strengthens





Based on Tracked Local Invariant
Feature Points by Using an
Omnidirectional Camera
This chapter defines tracked Local Invariant (LI) feature points and describes how the
points are selected. This chapter also describes how our robot localizes its position by
using tracked LI feature points.
6.1 Landmark Selsection from among Tracked Local
Invariant Feature Points
6.1.1 Detection of Tracked Local Invariant Feature Points
The SURF method is used for detecting LI feature points. The SURF method performs
faster than the SIFT method does. However, not all points detected by the SURF method
can be tracked. For example, the SURF method can detect feature points at the center of
wall and floor. The tracking method is not good at tracking such points. Moreover, some
LI feature points change their feature vectors in the uncalibrated distorted omnidirectional
image.
In order to avoid using LI feature points that are not tracked easily and change their
feature vectors much, our robot moves along whole paths in the landmark selection phase.
Our robot can move under ideal environments before shopping stores open. That is, we
can assume our robot has enough time, knows the initial position, localizes its position
using LRF and there are no people. While moving, our robot detects tracked LI feature
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points while capturing continuous images. The top K LI feature points satisfying 6.1 and
6.2 for a long time are regarded as the tracked LI feature points.
|F(t)G − F(0)g | < TF (6.1)
|x(t)G − x(t)g′ | < Tx (6.2)
Here, g denotes one LI feature point. The robot started to move at time 0, G denotes
one LI feature point detected at time t, and g′ denotes a point obtained by tracking g
until t. F
(t)
i denotes a feature vector calculated by a SURF 64-dimensional feature vector
of a point i at t. The members of the feature vector F
(t)
i are normalized. A 2-dimensional
vector x
(t)
i denotes the position of a point i at t on image coordinates. An origin of
image coordinates is defined as a center of the image. TF and Tx are constant thresholds.
Equation 6.1 enables the robot to detect an LI feature point that does not change the
SURF feature vector very much while moving. Equation 6.2 enables the robot to detect
the LI feature point close to a point obtained by tracking. When the tracking succeeds,
the position of G is close to the position of g′ in image coordinates. Therefore, it is easy
to track g that satisfies both Equation 6.1 and Equation 6.2 for a long time and to detect
it from various positions. The feature vectors of g do not change very much even in the
distorted images.
6.1.2 Landmark Selection Based on Observation Positions
Tracked LI feature points detected by Equation 6.1 and Equation 6.2 are candidates of
the landmark. Our robot regards tracked LI feature points whose positions on world
coordinates are measured correctly as landmarks. Here, measuring correctly means that
a distance between a measured position and correct position is less than a threshold Td.
In order to measure a position (Xm, Ym) of one tracked LI feature point m on world
coordinates, m is measured from various positions. The robot can memorize an observa-
tion position (XA1, YA1) and a posture ΘA1 on world coordinates because the robot can
localize its position under ideal environments in the landmark selection phase. From one
position by using only one omnidirectional camera, the robot cannot measure (Xm, Ym),
but can measure a direction ΘI1 from the robot to m. When m cannot be tracked at t
and similar tracked LI feature point m′ is detected after t, Equation 6.1 is used in order
to judge whether those two points are the same or not.
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In order to measure (Xm, Ym), a straight line LA1 passing through (Xm, Ym) and
(XA1, YA1) is calculated by (XA1, YA1), ΘA1 and ΘI1. When m is observed from various
observation positions (XA2, YA2), (XA3, YA3), . . . , (XAn, YAn), the lines LA2, LA3, . . . , LAn
are also calculated. The point m is at the intersection of lines. However, not all lines
intersect because observations often include errors. When the robot observes m from
(XA1, YA1), (XA2, YA2), . . . , (XAn, YAn), the intersection is calculated by the least square









tan(θA1 + θI1) −1
tan(θA2 + θI2) −1
...
...





XA1 tan(θA1 + θI1)− YA1
XA2 tan(θA2 + θI2)− YA2
...
XAn tan(θAn + θIn)− YAn
⎞
⎟⎟⎟⎠ (6.3)
The point M is at the intersection of the lines only when the point is observed accu-
rately from various observation positions, as shown in Figure 6.1. In Figure 6.1, the line
arrow denotes the direction (posture) of the robot.
An example of a measured landmark is shown in Figure 6.2. Figure 6.2 shows 4
omnidirectional images taken from 4 observation positions. The landmark is the center
point of a dotted line circle in each image. The same place is detected as the landmark
from various observation positions.
(Xm, Ym) is calculated accurately by the least square method when the same landmark
is detected accurately from various observation positions as seen in Figure 6.2. However,
the calculation sometimes fails. For example, when there are many similar things and the
robot regards different objects as the same, the robot cannot calculate the position of the
intersection, as shown in Figure 6.3. Additionally, when observations do not fail but the
observation positions are close to each other, the intersection cannot be calculated.
Considering a relationship between observation positions and the accuracy of the land-
mark measurement, tracked LI feature points that may fail to be measured are deleted.
Tracked LI feature points that can be measured correctly are regarded as landmarks.
Here, we use Support Vector Machine (SVM) in order to classify the points as landmarks
or not.The SVM is good at classifying 2 classes. It is often used for classifying 2 classes
and resolves various problems of classifying [89][90][91]. The SVM classifies correctly by
deciding boundaries between one class and the other. It decides boundaries by maximiz-
ing distances between data and the boundaries. It can decide non-lineear boundaries by
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Figure 6.1: Example of successful measurement of the position of the LI feature point m
(7, Figure 3)
the kernel function K(x1,x2). The kernel funcion projects feature vectors (x1,x2) to a
high-dimentional space and the non-linear boundaries change the linear boundaries in the
space.
6-dimensional vector is used as a feature vector for SVM. The feature vector consists
of 6 feature quantities as follows:
1. the number of observations
2. the least square error of the measurement [rad2]
3. the average distance from the robot to the points in the image [pixel]
4. the distribution of the observation positions’ x-coordinate [m2]
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landmark
Figure 6.2: The landmark from various observation positions captured by an omnidirec-
tional camera (7, Figure 4)
5. the distribution of the observation positions’ y-coordinate [m2]
6. the distribution of the directions from the robot to the points [rad2]
These 6 feature quantities relate to the observation positions and postures. At the
end of the landmark selection phase, the feature vectors of all tracked LI feature points
are calculated. The vectors are calculated by the result of the measurements and the
information of the observation positions. SVM that has already been trained by training
data classifies the points as landmarks or not. In order to make the training data, we
first make the robot move to another place and obtain N landmark candidates. Next, we
manually label the candidates as landmarks or not by comparing measured positions with
correct positions of landmarks. This manual step can be omitted once SVM has been
trained.
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The robot fails to detect 
















Figure 6.3: The example of failure in measuring the position of the LI feature point M
(7, Figure 5)
6.2 Self-localization Based on Tracked Local Invari-
ant Feature Points
6.2.1 Tracking Error Criterion
While the robot moves, it localizes its position while taking an omnidirectional image
continuously. The landmark is detected from the continuous images. The position and
posture of the robot can be calculated by detecting more than 3 landmarks. In order
to realize the fast self-localization,once the robot detects landmarks by using the SURF
method that performs slowly, the landmarks are tracked fast continuously. It is easy to
track the landmarks for a long time because the landmarks are tracked LI feature points.
However, tracking landmarks will certainly fail. For example, when people move between
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the robot and the landmarks, targets of the tracking method change. As long as the robot
does not know that the targets change, self-localization fails and the robot continues to
track different targets.
We propose a tracking error criterion calculated by the directions to the tracked land-
marks in the uncalibrated omnidirectional image. Our robot stops to track the landmarks
that have a high tracking error criterion. Stopping tracking minimizes the self-localization
error.
The tracking error criterion E is defined as Equation 6.4, Equation 6.5 and Equation




i) denote the position on world coordinates and image coordi-
nates of landmark i, respectively. (X, Y,Θ) denotes the robot’s position and posture on
world coordinates estimated by using more than 3 landmarks.






−1 yi − Y
xi −X −Θ (6.6)
αi′ denotes the direction to the landmark i that can be measured by an omnidirec-
tional image. βi denotes the direction to the landmark i that can be calculated on world
coordinates. Figure 6.4 shows a relationship between αi′ and βi. As shown in Figure 6.4,
when both self-localization and detecting landmarks succeed, αi′ is equal to βi. When αi′
is equal to βi, the tracking error criterion E is equal to 0 which is the smallest value.
On the other hand, when either self-localization or detecting landmarks fails, E in-
creases. For example, when the tracked target changes from the landmark to the person
who walks between the robot and the tracked landmark, αi′ differs from βi gradually.
6.2.2 Self-localization System Switching between SURFMethod
and Tracking Method
Our self-localization system is shown in Figure 6.5. “Sub Flow” in Figure 6.5 denotes
a process path that is passed in the case that the tracking error criterion E is high. In
“Sub Flow”, landmarks are detected slowly by the SURF method. “Main Flow” denotes
a process path that is usually passed. In “Main Flow”, landmarks are detected fast by
the tracking method. The number of passing “Main Flow” is more than that of “Sub
Flow”. Once our system detects landmarks through “Sub Flow” and our robot localizes
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Figure 6.4: The relationship between αi′ and βi (7, Figure 6)
its position, our robot localizes its position by using the tracking method through “Main
Flow”. Our robot also removes the landmark that has the high E while moving. When
the number of landmarks is less than a threshold, our robot detects landmarks again by
using the SURF method. Details of the self-localization steps are as follows:
1. The robot captures an omnidirectional image.
2. Self-localization is performed through “Sub Flow”.
3. The tracking error criteria E of all landmarks are calculated.
4. The landmark whose E is higher than a threshold Tp is removed.
5. If more than Tn landmarks exist in step 4, self-localization is performed through
“Main Flow” after the next omnidirectional image is captured. Otherwise, self-
localization is performed through “Sub Flow”.
6. The robot repeats the process from step 3 to step 5.
6.3 Summary
In this chapter, we describe how to detect landmarks fast and localize the robot accurately
by using them in the omnidirectional image. In order to realize fast and accurate self-


























Figure 6.5: The developed self-localization system (7, Figure 7)
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by Using an Omnidirectional Camera
the points as landmarks. The points are detected by using both the slow SURF method
and the fast tracking method. Before the robot provides services, it obtains continuous
omnidirectional images and obtains feature points by SURF. We select the points which
can be tracked for a long time from among the feature points. The selected points de-
note the tracked scale and rotation invariant feature points. Once the robot detects the
landmarks by SURF, the robot tracks them fast and localize itself fast and accurately.
56
Chapter 7
Implementation and Evaluation of
Detecting People and Objects for
Navigation-Transportation Robot
This chapter introduces our navigation and transportation robot ApriTauTM . This chap-
ter also describes an ability of our floor detection method, accuracy of our classification
method and self-localization method by ApriTauTM at a mock shopping store.
7.1 Design of the Navigation System
7.1.1 Navigation Robot ApriTauTM
Hardware of ApriTauTM
Our obstacle classification method and the self-localization method are implemented on
our robot called ApriTauTM , as shown in Figure 7.1. It is 650 [mm] wide and 1200
[mm] tall. Its weight is approximately 75 [kg]. It has Li-ion batttery and works for 1 [h]
continueously. It has a vehicle that can acquire odometry data and moves at 0.6 [m/s].
The vehicle consists of independent 2-motor drive. The motor is made by MAXSON.
The accuracy of the odometry data is 1.0 [%], that is, the error in the odometry data is
1.0 [cm] when AppriTauTM moves by 1.0 [m]. An omnidirectional camera is mounted on
top of its head and does not move with the head. The omnidirectional camera consists
of a mirror and a camera. The mirror is VS-C450u-200-TK made by VSTONE. The
elevation angle and the depression angle of the omnidirectional camera are 15 [deg] and
55 [deg], respectively. By taking images while moving, it synchronizes the odometry data.
ApriTauTM takes images with a size of 320× 240 [pixels] continuously at 30 [fps] by the
camera. The camera is the flea2 made by Point Grey Research.
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Figure 7.1: The navigation robot ApriTauTM (5, Figure 6)
ApriTauTM cooperates with the system installed in the shopping store. The shopping
store is equipped with some mobile robots that move around in the store, multiple fixed
camera systems that can locate persons and robots, and a server system (RT-server) to
manage position information of the persons and the robots. There are two kinds of robot
(navigation and cart). In this thesis, we focus on the navigation robot ApriTamTM . The
cart robot has been reported in another paper [92][93][94].
The system construction of the robot and the store is shown in Figure 7.2. Four PCs,
PC1 - PC4, are mounted in the robot. PC1 executes motion control. PC2 and PC3 are
dedicated to capture and process images of the cameras. PC4 is responsible for human
interface processing and higher thinking processes such as total planning of robot behavior.
The avoidance motion is mainly related to the performance of PC1. PC1 is equipped with
an Intel Pentium M (2.0 GHz) processor and 2.0 [GB] memory. PC1 is managed by a
real-time OS (ART-Linux). The obstacle classification and self-localization are related to
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the performance of PC2 and PC3. PC2 and PC3 are equipped with an Intel Core2 Duo
(1.4 [GHz]) processor and 2.0 [GB] memory. PC2 and PC3 are managed by a Windows
XP. The robot refers to the information accumulated in the server when the robot plans
its action. The communication system between the robot and the environment system is






















Figure 7.2: The system construction of the mock shopping store
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Software of ApriTauTM
ApriTauTM has also special functions except the obstacle classification and the self-
localization for moving. One of the most essential functions is an collision avoidance
function [95]. From the viewpoint of robustness, a reflective collision avoidance algorithm
has been used with predefined map-based path planning. However, because the algorithm
is composed of simple operation rules, a robot depending on the reflective collision avoid-
ance algorithm may often move inefficiently. To ensure efficient collision avoidance, we
develop a reflective collision avoidance technique that corrects direction and magnitude
of robot velocity independently using 1-dimensional potential-like functions ruled by a
pseudo distance that modifies its own distance in proportion to an angle from the robot
traveling direction to the obstacle direction. Moreover, two potential functions refer to
the anisotropic pseudo distance that is transformed by the magnitude of the relative di-
rectional angle from a traveling direction to an obstacle. With these characteristics, an
effective collision avoidance algorithm is achieved that generates smooth corrective mo-
tion and works only if an obstacle appears in a collision course. Next, by experiments
involving movement using an actual robot, the developed technique is confirmed to work
efficiently in handling various dynamic obstacles. Therefore, because the robot can search
objects around it quickly and independently of the path planning system, the developed
technique is effective from the viewpoint of the improvement of the safety of the mo-
bile robot. Further, because the collision avoidance algorithm can be executed quickly,
namely, in a 1.0 [ms] periodic motion control system loop, the technique is effective from
the viewpoint of calculation cost.
ApriTauTM uses the pyramidal implenentation of the Lucas Kanade feature tracker
[96] (LKT) as the tracking method. Previous works said the method works well even
in the continuous omnidirectional camera images captured by a mobile robot [97]. LKT
method can realize to track points fast because it solves system of equations that assume
there are just small changes around the tracked points. The pyramidal implementation
improves the LKT method to track the points which change very much. In order to track
them, the pyramidal implementation uses multiple pyramidal images wihch have different
resolutions from high to low and different captured area from narrow to broad around
the tracked points. The pyramidal implementation applies the LKT method to pyramidal
images in order of resolution from broad to narrow. Using the result of traking points
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in the broad image, the pyramidal implementation can track the points that change very
much.
In this system, the entire motion control system of the robot consists of components
on the Robot Technology Middleware (RTM) [98] because it is easy to apply them to
other robots. RTM is a common platform that integrates modules by using networks.
The modules of RTM are called Robot Technology Component (RTC). Here, we prepared
capturing images RTC, obstacle location classification RTC, self-localization RTC, motor
control RTC, and executing scenario RTC. We describe how the robot moves in the
executing scenario RTC. RTC is connected as shown in Figure 7.3. RTC has 3 kinds
of ports, an input data port, an output data port and a service port. The triangle on
the left side of the component , the triangle on the right side and the square fixed on
RTC in Figure 7.3 denote the input data port, the output data port and the service port,
respectively. The output data port provides continuous data. The input data port receives
continuous data. The service port provides data or services when RTC requests the port.
In this system, the capturing images RTC provides continuous 320×240 [pixels] image
data. The motor control RTC provides odometry data when either the self-localization
RTC or the obstacle classification RTC requests. The obstacle classification RTC provides
the positions of obstacles continueously. The self-localization RTC provides the positions
of ApriTauTM continuously. The executing scenario RTC receives the position data and
asks the motor control RTC to drive the motors.
7.1.2 Design of Obstacle Classification
Figure 7.4 shows our classification system in detail. ApriTauTM takes images continuously
and inputs them to the system. In image at t−dt, the system detects 360 floor boundary
points using the result of tracking previous points or the floor detection method. In
the case of tracking points on the boundary, the tracked point moves a little along the
boundary. Therefore, we confirm tracking result every 1 degree in the omnidirectional
image. If there are more than two points in the same direction, we select closer one.
Moreover, if there are no points in the direction, we detect the new point in the direction
as a stable obstacle.
Figure 7.5 shows the example of the output. Dark gray or light gray points are floor
boundary. 360 points are detected every one degree. If we use more points, they form
complete floor boundary. However, we think 360 points are sufficient for the robot’s
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Figure 7.3: The connection of RTC
Continuous Images
Detecting Floor Boundary Points
Points PositionTracking Floor Boundary Points
Confirming Classification Equation
(All Floor Boundary Points)
Threshold of Each
Direction for Detection
Detecting New Floor Boundary Points
Confirming Classification Equation
(New Floor Boundary Points)
Odometry
Omnidirectional Camera
Figure 7.4: The classification system in ApriTauTM (5, Figure 7)
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movement. These points are tracked and classified. In Figure 7.5, light gray and dark
gray points are classified as stable obstacles and dynamic obstacles, respectively. Most of
them are located at the boundary between the floor and obstacles. A line is drawn from
the image center to the average of dark gray points’ positions. This system integrates floor
boundary points which are classified as dynamic obstacle like the line, when points which
are classified as dynamic obstacles are located near the other points which are classified
as dynamic obstacles.
Floor Boundary Points (Static Obstacle)
Floor Boundary Points (Dynamic Obstacle)
Figure 7.5: The output of classification system (5, Figure 8)
Here, the threshold TCE (mentioned in Chapter 5) is 20 [cm]. dt is about 200 [ms]. σ
is initialized by 10 and dσ is 3. The initial values of σ and dσ are decided experimentally.
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7.1.3 Design of Self-localization
The system related to the self-localization is shown in Figure 7.6. The function uses
same images used by the obstacle classification function. ApriTauTM makes a landmark
database before opening the shopping store. The database has both a location data on















before opening the shopping store after opening the shopping store
Figure 7.6: The self-localization system
The SVM is trained by 100 tracked LI feature points. For previous settings, we make
training data in an experimental room. Training data consist of two kinds of feature
vectors. One is the feature vector which discripts a landmark located correctly by using
the method showed by in Chapter 6. The other is the feature vector which discripts a
landmark located incorrectly by using the method. Here, the threshold Td is 60[cm]. We
decide the threshold based on a size of a small shelf whose length is approximately 60
[cm]. We use the Gaussian kernel which is the most general kernel function of all function
as shown in Equation 7.1
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The parameter σ is decided after an evaluation in Chapter 7.
In this system, the thresholds TF, Tx and the parameter K as shown in Chater 6 are
40, 1.5 and 9, respectively. The thresholds Tp and Tn are 5 [deg] and 5 points respectively.
These thresholds and parameters are decided experimentally, considering the resolution
of the image and the size of the mock shopping store. For the self-localization, we use the
pyramidal implementation of LKT as same as the classification method does.
7.2 Evaluation of Floor Detection by ApriTauTM
7.2.1 Aim and Sequence of Floor Detection Evaluation
In order to evaluate the floor detection capability of our method, we compared our method
with the previous floor detection method based on the GMM.
We performed experiments at a mock shopping store, as shown in Figure 7.7. The size
of the mock shopping store was 10 [m] by 10 [m]. There were some shelves, a refrigerator,
and a self-checkout machine at the mock shopping store. Each shelf had a sign that
showed the category of products and real products classified in the category. The floor
had two simple colors.
self-register
shelf
Figure 7.7: The experimental room used as a shopping store
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Two datasets were used in this experiment. Each dataset consisted of learning data
and test data.
First, color distribution is learned and parameters such as the number of mixed Gaus-
sian and the threshold are optimized for the GMM by using the learning data of the
first dataset. Our method learns color distribution automatically, and parameters such
as TN , TD, and σ discussed in Chapter 5 are optimized manually. Using the optimized
parameters and learned colors, both methods are tested by using the test data of the first
dataset.
Next, both methods learn only color distribution by using the learning data of the
second dataset. Using the learned colors and parameters optimized by using the first
dataset, both methods are tested by using the test data of the second dataset. The
second dataset is obtained in various places.
In both test cases, the values of two parameters (Hit and Correct Rejection (CR)) are
calculated for evaluation. Pf denotes the number of pixels to which the floor is projected.
Pcf denotes the number of pixels detected correctly as the floor. Po denotes the number
of pixels to which objects except the floor are projected. Pco denotes the number of pixels
detected correctly as objects, except the floor. Although pixels that are close to the
robot are more important than pixels far from it for the robot’s smooth movement, in











The outputs of the first test and the second test are shown in Figure 7.8 and 7.9. In the
figures, (a) and (b) are outputs of the GMM method and our method, respectively. The
figure also shows that the GMM cannot detect the floor which is far from our robot. White
and black regions correspond to the floor and the objects except the floor, respectively.
The calculated evaluation values are shown in Table 7.1.
These results show that, when parameters are optimized manually, the ability of the
GMM floor detection method is similar to that of our method. However, when parameters
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(a) GMM (b) Ward + Mahalanobis
Test Image
Figure 7.8: The output of the first test (5, Figure 9)
 
(a) GMM (b) Ward + Mahalanobis
Test Image
Figure 7.9: The output of the second test (5, Figure 10)
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Table 7.1: Comparing the GMM method with our method.
Method Hit CF
First Test the GMM 0.95 0.95
(optimized parameters) (7277 / 7655) (65826 / 69145)
First Test Ours 0.94 0.96
(optimized parameters) (7210 / 7655) (66029 / 69145)
Second Test the GMM 0.73 0.96
(first test parameters) (13204 / 18022) (203953 / 212378)
Second Test Ours 0.90 0.95
(first test parameters) (16245 / 18022) (202061 / 212378)
are not optimized, the Hit value of the GMM method is lower than that of our method.
The result shows both maximum abilities are similar, but our method learns the floor
colors more easily than the GMM does.
7.3 Comparing Developed Obstacle Classification with
Relational Methods
7.3.1 Aim and Sequence of Experiment
In order to confirm the effectiveness of changing the threshold σ dynamically based on the
result of the CE, we compared the classification ratio of our method with that of a simple
method using a constant threshold and the previous method. In this experiment, we use
the previous metohd that changes the omnidirectional image to the non-distorted image
and detects positions where the optical flow is different from an average of all optical flows
in the image. The experimental steps are as follows:
1. ApriTauTM and another robot move on the given route.
2. ApriTauTM takes images synchronized with odometry data continuously while mov-
ing.
3. The images and the odometry data are input to the systems of both our method and
the simple method. Note that, although same data are input to both systems, each
system processes some of them because of the difference of the processing speed.
4. The classification ratios of our method, the simple method and the previous method
are calculated by each output.
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In this experiment, the classification ratio is the F measure (Fob) calculated by the
recall ratio Rob and the precision ratio Pod as shown in Equation 7.4, 7.5 and 7.6. Here,
Aob , Oob and Cob show the number of images to which another moving robot is projected,
the number of obstacles the system classified as dynamic obstacles, and the number of














The classification ratios of both methods are shown in Table 7.2. The classification ratio
of our method is about 4 times higher than that of the simple method and the previous
method. In particular, the improvement of the precision ratio affects the F measure.
Table 7.2: The classification ratios
Method Recall Ratio Precision Ratio F measure
Previous 0.18 0.25 0.21
(3/17) (3/12)
Simple 0.63 0.13 0.21
(10/16) (10/79)
Dynamic 0.94 0.77 0.85
(17/18) (17/22)
7.4 Confirmation of Ability of Obstacle Classification
by ApriTauTM
7.4.1 Aim and Sequence of Experiment
In order to confirm our method detects moving people, we calculate the classification ratio
in various patterns. In this experiment, a person and ApriTauTM move on the given route
as shown in Figures 7.10, 7.11, and 7.12. In order to confirm basic ability of our method,
ApriTauTM and one person go straight and rotate. As same as the experiment in Section
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7.3, ApriTauTM takes images synchronized with odometry data and the classification ratio
of our method is calculated.
Figure 7.10: The experimental setting (Pattern 1 and 3) (5, Figure 12)
7.4.2 Results
The classification ratios in each pattern are shown in Table 7.3. The distance shownin
the Table denotes the distance where the robot first detects a person. The classification
ratios in the case of the person walking (Patterns 1 and 2) are higher than 0.77, which
is as high as the classification ratios in Section 7.3. The classification ratios in the case
of the person running (Patterns 3 and 4) are a little low. One of the reasons why the
classification ratios are a little low is that the boundary between the running person and
the floor is more complex than the boundary between the walking person and the floor.
The complex boundary can make robots fail to detect floor boundary points accurately.
We think that increasing floor boundary points can solve this problem.
The classification ratio in the case of the robot rotation (Pattern 5) is also a little
low. One of the reasons why the classification ratio is a little low is that tracking area in
the image in the case of rotation changes more than tracking area in the case of straight
transition (Patterns 1―4) does. Changing tracking area very much makes robots fail
to track the floor boundary points. Moreover, we need to synchronize the timestamps
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Figure 7.11: The experimental setting (Pattern 2 and 4) (5, Figure 13)
Figure 7.12: The experimental setting (Pattern 5) (5, Figure 14)
71
Chapter 7 Implementation and Evaluation of Detecting People and Objects for
Navigation-Transportation Robot
Table 7.3: The classification ratios in various cases
Pattern Recall Ratio Precision Ratio F measure Distance [m]
1 1.00 0.64 0.79 2.7
(21/21) (21/33)
2 0.98 0.64 0.77 2.8
(42/43) (42/67)
3 0.80 0.64 0.71 3.1
(16/20) (16/29)
4 0.93 0.59 0.72 2.9
(42/45) (42/74)
5 0.93 0.57 0.71 2.0
(13/14) (13/23)
between odometry and images. We also think that it is effective to take into account
uncertainty in sensing. The accuracy of odometry or tracking differs according to the
robot movement. We have to use probabilistic method in the future work.
7.5 Evaluation of Landmark Selection by ApriTauTM
7.5.1 Aim and Sequence of Experiment
In order to confirm a validity of the feature vector and decide the appropriate parameters,
we evaluate the landmark selection from among many tracked LI feature points by the
SVM. The experimental steps are as follows:
1. We localize landmark condidates (tracked LI feature points) by the least square
method after ApriTauTM moves along the route shown in Figure 7.13.
2. The 100 landmark condidates are selected randomly.
3. The landmarks condidates are classified as correct location or not by the SVM.
4. In the previous step, we calculate classification ratio, changing the feature vector
and the parameters of the SVM.
In the last experimental step, we use the 6 dimentional feature vector as shown in Chapter
6 and 5-dimentional feature vectors which are made by removing 1 feature from the 6-
dimentional feature vector. Here, the classification ratio Rmark is defined by Equation
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7.7. Nmark denotes the number of the landmarks located correctly and Nall denotes the
number of landmarks classified “correct” by SVM.
Rmark = 100× Nmark
Nall
(7.7)
We evaluate the classification ratio by the cross validation. For the cross validation,
the 100 landmarks are divided into 5 groups. Each group has 20 landmarks. In the 100
landmarks selected randomly, 39 landmarks are located correctly. Therefore, the selection










Figure 7.13: The route of ApriTauTM for the landmark selection
7.5.2 Results
Figure 7.14 shows the relationship between the parameter value and the classification
ratio of each feature vector. The horizontal axis in the Figure 7.14 shows the parameter
value of SVM which denotes the coefficient 1/(2σ2) described in Equation 7.1.
Figure 7.14 shows that the SVM performs the best when it uses 5 dimentional feature
vector and its parameter denotes 0.6. The 5-dimentional feature vector consists of 5
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Except the least square error




Figure 7.14: The relationship between the parameter value and the classification ratio
feature, the number of observations, the least square error of the measurement [rad2], the
average distance from the robot to the points in the image [pixel], the distribution of the
observation positions’ x-coordinate [m2] and the distribution of the observation positions’
y-coordinate [m2].
Table 7.4 shows the confusion matrix when the SVM performs the best. The SVM
classifies 77 (= 29 + 48) landmarks correctly. The 42 (= 29 + 13) landmarks are classified
as the correct location by the SVM and the classification ratio is 69.0 [%] = (100×29/42).
The classification ratio is 1.8 times higher than 39 [%]. Therefore, the SVM is effective.




7.6 Accuracy and Computational Time Evaluation of
Self-Localization by ApriTauTM
7.6.1 Aim and Sequence of Experiment
In order to confirm the effectiveness of the tracked LI feature points, we compare two
methods. One is our developed method that switches between the SURF method and the
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tracking method. The other is a simple method that uses only the SURF method. The
experimental steps are as follows:
1. ApriTauTM moves along whole paths at the experimental room and selects land-
marks.
2. ApriTauTM moves along a fixed route for evaluation. In this case, we use a 4 [m]
line by a wall for simplicity. ApriTauTM takes continuous omnidirectional images
while moving.
3. Both our method and the simple method estimate the positions of ApriTauTM at
each time and measure the computational time of processing one omnidirectional
image.
4. We use the Euclidean distance between the estimated positions and the route at
each time as the error. For evaluation, we use an average (avg.) and a standard
deviation (SD) of the error calculated by each method. We also use an avg. and
a SD of the computational time. We compare our method with the simple method
based on these 4 values.
7.6.2 Results
Figure 7.15 shows the estimated position of both our method and the simple method.
A line by the y-coordinate 2 [m] shows the route of ApriTauTM . Squares and triangles
denote the estimated positions of our method and the simple method, respectively.
Table 7.5 shows the avg. and SD of the error and the avg. and SD of the computational
time calculated by both methods. As shown in Table 7.5, the error of our method is
reduced to 23.6% of the simple method. The computational time of our method is also
2.9 times faster than that of the simple method. The computational time of our method
is much shorter than that of the simple method, which is confirmed by t-test.
Table 7.5: Comparing our method with the simple method in terms of the localization
errors and computational time
Method Error Avg. Error S. D. Time Avg. Time S. D.
Ours 0.38 [m] 0.21 [m] 16.4 [ms] 4.65 [ms]
Simple 1.61 [m] 1.36 [m] 46.8 [ms] 1.81 [ms]
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Figure 7.15: The localization results of the developed method and the simple method (7,
Figure 11)
7.7 Summary
In this chapter, we evaluate our moving people detection and fast self-localization method.
For evaluation, we use ApriTauTM at a mock shopping store whose size is 10 [m] × 10
[m]. An omnidirectional camera is mounted on the top of its head. It moves at 0.6 [m/s].
Our method can detect dynamic obstacles 4.0 times more accurately than the previous
method can. When we use moving people as dynamic obstacles, ApriTauTM detects 74%
of moving people. Moreover, our method enables ApriTauTM to localize itself 2.9 times
faster than the previous method does. The error of localization is reduced to 23.6% of




This chapter first demonstrates the service for visitors in the mock shopping store and
second discusses the main contributions of this study, then discusses the remaining issues
and future work.
8.1 Demonstration of Navigation and Transportation
(Proof of Concept)
Before operating the robot system for navigation and transportation at actual shopping
store, we demonstrate a sequence of the services. Visitors go shopping and our robots
provide services as follows:
1. The visitor pushes the button on the touch panel and registers his/her cloth’s tex-
tures to the robot.
2. If the visitor needs the navigation service, he/she pushes the position on a map
displayed on the touch panel. Then, the robot moves to the place corresponding to
the position.
3. If the visitor does not need the navigation service, the robot follows him/her by
using the registered information.
4. When the visitor asks the robot to transport his/her baggage, he/ser pushes a
transportation service button. The robot serves a shopping cart and puts it in front
of him/her.
5. When the visitor finishes shopping, he/she pushes an end button. The robot trans-
ports his/her selected commodities to a self-checkout.
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Figures 8.1 and 8.2 show the examples of shopping with ApriTauTM .
Here, we use a cart robot with ApriTauTM , too. We developed two types of robots
because it is unclear that a humanoid type robot is the best for the low-cost mobile robots
at the big shopping store. We have to confirm the appropriate types of the robot.
8.2 Contributions
In this thesis, we addressed three issues in development of service robots at the big
shopping store, (1) detecting the interaction partner, (2) detecting moving people while
robot moves by a single omnidirectional camera, and (3) detecting landmarks fast by the
omnidirectional camera.
Regarding to the interaction partner detection, there are two problems: integration of
multiple sensors in the noisy environments and selection of the interaction partner from
among multiple people. To solve these two problems, we used the interaction distance
to integrate multiple sensors and to select the interaction partner from among multiple
people.
To solve the second issue, we regard te obstacles as floor boundary points. The local
point is not affected by the distortion of the omnidirectional image. Tracking them,
we classify the point whose movement is different from the movement of the robot as a
dynamic obstacle.
To solve the third issue, we use the continuity of landmarks. We regard the SURF
feature points which can be tracked by the fast tracking method as landmarks. Because
the landmarks can be tracked, the robot can detect them fast.
The main contributions of these are summarized as follows:
Towards robot and multiple people interaction
We can verify that someone is in the space with the highest friendliness level, since the
friendliness space map considers the human existence degree. For discussions, we point
out the results presented in Chapter 7 showed that the recall ratio was low. This is
because the people did not use SIG2’s functions positively to interact between the person
and the person ignoring SIG2. This is a special problem for interaction between a robot
and “multiple” people. Therefore, it is interesting to develop the method which enables





The robot uses the self-localization function.
He chooses the next destination 
or finishes the service.
Figure 8.1: The demonstration of the navigation service
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The robot registers the visitor.
The robot transports his baggage.
The robot avoids other people.
The robot uses the obstacle classification function.
The robot uses the self-localization function.
The robot leads him to the register.
Figure 8.2: The demonstration of the transportation service
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We can also verify that the friendliness space map makes SIG2 behave friendly, when it
interacts with multiple people. For the times when SIG2 behaved based on the friendliness
space map, the impression scores for the adjectives related to the first factor were high.
This is because the simple selection criteria based on the friendliness made SIG2 behaviors
seem plausible. For the times when the map was not used, the simple behaviors caused
lower impression scores. In particular, because the score of the second factor including
“Friendly” was higher, we think the definition of friendliness based on the distance fits
the friendliness that people feel. Since the “Exciting” impression for the interaction with
the robot was strong, the factor including “Friendly” was second. Moreover, in order to
discuss the relationship between our defined friendliness and the results of questionnaires,
we use the average of our defined continuous friendliness. The average is 0.24, which is
positive. Therefore, we think our defined friendliness may relate to the positive impres-
sions obtained by questionnaires. However, the standard deviation is 1.1. That is, our
friendliness becomes sometimes negative. The reason why the friendliness is sometimes
negative is because there are some people who hit the robot as an interaction. We design
hitting is uncomfortable stimuli, but that depends on the context. In future work, we
have to consider context to design the comfortable degree.
Towards detecting moving people by a mobile omnidirectional
camera
Our method first detects floor region and classify obstaces as stable or not. Our method
detects the floor region by the Ward’s method. Our method works better than the previous
GMM method does. One of the reasons why the second Hit value calculated by the result
of the GMM in Chapter 7 is low is that many experiments are needed in order to decide
the parameter of the GMM. Comparing the GMM parameters, parameters of the Ward’s
clustering and the threshold of Mahalanobis distance do not change dramatically because
they are related to the distribution of learning data and determined based on them. In
our experiment, the second test data includes more colors than the first test data does
because of illumination changing and so on. The number of mixture Gaussian optimized
at the first test is too small for the GMM to learn the floor colors completely.
Next contribution is that we can clasify all obstacles around the robot by a single
mobile omnidirectional camera, which was difficult previously. One of the reasons why
the precision ratio of our method is much higher than that of the simple method is that
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ApriTauTM can select floor boundary points which are candidates of dynamic obstacles by
the CE and relocate them correctly by strengthening the threshold to detect each point.
The result shows obstacles can be classified even if we regard obstacles as small points.
It also shows that the accuracy of locating points greatly affects classification ratio.
For discussions, we point out that the precision ratio is a little low. In this thesis, we
assume errors of tracking points are very small, which is certainly correct to some extent
for the image coordinates. In the case of omnidirectional camera image, the distance
resolution changes depending on the distance from the image center. It is very low for a
distant place. Tracking errors of a few pixels become errors of a few meters for the world
coordinates. Because of errors of a few meters, Equation 5.9 does not work as the CE.
When the floor boundary point is located at a position distant from the center of the
image, we may track it for a longer time and use its average movement.
The average of F measure is 0.75. One of the reasons why our robot cannot detect
people is because our method cannot work when the distance between the robot and the
objects is long. The average of distance where our robot first detects the person is 2.9
[m]. In these experiments, the robot starts to move at 4.0 [m] away from the person.
Therefore, our robot did not detect the person while the distance is more than about 3.0
[m]. Our robot moves by 0.6 [m/s]. The people generally walk by 1.0 [m/s]. We think
2.9 [m] is enough long to avoid people, considering their velocities. However, when the
people run by more than 1.0 [m/s], we have to make the robot move slowly or stop.
In the assumed shopping stores, we found that it was difficult for our method to detect
thin legs of shelves because of the low resolutions. However, the shelf boards are detected.
Using the information our robot can find the boards, our robot moves about 50 [cm] away
from the detected boundary in order to avoid legs.
Moreover, it is also difficult to classify obstacles as stable or not when there are a
lot of people around the robot. However, our robot can recognize there are a lot of
people around the robot. For safety, our robot does not move in that case. In order to
provide services, we have to integrate planning methods with our methods, considering
the accuracy of our methods.
Towards self-localization by an omnidirectional camera
Our method contributes the fast self-localization by an omnidirectional camera. The
computational time of our method is much shorter than that of the simple method. The
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integration of the fast tracking method is effective. In order to discuss limitations, we
point out that the computational time standard deviation (S.D.) of our method is longer
than that of the simple method. We think the S.D. is long because the computational
time of “Sub Flow” is much longer than that of “Main Flow”. In a real shopping store,
there are many people. Therefore, we think our system often switches between the SURF
method and the tracking method, and our method performs slowly. It is interesting to
confirm how fast our method can perform in the crowded area.
Our method contributes more accurate self-localization by an omnidirectional camera.
The robot uses tracked LI feature points that can be detected at various positions and
have salient feature vectors. In order to discuss limitations, as shown in Figure 7.15, our
method cannot work accurately from 1.0 [m] to 1.5[m] on x-coordinate. This error occurs
because a white wall without landmarks exists on an x-coordinate 0 [m] line. If the robot
uses only a general camera that has a narrow field of view, it cannot localize its position
at all in front of the white wall. On the other hand, ApriTauTM can localize fast with
about 60 [cm] errors even in this case, which is an advantage. For example, using the
surveillance cameras that have been already installed, the robot can localize its position
very accurately.
Towards safety of service robots
We developed a navigation and transportation system. In order to apply our system to
the real shopping stores, verification of safety is one of the most important issues. For
safety, obstacle classification function is important. In the system, our method can detect
74% of moving people. Our method cannot detect all moving people because of low
resolution of the omnidirectional images. Specially, the resolution is very low at far place.
We performed additional experiments which showed that our method detected people
who move at 2.9 [m] away from the robot. Considering to process time of our obstacle
classification (30 [fps]), the velocity of the robot (0.6 [m/s]) and the average velocity of
the people (1.0 [m/s]), the robot is close to people by only 5.3 [cm] during processing.
Therefore, our method can make it possible to avoid people unless people suddenly stand
up in front of the robot.
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8.3 Remaining Issues and Future Work
In this section, we discuss remaining issues for practical applications of our service robot
in the shopping store and future work.
• Long term interaction
One of the reason why selecting the interaction partner by friendliness makes people
feel friendly is because the friendliness holds a simple short interaction history. Long
interaction history may make people more plausible in the long term interaction. In
future work, we have to develop history management system which holds important
history for the interaction based on values such as friendliness.
In this work, the behavior of SIG2 with interaction partners is simple. Therefore, if
multiple people interact with SIG2 more than a few minutes, the person-to-person
interactions increase, and SIG2 may lose its impression scores. For more active
interaction, the robots must interact appropriately to impress the people. We plan
to implement the proposed method in a robot that has many degrees of freedom
and behaves using Q-learning with friendliness as a reward.
• Path planning under the crowded condition
In this work, the omnidirectional camera enables the robot to detect all obstacles
around the robot and classify them as stable or not. Moreover, our method works
fast enough to control the robot to avoid obstacles. However, it cannot move under
the crowded condition even if it detects all obstacles. In the case of people, they
can walk with contacting each other. In the future work, we need path planning
with contacting each other based on the information of obstacles.
• Changing location of the landmarks
We select landmarks which are detected fast for a long time based on the constraint
of continuity. Some selected landmarks located at high positions such as ceiling
lights and signs of commodities do not change their locations in the short term less
than a month. Other selected landmarks are commodities which have rich textures.
The locations of them change frequently. The change of the landmark location
decreases the accuracy of self-localization. In future work, we have to remove the
selected landmarks of which the locations may change such as the landmarks located
at low positions.
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• Cooperation with environmenatal sensors and other robots
We realize fast obstacle classification and self-localization by using a single omni-
directional camera. We use only one sensor, considering the cost. There are no
problems we can use sensors which the shopping store has already installed. One
of the most effective sensors is a surveillance camera. The surveillance cameras are
useful to detect obstacles which are not observed from the robot and to make it
possible to localize the robot more accurately.
We can also use other robot’s information because we made a lot of robots in order
to provide services to a lot of visitors. Robots can communicate the information of
people location with other robots. Robots also can observe corner in order to avoid
collision when the robot provides no services. Communicating information make it
possible to avoid people who suddenly stand up in front of robots.
In this work, we make the robot move slowly when the robot turns a corner. Coop-
eration with environmental sensors and other robots will enable our robot to move





In this thesis, we dealt with the detection of people and objects for a robot service in big
shopping stores. We pointed out three issues to achieve such a robot system as follows:
Issue 1 Detecting an interaction partner based on the design of plausible relationship to
interact with multiple people,
Issue 2 Classifying all obstacles around the robot as stable or not by a single omnidirec-
tional camera while robot moves,
Issue 3 Fast and accurate landmark detection by the omnidirectional camera.
In order to solve the first problem, we focus on the distance between the interaction
robot and each person. For robots interacting with multiple people, the space around the
robot is divided based on the interaction distance and the effective distances of multiple
sensors for interaction. We have developed a method for selecting an interaction partner
based on the degree of friendliness as mapped onto the “space”.
In order to solve the second problem, we focus on small feature points (floor boundary
points) which are not affected by the distortion of the omnidirectional images. We have
developed a new method that focuses on floor boundary points where the robot can
measure the distance from itself by a single omnidirectional camera. Our robot classifies
a floor boundary point as a moving person when its movement is different from the robot’s
movement.
In order to solve the third problem, we focus on the continuity of SURF feature points.
We have developed a new method that uses tracked local invariant feature points that
can be detected by both fast tracking method and slow SURF method. Once we detect
the landmarks by slow SURF, we detect them by fast tracking method.
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We summarize each chapter as follows.
Chapter 3 describes our friendliness space map. We show the design of the map based
on the interaction distance. And we show the design of mapping friendliness based on the
sensor input in order to select an interaction partner among multiple people.
In Chapter 4, we show the interaction robot SIG2. We show that the interaction based
on the friendliness makes multiple people feel friendly.
Chapter 5 describes the obstacle classification method based on tracking floor bound-
ary points by using a single omnidirectional camera while a robot moves. We find the
points based on the Ward’s clustering and track them with changing thresholds dynami-
cally based on the results of the classification.
Chapter 6 describes how we detect tracked local invariant feature points by an omni-
directional camera. We regard the points which can be detected by both SURF and the
tracking method as landmarks. We explain how to use them for the fast self-localization.
In Chapter 7, we show the classification ratio of our method is 4.0 times higher than
that of the previous method. We also show our self-localization works 2.9 times faster
than the previous method does. Moreover, our method can reduce the error of localization
to 23.6% of the previous method.
In Chapter 8, we discuss the major contribution of this work towards the robot system
at a big shopping store. We describe remaining issues and future directions of our work.
We thus achieved development of the method detecting people and objects for service
robots that can interact with multiple people simultaneously and navigate them accu-
rately. We hope that our study will trigger further attempts to develop a robot service
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