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ABSTRACT
Energy efficiency in pervasive computing is crucial for de-
vices operated by battery. To provide energy efficiency we
created an energy efficient middleware, called SANDMAN.
In this paper we present an overview on the past research
done in the SANDMAN project and the current and future
directions of our work.
1. INTRODUCTION
Energy is a crucial resource in pervasive computing sys-
tems with mobile devices. These devices are often embedded
into everyday items and can not be provided with a large
battery or a fixed connection to the power grid. Thus, the
efficient operation of devices with respect to energy is a ma-
jor challenge of such systems. When designing our pervasive
computing middleware BASE [2], we experienced this chal-
lenge and decided to integrate algorithms and mechanisms
for energy-efficiency in our middleware.
When starting our work, we looked at the main sources
of energy consumption. The first thing we learned is that
while a lot of work has been done to lower the energy con-
sumption for sending and receiving data, a large additional
amount of energy is consumed by idle devices waiting to be
used. As an example, it takes 805 mW to keep an IEEE
802.11 network interface up and running without sending
data [3]. Idle devices provide currently unneeded and thus
unnecessary resources and consume energy by doing so. This
energy can be saved by temporarily switching such devices
in a low-energy sleep mode. However, doing so results in
a number of challenges that must be addressed to keep the
system operational, e.g., network connectivity and service
discovery.
In this paper we report on the challenges we met when
designing an energy-efficient middleware for pervasive com-
puting that allows to power down currently unused devices.
We also discuss solutions to overcome these challenges and
present the current and future work done in the project.
The paper is structured as follows. First, we define our
system model and assumptions. After that we describe the
features of our existing middleware BASE that are needed
to understand our approach. Following to this we present
our approach towards an energy-efficient middleware and
evaluate our middleware briefly. Finally, we discuss current
work and how we plan to proceed from the current project
state, give the related work, and finish the paper with a
short conclusion.
2. SYSTEMMODEL AND ASSUMPTIONS
Our targeted system class consists of a number of battery-
operated mobile devices. Each device is equipped with one
or more network interfaces. Using these interfaces the de-
vices form a number of wireless mobile ad hoc networks
(MANETs). Basic MANET functionality, e.g., addressing,
remote execution, is offered by our pre-existing middleware,
which we assume to be installed on each device. In addi-
tion, we assume that each device has two operational modes:
a fully operational AWAKE mode and an energy-efficient
SLEEP mode. While in SLEEP mode, the device can not
perform any operations or communicate. To switch back
to AWAKE mode, the device has an internal timer, e.g., a
watch dog timer, which reactivates the device after a pre-
determined time. This simple model can be extended to
multiple different operational modes. However, in this pa-
per we restrict ourselves to the simple model to ease the
description of the main concepts used in our approach.
3. BASE
We designed our energy-efficient middleware as a number
of extensions to our existing middleware BASE. This allowed
us to concentrate on the new challenges imposed by our need
to save energy while reusing a lot of previous work. Before
describing our extensions in more detail, in this section we
present the parts of the basic middleware that are needed to
understand the extensions.
BASE is designed to be a minimal yet flexible commu-
nication middleware for pervasive computing. It does not
rely on any external infrastructure, enabling the devices to
cooperate with each other in a peer-to-peer fashion.
The architecture of BASE is shown in Figure 1. The mid-
dleware is structured as an extensible micro broker. The
broker itself manages interactions with remote devices and
synchronizes them with respect to the application’s desired
interaction model. To communicate, (semantic, serializer,
modifier and transceiver) plugins are used to add support for
different communication technologies and protocols. As an
example, to access a CORBA service, the device developer
only has to integrate an IIOP plugin into the BASE con-
figuration. The management of these plugins is the respon-
sibility of the plugin manager. At runtime the middleware
detects nearby devices (with a discovery plugin), negotiates
communication abilities with them and allows the local ap-
plication to access other devices using a service abstraction.
Once an interaction takes place, BASE automatically builds
a suitable protocol stack by selecting and integrating multi-
ple plugins. To adapt to networking changes, BASE is able
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Figure 1: BASE Architecture
to reselect the used plugins dynamically. More information
about BASE can be found in [2].
4. SANDMAN
To add energy efficiency support to our existing middle-
ware BASE, we extended it with a number of system ser-
vices to allow an energy-efficient operation of each device.
The resulting new middleware system is called SANDMAN.
It stays fully compatible with existing BASE installations.
SANDMAN is designed around three main concepts to save
energy:
1. Reduce the energy consumed by transferring data by
selecting the most energy-efficient communication pro-
tocols that are available in a given situation.
2. Switch idle devices to their low power SLEEP mode to
reduce unnecessary standby energy consumption.
3. Allow clients to select the most energy efficient service
to create energy-efficient application configurations.
The first concept can be realized easily with BASE using
its existing ability to select plugins dynamically. To do
so, the plugin descriptions must be enhanced with informa-
tion about their energy consumption and a suitable selec-
tion strategy must be provided and integrated. Whenever a
new protocol stack is selected, the selection strategy accesses
the plugin descriptions and selects the most energy efficient
configuration. The second concept, the deactivation of idle
devices presented us with a number of challenges, which we
discuss in the following sections. The third concept, the se-
lection of energy-efficient services is subject to current and
future work and discussed later.
4.1 Transition Scheduling
The first challenge when deactivating idle devices is to
schedule deactivations properly. Often, it is not easy to
decide whether a device is unused and can be deactivated.
It may be idle at the moment but play a crucial role in
the execution of an application in the near future. As an
initial approach, we relied on a transition strategy with a
fixed inactivitiy threshold. Such approaches are well known
from the area of Dynamic Power Management. They can
be implemented very efficiently even on resource-restricted
devices, as they only require a timer to operate. In addi-
tion, we added an interface to the middleware that allows
application code, e.g., service implementations, to explicitly
specify that the device is currently in use and should not be
deactivated. Further information is provided by the BASE
microbroker, which notifies SANDMAN about incoming and
pending requests, as well as currently used local services.
This rather simple approach works well in cases where spe-
cific usage patterns are difficult to determine. In other sce-
narios, more complex idle detection mechanisms, e.g., based
on statistical approaches, could be beneficial. Finally, BASE
handles each interaction between a client and a service in-
dividually. While this results in a very flexible system, we
decided to add an additional abstraction for service usages,
so-called sessions. Using a session, a client can specify that
it currently uses a given service. This information is then
forwarded to SANDMAN which will not deactivate the de-
vice offering the service, even if there is no client interaction
for some time. To cope with suddenly disappearing clients,
leases are used. In addition, sessions can be used by clients
to negotiate with the service that the latter may sleep even
while the client is using it, e.g., because the client can cope
with a given latency. Client and server can also negotiate
synchronization times, i.e., they will communicate at given
times only, allowing both to temporarily sleep. In our im-
plementation, the ability to open a session is provided but
negotiation strategies are subject to future work and must
be provided by application developers at this time.
4.2 Service Discovery
Before using them, clients must first discover devices and
their services. However, existing discovery approaches like
UPnP or Jini cannot handle deactivated devices and wrongly
assume that they have left the system. Thus, before de-
activating a device, we must make sure, that it stays dis-
coverable. To do so, we developed a self-adaptive discov-
ery protocol that can handle deactivated devices. Our ap-
proach works as follows: at startup time, each device op-
erates autonomously and answers discovery requests from
remote clients directly. In this state the system resembles a
classical UPnP discovery system. During the system opera-
tion, the devices cluster themselves with neighboring devices
that have the same mobility pattern as themselves. This
ensures that the resulting clusters are highly stable, which
is necessary to achieve long sleep times without introduc-
ing errors in the discovery process. Otherwise, devices that
left the communication range of their clusters while sleeping
could lead to phantom discoveries. Each cluster has a sin-
gle leader, the so-called cluster head (CH). Once a cluster
is formed and a CH elected, all devices in the cluster switch
their discovery system to a registry-based approach, resem-
bling Jini. The CH collects information about all services
in its cluster and answers discovery requests from clients for
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Figure 2: SANDMAN Approach
them as shown in Figure 2. This allows all other devices in
the cluster to switch to their SLEEP mode, while the CH
keeps advertising them. In addition to this, the CH can act
as a proxy to detect new services for sleeping client devices.
To accept new client requests or receive information about
newly detected services, each device in a cluster awakes reg-
ularly.
An overview of the protocol used by SANDMAN to put
devices to their SLEEP mode is given in Figure 3. In this
example, we assume that a cluster consisting of two devices
n1 and n2 has already been formed and omit the messages
necessary for cluster management. At the beginning, n2
starts its inactivity threshold timer. If n2 is idle for tis, it
decides to go to sleep and sends a SLEEP ANC message
to its CH n1, including the desired sleep time tsd. The CH
can modify this sleep time to allow cooperative scheduling
algorithms as discussed later. It stores the new sleep time ts
in its local database for n2 and sends back a SLEEP ACK
message with the sleep time. After receiving this message,
n2 configures its internal watch dog timer to reawake after
tss and transitions to its sleep mode. Meanwhile, a client
device n3 contacts the CH to search for services. The CH
finds that n2 offers a service suitable for n3 and announces
this to the client device. In this message, it includes the
service descriptions, the plugins that can be used to contact
the device as well as the remaining sleep time of n2 (zero
if the device is awake). The client waits for the specified
time until n2 awakes. Then, it contacts n2 directly and
uses its service. A special case arises, if the device wants
to sleep shortly after a client device discovered one of its
services. The CH cannot know, if the client will contact
the device and thus denies any sleep requests from a device,
if the time between its last discovery and the sleep request
is smaller than a given threshold ta. Once a service is no
longer used, its device restarts its inactivity threshold timer
and the algorithm starts anew. More information about the
service discovery approach and the protocols used (e.g., for
clustering) can be found in [9] and [8].
4.3 Connectivity Preservation
In addition to keeping the devices discoverable, the net-
work connectivity must be maintained. If we deactivate de-
vices at will, we will most likely lower the connectivity of the
network. We may even induce network partitioning. Luck-
ily, we can reuse the solution chosen for the discovery and
put the responsibility for routing on the CHs. In addition,
we have to make sure that the CHs form a connected over-
lay network and can reach all nodes. To do so we design
our clustering approach such that it not only uses the mo-
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Figure 3: SANDMAN Protocol Overview
bility patterns of devices for its clustering decision but also
the current neighbor graph of the devices. Two devices are
clustered iff they have the same neighbors. This makes sure
that each one of them can act as CH and will be able to
reach all neighbors. An example for this are devices carried
by the same user. These devices are nearby and typically
have the same neighbors. Note that to really ensure this
property, we have to recheck it regularly to cope with later
connectivity changes.
This approach consumes additional energy, first because
fewer devices are clustered and second to perform the regular
check. If we can accept a certain (small) loss in connectivity,
we can schedule the rechecks to occur only rarely or omit
them altogether. In addition we can accept a certain amount
of difference in neighboring sets when clustering devices, e.g.,
we cluster devices when their neighborhoods overlap by at
least 90%. Using these parameters we can adapt the system
behaviour between more connectivity preserving and more
energy-efficient as needed.
4.4 Interaction Latency
When a device is asleep it cannot be reactivated prelim-
inarily, e.g., to handle an unexpected request by the user.
Clearly, in some cases the user might be able to manually re-
activate a device prior to its scheduled awake time by press-
ing a special button, etc. However, we do not assume that
this is always possible or even the normal case. Thus, a
client wanting to use a sleeping device must wait until the
device awakes on its own. This slows down the client’s exe-
cution and may consume additional energy. Therefore, it is
important to lower the experienced interaction latency. To
do so, we propose to cooperatively schedule the sleep times
of all devices in a cluster. To realize this, SANDMAN allows
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Figure 4: Energy Savings
CHs to manage the sleep schedule of its whole cluster locally
and to coordinate all devices accordingly. Currently, we are
examining two cooperative scheduling algorithms: the first
interweaves the sleep times of devices offering the same ser-
vice such that the time until one of these devices awakes is
minimized. The second keeps one device awake all the time,
allowing clients to use a service without any additional de-
lay. The device that must stay awake is chosen by the CH in
a round-robin fashion. Our current implementation includes
only a simple scheduling algorithm that operates on isolated
devices. Cooperative scheduling algorithms are subject to
current and future work.
4.5 Evaluation
To evaluate the energy savings that can be achieved by
putting idle devices into their SLEEP mode, we performed a
number of experiments using the Network Emulation Toolkit
(NET) [5]. NET is a Linux-based emulation environment
developed at Stuttgart University for testing and evaluating
network protocols in both stationary and mobile environ-
ments. For our experiments we defined scenarios with dif-
ferent mobility characteristics, e.g., device speed and device
group size. Figure 4 shows the resulting energy savings for
three scenarios with a device speed of 2 m/s and three dif-
ferent group sizes, single devices (Scenario D), groups of 4
(Scenario E) and groups of 10 devices (Scenario F). Clearly,
a group size of one leads to the well known random waypoint
model. The results are shown for different sleep times ∆ts
and are averaged over all devices in a single cluster, i.e. they
include the overhead experienced by the CH.
In Scenario D, the devices consume more energy than
without SANDMAN. This is due to the fact that devices
are clustered rarely and the message overhead due to clus-
tering consumes more energy than is saved by sleeping de-
vices. Therefore, for this scenario, SANDMAN is not ben-
eficial and should not be used. However, for larger group
sizes, the devices are able to save up to 484 mW per node
for ∆ts=150 s and a group size of 10. For the chosen con-
tinuous device consumption of 805 mW, this is a saving of
approximately 60% per device, including CHs and unclus-
tered devices. For scenarios with other movement speeds the
results are accordingly, while total values for higher speeds
are lower. This is the case, as with higher mobility, clusters
become less stable and devices must recluster more often.
We can observe the same effect when comparing scenarios
with identical group sizes but different movement speeds.
The achieved energy savings are lower for higher speeds. A
much more elaborate evaluation of our approach, including
message overhead, savings, delays and discovery errors can
be found in [8].
5. CURRENT AND FUTURE ACTIVITIES
SANDMAN so far provides basic functionalities to enable
energy-efficient device operation. However, different possi-
bilities to further enhance the achievable energy savings exist
and are currently evaluated by us. The most promising ones
are discussed in the following sections.
5.1 Transition Scheduling
The transition scheduling strategy currently implemented
in SANDMAN does not take into account other devices in
a cluster. Instead it operates completely isolated. In addi-
tion, we use fixed, preset values for the parameters involved
in the strategy, e.g., the inactivity threshold and the chosen
maximum sleep time. Clearly, there are a number of possi-
bilities to enhance this approach. First, we can enhance the
inactivity threshold strategy by using dynamic parametriza-
tion. Second, we are currently examining more advanced
transition strategies, e.g., based on statistics, to provide us
with better predictions of future device usages. Third, we
already developed a first cooperative transition scheduling
algorithm, which takes into account all services in a clus-
ter when computing sleep times. This algorithm must be
evaluated and analyzed further.
5.2 Service Selection
A major issue in service oriented systems is the selection
of suitable services by clients. From an energy efficiency
point of view, this selection should depend heavily on the
resulting energy usage. Thus, if multiple services are avail-
able, the client should use the one which leads to the most
energy efficient application configuration. However, with-
out system support, the client cannot decide which one is
this. The resulting energy consumption depends on many
factors and cannot predetermined with total certainty. As
some prominent examples, the energy consumption depends
on the amount and frequency of communications between
client and server, the local execution cost of the service on
its device, and the additional consumption if the service uses
additional services to provide its functionality. In addition,
the stability of the resulting configuration must be taken
into account. A service might be highly energy efficient but
is expected to become unavailable in short time, leading to
another application reconfiguration with additional costs.
In the future, we want to provide additional support for
selecting energy-efficient services. To do so, we plan to de-
velop additional algorithms to model and predict the result-
ing energy usage of different configurations. First, we can
use an analytical model to compute an estimated consump-
tion. Second, we can rely on historical data, i.e. measure-
ments taken for past configurations (see, e.g., [6]). In reality,
we expect solutions that combine these two approaches to
provide the best trade off between complexity and energy-
efficiency.
5.3 Session Negotiation Strategies
As described before, sessions allow clients and services to
negotiate energy saving strategies, e.g. by specifying com-
4 GI/ITG KuVS Fachgespräch Systemsoftware und Energiebewusste Systeme, 11. Oktober 2007
mon synchronization points. Although SANDMAN already
allows such negotiations, additional support to do so would
be beneficial. Most importantly, different strategies must
be developed and analyzed to help application developers to
decide on the best strategy for their code.
5.4 Adaptive Service Discovery
The Consumptions for discovery and usage must be care-
fully weighted against each other. It may be beneficial (at
least from the system’s perspective) to use a slightly worse
service that was discovered with much less effort. Again, the
precondition to follow this approach is the provision of exact
and efficient models to estimate the energy consumption of
a future service usage. Once this information is available,
the system can adapt its discovery efforts depending on the
achievable savings. As an example, if an application uses a
very energy consuming service at the moment, SANDMAN
can increase the frequency and range of discovery requests to
find a better service. On the other hand, if a nearby energy-
efficient service is used, the need for additional discoveries
is low and the middleware can decide to stop searching for
alternative services, until the used one becomes unavailable.
6. RELATEDWORK
There are a number of existing energy-efficient middle-
ware systems complementing our approach. The GRACE
project [7] aims at reducing the energy-consumption of mo-
bile devices that process multimedia data. It combines sys-
tem functions like process scheduling, CPU power manage-
ment and data encoding to enable global adaptation. The
MillyWatt project [10] enables battery-powered devices to
run for a predefined period of time. To do so, active devices
are deactivated periodically for a specific fraction of time.
In contrast to this, we deactivate idle devices, only. The
Power Aware Reconfigurable Middleware (PARM) [4] and
the Remote Processing Framework (RPF) [6] enable energy
savings on mobile battery powered devices by shifting en-
ergy intensive tasks to resource rich devices. Our approach
is able to do this by modelling such tasks as services that
can be executed remotely. However, we currently do not
support clients in selecting whether a given service should
be executed locally or remotely. Another approach is taken
by MagnetOS [1]. Through the continuous redistribution of
application parts across the available devices of a mobile ad
hoc network, MagnetOS reduces the communication cost by
reducing the length of data paths.
Regarding energy-efficient service discovery, the DEAP-
Space system enables devices to safely deactivate their com-
munication adapters. To keep devices discoverable, it uses
synchronized time windows to broadcast service announce-
ments in a single hop environment. Our approach is aimed
at multi hop networks and does not require synchronized
devices, enabling optimized interaction latencies.
7. CONCLUSION
In this paper, we have presented our energy-efficient mid-
dleware SANDMAN. SANDMAN is realized as a number of
extensions to BASE, our minimal and adaptive communi-
cation middleware for peer-based pervasive computing envi-
ronments. It supports energy-efficient communication by se-
lecting energy-efficient protocol stacks, and deactivates idle
devices to reduce the idle standby energy consumption. To
do so, SANDMAN clusters devices dynamically depending
on their mobility patterns and neighboring devices. This al-
lows to deactivate devices while preserving the network con-
nectivity and the discovery of the devices and their services.
Work is going on in different directions. Most prominently,
we expect energy efficient service selection to emerge as a
major enhancement to save additional energy. To do so,
the future energy consumption of different application con-
figurations must be predicted, e.g. using suitable analytical
models or historical measurements.
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ABSTRACT
Energy is the most limiting resource in sensor networks. This
is particularly true for dynamic sensor networks in which the
sensor-net application is not statically planned. We descri-
be three components of our energy management system for
nodes in such dynamic sensor networks: A flexible energy
model and an accounting infrastructure for making sensor
nodes energy-aware, and Resource Containers for managing
the energy accounting information.
1. INTRODUCTION
Energy still is the most critical resource in sensor networks.
Current energy supplies already take up most of a sensor
node’s space, but can provide the desired node lifetimes of
years only when sensor-net application designers give a high
priority to a long sensor-net lifetime. Sensor-Net Operating
Systems (OSes) like TinyOS [2] encourage energy saving by
not providing a convenient CPU-abstraction such as threads,
which could, for example, tempt application developers into
creating CPU-intensive waiting loops and thus into wasting
energy.
Database interfaces to sensor nets like TinyDB [5] make it
easy for users to retrieve sensor data: A sensor-net applica-
tion is formulated as a request in an SQL-like language and
interpreted by the sensor network until the request expi-
res. The program on the sensor nodes only needs the ability
to interpret and execute such requests. This eliminates the
need to reprogram sensor nodes and allows multiple queries
to be processed simultaneously.
Such dynamic systems can support multiple users in a sensor
net, each with his own set of queries. In this scenario it is
desirable to account the energy consumption of each query,
e.g. to bill users based on their sensor-net usage, or to find
the query with the highest energy consumption and cancel
it before it wears down the energy supplies.
In this paper we describe several parts of a solution to energy
management on sensor nodes that addresses multi-user dy-
namic sensor networks. The presented solution is currently
being implemented for MICAz nodes in TinyOS 2. First we
describe our energy model for a sensor node, then the infra-
structure used in taking measurements and accounting the
energy. As a third part, we describe the concept of Resource
Containers, which will be employed to fairly distribute the
accounted energy in our dynamic sensor-net setting.
2. RELATEDWORK
The management of energy in sensor networks has received a
significant share of research over the last years, as it concerns
the primary resource of such networks.
PowerTOSSIM[6] is perhaps the approach most similar to
our own model and accounting infrastructure. It instruments
OS components or simulations thereof to track power states
and uses an energy model to compute energy consumption
for one or more sensor nodes. However, there is no implemen-
tation for current versions of TinyOS. Its energy model only
considers hardware states, not the transitions in-between.
The most significant difference is in the intended use: Our
instrumentation and model are designed to be used in on-
line energy accounting as opposed to off-line simulation.
AEON[4] is the energy model used in the AVRORA[7] si-
mulator. It models the hardware states of a MICA2 node.
Our model is based primarily on the MICAz node and ad-
ditionally considers transitions between hardware states.
Energy measurements of a MICAz node can be found in [3].
The measurements of the AtMega128 controller are detailed,
but the measurements of the ZigBee controller (CC2420) se-
verely lack details. Our measurements show a real difference
between the listen and the transmit state, regardless of the
programmed output power in the latter.
Resource Containers are an OS-abstraction introduced by
Banga, Druschel and Mogul [1] in 1999 for accounting on
web-servers and consist basically of OS-provided storage for
accounting data. The idea is to separate OS abstractions
for CPU and resource accounting, so one can base accoun-
ting on other, more suitable abstractions. In the PC world,
for example, Resource Containers (RCs) give administrators
and users the ability of accounting all activity connected to
a user request, which usually has a higher significance than
process-based accounting.
3. ENERGYMODEL
Our sensor node energy model is designed to be used both
for off-line simulations and on-line accounting. To this end,
the model is specified in a more formal manner than usual.
Our energy model is based on finite state machines that
closely model the hardware’s power states and transitions.
To account for the concurrency possible on typical hardwa-
re, each subsystem on a sensor node is modeled by its own
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CC2420
SHT11
sht11_idle
name: measuring
power: 0.505 mA
time: 204 ms
parameters:
Pl: Packet length
pwr: Output power setting
cc2420_idle
listen
power=22.37 mA
transmit_15
power=17.08 mA
time: 0.125 ms + 0.76 us * Pl
transmit_31
power=21.62 mA
time: 0.125 ms + 0.76 us * Pl
time: 0.60 ms
name: stxon
condition: pwr == 15
energy: 6.96 uAs
name: start_temp
energy: 3.5 uAs
time: 7 ms
energy: 0
time: 0
time: 0.41 ms
name: set_output_power
set: pwr
time: 0.40 ms
energy: 6.8 uAs
time: 0.37 ms
name: stxon
condition: pwr == 31
energy: 8.55 uAs
energy: 13.3 uAs
Figure 1: Energy models for the CC2420 and SHT11
chips
state machine. For example, the OS can finish instructing
the radio controller to send a packet, start taking a measu-
rement on a sensor, and get interrupted by a preset timer. In
this example, the radio controller, the sensor, and the micro-
controller each are modeled by one finite state machine.
States and transitions of these machines are attributed with
their physical characteristics such as time (duration), energy,
or power. These characteristics often depend on parameters
from outside such as the battery voltage or packet length.
Values for these parameters have to be supplied by each
program that uses this model.
The model states describe the hardware states in as much
as they can be distinguished by their power consumption.
A small part of such an energy model is shown in Figure 1.
Simple hardware like sensors or LEDs can be modeled by a
small number of states. The model for the SHT11 chip in
Figure 1, for example, covers the whole process of measuring
the temperature. For other chips like the ZigBee controller
CC2420 this approach can result in multiple transmit states,
one for each selectable transmission power. Of the 32 availa-
ble and 8 documented power settings, only two are shown
in Figure 1 due to space constraints. Furthermore, the tran-
sitions from cc2420 idle to the transmit states have been
omitted to avoid cluttering.
Transitions in the model describe the time and energy spent
on changing the hardware state. A transition can be named
or unnamed. Unnamed transitions are used for state changes
which are predictable from the hardware layer. For exam-
ple, upon completing a transmission the CC2420 controller
automatically switches back into the listening state where
it could then receive an acknowledgment message. The time
spent transmitting is known from the length of the packet,
which is known, as a packet must be stored in the CC2420’s
transmit buffer prior to transmission. Named transitions, on
the other hand, describe changes that are not predictable
from a hardware viewpoint, e.g., when the software sends
a command to the radio chip to transmit a packet that is
currently in the chip’s buffers. In the example, start temp,
set output power and stxon are of this type.
Some models are further equipped with parameters that can
be used to reduce the number of model states or to calculate
energy consumption. The packet length parameter in Figu-
Application
Other Timer Mcu CC2420_1 CC2420_2
McuAccountingC CC2420AccountingC
AccountingC
AccountingXC_null AccountingXC_accounting AccountingXC_signal
sleepwake
Figure 2: Accounting infrastructure overview
re 1 determines the time the CC2420 spends transmitting, so
the energy consumed for the transmission directly depends
on the packet length. The other parameter, output power
setting, is not strictly necessary for modeling. Its primary
use is to reduce the number of states in the model: Without
it, the number of states would almost triple: As the out-
put power can be programmed in the idle and listen states,
there would have to be 32 versions of both states with bi-
directional transitions between all versions of a state. So not
only would the number of states nearly triple, the number
of transitions would grow quadratically with them.
4. ACCOUNTING INFRASTRUCTURE
Information required to use the model for on-line energy
accounting has to come from various places deep inside a
sensor node operating system. Usually, this means places
where a driver issues commands to or receives interrupts
from the hardware it manages. Due to the high degree of
modularization in TinyOS 2, the relevant code places for one
hardware chip could be scattered over several directories.
The purpose of our accounting infrastructure is to collect
this information in a consistent manner.
The process of gathering the accounting information should
also be transparent to the sensor-net application. This allows
developers to base energy-aware applications on traditional,
statically planned applications without the need to change
a lot of code.
Energy-relevant code fragments are instrumented by an ad-
ditional function call. These function calls are routed first
to a module for the subsystem and then to a central mo-
dule named AccountingC, as shown in Figure 2. Here they
arrive as (component , event) pairs, where component refers
to a finite state machine of the energy model, and event to a
named transition in this machine. The central module then
uses a back-end to process the gathered information. The
choice of back-end is configurable from the command line
at compile time. The default back-end (AccountinXC null)
simply discards the information. Thus, in spite of introdu-
cing these additional function calls in the source code, this
does not result in additional object code, as the compiler
inlines all involved functions.
Aside from the actual accounting process, the infrastruc-
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ture has shown its flexibility in combination with the Ti-
nyOS build system by providing convenient options to in-
dicate the energy-relevant events using a GPIO pin to the
measurement hardware outside. For this scenario, the cen-
tral accounting component is given a different back-end mo-
dule (AccountingXC signal) to use, which in turn uses a
platform-dependent signaling module to access a GPIO pin.
This proved to be very helpful for extracting the physical
characteristics of our energy model from measurements of
sensor nodes. Parts of the data analysis could be automa-
ted, as phase lengths and transitions can be detected more
easily by these additional signals.
5. RESOURCE CONTAINER
To make energy accounting work not only on a single node
but in a large network, we employ the concept of Resouce
Containers (RCs). RCs can be used to account energy con-
sumption for each query being executed on the node and
aggregate this information throughout the network.
In the following we assume that the sensor-net applicati-
on responds to user-generated queries and that all packets
related to one query carry the same unique ID.
5.1 Normal Resource Containers
A normal RC is associated with a query. As soon as an app-
lication learns the ID of the query currently being processed,
it informs TinyOS that it wishes to switch to the RC asso-
ciated with this query. The selected RC is then bound to the
current TinyOS task.
The energy consumption of all further activities coming from
this TinyOS task is accounted to the selected RC. If the
TinyOS task posts a new TinyOS task or sets up a new
timer, this binding can be stored by the scheduler or timer
system, and can be used to switch back to the stored RC
automatically on the corresponding wake-up call.
The OS here clearly depends on the application for cor-
rect accounting, but this is both feasible and necessary in
a sensor-net application. It is necessary to prevent produ-
cing hard-to-maintain code, and it is feasible because there
should be only few places where this RC-switching occurs,
namely when a sensor-net application starts processing a
query.
5.2 Anonymous Resource Containers
Since TinyOS applications spend most of their time sleeping
and perform only minimal amounts of processing, energy
consumed during interrupt handling is not negligible. For
example, a timer interrupt may cause the activation of a
communication device, which is subsequently used to send
stored sensor data to other nodes. The sensor node is not
aware of the query ID until it accesses the packet it is about
to send. In the meantime, the activation of the communi-
cation device can consume a substantial amount of energy
that cannot be assigned to the correct RC at that moment.
As a solution, the interrupt handler can allocate a tempora-
ry, anonymous RC and use it to account both its own energy
consumption and the device activation. Later, when the ap-
plication becomes aware of the query ID, it can switch to
the RC associated with the query, causing the temporary
RC to be merged and released.
5.3 Special Resource Containers
It may be necessary to employ special RCs to provide addi-
tional information or to handle cases where the correct RC
is not known.
5.3.1 Root Resource Container
One RC worth mentioning is the RC for the whole node. It is
used to collect the amount of energy consumed by the whole
node, regardless of queries. This information is of interest to
the nodes themselves in order to estimate the amount of
remaining energy. It can also be regarded as another data
source and can itself be the target of a query.
5.3.2 Idle Resource Container
Some energy consumption can not be clearly accounted to a
query, e.g., the energy spent during sleep (idle energy). We
call the problem of accounting this energy consumption in
a fair manner accounting fairness.
One way to address the issue of idle energy accounting is
to distribute the accounted idle energy among all queries
known to the sensor node. To achieve this, a special RC for
this energy class is present in the system. At certain times,
this RC is cleared and its content distributed among all exis-
ting normal RCs. This has to be done both periodically and
on creation/expiration of a query:
• Periodically so that the accounting information remains
recent.
• At query instantiation to avoid penalizing this query
by accounting sleeping energy spent before its instan-
tiation.
• At query expiration to avoid losing accounted energy.
The fairness of this distribution is subject to discussion and
thus should be handled by a project-dependent policy. Policy
examples include equal distribution and partitioning accor-
ding to duty-cycle or used energy.
Concluding, one can picture the RCs in a 3-level hierarchy:
the root RC for the node, named RCs for the queries and
anonymous RCs to account energy consumed for a (yet) un-
known purpose. In this hierarchy, the root RC contains the
aggregated accounting data of the named RCs, while the
anonymous RCs will eventually be merged with one of the
named RCs.
5.4 Shared Data
Caching the acquired sensor data introduces another instan-
ce of the accounting-fairness problem. Without additional
measures, the first query to sample data bears the cost of
acquiring it, subsequent queries can use it at almost zero
cost. If the accuracy of timing or accounting can be relaxed,
some trade-offs between one of them and accounting fairness
can and should be considered.
GI/ITG KuVS Fachgespräch Systemsoftware und Energiebewusste Systeme, 11. Oktober 2007 19
A trade-off between timing accuracy and accounting fairness
can be implemented as a subscriber model for sensor data:
The sensor data is sampled either on time-out after the first
subscription or when enough parties subscribed to this sen-
sor data. The energy is split among all of the subscribed
parties.
A trade-off between accounting accuracy and fairness can be
implemented by assigning a value to the sampled sensor data
that decays with every access. For example, the initial query
bears 3/4 of the costs, the next query 3/4 of the remaining
costs, and after a time-out, the rest is distributed across all
queries that acquired this data.
5.5 Resource Container Aggregation
The usefulness of Resource Containers becomes apparent
when they are shared between all network nodes. With the
collected information in these RCs it is possible to account
the energy consumption of the whole network individually
for each query.
RCs lend themselves quite naturally to sensor nets with dy-
namically created queries. When receiving a new query, a
sensor node allocates an RC for this query, accounts the
query’s energy costs to that RC and sends the accounted
data back together with the responses to this query.
RC contents can easily be aggregated by summation over
all RCs with the same query ID. The design of RCs to store
all of the energy accounted to it since its creation makes it
resilient to occasional packet loss. When accounting infor-
mation is lost in the network due to occasional packet loss,
the aggregated accounting information at the data sink may
be incorrect, but it will be correct again after reception of
the next packet.
To allow the data sink to compare aggregated RC values
from different queries and to detect packet loss, a node
should additionally send the number of sensor nodes invol-
ved in an aggregate, if this information is not already present
in the aggregated sensor data.
6. CONCLUSION
In sensor networks with dynamically created queries, on-line
energy accounting is necessary to make the network energy-
aware. We presented three parts of an on-line energy ac-
counting solution currently being developed for TinyOS 2.
An accounting infrastructure uses an energy model to make
each sensor node energy-aware. Resource Containers allow
to extend this accounting mechanism to cover the whole
network. Together, this is an energy management solution
for multi-user dynamic sensor networks.
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ABSTRACT
Secure multicast communication is a elementary mechanism
in the field of wireless sensor networks, addressing a num-
ber of security means and algorithms. This paper analyses
the energy consumption of the algorithm of authenticated
query flooding as proposed by [1] but the applied technique
can also be used to a more general probabilistic flooding
paradigm. The verification results are obtained by means of
the probabilistic model checking tool Prism. We measure in
our analysis the impact if only a portion of all packets stem
from an adversary that needs to be hindered from reaching
the whole network. What is new when choosing the concept
of formal methods and what differs it from the simulation
based analysis is that the results are precise and need no
confidence level since all paths which lead to an observation
are consequently expressed in an expectation value rather
than an on-average value with confidence levels.
1. INTRODUCTION
Wireless sensor networks form a very active research topic
in Computer Science with a variety of novel applications in
a great numbers of diverse areas. For potential applications
that transmit valuable or critical data security issues will
play an important role. This has triggered investigations
into how wireless sensor networks – which are particularly
vulnerable to intrusion by an outside attacker – can be pro-
tected against malicious or accidental manipulations.
Communication in wireless sensor networks is characterised
by the fact that no centralised knowledge about the identity,
reachability, location or functionality of the individual nodes
is available. Given these constraints flooding has become an
accepted communication paradigm despite its high energy
cost.
We will concentrate in this paper on the scenario that a
base station, e.g., a laptop-like device spreads information
by flooding authenticated queries to a wireless sensor net-
work. An adversary may post illegitimate or fake queries
disrupting or compromising the network. A probabilistic
authentication protocol for authenticated query flooding has
been proposed in [1] to limit the propagation of fake queries.
The influence of various protocol parameters on the strict-
ness of this limitation has been investigated by analytical
computations and network simulations. In this paper we
complement this analysis by estimations on average energy
∗This research position is funded by the BW-FIT Project
ZeuS (Zuverlssige Informationsbereitstellung in energiebe-
wussten ubiquitren Systemen).
consumption under various parameter settings. This should
provide us with valuable information in which situations an
implementation of this algorithms is feasible in practice.
We use the Prism tool – a probabilistic symbolic model
checker [2, 5] – for our investigations. This might not be
the tool that immediately suggests itself for the job at hand
and we do believe that a comparable analysis could have
been accomplished by a state-of-the-art simulation tool like
ns2 [6]. At this point it is important to highlight, that we
do not obtain the presented results by simulation. Rather
the values are computed by verification and the inherent
exploration of the complete state space, i.e. all possible
interleavings of all runs.
What made Prism attractive from our point of view is its
solid foundations on the theory of Markov chains and its
comfortable graphical user interface. There is no denying
that the size of the Markov chain models accessible to anal-
ysis by Prism is somewhat restrited in the number of module
instances that can be carried out simultaneously.
This work is organised as follows. In section 2 we quickly
review authenticated query flooding from [1], giving some
idea of the algorithm and its main parameters. In section 3
we analyse the models with the Prism tool [5] and explain
the parameter influencing the model. Exemplary scenarios
are considered and investigated i.e. probabilistic results like
”How much energy is used by reaching N nodes with a faked
query?”. This part also tries to bridge the gap to an practical
energy critical example as quested by the ZeuS project where
energy and gradual security is considered a central topic.
The section is closed by giving an optimal security/energy
tradeoff depending on an adversary, and the expected times
until the network is flooded. In the end in section 5 the
whole matter is wrapped up, giving an outlook for possible
improvements and finally concluding with suggestions for
further energy related exploration.
2. THE AUTHENTICATED QUERY FLOOD-
ING ALGORITHM
The authenticated query flooding (AQF) algorithm proposed
in [1] assumes an ID-based key predistribution, see e.g.,[8].
Out of a pool of keys numbered from 1 to ℓ every node
receives a ring of k randomly chosen keys. The way this
predistribution may be organised is sketched in [1]. When
the base station wants to flood a query q it first computes
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the value x = h(q) of some given hash function h and
then uses x as a seed to compute m pseudo random num-
bers (kid1, . . . , kidm). These numbers are interpreted as the
numbers of keys (kkid1 , . . . , kkidm) from the pool. These
keys are used to compute m message authentication codes
(MACs). We stick to the design decision from [1] to use 1-
bit MACs. Thus, using key kkidi on x = h(q) the bit mi is
computed. The sequence (m1, . . . ,mk) = macs(q) is called
the authenticator for q. The base station then floods query
q together with macs(q) into the sensor network.
Upon receiving a query q and the authenticator macs(q) a
sensor node, which is assumed to share the hash function
h and the pseudo random number generator with the base
station, computes the indices (kid1, . . . , kidm) used to en-
code macs(q). If for at least one of the keys kkidi that also
belong to its own key ring it detects a mismatch between the
computed and the received valuemi, it does not forward the
query. In all other cases it sends it to all its neighbours. As
in [1] we are only interested in the analysis of the flooding
algorithm and ignore the situation when a sensor nodes con-
siders a query as genuine and replies to it. Furthermore, the
node memorises processed queries and immediately ignores
them when receiving them for a second time. Obviously, a
legitimate query q will be received by all reachable nodes in
the network.
The adversary model adopted in [1] assumes that an attacker
can feed messages plus authenticators into the network in
the same way as the base station does. It is furthermore as-
sumed that an adversary may capture sensor nodes and get
hold of their keys. It thus may start flooding a query q using
the correct MAC-bits for the keys it has captured, and ran-
domly guesses the remaining authenticator bits. Assuming
that an attacker has captured n˜ nodes using the theory of
random sets the average number b˜ of keys known to the ad-
versary and the expected value B of correct MAC-bits in a
fake query authenticator can be computed. The probability
pf that a sensor forwards a query with a fake authenticator
is according to [1] given by the formula:
pf =
„
ℓ− k
ℓ
+
k B
ℓ m
«m
=
„
ℓ− k
ℓ
+
k
ℓ m
+
b˜
2ℓ2
+
1
2ℓ
«m
It is an essential contribution of [1] to suggest a criterion
for choosing plausible values for pf . Table 1 shows typical
parameter values that we investigate with the corresponding
probability pf . In the experiments considered later in this
paper we will use topologies with densities varying between
2.3 and 4.1 nodes and forwarding probabilities between 0%
and 45% since the algorithm is working very efficient within
this region.
3. ENERGY CONSUMPTION IN WSN
This section aims at providing scenarios and measures that
can later on be beneficially used for building an actual wire-
less sensor network based on authenticated query flooding.
Five different topologies of sensor networks (cf. Fig. 3)
are introduced that will be analysed under the objective of
power consumption until the request terminates. We assume
legitimate and fake queries to be injected into the network
Variable Value range Description
n 12 - 14 number of nodes in the sensor
network
ℓ 1 000-10 000 number of keys in the key pool
k 50-250 number of keys in the key ring
of a node
keylen 128 length of one key
m 100-500 size of the authenticator
MNKK - mean number of keys that a sen-
sor has to validate per query
data 8 data bits
d 2-4 network density
n˜ ≥ 1 Number of captured nodes
b˜ - number of captured keys
Eb˜ - number of keys in the authenti-
cator known by the adversary
B - number of right bits in the fake
authenticator
pf - probability that the message
will be forwarded
1: Annotation for the variable meanings and parameters
for the AQF algorithm that contribute to the forwarding
probability of pf , and resulting energy. Blank fields depend
on the setting and need individual computation.
at node A although any other point is feasible, and could be
done in future work. Additionally an adversary might use 2
or more nodes to inject the faked query which is admissible
but not covered here and kept as a possible future research
topic.
In computing the energy balance all sensors from the net-
work will be taken into account. The networks that we in-
vestigate are strongly interlinked and consist of up to 18
sensor nodes. The reason for picking symmetric topologies
is that we think that results scale to even bigger network.
In Figure 1a nodes have at most six neighbours. A variation
of this network setup is topology 8 with two missing nodes
(cf. Figure 1b). A check-box-like topology with 12 sensors is
present in Figure 1c, where each sensor node has at most
four neighbours. A hexagon-like structure presented in Fig-
ure 1d with each node having at most 3 proximate nodes.
And finally the asymmetric topology from Figure 1e with a
more realistic shape and 18 nodes will conclude the study.
By modelling these wireless sensor networks as a Discrete
Time Markov Chain (DTMC) we do a reward analysis [4]
within the probabilistic model checker Prism. As such we
use a sensor node specific energy consumption function to
formulate the energy constraints within the model. The
later analysis will reveal how parameters change when deal-
ing with different topologies, and how the individual char-
acteristics under the deployment of a probabilistic flooding
manifest and can be compared.
3.1 The Reward Model
The reward model is attaching costs to state transitions in
a way that makes them computable for the prism tool. We
consider a sensor receiving if it receives a packet by any of
the gadgets in its vicinity. After reception it is comput-
ing and validating the 1-bit MACs for which it need energy
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(e) Topology 11
1: problem topologies
E(RC) including the powerrequirements for receiving. After
the authenticator is computed the node does either attribute
the query as non-fake, distributing it to vicinity nodes in
which case a total energy draw of E(RCS) is needed. In case
that the authenticator turns out to be faked, the packet is
dropped without further transmission.
In the following analysis we use networks of TMote Sky sen-
sors manufactures by Moteiv[7]. The gadgets will be ar-
ranged in topologies as illustrated in figure 3. This is ratio-
nal since we expect to find an overview of how queries are
processed using a probabilistic flooding mechanism, and to
which extent the choice of the topology influences the se-
curity/energy ratio. The approach presented here tries to
obtain a theoretical approximation of a real-world scenario
by means of Markov chains with all the pros and limitations
this involves.
As input parameters for our model (cf. Table 1) we use a
1 byte data packet. The key length is selected as 128 bits
which seems to be a sound value considering an available
memory of 8kB and the relatively high security level in-
duced hereby. As varying parameters we choose the total
number of keys in the keys pool ℓ between 1 000 and 10 000
appropriate for small networks, the size of the authenticator
m between 100 and 500 and the number of keys with which
the sensor nodes are preloaded, denoted as k to be within
the range of 100 and 250. Underlying the model we assume
that the adversary only knows the keys deployed on a sin-
gle sensor node (k valid keys), since we have a small size
network with devices more or less out of a burglar’s reach.
For approximating the average number of hashes a node has
to validate, we use the figure mean number of known keys
by a sensor (MNKK) which depends on the variable input
parameters and is computed as:
MNKK =
m · k
ℓ
As cryptographic hash function we use the MD2 (Message
Digest Algorithm)[3] since it seems to be the best choice
when dealing with 8-bit micro processors and a key length
of 128 bit. Using these numbers we obtain a varying proba-
bility pf (that a sensor accepts the query with a fake authen-
ticator) which is used as an input parameter for our model.
An example for varying the authenticator size m while ℓ,
and k, are kept constant is illustrated in Table 3.1 below.
m MNKK pf E(RC) E(RCS)
- - - 0.1723 0.3355
100 1.6767 0.439 0.2574 0.4857
150 2.5 0.291 0.2999 0.5608
200 3.33 0.193 0.3425 0.6359
250 4.17 0.128 0.3850 0.7110
300 5 0.085 0.4276 0.7862
350 5.83 0.056 0.4701 0.8613
400 6.67 0.037 0.5127 0.9364
450 7.5 0.025 0.5552 1.0115
500 8.33 0.016 0.5978 1.0866
2: Power usage for the TMote Sky sensor node in mJ for
receiving E(R), computing and comparing the hash values
E(RC), and sending E(RCS) for a 8 bit data packet and a
128 bit keylength. The first line is without the AQF algo-
rithm, for the remaining entries the total number of keys
is fixed to ℓ = 6000, the number of keys on each sensor is
k = 100. Parameter MNKK is representing the mean num-
ber of keys known by a sensor node and the authenticator
parameter m is varying.
For obtaining the expected energy use we finally question
our model with the PCTL query as follows:
R =? [ F (”deadlock”) ]
Although the term “deadlock” might be misleading at this
point, it is defining the appropriate state within our model,
in which all queries are processed and no further step is
possible. Whether is happens due to dropping of the queries
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or due to the fact that the whole network is flooded needs
no further specification here.
3.2 Energy Use
In the following we briefly sketch the energy requirements
influencing the reward model of our sensor network. We
expect the processor to run at 8MHz which corresponds to
6 million instructions per second. One byte data packet
plus the size of the authenticator is assumed as being the
payload.
The energy draw of the radio controller integrated in the
board is assumed to be 5.9 mW for receiving, and 5.6 mW
for sending which can be drawn out of the data sheets. The
micro controller has a power need of 6 mW, resulting in
6 million operations per second (MIPS) total. For moving
data from the radio controller to the CPU and vice versa an
energy amount of 6.5 mW is needed, since transmission and
CPU have to be switched on. All power needs relate to a
packet of size 8 bit, a 128-bit key length, and need separate
computation when increasing the authenticator size.
When looking at times that we need for computing the op-
eration dependent power, we obtain for a simple reception
of a packet of size 108 bit (100 bit authenticator and 8 bit
data) the receiver needs 0.035 ms per byte, and in addition
to 0.5 ms for initialisation, that sum up to 3.6475 ms per
payload. Loading of the data from the radio controller to the
CPU requires 0.05 ms per byte plus a constant time of 2 ms.
For hashing the data 3 732 block instructions are required
using the MD2 hash algorithm that runs in approximately
0.0075 ms. The hashes can be validated by the sensor node
in 0.01859 ms. For transmission of the data, times equal to
the times for receiving are needed.
Some emerging energy figures that corelate with the increas-
ing authenticator m are displayed in table 3.1 for the Tmote
Sky board. All sensors are either in receive mode during
the flooding procedure or try to authenticate the received
query. Upon successful authentication, and in case of not
being able to authenticate the data packet, they forward
the query to neighbouring sensors. Since we want to limit
the propagation of fake queries to a small part of the WSN,
we consider a forwarding probability of faked packets pf
below 45%. For most topologies. In addition to figure pf
we compute the energy used without the AQF procedure,
that is energy required for flooding a sound packet thru the
network. During these experiments a query is received and
spread to surrounding sensors without any involved compu-
tation.
4. ENERGY RESULTS
At this point it is necessary to point out, that when doing
the reward rate computation the output for different set-
tings are not easily to compare since the topologies vary e.g.
in the network density, the total number of nodes in the
network topology etc. To account for this, we compute in
addition a correlating average rate per node, composed of
the respective reward rate energy, and the number of nodes
of the network. When doing so, we have in mind that sen-
sor nodes do not power out evenly. Especially nodes close
to the base station are expected to spend more power than
the others, located further away.
pf m TOP7 TOP8 TOP9 TOP10 TOP11
1 - 4.5924 3.9363 3.9363 4.2643 5.9045
0.439 100 1.7202 1.1398 1.2267 1.0440 1.6013
0.291 150 1.0641 0.7649 0.7997 0.7162 1.0370
0.193 200 0.7773 0.6196 0.6342 0.5981 0.7780
0.128 250 0.6527 0.5633 0.5700 0.5541 0.6575
0.085 300 0.6016 0.5474 0.5506 0.5434 0.6053
0.056 350 0.5871 0.5526 0.5541 0.5508 0.5894
0.037 400 0.5929 0.5701 0.5709 0.5693 0.5941
0.025 450 0.6109 0.5955 0.5958 0.5951 0.6115
0.016 500 0.6366 0.6261 0.6262 0.6259 0.6369
3: Energy in mJ for flooding different network topologies.
The first line indicated the power use without AQF algo-
rithm.
 1
 3
 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4  0.45
to
ta
l e
ne
rg
y 
in
 m
J
probability (pf)
total energy use for a faked query
energy minima
topo 07 with AQF
topo 08 with AQF
topo 09 with AQF
topo 10 with AQF
topo 11 with AQF
topo 07 simple flooding
topo 08 simple flooding
topo 09 simple flooding
topo 10 simple flooding
topo 11 simple flooding
(a) Total energy use for a faked packet. Note that topology
8 and 9 have for simple flooding the same energy need since
they equal in the number of nodes.
 0.01
 0.1
 1
 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4  0.45
e
n
e
rg
y/
no
de
 in
 m
J
probability (pf)
Energy use per node for a faked query
topo 07 with AQF
topo 08 with AQF
topo 09 with AQF
topo 10 with AQF
topo 11 with AQF
simple flooding
(b) Average energy use per node, which is equal for the
simple non-authenticated version of the flooding algo-
rithm.
2: Energy rewards for selected topologies for 100% fake
queries.
Figure 4 illustrates different topologies with varying parame-
ter pf denoted on the x-axis and the involved energy require-
ments on a logarithmic scaling in mJ. Horizontal lines repre-
sent the power need of nodes without the securing mean, i.e.
for simple flooding which is independent of the forwarding
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probability pf . The curves for the network topologies with
varying energy are leftward curved with an upward slope
and a global energy minimum. These minima depend on
the topology and vary with the probability of forwarding a
fake packet between 5% and 15%. Results are displayed in
Table 3 with the pertinent authenticator size m and mean
number of keys that a node knows.
With increasing pf the costs for security drop while more
and more sensor nodes are affected by a faked query, and
consequently the amount of energy used increases. Although
the choice of topology 7 and 8 are similar and only dis-
tinct in 2 nodes, this has an enormous impact on the power
needs. Especially the missing node C in topology 8 reduces
the connectivity, thus creating a “bottleneck” and flattening
the flooding depth. The energy curve of topology 9 almost
equals topology 8 since right at the beginning the query is
only spread twice. When looking at the energy per node of
topology 10 and 11 it is obvious that they have the least
energy need, due to the low interconnectivity between the
individual nodes. According to this, their slope is compara-
tively flat, even up to a propagation probability of 40%. It
is obvious that although the additional computation effort
is made by using the AQF, the energy is far below the line
of the unsecured network when assuming that 100% of the
packets have a fake authenticator.
Finding the right mix of parameters that determine proba-
bility pf and the way they relate to the energy is the key
for successfully applying the AQF algorithm to a practical
example. Due to this Figure 3 illustrates their correlation.
Note that all three planes do intersect. Using a key pool
with ℓ = 1000 keys, the plane is relatively flat with an en-
ergy maximum at k = 250, m = 500 of 0.4970mJ . The
value for pf is at this point 0%, meaning that fake query
are dropped with 100% probability at the first sensor node.
With increasing parameter ℓ the plane shifts to a new en-
ergy maximum at m = 100, k = 50 of 2.0382 mJ due to
the fact that the parameter pf here around 61%. Choosing
a key pool of size 10 000 the situation becomes even more
extreme, attaining power needs of 3.5078 mJ according to
the high propagation of faked queries (pf=78%).
The explanation for this lies in the probability pf for which
we do only indirectly account thru the parameters of m, k,
and l. In fact the evident increase in energy as shown in
Figure 3 is due to the rapid increase of pf which grows at
many points beyond the admissible range of 50%, e.g. the
energy maxima for ℓ = 5000 and ℓ = 10000 are pf = 0.61
and pf = 0.78. For this reason it is important to choose
parameter ℓ according to the topology since a keypool of
10 000 keys does not achieve the desired effect when having
only 15 sensor nodes in a network scenario.
4.1 Energy/Security tradeoff using topology 8
Since the energy wasted is dependent on the severity of the
intrusion and the number of faked packets, the figures shown
so far do not really account for this. Due to this reason, we
now proceed with the problem as motivated earlier in the in-
troduction, namely to find an adequate level of energy that
secures the network from outside intrusion. That is in par-
ticular the solution of the energy/security tradeoff in relation
to the number of packets sent by an adversary. Therefore a
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new variable is included in the model which represents the
number of fake queries among the good ones, starting from
0 up to 100 percent. Since such a figure was missing is the
section before we are now able to state quantitative predic-
tions about how the energy and security level relate to the
severeness of the intrusion.
For fixed parameters ℓ=4000, k=50, and m varying between
100 and 500 bits we compute the probability pf and the
hereby involved power. Denote at this point that there may
be more than one parameter configuration that lead exactly
to the same forwarding probability, i.e. when doubling ℓ
and k the same probabilities pf are obtained which follows
due to obvious reasons. This analysis considers the total
amount of energy which is used for a query to be flooded in
topology 8, and can also be applied to the other scenarios.
The corresponding figure 4 shows the result. The axes labels
are: the percentage of faked queries on the axis of abscissae,
the security level as explained by the formula above on the y
axis, and the corresponding power need in mJ on the z-axis.
Note that 2 different data sources are contained in the il-
lustration. The line on the left side at pf = 0 shows the
energy that would be used without the use of any securing
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mean. That is packets are received by a node and transmit-
ted again without the computation of hash values (cf. 3.1
variable MNKK), and validation of keys in between. In this
case a constant amount of 3.94 mJ is needed for the net-
work to be reached that is completely independent from the
probability of forwarding a fake packet pf .
The second point of interest is the plane showing the relation
of faked queries, and pf to the amount of energy hereby in-
volved. This graph reads as follows: If we assume only sound
packets to be send and only little security is in use – that
is pf is high – the AQF algorithm outperforms the regular
flooding procedure with respect to energy. By increasing
the portion of faked packets, the authenticationed flooding
shows effect and the energy need starts to drop. On the
other end of the scale (pf = 0.016 and no fake queries) the
situation is similar since the securing mean does not show
any effect and reached a energy maximum of 13.0392 mJ. As
the number of faked queries reaching the network is increas-
ing, more and more packets get filtered out of the network
this causing a rapid drop of the energy down to 0.5236 mJ
if we assume 100% fake packets to be sent.
5. CONCLUSION
Due to the low-power nature of wireless sensor networks it
is hard, choosing the right path between the different con-
straints such as security, energy, authenticity et cetera. The
more it is key that appropriate measures are applied prior to
the deployment of a network which shelter against intrusion
from outside.
The analysis presented here reveals how the probabilistic
model checking tool Prism can successfully be applied to
those challenging problems like the AQF algorithm. We
proved, although commonly known problems like state space
explosion prevail, there’s an enormous wide range of prob-
lem instances allowing a deep investigation. The more, what
differs them from common simulation tools is the high pre-
cision of the obtained results that go without the need of
confidence levels.
By the use of reward functions quantitative assertions for a
variety of properties can be verified. It turns out that due to
the number of nodes in the range of hundreds as proposed
in [1], we were not able to validate these results with the for-
mal method approach. The more the here presented analy-
sis should be understood as a complementary approach, that
can be used to render simulation input parameters more pre-
cisely. As such we proved against our previous anticipation,
that the choice of the topology has an tremendous impact
on the network security for probabilistic algorithms.
Though our analysis is restricted in the number of nodes
for which we give evidence, networks around the size of 15
nodes suffice most of the real-life applications. We further
believe that most of the results presented here scale also well
for even bigger networks due to symmetry reasons, which
needs further proof in future work. So we intent to rerun
the presented experiments within an simulation environment
to make this work more compareable and strengthen the
scalability assumption. Further work could also be spent
on the model of the receiving process to include collisions,
the initialisation phase, node breakdown failures etc., thus
modelling a more realistic network.
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ABSTRACT
In eingebetteten Systemen gibt es viele Anforderungen, die
das Betriebssystem erfu¨llen muss. Diese reichen von stark
begrenzten Hardwareressourcen, Zuverla¨ssigkeit, Echtzeitfa¨-
higkeit bis hin zur Portabilita¨t des Betriebssystems. Die Her-
ausforderung bei der Entwicklung eines solchen Betriebssys-
tems besteht vor allem darin, diese sich teilweise widerspre-
chenden Eigenschaften in einem Gesamtsystem optimal zu
vereinen. Das embeddable RTOS Symobi bietet mit seiner
Architektur einen modernen Ansatz, mit dem die genannten
Anforderungen vereint und gleichzeitig jede einzelne weitge-
hend erfu¨llt werden kann.
1. EINLEITUNG
Betriebssysteme fu¨r eingebettete Systeme stehen vor dem
Konflikt, dass sie einerseits maximale Leistung mit den meist
ohnehin knapp bemessenen Hardwareressourcen erzielen
mu¨ssen, andererseits aber auch mo¨glichst vielseitig einsetz-
bar sein sollen. Sie sollten daher bei der Erfu¨llung der an sie
gestellten Anforderungen eine mo¨glichst gute Balance zwi-
schen Abstraktion und Spezialisierung bieten. Zu den wich-
tigsten Anforderungen an ein Betriebssystem fu¨r eingebette-
te Systeme geho¨rt die Zuverla¨ssigkeit, weil sie in Umgebun-
gen eingesetzt werden, in denen ein Ausfall der Hardware
oder ein Absturz des Betriebssystems in der Regel zu gro¨-
ßeren Scha¨den fu¨hren kann als bei einem Desktopsystem.
Beispielsweise fu¨hrt ein Ausfall einer Fertigungssteuerung
in der Fabrik zu hohen wirtschaftlichen Scha¨den. Eingebet-
tete Systeme werden ha¨ufig in der Steuerung von techni-
schen Prozessen verwendet. Dort spielt auch die Echtzeit-
fa¨higkeit eine große Rolle, da das System rechtzeitig auf
Sensorwerte reagieren muss, um entsprechend die Aktuato-
ren zu steuern. Durch die große Anzahl der verschiedenen
Hardware-Plattformen sollte das Betriebssystem in einge-
betteten Systemen sehr anpassungsfa¨hig sein. So ist es sehr
wertvoll, wenn sich das Betriebssystem durch eine schnel-
le und leichte Portierbarkeit auszeichnet, damit es auf den
unterschiedlichen in diesem Bereich eingesetzten Prozesso-
ren la¨uft [3]. Nicht nur die Prozessor-Plattform unterschei-
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det sich in eingebetteten Systemen sondern auch die Gro¨-
ße des Arbeitsspeichers und die Anzahl und Art der ange-
schlossenen Gera¨te. Somit kann ein Betriebssystem mit gu-
ter Skalierbarkeit leicht an die jeweilige Hardware angepasst
werden. Dabei sollte sich das Betriebssystem nicht nur zur
Compile- und Installationszeit gut skalieren lassen, sondern
auch dynamisch zur Laufzeit. Durch die Ressourcenknapp-
heit, die in eingebetteten Systemen vorherrscht, muss das
Betriebssystem in seiner Minimalkonfiguration sehr schlank
sein. Trotzdem wird erwartet, dass das Betriebssystem je
nach Anforderung und Ausstattung des eingebetteten Sys-
tems wachsen kann. Eingebettete Systeme sind zunehmend
auch kommunikationsorientiert. Dies fordert vom Betriebs-
system mo¨glichst transparente Kommunikationsmechanis-
men fu¨r Anwendungen und Dienste. Neben der geforderten
Zuverla¨ssigkeit steht in eingebetteten Systemen die Effizi-
enz des Betriebssystems im Vordergrund. Da in eingebet-
teten Systemen die Rechenleistung der Prozessoren ha¨ufig
niedriger als bei Desktop- oder Serversystemen ist, muss
das Betriebssystem mo¨glichst effizient arbeiten, um die fu¨r
sich selbst beno¨tigte Prozessorlast und den Speicherplatz
gering zu halten. Viele der eingebetteten Systeme werden
mit Batterie in platzsparenden Geha¨usen betrieben. Durch
Energiemanagement seitens des Betriebssystems kann die
Leistung des eingebetteten Systems an momentane Anfor-
derungen angepasst werden. So kann Energie gespart und
Wa¨rmeentwicklung vermieden werden, was zu einer la¨nge-
ren Akkulaufzeit fu¨hrt und unerwu¨nschte oder gar scha¨dli-
che Wa¨rmeentwicklung im Geha¨use verhindert.
Das RTOS Symobi1 beru¨cksichtigt bereits in seinem Archi-
tekturansatz die genannten Anforderungen. Ziel von Symo-
bi ist es, diese in einem Betriebssystem zu vereinen und
gleichzeitig jede einzelne so weitgehend zu erfu¨llen, dass das
Ergebnis mit dem einseitig spezialisierter Betriebssysteme
vergleichbar ist. Im na¨chsten Abschnitt wird zuna¨chst die
Architektur von Symobi beschrieben und auf die Besonder-
heiten des Systems eingegangen. Anschließend wird in Ab-
schnitt 3 vorgestellt, wie Symobi die genannten Anforderun-
gen an ein Betriebssystem fu¨r eingebettete Systeme erfu¨llt.
1Das embeddable RTOS Symobi wurde von der Firma Miray
Software von Grund auf neu entwickelt. Seit 2002 besteht da-
bei eine enge Zusammenarbeit mit der Arbeitsgruppe MVS
unter Leitung von Prof. Dr. Baumgarten am Lehrstuhl I13
der TU Mu¨nchen. Die Zusammenarbeit konzentriert sich be-
sonders auf den Einsatz von Symobi auf mobilen embedded
Systemen und hat unter anderem die Unterstu¨tzung zum
Einsatz von Symobi auf diversen ARM-basierten embedded
Systemen (PXA25x, PXA270, IXP425) gefu¨hrt.
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Abbildung 1: Die Microkernel-Architektur von Sy-
mobi. Die Pfeile stellen die Funktionsaufrufrichtung
dar.
Anhand eines Beispiels zur Benutzerinteraktion in Symobi
wird die modulare und skalierbare Architektur von Symo-
bi verdeutlicht. In Abschnitt 3.7 wird beschrieben, wie ne-
ben dem im Microkernel vorhandenen allgemeinen auch ein
hardwarespezifisches, plattformabha¨ngiges Energiemanage-
ment in Symobi integriert werden kann. Abschließend wird
zusammengefasst, wie Symobi die Anforderungen in einge-
betteten Systemen mit seinen Konzepten lo¨st.
2. ARCHITEKTUR
Symobi baut auf einer Microkernel-Architektur auf, die in
Abbildung 1 dargestellt ist. Basis des Betriebssystems ist der
abgeschlossene Microkernel, auf dem die restlichen Kompo-
nenten des Betriebssystems aufbauen. Der Prozess-Manager,
der zusammen mit dem Microkernel den so genannten Sys-
tem Core bildet, sorgt fu¨r die Verwaltung der Prozesse. Trei-
ber und Betriebssystemdienste - Aufrufe des System Core
werden nicht als Dienste, sondern als Systemaufrufe bezeich-
net - sind nicht im Microkernel enthalten und laufen wie An-
wendungen als eigensta¨ndige Prozesse im nicht-privilegierten
Prozessormodus. U¨ber das in C++ implementierte, objek-
torientierte System API erhalten die Benutzerprozesse Zu-
griff auf den System Core. Nur der in Abbildung 1 grau
hinterlegte Microkernel la¨uft im privilegierten Prozessormo-
dus. Selbst der Prozess-Manager, der Teil des System Cores
ist, wird im nicht-privilegierten Modus ausgefu¨hrt.
Da die Treiber, Dienste und Anwendungen in eigenen Pro-
zessen laufen, die getrennte, zugriffsgeschu¨tzte Adressra¨u-
me haben, steht fu¨r den Nachrichtenaustausch ein IPC-
Mechanismus zur Verfu¨gung, auf den in Abschnitt 2.4 ein-
gegangen wird.
2.1 System Core
Die Basis von Symobi bildet der System Core, der aufge-
teilt ist in den privilegierten Microkernel und den nicht-
privilegierten Prozess-Manager. U¨ber diese wird eine Tren-
nung zwischen Mechanismus und Strategie realisiert. Zu
den Aufgaben des System Core geho¨ren Scheduling, Syn-
chronistionsoperationen, I/O-Management, Speichermana-
gement und die IPC. Wa¨hrend der Microkernel dem Prozess-
Manager und den anderen Benutzerprozessen primitive Ope-
rationen zur Verfu¨gung stellt, entha¨lt der Prozess-Manager
die no¨tigen Strategien fu¨r komplexere Betriebssystemope-
rationen und den IPC Mechanismus. Treiber, Dienste und
Anwendungen sind in normalen Benutzerprozessen organi-
siert. U¨ber das System API ko¨nnen diese auf die Funktionen
des System Core zugreifen.
Zum Funktionsumfang des Microkernels geho¨ren Schedu-
ling, Thread-Synchronisation, Reservierung und Freigabe
von Systemressourcen und Interrupts.
Der Microkernel entha¨lt einen so genannten Nanokernel, der
die prozessorspezifischen Low-Level-Operationen implemen-
tiert und so dem u¨brigen Microkernel eine Abstraktion der
prozessornahen Hardware zur Verfu¨gung stellt. Die Schnitt-
stelle zwischen dem Nanokernel und dem Rest des Microker-
nels ist fu¨r alle Prozessorplattformen identisch. Bestimmte
Prozessoreigenschaften ko¨nnen falls notwendig vom Nano-
kernel durch Softwareimplementierungen ersetzt werden, da-
mit unter allen Plattformen die einheitliche Schnittstelle vor-
handen ist. Nur im Nanokernel sind Codeanteile in Assem-
bler enthalten. Der u¨brige Microkernel nutzt diese Schnitt-
stelle und ist selbst ausschließlich in C geschrieben.
Der Prozess-Manager entha¨lt hauptsa¨chlich die Strategien
fu¨r Ressourcenverwaltung und IPC. Bei der Vergabe von
Systemressourcen entscheidet der Prozess-Manager wie die
Ressourcen verteilt werden und reserviert diese entsprechend
u¨ber die Primitiven des Microkernels. Dieser Mechanismus
wird anhand des Speichermanagements veranschaulicht. Der
Microkernel verwaltet den Speicher, der u¨ber seine Funktio-
nen reserviert und freigegeben werden kann. Wenn ein Be-
nutzerprozess Speicher reserviert, entscheidet der Prozess-
Manager, welcher Speicherbereich verwendet wird und re-
serviert diesen u¨ber die Funktionen des Microkernels.
Der Prozess-Manager entha¨lt u¨berwiegend C++ Programm-
code, wobei aus Gru¨nden der Performance auf C++-Sprach-
merkmale verzichtet wird, die sich negativ auf das Laufzeit-
verhalten auswirken ko¨nnen (z. B. Exceptions).
2.2 Treiber und Dienste
Der System Core entha¨lt keine Gera¨tetreiber oder Betriebs-
systemdienste, wie z. B. einen Netzwerk- oder Filesystem-
dienst. Diese sind alle außerhalb des System Core in eigenen
Benutzerprozessen realisiert. Zugriff auf die Hardware erhal-
ten die Treiber u¨ber das System API.
Bevor der Treiber auf Systemressourcen (z. B. Interrupt,
I/O-Port) zugreifen kann, muss er diese u¨ber das System
API reservieren. Bei einer Reservierung entscheidet der Pro-
zess-Manager, ob der Treiber Zugriff auf die entsprechen-
de Ressource erha¨lt. Falls die Ressource bereits belegt bzw.
nicht als shared reserviert ist oder der Treiber nicht die da-
fu¨r no¨tigen Rechte besitzt, wird der Zugriff vom Prozess-
Manager abgelehnt. Sobald dem Treiber die Reservierung
genehmigt wurde, kann er ebenfalls u¨ber Funktionen des
System API darauf zugreifen (z. B. auf Interrupt warten,
I/O-Ports lesen/schreiben).
Treiber ko¨nnen ihre Funktionalita¨t auf drei Arten anderen
Prozessen zur Verfu¨gung stellen. U¨blicherweise ist der Trei-
ber als Bibliothek in einen Dienstprozess eingebunden, auf
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den andere Prozesse per IPC zugreifen. Eine weitere Mo¨g-
lichkeit ist die direkte Integration in einen Anwendungspro-
zess, der diesen Treiber exklusiv verwendet (z. B. Sicher-
heitsarchitektur, Spezialtreiber). Fu¨r kritische Systemumge-
bungen ist auch die Implementierung eines Treibers als ein-
zelner Prozess vorgesehen, der in diesem Fall seine Funktio-
nen direkt per IPC zur Verfu¨gung stellt. Dienste, die einen
solchen Treiber verwenden, bleiben von dessen mo¨glichen
Fehlfunktionen unbeeintra¨chtigt.
2.3 Anwendungen
Anwendungen sind in Symobi Prozesse, die nicht als Diens-
te fungieren sondern in der Regel als Clients andere Diens-
te nutzen. Fu¨r die Dienste, die Anwendungen zur Verfu¨-
gung stehen, gibt es unter Symobi verschiedene Mo¨glich-
keiten. Durch seinen klaren modularen Aufbau ist Symo-
bi frei erweiterbar. Treiber und Dienste ko¨nnen unabha¨ngig
erstellt, verbessert, erweitert und ersetzt werden. Fu¨r die-
se freie Gestaltbarkeit des Betriebssystems wird der Begriff
Open-System-Architecture eingefu¨hrt. Damit ko¨nnen neben
den bestehenden auch eigene Treiber und Dienste implemen-
tiert werden. Diese sind frei gestaltbar, so dass auch kom-
plette Subsysteme hinzugefu¨gt werden ko¨nnen. Ein Beipiel
hierfu¨r ist die im Rahmen einer Diplomarbeit umgesetzte
Java-VM fu¨r Symobi [2].
Die Anwendungen werden selbst in eingebetteten Systemen
immer umfangreicher und komplexer. Um die objektorien-
tierte Entwicklung unter Symobi zu erleichtern, bietet das
System API eine auf Reference Counting basierende Garba-
ge Collection an, die echtzeitfa¨hig und weitgehend transpa-
rent ist, d. h. einzig bei der Deklaration von Variablen ist
eine abweichende Syntax erforderlich.
2.4 Interprozesskommunikation
Da die Prozesse in Symobi getrennte, geschu¨tzte Adress-
ra¨ume besitzen, werden Daten zwischen Prozessen per IPC
ausgetauscht. Durch die Trennung der Treiber und Dienste
in eigene Prozesse ist eine effiziente IPC no¨tig. Als grund-
legender IPC Mechanismus wird das Client/Server-Modell
verwendet. Prozesse, die einen oder mehrere Dienste anbie-
ten, werden als Server wa¨hrend Prozesse, die Dienste nut-
zen, als Clients bezeichnet werden. In einem Server o¨ffnet
jeder Dienst mit Hilfe des System API mindestens einen Ka-
nal (Channel). Dieser ist entsprechend dem Client/Server-
Modell synchron und bidirektional. Jeder Kanal besitzt eine
systemweit eindeutige ID, u¨ber die auch Threads aus ande-
ren Prozessen eine Verbindung (Connection) zu diesem Ka-
nal aufbauen ko¨nnen. Der Dienst kann jedoch entscheiden,
ob er eine Verbindung mit einem Client eingehen will oder
nicht. Die Entscheidung daru¨ber kann dynamisch und situa-
tionsabha¨ngig zur Laufzeit erfolgen. Sobald ein Client eine
Verbindung zum Server erhalten hat, kann er u¨ber Nachrich-
ten Anfragen an den jeweiligen Dienst senden. Wa¨hrend der
Dienst die Anfrage bearbeitet, blockiert der Sende-Thread
im Client. Sobald der Dienst das Ergebnis als Nachricht u¨ber
die selbe Verbindung zuru¨ckgesendet hat, wird der Sende-
Thread wieder geweckt und kann das Ergebnis verarbeiten.
Der IPC-Mechanismus in Symobi la¨sst es zu, dass ein Pro-
zess gleichzeitig Client und Server ist. Dabei bietet der Pro-
zess u¨ber einen oder mehrere Kana¨le einen oder mehrere
Dienste an und entha¨lt zusa¨tzlich Threads, die als Clients
Prozess BProzess A
Dienst
Dienst IPC
Client Thread
Client Thread
IPC
Abbildung 2: Die IPC unter Symobi. Die Kreise
an den Prozessen sind Kana¨le, an die sich Client
Threads per IPC anbinden ko¨nnen.
Verbindungen zu anderen Servern haben. Es ist sogar mo¨g-
lich, dass zwei Prozesse jeweils einen Dienst anbieten, zu
dem sie sich gegenseitig verbinden. Diese Konfiguration ist
in Abbildung 2 dargestellt, wobei die Kreise die Kana¨le der
Prozesse sind, an die sich Clients anbinden ko¨nnen. Dabei
ko¨nnen mehrere Threads, auch aus unterschiedlichen Pro-
zessen, gleichzeitig mit einem Kanal verbunden sein.
Zusa¨tzlich bietet Symobi Managed Direct Memory (MDM)
an, das unter anderem auch zusammen mit der IPC fu¨r den
Datenaustausch zwischen Prozessen genutzt werden kann.
Das MDM folgt dem Prinzip eines Zero-Copy-Mechanismus.
Allerdings bietet das MDM von Symobi im Gegensatz zu
anderen Implementierungen zusa¨tzlich einen umfassenden
Zugriffsschutz. Per MDM ko¨nnen insbesondere große Da-
tenmengen zwischen Prozessen noch effizienter ausgetauscht
werden als u¨ber IPC-Nachrichten. Der IPC-Mechanismus
wird trotzdem fu¨r die Synchronisation beno¨tigt, so dass
MDM kein alternativer Kommunikationsmechanismus ist,
sondern nur eine Alternative fu¨r den reinen Datenaustausch
zwischen Prozessen.
3. ANFORDERUNGEN
Nachdem bis hierher die Architektur von Symobi vorgestellt
wurde, erla¨utert dieses Kapitel, wie Symobi die Anforderun-
gen an ein Betriebssystem fu¨r eingebettete Systeme erfu¨llt.
Dabei sind viele der Ziele kontra¨r. So verliert beispielswei-
se ein zuverla¨ssiger Microkernel an Effizienz [4]. Die Archi-
tektur von Symobi ist darauf ausgerichtet, eine optimierte
Verbindung aller dieser Ziele zu erreichen.
Durch die im System Core umgesetzten Strategien und spe-
zielle Mechanismen maximiert Symobi die Leistung einzel-
ner Systemeigenschaften ohne andere, teilweise kontra¨re Ei-
genschaften zu stark zu beeintra¨chtigen. Dabei steht die Zu-
verla¨ssigkeit an erster Stelle, noch vor der Effizienz.
Im nachfolgendem werden die Ziele Zuverla¨ssigkeit, Echt-
zeitfa¨higkeit, Portierbarkeit und Skalierbarkeit betrachtet.
Wie ein transparenter Kommunikationsmechanismus und
Benutzerinteraktion in Symobi realisiert werden, ist in den
Kapiteln 3.5 und 3.6 beschrieben. Abschließend wird die
Mo¨glichkeit diskutiert, wie ein Energiemanagement in Sy-
mobi implementiert werden kann.
3.1 Zuverlässigkeit
Einer der wichtigsten Anforderungen an eingebettete Sys-
teme ist deren Zuverla¨ssigkeit und Robustheit, da sie in
Umgebungen eingesetzt werden, in denen ein Fehlverhalten
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zu ko¨rperlichem, materiellem oder wirtschaftlichem Schaden
fu¨hrt [1]. Dafu¨r ist ein zuverla¨ssiges Betriebssystem notwen-
dig. In Symobi ist bereits durch den Einsatz einer Micro-
kernel-Architektur eine ho¨here Zuverla¨ssigkeit gewa¨hrleis-
tet [4]. Die Architektur des Microkernels in Symobi ent-
ha¨lt anerkannte Prinzipien, die die Zuverla¨ssigkeit eines Mi-
crokernels erho¨hen [5]. Durch die Auslagerung des Prozess-
Managers aus dem Microkernel ist das Prinzip der Trennung
des Mechanismus von der Strategie implementiert. Ebenfalls
erhalten die Komponenten in Symobi die jeweils niedrigste
Privilegstufe, die sie fu¨r die Erfu¨llung ihrer Aufgaben beno¨-
tigen, was als ein weiteres Prinzip bekannt ist [5]. Dies ist in
Symobi dadurch umgesetzt, dass alle Treiber und Dienste in
eigenen Benutzerprozessen laufen und nur der Microkernel
im privilegierten Modus des Prozessors arbeitet.
Weil keine Treiber und Dienste im Microkernel enthalten
sind, fu¨hren fehlerhafte Gera¨tetreiber nicht zum Absturz des
gesamten Systems, sondern nur zum Absturz des jeweiligen
Prozesses. Falls ein Treiber abgestu¨rzt ist, kann der jeweilige
Prozess aus dem System entfernt und der Treiber in einem
neuen Prozess wieder gestartet werden. Da in einem mo-
nolithischen Betriebssystem die ha¨ufigste Ursache fu¨r einen
Systemabsturz fehlerhafte Treiber sind [6], wird dadurch in
Symobi eine wesentliche Fehlerquelle ausgeschaltet.
In Symobi resultiert die grundlegende Zuverla¨ssigkeit des
Betriebssystems auch aus einer geringen absoluten Gro¨ße
des Microkernels. Mit nur ca. 10-15 Tausend Codezeilen, die
im privilegierten Modus des Prozessors ausgefu¨hrt werden
entha¨lt der Microkernel schon rein statistisch weniger mo¨g-
liche Fehler als gro¨ßere Kernel [7]. Außerdem ermo¨glichen
der geringe Codeumfang und die Tatsache, dass der Code
im Microkernel unvera¨nderlich ist, prinzipiell auch eine ma-
nuelle Codeinspektion.
3.2 Echtzeitfähigkeit
Da eingebettete Systeme ha¨ufig zur Steuerung technischer
Prozesse eingesetzt werden, muss das dafu¨r verwendete Be-
triebssystem echtzeitfa¨hig sein. Der Microkernel in Symobi
ist ein hart-echtzeitfa¨higer, reaktiver Microkernel ohne ei-
gene Threads, wofu¨r unter anderem folgende Eigenschaften
relevant sind.
Das auf Priorita¨ten basierende Echtzeit-Scheduling des Mi-
crokernel sorgt dafu¨r, dass keine echtzeitkritischen Threads
durch andere Threads unterbrochen werden. Dafu¨r werden
die 32 Priorita¨ten in zwei Gruppen eingeteilt. Die niedrigen
Priorita¨ten sind fu¨r nicht echtzeitkritische Aufgaben vorge-
sehen, die nach dem Round Robin Verfahren unter Einbezie-
hung ihrer Priorita¨t gescheduled werden. Dabei werden sie
nach Ablauf ihrer Zeitscheibe unterbrochen, so dass auch
Threads mit niedrigerer Priorita¨t aktiv werden ko¨nnen. Die
zweite Gruppe mit den ho¨heren Priorita¨ten sind fu¨r echtzeit-
kritische Threads reserviert. Threads mit diesen Priorita¨ten
ko¨nnen nur von Threads mit einer ho¨heren Priorita¨t unter-
brochen werden. Dabei ist der Programmierer selbst dafu¨r
zusta¨ndig, die Priorita¨ten in den von ihm erstellten Trei-
bern, Diensten und Anwendungen so zu vergeben, dass die
Deadlines zeitkritischer Threads eingehalten werden. Wenn
bespielsweise zwei Threads die ho¨chste Priorita¨t erhalten,
kann dennoch immer nur einer davon tatsa¨chlich in Echtzeit
agieren.
Die Garbage Collection, die das System API anbietet, ist
ebenfalls echtzeitfa¨hig. Durch den Mechanismus des Refe-
rence Countings wird kein zusa¨tzlicher, asynchron ablaufen-
der Garbage Collection Thread beno¨tigt, dessen Einfluss auf
das Echtzeitverhalten nicht vorhersagbar wa¨re. Die Opera-
tionen des Reference-Counting-Mechanismus werden augen-
blicklich, inline und synchron im jeweiligen Thread ausge-
fu¨hrt, so dass das Echtzeitverhalten unvera¨ndert bleibt.
3.3 Portierbarkeit
In Bereich eingebetteter Systeme finden viele verschiedene
Prozessorplattformen Verwendung. Ein Betriebssystem fu¨r
eingebettete Systeme sollte deshalb sehr leicht portierbar
sein, damit es auf verschiedenen Plattformen lauffa¨hig ist.
Zur Zeit la¨uft Symobi auf der x86, ARM/XScale und Po-
werPC Plattform.
Die einfache Protierbarkeit des Microkernels wird durch den
enthaltenen Nanokernel erreicht. Da nur der Nanokernel, der
die Abstraktion der prozessornahen Hardware bildet, durch
seine enthaltenen Assembler-Routinen bei einer Portierung
des System Cores angepasst werden muss, ist der System
Core leicht portierbar. Der restliche Microkernel und der
Prozess-Manager sind in C bzw. C++ geschrieben und bau-
en auf den Nanokernel bzw. dem Microkernel auf. Damit
ist bei einem fu¨r die Zielplattform vorhandenen C/C++-
Compiler der Portierungsaufwand fu¨r den restlichen Micro-
kernel und den Prozess-Manager minimal.
Allerdings muss der Nanokernel auf der neuen Plattform die
Schnittstelle zwischen Nanokernel und Microkernel umset-
zen. Dennoch ist der Gesamtaufwand fu¨r eine Portierung
wesentlich niedriger als bei einer Portierung des gesamten
Microkernels.
Die Portabilita¨t der Treiber in den Benutzerprozessen ist je
nach Programmierung des Treibers unterschiedlich. Wenn
sie keinen Assembler Code sondern nur reinen C/C++-Code
enthalten, bringt die Portierung auf die neue Hardware keine
Schwierigkeiten mit sich, da der Treiber mit einem vorhan-
denen C/C++-Compiler fu¨r die neue Plattform ohne Code-
a¨nderungen erzeugt werden kann. Allerdings mu¨ssen mo¨gli-
cherweise andere Systemressourcen wie Interrupts oder I/O-
Ports reserviert werden. Dafu¨r sind geringfu¨gige Anpassun-
gen im Quelltext notwendig.
Fu¨r Dienste, die nur auf anderen Treibern und dem Sys-
tem API aufbauen, sind keine weiteren Anpassungen an ei-
ne neue Plattform notwendig. Sie mu¨ssen nur mit einem
entsprechenden Compiler fu¨r die neue Plattform u¨bersetzt
werden.
3.4 Skalierbarkeit
Da eingebettete Systeme im Allgemeinen sehr unterschiedli-
che Gro¨ßen haben ko¨nnen, sollte ein dafu¨r konzipiertes Be-
triebssystem sehr gut skalierbar sein, um die entsprechenden
Anforderungen zu erfu¨llen. Die Systeme variieren in der Re-
chenleistung des Prozessors, in der Gro¨ße des Arbeits- und
des persistenen Speichers und in der Anzahl und Art der
angeschlossenen Gera¨te.
Symobi ist durch seinen Microkernel, der nur ca. 45 KB um-
fasst, und dem Prozess-Manager, der eine Gro¨ße von
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Abbildung 3: Fu¨r die Kommunikation u¨ber Netz-
werk ist der IPC-Vermittler notwendig, der die
IPC Nachrichten u¨ber das zugrunde liegende Netz
schickt.
ca. 55 KB hat, mit einer Gesamtgro¨ße von ca. 100 KB auf der
x86 Plattform sehr schlank. So la¨uft der System Core selbst
bereits auf kleinsten eingebetteten Systemen. Da die Treiber
und Dienste außerhalb des System Core laufen, ko¨nnen diese
je nach Anforderung des Systems hinzugefu¨gt werden. Der
gesamte Speicherbedarf von Symobi richtet sich dann nach
Gro¨ße und Anzahl der gestarteten Treiber, Dienste und An-
wendungen.
Daru¨ber hinaus ist Symobi auch zur Laufzeit sehr gut ska-
lierbar. So ko¨nnen Treiber oder Dienste zu jedem Zeitpunkt
gestartet oder beendet werden. In kleinen Systemen ko¨nnen
somit die knappen Ressourcen je nach Anfrage und Auslas-
tung unterschiedlich reserviert werden. So kann ein Dienst
zusammen mit einem mo¨glicherweise notwendigen Treiber
erst gestartet werden, wenn dessen Funktionalita¨t gebraucht
wird. Wenn dieser nicht mehr beno¨tigt wird, kann er wieder
mit dem Treiber beendet werden, um die reservierten Sys-
temressourcen freizugeben.
3.5 Externe Kommunikation
In eingebetteten Systemen spielt die Kommunikation nach
außen eine zunehmende Rolle. So findet vor allem in mo-
bilen Endgera¨ten eine Kommunikation untereinander statt.
Fu¨r den Informationsaustausch sind diese Endgera¨te ha¨u-
fig auch mit einer gro¨ßeren Infrastruktur oder Basisstation
verbunden.
Der IPC-Mechanismus unter Symobi erlaubt prinzipiell auch
eine Kommunikation u¨ber Rechnergrenzen hinweg. Da sich
ein Client mit Hilfe einer ID zu einem Kanal verbindet, kann
sich der Server nicht nur auf dem lokalen Knoten, sondern
auch auf einem entfernten Knoten im Netzwerk befinden.
Dies ist fu¨r den Client transparent, da er das System API
in beiden Fa¨llen auf die gleiche Weise verwendet. Aus Sicht
des Servers erstellen Clients Verbindungen zu dessen Kana¨-
len, u¨ber die die Clients ihre Nachrichten schicken. Ob die
Verbindung lokal oder u¨ber das Netzwerk aufgebaut wird,
bleibt dem Server dabei verborgen. Damit ko¨nnen Client
und Server mit dem IPC-Mechanismus unter Symobi u¨ber
ein Netzwerk kommunizieren, ohne dass eine Programma¨n-
derung im Client oder Server notwendig ist.
Anwendung Anwendung Anwendung
Window−Server
Eingabegerätetreiber
Eingabegerätetreiber
Input−Server Graphic−Server
Displaytreiber
Abbildung 4: Der Input- und Graphic-Server stellt
die grundlegenden Operationen fu¨r die Benutzerein-
und Ausgabe in der Standardkonfiguration bereit.
Auf diesen baut der Window Server auf, der den
Anwendungen ein graphisches Fenstersystem liefert.
Allerdings muss dafu¨r ein zusa¨tzlicher Dienst, der sogenann-
te IPC-Vermittler, in das System eingebracht werden, der
fu¨r das Auffinden der Dienste im Netzwerk und das Versen-
den der Nachrichten u¨ber das Netzwerk zusta¨ndig ist [4].
Dieser Zusammenhang ist in Abbildung 3 illustriert. Der
IPC-Vermittler ist wie jeder andere Dienst ein Benutzer-
prozess. Er bietet lokal im Rechner als Server alle Dienste
an, die er auf anderen Knoten im Netzwerk findet. Zusa¨tz-
lich stellt er einen Namensdienst bereit, u¨ber den die Clients
Kanal-IDs von Diensten im Netzwerk erfragen ko¨nnen. An-
schließend verbinden diese sich lokal u¨ber IPC mit dem IPC-
Vermittler, der die Anfrage u¨ber das zugrunde liegende Netz
an den IPC-Vermittler des entfernten Knotens schickt. Die-
ser wandelt die Anfrage wieder in eine lokale IPC-Nachricht
um, und u¨bergibt diese dem Server. Die Antwort des Servers
wird u¨ber den selben Weg zuru¨ck an den Client gesandt.
In welchem Netzwerk, die beiden Rechner verbunden sind,
ist fu¨r den Client- und Serverprozess ebenfalls transparent.
Nur der IPC-Vermittler muss fu¨r die oben beschriebene
Kommunikation wissen, welches Netz verfu¨gbar ist. Wenn
mehrere Pfade in unterschiedlichen Netzen fu¨r die Verbin-
dung von Client und Server zur Verfu¨gung stehen, ist es auch
mo¨glich, das jeweils am besten geeignete zu verwenden. So
ist es beispielsweise in mobilen System mit drahtloser Kom-
munikation ha¨ufig der Fall, dass verschiedene Kommunikati-
onsarten mit unterschiedlichen Bandbreiten vorhanden sind.
So ist es denkbar, dass in einem mobilen Endgera¨t die Kom-
munikation u¨ber WLAN, Bluetooth, GSM oder UMTS mo¨g-
lich ist. Auch bei einem Verbindungsabbruch in einem Netz
kann der IPC-Vermittler die Kommunikation in einem ande-
ren Netz, in dem sich Server- und Client-Knoten befinden,
fortfu¨hren.
3.6 Benutzerinteraktion
In eingebetteten Systemen findet meist Interaktion mit dem
Benutzer statt, wofu¨r es unterschiedliche Ein- und Ausgabe-
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gera¨te gibt. Um den Anwendungen eine einheitliche Schnitt-
stelle fu¨r die Benutzerein- und Ausgabe trotz der Vielfalt der
Gera¨te zu bieten, nutzt Symobi das Konzept der
Client/Server-Architektur. So stellt Symobi einen Input-Ser-
ver fu¨r die Benutzereingaben und einen Graphic-Server fu¨r
eine graphische Oberfla¨che bereit. Die beiden Server greifen
u¨ber die entsprechenden Treiber, die als Bibliotheksfunktio-
nen in die Server eingebunden werden, auf die Ein- bzw. Aus-
gabegera¨te zu. Auf den Input- und den Graphic-Server baut
der Window-Server auf, der den Anwendungen ein grafisches
Fenstersystem in einer einheitlichen Schnittstelle mit Maus-
und Tastatureingaben anbietet. Die Abbildung 4 stellt die
Realisierung der Benutzerinteraktion in Symobi schematisch
dar.
Um die vielen unterschiedlichen Ein- und Ausgabegera¨te, die
es fu¨r eingebettete Systeme gibt, zu unterstu¨tzen, bietet die
Open-System-Architecture von Symobi eine gute Grundla-
ge. Es mu¨ssen lediglich die Treiber fu¨r die Ein- und Aus-
gabegera¨te angepasst werden, wobei der Window-Server bei
einer A¨nderung der Ein- oder Ausgabegera¨te nicht vera¨ndert
werden muss, da er seine Informationen aus dem Input- und
Graphic-Server bezieht.
3.7 Energiemanagement
Eingebettete Systeme mu¨ssen in Umgebungen arbeiten, in
denen nicht nur wenig Speicher und wenig Prozessorleistung
vorhanden ist, sondern auch Energie nur in begrenzten Ma-
ße zur Verfu¨gung steht. Deshalb mu¨ssen eingebettete Syste-
me sehr energiebewusst arbeiten, was von Betriebssystem-
seite koordiniert werden sollte. In diesem Bereich bietet Sy-
mobi durch seine modulare und skalierbare Architektur die
Mo¨glichkeit, Komponenten fu¨r das Energiemanagement pro-
blemlos hinzuzufu¨gen. Das System API hat Funktionen, um
die Prozessorauslastung abzufragen. Mit diesen Informatio-
nen ko¨nnen Gera¨tetreiber die Hardware entsprechend steu-
ern. So ist es nicht nur mo¨glich die Hardware fu¨r das Ener-
giemanagement anzusteuern, sondern jeder Treiber ko¨nnte
z. B. die Leistungsaufnahme des von ihm angesteuerten Ge-
ra¨ts nach den Informationen u¨ber die Auslastung des Sys-
tems autonom regeln.
Der Microkernel selbst arbeitet ebenfalls energiebewusst. So
ha¨lt er den Prozessor mit einem entsprechenden Befehl an,
wenn alle Prozesse im System auf Ereignisse warten. Durch
das zeitgesteuerte Schedulingverfahren wird der Prozessor
mit einem Interrupt wieder geweckt, sobald ein Prozess re-
chenbereit wird.
4. ZUSAMMENFASSUNG
In eingebetteten Systemen sind unterschiedliche Anforder-
ungen an ein Betriebssystem vorhanden, die zum Teil kon-
tra¨r sind. Das embeddable RTOS Symobi vereinigt und er-
fu¨llt mit seinem Architektur-Konzept die Anforderungen
hinsichtlich Zuverla¨ssigkeit, Robustheit, Echtzeitfa¨higkeit,
Portabilita¨t und Skalierbarkeit. Auch zunehmend bedeuten-
de Eigenschaften wie transparente Kommunikationsmecha-
nismen und Energiemanagement werden von Symobi be-
ru¨cksichtigt. So wird mit dem Microkernel, der keine Trei-
ber und Dienste entha¨lt, eine zuverla¨ssige Basis geschaffen.
Zusammen mit dem Prozess-Manager entsteht daraus ein
hochgradig skalierbares RTOS, dessen schlanker System Co-
re den knappen Speicherressourcen in eingebetteten Syste-
men Rechnung tra¨gt. Durch das Hinzufu¨gen weiterer Treiber
und Dienste kann Symobi fu¨r spezielle Anwendungen bzw.
bestimmte Hardware-Plattformen angepasst werden. Seine
Echtzeitfa¨higkeit erreicht Symobi durch einen reaktiven Mi-
crokernel mit einem auf Priorita¨ten basierende Echtzeitsche-
duling. Die IPC in Symobi sorgt fu¨r eine transparente Kom-
munikation, bei der Client und Server davon unabha¨ngig
sind, ob sich der Kommunikationspartner lokal oder auf ei-
nem entfernten Knoten im Netzwerk befindet. Im Bereich
des Energiemanagements, dessen Rolle in eingebetteten Sys-
temen in Zukunft noch weiter zunehmen wird, bietet Symo-
bi ebenfalls mit seiner modularen Architektur eine solide
Grundlage, die jetzt noch unbekannten Energiefunktionen
der zuku¨nftigen Hardware flexible und ohne die Anpassung
des Microkernels in das Gesamtsystem zu integrieren.
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ZUSAMMENFASSUNG
Mobile Systeme agieren ha¨ufig zusammen, um vorgegebene
Aufgaben zu lo¨sen. Hierbei sind besonders diejenigen An-
wendungen interessant, die von der Kooperation mehrerer
Akteure besonders profitieren oder die sich durch Koope-
ration erst realisieren lassen. Dies trifft vor allem auf An-
wendungen zu, deren Ausfu¨hrung eine gemeinsame Koor-
dinierung in realer Raumzeit (also gleichzeitig in Ort und
Zeit) beno¨tigen. Beispiele fu¨r adressierte Systeme sind Rech-
ner in Formationen von beweglichen Tra¨gersystemen (z.B.
Satelliten, Kleinstflugzeuge, bewegliche Sensor-Netzwerke)
sowie Schwa¨rme (z.B. Roboter-Schwa¨rme). Eine exemplari-
sche Anwendung ist die koordinierte Beobachtung eines Na-
turpha¨nomens (wie z.B. eines Vulkansausbruchs) durch eine
Menge von Kleinstsatelliten.
Im Rahmen dieses Papiers wird erla¨utert, wieso eine neue
Art von Betriebssystem fu¨r Anwendungen in realer Raum-
zeit sinnvoll ist und, welche Anforderungen an ein solches
Betriebssystem gestellt werden. Anschließend stellen wir un-
sere Vision eines derartigen Betriebssystems vor, in der in
Analogie zu klassischen verteilten Systemen eine Menge von
mobilen Systemen als ein einzelnes Gesamtsystem aufgefasst
wird. Es werden Konzepte fu¨r geeignete Programmier- und
Ausfu¨hrungsmodelle diskutiert, die letztendlich in das an
unserem Fachgebiet in Entwicklung befindlichen Betriebsys-
tem Flock-OS einfließen sollen.
1. EINFÜHRUNG
Die Forschung und Entwicklung in der Informationstechnik
ist gegenwa¨rtig stark durch den Trend gepra¨gt, dass die ab-
solute Anzahl sowie auch der relative Anteil von mobilen
Systemen immer mehr zunehmen. Mobile Systeme agieren
jedoch selten vo¨llig autonom, sondern sie interagieren und
kooperieren mit anderen Systemen. Dabei wird ha¨ufig ange-
strebt, dass mehrere Systeme Aufgaben gemeinsam lo¨sen.
Aus dem Blickwinkel der Mobilita¨t kann dies auf unter-
schiedliche Weisen geschehen: Mobile Systeme ko¨nnen sich
bei einer Aufgabe, die an bestimmte Orte gebunden ist, ab-
lo¨sen; Sie ko¨nnen ihre relative oder absolute Position zuein-
ander Nutzen, um geometrieabha¨ngige Aufgaben zu lo¨sen;
Auch Kombinationen beider Ansa¨tze sind mo¨glich.
Ein Beispiel fu¨r eine solche Kooperation mehrerer Einzelsys-
teme zur Erfu¨llung einer gemeinsamen Aufgabe ist die per-
manente Beobachtung eines lokalen Ereignisses (beispiels-
weise einer Umweltkatastrophe) durch mehrere Erdsatelli-
ten, die jeder keine geostationa¨re Umlaufbahn besitzen: Um
eine kontinuierliche Beobachtung zu gewa¨hrleisten, muss die
Aufgabe des Beobachtens zu verschiedenen Zeitpunkten von
verschiedenen Satelliten wahrgenommen werden. Bei einem
klassischen Vorgehen wu¨rde der Entwickler die Aufgabe in
eine Menge von Einzelaufgaben zerlegen, die jeweils auf ei-
nem einzelnen Satelliten laufen. Eine Einzelaufgabe wu¨rde
den jeweiligen Satelliten anweisen, innerhalb eines bestimm-
ten Zeitraums bzw. wa¨hrend der Positionierung innerhalb
eines bestimmten Bahnabschnittes eine vorgegebene Beob-
achtung durchzufu¨hren sowie die Beobachtungsergebnisse zu
verarbeiten und nach vorgegebenen Kommunikationsmus-
tern anderen Satelliten oder der Bodenstation mitzuteilen.
Die manuelle Realisierung und die nachfolgende manuelle
Reintegration der Einzelaufgaben zur Gesamtaufgabe sind
jedoch komplex und fehleranfa¨llig. Des Weiteren besteht zur
Laufzeit nur eine eingeschra¨nkte Flexibilita¨t, weil z.B. nach
dem Ausfall eines Satelliten zuna¨chst ein alternatives Vor-
gehen vorbereitet werden muss.
Abbildung 1: Koordinierte Beobachtung eines loka-
len Ereignisses.
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In dem vorliegenden Papier wird als Alternative vorgeschla-
gen, die Menge der Beobachtungssatelliten als ein einzelnes
System aufzufassen, dessen Komponenten im Raum zu ver-
schiedenen Zeiten unterschiedliche Positionen einnehmen.
Potentiell kann dabei sowohl die Anwendung den zeitlichen
Verlauf der Position beeinflussen als auch vice versa. Fu¨r
ein solches System sind dann geeignete Programmier- und
Ausfu¨hrungsmodelle zu entwickeln, die dem Programmierer
eine flexible Beschreibung der auszufu¨hrenden Aufgabe auf
einem ada¨quaten Abstraktionsniveau erlauben. Zum Bei-
spiel sollte eine geeignet beschriebene Anwendung sowohl
mit zehn als auch mit zwanzig Satelliten ausfu¨hrbar sein
und sich automatisch an den Ausfall oder das Hinzukom-
men einzelner Satelliten anpassen. Wir geben zu mo¨glichen
Programmier- und Ausfu¨hrungsmodellen erste Denkansto¨ße.
In jedem derartigen System bestehend aus o¨rtlich verteil-
ten mobilen Komponenten sind bestimmte Aufgaben ha¨u-
fig und wiederholt auszufu¨hren, die dafu¨r pra¨destiniert sind
vom Betriebssystem u¨bernommen zu werden. Ein Beispiel
hierfu¨r ist das Zuordnen von Teilaktivita¨ten zu bestimmten
Komponenten, die auf diesen zu bestimmten Zeitpunkten
zur Ausfu¨hrung gebracht werden. Wir begru¨nden, warum
Anwendungen in realer Raumzeit durch das Betriebssystem
unterstu¨tzt werden sollten und diskutieren die Anforderun-
gen an ein solches Betriebssystem. Des Weiteren wird das
Projekt Flock-OS mit dem Ziel vorgestellt, ein entsprechen-
des Betriebssystem fu¨r eine Gruppe von Nanosatelliten zu
entwickeln.
Der Rest des vorliegenden Papiers hat den folgenden Auf-
bau: In Abschnitt 2.1 erla¨utern wir den Begriff reale Raum-
zeit na¨her. Im Anschluss daran begru¨nden wir in Ab-
schnitt 2.2, warum fu¨r Anwendungen in realer Raumzeit
eine geeignete Betriebssystemunterstu¨tzung sinnvoll ist. In
Abschnitt 3 legen wir erste U¨berlegungen zu mo¨glichen
Programmier- und Ausfu¨hrungsmodellen dar. Schließlich
wird in Abschnitt 4 das Projekt Flock-OS vorgestellt. Das
Papier schließt mit einer Zusammenfassung und einem Aus-
blick auf zuku¨nftige Arbeiten (Abschnitt 5).
2. GRUNDSÄTZLICHE ÜBERLEGUNGEN
2.1 Reale Raumzeit
In einem Verband von kooperierenden, mobilen Systemen
stehen die Ressourcen einzelner Einheiten nur zu bestimm-
ten Zeiten an bestimmten Orten zur Verfu¨gung. So mu¨ssen
sich, im Beispiel der Forschungssatelliten ohne geostationa¨re
Umlaufbahn, die einzelnen Satelliten rechtzeitig abwechseln,
um die kontinuierliche Beobachtung eines festen Gebiets der
Erdoberfla¨che zu gewa¨hrleisten. Insofern bildet das Gesamt-
system, bestehend aus der Zusammenfassung aller Einzelein-
heiten, ein Echtzeitsystem mit klaren zeitlichen Anforderun-
gen und Fristen. Allerdings birgt die Beru¨cksichtigung des
Ortes der Ressourcen, also von realem Raum, eine zusa¨tzli-
che Qualita¨t. In Analogie zu Echtzeitsystemen ließe sich das
Gesamtsystem auch als ein Echtraumsystem bezeichnen, da
ebenfalls klare Anforderungen an die Position seiner Kompo-
nenten gestellt werden. Genauer betrachtet sind jedoch Ort
und Zeit voneinander abha¨ngig, weshalb es besser und pra¨zi-
ser ist, von realer Raumzeit zu sprechen und Anforderungen
stets unter Beachtung von Raum und Zeit zu formulieren.
Die Abha¨ngigkeiten zwischen Raum und Zeit ko¨nnen ver-
schiedenartig ausgepra¨gt sein und von Systemen, deren
Komponenten bzw. Subsysteme sich auf gegebenen fixen
Trajektorien bewegen, bis hin zu Systemen reichen, in denen
die Bewegung der Komponenten durch die Applikation ganz
oder teilweise gesteuert wird. Zu ersteren za¨hlen Satelliten
auf festen Umlaufbahnen, zu letzteren viele Schwarmsyste-
me, beispielsweise [24]. Interessante Sonderfa¨lle bilden Sys-
teme, in denen sich die Bewegung der Komponenten nur a¨u-
ßerst eingeschra¨nkt voraussagen und beeinflussen la¨sst, wie
z.B. Sensornetze fu¨r Tiefseeanwendungen [4].
Ebenfalls stellen unterschiedliche Anwendungen verschie-
denartige, spezifische Anforderungen an das System. Anwen-
dungsszenarien ko¨nnen sich von der Beobachtung eines fes-
ten Gebietes u¨ber die Verfolgung eines beweglichen Objektes
bis hin zur Erkundung unbekannter Regionen erstrecken und
weitere Nebenbedingungen enthalten, wie z.B. die Beru¨ck-
sichtigung der Winkelabha¨ngigkeit der eingesetzten Senso-
rik oder die Notwendigkeit der Wahrung des Funkkontakts
zwischen einzelnen Systemkomponenten sowie zwischen dem
Gesamtsystem und einer Bodenstation. Zusammenfassend
mu¨ssen sowohl fu¨r die Formulierung applikationsspezifischer
Anforderungen an das System als auch fu¨r die Beschreibung
des Systemverhaltens selbst stets beide Aspekte, also Raum
und Zeit, beru¨cksichtigt werden. Zeit oder Raum sind – je-
weils einzeln fu¨r sich genommen – nicht mehr ausreichend.
2.2 Warum ein neuartiges Betriebssystem?
Weder heutige Betriebssysteme, noch aktuelle Middleware-
Plattformen bieten eine ada¨quate Unterstu¨tzung fu¨r verteil-
te Anwendungen in realer Raumzeit. Die essentiellen Kon-
zepte gegenwa¨rtiger Betriebssysteme wie Prozesse, Adress-
ra¨ume, Virtualisierung, Kommunikationsobjekte, etc. stam-
men aus den sechziger Jahren, also aus einer Zeit, zu der
es prima¨r zentralisierte, statisch konfigurierte Rechner gab.
Das Betriebssystem war Eigentu¨mer aller Ressourcen, die
es nach Bedarfs- und Effizienzaspekten vergab. Bisherige
Entwicklungen im Bereich der verteilten Systeme haben
die grundlegenden Betriebssystemstrukturen nur geringfu¨-
gig beeinflusst. Vielmehr wird zusa¨tzlich beno¨tigte Funk-
tionalita¨t fu¨r knotenu¨bergreifende Aufgaben in der Regel
durch eine weitere Schicht, einer Middleware-Schicht zwi-
schen Betriebssystem und Anwendung, realisiert. Das lokale
Betriebssystem eines Knotens bleibt weiterhin autonom be-
zu¨glich der Verwaltung seiner Ressourcen und geht davon
aus, dass diese dauerhaft zur Verfu¨gung stehen. Die Midd-
lewareschicht bietet vereinfachende Programmierabstraktio-
nen, um beispielsweise Aspekte wie Heterogenita¨t, Vertei-
lung oder Mobilita¨t zu verbergen.
Jedoch sind die bisherigen, oben genannten Grundannah-
men und -vorstellungen fu¨r verteilte, mobile Systeme mit
Anwendungen in realer Raumzeit nicht mehr zutreffend.
U¨ber viele Ressourcen ko¨nnen einzelne Knoten nicht mehr
dauerhaft und autonom verfu¨gen – eine Koordination mit
anderen Knoten wird zwingend erforderlich. Beispielsweise
mag die Mo¨glichkeit der Kommunikation sowohl von der Po-
sition des Knotens abha¨ngen, als auch von der Lage anderer
Knoten relativ zu ihm. Ferner ist Mobilita¨t nicht mehr als
Aspekt anzusehen, der vor der Anwendung verborgen wer-
den muss, sondern als spezielle zu nutzende Eigenschaft, die
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erfasst sowie repra¨sentiert werden muss und eventuell sogar
beeinflussbar oder programmierbar ist.
Anwendungen in realer Raumzeit erfordern neue Konzepte
und Denkweisen, deren Unterstu¨tzung inha¨rent im System
verankert werden sollte. Eine Umsetzung ko¨nnte durch ei-
ne (weitere) Middleware-Schicht geschehen, doch sprechen
nachfolgende Gru¨nde dafu¨r, die Realisierung mo¨glichst tief
und zwar bereits auf Ebene des Betriebssystems anzusiedeln:
• Das Ziel ist, fu¨r Anwendungen in realer Raumzeit eine
Ausfu¨hrungsumgebung bereitzustellen; dies entspricht
dem grundlegenden Zweck eines Betriebssystems.
• Der Betrieb und die Verwaltung von Ressourcen sind
essentielle Aufgaben eines Betriebssystems. In einem
System mobiler, kooperierender Einheiten erweisen
sich zeitliche und ra¨umliche Einschra¨nkungen in der
Verfu¨gbarkeit von Ressourcen und die dadurch erfor-
derliche Notwendigkeit der Koordinierung u¨ber die
Grenzen einzelner Einheiten hinaus als neue Quali-
ta¨ten. Diese werden sich beispielsweise in genutzten
Schedulingalgorithmen und Zugriffsverfahren wider-
spiegel mu¨ssen.
• Ein System fu¨r Anwendungen in realer Raumzeit ist in
jedem Fall ein Echtzeitsystem. Deshalb verlangt es –
wie jedes Echtzeitsystem – die Mo¨glichkeit eines fein-
granularen Zugriffs auf einzelne Ressourcen, die in der
Regel nur auf Systemsoftwareebene gewa¨hrleistet wer-
den kann.
• Anwendungen fu¨r verteilte, mobile Systeme in realer
Raumzeit verlangen neue Programmierkonzepte be-
zu¨glich Aktivita¨ten und Datenrepra¨sentation. Beides
sind Konzepte, die in einem Betriebssystemkern veran-
kert werden mu¨ssen, auch wenn sie auf ho¨herer Ebene
anders repra¨sentiert werden.1
3. MODELLE
Ein System fu¨r Anwendungen mit realer Raumzeit verlangt
spezifische Ansa¨tze zur Modellierung. Dabei ist zwischen
zwei Anwendungen von Modellen zu unterscheiden:
• Modelle zur Unterstu¨tzung der Argumentation u¨ber
Korrektheit und Mo¨glichkeiten des Systems;
• Programmiermodelle, die es dem Programmierer er-
mo¨glichen, auf einem angemessenen Abstraktions-
niveau die Anwendungen zu beschreiben (vgl. Ab-
schnitt 2.2).
Idealerweise sind beide Arten von Modellen aufeinander ab-
bildbar oder sogar identisch. Ein Beispiel fu¨r ein solches Mo-
dell ist das zyklische Taskmodell, das ha¨ufig im Echtzeit-
rechnen eingesetzt wird und Grundlage vieler Echtzeitsche-
dulingverfahren ist (z.B. Rate Monotonic Scheduling (RMS)
und Earliest Deadline First (EDF) [11]). In diesem Modell
wird davon ausgegangen, dass eine Task zyklisch aufgeru-
fen wird und, dass fu¨r jeweils eine Taskinstanz die Dead-
line durch das Auftreten der na¨chsten Instanz gegeben ist.
Obwohl es sowohl fu¨r die Beschreibung von Echtzeitbedin-
gungen, als auch fu¨r die Echtzeitausfu¨hrung eine Vielzahl
von anderen (in der Regel sogar ma¨chtigeren) Mo¨glichkeiten
gibt, hat sich dieses Modell durchgesetzt: Die Mehrzahl der
Echtzeitbetriebssysteme unterstu¨tzt das zyklische Taskmo-
dell und RMS.
1Man betrachte in ga¨ngigen Betriebssystemen die Abbil-
dung von Nutzer-Prozessen auf Kernelthreads.
Fu¨r ein Betriebssystem, das Anwendungen in realer Raum-
zeit unterstu¨tzen soll, ist die Modellierung von Mobilita¨t,
Raum und Zeit notwendig. Es gibt in der Informatik ver-
schiedene Ansa¨tze zur Modellierung von Mobilita¨t. Viele von
ihnen sind in erster Linie zur Darstellung von Nebenla¨ufig-
keit gedacht und erlauben die Modellierung von Mobilita¨t
nur implizit, wie z.B. Petri-Netze [16], Algebraic Process
Calculus (ACP) [2] oder Communicating Sequential Proces-
ses (CSP) [9]). Nur wenige Ansa¨tze, wie das Actor-Modell
[8], das π-Kalku¨l [12, 13] oder das Ambient-Kalku¨l [3], besit-
zen eine explizites Konzept von Mobilita¨t. Jedoch sind alle
diese Modelle metrik-frei – sie kommen ohne eine explizite
Beschreibung von Raum oder von Zeit aus.
Die Einbeziehung von (realer) Zeit gibt es in zahlreichen
Modellen. Ha¨ufig handelt es sich um Echtzeiterweiterungen
bestehender Modellansa¨tze. So existiert beispielsweise ein
echtzeiterweitertes CSP (timed CSP) [19], und in [1] wird
das π-Kalku¨l um (diskrete) Zeit erweitert. Jedoch ist den
Autoren des vorliegenden Papiers kein Ansatz bekannt, der
eine streng-formale Modellierung und Argumentation u¨ber
Berechnungen in realer Raumzeit ermo¨glicht. Es ist ein For-
schungziel der Autoren, einen entsprechenden Formalismus
zu entwickeln.
Ebenso gibt es bisher kaum Ansa¨tze fu¨r geeignete Program-
miermodelle. Zwar ist das Konzept von lokalita¨tsbezogenen
Daten und Berechnungen nicht neu, aber in der Regel sind
diese Ansa¨tze sehr anwendungsspezifisch (vgl. z.B. [15], [5]
oder [23]). In ortsgebundenen Diensten (s. z.B. [18]) wird
auf realen Raum (und z.T. auch auf reale Zeit) Bezug ge-
nommen, jedoch ohne jede Verteiltheitsaspekte. Auch die
Programmier-Modelle verteilter und teilweise Mobilita¨t un-
terstu¨tzender Betriebssysteme oder Betriebssystemerweite-
rungen – wie z.B. Amoeba [21], Plan 9 [17] oder Emerald –
[10] abstrahieren von realem Raum. Der fu¨r die hier pra¨-
sentierte Arbeit vermutlich interessanteste Ansatz ist in [6]
zu finden. Dort werden virtuelle stationa¨re Automaten (vir-
tual stationary automata, VSA) vorgestellt. Diese sind an
(durch GPS bestimmte) o¨rtliche Bereiche gebunden. Halten
sich Teilnehmer einer Menge mobiler Knoten innerhalb ei-
nes solchen Bereiches auf, u¨bernehmen sie in Vertretung die
Ausfu¨hrung des an den Bereich gebundenen VSAs.
Wir nutzen ein a¨hnliches Modell: Die Instanz einer Anwen-
dung – Aktivita¨t genannt – unterliegt raumzeitlichen Be-
schra¨nkungen. Typischerweise wird eine solche Beschra¨n-
kung als Hu¨llraum um eine Raum-Zeit-Trajektorie angege-
ben (spacetime constraints). Auch ein feststehender Bereich
kann hierbei als ein Spezialfall eines solchen Hu¨llraums be-
schrieben werden. Je nach Anwendungsfall wird ein solcher
Hu¨llraum dreidimensional (zwei Raumkoordinaten und Zeit)
oder vierdimensional (drei Raumkoordinaten und Zeit) an-
gegeben. Die Komponenten eines verteilten mobilen Systems
stellen einer Aktivita¨t ihre Ressourcen zur Verfu¨gung. Da-
bei bewegt sich die Identita¨t einer Ressource mit der Akti-
vita¨t. Beispielsweise ist der Beobachtungssensor fu¨r das Na-
turereignis aus dem im Abschnitt 1 beschriebenen Anwen-
dungsfall aus Sicht der Aktivita¨t stets identisch – auch wenn
er durch die Sensoren verschiedener Satelliten repra¨sentiert
wird. Die Constraints mu¨ssen nicht fu¨r die gesamte Aktivita¨t
angegeben werden, sondern ko¨nnen fu¨r einzelne Ressourcen
(Daten, I/O-Gera¨te) einzeln spezifiziert werden. Durch die
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Beschreibung von Raumzeit-Bedingungen ko¨nnen implizit
Echtzeitbedingungen definiert werden. Die Ausfu¨hrbarkeit
(feasibility) dieser Bedingungen ist im allgemeinen Fall nicht
trivial zu pru¨fen – fu¨r Spezialfa¨lle (einfache Zyklen in Raum
und Zeit) lassen sich jedoch einfache Ausfu¨hrbarkeitstests
angeben.
4. FLOCK-OS
Forschung auf dem Gebiet verteilter Betriebssysteme findet
seit den 70er Jahren des vorigen Jahrhunderts statt. Be-
kannte Vertreter sind Amoeba [21] oder Plan 9 [17]. Diese
Systeme gehen jedoch von einer statischen Verteiltheit aus.
Eine Komponente existiert an einem bestimmten Ort, von
dem weitgehend abstrahiert wird. Lokalita¨tsmetriken kom-
men gegebenenfalls in Form von Kommunikationskosten vor
und finden beispielsweise bei der Platzierung von Threads
in einem Parallelrechnersystem Anwendung. Betriebssyste-
me, die ha¨ufig fu¨r Sensornetzwerke eingesetzt werden (z.B.
[22]), beru¨cksichtigen den Verteiltheitsaspekt in der Regel
u¨berhaupt nicht. Auch SOS [7] oder JaMOS [20], die ex-
plizit fu¨r Sensornetz- und Schwarmanwendungen entworfen
wurden, sind auf Minimalita¨t bezu¨glich Sensorunterstu¨tzung
ausgelegt.
Deshalb entwickeln der Lehrstuhl fu¨r Betriebssysteme der
TU Chemnitz und die Gruppe Kommunikations- und Be-
triebssysteme der TU Berlin ein verteiltes Betriebssystem,
das die diskutierten Aspekte realisieren soll: das Flock-OS
(federation of linked objects with common tasks). Der fol-
gende Abschnitt beschreibt gegenwa¨rtige U¨berlegungen zum
Entwurf – da Programmiermodell (vgl. Abschnitt 3) und
Algorithmen (insbesondere Scheduling) in realer Raumzeit
noch Gegenstand der Forschung sind, ist diese Beschreibung
als vorla¨ufig zu betrachten.
A¨hnlich wie ga¨ngige verteilte Betriebssysteme besteht Flock-
OS aus Nanokernen auf jedem aktiven Systemknoten. Im
Fall von Flock-OS handelt es sich um echtzeitfa¨hige Nano-
kerne. Im Unterschied zu anderen verteilten Betriebssyste-
men gibt jeder Knoten jedoch seine Autonomie weitgehend
auf und unterstellt sich der Gemeinschaft des Gesamtsys-
tems. Dieses wird durch ein Ensemble von Peers gebildet (in
Flock-OS federation genannt), die in Kooperation gemein-
same Ziele verfolgen. Das Flock-OS bietet situative dynami-
sche Funktions- und Rollenzuteilung basierend auf Position,
Bewegung und Energieverbrauch und verwendet situations-
und anwendungsbezogene Kommunikationsmuster. Es un-
terstu¨tzt mehrere verteilte Anwendungen (Multiprogram-
ming) und ihre Einplanung in realer Raumzeit.
Abbildung 2 zeigt die grundsa¨tzliche Architektur von Flock-
OS. Die Nanokerne der einzelnen Knoten sind verantwortlich
fu¨r die lokale Ausfu¨hrung von (Teil-)Aktivita¨ten und bieten
Zugriff auf lokale Ressourcen und Gera¨te des Knotens. Die
u¨ber den Nanokerne angesiedelte Kommunikationsschicht
ermo¨glicht den Datenaustausch zwischen den einzelnen Ker-
nen und ist Grundlage jeder knotenu¨bergreifenden Koordi-
nierung. Mit Hilfe der Kommunikationschicht und gegebe-
nenfalls lokaler Sensorik wird die raumzeitliche Position je-
des Knotens bestimmt. Sofern mo¨glich (z.B. bei vorhande-
nem GPS) geschieht die Bestimmung absolut, sonst wird die
relative Position der Knoten zueinander ermittelt. Fu¨r jede
Aktivita¨t wird ein Positionskonsens hergestellt, der entspre-
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Abbildung 2: Architektur des Flock-OS.
chend der Raumzeitanforderungen und der erwarteten Drift
aktualisiert wird. In den Konsens sind nur die Knoten ein-
bezogen, die bis zur na¨chsten Konsensrunde theoretisch von
einer Aktivita¨t betroffen sein ko¨nnten. Ist das System eher
klein oder besitzen die meisten Aktivita¨ten eine systemweite
Ausdehnung, kann das Flock-OS in einen Modus geschaltet
werden, in dem stets ein globaler Positionskonsens durchge-
fu¨hrt wird.2
Das Activity Execution Enviroment ist als der eigentlich
(verteilte) Kern des Flock-OS anzusehen. Hier erfolgt das
Einplanen (Scheduling) von Ausfu¨hrungen und Aktualisie-
rungen von Daten entsprechend den gegebenen Anwen-
dungsbedingungen (constraints, siehe Abschnitt 3). Hierfu¨r
liegen Programmcode und Daten repliziert auf den einzel-
nen Knoten vor. Fu¨r die Aktualisierung der Daten wird eine
spekulative3 lazy consistency policy genutzt. Beim Aktivi-
ta¨tsscheduling wird ein lokaler Kontext auf dem Fo¨rderati-
onsmitglied aufgeweckt, der fu¨r eine Aktivita¨t eingeplant ist.
Gibt dieses Mitglied die Aktivita¨t ab, wird der Kontext blo-
ckiert. Bei Speicherknappheit und la¨ngerer Nichtbeteiligung
an einer Aktivita¨t kann ein lokaler Kontext auch zersto¨rt
und gegebenenfalls neu kreiert werden.
Fu¨r die Programmierung wird dem Nutzer neben einer Ker-
nelschnittstelle auch eine Bibliothek mit vielen Standard-
operationen (z.B. fu¨r Trajektorienverfolgung, Formationsbil-
dung) zur Verfu¨gung gestellt. Auch ein direkter Komponen-
tenzugriff mit Hilfe von Bibliotheksroutinen ist mo¨glich.
5. SCHLUSSFOLGERUNGEN
Zunehmende Mobilita¨t und Kommunikationsmo¨glichkeiten
bringen neuartige verteilte Systeme hervor. Viele Anwen-
dungen verlangen die raumzeitliche Kooperation von Kom-
ponenten in diesen Systeme – eventuell bewirkt auch erst die
2Hierfu¨r wird eine Pseudo-Aktivita¨t gestartet, die keinen ei-
genen Programmcode besitzt, aber stets u¨ber alle Fo¨rdera-
tionsmitglieder definiert ist.
3Bei den bisher betrachteten Anwendungsfa¨llen sind die
Raumzeitanforderungen weitgehend a priori bekannt, des-
halb beschra¨nkt sich die Vorhersage auf die Nutzung der
A-priori-Daten.
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Anwendung selbst, dass eine Menge von eher separaten Ein-
heiten als ein Gesamtsystem aufgefasst wird. Wir haben in
dieser Vero¨ffentlichung die Idee eines Betriebssystems vorge-
stellt, dass ein solches aus mobilen Komponenten bestehen-
des Gesamtsystem betreibt und Anwendungen unterstu¨tzt,
die in realer Raumzeit ausgefu¨hrt werden.
Wir haben Probleme realer Raumzeitanwendungen disku-
tiert und ferner analysiert, warum fu¨r solche Anwendungen
eine Betriebssystemunterstu¨tzung vorteilhaft ist. Es wurden
Mo¨glichkeiten der Modellierung realer Raumzeitanwendun-
gen vorgestellt, einerseits fu¨r die formale Ero¨rterung von
Korrektheit sowie andererseits als Abstraktion zur Program-
mierung. Als einen Ansatz fu¨r ein solches Programmiermo-
dell wurde eine Erweiterung der virtuellen stationa¨ren Auto-
maten aus [6] besprochen. Schließlich wurde Flock-OS vor-
gestellt, ein verteiltes, in der Entwicklung befindliches Be-
triebssystem, das Anwendungen in realer Raumzeit unter-
stu¨tzt.
Die hier dargestellten Ideen und Konzepte befinden sich z.T.
noch in den Anfa¨ngen, aber es ist bereits jetzt ersichtlich,
dass es sich um ein herausforderndes Forschungsgebiet mit
vielen Anwendungsmo¨glichkeiten handelt, das großen Raum
fu¨r weitere Untersuchungen la¨sst. Als na¨chster Schritt soll
das Aktivita¨tsmodell so u¨berarbeitet werden, dass leichtere
Schedulingtests fu¨r eine gro¨ßere Menge von Anwendungsfa¨l-
len mo¨glich werden. Ferner soll ein Formalismus gefunden
und sofern praktikabel in das Programmiermodell integriert
werden. Dieser soll eine allgemeine Beschreibung und Ero¨r-
terung von Aktivita¨ten in Raumzeit zulassen. Parallel wird
eine erste konkrete Implementierung von Flock-OS realisiert,
wobei als lokaler Echtzeitkernel voraussichtlich eine modifi-
zierte Variante von BOSS [14] eingesetzt wird.
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ABSTRACT
We present an energy model for the simulation framework
OMNeT++ that has been calibrated using several measure-
ments for real sensor nodes. This energy model allows to
study sensor network algorithms and applications in a sim-
ulation model with high quality energy estimations. The en-
ergy model can be adapted for arbitrary sensor nodes based
on respective measurement data. We show the applicability
of the energy model based on two scenarios: the analysis of
the energy performance of IEEE 802.15.4 and the evaluation
of the advantages of on-demand sensor network reprogram-
ming.
1. INTRODUCTION
In the last decade, many approaches have been proposed
that improve the performance of sensor networks. Some of
the most challenging issues that have been studied are the
medium access, routing strategies, clustering schemes, and
application layer dynamics. All these approaches contribute
to the final objective to enable designers to develop and to
deploy applications under various environmental conditions.
The idea is to provide a broad range of design variants that
can be chosen and combined in order to provide the optimal
behavior of the sensor network.
All the individual algorithms and techniques have been
analyzed regarding their performance, e.g. the speed of
adaptation to environmental changes, the end-to-end per-
formance, the produced overhead, and the energy consump-
tion. Studying especially solutions optimizing the energy
performance – or the entire network lifetime [3] –, we re-
alized that varying techniques are used for evaluation and
analysis of the developed solution.
Basically, we need to distinguish between experimenta-
tion and simulation as evaluation techniques. In general, it
seems that in most cases, only one of these techniques has
been used. This has a number of drawbacks that will be-
come obvious in a short comparison. Simulation allows to
study developed methods and techniques without the need
of really deploying sensor nodes – that may not yet exist.
In many evaluated scenarios, experimentation will be too
expensive or not possible at all, e.g. for deployment sce-
narios in hazardous environments. Also, simulation allows
the evaluation of really large networks, which will be infea-
sible in a lab. On the other hand, experimentation allows
to study sensor networks in a real world environment facing
typical radio transmission problems and others. Therefore,
performance evaluation is usually based on simulation mod-
els. Nevertheless, measurements are necessary to calibrate
simulation models.
In the last years, a number of research groups started to
provide basis measures to be used to improve the quality
of sensor network simulation. This includes performance
measures of the typical micro controllers, wireless transmis-
sion, and energy measures. Examples are the measurements
for Mica2 sensor nodes by Landsiedel et al. [6] as depicted
in Figure 1 and the analysis of various communication en-
ergy measures for normal and encrypted communication in
a security-enhanced scenario by Chang et al. [1] as shown in
Figure 2.
Figure 1: Energy consumption of Mica2 sensor
nodes [6]
In general, energy consumption of sensor networks has
been studied manifold. One of the most important observa-
tions was that there is a strong contrast between energy con-
sumption for communication and computation. Depending
on the source in the literature a factor of 1.000 up to 100.000
needs to be considered. In many current simulation models,
only sending activities are counted. Nevertheless, depend-
ing on the used duty-cycle and the message rate, message
reception and idle listening can be even more expensive than
sending. Thus, we need better models for energy consump-
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Figure 2: Energy consumption of normal and en-
crypted communication [1]
tion in our current simulation tools.
In this paper, we contribute to the current research by
presenting an energy model for the OMNeT++ simulation
framework [7]. We calibrated the model using reference mea-
sures provided by other groups as described below. We also
show two application scenarios, in which we used the model
to analyze the performance of the IEEE 802.15.4 model and
the advantages of on-demand sensor network reprogram-
ming, respectively.
2. OUR ENERGYMODEL
In this section, we describe the functionalities and imple-
mentation details of the energy model developed for OM-
NeT++. This simulation framework provides a discrete
event simulation environment with support for many net-
work protocols such as WLAN (IEEE 802.11), TCP/IP, and
many others. Additionally, mobility models and traffic mod-
els are available. Recently a number of models for ad hoc
and sensor network protocols have been integrated including
the ad hoc routing protocol DYMO (dynamic MANET on
demand) and IEEE 802.15.4, the MAC protocol for ZigBee.
Our energy model is developed as a protocol-independent
module and serves as a plug-in to various wireless protocol
models in OMNeT++. It adopts the initial battery energy,
the radio power in different working state, and the CPU
power as its input parameters. Based on these configura-
tions, the model continuously performs the calculation of the
energy consumption both on radio and CPU in real-time. If
needed, it displays the remaining energy level in animations
during the simulation running. Depending on the purpose
of the study, the energy model can be configured to execute
one of the following two actions upon exhaustion of battery
power:
• The simulation is terminated when the first node ex-
hausts its battery power.
• The simulation keeps running until a specified node
(e.g. the central node) dies or all nodes in the network
die. The dead nodes have to be cut from the net-
work communication, which is maintained by all other
active nodes. In our model, we implement this by dy-
namically disconnecting the radioIn gate of the dead
node from the channel module and reconnecting it to
an empty gate.
In our energy model, energy consumption on both radio
and CPU is considered. Since the energy consumption of the
wireless communications is differentiated depending on the
current radio state, a proper radio model defining various
working states is necessary. Our energy model supports a
usual four-state radio interface that are known to lead to a
different energy consumption of the node for most hardware
platforms:
• Idle
• Sleeping
• Transmitting
• Receiving
To calculate the energy consumed by the radio in real-
time, the energy model tracks every state switch in the
PHY module using the OMNeT++ notification board. This
board allows to centrally observe distributed events. Upon
receiving state switch event from the notification board, the
energy model updates the accumulated time for each radio
state and recalculates the current energy consumption. If
no battery power is found left after the recalculation, one of
the above mentioned two actions will be executed.
Estimating and modeling energy consumption on the CPU
is much more difficult than doing this on the radio, because
the activity of the CPU is complex and depends on a couple
of factors. For instance, CPU will be busy while processing
a packet just received by the MAC or executing some en-
cryption or decryption algorithms. It can also be idle while
the radio is busy transmitting or sleeping. Therefore, we can
only consider a rough approximation. In our model, we de-
fine two CPU states, active and inactive. It is assumed that
the CPU will follow the same sleeping schedule of the radio
interface, which means that CPU is inactive only during the
radio sleeping period.
Finally, the model needs to be calibrated for specific sys-
tems (hardware modules). This is done based on measure-
ments as presented before. Here, we need to mention that
the degree of details strongly depends on requirements be-
cause the energy model consumes processing time in the
simulation. Further details of the energy model are dis-
cussed in the following section that outlines two application
examples.
3. APPLICATION EXAMPLES
3.1 Energy performance of IEEE 802.15.4
Based on a new simulation model of the ZigBee MAC
protocol IEEE 802.15.4, we analyzed the performance of
this protocol. Some results from these measurements are
presented in the following. The simulation model itself is
described in [2].
IEEE 802.15.4 defines MAC and physical layers for low-
rate wireless personal area networks (LR-WPANs) [5] and
the upper layers to form a complete network stack built are
specified by ZigBee. The objective of IEEE 802.15.4 is to en-
able low-cost communication between devices. In particular,
the physical layer allows data rates up to 250 kBit/s. The
MAC layer provides collision avoidance with CSMA/CA as
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well as real-time support by reservation of guaranteed time
slots. Beaconing is used for synchronization between de-
vices.
At the MAC layer, a superframe structure may be defined
by the PAN coordinator that controls an entire network.
The structure of a superframe is depicted in Figure 3.
Figure 3: Superframe structure of the MAC layer
of IEEE 802.15.4
The implementation in OMNeT++ is outlined in Figure 4.
It consists of a PHY and a MAC model plus several sup-
porting models including an interface queue (IFQ) and our
energy model.
Figure 4: Scheme (left) and implemented models
(right) of the IEEE 802.15.4 model
As an example, we analyzed a three node network topol-
ogy. We connected two devices to a PAN coordinator. The
first device is generating packets and sending them to the
second device via the PAN coordinator. We analyzed dif-
ferent combinations of BO/SO. The results are shown in
Figure 5. Please note that the duty cycle remains constant
at 50% for the given BO/SO combinations. Shown is the
energy consumption per successfully transmitted byte for
different traffic rates (0.01 . . . 10s−1) on a log scale. Obvi-
ously, the energy consumption is higher, the lower the traffic
rate is. The reasons lies in the long active periods in which
no data is transmitted. Thus, this example shows that mod-
eling the CPU energy consumption is essential for evaluating
network protocols.
3.2 Network lifetime
In another experiment, we studied the lifetime of dynam-
ically reprogrammed sensor networks. The complete setup
including a description of the concept and the main ideas are
presented in [4]. In short, we prepared a sensor network with
three types of sensors. All the sensor nodes gather data and
forward them to a central base station (using WLAN and
the ad hoc routing AODV). Mobile robot systems are used
for on-demand sensor node reprogramming. In particular,
the robots continuously check the application requirements
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Figure 5: Energy consumption of IEEE 802.15.4 for
different traffic rates and different (BO,SO) combi-
nations
and, if necessary, they identify a spare sensor node that can
be reprogrammes. We analyzed the sensor network lifetime
according to a set of different setups. The programmed ap-
plication requirement is that each of the four sectors of the
network needs at least two of each sensor type to guaran-
tee a sufficient degree of coverage. The scenario is shown in
Figure 6.
Figure 6: Simulation setup for the lifetime measure-
ments
Some selected measurement results are shown in Figure 7.
In order to demonstrate the features of the energy model,
we selected three different node programs that lead to a
different energy consumption of the node per time:
• P0: simple sensor, measurement cycle is 60 s
• P1: simple sensor, measurement cycle is 10 s
• P2: complex sensor (additional energy consumption
for each measurement), measurement cycle is 10 s
Two reprogramming strategies were used by the mobile
robot systems: random selection of a nearby node and se-
lection of the node with the most remaining energy. Also,
we changed the number of robots (0, 1, 3) and the initial
programming of the network was randomly chosen. We an-
alyzed the percentage of network operable time compared
to the complete simulation time (the simulation terminated
if the application demands cannot be fulfilled any further).
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Figure 7: Lifetime of the sensor network
4. CONCLUSION
We described a new energy model for use within the OM-
NeT++ simulation framework. This model allows to evalu-
ate the energy performance and, thus, the network lifetime
for arbitrary sensor network applications. In particular, we
presented two application examples that we analyzed in re-
lated work using the described model. Currently, we cali-
brated the energy model for sensor nodes of type Mica2 ac-
cording to measurement results available in the literature.
Further types of hardware can be supported according to ad-
equate measurement results. Currently, the model supports
four different radio states and we also support the modeling
of CPU intensive operations. Future work include fine gran-
ular CPU state modeling and support for a wider range of
sensor systems.
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ABSTRACT
Wir pra¨sentieren TeZeuS einen Entwurf fu¨r skalierbare, flexi-
ble Testbed-Architekturen zur Unterstu¨tzung der Entwick-
lung von drahtlosen Sensor-Netzwerken (WSN). Der Ent-
wurf von TeZeuS basiert auf der Analyse von Experiment-
notwendigkeiten fu¨r eine zuverla¨ssige Informationsbereitstel-
lung in energiebewussten ubiquita¨ren Systemen. Das Ziel des
Entwurfs ist es die Unterstu¨tzung von WSN-Experimenten
fu¨r ubiquita¨re Systeme, sowohl fu¨r ressourcenstarke als auch
ressourcenschwache Sensor-Knoten zu verbessern, Optimie-
rungspotentiale u¨ber detailierte Energiemessungen aufzuzei-
gen sowie mit der Simulation von verschiedenen Energie-
zusta¨nden der Sensor-Knoten, WSN-Anwendungen auf ih-
re Robustheit zu testen. Die Mo¨glichkeit der Analyse des
Funkmediums und die Simulation von verschiedenen Sensor-
Knoten-Distanzen ermo¨glicht zudem eine genaue Betrach-
tung des Einflusses von Hindernissen auf das Kommunikations-
und das Energieverhalten. Zusa¨tzlich ko¨nnen mit Hilfe von
kontrollierten Simulationen von Umgebungseinflu¨ssen Ex-
perimente mehrfach unter gleichen Bedingungen reprodu-
ziert und somit bessere Optimierungsstrategien identifiziert
werden. Selbstorganisationsmechanismen, der Einsatz von
Hardware mit standardisierten Schnittstellen, ein drahtloses
Management-Backbone-Netzwerk und Open-Source Softwa-
re sollen den TeZeuS-Entwurf hoch skalierbar, kostengu¨nstig
und einfach realisierbar machen.
General Terms
Design, Experimentation, Measurement
Keywords
Wireless sensor networks, Testbeds, Energie measurement,
Frequency measurement
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1. EINFÜHRUNG
Drahtlose Sensor-Netzwerke oder Wireless Sensor-Networks
(WSN) und deren Anwendungen besitzen ein hohes Poten-
tial, die Art der Informationsgewinnung zu revolutionieren.
Sie ermo¨glichen die U¨berwachung schwer zuga¨ngiger und ge-
fa¨hrlicher Gebiete [17][33][11] mit einer adaptierbaren Infor-
mationsqualita¨t, sowie die Entwicklung neuer Gescha¨ftspro-
zesse, z.B. Warenverfolgung in der Logistik. Aufgrund der
inha¨renten Flexibilita¨t in ihrer Anwendung und der unbere-
chenbaren Einsatzumgebung dieser Systeme verfu¨gen draht-
lose Sensor-Netzwerke u¨ber zum Teil vo¨llig neue Systeman-
forderungen, die bei ihrer Entwicklung beru¨cksichtigt wer-
den mu¨ssen, zum Beispiel:
• Wartungs-, Unterbrechungsfreier Betrieb u¨ber mehre-
re Jahre,
• sehr hohe Skalierbarkeit, von einigen 10 bis mehreren
10000 Sensor-Knoten, verbunden mit
• hoher Fehlerrobustheit und Zuverla¨ssigkeit sowie
• effiziente Verwendung von Sensor-Knoten-Ressourcen,
z.B. CPU-Power,
• minimaler Verbrauch der beschra¨nkten Batterieenergie
zur Maximierung der Lebenszeit
Diese Anforderungen unterscheiden sich signifikant gegen-
u¨ber traditionellen Verteilten-Systemen. Im Unterschied zu
diesen Systemen ist in Sensor-Netzwerken die beschra¨nk-
te Verfu¨gbarkeit von Energie der prima¨re Faktor, der die
Funktionsfa¨higkeit des Netzwerkes bestimmt. Dieser Um-
stand erfordert daher zum einen die Entwicklung neuer Al-
gorithmen, z.B. Datenaggregationsalgorithmen, als auch die
Adaption existierender Algorithmen und Kommunikations-
mechanismen auf einen geringen Energieverbrauch.
Zur Entwicklung und Optimierung werden gegenwa¨rtig u¨ber-
wiegend Simulationen eingesetzt. Simulationen aber besit-
zen den Nachteil, dass ihre zugrundeliegenden Modelle das
Verhalten von Sensor-Netzwerken meist nur beschra¨nkt wi-
derspiegeln. So werden sehr oft unzureichende Scha¨tzungen,
z.B. fu¨r das Datenu¨bertragungsvolumen, Fehlermuster und
Topologien, in einer Simulation verwendet. Entwicklungs-
schritte wie Implementierung, Evaluation und Optimierung
der Anwendungsperformanz sowie Fehlerrobustheit und an-
dere nicht funktionale Eigenschaften ko¨nnen in Simulationen
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nur schwer analysiert werden. Aufgrund dieser mangelhaf-
ten Abbildung der Realita¨t sind Simulationen allein unzu-
reichend. Wirklichkeitsgetreue Experimente sind daher un-
umga¨nglich. Die integrale Komplexita¨t solcher Experimen-
te aber erfordert entsprechende Experimentierumgebungen,
die das Experimentieren in Sensor-Netzwerken vereinfachen.
Diese Experimentierumgebungen (”Testbeds”) unterstu¨tzen
alle Phasen eines Experimentes:
• von der Spezifikation,
• u¨ber die Ausbringung der Anwendung auf den Sensor-
Knoten,
• der darauffolgenden Konfiguration der Sensor-Knoten,
• bis hin zur Ausfu¨hrung und
• automatisierten U¨berwachung des Versuchsablaufs der
sich anschliessenden Analyse.
Im folgenden beschreiben wir einen skalierbaren, flexiblen
Testbed-Entwurf fu¨r die zuverla¨ssige Informationsbereitstel-
lung in energiebewussten ubiquita¨ren Systemen (TeZeuS).
Der Rest des Dokuments ist wie folgt aufgebaut: Abschnitt
1.1 begru¨ndet den Entwurf von TeZeuS, u¨ber eine Analyse
der Unterstu¨tzung von Experimenten, in existierenden Test-
beds. Abschnitt 2 beinhaltet eine Anforderungsanalyse fu¨r
Sensor-Netzwerk-Testbeds und Abschnitt 3 beschreibt dar-
auffolgend die Realisierung dieser Anforderungen in Form
des TeZeuS-Architektur-Entwurfs.
1.1 Stand der Technik
Gegenwa¨rtig existiert bereits eine gewisse Anzahl vonWSN-
Testbeds, die in der Regel die U¨berwachung von Experi-
menten, z.B. Energie-, Radiomessungen, nur in einem be-
schra¨nkten Maße unterstu¨tzen. Diese Testbeds, wie z.B. Ome-
ga [2], sMote [3], Kansei [19], WASAL [16], EmStar [27][24],
mobile Emulab [4][30][31] und MistLab [8], sind in der Regel
prima¨r zur Entwicklung von WSN-Anwendungen und ver-
teilten Kommunikations- oder Systemanalyse-Mechanismen
gedacht. Fu¨r die Entwicklung und Optimierung von energie-
effizienten Kommunikationsmechanismen und WSN-Anwen-
dungen sind diese daher nicht optimal geeignet.
Einige Testbeds ermo¨glichen zwar die Simulation von ver-
schiedenen Energiezusta¨nden der Sensor-Knoten, indem die-
se entweder mit Hilfe konstanter Energie oder einer Bat-
terie versorgt werden bzw. die Energieversorgung vollsta¨n-
dig abgeschaltet wird, z.B. TWIST [28]. Eine detaillierte
Beobachtung des Energieverhaltens mit Hilfe von Energie-
messungen ist aufgrund des fehlenden Messequipments aber
nur sehr schwierig realisierbar und in der Regel nicht ihr
prima¨rer Einsatzzweck. Andere Testbeds, wie z.B. Mote-
Lab[26][14], gewa¨hrleisten zwar eine bessere Unterstu¨tzung
fu¨r Energiemessungen, beschra¨nken diese aber in der Re-
gel auf eine begrenzte Anzahl von Sensor-Knoten. Neuere
Testbed-Entwicklungen versuchen diesen Mangel zu behe-
ben, indem Energiemessungen fu¨r jeden Sensor-Knoten rea-
lisiert werden ko¨nnen. Einige von ihnen beschra¨nken aber
aufgrund der geringen Datenu¨bertragungsrate im Manage
ment-Netzwerk die Genauigkeit der Messungen, z.B. JAWS
[29]. Wie Energiemessungen werden auch Radiomessungen
gegenwa¨rtig nur unzureichend von einigen wenigen Testbeds
unterstu¨tzt, z.B. Kansei [19][25]. So kann, z.B. die Signal-
sta¨rke, in vielen Testbeds ausschließlich unter Verwendung
der Sensor-Knoten ermittelt werden, wodurch die Lebenszeit
des Netzwerkes beeintra¨chtigt wird, z.B. JAWS. Ungeachtet
der beschra¨nkten Messmo¨glichkeiten wird eine Validierung
der Experimente, also die Sicherstellung des korrekten Ab-
laufs von Experimenten, die Wiederholung von Messungen
unter gleichen Bedingungen und die Mo¨glichkeit Umwelt-
einflu¨sse zu simulieren, gegenwa¨rtig nur unzureichend zur
Verfu¨gung gestellt. Einige Testbeds ero¨ffnen aber die Mo¨g-
lichkeit die realen experimentellen Resultate mit Hilfe von
Simulationen na¨herungsweise zu U¨berpru¨fen.
Das EmStar-Testbed [27][24] bietet diese Mo¨glichkeit, in-
dem es Anwendungen sowohl auf realen als auch auf si-
mulierten Sensor-Knoten ausfu¨hren kann, ohne dafu¨r wei-
tere Anpassungen der Anwendung vornehmen zu mu¨ssen.
Die Genauigkeit dieser Simulation ermo¨glicht aufgrund der
modellgenerierten Sensordaten bestenfalls eine sehr grobe
na¨herungsweise Abscha¨tzung der korrekten Experimentaus-
fu¨hrung. Kansei [19][25] erweitert diesen Ansatz, indem es
zusa¨tzlich gespeicherte Sensordaten in der Simulation ver-
wenden kann. Insgesamt betrachtet werden die Vorteile von
realen Experimenten im Vergleich zu Simulationen gegen-
wa¨rtig nur unzureichend ausgescho¨pft. Diese Testbeds sind
daher fu¨r die Entwicklung und Optimierung von energiebe-
wussten ubiquita¨ren Systemen nur sehr begrenzt einsetzbar.
Wir beno¨tigen daher ein Testbed, dass eine gezieltere Un-
terstu¨tzung von WSN-Experimenten gewa¨hrleistet.
2. ANFORDERUNG ANWSN TESTBEDS
Damit ein Testbed optimale Hilfestellung beim Experi-
mentieren gewa¨hrleisten kann, mu¨ssen eine Vielzahl an An-
forderungen erfu¨llt sein. Dabei gilt: je besser die Unterstu¨t-
zung des Experimentierens, um so besser die Ergebnisse der
Experimente. Die Anforderungen an ein Testbed lassen sich
daher in:
• Wissenschaftliche Anforderungen,
• Management Anforderungen
• O¨konomische Anforderungen
differenzieren.
2.1 Wissenschaftliche Anforderungen
Fu¨r ein wissenschaftliches Experiment lassen sich drei
Schlu¨ssel-Anforderungen definieren, die von einem Testbed
mit geeigneten Mechanismen unterstu¨tzt werden mu¨ssen [32]:
• Reproduzierbarkeit des Experimentes
• Versta¨ndnissfo¨rderung des Experimentes
• Korrekte Ausfu¨hrung des Experimentes
2.1.1 Reproduzierbarkeit von Experimenten
Die Reproduzierbarkeit ermo¨glicht die Wiederholung von
Experimenten, unter gleichen Bedingungen, mit identischem
Ablauf und bildet somit die Basis der Entwicklung und Op-
timierung von Sensor-Netzwerken. Reproduzierbarkeit stellt
hohe Anforderungen an die U¨berwachung und Protokollie-
rung des experimentellen Aufbaus und der Durchfu¨hrung
des Versuchs. Folgende Anforderungen sind dabei von zen-
traler Bedeutung:
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Unterstützung der Experimentspezifikation.
Um einen mehrfachen identischen Versuchsaufbau auf dem
Testbed realisieren zu ko¨nnen, muss eine detailierte Beschrei-
bung des Versuchsaufbaus, z.B. Knotenanzahl, Knotentyp,
des Experimentablaufs, der Laufzeit des Experimentes und
der Ereignisse, die wa¨hrend des Experimentes simuliert wer-
den sollen in standardisierter Art realisiert werden.
Automatisierte Testbed-Konfiguration.
Damit unvorhergesehene Zusta¨nde des Testbeds wa¨hrend
des Versuchsaufbaus, z.B. Konfiguration von Sensor-Knoten,
Parametern, Diensten und Datenbanken etc., vermieden wer-
den ko¨nnen, muss die Konfiguration des Testbeds automati-
siert und u¨berwacht werden, z.B. u¨ber Zustandsautomaten.
Archivierung der Experimente.
Damit ein Experiment wiederholt und auf seine korrek-
te Ausfu¨hrung u¨berpru¨ft werden kann, z.B. durch Simula-
tion, mu¨ssen alle Experimentdaten archiviert werden. Da-
zu geho¨ren neben der Experimentspezifikation alle wa¨hrend
des Experimentes gewonnenen Informationen, einschließlich
der Umwelteinflu¨sse und des Testbedzustands, vor und nach
dem Experiment.
Rekonstruktion von Umwelteinflüssen.
Umwelteinflu¨sse, wie z.B. Licht- oder akustische Verha¨lt-
nisse, sind in der Regel tempora¨r und einzigartig. Ergebnis-
se des Experimentes ko¨nnen daher bei jeder Wiederholung
differieren und somit eine Analyse der experimentellen Er-
gebnisse erschweren. Umwelteinflu¨sse mu¨ssen somit quan-
tifiziert, archiviert und entsprechend rekonstruiert werden
ko¨nnen.
2.1.2 Verständnis der Experimente
Um das Versta¨ndnis von Experimenten zu fo¨rdern und
Optimierungsansa¨tze, im Hinblick auf den Energieverbrauch,
aufzuzeigen, sind u¨berwachte Experimente unter unterschied-
lichen Bedingungen, z.B. Sensor-Knoten-Ausstattung, Kom-
munikationsbeziehungen, Umgebungseinflu¨ssen, Skalierbar-
keit, erforderlich. Testbeds mu¨ssen daher Mechanismen zur
Verfu¨gung stellen, die solche unterschiedliche Bedingungen
realisieren und sinnvolle Informationen u¨ber das Verhalten
des Systems wa¨hrend des Experimentes ermitteln ko¨nnen.
Messungen.
Messungen ermo¨glichen die U¨berwachung des Experimen-
tes und die Quantifizierung des Experimentstatus in Zahlen.
Fu¨r Sensor-Netzwerke sind besonders folgende Messungen
von zentraler Bedeutung:
• Messung des Energieverbrauchs aller Sensor-Knoten.
• Messung des Funkverhaltens aller Sensor-Knoten z.B.
zur Analyse von Frequenz-Sprung-Verfahren, Beein-
flussung der Kommunikationsreichweite durch Hinder-
nisse (z.B. Ba¨ume).
Neben diesen eher praktischen Messungen sollten weitere
Messungen u¨ber konkrete Analysen des Sensor-Netzwerkes
zur Verfu¨gung gestellt werden. Diese Messungen lassen sich
wie folgt klassifizieren:
• Vermessung des Sensor-Knoten-Verhaltens, z.B. CPU-
Auslastung, Speicherauslastung.
• Vermessung des Verhaltens von Sensor-Knoten-Grup-
pen, z.B. Latenz, Datendurchsatz, Aggregationsverhal-
ten.
• Vermessung der gruppenu¨bergreifenden Kommunika-
tion und des Verhaltens des gesamten Sensor-Netzwerkes,
z.B. Latenz, Datenaufkommen, Datendurchsatz.
Heterogenität der Umgebung.
Das Verhalten von Sensor-Netzwerken unterscheidet sich
entsprechend seiner Einsatzumgebung. Sensor-Netzwerke in
Laborumgebungen sind in der Regel Umgebungseinflu¨ssen,
wie z.B. Wind, Sonnenlicht, Hitze, Eis, nicht in dem Maße
ausgesetzt wie in der freien Natur. Testbeds mu¨ssen daher
die Vielfa¨ltigkeit der unterschiedlichen Umgebungseinflu¨sse
sowohl aus Laborumgebungen (Indoor) als auch der freien
Natur (Outdoor) abbilden ko¨nnen.
Mobilität der Sensor-Knoten.
Sensor-Netzwerke bzw. deren Sensor-Knoten unterliegen
einer unterschiedlichen Dynamik. Diese Dynamik kann zum
einen Bestandteil ihrer Anwendung sein, z.B. Hochseebo-
jen zur Erforschung von Stro¨mungsverha¨ltnissen, oder aber
sich unvorhergesehen sporadisch a¨ndern, z.B. herabfallen der
Sensor-Knoten von Ba¨umen[11]. Zur Analyse solcher dyna-
mischen Zustandsa¨nderungen in Experimenten sollten Test-
beds daher sowohl statische als auch mobile Sensor-Knoten
zur Verfu¨gung stellen und deren Dynamik zur Reproduktion
quantifizierbar machen.
Vielfalt der Ausstattung.
Abha¨ngig vom verwendeten Sensor-Knoten-Typ unterschei-
det sich mo¨glicherweise das Verhalten des Sensor-Netzwerkes
bei gleicher Anwendung. Messungen auf einer homogenen
Sensor-Knoten-Plattform ko¨nnen diese Verhaltensunterschie-
de nur unzureichend erfassen. Testbeds sollten daher Sensor-
Knoten mit geringen Ressourcen (”reduzierte Funktion”) als
auch mit hohen Ressourcen (”vollsta¨ndiger Funktion”) und
mo¨glichst unterschiedlichen Hardware- und Software-Architek-
turen zur Verfu¨gung stellen.
Vielfalt der Architekturen.
Damit komplexe Experimente und deren integrale Anwen-
dungen sukzessive aufgebaut und verbessert werden ko¨nnen,
um dadurch verteilte Zusammenha¨nge besser zu verstehen.
Sollte ein Testbed die Anwendungsentwicklung mit Hilfe ver-
schiedener Abstraktionstufen der Zielnetzwerk-Architektur
vereinfachen. Man unterscheidet drei Abstraktionstufen:
• Flache Architekturen: bestehen aus homogenen Sensor-
Knoten mit identischen Anwendungen und Protokol-
len.
• Segmentierte Architekturen: bestehen aus mehreren,
u¨ber Gateways gekoppelten, flachen Architekturen.
• Schichten-, hierarchische Architekturen: bestehen aus
Hierarchien von flachen Architekturen.
Vielfalt der Topologien.
Abha¨ngig von der verwendeten Netzwerk-Topologie kann
es in Folge von Sensor-Knoten-Ausfa¨llen aufgrund der Selbst-
organisationsmechanismen von Sensor-Netzwerken zu spo-
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radischen Topologiea¨nderung kommen. Der Ressourcenver-
brauch erho¨ht sich dabei in der Regel unkalkulierbar. Die
Fehleranfa¨lligkeit und der Energieverbrauch von Sensor-Netz-
werken sind somit entscheidend von der verwendeten Netz-
werk-Topologie abha¨ngig. Ein Testbed sollte daher Expe-
rimente mit verschiedenen Sensor-Netzwerk-Topologien er-
mo¨glichen.
Skalierbarkeit.
Aufgrund der hohen Anzahl von Sensor-Knoten in Sensor-
Netzwerken sollte ein Testbed u¨ber eine mo¨glichst hohe An-
zahl an Sensor-Knoten verfu¨gen. Um diese Anzahl zusa¨tzlich
zu erho¨hen, sollten neben physischen auch simulierte und
emulierte Sensor-Knoten fu¨r Experimente zur Verf¨¨ugung ste-
hen.
Simulation von Umwelteinflüssen.
Umwelteinflu¨sse und Energiezusta¨nde der Sensor-Knoten
bilden eine Vielzahl variabler Parameter, die in die Ent-
wicklung und Optimierung von Sensor-Netzwerken mit ein-
bezogen werden mu¨ssen. Abha¨ngig von der Art des Expe-
rimentes verringert sich dadurch das Versta¨ndnisspotential
der experimentellen Resultate. Ein Testbed sollte daher eine
zielgerichtete kontrollierte Simulation der Umweltbedingun-
gen, z.B. Verringerung, Erho¨hung der Lichtintensita¨t, sowie
die Simulation von verschiedenen Sensor-Knoten-Zusta¨nden,
z.B. Batterie-, Konstante-Energieversorgung, ermo¨glichen,
um diese Variabilita¨t tempora¨r zu kompensieren.
Auswertung der Experiment-Daten.
Neben den Mo¨glichkeiten das Versta¨ndniss der Zusam-
menha¨nge und Ergebnisse von Experimenten in Sensor-Netz-
werken mit den erwa¨hnten Mechanismen zu unterstu¨tzen.
Mu¨ssen geeignete Werkzeuge zur automatisierten Analyse
der ermittelten Experimentdaten zur Verfu¨gung stehen. Ein
Testbed sollte daher entsprechende Analyse-Werkzeuge, z.B.
Benchmarks, und Schnittstellen zur Verfu¨gung stellen, um
zusa¨tzliche Werkzeuge, z.B. von Simulatoren, verwenden zu
ko¨nnen.
2.1.3 Korrekte Ausführung von Experimenten
Das beste Versta¨ndnis eines Experimentes ist unzureichend,
wenn das Experiment inkorrekt realisiert wurde. Um falsche
Schlussfolgerungen aus Experimenten zu vermeiden, muss
daher von jedem Testbed die korrekte Ausfu¨hrung von Ex-
perimenten sichergestellt werden.
Diagnose des Testbed-Equipments.
Das Testbed-Equipment sollte entweder im Vorfeld von
Experimenten oder in periodischen Zyklen unter kontrol-
lierten Bedingungen auf seine korrekte Funktionsweise u¨ber-
pru¨ft werden. Das Testbed sollte folgende Diagnosetests zur
Verfu¨gung stellen:
• Sensor-Knoten-Tests, z.B. Sensor-Test, CPU-Test,
Memory-Test, Batterie-Test
• Sensor-Netzwerk Kommunikationstests, z.B. Erreich-
barkeit von Sensor-Knoten etc.
• Management-Netzwerk Kommunikations-Tests
• Messinstrumente-Tests
Validierung durch Simulation.
Zur Validierung des korrekten Experimentablaufs sollte
das gesamte Experiment ebenfalls in einer parallelen Simula-
tion ausgefu¨hrt werden. Die daraus resultierenden Simulati-
onswerte ermo¨glichen somit eine wahrscheinlichkeitsbehafte-
te Validierung der Experimentergebnisse. Ein Testbed sollte
daher eine Experimentspezifikation verwenden die ebenfalls
von einem Simulator interpretiert werden kann und die par-
allele Simulation unterstu¨tzen.
2.2 Ökonomische Anforderungen
O¨konomische Aspekte die beim Entwurf und der Entwick-
lung eines Testbeds prima¨r beachtet werden mu¨ssen, sind
vor allem die finanziellen Kosten.
2.2.1 Systemkosten
Sensor-Knoten variieren von der Gro¨ße (Formfaktor) ei-
ner Schuhkiste bis zur mikrokopischen Gro¨ße eines Parti-
kels. Dementsprechend variieren auch die Kosten von eini-
gen bis zu mehreren hundert Euro. Die hohe Skalierbarkeit
und nicht die Ressourcensta¨rke der Sensor-Knoten macht
Sensor-Netzwerke einzigartig. Es sollte daher eine mo¨glichst
hohe Anzahl an Sensor-Knoten angestrebt werden.
2.2.2 Wartungskosten
Insbesondere bei sehr großen Testbeds, kann der War-
tungsaufwand betra¨chtlich sein, z.B. zur Auswechslung von
Batterien . Die Wartung des gesamten Testbeds sollte daher
mit geeigneten Mechanismen unterstu¨tzt werden, die eine
Validierung der Funktionsfa¨higkeit des Testbed-Equipment
ermo¨glichen und einen regelma¨ßigen Austausch der Sensor-
Knoten-Batterien vermeiden.
3. TEZEUS
Der Testbed-Entwurf TeZeuS basiert auf einer hybriden
Testbed-Architektur, die sich aus verschiedenen Testbed-
Abschnitten zusammensetzt. TeZeuS unterscheidet einen sta-
tischen, einen portablen und einen Testbed-Abschnitt mit
mobilen Sensor-Knoten. Jeder Testbed-Abschnitt ist fu¨r einen
bestimmten Einsatzzweck sowie Einsatzort optimiert und
kann aus mehreren Sensor-Knoten-Instanzen bestehen. Die-
se Sensor-Knoten-Instanzen werden mit Hilfe von emulier-
ten, simulierten oder physischen Sensor-Knoten realisiert.
Ein auf dem TeZeuS-Entwurf basierendes Testbed kann so-
mit fu¨r die individuellen Nutzeranforderungen maßgeschnei-
dert werden.
Wie Abbildung 1 zeigt, verwendet TeZeuS drei Software-
einheiten: Emulations-, Simulations- und Managementein-
heiten. Um die Komplexita¨t der TeZeuS-Testbeds zu ver-
einfachen, ko¨nnen sowohl Emulations- als auch Simulations-
einheiten mehrfach in einem Testbed-Abschnitt vorhanden
sein.
• Emulierte Sensor-Knoten imitieren das Verhalten ei-
nes Sensor-Knoten in einem Sensor-Netzwerk. Sie ver-
fu¨gen u¨ber einen von der Netzwerk bis zur Anwen-
dungsschicht anwendungsspezifisch implementierten Pro-
tokollstack. Ausschließlich die physikalische und die
Netzwerkschicht werden simuliert oder in hybriden Emu-
lationen auf einem realen Sensor-Knoten ausgefu¨hrt.
TeZeuS verwendet sowohl simulierte als auch hybride
Emulationen.
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Abbildung 1: TeZeuS-Architektur
• Simulierte Sensor-Knoten modellieren den gesamten
Protokollstack eines Sensor-Knoten. TeZeuS verwen-
det ebenfalls simulierte Sensor-Knoten und unterschei-
det zwei verschiedene Arten der Sensordatenerzeugung:
die Erzeugung von Sensordaten u¨ber Modelle und die
Verwendung von gespeicherten Sensordaten.
• Die Testbed-Abschnitt Management-Einheit verwaltet
den jeweiligen Testbed-Abschnitt und die darin ent-
haltenen emulierten, simulierten als auch physischen
Sensor-Knoten. Sie steuert die Ausfu¨hrung der Ex-
perimente und u¨berwacht das Verhalten des Sensor-
Netzwerk im Testbed-Abschnitt. Jede Testbed-Abschnitt
Managementeinheit wird zudem u¨ber die hierarchische
Managementtopologie in TeZeuS von einer globalen
Managementeinheit verwaltet.
• Die globale Managementeinheit koordiniert den Expe-
rimentablauf im gesamten Testbed und stellt grafische
Nutzerschnittstellen fu¨r die Visualisierung der Netz-
werkdynamik sowie Vera¨nderung von Parametern zur
Verfu¨gung. Sowohl globale als auch Testbed-Abschnitt
Managementeinheiten werden in der Regel auf einem
System ausgefu¨hrt. Ausschließlich bei der Verwendung
des portablen Testbed-Abschnitts besteht die Mo¨glich-
keit, dessen Managementeinheit auf einem anderen Sys-
tem auszufu¨hren.
Die Verwendung einer hybriden Testbed-Architektur besitzt
viele Vorteile.
• Erstens, die Untergliederung der Testbed-Architektur
in mehrere a¨quivalente Teilbereiche ermo¨glicht die ne-
benla¨ufige Ausfu¨hrung von Experimenten und die Er-
fassung von vielfa¨ltigen Umwelteinflu¨ssen in Laborum-
gebungen sowie unterschiedlichen natu¨rlichen Regio-
nen.
• Zweitens, die Verwendung von emulierten, simulierten
und physischen Sensor-Knoten verbessert die Skalier-
barkeit des gesamten Testbeds.
• Drittens, die Verwendung von archivierten und mo-
dellbasierten Sensordaten ermo¨glicht realita¨tsgetreue
Simulationen und Emulationen.
3.1 Die TeZeuS-Architektur
Die TeZeuS-Architektur basiert auf einem leicht modifi-
zierten Deployment-Support-Network (DSN) [23] [21] und
besteht aus zwei verschiedenen Arten von Knoten: DSN-
Knoten und Sensor-Knoten. Abbildung 2 beschreibt die Hard-
ware-Architektur von TeZeuS. Jeder DSN-Knoten verwal-
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Abbildung 2: Hardware-Architektur des TeZeuS-
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tet eine bestimmte Anzahl von Sensor-Knoten, in Form ei-
nes Clusters und kommuniziert drahtlos u¨ber ein Funknetz-
werk mit einer Basisstation. Diese clusterorientierte, draht-
lose Testbedstruktur ermo¨glicht den einfachen Aufbau von
stationa¨ren und portablen Testbed-Einheiten. DSN-Knoten
und deren assoziierte Sensor-Knoten ko¨nnen dadurch ein-
fach aus der stationa¨ren Testbed-Einheit entnommen und
als portable Testbed-Einheit verwendet werden.
3.2 Sensor-Knoten
Um den vielfa¨ltigen Experimenten in WSN gerecht zu wer-
den und der Entwicklung von Sensor-Netzwerken zu begeg-
nen, verwendet TeZeuS sowohl ressourcenschwache als auch
ressourcenstarke Sensor-Knoten. Als Vertreter fu¨r die res-
sourcenschwachen Sensor-Knoten ist besonders der MICAz
Sensor-Knoten fu¨r einen Einsatz im TeZeuS pra¨destiniert,
da er gegenwa¨rtig als informeller Standard fu¨r ressourcen-
schwache Sensor-Knoten angesehen werden kann und den
Standard IEEE 802.15.4 unterstu¨tzt. Die Architektur des
MICAz ist mit der Architektur vieler Sensor-Knoten wei-
testgehend identisch, z.B. BTnode [20],Tmote-Sky [15], Iris
[5], MICAz [7], TelosB [13] etc., und unterscheidet sich nur
geringfu¨gig in der Sensor- und CPU-Ausstattung. Im Ge-
gensatz zu den ressourcenschwachen Sensor-Knoten existie-
ren gegenwa¨rtig nur einige wenige ressourcenstarke Sensor-
Knoten ,z.B. Sun-SPOT, die fu¨r einen Einsatz im TeZeuS
geeignet sind. Der TeZeuS verwendet daher Sun-SPOTS als
Vertreter fu¨r ressourcenstarke Sensor-Knoten.
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3.2.1 MICAz
Der MICAz [7] Sensor-Knoten besteht aus einem Prozessor-
und einem Sensorboard, die u¨ber eine Batterie mit Energie
versorgt werden. Das Prozessorboard besteht aus einem At-
mel Atmega 128 8-Bit Microcontroller mit 64kByte internem
RAM, 4 KByte EEPROM und 64 KByte Flash-Speicher
sowie 64 KByte externem Flash-Speicher. Insgesamt steht
somit ein 128KByte und 512 KByte seriell beschreibbarer
Flash-Speicher zur Verfu¨gung. Das Prozessorboard bietet
zusa¨tzlich zwei Universal-Asynchronous-Receiver-Transmitter
(UART), einen 10-Bit Analog/Digital Converter mit acht
Kana¨len, mehrere Digitale Ein-,Ausga¨nge, Inter-Integrated-
Circuit- (I2C) und Serial-Peripheral-Interface (SPI)-Busan-
schlu¨sse und 3 LEDs. Die Funkschnittstelle besteht aus ei-
nem IEEE 802.15.4 kompatiblen Transceiver, der eine Kom-
munikation mit maximal 250 kBps im ISM Band auf 2.4
GHz ermo¨glicht. Die Reichweite betra¨gt in Geba¨uden ca.
20 Meter und auf freiem Feld ca. 100 Meter. Jeder MI-
CAz im TeZeuS ist anstatt seinen AA-Batterien mit einem
Lithium-Ionen (LiION) Akku von 750mAh Kapazita¨t aus-
gestattet. Bei einer minimalen Leistungsaufnahme (CPU-
Sleep-Modus) betra¨gt die theoretische Betriebsdauer somit.
750mAh
(24h ∗ 15uA) = 2083Tage(≈ 6Jahre) (1)
Zusa¨tzlich ist jeder MICAz mit einer Signalleitung zur Ak-
tivierung von Energiemessungen und einem modifizierten
USB-Gatewayboard [6] ausgestattet. Dieses USB-Gateway-
board ermo¨glicht somit auch bei Batteriebetrieb die U¨berwa-
chung des MICAz u¨ber den USB-Bus. Dieser Sensor-Knoten
kann somit sehr einfach im TeZeuS integriert werden. Als
Betriebssystem wird das frei verfu¨gbare TinyOS verwendet.
3.2.2 Sun-Spot
Sun-SPOTs (Small Programmable Object Technology) [12]
bestehen wie MICAz aus drei Hauptkomponenten. Einem
Prozessor-Board mit Funkschnittstelle, einem austauschba-
ren Sensor-Board und einem LiION Akku mit 750 mAh Ka-
pazita¨t. Das Prozessor-Board besteht aus einem 180 MHz ge-
takteten 32-Bit ARM920T Prozessor, 512 kByte RAM und
4MByte Flash-Speicher sowie einem IEEE 802.15.4 kompa-
tiblen Radiochip mit integrierter Antenne, der eine maxima-
le Datenu¨bertragungsrate von 250 kbps u¨ber eine maximale
Reichweite von bis zu 80 Meter ermo¨glicht. Das Sensorboard
besteht aus mehreren Dreifarb-LEDs, einem 3-Achsen Be-
schleunigungssensor (2G oder 6G-Skala), einem Temperatur-
und Lichtsensor, sechs analogen Einga¨ngen, fu¨nf beliebig
verwendbaren Ein-, Ausga¨ngen sowie vier Ausgangspins fu¨r
Hochstrom. Zur Interaktion mit einem Host-System ist das
Prozessorboard zusa¨tzlich mit einer USB-Schnittstelle aus-
gestattet. Der integrierte LiIon-Akku ermo¨glicht bei einer
minimalen Leistungsaufnahme einen theoretischen Betrieb
von
750mAh
(24h ∗ 48uA) = 651Tage(≈ 2Jahre). (2)
Als Betriebsystem wird eine spezielle Java Virtual Machine
(Squawk) verwendet. Diese VM ermo¨glicht es Anwendungen
fu¨r Sensor-Netzwerke in der Programmiersprache Java (Spe-
zifikation CLDC 1.1) zu entwickeln.
3.3 Mobile Sensor-Knoten
Mobile Sensor-Knoten im TeZeuS werden u¨ber frei pro-
grammierbare ASURO-Roboter [1] realisiert, die mit einem
MICAz oder Sun-SPOT Sensor-Knoten ausgestattet sind.
Der ASURO-Roboter ist ein multisensorieller Roboter be-
stehend aus einem Atmel Microcontroller und zwei separat
steuerbaren Antriebsra¨dern. Zusa¨tzlich stehen sechs Kollisi-
onstaster, eine optische Linienverfolgungseinheit, zwei Odo-
meter und einige Anzeigeelemente zur Verfu¨gung. Fu¨r die
Integration des Roboter in das Testbed und zur Gewa¨hr-
leistung der Kommunikation des Roboter mit dem Testbed
ist dieser mit einem Infrarot-Bluetooth-Transceiver ausge-
stattet. Der Roboter kann somit u¨ber Bluetooth gesteuert
und bei Bedarf sehr einfach durch einen anderen, ebenfalls
u¨ber eine Infrarotschnittstelle steuerbaren Roboter ersetzt
werden. Der Roboter u¨bermittelt seine Position u¨ber einen
zusa¨tzlichen GPS-Empfa¨nger an seinen DNS-Knoten und ist
u¨ber das Testbed mit einer konstanten Energieversorgung
verbunden. Diese Energieversorgung besitzt die Form eines
Oberleitungssystems, a¨hnlich dem von Autoscootern, und
ermo¨glicht dadurch die freie Bewegung des Roboter im mo-
bilen Testbed-Abschnitt.
3.4 Sensor Node Management Device
Die optimale Analyse des Energieverhaltens der Sensor-
Knoten und somit des Sensor-Netzwerkes erfordert die Ver-
messung des Energieverbrauches jedes einzelnen Sensor-Kno-
ten. Energiemessgera¨te mit der notwendigen Genauigkeit
und der Mo¨glichkeit, Spannung und Stromsta¨rke simultan
zu vermessen sind gegenwa¨rtig mit sehr hohen Kosten ver-
bunden (ca. 500 Eur). Diese Energiemessgera¨te ermo¨glichen
zwar die simultane Vermessung von mehreren Energiequel-
len und ko¨nnten somit theoretisch fu¨r die Vermessung meh-
rerer Sensor-Knoten verwendet werden. Die dafu¨r beno¨tig-
ten Kabel und deren integraler Kabelwiderstand verursa-
chen aber fehlerhafte Messungen. TeZeuS verwendet daher
ein speziell fu¨r Testbeds enworfenes Sensor-Knoten-Manage-
ment-Gera¨t (SNMD), das hoch genaue Energiemessungen
fu¨r ein Testbed zur Verfu¨gung stellt und ca.80 Euro kostet.
Die Funktionen des SNMD lassen sich wie folgt klassifizie-
ren:
• Mehrfach redundante Energiemessungen mit einer Ge-
nauigkeit von 10-, 15- und 16-Bit/5Volt
• Simultane Messung von Spannung und Stromsta¨rke
• Realisierung verschiedener Energieversorgungzusta¨nde
des Sensor-Knoten (Ausfall, Konstante-, Akkuenergie)
• Automatisiertes Aufladen der Sensor-Knoten-Akkus
• kontrolliertes entladen des Akku zur Rekonstruktion
von Akkuzusta¨nden
• Diagnose, Funktionsu¨berpru¨fung des Sensor-Equipments
• Simulation der Umwelt fu¨r Experiment-Wiederholungen
Mit Hilfe dieses Gera¨tes ist es mo¨glich, das fehleranfa¨lli-
ge Verhalten von Sensor-Knoten zu simulieren und reale
Sensor-Knotenausfa¨lle durch Experiment-Migration zu kom-
pensieren. Die mehrfach redundante Mo¨glichkeit der Ener-
giemessung gewa¨hrleistet zudem die Korrektheit der Ener-
giemessungen. Notwendige Wartungen des Testbeds werden
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auf ein Minimum reduziert und erfordern nunmehr ausschließ-
lich einen manuellen Eingriff bei defekten Sensor-Knoten
oder Akkus.
3.5 2.4 GHz Wireless Transceiver
Sensor-Netzwerke besitzen im Gegensatz zu kabelgebun-
denen Netzwerken eine ungeplante Struktur. Die Sendereich-
weiten der einzelnen Sensor-Knoten ko¨nnen daher beim Ent-
wurf dieser Systeme nicht exakt definiert werden. Abha¨n-
gig von der Distanz zwischen den Sensor-Knoten steigt bzw.
sinkt der fu¨r die Kommunikation beno¨tigte Energieverbrauch.
Die Kommunikation hat somit einen direkten Einfluss auf
das Energieverhalten und somit die Lebenszeit des gesam-
ten Sensor-Netzwerkes. Testbeds aber besitzen eine vordefi-
nierte Struktur und verfu¨gen somit u¨ber das inhera¨nte Pro-
blem, dass sie diese Realita¨t nicht genau reflektieren ko¨n-
nen. Jeder Sensor-Knoten im Testbed besitzt eine bestimm-
te nicht vera¨nderbare Position mit exakt ermittelbarem Ab-
stand zu den u¨brigen Sensor-Knoten. Der Energieaufwand
fu¨r die Kommunikation ist somit in der Regel konstant. Der
TeZeuS verwendet daher einen speziellen 2.4 GHz Wireless
Transceiver[18], der fu¨r den TeZeuS entsprechend adaptiert
wird und die Mo¨glichkeit ero¨ffnet verschiedene Distanzen
zwischen den Sensor-Knoten zu simulieren sowie die vom
Sensor-Knoten abgestrahlte, aufgenommene Energie zu er-
mitteln.
3.6 Sensor-Knoten und USB-Verkabelung
Jeder ”vollausgestattete”Sensor-Knoten verfu¨gt u¨ber einen
USB-Hub inklusive eines Sensor-Knoten (MICAz, Sun-SPOT),
eines SNMD und eines 2.4 GHz Wireless Transceiver. Die-
ser USB-Hub ist bei statischen Sensor-Knoten u¨ber aktive
USB-Kabel und bei mobilen Sensor-Knoten u¨ber Bluetooth
mit einem DSN-Knoten verbunden (siehe Abbildung 2). Die
Verwendung von aktiven USB-Kabeln besitzt den inhera¨n-
ten Vorteil, dass die Distanz zwischen Sensor-Knoten und
DSN-Knoten nicht wie bei passiven USB-Kabeln auf eine
maximale La¨nge von 5 Meter beschra¨nkt ist. Der Abstand
zwischen Sensor-Knoten und DSN-Knoten kann somit auf
mehr als 5 Meter vergro¨ßert werden. Aktive USB-Kabel wer-
den in TeZeuS u¨ber USB-Hubs realisiert. Neben der Kom-
munikationsmo¨glichkeit erha¨lt jeder Sensor-Knoten u¨ber sei-
nen DSN-Knoten und seine USB-Bus Gera¨te-ID einen ein-
deutigen Identifikator innerhalb von TeZeuS und kann somit
direkt adressiert werden.
3.7 Der DSN-Knoten
Jeder DSN-Knoten des Management-Backbone wird u¨ber
einen Linksys Network Storage Link fu¨r USB 2.0 (NSLU2)
[9] realisiert, der mit einer konstanten Energieversorgung,
einer USB-WLAN Karte (802.11 b/g) sowie 1 GB USB-
Speicher ausgestattet ist. Die NSLU2 basiert auf einem 266
MHz getakteten Intel 32-bit ARM-Prozessor mit 32 MB
RAM, 8 MByte Flash-Speicher und realisiert mit Hilfe des
freien Betriebssystems Linux Debian (Etch Release) die Form
eines drahtlosen Mikroserver. Neben einem Ethernet RJ-45
Anschluss verfu¨gt dieses Gera¨t u¨ber zwei USB 2.0 Anschlu¨s-
se, u¨ber die maximal 127 USB-Gera¨te angeschlossen wer-
den ko¨nnen. Jeder DSN-Knoten kann somit 125 zusa¨tzliche
USB-Gera¨te oder 23 vollausgestattete Sensor-Knoten u¨ber
USB-Hubs verwalten. Zusa¨tzlich wurde dieses Gera¨t mit ei-
ner serielle Schnittstelle [10] (RS232) ausgestattet, um des-
sen Verwaltung u¨ber eine serielle Konsole zu vereinfachen.
3.8 Das Testbed Management-Backbone
Das TeZeuS Testbed-Management-Backbone besteht aus
zwei unterschiedlichen Teilnetzwerken, einem drahtlosen
(WLAN) und einem kabelgebundenen Ethernet-Netzwerk.
Das IEEE 802.11b/g konforme drahtlose Netzwerk, z.B.
DUKATH-Netz, verbindet die DSN-Knoten u¨ber verschiede-
ne WLAN/Ethernet Gateways, z.B. Access-Points, WLAN-
Router, mit dem kabelgebundenen Netzwerk. Jedem DSN-
Knoten wird dabei u¨ber einen DHCP-Server seine IP-Adresse
zugewiesen, mit der er u¨ber das drahtgebundene Ethernet
der Basisstation kommuniziert. Neben der Basisstation und
den DSN-Knoten werden zusa¨tzlich verschiedene Simulations-
und Emulationssysteme sowie eine Kontrolleinheit verwen-
det.
3.9 Basisstation
Um Experimente spezifizieren, analysieren zu ko¨nnen und
deren Ausfu¨hrung sowohl zeitlich als auch ra¨umlich koordi-
nieren zu ko¨nnen, verwendet TeZeuS eine Basis- oder Mana-
gementstation. Diese Einheit bildet das Herz des Testbeds
und kontrolliert die Ausfu¨hrung der Experimente sowie die
Funktion des Testbeds. Das Kernstu¨ck der Basisstation bil-
det der DSN-Server des JAWS-Testbeds[22], der fu¨r den Te-
ZeuS mit entsprechenden Anpassungen versehen wird. Die-
ser DSN-Server fu¨hrt die Testbed-Datenbank aus und er-
mo¨glicht eine persistente Speicherung der Experimentdaten,
die von den DSN-Knoten an die Basisstation u¨bertragen
werden. Diese Experimentdaten ko¨nnen daraufhin von ver-
schiedenen Managementanwendungen u¨ber eine XML-RPC
Schnittstelle verwendet werden. Hardware und Software-Res-
sourcen der Basisstation sind dementsprechend dimensio-
niert, um die Hochverfu¨gbarkeit des Testbeds zu garantieren.
Als Betriebsystem wird daher ebenfalls Linux, eine Standard
Ubuntu Installation, verwendet.
3.10 Kontrolleinheit
Um eine U¨berlastung der Basisstation durch Ausfu¨hrung
von Management-Anwendungen zu vermeiden, ist der Te-
ZeuS mit einer zusa¨tzlichen Kontrolleinheit ausgestattet. Die-
se Kontrolleinheit erha¨lt u¨ber die XML-RPC Schnittstelle
der Basisstation direkten Zugriff auf deren Dienste und die
Datenbasis der Experimente, um damit verschiedene Manage-
ment-Anwendungen auszufu¨hren und bei Bedarf die Basis-
station entsprechend zu steuern.
3.11 Systeme für Simulation, Emulation
Um die Skalierbarkeit im TeZeuS zu erho¨hen, ko¨nnen ne-
ben physischen Sensor-Knoten zusa¨tzlich simulierte und emu-
lierte Sensor-Knoten verwendet werden. Der TeZeuS verfu¨gt
dafu¨r u¨ber entsprechend ausgestattete IT-Systeme, die so-
wohl simulierte als auch emulierte Sensor-Knoten ausfu¨hren
ko¨nnen. Diese IT-Systeme sind nicht prima¨r fu¨r Simulatio-
nen, Emulationen von Sensor-Knoten im TeZeuS gedacht,
sondern ko¨nnen bei Bedarf anderweitig verwendet werden.
Der TeZeuS verwendet dafu¨r spezielle virtuelle DSN-Knoten,
die dynamisch entsprechend den verfu¨gbaren Ressourcen die
Anzahl der simulierten, emulierten Sensor-Knoten variieren
und ausfu¨hren ko¨nnen. Wie die Basisstation verwenden auch
die Simulations- und Emulations IT-Systeme eine Standard
Ubuntu Linux Installation.
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4. ZUKÜNFTIGE ENTWICKLUNGEN
Die Entwicklung des TeZeuS befindet sich gegenwa¨rtig in
der prototypischen Phase zur Erprobung des vorgestellten
Testbed-Ansatze. Zuku¨nftige Arbeiten im TeZeuS Kontext
befassen sich mit dem Aufbau des statischen und des porta-
blen Testbed-Abschnitts sowie der Realisierung des Testbed-
Managements mit Hilfe des DSN-Server.
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