Abstract| In this paper we describe the evolution of a discrete-time recurrent neural network to control a real mobile robot. In all our experiments the evolutionary procedure is carried out entirely on the physical robot without human intervention. We s h o w that the autonomous development of a set of behaviors for locating a battery charger and periodically returning to it can be achieved by lifting constraints in the design of the robot/environment i n teractions that were employed in a preliminary experiment. The emergent homing behavior is based on the autonomous development o f a n i n ternal neural topographic map (which i s not pre-designed) that allows the robot to choose the appropriate trajectory as function of location and remaining energy.
I. Introduction
A UTONOMOUS biological agents are characterized by robust and reliable self-adaptation to the characteristics of the environment without external supervision or control 1]. This adaptation process takes place while the agent operates in its own environment 2]. In several real world situations it would be desirable to employ robots that have some of the features of autonomous systems, i.e. that are capable of developing new behaviors or adapting existing strategies according to the {often unpredictable{ characteristics of real environments.
As a reaction to the partial failure of the classical AI approach t o d e v elop robust control systems for robots that need to operate autonomously in real world situations 3], a n o vel approach, termed behavior-based r obotics 4], 5], 6], has recently emerged. Whereas classic AI is more concerned with a high level de nition of the environment a n d of the knowledge required by the system, behavior-based robotics stresses the importance of continuous interaction between the robot and its own environment for the dynamic development of the control system and for the assessment of its performance 5] . It also puts emphasis on the autonomy of the system which should be completely self-contained and which should nd the most appropriate solutions to satisfy simultaneously several {sometimes con icting{ goals.
Within this latter approach, a number of researchers have successfully employed an evolutionary that have been put under evolution (feed-forward neural networks 9], dynamic recurrent neurons 11], 14], classi er systems 6], and Lisp code 10], 13]) and the large number of evolved behaviors (locating food sources, wallfollowing, obstacle avoidance, chemotaxis and tropotaxis, corridor following, light orientation, box pushing, gait control, etc.) have empirically demonstrated the power and generality of the evolutionary methodology. H o wever, we think that computer simulations of robots can hardly capture the complexity of the interaction between a real robot and a physical environment where mechanical and physical laws (such a s w earing of the components, changing light conditions, friction, etc.), non-white noise at all levels, and various types of malfunctioning play a major role (see also 2], 15]). Thus, although one may obtain comparable results in simpli ed environments and well de ned tasks 16], it has not yet been shown that the same holds for more complex situations.
In this paper we describe the evolution of a discrete-time recurrent neural network to control a real mobile robot. In all our experiments the evolutionary procedure is carried out entirely on the physical robot without human intervention. Traditional experiments employing genetic algorithms and neural networks have been concerned with nding the network parameters yielding optimal behaviors for carefully pre-de ned tasks. The main goal of our research is to show that more complex behaviors can emerge by r educing the constraints imposed by the tness function and by increasing the a ordances of the environment ( c haracteristics of the world that can be exploited by t h e a g e n t f o r its own survival) 17]. Here, the choice of more ecological settings favours the autonomous development o f a h o m i n g behavior for battery recharge that is not directly speci ed in the tness function.
We will describe two experiments. In the rst experiment (serving as a test of the methodology and as a benchmark) we explicitly evolve the ability t o n a vigate in a corridor with several sharp convex and concave c o rners. Although the tness function is precisely engineered to perform straight motion and avoid obstacles, the evolved robots display a n umber of interesting solutions that have not been pre-designed. In the second experiment w e provide the robot with a simulated battery (the battery is simulated for the purpose of saving time, as it will be shown later), we i n troduce in the environment a battery charger and a light source, and we greatly simplify the tness function employed in the previous experiment. Although the tness function does not specify the location of the battery station or the fact that the robot should reach it, the robot learns to nd and to periodically return to it while keeps Fig. 1 . Khepera, the miniature mobile robot. The ruler is in centimeters.
moving and avoiding the walls. The resulting behaviors and the evolved neural mechanisms are studied in detail by analyzing the neural activity while the robot is tested in a number of situations.
II. General Method
A. The robot
The Khepera robot employed in our experiments is circular, compact, and robust ( Figure 1 ). Khepera is a miniature robot: it has a diameter of 55 mm, it is 30 mm high, and its weight is 70 g. The robot is supported by t wo w h e e l s and two small Te on balls placed under its platform. The wheels are controlled by t wo DC motors with an incremental encoder (12 pulses per mm of robot advancement) and can rotate in both directions. The geometrical shape and the motor layout of Khepera provide for easier negotiation of corners and obstacles when its control system is still immature. Its small size and good mechanical design provide intrinsic robustness. In its basic version it is provided with eight infrared proximity sensors placed around its body (six on one side and two on the opposite one) which are based on emission and reception of infrared light. Each receptor can measure both the ambient infrared light ( w h i c h i n normal conditions is a rough measure of the local ambient light i n tensity) and the re ected infrared light emitted by the robot itself (for objects closer than 4-5 cm in our experiments). These measures do not have linear characteristics, are not ltered by correction mechanisms, and depend on a number of external factors, such as the surface properties of objects and the illumination conditions. Several new single sensors and complete modules (such a s a stereo-vision module and a gripper module) can be easily added, thanks to the hardware and software modularity o f the system 18].
B. Experimental setup
The analysis of the emergent b e h a vior plays an important role in autonomous robotics. It is thus necessary to develop new tools and methodologies to study the robot behavior 19], 20]. The setup employed here re ects our concern to study and understand the solutions provided by t h e evolutionary procedure. In our experiments the robot was attached to a Sun SPARCstation via a serial line by m e a n s of an aerial cable and specially designed rotating contacts ( Figure 2) . All low-level processes {such as sensor reading, motor control, and other monitoring processes{ were performed by the on-board micro-controller, while other processes (neural network activation and genetic operators) were managed by the Sun CPU. This procedure should not be considered as a limitation of the autonomy of the system. Here the cable is a useful device that allows us to keep full track of the robot behavior and development b y exploiting the data-storage capabilities of the workstation and all the special software for on-line behavior monitoring and analysis 1 . The cable was also used to supply electrical power, a useful option for experiments in evolutionary robotics where the robot may spend a long time displaying non-e cient behaviors. This con guration allowed a complete and precise analysis of the robot trajectories and of the functioning of its neural control system. An external positioning laser device was employed for post-training analysis of the evolved control systems: the robot was provided with an additional \helmet" for capturing the light signal emitted by the laser device and computing its own absolute position ( Figure 3 ). This computation was carried out by a separate processor placed on the helmet. This information was then passed to the workstation where special software was used for automatic on-line analysis and display of the trajectories along with the sensors and motors states, and the neural network internal variables. The helmet, which could be easily added and removed, did not a ect the robot motion and sensor activation. Such t o o l s allowed us to perform neuroethological observations of the robot during normal operating conditions by relating the behavior displayed with the internal activity of the neural network.
C. The evolutionary procedure and the neuron model
The evolutionary procedure employed in the experiments consisted in applying a simple genetic algorithm 8] to the synaptic weight v alues (including the neuron thresholds) of the neural network that controlled the robot. Given the small size of the networks used and the xed architecture, the synaptic weight v alues were individually coded as oating point n umbers on the chromosome. Each c hromosome in the population had the same constant length corresponding to the number of synaptic connections and neuron thresholds in the network. An initial population of individuals was created by assigning to each gene in the chromosomes a new value drawn from a uniform random distribution of continuous numbers within a small positive and negative range (see Appendix for all the numerical details of the experiments). Each individual, in turn, was decoded into the corresponding neural network, the input units were attached to the sensors of the robot and the output unit activations were directly used to set the velocity of the wheels. The robot was left free to move as a result of the activity g e nerated by the neural network while its performance was recorded and accumulated according to a pre-designed tness function. Each robot could move for a limited number of actions, each lasting a few hundred milliseconds. There was no synaptic change during the life of each individual. Between each individual and the next, a random velocity was applied to each wheel of the robot for 5 seconds in order to avoid artifactual in uences between successive i ndividuals in the same population and attempt to provide {on average{ similar starting conditions for all individuals.
When all the individuals in the population had been tested, three genetic operators {selective reproduction, crossover, and mutation{ were applied to create a completely new population of the same size. Selective reproduction consisted of a linear scaling of the tness values 21] followed by a probabilistic allocation of a number of ospring proportional to the tness value of each individual. All o spring, simple copies of their parents, were then randomly paired and a random single-point crossover was performed with a given probability. E a c h v alue of the newly gabbia.eps 86 55 mm Fig. 4 . Environment of the experiment o n n a vigation and obstacle avoidance.
obtained strings was then mutated with a given probability b y adding a small random value within a negative a n d positive m utation range (\biased mutation " 22] ). The neuron model is simply described by a linear sum of the incoming weighted inputs (the threshold is taken as the contribution of an additional weighted input coming from a neuron which is always active) ltered through a sigmoid squashing function. The synaptic connections can take positive or negative u n bounded values. In both experiments the neuron activation is updated approximately every 350 ms. The input units receive the activation values of the sensors and compress them in the continuous range 0-1. The number of input units varies between the two e xperiments, according to the number of sensors employed. Two output units are employed in both experiments. The activation of each output unit is used to set the velocity o f the corresponding wheel within a continuous range where 0.0 is maximum speed in one direction, 0.5 corresponds to absence of motion, and 1.0 is maximum speed in the other direction.
III. Navigation and obstacle avoidance
This rst experiment w as aimed at explicitly evolving the ability to perform straight n a vigation while avoiding the obstacles encountered in the environment. The tness function employed was very precisely engineered to achieve this type of behavior. Nevertheless, the evolved control systems displayed a numb e r o f i n teresting solutions that were indirectly instrumental to providing better performance (see 23] for a detailed discussion of the results).
A. The experiment The robot was put in an environment consisting of a sort of circular corridor whose external size was approx. 80x50 cm large (Figure 4) . The walls were made of lightblue polystyrene and the oor was made of a gray t h i c k paper. The robot could sense the walls with the IR proximity sensors. Since the corridors were rather narrow ( 8 -1 2 cm), some sensors were slightly active most of the time. The environment w as within a portable box positioned in a r o o m a l w ays illuminated from above b y a 6 0 -w att light bulb. The tness criterion was described as a function of three variables, directly measured on the robot at each time step, as follows,
where V is a measure of the average rotation speed of the two wheels, v is the absolute value of the algebraic di erence between the signed speed values of the wheels (positive is one direction, negative the other) and i is the activation value of the proximity sensor with the highest activity. The tness values are accumulated during the life of the agent and then divided by t h e n umber of steps. The function has three components: the rst one is maximized by speed, the second by s t r a i g h t direction, and the third by obstacle avoidance. Since the robot has a circular shape and the wheels can rotate in both directions, this function has a symmetric surface with two equal maxima, each corresponding to one direction of motion.
The neural network architecture was xed and consisted of a single layer of synaptic weights from eight input units (each connected to one of the IR proximity sensors placed around the body of the robot) to two output units (directly connected to the motors) with discrete-time recurrent c o nnections only within the output layer. Numerical details of the genetic runs are given in the Appendix. they never bumped into walls and corners, and succeeded in maintaining a straight trajectory when possible. They could perform complete laps of the corridor without turning on themselves ( Figure 6 ). These results are highly reliable and have been replicated in many runs of the experiment. Early during evolution the individuals evolved a frontal direction of motion, corresponding to the side where more sensors are available. Those individuals that moved in the other direction were very likely to get stuck in a convex corner without being able to detect it (because of the poor information provided by the two sensors) and, hence, soon disappeared from the population (see 14] for a similar example of evolutionary adaptation of the control system to the visual con guration of a simulated agent). When compared to the performance of a simple Braitenberg vehicle 24] (type 3c modi ed and implemented on Khepera to perform obstacle avoidance), our evolved robot displayed a better global performance, especially when facing concave corners. In fact, unlike the feedforward and internal symmetric structure of the Braitenberg vehicle which cannot drive the robot away from symmetric frontal obstacles, the evolved settings of the recurrent connections are such t h a t our robot never became trapped 23]. The best robots also displayed a self-regulation of the cruising speed (approximately three quarters of the maximum available speed) that depended upon the characteristics of the environment, the response properties of the sensors, and the refreshing rate of the neurons.
IV. Battery recharge
The goal of this new experiment w as to test the hypothesis that, when employing an evolutionary procedure, more complex behaviors do not necessarily have to be speci ed in the objective tness function, but rather emerge from a mere change of the physical characteristics of the robot and of the environment described in the previous experiment. More precisely, w e w ere interested in observing whether the robot discovered the presence of a place where it could recharge its (simulated) batteries and modify its global behavior by using an even simpler version of the tness function employed in the previous experiment.
A. The experiment
The environment employed for the evolutionary training consisted of a 40x45 cm arena delimited by w alls of light-blue polystyrene and the oor was made of thick g r a y paper ( Figure 7 ) as in the previous experiment. A 25 cm high tower equipped with 15 small DC lamps oriented toward the arena was placed in one corner. The room did not have other light sources. Under the light t o wer, a circular portion of the oor at the corner was painted black. The painted sector, that represented the recharging area, had a radius of approximately 8 cm and was intended to simulate the platform of a prototype of battery charger currently under construction. When the robot happened to be over the black area, its simulated battery became instantaneously recharged 2 .
Khepera was equipped with its basic set of eight infrared sensors (proximity sensors) whose activation is inversely proportional to the distance from an object. Two sensors, each on one side of the body, w ere also enabled for measuring ambient light. Additionally, another ambient l i g h t sensor was placed under the robot platform, pointing downward, and its signal was thresholded so that it was always active, except when over the black painted area in the cor- ner ( Figure 8 ). The robot was provided with a simulated battery characterized by a fast linear discharge rate (max duration: approx. 20 seconds), and with a simulated sensor giving information about the battery status. The reason why w e simulated the battery and the battery charger, rather than using the hardware available, is time. Considering that the built-in battery lasts about 40 minutes and it requires further 30 minutes for a full recharge, a complete evolutionary run with the same parameters used here would have taken something like 6 y ears, whereas our experiment lasted only 10 days. The neural network controlling the robot was a multilayer perceptron of continuous sigmoid units ( Figure 9 ). The hidden layer consisted of 5 units with recurrent connections 25] we did not attempt to optimize the number of units required and the connectivity pattern. Each robot started its life with a fully charged battery which was discharged by a xed amount a t e a c h time step: a fully charged battery allowed a robot to move for 50 time steps. If the robot happened to pass over the black a r e a the battery was instantaneously recharged and, thus, its life prolonged. An upper limit of 150 steps was allowed for each individual, in order to eventually terminate the life of robots that remained on the recharging area or that regularly passed over it.
Each individual was evaluated during its life according to the following tness function ,
where V is a measure of the average rotation speed of the two wheels and i is the activation value of the proximity sensor with the highest activity. The function has two components: the rst one is maximized by speed and the second by obstacle avoidance. It must be noticed that is a simpler version of the tness employed in the previous experiment because the component responsible for straight motion has been removed: thus a robot could achieve a reasonable performance even by simply spinning in a place far from the walls. The tness value was computed and accumulated at each step, except when the robot was on the black area (although later observations showed that the tness function itself yielded values extremely close to 0 when the robot was on the black area 3 ). The accumulated tness value of each individual (which depended both on the performance of the robot and on the length of its life) was then divided by the maximum number of steps (150) and stored away for the genetic operators. It should be noted that locating and passing over the recharging area is not treated as one of the main goals that the robot should achieve, but only as a possible behavioral strategy that could emerge to exploit the characteristics of the robot and of the environment. A di erent strategy could be {as mentioned above{ moving in circles at maximum speed in the centre of the arena.
B. Results
We left Khepera in a dark room lit only by the small light-tower, and monitored its evolution on our workstation for the next 10 days (each generation, initially lasting approx. 45 minutes, took increasingly longer time as the individuals started to locate the recharging area). From time to time we w ent i n to the room to replace some of the small light bulbs (when we realized that they were blown), but we never stopped evolution. Both the population average-tness and the tness of the best individual steadily increased along the corrsponding 240 generations (Figure 10) .
The increasing number of actions performed by the best individuals at each generation ( Figure 11 ) suggests that the robot gradually learned to pass over the recharging zone. The combined data of the best tness values and of the corresponding life durations showed that, mainly in the last 90 generations, the individuals increased their own life duration and spent a shorter period of time over the recharging area (recall that no tness value is given while the robot is over it). However, since from these data we could not draw more precise conclusions, we analyzed in 3 Indeed most of the time 0.0: due to the small size of the area and to the vicinity of the walls, both components are very close to zero. detail the behavior and the neural-network functioning of the best individual of the last generation.
C. Neuro-ethological analysis
We resorted to a method of analysis employed by ethologists and neurophysiologists by testing the robot behavior in a number of situations while recording all its internal (battery charge and neuron activations) and external (positions, sensor activations, motor activations) variables. For this purpose, Khepera was tted with the \helmet" for absolute position measurement (Figure 3) . We s y n c hronized the measuring device on the helmet with the neural network activation dynamics (one measure every 380 ms), loaded the best neural network of the last generation, and performed a number of tests.
In the rst test the robot was placed in the recharging area and left free to move while we recorded its battery level and motor activities ( Figure 12 ). The robot rapidly moves out of the recharging area where it returns only when its battery level is about 0.1 (that means about less than two seconds before a complete discharge, or approx. 5 steps). The robot is always extremely precise in timing its return to the recharging area, as it can be seen by the regularity of the peaks in the line corresponding to the battery level. Also, the period of time spent o ver the recharging area is reduced to a minimumnecessary to turn on itself and move out, as documented by the sharp increment of activity d i fference between the two motors in correspondence of the full charge level. The robot displays a preferential direction of motion (see Figure 12 ), although the sharpest turns in correspondence of the walls are performed by full acceleration of one wheel and full inversion of the other (thus turning in place). Most of the time the robot goes at nearly full speed along a slightly bended trajectory, and it always turns to the right when a wall is encountered. Once the robot has found the recharging zone, without regard to the starting position in the arena, it always manages to return to it a very large number of times, without necessarily performing always the same trajectories. However, the robot did not nd the recharging zone in the rst place from a few starting positions and orientations in the arena ( Figure 13 ). Nevertheless, it should be noted that the robot could indeed reach the recharging area from these locations if it was already moving: in fact, due to the recurrent connections on the hidden nodes, the same sensory information may yield di erent actions depending upon the previous history of the agent.
In another series of tests we positioned the robot at various locations and left it free to move while we recorded its position and the corresponding activations of the hidden nodes ( Figure 14 long nearly-straight trajectories across the arena until it arrived very close to a wall, where it performed a sharp turn. Although the trajectories were very di erent e v en when the robot started from the same location because of noise in the sensors, friction against the oor and sometimes against the walls, and internal recurrent states, it generally performed 3 or 4 turns before moving toward the recharging area. In order to understand the strategies employed for homing, we performed an analogous test with the light t o wer switched o ( Figure 15) . By comparing the behaviors in the two conditions (light on and light o ), it becomes apparent t h a t i n b o t h c a s e s the robot relies on a set of semi-automatic procedures to perform the turns at the walls and the semi-linear trajectories (although they are more curved when the light i s o ) . However, when the battery reaches a critical level, a somehow di erent behavioral strategy takes control which tries to correct the trajectory in order to reach the recharging area by using the information in the light gradient. When the light is o , this behavioral switch is documented by t h e beginning of the circular path in the middle of the arena in the likely attempt to nd a light source during the last 18 steps. These tests indicate that the robot starts planning the trajectory that will lead it to the recharging zone when the battery level is about one third of full charge, that is before the last turn against one of the walls in normal operating conditions. A con rmation of this hypothesis comes from the analysis of the states of the hidden nodes. Although their functioning is distributed and highly dependent on their previous states (in tests where all the recurrent connections were cut o the robot could not even navigate properly), it is possible to detect a certain degree of specialization. In particular, the node labelled v h4 seems to be responsible for battery check and path planning in the last steps. In all our \live-tests" it always kept a constant l o w level of activation (except for the two steps after the turns), but when the battery reached the critical level it progressively raised its activation state until the robot reached the recharging area. Hidden nodes v h0 and v h2 were nearly always highly active, except when approaching a wall: they are very likely to account for the automatic behavior of straight n a vigation and obstacle avoidance. Finally, hidden nodes v h1 and v h3 may contribute to path planning: the temporary change in activity o f n o d e v h1 after a turn suggests that it partially controls the trajectory, while the slight r i s e i n activity o f n o d e v h3 when the battery is low is synergic with the activity o f n o d e v h4.
To de nitely ascertain the ch o i c e o f d i e r e n t behavior strategies depending upon the battery charge level, we performed another test where we compared the trajectories of the robot with a fully charged battery (level 1.0) and a nearly-exhausted battery (level 0.12, i.e. max. 6 steps left). In both conditions the robot was positioned at four different locations equi-distant from the recharging area and regularly spaced. As clearly shown in Figure 16 , the robot accurately avoided the recharging area when the battery was charged and it moved straight t o ward it when the battery was low.
In order to better understand the functioning of the system, we clamped the signal coming from the recurrent connections to the average node activity and we measured a single activation of each hidden unit while the robot was placed at several regularly-spaced positions in the arena. The single \shots" for every location were taken in four di erent conditions: low battery and facing light, low b a ttery and facing direction opposite to light, full battery and facing light, and full battery and facing direction opposite to light 4 . These measures can be displayed as four maps { each for one of the measuring conditions{ of the environment with the corresponding activity l e v el of a single hidden unit. The resulting activity m a p s o f n o d e v h4 (Figure 17 ) display remarkable topographical representations of the environment that are also head-direction speci c because the major change in shape corresponds to the change in the facing direction. Similar activations map neighbouring locations in the environment. The organization of the resulting map is regularly oriented toward the recharging area when the robot faces the corner opposite to the light tower, but it displays a completely di erent pattern when the robot faces the light t o wer. Although the geometrical organization in the former situation is more regular, in the latter situation (when the robot faces the light) one can still recognize the recharging area and a sort of gate before it (the entrance of the virtual gate actually corresponds to the robot preferred approaching direction). Also the other neurons display a topological organization (but not so precise), except for node v h0. Most of them are not headdirection speci c (although node v h3 displays an activity pattern close to that of node v h4).
V. Discussion
Genetic algorithms can be successfully used to develop the control system of a real mobile robot. We h a ve c o ntrasted two methods of developing behaviors in two s e parate experiments. The rst method {used in the rst experiment{ consists in a detailed speci cation of the tness function that is tailored for a precise task. Although this choice may provide interesting and successful results, the behavior of the evolved agent depends upon the choice of the experimenter. In this sense, there is not much d i fference between the tuning of the objective function in a supervised neural algorithm and the engineering of the tness function in the genetic algorithm. In this case, the design of the tness function even for a simple task requires some e ort and empirical trials because it is not possible to identify and specify in advance the desired actions of an autonomous agent 11], 15]. Additionally, the evolved agent can hardly be said to be autonomous because its behavior is dictated by the experimenter 2]. An alternative method is to consider the tness measure not as a detailed and complex function to be optimized in order to achieve a desired behavior, but rather as a general survival criterion that is automatically translated into a set of speci c constraints by the characteristics of the interactions between the organism and the environment. If one follows this approach, the adaptation process yields ecologically-grounded behavior (i.e., necessary for survival), rather than a mere task. The second and main experiment described here has been conceived within this latter framework. We h a ve lifted one main constraint from the tness function and we h a ve allowed a richer interaction between the robot and the environment. Straight n a vigation, location of the battery charger, and timely homing are sub-goals created by t h e agent itself in order to maximize a more general and indirectly related tness function. The spirit of our approach consists in making arti cial evolution closer to natural evolution: Darwinian evolution is not an optimization algorithm, it has no sense of predetermined goal-directedness, but is rather a dynamic process governed by the principle of the survival of the individual 26]. To this extent, our methodology goes along the lines of those who think that the tness function is not a global and precisely de ned criterion, but is rather a characteristic of the individual and of the environment where it lives 27], 28], 29] and, hence, it may also change with time 30]. Although we have still maintained a vague global performance criterion and we h a ve not taken into consideration the important in uence of sociogenetic and ontogenetic learning 26], our results are the rst showing that these principles can be applied to robot learning in order to obtain more complex and meaningful behaviors. Following on this principle, it would be interesting to try the same experiment b y eliminating the tness function and simply reproducing those individuals that live longer.
The behavior of the evolved agent r e l i e s o n a t o p o l o g ical neural representation of the world that was gradually built through a process of interaction with the environment. The few failures in reaching the recharging area from some starting locations ( Figure 13 ) thus might be due to a sub-optimal or not fully formed map (when we stopped the evolutionary process, the tness measure was still increasing, as shown in Figure 10 ). The functioning of node v h4 (Figure 17 ) vaguely resembles the classic ndings about the organization of the rat hippocampus, where most of the cells are \place cells", i.e. they re only when the rat is in a particular portion of its environment 31]. Given the constraints of our neural model (few nodes, continuous activation, discrete dynamics, and homogeneous properties), the similarity b e t ween the rat hyppocampus and the control system of the robot is only functional: whereas the rat \knows" its own location by the ring of some speci c place-cells, the evolved agent represents this information in terms of speci c activation levels. With regard to the head-direction activity o f n o d e v h4, agreement (in functional terms) is found with recent ndings about the existence of few \head-direction" cells (whose ring modality depends upon the direction of the rat's head) in regions neighbouring the rat hippocampus 32]. All this amounts to saying that the behavior of the evolved robot cannot be purely explained by a stimulus-reaction paradigm because it is mediated by the autonomous development o f a n i nternal representation of the environment w h i c h re ects the goals de ned by the robot itself (a similar conclusion was Figure 17 where, to make things even more complicated, the activation levels are very similar in the two battery conditions (low battery and full battery). Node v h4 is nevertheless responsible for monitoring the battery level, but this feature is revealed only during the free running of the robot (Figure 14 and Figure 15 ) 5 . On the other hand, the orienteering function is not apparently revealed when the measures are taken during a free run: in this case the underlying representation of the environment i s masked by the pattern of temporal activity sustained by the continuous (approximated by discrete dynamics) ow of information from the recurrent connections that is used to monitor the battery charge. Such a dual and concurrent processing modality has been hypothesized for biological neurons 34] too, but it can be hardly analyzed in living organisms because of technical di culties. However, it can be displayed and thus analyzed in arti cial neural network models which h a ve recurrent (discrete or continuous) dynamics. It remains to be seen whether this feature emerges only when the neural network is embedded in a sensorimotor agent and the learning is not controlled by gradient descent techniques, or whether it is a more general computational strategy of these types of networks.
We h a ve succeeded at replicating the results of the second experiment with di erent initial synaptic weight v alues (the adaptation process was much faster reaching comparable performances in 150 generations), but we succeeded only partially when we i n troduced obstacles in the environment. When we i n troduced obstacles (small circular shapes of the same material as the walls) from the beginning of the evolutionary run, the robot did not learn to reach r e gularly the recharging area. In order to make the tness surface smoother, we adopted a more gradual approach b y introducing obstacles only after that the robot learned to locate the recharging area (see 35] and 36] for a similar procedure). The resulting behavior was not completely satisfactory, although the robot displayed some degree of adaptation to the new environment (this experiment l a s t e d almost 1,000 hours): the best individuals could reach t h e recharging area only from a very few starting positions. This limitation poses a serious question on how w ell our simple method would scale to harsher environments. Our opinion is that allowing the agent to learn during its life (for example with a local reinforcement learning algorithm) would help to circumvent these di culties. If an agent displays adaptation capabilities during its life, the evolutionary process becomes more powerful and robust because the selection procedure can evaluate a large set of values for each string (due to the oscillations of performance on the tness surface caused by synaptic change), rather than a single value 37] as in our case. Some experimental results on the evolution of simulated learning agents have shown both a speed-up in the convergence time 38] and the ability t o d e a l w i t h a v ery complex environment 39]. Our current w ork is focusing on this approach.
An alternative solution to the scalability problems outlined above and to the reduction of the evolution time could be provided by a more e cient genetic encoding that would use more compact or suitable representations which capture the essential features of a neural network model. Although these methods can evolve modular architectures that are suited to the requirements of the task, it is still premature to assess the superiority of one approach o ver the other for the evolution of real robots.
VI. Related work
There is a large literature on the application of evolutionary techniques to the design and training of neural networks (see 47] for a speci c bibliography, 48], 49], 50] for a description of the various approaches employed, and the 1993 special issue on Evolutionary Computation of the IEEE Transactions on Neural Networks for an outline of more recent results). Only a small subset of this corpus of research focuses on the development of autonomous agents and the results are mostly based on computer simulations, rather than on real robots. Nevertheless, the research r eported here is based and variously related to some of these contributions, which w e brie y mention below.
Cli 51] provides a theoretical background for the study of simulated organisms situated in closed environment a n d de nes Computational Neuroethology as the attempt to relate behavior with the activity o f n e u r a l m e c hanisms using the methodology of computational neuroscience (a similar approach is described also in 52]). On similar lines is the work by P arisi, Cecconi and Nol 9] who also stress the importance for an evolving organism to learn to predict the sensory consequences of its own actions in order to develop an internal world model. Beer and Gallagher 11] use a genetic algorithm to develop a set of chemotactic behaviors for a simulated agent with a circular and symmetric structure (geometrically similar to the robot employed in our experiments) and to control locomotion of a six-legged agent. In their work they evolve the synaptic weights of continuous-time recurrent neural networks. Several explorations in this direction have been described by Cli , Husbands, and Harvey in a number of papers. Their major claim is that arti cial evolution represents an alternative and more fruitful approach (contrasted to design by hand) to developing the control systems of autonomous mobile robots 12]. In their view the evolutionary method should be incremental 53] and operate on recurrent real-time neural networks 54]. They suggest that some sort of visual processing is necessary for evolving non-trivial behaviors, but also say that careful simulations of the robot and of the robot/environment i n teractions can be necessary because of time constraints. Developing on these lines, they present results of several evolved behaviors for a simulated robot w i t h a v ery simple visual system 55], 56], 57], 14]. Floreano 35] has studied the evolution of a simulated agent w h o developed the ability to reach a nest where it could eat the food found in the external environment. Since the tness function was simply the number of food objects eaten, the location of the nest and the ability to periodically visit it was an indirect achievement, in analogy with what found in the experiments on battery recharge reported here. Similarly, reaching for a hidden location by means of visual landmarks has been reported by T reves, Miglino and Parisi 58] in evolved simulated agents. Their analysis of the resulting neural activity (in simple feed-forward architecture) reveals a functional analogy with the neural mechanisms employed by rats to navigate and resembles the topological patterns of activity described here (Figure 17) .
Neural networks are not the only structure that have been used to evolve s i m ulated autonomous agents. The evolution of programs (whose composition is similar to the symbolic expressions found in Lisp), also termed Genetic Programming by its inventor Koza 10] 46] , 20], this method is not guaranteed to work in more complex domains. The di culty of making faithful simulations of complex visually-guided robots, has led a group of researchers to apply the evolutionary procedure directly on a real robot 64]. Harvey, Husbands, and Cli have e v olved targetapproaching and object-following behaviors on a real robot with a circular body and a rotating camera suspended from a gantry-frame which allows 2-dimensional motion on the surface of the environment 36]. The evolution of the morphology of the visual system along with the structure of the neural network has resulted in smart and economical, but e cient, solutions. However, the development o f i ncreasingly more complex behaviors was achieved by u s i n g speci cally-engineered tness functions and by resorting to an incremental approach.
Our approach is also related to two researches reported in this special issue which employ e v olutionary training of neural controllers, although both resort to a simulation for the training phase. Baluja shows that genetic algorithms can provide strategies to control an autonomous land vehicle (ALVINN) that are comparable to those found by a supervised learning algorithm 65]. The main di erence from our work is that Baluja knows exactly what are the appropriate actions that the vehicle should take in the situations employed for training and can exploit this knowledge to assess the performance of the neural networks. Meeden compares the behavioral strategies developed by a reinforcement learning algorithm and a genetic algorithm for a robot that must either seek or avoid a light source while avoiding obstacles 66]. Her research is close to ours because she employs the same type of neural network (with the same number of hidden units) and genetic encoding, a similar evolutionary procedure, and a similar environment, but it di ers in that the goals of the robot are explicitly included and weighted in the tness function (as in our benchmark experiment). Given the complementary solutions found by the reinforcement learning and the evolutionary procedure, she supports our conclusions suggesting that a method that combines ontogenetic and phylogenetic learning seems to be more promising than either technique in isolation.
VII. Summary
We h a ve described the application of an evolutionary procedure to a real mobile robot in two di erent settings. In the rst experiment t h e e n vironment and the robot shell 20] were very simple, and the tness function was very detailed and aimed at developing a speci c behavior, i.e. straight n a vigation and obstacle avoidance. The results displayed the evolution of e cient strategies which partially relied on the autonomous development of a frontal direction of motion and of the most appropriate cruising speed. In the second experiment w e lifted several constraints by increasing the complexity o f t h e e n vironment (adding an oriented light source and a simulated recharge station) and of the robot shell (adding more sensors and a simulated battery), and decreasing the complexity of the tness function. These modi cations allowed a larger number of degrees of freedom in the interactions between the robot and its environment. Since the tness values were summed during the life of the individual (as in the previous experiment), the introduction of variable life length gave a n e v olutionary advantage to those individuals who autonomously discovered the location of the recharge station and learned how t o use it. The evolved behaviors displayed characteristics of self-su ciency because the robot could keep itself \alive" by periodically charging its own simulated battery. A s i n the case of animals, this behavior relied on two important stages: the monitoring of the \physiological" variable (the level of the battery charge), and the calibration of the monitored message (i.e. the decision about when to initiate the sequence of actions needed for reaching the recharging area) 1].
The experiments showed that it is possible to perform behavior engineering 20] of intelligent a g e n ts without resorting to the abstract design of their cognitive abilities and arti cially restricting its range of actions. The results stressed the importance of situation assessment in adaptive agents 19] for the autonomous development o f i n telligent behaviors and interesting computational strategies. Francesco Mondada is a PhD student a t the MicrocomputingLaboratory(LAMI) of the Swiss Federal Institute of Technology of Lausanne, Switzerland (EPFL). An engineer in microtechnics of the EPFL, he received in 1994 an MSc in Computer Science from this same school. Since 1991, he has been working on mobile robotics, especially on the miniature mobile robot Khepera. His main interest is the development of methodologies for the design of control structures for autonomous mobile robots.
