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»Jeder Irrtum ist ein Schritt zur Wahrheit.«
Jules Verne
Kurzversion
Diese Arbeit befasst sich mit der Manipulation der Magnetisierung in einem Multifer-
roikum und in einer Permalloy Nanostruktur.
Im multiferroischen CoFe2O4-BaTiO3 Nanokompositsystem konnte durch oberflä-
chensensitive Messmethoden und Röntgenbeugungsexperimente nachgewiesen werden,
dass ein selbstorganisiertes Wachstum vorliegt. Es lässt sich eine Phasentrennung
zwischen den ferrimagnetischen CoFe2O4-Säulen und der ferroelektrischen BaTiO3-
Matrix feststellen. Beide Phasen besitzen eine hohe kristalline Ordnung, wobei für das
CoFe2O4 gegenüber dem Volumenwert eine um ≈ 0.5 % reduzierte Gitterkonstante
bestimmt wurde. Messungen der magnetischen Eigenschaften zeigen, dass durch diese
strukturelle Verzerrung eine uniaxiale magnetische Anisotropie im Nanokomposit er-
zeugt wird. Auf Grund der elastischen Kopplung beider Phasen an deren Grenzflächen
lässt sich, mit Hilfe eines externen Magnetfeldes, eine Deformation des gesamten Nano-
komposites hervorrufen. Mittels XLD-Messungen kann ein direkter, elementspezifischer
Zusammenhang zwischen der Orientierung der Magnetisierung (d.h. dem resultieren-
den magnetischen Moment des Co und Fe) und dem elektrischen Dipolmoment des
BaTiO3 (bestimmt durch die Position des Ti) nachgewiesen werden. Die elektrischen
Eigenschaften des Nanokomposites können daher mit einem externen Magnetfeldes
kontrolliert werden.
Der zweite Bereich dieser Dissertation befasst sich mit der Beschreibung von dynami-
schen Prozessen einer Magnetisierung, die durch ein externes Hochfrequenzfeld angeregt
wird. Hierzu wird ein mikromagnetisches Simulationsverfahren vorgestellt, mit dem
sich Experimente zur Ferromagnetischen Resonanz modellieren lassen. Um die Qualität
des Verfahrens zu überprüfen, wurde die mikromagnetische Simulation der Dispersi-
onsrelation der uniformen Mode (Resonanzlinienbreite und -position) eines dünnen
Permalloy-Film in der Filmebene mit den Vorhersagen analytischer Theorien (Kittel)
verglichen. Es konnte eine maximale Abweichung von ≈ 0.02 % ermittelt werden.
Des Weiteren wurden die Dispersionsrelationen einer Permalloy-Leiterbahn in zwei
magnetisch unterschiedlichen Orientierungen gemessen und simuliert. Im Gegensatz zum
unstrukturierten Film, lassen sich verschiedene Arten von Anregungsmoden identifizie-
ren. Es werden Modelle erläutert, anhand derer das Verhalten dieser Moden qualitativ
wiedergeben werden kann. Dabei wird berücksichtigt, dass dynamische Entmagneti-
sierungsfelder und Inhomogenitäten im statischen Entmagnetisierungsfeld auftreten.
Auf Grund dieser Felder ist eine Analyse der Resonanzpositionen mittels der Kittelglei-
chung nicht möglich bzw. müssen Hilfsannahmen wie eine effektive Leiterbahnbreite
eingeführt werden. Der Vergleich von simulierten und gemessenen Anregungsmoden
zeigt, dass die hohe Abweichung bestimmter Anregungsmoden auf die Rauigkeit der
Leiterbahnränder zurückgeführt werden kann. Des Weiteren weicht entweder die Sätti-
gungsmagnetisierung des Probensystem, gegenüber dem Volumenwert von Permalloy,
um ≈ 10 % ab, oder es liegt ein reduzierter g-Faktor von g = 2.045 vor.
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Abstract
The present work deals with the manipulation of the magnetization in a multiferroic
system and in a permalloy nanostructure.
A multiferroic CoFe2O4-BaTiO3 nanocomposite shows a self-organized growth, as
determined by surface sensitive methods and X-ray diffraction experiments. A phase
separation between the ferrimagnetic CoFe2O4 pillars and the ferroelectric BaTiO3
matrix is observed. Both phases have a high crystalline order. The lattice constant of
the CoFe2O4 is reduced by ≈ 0.5 % compared to the bulk value. Due to this structural
distortion, a uniaxial magnetic anisotropy is generated in the nanocomposite. Since
there is an elastic coupling at the interfaces between the two phases, a deformation of
the entire nanocomposite can be achieved by applying an external magnetic field. A
direct, element-specific correlation between the orientation of the magnetization and the
electric dipole moment of the BaTiO3 could be revealed using XLD measurements. The
results show that it is possible to control the electrical properties of the nanocomposites
by means of an external magnetic field.
Furthermore, in this thesis the dynamic processes of an externally driven magnetisa-
tion are discussed. For this purpose, a micro-magnetic simulation method is presented
to model ferromagnetic resonance experiments. To check the quality of the method,
the dispersion relation of the uniform mode (resonance linewidth and field) of a thin
permalloy film has been simulated with external field applied within the film plane and
compared with the predictions of conventional theory (Kittel). As result a maximum
deviation of ≈ 0.02 % was observed.
In addition, the dispersion relations of a Permalloy stripe were measured and simula-
ted in two different magnetic orientations. In contrast to the unstructured film, various
types of excitation modes can be identified. Models are described, by which the behavi-
or of these modes can be understood qualitatively. The models take into account that
dynamic demagnetization fields and inhomogeneities in the static demagnetizing field
occur. Due to these inhomogeneous demagnetizing fields an analysis of the resonance
positions in terms of Kittel’s equation is not possible and auxiliary assumptions must be
introduced such as an effective stripe width. Comparising the simulated and measured
excitation modes, conclusions on the magnetic parameters of the sample can be drawn.
The discrepancy between certain, measured and simulated excitation modes can be
attributed to the roughness at the stripe edges. Additionally, there is evidence that
either the saturation magnetization of the sample system differs by ≈ 10 % compared
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In der gegenwärtigen Welt lässt sich in den letzten Jahren ein rasanter Anstieg der
Technisierung der Gesellschaft feststellen. Dabei beschränkt sich die Verwendung von
computergestützten Systemen nun nicht mehr nur auf den Bereich von Forschung und
Wissenschaft. Vielmehr besitzt in den Industrienationen durch die Entwicklung neuer
Techniken ein Großteil der Bevölkerung Zugang zu dieser Technologie. Es existieren
immer mehr Systeme, die im täglichen Leben eingesetzt werden und dieses erleichtern
können. Da die Komplexität der dazu verwendeten Programme und Anwendungen
zunimmt, muss ein ständiger Anstieg der Speicherkapazität gewährleistet werden.
Der stete Fortschritt auf dem Gebiet der Miniaturisierung im Herstellungsprozess
hat die Technologie der magnetischen Speichermedien vorangetrieben. Grundlegende
Kenntnisse über die dynamischen Prozesse einer lokal begrenzten Magnetisierung sind
unverzichtbar für weitere Verbesserungen dieser Technik. Des Weiteren wird auf Grund
der starken Expansion der Informationstechnik, der damit verbundenen Ressourcen-
verknappung und dem erhöhten Energieverbrauch, nach alternativen Möglichkeiten
gesucht, Informationen energieeffizient zu speichern bzw. zu manipulieren.
1.1 Motivation
Die vorliegende Dissertation lässt sich in zwei unterschiedliche Bereiche unterteilen, die
sich beide thematisch mit der Manipulation von Magnetisierungen befassen.
(1) In der jüngeren Vergangenheit hat sich ein verstärktes Interesse am Verständnis
und der Entwicklung von multiferroischen Materialien entwickelt [Ram07, Kam12]. Da-
bei werden solche Stoffe als multiferroisch bezeichnet, die sowohl eine ferromagnetische
als auch eine ferroelektrische Ordnung aufweisen. Mittels dieser Klasse von Materialien
besteht die Möglichkeit eine Vielzahl von Anwendungen zu realisieren, die zu einer
neuen Speichertechnik führen könnten [Sco07, Fie05]. So ist z.B. ein Ziel ein Bauele-
ment zu entwickeln, das durch die Kopplung der ferroischen Eigenschaften ermöglicht,
die Magnetisierung einer Nanostruktur ausschließlich durch anlegen eines elektrischen
Feldes zu kontrollieren [Kle09a]. Diese Art von Bauelement bietet einen entscheidenden
Vorteil gegenüber der bisherigen Technik, da es keinen direkten Stromfluss benötigt.
Dies vermeidet eine Erwärmung des Systems auf Grund von elektrischen Verlusten und
ist somit wesentlich energiesparender und robuster. Die Suche nach einem geeigneten
Material, welches bei Raumtemperatur ein intrinsisches Multiferroikum ist, gestaltet
sich als schwierig. Zumal Veränderungen der Eigenschaften solch eines Materials sich
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immer auf beide ferroische Eigenschaften auswirken [Eer06, Hil00]. Daher wird ver-
stärkt in Richtung einer alternativen Kompositstruktur gearbeitet. In jenen Strukturen
sind die ferroelektrischen und ferromagnetischen Phasen von einander getrennt, so dass
die Möglichkeit besteht, jede Phase einzeln für den Betrieb bei Raumtemperatur zu
optimieren. Dabei ist es durch die geeignete Wahl der Herstellungsparameter möglich,
dass sich im Bereich von einigen 100µm ein selbstorganisiertes Wachstum (auf Nano-
meterbasis) des Komposites zeigt [Nan08]. In derartigen Strukturen wird die elastische
Kopplung zwischen den beiden Phasen ausgenutzt, um so ein multiferroisches Verhalten
des Komposits zu erzeugen [Eer07, Run74]. Das heißt, für solch ein System wird zum
einen ein piezoelektrisches Material benötigt und zum anderen sollte ein Material mit
einem hohen magnetostriktiven Verhalten verwendet werden. Als ein Prototyp bietet
sich ein Komposit aus BaTiO3 und CoFe2O4 an, welches die geforderten Eigenschaften
erfüllt und zudem keine Seltenen Erden enthält. Für dieses System ist bekannt, dass es
bei bestimmten Herstellungsbedingungen ein selbst organisiertes Wachstum aufweist,
indem sich Säulen von CoFe2O4 in einer Matrix aus BaTiO3 bilden [Zhe04b]. Wird
an diese System eine elektrische Spannung angelegt, dann ruft diese eine Verzerrung
der Matrix hervor, welche sich wiederum über die elastische Kopplung auf die Ma-
gnetisierung der Säulen überträgt. Um ein besseres Verständnis für diesen Effekt zu
erhalten, ist es unerlässlich, eine ausführliche Kenntnis über die auftretende Kopplung
zu gewinnen. Dazu sind im Rahmen dieser Arbeit zunächst Verbesserungen an einer
Aufdampfanlage vorgenommen worden, mit dem Ziel eigene Kompositproben herstellen
zu können. Diese wurden im Bezug auf strukturelle als auch magnetische Eigenschaften
ausführlich charakterisiert. Die daraus erhaltenden Erkenntnisse dienen als Grundlage
für die Interpretation weitergehender Untersuchungen mittels linearen Röntgendichro-
ismus. Mit Hilfe dieser Technik konnte die elastische Kopplung der beiden Phasen auf
atomarer Basis nachgewiesen werden.
(2) Wurde im vorherigen Themenbereich ein System vorgestellt, dass für die An-
wendung in einem Bauelement bestimmt ist, befasst sich ein weiterer Bereich der
vorliegenden Arbeit mit den grundlegenden dynamischen Eigenschaften einer Magneti-
sierung. Da dies eine fundamentale Eigenschaft darstellt, die bei jeder Manipulation
einer Magnetisierung auftritt, sind Erkenntnisse in diesem Bereich für Anwendungs-
elemente, wie z.B. Speichermedien von entscheidender Bedeutung [Lau11, Mos02].
Dabei stützen sich die Modelle zur Beschreibung der Magnetisierungsdynamik auf die
Landau-Lifschitz-Gleichung [Lan35]. Durch fortschrittliche Produktionstechniken ist
es möglich geworden, nun nicht nur Eigenschaften von magnetischen Filmen zu un-
tersuchen, sondern auch strukturierte Systeme auf einer Nanometerskala herzustellen
[Vie00, Man13]. Mit Hilfe dieser Technik besteht die Möglichkeit, Systeme wie z.B.
ein “Racetrack”-Speicher zu realisieren [Par08] oder Informationen in der Orientierung
eines Vortexzustandes zu speichern [Wae06, Cow07]. Damit sich solche Elemente nicht
nur konstruieren lassen, sondern sie auch auf ihre Funktion hin optimiert werden kön-
nen, ist es zwingend notwendig, die Prozesse der Spindynamik auch auf Basis eines
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nanostrukturierten Systems zu verstehen.
Als eine Methode die einen direkten Zugriff auf die Größen in der Landau-Lifschitz-
Gleichung erlaubt und damit auch Aussagen über dynamische Prozesse zulässt, hat sich
die Ferromagnetische Resonanz (FMR) etabliert [Lin08]. Dabei ist dies eine integrale
Messmethode und durch ihr Auflösungsvermögen nur bedingt dazu geeignet einzelne
Nanostrukturen zu untersuchen [Far98]. Um das Auflösungsvermögen zu verbessern,
sind in der Vergangenheit einige Modifikationen des Messverfahrens vorgenommen
worden, so dass es derweil möglich ist, einzelne magnetische Leiterbahnen mittels der
ferromagnetischen Resonanz zu analysieren [Cos06, Ban11, Ort88]. Diese Entwicklung
ist bis zum heutigen Tage nicht abgeschlossen. Es werden bestehende Techniken weiter
verbessert, um nicht nur ein hohes Auflösungsvermögen zu garantieren, sondern auch
mehr Informationen über das dynamische Verhalten zu erlangen.
Um jedoch den physikalischen Ursprung der so erhaltenen Messsignale zu identifizie-
ren und so ein weitreichendes Verständnis für die auftretenden dynamischen Prozesse
zu gewinnen, ist es hilfreich, die Vorgänge des Experimentes in ein numerisches Mo-
dell zu übertragen, dessen Ergebnisse zu interpretieren und mit den entsprechenden
Messungen zu vergleichen. Dazu sind in dieser Arbeit mikromagnetische Simulationen
durchgeführt worden, wobei eine zusätzliche Routine entwickelt wurde, die es ermög-
licht, eine Messung der ferromagnetischen Resonanz an einem komplexen magnetischen
System zu simulieren.
Im Rahmen einer Kooperation sind Permalloy (Eisen-Nickel-Legierung) Leiterbah-
nen hergestellt und mit Hilfe eines neu erstellen FMR-Messaufbaus untersucht worden
[Rec13]. Dieser Messaufbau erlaubt es, die Magnetisierung einer isolierten Nanostruktur
durch Einstrahlung variabler Frequenzen anzuregen. Dabei basiert die Detektion auf
der Grundlage des anisotropen Magnetowiderstandes, dessen Auflösungvermögen es
zulässt, schon kleine (oder sehr lokale) Anregungen zu messen [Mec07]. Entsprechende
Messungen an der Leiterbahn zeigen eine Vielzahl von verschiedenen Anregungsmoden,
die sich durch ihren Frequenzverlauf von einandern unterscheiden. Um die dynamischen
Prozesse zu verstehen, die zur Entstehung dieser Moden führen, ist es erforderlich, die
Messsignale eindeutig einer bestimmten Anregung zuzuordnen. Diese Zuordnung ist
mittels des entwickelten Simulationsverfahrens möglich geworden, so dass sich der phy-
sikalische Ursprung der Anregungen diskutiert lässt. Dabei hat sich herausgestellt, das
der Einfluss des Entmagnetisierungsfeldes solch einer Leiterbahn nicht zu vernachlässi-




Kapitel 1 - Einführung
In diesem Kapitel wird die vorliegende Arbeit in einen Zusammenhang zu aktuellen
physikalischen Entwicklungen gestellt.
Kapitel 2 - Theoretische Grundlagen
Zu Beginn dieses Kapitels wird eine Einführung in die Grundlagen eines Ferroma-
gneten gegeben, dabei wird speziell auf die im Weiteren benötigten Eigenschaften
eingegangen. Mit Hilfe des Landau-Lifschitz Formalismus werden die dynamischen
Eigenschaften einer Magnetisierung diskutiert und im Zuge dessen die Messmethode
der ferromagnetischen Resonanz vorgestellt. Es werden unterschiedliche magnetische
Anisotropiebeiträge betrachtet, mit einer ausführlichen Darstellung der Einflüsse der
geometrischen Form eines quaderförmigen Systems auf die Magnetisierungsdynamik.
Des Weiteren werden verschiedene Moden eines ferromagnetischen Systems gezeigt,
die sich mittels der ferromagnetischen Resonanz anregen lassen. Abschließend findet
sich eine Beschreibung des Röntgen Lineardichroismus und dessen Möglichkeiten zur
Untersuchung von Kristallstrukturen.
Kapitel 3 - Herstellungsprozess und Wachstumsverhalten
Zunächst widmet sich dieses Kapitel dem Aufbau einer mikrostrukturierten Permalloy-
Leiterbahn, welche als Grundlage für die durchgeführten Simulationen dient. Danach
wird die Herstellungstechnik der gepulsten Laserdeposition erläutert. Dieses Verfahren
ist für die Produktion von BaTiO3 - CoFe2O4 Kompositen verwendet worden, da-
her wird die dafür genutzte Präperationskammer detailliert beschrieben. Ein weiterer
Abschnitt stellt die, für die Anlage spezifischen Herstellungsparameter vor und das
Wachstumsverhalten der einzelnen Komponenten bzw. des Komposits wird beschrieben.
Kapitel 4 - Ergebnisse und Diskussionen
Es werden Messungen vorgestellt, mit denen sowohl strukturelle als auch magnetische
Eigenschaften einer BaTiO3 - CoFe2O4 Kompositprobe untersucht worden sind. An
der so vorcharakterisierten Probe sind im Weiteren mittels Röntgen-Lineardichroismus
die Einflüsse eines von außen angelegten Magnetfeldes auf die Kristallstruktur des
BaTiO3 analysiert worden.
Ein weiterer Teil dieses Kapitels erläutert das Verfahren zur Berechnung von Spek-
tren der ferromagnetischen Resonanz mit Hilfe von mikromagnetischen Simulationen.
Dabei wird anhand einer Permalloy Leiterbahn diskutiert, wie sich Variationen von
verschiedenen Simulationsparameter auf die Simulationsergebnisse auswirken.
Mit den so optimal bestimmten Parameter wird an dem Beispiel eines unendlich
ausgedehnten Films eine frequenzabhängige Dispersionsrelation berechnet. Die Resulta-
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te dieser Siumation werden mit den Vorhersagen des Kittelformalismus verglichen, so
dass dadurch eine Aussage über die Qualität der Simulationen getroffen werden kann.
Im Folgenden werden Dispersionsrelationen einer Permalloy-Leiterbahn in magne-
tisch leichter und schwerer Richtung gezeigt. Die dort auftretenden Anregungsmoden
werden identifiziert und Modelle erstellt, die ihre physikalischen Ursprünge beschreiben.
Zu jeder Richtung werden entsprechende Messungen vorgestellt, die in einen Zusam-
menhang mit den Simulationen gebracht werden.
Kapitel 5 - Zusammenfassung
In diesem Kapitel werden die Ergebnisse dieser Dissertation zusammengefasst.
Kapitel 6 - Anhang
Im Anhang befinden sich eine Vielzahl von Herleitungen oder zusätzlichen Berechnun-
gen. Diese übersteigen den Rahmen der Arbeit, sind jedoch zum Verständnis einiger
Sachverhalte hilfreich. Des Weiteren sind dort kommentierte OOMMF-Quelldateien





Um eine bessere Interpretation für die in der vorliegenden Arbeit untersuchten phy-
sikalischen Phänomene zu gewährleisten, werden in diesem Kapitel die theoretischen
Grundlagen erläutert. Da im Rahmen der Dissertation ausschließlich magnetische Sys-
teme behandelt wurden, beginnt das Kapitel mit einer Einführung in die grundlegenden
Eigenschaften eines Ferromagneten. Auf diese wird im weiteren Verlauf immer wieder
zurückgegriffen, um komplexere Vorgänge zu diskutieren. Eine besondere Gewichtung
liegt dabei auf dem Abschnitt des Einflusses der Formanisotropie auf einen ferroma-
gnetischen Körper, da dieser einer der wesentlichen Effekte zum Verständnis der im
Kapitel 4 (Ergebnisse und Diskussionen) gezeigten Systeme ist. Des Weiteren ist eine
ausführliche Beschreibung der Messmethode der ferromagnetischen Resonanz zu fin-
den, da diese sowohl in Experiment als auch Simulation die hauptsächlich angewandte
Untersuchungsmethode ist. Abschließend werden noch die Grundlagen des Röntgen-
Lineardichroismus vorgestellt, um die Ergebnisse dieser Arbeit interpretieren zu können,
die an Synchrotrons gesammelt worden sind.
2.1 Die Austauschwechselwirkung
Im Gegensatz zu Paramagneten, bei denen vorhandene magnetische Momente nur mit
externen magnetischen Feldern wechselwirken, existieren in einem ferroischen Festkörper
unkompensierte magnetische Momente, die unterhalb der Ordnungstemperatur (im
Falle eines Ferromagneten ist das die Curie-Temperatur [Ber92, Cur95]) durch die
Austauschwechselwirkung gekoppelt sind und sich spontan parallel (Ferromagnetismus)
oder antiparallel (Ferri- und Antiferromagnetismus) zueinander ausrichten. Um dieses
Phänomen möglichst anschaulich beschreiben zu können, bleibt man häufig im Bild
der lokalisierten magnetischen Momente, welches auch in dieser Arbeit im Weiteren
verwendet wird.
Als Ursache für die Austauschwechselwirkung findet sich das Pauli-Prinzip [Pau25],
wonach die Gesamtwellenfunktion ψg(r1, r2, s1, s2) zweier überlappender elektronischer
Ladungsverteilungen antisymmetrisch sein muss, da es sich um Fermionen handelt.
Die Gesamtwellenfunktion lässt sich als ein Produkt aus Orts- φ(r1, r2) und Spinwel-
lenfunktion χ(s1, s2) darstellen ψg(r1, r2, s1, s2) = φ(r1, r2) · χ(s1, s2). Auf Grund der
benötigten Überlappung, hat diese Wechselwirkung für lokalisierte Momente einen
sehr kurzreichweitigen Charakter bzw. es kann in guter Näherung davon ausgegangen
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werden, dass diese Wechselwirkung nur zwischen der Anzahl nächsten Nachbarn N be-
steht. Diese Annahme hat besondere Bedeutung für die im weiteren Verlauf vorgestellte
(siehe Abschnitt 4.3.1) Methode, zur numerischen Berechnung verschiedenster magneti-
scher Systeme. Es existieren in der Natur durchaus Austauschphänomene mit größerer
Reichweite, wie zum Beispiel der Superaustausch, bei diesem koppeln zwei magnetische
Momente über Zwischenatome [And50] (als klassisches Beispiel sei der MnO-Kristall
genannt). Diese Art des Austausches hat für diese Arbeit jedoch keine Relevanz und
wird im Weiteren auch nicht betrachtet. Eine Folge des Pauli-Prinzips in Kombination
mit der Coulombwechselwirkung ist, dass es eine energetische Aufspaltung zwischen
paralleler und antiparalleler Konfiguration benachbarter Spinmomente gibt. Diese Auf-
spaltung wird häufig im Heisenberg-Modell mit Hilfe des Spin-Hamilton-Operators
beschrieben [Hei28, Stö06], wobei reiner Spinmagnetismus angenommen wird. Aus
dieser Annahme lässt sich ableiten, dass die Orbitale, in denen sich die Elektronen
(die Träger des Spinmagnetismus) befinden, kein magnetisches Moment besitzen. Dies
trifft auf die betrachteten metallischen Systeme im Wesentlichen zu (Aufhebung des
Orbitalmomentes durch das Kristallfeld, siehe Abschnitt 2.3):
Hex = − 1~2
N∑
i 6=j
Jij · Ŝi · Ŝj = − 2~2
N∑
i< j
Jij · Ŝi · Ŝj (2.1)
In diesem Falle sind Ŝi und Ŝj Spinoperatoren und Jij wird als Austauschintegral
bezeichnet. Die Umformung gilt für einen symmetrischen Austausch Jij = Jji, wo-
durch die Summation verändert wird und die 2 erscheint. Durch die Forderung des
verschwindenden Momentes der Orbitale (damit ist die Ortswellenfunktion in jeder
Raumrichtung identisch) folgt, das Jij räumlich isotrop ist. Diese Formulierung des
Heisenberg-Hamiltoniens ist durch die Operatorschreibweise bedingt. Wird im Allge-
meinen der Hamiltonoperator auf einen Spin-Eigenzustand χ angewandt, resultieren
daraus die Energieeigenwerte Hex | χ >= E | χ >. Wird jedoch der Spinoperator Ŝ auf
einen Spin-Eigenzustand angewendet, wobei z die ausgezeichnet Quantisierungsachse
sein soll, findet sich Ŝz | χ >= ~ ·ms | χ >. Wird die am Anschluss folgende Definition
des Austauschintegrals verwendet, hat diese schon die Größe einer Energie, daher be-
findet sich der Faktor 1~2 als Normierungsgröße in Gleichung (2.1).
Das Austauschintegral beschreibt die Überlappung von Elektronenorbitalen der Atome





· φi(r1)φj(r2)φ∗i (r2)φ∗j (r1) · dr1dr2
φi und φj sind in diesem Falle die Ortswellenfunktionen der einzelnen Elektronen, die
sich zu einer Gesamtortswellenfunktion φg zusammensetzen. Des Weiteren ist die Größe
r12 =| r1 − r2 | ein Maß für den Abstand zwischen den beiden Ortswellenfunktionen.
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In der Regel lässt sich das Integral nur numerisch lösen, da Vielteilchenwellenfunktio-
nen benötigt werden. Das gezeigte Beispiel gilt nur für ein Zwei-Elektronen-System.
Das Vorzeichen von Jij bestimmt die Art der Kopplung in dem magnetischen Fest-
körper. Für Jij < 0 besteht zwischen den Spinmomenten eine antiferromagnetische
Kopplung, benachbarte Momente bevorzugen eine antiparallele Ausrichtung. Dagegen
stellt sich für Jij > 0 eine ferromagnetische Kopplung der Momente ein. Es ist somit
energetisch günstiger, benachbarte Momente parallel zueinander auszurichten. Für die
Austauschenergie findet sich im Kontinuumsmodell, wobei m der Richtungsvektor der




A ist eine Materialkonstante und wird Austauschkonstante genannt. Aus Gleichung
(2.1) ist ebenfalls ersichtlich, dass der Austausch nur von der relativen Orientierung der
jeweiligen Spinmomente abhängt. Diese Wechselwirkung alleine kann damit nicht zu
einer magnetischen Anisotropie (siehe Abschnitt 2.6) in einem Festkörper führen, da sie
nicht an den Ortsraum gekoppelt ist. Dies ändert sich, wenn Grenzflächen eingeführt
werden oder eine Spin-Bahn-Kopplung im System existiert.
Abschließend sei erwähnt, dass das Heisenbergmodell eine reine 3-dimensionale
Beschreibung des Austauschphänomens ist. Für 1-dimensionale Systeme lässt sich
das Ising-Modell verwenden, welches mit eine Erweiterung auch zum lösen von 2-
dimensionalen Problemen verwendet werden kann [Büc05].
2.2 Die Spin-Bahn-Kopplung
Die Spin-Bahn-Kopplung ist der physikalische Ursprung für die im weiteren diskutierten
Themen wie magnetokristalline Anisotropie, Magnetostriktion und anisotroper Magne-
towiderstand. Zur Einführung des Effektes wird zunächst eine einfache Betrachtungs-
weise vorgestellt. Dafür wird zunächst der Bahndrehimpuls L (es wird L verwendet, um
Verwechselungen mit der Quantenzahl l auszuschließen) eines Elektrons, im idealisier-
ten Bild einer kreisförmigen Bewegung um einen Atomkern, behandelt. Eine bewegte
elektrische Ladung erzeugt ein Magnetfeld, welches durch die Maxwell-Gleichungen
[Max65, Jac06] beschrieben wird. Betrachtet man die Orbitalschale des Elektrons als
eine Leiterschleife mit der eingeschlossenen Fläche A, so stellt diese einen magnetischen
Dipol dar, welchem ein Dipolmoment µ
L
zugeordnet werden kann [Dem02]:
µ
L






Eine genauere Beschreibung dieser Beziehung ist im Anhang 6.2 zu finden. Dabei
ist I äquivalent zum Strom, den das Elektron auf seiner Kreisbahn erzeugt. µB wird
Bohrsches Magneton genannt und entspricht dem Bahndrehimpuls des Elektrons des
Wasserstoffatoms auf dem ersten Bohrschen Radius im Bohrschen Atommodell. In die-
sem sehr einfachen Bild ist L ein klassischer Vektor, jedoch führt die Quantenmechanik
dazu, dass im Allgemeinen dort die Eigenwerte des Drehimpulsoperators L̂ Verwendung
finden. Bis zu diesem Zeitpunkt war das Ruhesystem der Atomkern. Wird nun das
Bezugssystem gewechselt, in dem das Elektron als ruhend angenommen wird, kreist
der Atomkern um das Elektron und erzeugt so am Ort des Elektrons ein magnetisches
Bahnmoment µ
L
. Dieses Moment wechselwirkt/koppelt mit dem intrinsischen magneti-
schen Spinmoment µ
s
des Elektrons. Daher ist es ersichtlich, dass es einen energetischen








gibt. Auf die genauen Kopplungsmecha-
nismen wird an dieser Stelle nicht weiter eingegangen. Es sei nur erwähnt das für ein
Mehrelektronensystem bei schwacher Kopplung eine LS-Kopplung [Hak02, Rus25] und
für starke Kopplung eine JJ-Kopplung [Dem04] vorliegt. Im obigen Beispiel hat die
Bewegung des Elektrons eine Kreisbahn beschrieben, diese existiert in der Natur jedoch
nicht und wurde nur zur Anschaulichkeit verwendet. Vielmehr gilt für ein kugelförmiges
s-Orbital µ
L
= 0, auf Grund der völlig isotropen räumlichen Aufenthaltswahrscheinlich-
keit des Elektrons innerhalb dieses Orbitales. Außerdem wurde bisher nur ein isoliertes
Atom betrachtet. Geht man jedoch zu einem Festkörper über, befinden sich Atome in
der Regel auf Positionen in einem Kristallgitter und es entstehen Bindungen zu Nach-
baratomen. Dies führt zu gerichteten Orbitalen, die an die Struktur des Kristallgitters
gebunden sind. Daher existiert auch eine Kopplung des magnetischen Spinmomen-
tes an das Kristallgitter, falls das Bahnmoment nicht durch das Kristallfeld (siehe





[Hon05, Kle09b, Fau12], weshalb der Spinmagnetismus dominiert, allerdings
bildet die Spin-Bahn Kopplung die Grundlage für die magnetokristalline Anisotropien
bzw. ist in dynamischen Prozessen ein Faktor für die Relaxation des Systems.
2.3 Der g-Faktor
Im vorherigen Abschnitt wurde in Gleichung (2.3) die Beziehung zwischen magnetischem





Dabei ist g der Landésche g-Faktor, der das Verhältnis zwischen magnetischen Moment
und Drehimpuls angibt. Im zuvor gezeigten Falle von reinem Bahnmagnetismus gilt
g = gl = 1. Geht man jedoch von reinem Spinmagnetismus aus, wie er im Abschnitt
2.1 behandelt worden ist, findet sich g = gs = 2.0023 ≈ 2 [Ber92]. Historisch wurde
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dies mit dem Einstein-de Haas Versuch experimentell bestätigt (siehe Anhang 6.3). In
der Regel liegt meistens eine Mischung beider magnetischer Momente vor, die durch
die Spin-Bahn-Wechselwirkung gekoppelt sind. Daher wird der Gesamtdrehimpuls J
für die Beschreibung des magnetischen Momentes des Systems verwendet. Für ein LS
gekoppeltes System (welches alle 3d-Metall sind) findet sich dann folgender Ausdruck.
µ
J
= −gjµB J~ mit gj = 1 +
J(J + 1) + S(S + 1)− L(L+ 1)
2J(J + 1) (2.5)
Die Formel für gj beinhaltet, in dieser Form, nicht die Lamb-Verschiebung [Lam47],
welche zu der geringen Abweichung von gs = 2 führt. Die beiden zuvor diskutierten
Grenzfälle für J = L und S = 0 (Bahnmagnetismus) bzw. J = S und L = 0 (Spinma-
gnetismus) werden durch diese Gleichung mit gj = 1 bzw. gj = 2 korrekt wiedergegeben.
Die Gleichung (2.5) gilt in dieser Form allerdings nur für freie Atome bzw. für Atome
die nicht untereinander wechselwirken. Wird ein Atom jedoch in ein Kristallgitter
eingebaut, befindet es sich im Kristallfeld (elektrisches Dipolfeld) seiner benachbarten
Atome [VV32, Abr70]. Dieses Kristallfeld kann die LS-Kopplung des Systems aufbre-
chen und damit gilt auch obige Gleichung nicht mehr, da keine definierten Werte für
J existieren. Eine ausführliche Beschreibung des Einflusses des Kristallfeldes, zum
Beispiel die Auslöschung des magnetischen Bahnmomentes, kann in der Literatur unter
[Pak73, Smi59] gefunden werden. Wird die Spin-Bahn-Kopplung als kleine Störung in
das System eingebaut (Störungsrechnung) und wird das System mittels Mikrowellen







Für Metalle mit einer mehr als halb gefüllten Schale (zu welchen Eisen (Fe), Kobalt
(Co) und Nickel (Ni) gehören) werden die beiden Terme addiert. Somit sind für diese
Metalle Werte von g > 2 zu erwarten. Für ein kubisches Kristallfeld ist g räumlich
isotrop [Lin03]. Wird allerdings eine Verzerrung des Kristallgitters angenommen, gilt
g⊥ 6= gq, da sich auch für die unterschiedlichen Richtungen andere Beträge des ma-
gnetischen Bahnmomentes ergeben, findet sich daher g häufig als Tensorgröße. Für
die in diese Arbeit vorgestellten Simulationen wird g jedoch also isotrop angenom-
men, da keine Möglichkeit besteht, dort eine tensorielle Größe einzuführen. Mit der
später diskutierten Methode der ferromagnetischen Resonanz ist ein direkter experi-
menteller Zugang zu der Größe g möglich [Ani99] und somit auch eine Bestimmung
einzelner Tensorkomponenten. Wird mittels einer weiteren Messmethode (zum Beispiel
mit SQUID-Magnetometrie (superconducting quantum interference device) [Ney10])
das gesamte magnetische Moment ermittelt, erlaubt dies eine Bestimmung sowohl des
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Spin- als auch des Bahnmomentes des Systems. Abschließend sei erwähnt, dass sehr
häufig das gyromagnetische Verhältnis anstelle des g-Faktors genutzt wird.
γ = g · µB/~ (2.7)
2.4 Ferromagnetische Resonanz
Die Technik der Ferromagnetischen Resonanz (FMR) ist eine der grundlegenden Me-
thoden dieser Arbeit. Mittels dieser Technik lassen sich sowohl statische als auch
dynamische Eigenschaften eines magnetischen Probensystems bestimmen. Es können
zum Beispiel Aussagen über magnetische Anisotropien, Dämpungsmechanismen, lokali-
sierte Anregungsmoden und Spinwellen gemacht werden [Röm12, Sha12, Bar11, Lin08].
Um die Interpretation, der in Abschnitt 4.3 gezeigten Simulationen und Messungen,
zu ermöglichen, benötigt man ein Verständnis über die, bei dieser Technik, auftreten-
den physikalischen Prozesse. Dazu beinhaltet dieses Kapitel eine Einführung in die
phänomenologischen Grundlagen der Magnetisierungsdynamik.
2.4.1 Die Landau-Lifschitz Gleichung (LLG)
Die Landau-Lifschitz Gleichung ist eine quasiklassische Beschreibung für die Bewegung
der Magnetisierung M in einem effektiven Magnetfeld Heff , deren theoretische Grund-
lagen von Landau und Lifschitz erarbeitet wurden [Lan35]. Von Kittel wurde eine sehr
anschauliche Beschreibung eingeführt [Kit47], in dem er die Beziehung zwischen dem
magnetischem Moment und Gesamtdrehimpuls ausnutzt (µ
J
= −γJ siehe Gleichung
(2.5)). Dabei wird allerdings nicht mehr jedes einzelne Moment betrachtet, sondern
die Summe über alle Momente (Makrospinmodell). Dies bietet den Vorteil, dass sich
die Magnetisierung als ein gewöhnlicher Vektor behandeln lässt und nicht die Ein-
stellmöglichkeiten einzelner atomarer Zustände betrachtet werden müssen. Es konnte
von Polder gezeigt werden, dass diese Beschreibung auch in der quantenmechanischen
Betrachtungsweise gültig ist [Pol49]. Somit findet sich für die Bewegungsgleichung der








Dabei enstpricht Beff einer effektiven magnetischen Induktion und γ ist das gyro-
magnetische Verhältnis, welches in Abschnitt (2.3) eingeführt worden ist. Es wird
bei dieser Formulierung eine effektive Induktion verwendet, welche sich aus mehreren
Komponenten zusammensetzt.
Beff = Bext +Bint (2.9)
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Unter Bint werden alle magnetischen Induktionen zusammengefasst, die innerhalb eines
magnetischen Körpers hervorgerufen werden. Dieser Term beinhaltet sowohl jegliche
Form von auftretenden magnetischen Anisotropien (siehe Abschnitt (2.6)), als auch
Beiträge die durch die Austauschwechselwirkung auftreten können. Durch Gleichung
(2.8) wird eine ungedämpfte Präzessionsbewegung beschrieben. Schematisch ist dies in
Abb. 2.1 dargestellt.
Abbildung 2.1: Schematische Darstel-
lung der Präzessionsbewegung einer
Magnetisierung M um eine effektive
Induktion Beff .
Das heißt eine Magnetisierung, die nicht parallel zu Beff gerichtet ist, würde in der
Zeitdomäne eine bis ins Unendliche andauernde Bewegung ausführen. Dieses Verhalten
lässt sich nicht beobachten. Daher muss der Gleichung noch ein Dämpfungsterm
hinzugefügt werden. Dieser führt dazu, dass nach einer endlichen Zeit die Magnetisierung
parallel zur effektiven magnetischen Induktion ausgerichtet ist. Physikalisch lässt sich
eine Dämpfung durch Wechselwirkungen des Systems erklären. So wird innerhalb eines
Ferromagneten durch die Wechselwirkung der magnetischen Momente untereinander
(Magnon-Magnon-Wechselwirkung) bzw. durch die Wechselwirkung der Momente mit
dem Kristallgitter (Magnon-Phonon-Wechselwirkung) Energie dissipiert [Spa64]. In
der Literatur finden sich unterschiedliche Ansätze, wobei hier zwei genauer vorgestellt
werden sollen. Der Unterschied zwischen den beiden Ansätzen ist das Verhalten des
Betrages der Magnetisierung. Angenommen der Betrag der Magnetisierung ist nicht















Dabei ist λ die Relaxationsfrequenz. Anstatt dieser Größe wird häufig der dimensionslose
Dämpfungsparameter α = 4pi·λγ·µ0·M verwendet. Die Landau-Lifschitz-Gilbert-Gleichung
(LLGG) findet ebenfalls häufig Verwendung in diesem Zusammenhang [Gil04] und lässt













Beide Gleichungen beschreiben die Bewegung der Magnetisierung als eine Trajektorie
auf einer Kugeloberfläche, da der Betrag der Magnetisierung konstant bleibt. Auf Grund
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des Dämpfungsterms wird eine ausgelenkte Magnetisierung, sofern keine treibende
Kraft vorhanden ist, nach endlicher Zeit, in Richtung der effektiven Induktion orientiert
sein. Dies ist Abb. 2.2 a.) gezeigt.
Abbildung 2.2: a.) Schematische Darstellung der Orientierung sowohl des Präzessionsterms,
als auch des Dämpfungsterms in der LLG. b.) Verdeutlichung des Einflusses der Relaxati-
onszeiten T1, T2 auf die Magnetisierung in der Bloch-Bloembergen-Gleichung.
Für den Fall, dass der Betrag der Magnetisierung durch die Dämpfung beeinflusst






















Hierbei entsprechen die beiden Parameter 1T1 ,
1
T2
der longitudinalen bzw. transversalen
Relaxationsfrequenz des Systems (siehe Abb. 2.2 b.)). Die beiden Frequenzen stehen





[Blo50]. Die Größe von T1 ist durch
die Magnon-Phonon-Wechselwirkung bestimmt, wohingegen T ?2 durch die Magnon-
Magnon-Wechselwirkung festgelegt ist. Somit ist es zum Beispiel für T1  T2 möglich,
dass sich die Magnetisierung nicht auf einer Kugeloberfläche bewegt, sondern auf einer
ebenen Spiralbahn in Richtung der effektiven Induktion präzediert.
Bis zu diesem Zeitpunkt wurden treibende Kräfte außer acht gelassen, so dass die
Präzession nach endlicher Zeit ausgedämpft ist. Aus diesem Grunde wird in der Regel ei-
ne elektromagnetische Welle verwendet. Bei senkrechter Orientierung des magnetischen
Anteils der Welle zur effektiven Induktion, erfährt die Magnetisierung eine Auslenkung
aus ihrer Gleichgewichtslage. Dabei absorbiert das System Energie aus der Welle, was
zu einer Vergrößerung des Öffnungswinkels der Präzession führt. Andererseits wird
22
2.4 Ferromagnetische Resonanz
durch die Dämpfung Energie dissipiert, so dass sich nach einer Einschwingzeit ein
Gleichgewichtszustand der Präzession einstellt. Eine wichtige Voraussetzung ist die
Homogenität der Welle über das gesamte System, damit an jedem Ort des Systems die
gleichen Bedingungen herrschen. Bei ferromagnetischen Stoffen ist die Eindringtiefe
δ einer elektromagnetischen Welle stark von der Austauschleitfähigkeit beeinflusst,
wodurch die Eindringtiefe geringer ist, als bei anderen leitfähigen Materialien [Ame55].
So findet sich zum Beispiel für eine reine Eisenschicht eine Eindringtiefe im Bereich
von δ ≈ 40nm − 60nm [Fra94]. Durch die geringere Magnetisierung und kleine Aus-
tauschkonstante in Nickel ist die Eindringtiefe größer als in Eisen. Für eine genaue
Berechnung der Eindringtiefe sei auf [Fra88] verwiesen. Da die Dicke der meistens unter-
suchten Systeme 20nm beträgt, können Inhomogenitäten auf Grund der Eindringtiefe
im Experiment ausgeschlossen werden.
2.4.2 Allgemeine Resonanzbedingung
Im vorherigen Abschnitt wurde gezeigt, dass eine Magnetisierung um eine effektive
Induktion präzediert, wobei der Eigenwert der Frequenz dieser Bewegung wiederum
durch die Magnetisierung selbst bzw. durch die effektive Induktion bestimmt ist. Jedes
System hat somit eine Eigenfrequenz. Wirkt auf das System nun zusätzlich eine antrei-
bende Kraft (wie zum Beispiel das magnetisches Wechselfeld einer elektromagnetischen
Welle), so kann das System als getriebener, harmonischer (für kleine Wechselfelder)
Oszillator betrachtet werden. Mit diesem System lassen sich Resonanzexperimente
durchführen. Aus diesem Grunde wird in diesem Abschnitt ein Formalismus beschrie-
ben, um die Eigenfrequenz eines Systems zu bestimmen. Wird dabei zunächst davon
ausgegangen, dass das System ungedämpft ist, bewegt sich die Magnetisierung (wie im
letzten Abschnitt gezeigt) auf einer Kugeloberfläche und somit ist es sinnvoll eine Koor-
dinatentransformation durchzuführen. In Abb. 2.3 ist diese Transformation abgebildet.
Die Transformation in Kugelkoordinaten führt dazu, dass sich die effektive Induktion
wie folgt schreiben lässt (Herleitung siehe Anhang 6.8).
Beff =
 Beffx sin (ϑ) cos(ϕ) +Beffy sin (ϑ) sin(ϕ) +Beffz cos (ϑ)Beffx cos (ϑ) cos(ϕ) +Beffy cos (ϑ) sin(ϕ)−Beffz sin (ϑ)
−Beffx sin(ϕ) +Beffy cos(ϕ)
 (2.14)
Beffx,y,z sind in diesem Fall die Beträge des Vektors entlang der kartesischen Koordinaten.
Des Weiteren kann auch die LLG in Kugelkoordinaten transformiert werden (siehe
ebenfalls Anhang 6.8).
ϑ˙ = γ ·Bϕ / ϕ˙ · sin(ϑ) = −γ ·Bϑ (2.15)
An dieser Stelle ist es sinnvoll die freie Energie F einzuführen F = U − ST [Hel88] (U
ist die innere Energie, S ist die Entropie und T die Temperatur).
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Abbildung 2.3: Transformation des Vektors der effektiven Induktion von kartesischen in
Kugelkoordinaten.
Diese beschreibt einen isothermen-isochoren Zustand, welcher für die Annahme
einer konstanten Magnetisierung (diese Annahme trifft für fast alle Überlegungen in
dieser Arbeit zu) gegeben sein muss. In der Regel ist es hilfreicher für energetische
Betrachtungen in der FMR anstatt der freien Energie, eine freie Energiedichte zu
betrachten (siehe Abschnitt 2.6). Dadurch benötigt man nicht eine genaue Kenntniss
über das magnetische Volumen. Im Weiteren wird deshalb mit F die freie Energiedichte
bezeichnet.
Des Weiteren ist es in den meisten Fällen mathematisch einfacher eine magnetische
Aniostropie mit Hilfe einer Energiedifferenz zu beschreiben, als ein dem entsprechendes
Anisotropiefeld anzugeben (siehe Abschnitt 2.6) [Suh55, Smi59]. Daher wird die folgende
Beziehung verwendet, um die effektive magnetische Induktion in einen Zusammenhang
mit der freien Energiedichte zubringen [Smi59].
dF (ϑ, ϕ) = −Beff · dM (ϑ, ϕ) (2.16)
Die beiden Winkel ϑ und ϕ sind unabhängig von einander, daher kann aus der vor-
herigen Gleichung ein unabhängiges Gleichungssystem konstruiert werden (Die dazu
verwendeten mathematischen Annahmen sind in Anhang 6.9 zu finden).
Bϑ = −Fϑ
M
Bϕ = − Fϕ
M · sin(ϑ) (2.17)
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Ist das System nicht ausgelenkt, befindet es sich in der Gleichgewichtslage. Die Orien-
tierung der Gleichgewichtslage im Koordinatensystem wird mit den beiden Winkel ϑ0
und ϕ0 angegeben. Befindet sich die Magnetisierung des Systems in der Gleichgewichts-
richtung werden die beiden obigen Gleichungen nicht benötigt, da keine dynamischen
Prozesse in dem System vorhanden sind. Wird jedoch von einer kleinen Abweichung
aus der Gleichgewichtslage ausgegangen (ϑ = ϑ0 + δϑ ; ϕ = ϕ0 + δϕ), kann die freie
Energie durch eine Taylorreihe um den Winkel ϑ bzw. ϕ entwickelt werden, wobei nach
der ersten Ordnung abgebrochen wird.





· δϕ = Fϑϑδϑ+ Fϑϕδϕ (2.18)
Analog dazu wird auch Fϕ(ϕ) entwickelt. Um die allgemeine Resonanzbedingung
eines ungedämpften Systems zu erhalten, werden Gleichung (2.15), (2.17) und (2.18)





Fϑϑ · Fϕϕ − (Fϑϕ)2 (2.19)
Wie zu Beginn des Abschnittes erwähnt, gilt Gleichung (2.19) jedoch nur für unge-








Fϑϑ · Fϕϕ − (Fϑϕ)2 (2.20)
Es ist zu erkennen, dass die Resonanzfrequenz eines gedämpften Systems, gegenüber dem
ungedämpften Fall, um einen kleinen Betrag (
√
1 + α2) verschoben ist. An dieser Stelle
sei nochmals darauf hingewiesen, dass diese Bedingung nur kleine Auslenkungen der
Magnetisierung aus der Gleichgewichtslage gültig ist. Da in der FMR das System durch
Einstrahlung einer elektromagnetischen Welle angeregt wird, muss sehr genau drauf
geachtet werden, dass die Amplitude dieser Welle nicht zu groß gewählt ist, da sonst
die lineare Näherung versagt und die gezeigten Gleichungen ihre Gültigkeit verlieren.
Die Resonanzfrequenzen für typische Systeme liegen im Mikrowellenbereich ≈ 109Hz.
Ein weiterer wichtiger Punkt ist, dass für einige Herleitungen (siehe Abschnitt 2.6.1)
gefordert wird, dass keine Stromdichte innerhalb des Magneten existiert. Aus diesem
Grunde ist es zwingend notwendig, dass sich das System in einem Bereich der Mikrowelle
befindet, in dem der elektrische Anteil verschwindend klein ist. Daher werden sehr viele
FMR-Experimente in einem Hohlraumresonator durchgeführt [Pel03, vG93, Ale12].
Für fast alle Experimente in dieser Arbeit wurden alternative Methoden verwendet,
deshalb wird nicht weiter auf die Technik eines Resonators eingegangen. Jedoch ist auch
für diese Methoden die Annahme gerechtfertigt, dass am Probenort keine elektrischen
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Felder der Mikrowelle existieren.
2.4.3 Lösung der Landau-Lifschitz-Gleichung
Da nun die Resonanzbedingung bekannt ist, stellt sich die Frage, wie sich die Magne-
tisierung unter Einfluss einer Mikrowelle verhält. Dazu wird in diesem Abschnitt die
Lösung der Bewegungsgleichung beschrieben. Alle Berechnung sind dabei in Abschnitt
6.11 zu finden. Um zu einer Lösung zu gelangen, müssen einige Parameter festgelegt
werden. Um spätere Notationen zu vereinfachen soll zunächst ein sehr einfaches Bei-
spiel betrachtet werden. Es wird zunächst ein System betrachtet, dass ungedämpft
α = 0 ist, in dem keine Anregung existiert b = 0. Die effektive Induktion hat die
Form Beff = Bz · ez und die Magnetisierung führt eine periodische Bewegung aus
M(t) ∼ eiωt. Weiterhin wird die Magnetisierung in eine statische (mit M bezeichnet)
und eine dynamische Komponente (m(t)) aufgespalten, wobei der statische Teil der
Magnetisierung parallel zur Induktion ausgerichtet sein soll. Zusätzliche Annahmen
sind Mz  mx,y,z und |M |= const.
ω0 = γBz (2.21)
ω0 entspricht der Definition einer Lamorfrequenz [Wei79] und lässt sich als eine Eigen-
frequenz des Systems interpretieren, die durch eine effektive Induktion bestimmt wird.
Geht man von einem dem Experiment besser angepassten System aus, indem eine
Dämpfung und ein antreibendes Hochfrequenzfeld hinzugefügt wird, dann gilt für den
Zusammenhang zwischen der dynamischer Komponente der Magnetisierung und dem
antreibenden Hochfrequenzfeld (siehe Abschnitt 6.11).
m = χ · b (2.22)
Diese Gleichung hat die Form einer Suszeptibilität und daher wird χ als Hochfrequenz-
suszeptibilitätstensor bezeichnet. Für die exakte Form dieses Tensors sei auf Abschnitt
6.11 verwiesen. Dort zeigt sich, dass der Tensor eine komplexe Größe ist χ = χ′ − i ·χ′′ .
Beschränkt man sich auf die Diagonalelemente des Tensors (da zur Anregung in der
Regel linear polarisierte Mikrowellen Verwendung finden, ist diese Beschränkung ge-
rechtfertigt) und bestimmt die Funktion zur Berechnung der Elemente (siehe Gleichung
(6.35)), dann beschreibt der Imaginärteil χ′′ ein dissipatives Verhalten (ohne Dämpfung
ist dieser 0, es wird also keine Energie aus der Präzessionsbewegung abgeführt). Analog
dazu ist dem entsprechend der Realteil des Hochfrequenzsuszeptibilitätstensors χ′ eine
dispersive Größe.
Für eine genauere Betrachtung des dissipierten Anteils der Suszeptibilität bzw.
um dessen Zusammenhang mit der eingestrahlten Mikrowelle zu verdeutlichen, wird
der Poynting’sche Energieerhaltungssatz verwendet [Jac06]. Bei diesem Ansatz wird
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davon ausgegangen, dass die Mikrowelle linear polarisiert (b = b · ex) ist und alle
dynamischen Felder eine periodische Zeitabhängigkeit (z.B. b ∼ eiωt) aufweisen. Unter
diesen Voraussetzungen ist die aus einer Mikrowelle dissipierte Leistungsdichte P











ω20 − ω2 (1 + α2)
)2 + 4 (ω0ωα)2 (2.23)
Die Leistungsdichte der Mikrowelle steht damit in einem linearen Zusammenhang
zu der Größe χ′′xx. Wird ein FMR-Experiment auf gewöhnliche Weise durchgeführt,
ist das detektierte Signal direkt proportional zur Leistungsdichte und damit auch
zum Imaginärteil der Hochfrequenzsuszeptibilität. Daher weisen Signale in solchen
Experimenten die Form auf, wie sie für χ′′ in Abb. 2.4 dargestellt sind. Des Weiteren
zeigt sich im Verlauf der Arbeit (Abschnitt 4.4.1), dass auch die aus den Simulationen
ausgewerteten Signale proportional zu χ′′ sind. Aus diesem Grunde beziehen sich
weitere Betrachtungen ausschließlich auf den Imaginärteil, insofern es im Text nicht
anders erwähnt wird.
An dieser Stelle sollte darauf hingewiesen werden, dass sich in der Regel bei einer FMR-
Apparaturen nicht die Frequenz ω der Mikrowelle verändert, sondern diese konstant
gehalten wird. Als Variationsparameter dient dort ein extern angelegtes Magnetfeld,
durch welches sich die effektive Induktion und damit die Größe ω0 verändern lässt.
In der Abbildung 2.4 sind die Kurvenformen beider Teile der Hochfrequenzsuszep-
tibilität für Beispielsysteme dargestellt. Dabei ist zur Berechnung Gleichung (6.35)
verwendet worden.
Es sind stark unterschiedliche Dämpfungen gewählt worden, dabei entspricht α =
0.007 der Größenordnung, die in gewöhnlichen Experimenten zu erwarten ist. Dies
ist im Vergleich zu einer sehr hohen Dämpfung α = 0.3 aufgetragen worden. Es ist
ein Einfluss der Dämpfung sowohl auf Linienlage, als auch Linienform zu erkennen.
Die Veränderung der Form der Kurve ist deutlich massiver, als der Einfluss auf die
Position des Maximums (Resonanzposition). Für geringe Werte der Dämpfung hat der
Kurvenverlauf eine lorentzartige Form, wobei dies einer genaueren Betrachtung bedarf.
2.5 Linienform der Ferromagnetischen Resonanz
In diesem Abschnitt wird erläutert, wie die Linienposition und Linienbreite einer
Resonanzkurve bestimmt werden können. Im vorherigen Abschnitt wurde ein Einfluss
der Dämpfung auf eine Resonanzkurve festgestellt. Es sollte nochmals klargestellt
werden, welche Annahme bis zu diesem Zeitpunkt getroffen wurden, um an diesen
Kurvenverlauf zu gelangen. Es wurde eine, über das gesamte Probensystem, homogene
Anregung der Mikrowellen gefordert (jegliche Einflüsse des Skin-Effektes [Fra88] sind
vernachlässigt), wobei diese zusätzlich eine lineare Polarisation aufweisen muss.
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Abbildung 2.4: Dargestellt werden sowohl der dissipative χ′′ii als auch der dispersive Anteil χ
′
ii
der Präzessionsbewegung für unterschiedliche Dämpfungsstärken. Um eine bessere Vergleich-
barkeit zu erreichen, sind die beiden y-Achsen anders skaliert. Jedoch wurde darauf geachtet,
dass y = 0 an der gleichen Position ist, so dass die Kurven nur eine Stauchung/Streckung
erfahren haben.
Des Weiteren darf die Anregung durch die Mikrowelle nicht zu groß sein (nur kleine
Auslenkungen aus der Gleichgewichtslage der Magnetisierung) und die Probe muss sich
an einem Ort der Mikrowellenverteilung befinden, in dem kein elektrisches Feld herrscht.
Das Probensystem muss eine homogene Magnetisierung besitzen, welches parallel zur
effektiven Induktion ausgerichtet ist. Weiterhin muss der Betrag der Magnetisierung
konstant gehalten werden, wodurch nur eine Magnon-Phonon-Wechselwirkung zulässig
ist. Außerdem darf die Mikrowellenanregung nicht parallel zur effektiven Induktion
erfolgen.
In der Literatur werden sehr häufig Informationen aus dem Kurvenverlauf gewon-
nen, in dem die Kurve durch eine Lorentzkurve angepasst wird [Len06, Kro11]. Die
mathematische Beschreibung einer Lorentzkurve lautet wie folgt [Bro01].
f(x) = b(x− t)2 + b2 (2.24)
28
2.5 Linienform der Ferromagnetischen Resonanz
Die Resonanzkurve eines FMR-Experimentes hat die Form wie sie in Gleichung (2.23)
durch χ′′ beschrieben wird. Um diese in die Gestalt einer Lorentzkurve zu transformieren
werden weitere Annahmen benötigt. Zum einem muss gelten, dass α  1. Diese
Vermutung lässt sich schon aus Abb. 2.4 entnehmen, da die Kurve für α = 0.3 keine
Ähnlichkeit zu einer Lorentzkurve aufweist. Außerdem wird vorausgesetzt, dass nur ein
kleiner Bereich um das Maximum der Resonanzkurve betrachtet wird | ω0 − ω | ω0.
Durch diese Näherung verlieren alle weiteren Betrachtungen die Gültigkeit den gesamten
Kurvenverlauf mathematisch korrekt zu beschreiben. Mittels dieser Voraussetzungen
ist es möglich, eine neue Definition von χ′′ aufzustellen, die einer mathematischen







(ω0 − ω)2 + (ω0α)2
(2.25)
Das Maximum dieser Funktion, welches die Resonanzposition darstellt, liegt an der
Stelle ω = ω0 = γBeff . Da, wie zuvor schon erwähnt, während eines Experimentes
meistens die magnetische Induktion durch eine externe Manipulation variiert wird, ist
es sinnvoller, die Position der Resonanz in Bezug auf die externe Induktion anzugeben.
Die Abb. 2.5 zeigt eine mit Gleichung (2.25) berechnete Resonanzkurve, um die im
weiteren verwendeten Begriffe des Resonanzfeldes Bres (Maximum der Absorption)
und die Linienbreite 4B zu verdeutlichen. Im Bereich des Magnetismus besteht eine
Ungenauigkeit, in dem zumeist die magnetische Induktion B als Magnetfeld bezeichnet
wird. Im Rahmen eines FMR-Experimentes besteht dabei der Zusammenhang Bext =
µ0Hext zwischen der extern erzeugten Induktion und dem entsprechenden Magnetfeld.
Es hat sich bei der Darstellungsweise von FMR-Spektren etabliert, die Variable der
x-Achse Magnetfeld zu nennen. Obwohl damit die magnetische Induktion gemeint ist,
die in der Einheit Tesla angegeben wird. Im Weiteren wird auch in dieser Arbeit die
etablierte Form der Darstellung gewählt.
Anhand der Kurvenform lassen sich nicht nur Informationen aus der Resonanzposition
entnehmen, sondern es können auch weiterführende Aussagen über das System gemacht
werden, indem die Linienbreite der Resonanzkurve bestimmt wird. Es existieren jedoch
unterschiedliche Definitionen, was als Breite einer Resonanzkurve bezeichnet wird.
Somit wird an dieser Stelle festgelegt, dass mit der Linienbreite immer die volle Breite
der Resonanzkurve bei halber Höhe gemeint ist. Durch einsetzen dieser Definition in
Gleichung (2.25) findet sich die folgende Funktion für die Linienbreite (Rechnung siehe
Abschnitt 6.14) .
4ω = 2ω0α→4B = 2ω0α
γ
(2.26)
Die Linienbreite ist somit vom Betrag des extern angelegten Magnetfeldes (durch
dieses wird ω0 beeinflusst) abhängig und steht in einem linearen Zusammenhang zur
magnetsichen Dämpfung des System. Letzteres ist in der Literatur bekannt und wird
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als Linienverbreiterung auf Grund der Gilbert-Dämpfung beschrieben [Kal06, Liu03].
Es findet sich eine weitere Formulierung dieser Linienverbreiterung, da in Gleichung
(2.26) die magnetischen Anisotropien nur indirekt in ω0 enthalten sind. Daher kann















Um die Messgenauigkeit eines typischen FMR-Experimentes zu erhöhen, wird in der
Regel nicht χ′′ gemessen, sondern bedingt durch Lock-In-Technik ∂χ
′′
∂B . Es gibt noch
weitere Dämpfungs-Effekte die zu einer Erhöhung der Linienbreite führen, wie zum
Beispiel zwei Magnonenprozesse [McM04, Clo58]. Diese werden nicht weiter behandelt,
da sie im Rahmen der vorliegenden Arbeit keine Relevanz besitzen und daher nicht
weiter verfolgt worden sind.
Abbildung 2.5: Darstellung einer typischen Resonanzkurve. Mit einer Resonanzfeldposition
Bres von 54mT und einer Linienbreite 4B von 10mT .
2.6 Magnetische Anisotropien
Im vorherigen Abschnitt konnte gezeigt werden, dass zur Interpretation von FMR-
Spektren eine Kenntnis über die freie Energiedichte F von großer Bedeutung ist. Diese
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führt über Gleichung (2.16) zu einer effektiven Induktion, welche wiederum von internen
Induktionen bestimmt wird. Der Ursprung dieser internen Induktionen sind unter
anderen magnetische Anisotropien. Daher ist für das Verständnis der Ergebnisse dieser
Arbeit die Beschreibung von magnetischen Anisotropien wichtig, weil sehr viele Effekte
darauf zurückzuführen sind. Der Begriff der magnetischen Anisotropie beschreibt,
rein phänomenologisch, das Bestreben der Magnetisierung eines Systems, ohne äußere
Einflüsse, in eine bestimmte räumliche Vorzugsrichtung zu relaxieren. Die Ursache für
solch eine Vorzugsrichtung kann durch mehrere Faktoren bestimmt sein und imWeiteren
werden die verschiedenen Anisotropiebeiträge diskutiert. Ist die Magnetisierung eines
Systems so orientiert, dass sie sich in einem absoluten Minimum der freien Energiedichte
befindet, wird dies im Bereich des Magnetismus als leichte Richtung der Magnetisierung
bezeichnet. Um die Magnetisierung aus dieser Vorzugsrichtung zu bewegen, muss
dem System Energie zugeführt werden. Analog dazu werden die Richtungen, in denen
ein absolutes Maximum der freien Energiedichte vorliegt, als magnetisch schwere
Richtungen definiert.
2.6.1 Die Formanisotropie
Die Formanisotropie ist für die in dieser Arbeit verwendeten Materialien die wichtigs-
te Art von auftretenden Anisotropien und wird daher ausführlicher behandelt. Zum
Verständnis der Formanisotropie wird zunächst der Ursprung des Entmagnetisierungs-
feldes betrachtet. Dazu wird eine magnetische Kriesscheibe angenommen (d l), deren
Magnetisierungsvektor keine Variation innerhalb von Raum und Zeit aufweist. Es sei
weiterhin angenommen, dass die Richtung der Magnetisierung parallel zum Flächen-
vektor der großen Oberfläche der Scheibe steht. Folgende Abbildung veranschaulicht
das beschriebene System.
Durch die Unstetigkeit der Magnetisierung an den Oberflächen der Scheibe entstehen
magnetische Pole, wobei diese immer paarweise entstehen müssen, was durch die
Maxwellgleichungen [Max65] und den Satz von Gauss [Bro01] gegeben ist.
˛
S
B · n · dS =
ˆ
V
∇ ·B · dV = 0
Es existieren nur magnetische Dipole, da der Fluss durch die Oberfläche eines Volumens
immer den Wert 0 annehmen muss. Diese Gleichung muss auch innerhalb des Körpers




∇ · (Hd +M) · dV = 0 ⇒ ∇ ·Hd = −∇ ·M (2.28)
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Abbildung 2.6: Es ist ein Querschnitt einer magnetischen Scheibe gezeigt, wobei es keine
örtliche Variation der Magnetisierung M (rote Pfeile) in Betrag und Richtung geben soll.
Somit kann das Makrospinmodell für dieses System benutzt werden. Hs ist das Streufeld
dieser flachen magnetischen Scheibe im Außenraum und Hd (grüne Pfeile) entspricht dem
Entmagnetisierungsfeld innerhalb der Scheibe.
Damit wurde gezeigt, dass der Ursprung des Entmagnetisierungsfeldes Hd eine örtliche
Variation der Magnetisierung M sein muss, welche an den Rändern jeder Struktur
vorliegt. Diese magnetischen Ladungen an den Rändern erzeugen ein Dipolfeld, welches
für die Formanisotropie verantwortlich ist. Der Betrag und die Richtung dieses Feldes
sind von der Lage der Magnetisierung abhängig. Da einem Feld jeweils eine Energie
zugeordnet werden kann, ist verständlich, dass es alleine durch die Form ausgezeichnete
Richtungen für die Magnetisierung in einem System gibt. Mittels dieses einfachen
Arguments ist ersichtlich, dass eine magnetische Vollkugel die einzige geometrische
Form ist, die keine Formanisotropie aufweist. Um eine allgemeine Aussage über die
Formanisotropie machen zu können, ist es daher entscheidend eine Formulierung für
das Entmagnetisierungsfeld zu finden.
Dazu sei angenommen, dass innerhalb eines magnetischen Körpers keine Stromdichte
j existiert und nur der elektrostatische Fall betrachtet wird (Dies trifft für alle in
dieser Arbeit behandelten Systeme zu). Mittels dieser Voraussetzung folgt aus den
Maxwellgleichungen ∇×Hd = 0 bzw. damit ist Hd ein konservatives Feld und genügt
der Bedingung.
Hd = −∇Φ (2.29)
Dabei beschreibt Φ das skalare Potential des Feldes. Setzt man dies in Gleichung (2.28)
ein, folgt daraus.
∇2Φ = ∇ ·M (2.30)
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Diese Gleichung hat die Form einer Poisson-Gleichung [Poi13], wenn ∇·M als effektive
magnetische Ladungsdichte betrachtet werden kann. Wie zuvor erläutert, erzeugt eine
Divergenz in der Magnetisierung immer magnetische Pole und somit magnetische
Ladungen, womit obige Annahme daher gerechtfertigt ist. Die Lösung der Poisson-
Gleichung ist wohl bekannt [Wol03] (Herleitung der Lösung siehe Anhang 6.4).
Φ(r) = − 14pi
ˆ (∇′ ·M(r′))
| r − r′ | · dV
′ (2.31)
Gibt es Randbedingungen für die Magnetisierung, wie zum Beispiel, dass sie stetig
auf einem beschränktem Gebiet ist, kann durch mathematische Umformungen [Jac06]
dieser Ausdruck umgeschrieben werden.
Φ(r) = − 14pi∇
ˆ
M(r′)
| r − r′ | · dV
′ (2.32)
Wird zum Beispiel davon ausgegangen, dass ein magnetisches Material das Volumen V
ausfüllt, dass von der Fläche S umschlossen ist und sei weiterhin vorausgesetzt, dass
die Magnetisierung außerhalb des Volumens sprunghaft den Wert 0 annimmt, kann
mittels des Gauss’schen Satzes und der effektiven magnetischen Ladungsdichte eine
effektive magnetische Flächenladungsdichte σ = M · n bestimmt werden. Dabei ist n
der nach außen gerichtete Flächennormaleneinheitsvektor. Das unbestimmte Integral in
Gleichung (2.31) kann mit diesen Annahmen in ein bestimmtes Integral umgewandelt
werden [Aha91].










| r − r′ | · dS
′ (2.33)
Sei eine homogene Magnetisierung (∇′ ·M(r′) = 0) innerhalb des Körpers vorausgesetzt,
entfällt das Volumenintegral und es verbleibt nur das Oberflächenintegral. Für das








| r − r′ | · dS
′ (2.34)
Im Allgemeinen ist diese Gleichung nicht analytisch lösbar. Falls das System jedoch
durch einen homogen magnetisierten Ellipsoiden mit den Hauptachsen a, b, c beschrie-
ben werden kann, ist das Entmagnetisierungsfeld homogen und ortsunabhängig. Es
findet sich dann folgender Zusammenhang zwischen dem Feld und der Magnetisierung
[Blü99].
Hd = −N ·M (2.35)
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Der Term N wird Entmagnetisierungstensor genannt und für dessen Spur gilt [Bro57].
Sp(N) = Nxx +Nyy +Nzz = 1 (2.36)
Diese Beziehung ist auch im Fall einer inhomogenen Magnetisierung gültig. Eine
genauere Betrachtung zur Berechnung der einzelnen Komponenten ist in Abschnitt
2.6.1.1 zu finden.
Abschließend wird die Energie des Entmagnetisierungsfeldes betrachtet, welche









N ·M ·M · dV
Dabei wird über das Volumen des magnetischen Körpers integriert, denn das Entma-
gnetisierungsfeld existiert nur innerhalb des Körpers. Man beschränkt sich auf die
Diagonalelemente, was eine sinnvolle Annahme ist, da N eine symmetrische Form
besitzt und durch geeignete Hauptachsentransformation die Nebendiagonalelemente





x +Nyy ·M2y +Nzz ·M2z ) (2.37)
Damit das Volumen nicht als freie Variable in der Gleichung betrachten zu müssen, wird
in der Literatur sehr häufig die Energiedichte verwandt (wie auch im weiteren Verlauf
dieser Arbeit). Den größten Einfluss auf die Energie des Entmagnetisierungsfeldes hat
eine Änderung der Magnetisierung. Bleibt der Betrag der Magnetisierung konstant
|M | = MS , ändert sich allerdings deren Richtung (zum Beispiel von x nach y) ergibt
das eine Energievariation im Entmagnetisierungsfeld.
4Ed = µ02 (Nyy −Nxx)M
2
s (2.38)
Gilt Nyy > Nxx, muss also Energie aufgewendet werden, um die Magnetisierung in die
y-Richtung zu bewegen. Die leichte Richtung der Magnetisierung, die durch die Forma-
nisotropie vorgegeben wird, befindet sich in der Richtung, in der die Komponente von
N den geringsten Wert annimmt. In dieser Richtung beinhaltet das Entmagnetisierungs-
feld ebenfalls den geringsten Energiewert. Da ein System danach strebt seine Energie
zu minimieren, wird sich eine Magnetisierung ohne äußere Einflüsse (und weitere Ani-
sotropien) immer entlang der leichten Richtung orientieren. Um Aussagen über die
Formanisotropie treffen zu können, ist es daher von entscheidender Bedeutung, Informa-
tionen über die Komponenten des Entmagnetisierungstensor des jeweiligen Systems zu
besitzen. Für ellipsoidale Körper können die Komponenten analytisch bestimmt werden.
Eine ausführliche Arbeit dazu, bei der unterschiedlichste Verhältnisse von Hauptachsen
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berechnet und tabelliert wurden, ist von Osborn durchgeführt [Osb45] worden.
2.6.1.1 Inhomogenes Entmagnetisierungsfeld eines Quaders
Die Berechnung des Entmagnetisierungstensors ist für die Form eines Quaders nicht
mehr vollständig analytisch lösbar. Es wird hier eine Näherung erster Ordnung vorge-
stellt. Für eine exakte Herleitung der Gleichungen sei auf [Jos65] verwiesen. Es wird hier
das Beispiel des Quaders vorgestellt, da dieser eine vergleichbare Form zu den in dieser
Arbeit beschriebenen Leiterbahnen besitzt und die Inhomogenität des Entmagnetisie-
rungsfeldes großen Einfluss auf die Ergebnisse und Diskussionen der magnetostatischen
Moden in diesen Systemen hat (siehe Abschnitt 4.5.3). Für die Betrachtung wird ein
System angenommen, wie es in der Abb. 2.7 gezeigt ist.
Abbildung 2.7: Dargestellt ist das System, welches zur Bestimmung des inhomogenen Entma-
gnetisierungsfeldes Verwendung findet. Es hat die Dimensionen 2a · 2c · 2b mit dem Ursprung
des Koordinatensystems im Zentrum des Quaders. Des Weiteren sei das System vollständig
in z-Richtung aufmagnetisiert. Die gestrichelte rote Linie markiert x = 0, y = 0 Ebene.
Der Ursprung des Koordinatensystems befindet sich in die Mitte des Quaders, der
wiederum eine Höhe 2b, Breite 2c und Länge 2a aufweist (Diese scheinbar umständliche
Definition des Koordinatensystems macht die Berechnung einfacher). Der Quader sei
homogen magnetisiert, wobei die Magnetisierung M entlang der z-Achse orientiert
M = M · ez ist. Für das Potential des Entmagnetisierungsfeldes wurde im vorherigen
Kapitel Gleichung (2.31) aufgestellt. Wird diese auf das hier beschrieben System
angewendet, folgt für die Diagonalelemente des Entmagnetisierungstensor (Herleitung
siehe Anhang 6.5).
Nzz(r) = 14pi · {arccot(f(x, y, z)) + arccot(f(−x, y, z)) + arccot(f(x,−y, z))
+ arccot(f(x, y,−z)) + arccot(f(−x,−y, z)) + arccot(f(x,−y,−z))




Die Funktion f(x, y, z) ist gegeben durch.
f(x, y, z) =
√
(a− x)2 + (b− y)2 + (c− z)2 · (c− z)(a− x) · (b− y)
Nxx und Nyy können durch zyklische Vertauschung von x, y, z bzw. a, b, c mit dem
gleichen Ausdruck bestimmt werden. Die Nebendiagonalelemente (Nxy, Nxz, ..) können
vernachlässigt werden, da sie auf den Symmetrieachsen eines homogen magnetisierten
Quaders immer den Wert 0 annehmen [Mos66]. Mittels dieser Gleichungen können nun
die Entmagnetisierungsfaktoren verschiedenster rechteckiger Systeme berechnet werden.
Allerdings sei an dieser Stelle erwähnt, dass auf Grund der, in der Herleitung verwen-
deten, Ausgangsgleichung auch mit dieser Näherung eine exakte analytische Lösung
für die Ränder (a = x, b = y oder x = z) nicht sinnvoll ist. Diese Punkte werden in der
folgenden Diskussion nicht beachtet. Um den Unterschied im Entmagnetisierungsver-
halten zwischen einem strukturierten System und einem dünnen Film zu verdeutlichen,
sind im Weiteren Entmagnetisierungsfaktoren für diese beiden Fälle berechnet worden.
Die gewählten Dimensionen des Aspektverhätnisses entsprechen dabei:
1. a/b→∞ und c/b→∞ dünner Film
2. a/b = 78 und c/b = 50 Leiterbahn
Das Diagramm in Abb. 2.8 a. zeigt nur die Nyy(z/c) Komponente des Entmagnetisie-
rungstensors. Für die Berechung ist ein Querschnitt des Systems bei x = 0 und y = 0
durchgeführt worden. Des Weiteren wurde die Laufvariable z auf die Systemdimension
c normiert.
Im Falle des unendlich ausgedehnten dünnen Filmes (durch den orangen Kurvenver-
lauf gekennzeichnet) lassen sich wesentlich einfachere Überlegungen anstellen, um die
Diagonalelemente des Entmagnetisierungstensors zu bestimmen [Stö06]. Trotzdem ist
auch dieser Fall mit Gleichung (2.39) berechnet worden, um zu zeigen, dass die Glei-
chung die bekannten Tensorkomponenten eines unendlich ausgedehnten Films korrekt
wiedergibt. Allerdings versagt eine exakte numerische Lösung für unendliche Systeme.
Aus diesem Grunde wurde ein sehr großes Aspektverhältnis ab =
1011
1 gewählt, damit
die zwei unendlichen Dimensionen des Filmes simuliert werden können. Der berechnete
von Wert Nyy(z/c) ist 1 und mittels Gleichung (2.36) ist ersichtlich, dass die beiden
verbleibenden Elemente Nxx(z/c) und Nzz(z/c) den Wert 0 aufweisen. Der etablierte
Tensor für solch ein System, kann aus der Literatur entnommen werden [Ber92] und
entspricht den berechneten Werten. Somit konnte anhand eines bekannten Entmagneti-
sierungstensors gezeigt werden, dass Gleichung (2.39) dazu verwendet werden kann,
auch unbekannte Entmagnetisierungstensorelemente zu bestimmen.
Dies führt dazu, dass die Aspektverhältnisse zur Berechnung der grünen Kurve in
Abb. 2.8 a. durch eine reale Struktur vorgegeben sind.
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Abbildung 2.8: In a. sind die Nyy(z/c) Komponenten des Entmagnetisierungstensors für
verschiedene Systeme (Film und Streifen) dargestellt. Dazu wurde für jedes System ein Schnitt
durch die x = 0, y = 0 Ebene durchgeführt und die Laufvariable z auf die Systemdimension
c normiert (siehe gestrichelte rote Linie in Abb. 2.7). Das Diagramm in b. zeigt den Verlauf
aller drei Diagonalelemente des Systems, dass in a.) mit Grün markiert ist.
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Als Grundlage dafür dient die Geometrie der in Abschnitt 3.1 vorgestellten Per-
malloy Leiterbahn. Im Gegensatz zum Film sind bei einer Leiterbahnstrukture keine
unendlichen Dimensionen vorhanden. Es existiert in jeder Dimension eine Grenzfläche,
an der ein Entmagnetisierungsfeld erzeugt werden kann.
Vergleicht man das Ergebnis mit dem des Filmes, ist insbesondere in den Randbe-
reichen der Leiterbahn eine Inhomogenität von Nyy(z/c) zu erkennen. Die Werte von
Nyy(z/c) sind dort kleiner (um ca. 35%) als in der Mitte der Struktur (Nyy(−0.99) ≈
0.65 / Nyy(0) ≈ 0.98).
Um eine eindeutige Aussage zur Formanisotropie der Leiterbahn machen zu können,
reicht es nicht aus nur ein Diagonalelement des Entmagnetisierungstensor zu bestim-
men. Daher sind alle drei Diagonalelemente berechnet worden, welche in Abb. 2.8 b.
dargestellt sind. Über den gesamten Querschnitt nimmt Nxx(z) im Vergleich zu den
anderen Komponenten die kleinsten Werte an und somit lässt sich die x-Richtung als
leichte Richtung der Magnetisierung identifizieren. Dem entsprechend ist Nyy(z/c) die
schwerste Richtung der Magnetisierung.
Die Inhomogenität von Nyy(z/c) hat zur Folge, dass in den Randbereichen der
Leiterbahn ein schwächeres externes Feld benötigt wird, um die Momente parallel
zur y-Richtung auszurichten, als in der Mitte der Leiterbahn. Dies lässt sich einfach
durch das effektive Feld Heff = Hext + Hd (mit Hext als externes Magnetfeld in y-
Richtung) erklären. Da Nyy(z/c) in den Randbereichen einen geringeren Wert besitzt
als in der Mitte, wird dort das extern angelegte Feld durch das Entmagnetisierungs-
feld Hd weniger stark geschwächt. Daraus resultiert, dass in den Randbereichen bei
einem konstanten externen Feld ein höheres effektives Feld auftritt, welches auf die
magnetischen Momente wirkt. Oder vom energetischen Standpunkt betrachtet bedeutet
dies: In den Randbereichen wird nach Gleichung (2.38) weniger Energie benötigt, um
die Magnetisierung von der magnetisch leichten Richtung (x) in die schwere Richtung
zu bewegen (y). Dabei stammt die zusätzliche erforderliche Energie zur Rotation der
Magntisierung aus der Zeeman-Energie des Systems.
Im Gegensatz dazu findet sich für den Kurvenverlauf von Nzz(z) ein entsprechend
anderes Krümmungsverhalten. In diesem Fall wird mehr Energie benötigt, um die
Randmomente in z-Richtung zu orientieren. Dies liefert die Grundlage für die, im weite-
ren Verlauf der Arbeit behandelten lokalisierten Anregungsmoden eines strukturierten
Systems (siehe Abschnitt 4.5.3.2).
Im Folgenden sei kurz auf die Betrachtung der räumlichen Orientierung des Ent-
magnetisierungsfeldes eingegangen. Eine einfache phänomenologische Beschreibung
zur Lage von Magnetisierung bzw. Entmagnetisierungsfeld in einem quaderförmigen
System wird in der Literatur vorgestellt [O’H00, Viv04]. In diesem Modell wird ein
magnetischer Festkörper, ähnlich einem Plattenkondensator beschrieben. Das heißt es
wird eine homogen verteilte magnetische Ladungen an der Oberfläche angenommen.
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Abbildung 2.9: a. Schematische Zeichnung der Richtung des Entmagnetisierungsfeldes in-
nerhalb einer Leiterbahn. In b. ist das resultierendes Dipolfeld abgebildet, welches aus der
ungestörten Überlagerung der einzelnen, mit N uns S markierten, Pole entsteht. Durch
die grünen Linien ist der magnetische Körper eingezeichnet, dessen Spiegelachse durch die
orange Linie gekennzeichnet ist. Eine vereinfachte Darstellung des Feldverlaufes ist in c.
gezeigt. Dadurch soll verdeutlicht werden, dass besonders an den Kanten einer Struktur die
Orientierung des Entmagnetisierungsfeldes verändert.
Dies führt zu den, in Abb. 2.9 a. schematisch gezeichneten, Feldlinien des Entmagne-
tisierungsfeldes. Die exakte Form der Feldlinien lässt sich durch Aufsummierung der
einzelnen Dipolfelder berechnen. Der resultierende Dipolfeldverlauf ist für 8 magneti-
sche Ladungen berechnet worden und ist in Abb. 2.9 b. dargestellt. Die Positionen der
jeweiligen magnetischen Ladungen sind dabei durch die Buchstaben N und S markiert
worden. Mittels der grünen Linien wird die Form eines entsprechenden quadratischen
Körpers angedeutet. Es ist zu erkennen, dass streng genommen nur genau auf der Spie-
gelachse (orange Linie) keine Krümmung des resultierenden Feldes existiert. Gerade in
den Bereichen der Kanten der eingezeichneten Struktur ist eine deutliche Krümmung
sichtbar. Das heißt weist der Körper eine nicht ellipsoidale Form auf, dann ist nicht
nur der Betrag des Entmagnetisierungsfeldes über den gesamten Körper inhomogen,
sondern auch dessen Orientierung.
Abschließend sei zur Erinnerung nochmals erwähnt, dass die gesamte hier vorgestellte
Theorie auf dem Kontinuum-Modell der Magnetisierung basiert. Des Weiteren wurden
eine homogene Magnetisierung und eine verschwindende Stromdichte innerhalb des
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magnetischen Körpers gefordert. Im Besonderen die Annahme einer kontinuierlichen
Magnetisierung ist für ein System von wenigen Monolagen dicken Filmen nicht mehr
gerechtfertigt. Um diesen Fall zu berechnen wurde ein Modell entwickelt, in dem die
Felder einzelner Dipolmomente aufaddiert werden [Hei88, Dra88]. Dies führt zu dem
Ergebnis, dass der Entmagnetisierungsfaktor eines solchen Filmes für die Komponente
aus der Ebene nicht mehr, wie oben beschrieben, den Wert Nyy = 1 annimmt. Es
entsteht eine Reduzierung dieses Wertes mit dem Zusammenhang [Hei93].
Nyy(n) = 1− A
n
(2.40)
Dabei gibt n die Anzahl der Monolagen des Systems an. A ist eine Konstante und wird
durch die Gitterstruktur bestimmt. Um eine Abschätzung des Fehlers im Kontinuums-
Modell zu machen, wird Permalloy in einer fcc(001)-Struktur (face centered cubic)
ausgegangen mit einer Gitterkonstanten a = 3.55Å [Mic02]. Aus der Literatur kann
dafür ein Wert von A = 0.2338 entnommen werden [Far98]. Die meistens Systeme
in dieser Arbeit haben eine Schichtdicke von 20nm, damit beträgt die Abweichung
gegenüber dem Kontinuums-Modell ≈ 0.415%. Betrachtet man die wesentlich größeren
Unterschiede auf Grund der Inhomogenität des Entmagnetisierungsfeldes (siehe oben),
kann diese Abweichung vernachlässigt werden.
2.6.2 Magnetokristalline Anisotropie
Der Ursprung für die magnetokristalline Anisotropie ist die Spin-Bahn-Kopplung. Diese
wurde zuvor in Abschnitt 2.2 beschrieben und hat zur Folge, dass magnetische Spin-
momente an ein Orbitalmomente gekoppelt werden. Da die Orbitale wiederum durch
die kristallographische Struktur beeinflusst werden, gibt es auch eine Verbindung des
Spinmagnetismus zum Kristallgitter. Im Unterschied zur in Abschnitt 2.1 betrachte-
ten Austauschwechselwirkung, damit der Orbitalüberlapp nicht mehr isotrop, sondern
gerichtet. Jedoch verliert die Betrachtungsweise des Austausches nicht an Gültigkeit,
solange die Spin-Bahn-Kopplung als kleine Störung des Systems angenommen werden
kann. Für die behandelten 3d-Metalle ist diese Voraussetzung gegeben (siehe Abschnitt
2.3). Somit können Ausrichtungen der Magnetisierung in gewisse kristallographische
Achsen energetisch günstiger sein als jeweils andere und genau dieser Effekt wird ma-
gnetokristalline Anisotropie genannt. Diese Form der Anisotropie kann daher sehr gut
bei einkristallinen Systemen beobachtet werden, jedoch ist er auch bei polykristallinen
Strukturen von Bedeutung, wenn diese eine Vorzugsrichtung aufweisen. Eine theo-
retische Betrachtungsweise ist in der Literatur unter [Aku29] zu finden. Wesentlich
anschaulicher ist jedoch ein phänomenologisches Paarwechselwirkungsmodell [vV37]. In
diesem Modell stimmen die Bindungsachsen der Momente mit den kristallographischen
Richtungen übereinstimmen und alle magnetischen Momente sind parallel ausgerichtet.
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Abbildung 2.10: Beispiel eine kubischen Git-
ters im Rahmen des Paarwechselwirkungs-
modells. Der Gitterabstand des Kristalls sei
a. Alle magnetischen Momente sind parallel
zueinander ausgerichtet und schließen den
Winkel α gegenüber den Kristallachsen ein.
Des Weiteren wird ein Richtungskosinus eingeführt, bei dem es sich aus mathemati-
scher Sicht um die normierte Projektion der Magnetisierung auf die kristallographischen




|M | · ei ⇒ αx = sin (ϑ) · cos (ϕ)
αy = sin (ϑ) · sin (ϕ) αz = cos (ϑ)
Im Paarwechselwirkungsmodell wird die freie Energie des Systems mittels eines Legendre-
Polynoms entwickelt und verschiedenen Terme durch Symmetrieüberlegungen eliminiert
bzw. als Dipol-Dipol-Wechselwirkung identifiziert [Nye57]. Beschränkt man sich auf
die nicht verschwindenden, unidentifizierten Terme lassen sich mit Hilfe dieses Modells
Aussagen über die Anisotropie bei unterschiedlichen Kristallsymmetrien machen. Für
einen kubischen Kristall findet sich für die freie Energie der folgende Ausdruck [Kan63].
Fkub = K1
(




α2x · α2y · α2z
)
+K3..... (2.41)
Dabei werden die Vorfaktoren K1,K2 Anisotropiekonstanten genannt. Beiträge höherer
Ordnung (8ter, 10er,...) werden nicht betrachtet. Die jeweiligen α nur normierte Rich-
tungsvektoren sind, geben die Konstanten die Größe der Anisotropie an. Beim Wechsel
vom kubischen in ein tetragonales System ist es notwendig, eine ausgezeichnete Achse
zu benennen. Wird zum Beispiel αz gewählt, ergibt sich analog zu obigen Überlegungen
für die freie Energie [Kan63].
Ftet = K1 · α2z +K2 · α4z +K3..... (2.42)
Wobei zu beachten ist, dass auf Grund der verringerten Symmetrie in diesem System
schon Terme 2ter Ordnung des Legendre-Polynoms berücksichtigt werden müssen.
Im Weiteren kann man meistens davon ausgehen, dass nur der jeweils erste Term
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für die Beschreibung der freien Energie Beachtung findet, da für die Beträge der
Anisotropiekonstanten gilt K1 > K2, K3, ... [Gra59, Chi97]. Insofern sich durch diese
Vereinfachung eine gute Übereinstimmung mit dem Experiment erzielen lässt, ist
dies eine ausreichende Rechfertigung, dann das Paarwechselwirkungsmodell ist eine
ausschließlich phänomenologische Beschreibung der magnetischen Anisotopie.
Um die Ergebnisse von Messungen bei tiefen Temperaturen hinreichend gut mit
Hilfe der freien Energie im Paarwechselwirkungsmodell interpretieren zu können, muss
z.B. zusätzlich der Term mit K2 (die nächst höhere Ordnung) berücksichtigt werden
[Blü99]. Dies zeigt, dass die Beträge der Anisotropiekonstanten eines Ferromagneten
nicht konstant sind, sondern temperaturabhängige Größen darstellen [Gra58, Boz51].
Wird die obige Definitionen des Richtungskosinus eingesetzt und davon ausgegangen,
dass die Hauptachsen eines Kristalls mit den Achsen des kartesischen Koordinatensys-
tems übereinstimmen, lässt sich die freie Energieoberfläche wie folgt darstellen.
a.) Fkub = K1 sin2(ϑ)− K18 sin4(ϑ) · (cos(4 · ϕ) + 7) b.) Ftet = K1 · sin2(ϑ)
Abbildung 2.11: Die freie Energieoberfläche mit K1 > 0 für a.) eine rein kubische magneto-
kristalline Anisotropie b.) eine rein uniaxiale magnetokristalline Aniostropie.
Die Energieminima entsprechen den leichten Richtungen der Magnetisierung auf
Grund der magnetokristallinen Anisotropie. Im Fall a.) sind dies die kristallographischen
Hauptachsen < 100 >. Die Maxima bzw. die schweren Richtungen sind in < 111 >
zu finden und es existieren zusätzlich mittelschwere Orientierungen in < 110 >. Für
den Fall b.) wurde die Beziehung cos2(ϑ) + sin2(ϑ) ausgenutzt und durch die Vernach-
lässigung höherer Ordnungen ergibt sich eine uniaxiale Anisotropie mit der leichten
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Richtung in < 100 >. In beiden Fällen wurde jeweils K1 > 0 gewählt. Ändert sich dies,
wird also für das System eine negative Anisotropiekonstante vorausgesetzt K1 < 0,
invertieren sich die Energielandschaften (schwere Richtungen werden zu leichten und
umgekehrt).
2.6.3 Magnetostriktion
Im vorherigen Abschnitt über die magnetokristalline Anisotropie wurde ein vollkommen
ideales Gitter angenommen, in dem keine atomaren Verspannungen existieren. Als
einfaches Beispiel wurde ein kubisches Gitter vorgestellt, dessen freie Energieoberfläche
der magnetokristallinen Anisotropie in Abb. 2.11 a. dargestellt ist. Wird auf dieses
System von außen ein mechanischer Druck auf eine Kristallachse ausgeübt, verändert
sich der Gitterabstand in dieser Orientierung und somit verringert sich der Grad
der Symmetrie vom kubischen zu einem tetragonalen System. Durch eine äußere
mechanische Manipulation ist es daher möglich, Einfluss auf die Anisotropien in einem
magnetischen Festkörper zu nehmen. Da die magnetokristallinen Anisotropiekonstanten
in der Regel mit steigender Ordnung immer kleiner werden (tetragonalK1 > K1 kubisch)
[Bru93], kann schon eine kleine Verzerrung der Gitterstruktur eine große Änderung
auf die freie Energielandschaft zur Folge haben. Ist der Ursprung der Verzerrung, wie
beschrieben, durch äußere Einflüsse bedingt, wird dies als inverse Magnetostriktion
bezeichnet (siehe Anhang 6.16). Der Effekt der Magnetostriktion tritt auf, wenn eine
physische Deformation eines Festkörpers vorliegt, die auf Grund der Ausrichtung der
Magnetisierung hervorgerufen wird. Eine sehr ausführliche Beschreibung ist in der
Literatur unter [Chi97] zu finden.
Um einen Einblick in die Veränderung der freien Energielandschaft zu erlangen, sei
angenommen, dass diese ausschließlich durch die Magnetostriktion bestimmt wird. Als
Grundlage für die mathematische Beschreibung dieses Effektes wird ähnlich vorge-
gangen wie in dem zuvor vorgestellten Paarwechselwirkungsmodell (siehe Abschnitt
2.6.2), womit auch der Ansatz für die Magnetostriktion rein phänomenologisch ist.
Wurde zuvor der Term der Dipol-Dipol-Wechselwirkung im Paarwechselwirkungsmo-
dell vernachlässigt, ist dieser allerdings nun der einzige Term der betrachtet wird. Zur
Beschreibung wird nicht nur der Richtungskosinus der Magnetisierung (siehe Abschnitt
2.6.2) verwendet, sondern auch der Richtungskosinus für die atomaren Abstandsvekto-
ren (βx, βy, βz). Des Weiteren wird dem System ein Verzerrungsstensor ε hinzugefügt,
der die auftretenden Deformationen beschreibt.
εij =





Es soll Vertauschbarkeit gelten (zum Beispiel εxy = εyx), wodurch sich die unabhän-
gigen Komponenten reduzieren auf εxx, εyy, εzz, εxy, εxz, εyz. Im Allgemeinen wird
die magnetoelastische Energiedichte verwendet, um die freie Energielandschaft der
Magnetostriktion zu modellieren. Werden in diesem Modell Änderungen in der Dipol-
Dipol-Wechselwirkung auf Grund von Gitterverzerrung beschrieben, erhält man mit
dem Paarwechselwirkungsansatz für ein kubisches Gitter [Chi97] folgende Gleichung.















+B2 (εxy · αx · αy + εyz · αy · αz + εxz · αx · αz)
(2.43)
Die beiden Koeffizienten B1, B2 werden magnetoelastische Kopplungskonstanten ge-
nannt. Diese Gleichung zeigt, dass bei nicht verschwindenden Komponenten von ε nur
durch die Ausrichtung einer Magnetisierung in eine ausgezeichnete Richtung (zum
Beispiel in αx = 1, αy = 0, αz = 0), eine anisotrope Energieoberfläche entsteht. Für
das gewählte Beispiel, bei der die Magnetisierung entlang einer kristallinen Hauptachse
orientiert ist, führt dies zu einer Oberfläche, wie sie in Abb. 2.11 b. dargestellt ist. In
Richtung der Magnetisierung tritt eine Verzerrung des Gitters auf, so dass sich diese




einer magnetischen Kugel auf
Grund von Ausrichtungen einer
Magnetisierung.
Der Effekt, dass ein magnetisches System einer Verzerrung unterliegt, die abhängig
von der Lage der Magnetisierung ist, wurde erstmals von Joule an Nickelsystemen
entdeckt [Jou42]. Der Betrag der Verzerrung wird begrenzt durch die elastischen
Eigenschaften des Gitters. Aus der Elastizitätstheorie ist für einen eindimensionalen







Wobei C das Kompressionsmodul ist. Geht man in ein drei dimensionales System
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über, werden die skalaren Größen durch tensorielle ersetzt. Dies führt zum folgenden
Ausdruck der elastischen Energiedichte für ein kubisches System [Chi97].
Fel = 12c11
(




ε2xy + ε2yz + ε2xz
)
c12 (εxx · εyy + εyy · εzz + εxx · εzz)
(2.44)
Die Größen c11, c44, c12 sind die unabhängigen Komponenten des Elastizitätsmodulten-
sors C in einem kubischen System. Der Tensor hat 81 Einträge cijkl mit i, j, k, l = 1...3
und c11 ist zum Beispiel eine Abkürzung für c11 = cxxxx = cyyyy = czzzz [Ash01].
Mittels Bestimmung des Minimum der Gesamtenergie Fmagel + Fel ist es möglich,
Gleichung (2.43) in eine wesentlich zugänglichere Form zu bringen. Dazu verwendet
man nicht mehr die magnetischen Kopplungskonstanten, sondern es wird eine relative
Längenänderung λ = δl/l bestimmt (Herleitung siehe Abschnitt 6.15).
λ = δl
l
= εxxβ2x + εyyβ2y + εzzβ2z + εxyβxβy + εyzβyβz + εzxβzβx (2.45)
Dies führt zu einer neuen Formulierung der magnetoelastischen Energiedichte.














−3λ[111]c44 (εxy · αx · αy + εyz · αy · αz + εxz · αx · αz)
(2.46)
λ[100] und λ[111] heißen Magnetostriktionkonstanten und geben die relative Längenände-
rung entlang dieser Hauptachsen des Kristalls an. Zur Definition von λ[xyz] sei auf den
Anhang 6.15 verwiesen. Des Weiteren ist dort auch die Berechnung der Magnetostrikti-
onskonstante in der fehlenden Hauptachse [110] zu finden. Diese ist nicht unabhängig
von den beiden anderen Richtungen und kann daher als Linearkombination geschrie-
ben werden. Diese Gleichung macht ebenfalls deutlich, dass die Magnetostriktion eine
anisotrope Gestalt hat, da in der Regel gilt λ[100] 6= λ[111] [Fri12]. Für einkristalli-
ne Eisensysteme können in der Literatur zum Beispiel Werte von λ[100] ≈ 20 · 10−6
bzw. λ[111] ≈ −20 · 10−6 (bei Zimmertemperatur) gefunden werden [Lee55]. Der Vor-
zeichenwechsel gibt an, dass der Eisenkristall sowohl eine Kontraktion (+), als auch
eine Dilatation (-) erfährt, je nachdem in welcher Orientierung die Magnetisierung
ausgerichtet ist. Im Rahmen dieser Arbeit ist ein geordnetes Ferritsystem (CoFe2O4)
untersucht worden, welches sich durch ein sehr hohes magnetostriktives Verhalten
auszeichnet. Allerdings sind in der Literatur durchaus unterschiedliche Werte für die
Magnetostriktionskonstanten aufgelistet, da diese sehr empfindlich auf Konzentrati-
onsunterschiede reagiert. So wird in diesem Zusammenhang häufig [Boz55] zitiert.
Dort findet sich Co0.8Fe2.2O4 ⇒ λ[100] = −590 · 10−6 und λ[111] = 120 · 10−6 bzw.
für Co1.1Fe1.9O4 ⇒ λ[100] = −250 · 10−6. Neuere Arbeiten geben für die Kompositi-
on CoFe2O4 ⇒ λ[100] ≈ −200 · 10−6 und λ[111] ≈ 100 · 10−6 an [Zhe11, Fri12] oder
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λ[100] ≈ −350 · 10−6 [Liu05], auch höhere Werte für CoFe2O4 sind durchaus veröffent-
licht worden λ[100] = −600 · 10−6 [Rig09] oder λ[100] = −670 · 10−6 [O’H07]. Jedoch gilt
für alle Magnetostriktionskonstanten, dass deren Größenordnung immer mindestens
um einen Faktor 10 größer ist, als Eisen. Liegt ein polykristallines Probensystem vor,
ist eine genaue Bestimmung gegenüber den Kristallachsen unmöglich und es kann nur
ein gemittelter Wert λ[100] = λ[111] = λS bestimmt werden, womit die Magnetostriktion
eine räumlich isotrope Größe wird. In diesem Fall vereinfacht sich die Bestimmung der






Φ ist der Winkel zwischen dem Vektor der Magnetisierung und dem Vektor, unter
dem eine relative Längenänderung beobachtet werden soll. Dabei zeichnet CoFe2O4
auch in diesem Fall ein sehr hoher magnetostriktiver Wert von λS ≈ −225 · 10−6
aus [Boz55, Che99]. Im Gegensatz dazu hat polykristallines Eisen nur einen Wert
von λs ≈ −7 · 10−6 [Kor34] und besitzt somit eine Magnetostriktion, die fast zwei
Größenordnungen kleiner ist. Das negative Vorzeichen bewirkt, dass das Gitter in
Richtung der Magnetisierung (Φ = 0) gestaucht wird.
Auf Grund des großen Wertes für λ eignet sich CoFe2O4 hervorragend dafür die
Magnetisierung innerhalb des Ferritsystems zu manipulieren, da schon geringe Verspan-
nungen des Kristallgitters die freie Energielandschaft deutlich verändern können und
somit eine zusätzlichen magnetischen Anisotropiebeitrag darstellen. Die vorliegende
Arbeit nähert sich allerdings von der anderen Seite, indem die Magnetisierung von au-
ßen manipuliert wird und die daraus resultierenden Veränderungen des Kristallgitters
bestimmt werden.
2.7 Austausch- und dipolargekoppelte Spinwellen
In den vorherigen Abschnitten wurde gezeigt, dass eine Magnetisierung zu einer Präzes-
sionsbewegung angeregt werden kann (siehe Abschnitt 2.4). Dieses Kapitel beinhaltet
einen genaueren Einblick auf die Anregungsmoden, die durch ein Hochfrequenzfeld
erzeugt werden können. Eine gute Erläuterung ist in der Literatur unter [Spa64] zu
finden.
Um den Einstieg in dieses Thema möglich einfach zu gestalten, wird zunächst
ein System angenommen, in dem die Dipolwechselwirkung einzelner magnetischer
Momente vernachlässigt werden soll, daher handelt es sich um rein austauschgekoppelte
Anregungsmoden. Diese werden zwar sowohl im Experimente als auch in der Simulation
nicht beobachtet, jedoch ist der Lösungsansatz vergleichbar mit den später behandelten
dipolgekoppelten Anregungen.
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Die Abb. 2.13 zeigt eine energetische Betrachtung eines Spinsystems, wobei ein
quasiklassisches Bild angewandt wird, in dem das Spinmoment als klassicher Vektor
angesehen werden kann.
Abbildung 2.13: Darstellung verschiedener energetischer Zustände eines Spinsystems in einem
externen Magnetfeld Bext. In a. sind alle Spinmomente sowohl zueinander als auch gegenüber
Bext parallel ausgerichtet. Hingegen existiert in b. ein Spinmomente, dass antiparallel
orientiert ist. Im Fall c. sind die Spinmomente zueinander parallel, jedoch gegenüber Bext
um einen kleinen Winkel verkippt. Die Kreise zeigen die dynamische Komponente der
Spinmomente in der x-y-Ebene. Zusätzlich zum Winkel β findet sich in d. der Winkel Ω,
durch den sich die dynamische Komponente nächster Nachbarn unterscheidet.
Der Fall a. ist der energetische Grundzustand des Systems, da alle Spinmomente
sowohl zueinander, als auch zum externen Feld, parallel ausgerichtet sind. Im Weiteren
sei zur Vereinfachung angenommen, dass die Orientierung des effektiven bzw. externen
Feldes identisch ist. Im Zustand b. ist ein Spinmoment umgeklappt worden, daher ist
es antiparallel zu seinen Nachbarn und zum externen Feld orientiert. Dies führt zu
einer Erhöhung der Zeeman- und Austauschenergie des Systems bezüglich a. Somit ist
dieser Fall energetisch sehr ungünstig. Für die Betrachtung von c. ist es sinnvoll das
Spinmoment in eine dynamische (senkrecht zu Bext) und eine statische Komponente
(parallel zu Bext) zu zerlegen. Aus der LLG (Gleichung 2.10) ist ersichtlich das ein
ungedämpftes Moment eine Präzessionsbewegung um ein effektives Feld durchführt,
sofern diese nicht genau parallel oder antiparallel konfiguriert sind. Die dynamische
Komponente ist in der Abbildung schematisch durch die Kreise dargestellt und befindet
sich immer in der Ebene senkrecht zum externen Feld. Im Gegensatz zu b. ist nicht nur
ein Spinmoment um einen Winkel von 180° gedreht, sondern alle Spinmomente sind um
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einen kleinen Winkel β bezüglich des externen Feldes verkippt. Dieser Winkel wird im
Weiteren als Öffnungswinkel der Präzessionsbewegung bezeichnet. Da alle Spinmomente
gleich ausgelenkt sind und kohärent in Phase präzedieren, ist nur die Zeemanenergie
gegenüber dem energetischen Grundzustand erhöht. Diese Anregungsmode wird als
uniforme Mode bezeichnet (siehe Abschnitt 4.5.1.1).
Im Unterschied dazu existiert in der Anregung d. zusätzlich der Winkel Ω. Dieser
ist durch die Verkippung der dynamischen Komponente nächster Nachbarn gegeben.
In diesem System gibt es daher nicht nur einen Beitrag der Zeemanenergie, sondern
auch noch eine erhöhte Austauschenergie. Wobei die Erhöhung, wie aus Gleichung (2.1)
ersichtlich, proportional zu Ω ist. Betrachtet man für den Fall d. ausschließlich die
dynamische Komponente, dann ist deutlich eine wellenförmige Anregung zu erkennen.
Dieser Anregung kann eine Wellenlänge von λ = 2pi/k zugeordnet werden. Auf Grund
der Wellennatur werden diese Anregungen Spinwellen bzw. Magnonen genannt.
Für die austauschgekoppelten Spinwellen gilt demnach je kleiner die Wellenlänge ist,
umso größer ist die dafür benötigte Anregungsenergie. Eine Herleitung dieser Abhän-
gigkeit ist in Abschnitt 6.17 zu finden. Wird Ω als klein angenommen und besitzt das
System eine kubische Symmetrie, folgt für die Dispersionsrelation austauschgekoppelter
Spinwellen [Pra09].




Dabei ist J das Austauschintegral, a die Gitterkonstante und S der Gesamtspin eines
Atoms. Die uniforme Mode k = 0 ist, wie zuvor gefordert, die energetisch günstigste
Anregung des Systems.
Im Weiteren wird nun die Austauschwecheselwirkung vernachlässigt und es soll
alleine die Dipolwechselwirkung für die Anregung von Magnonen verantwortlich sein.
Physikalisch bedeutet dies, dass die Wellenlänge der Magnonen noch größer ist, als
schon für die Näherung bei austauschgekoppelten Wellen angenommen worden ist.
Damit diese Art der Spinwellen existieren kann, müssen Grenzflächen im System
vorhanden sein. Nur so kann es zu einer dipolaren Kopplung kommen. Aus dem gleichen
Grund werden jedoch auch Randbedingungen an das System gestellt (wie zum Beispiel
Stetigkeitsbedingungen), die erfüllt werden müssen. Die Dispersionsrelation für die
dipolar gekoppelten Spinwellen innerhalb eines dünnen Films wird in der Literatur
zum Beispiel von Damon und Eshbach aufgestellt [Dam61]. Im Abschnitt 6.18 des
Anhangs wird die Herleitung der Dispersionsrelation basierend auf [Mil09] gezeigt. Eine
wichtige Voraussetzung dabei ist, dass es sich um magnetostatische Anregungsmoden
(∇×H = 0) handelt.√(
γ2µ20H
2
ext + γ2µ20Ms ·Hext · sin2(Θ)− ω2
)
(γ2µ0Bext ·Hext − ω2)
γBext
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ext + γ2µ20Ms ·Hext · sin2(Θ)− ω2
γ2µ20H
2
ext + γ2µ20Ms ·Hext − ω2
Mit Ms wird der statische Anteil der Magnetisierung bezeichnet. Die Herleitung dieser
Gleichung setzt einen dünnen Film voraus, wohingegen alle Spinwellen in dieser Arbeit
innerhalb einer Leiterbahnstruktur vorkommen. Damit ist gegenüber dem Film eine
weitere Dimension eingeschränkt, was zu weiteren Randbedingungen führt. Die quali-
tative Interpretation der Spinwellen ändert sich allerdings dadurch nicht, daher wird
Gleichung (2.49) verwendet, um die Dispersion zu beschreiben. Die wichtigsten Größen
dieser Gleichung sind:
1.) Der Winkel Θ zwischen dem Wellenvektor k und der statischen Magnetisierung Ms
des Systems.
2.) Die Größe α, beschreibt das Ausbreitungsverhalten der Welle senkrecht zum Wel-
lenvektor k.
3.) Die Geometrie des Systems wird durch die Dicke D des Films berücksichtigt.
Im direkten Vergleich ist die Dispersionsrelation der dipolar gekoppelten Spinwellen
wesentlich komplexer, als die der austauschgekoppelten Spinwelle. Um eine klare Propor-
tionalität von ω ∼ k zu erhalten, werden die zwei linear unabhängige Fälle (Θ = 0° und
Θ = 90°) der Dispersionsrelation genauer betrachtet. In den im Weiteren diskutierten
Ergebnissen treten ebenfalls nur diese beiden Spezialfälle auf.
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Abbildung 2.14: In a. und c. sind zwei unabhängigen Arten von dipolar gekoppelten Spinwel-
len gezeigt. Die beiden Fälle unterscheiden sich in der Orientierung der statischen Magne-
tisierung bezüglich des Wellenvektors k. In b. und d. sind die dynamischen Komponenten
ausgewählter Momente abgebildet. Wird die Wellenlänge der Spinwelle für den Fall b. redu-
ziert, ist die Ausrichtung der dynamischen Komponenten günstig. Auf Grund der Dipol-Dipol
Wechselwirkung verringert sich die benötigte Energie für die Anregung. Im Gegensatz dazu
ist im Fall d. mehr Energie nötig, wenn die Wellenlänge reduziert wird.
50
2.7 Austausch- und dipolargekoppelte Spinwellen
Die Abbildung 2.14 zeigt schematisch die Konfiguration der Momente für diese bei-
den Fälle. In Abb. 2.14 a. ist der Wellenvektor k parallel zum statischen Anteil der
Magnetisierung Ms orientiert. Wohingegen für Abb. 2.14 c. gilt, dass der Wellenvektor
senkrecht zur statischen Magnetisierung ausgerichtet ist. Ähnlich, wie auch schon zuvor,
sollen die Kreise die dynamische Komponente der Magnetisierung symbolisieren. Der
Wellencharakter dieser Anregungen ist deutlich erkennbar und entsprechend der Wel-
lenmechanik bezeichnet man Fall a. als Transversalwelle bzw. c. als Longitudinalwelle.
Um den energetischen Unterschied der beiden Wellenarte deutlich zu machen, sind
einige dynamische Komponenten mit Zahlen markiert worden. Die Ausrichtung der
ausgewählten Komponenten zu einandern ist in Abb. 2.14 b. und d. dargestellt. In den
beiden Darstellungen sind die dynamischen Komponenten für zweie unterschiedliche
Wellenlängen abgebildet.
Für die energetische Betrachtung sei im Weiteren nur das erzeugte Dipolfeld von
Bedeutung. Wird im Fall b. die Wellenlänger reduziert, dann nähern sich antiparallel
ausgerichtete Komponenten an. Schematisch ist dies für die mit 1 und 3 markierte Kom-
ponente gezeigt. Das heißt je geringer die Wellenlänge ist, desto weniger Energie wird
für den Aufbau eines Dipolfeldes benötigt. Auch für die mit 2 und 4 markierte Kompo-
nente ist es energetisch günstiger, die Wellenlänge zu reduzieren. Dies führt dazu, dass
sich die Dipolfeldenergie einer transversalen Spinwelle mit kleineren Wellenlängen ver-
ringert. Trägt man in einem Diagramm den Wellenvektor k über die Anregungsenergie
E ∼ ω lässt sich eine negative Steigung der Dispersionsrelation feststellen.
Es existiert jedoch eine Grenzwellenlänge. Diese wird jedoch nicht durch die Dipol-
wechselwirkung festgelegt, sondern ist durch die Austauschwechselwirkung bestimmt.
Für die bisherige Betrachtung ist der Austausch ignoriert worden. Je geringer jedoch
die Wellenlänge gewählt wird, umso größer ist der Einfluss der Austauschwechselwir-
kung, da nächste Nachbarn stärker gegeneinander verkippt sind. Somit findet man eine
Wellenlänge unter deren Grenze der Gewinn durch die Dipolfeldenergie nicht mehr
groß genug ist, um die Erhöhung der Austauschenergie zu kompensieren.
Wie im Fall d. an den Komponenten 2 und 4 zu sehen ist, führt eine Reduzierung
der Wellenlänge dort ebenfalls zu einer Verringerung des Abstandes antiparallel orien-
tierter Komponenten. Im Gegensatz zu b. ist jedoch die Konfiguration von 1 und 3 für
die Dipolenergie ungünstig. Zwei gleiche magnetische Pole sind einander zugewandt.
Nähern sich diese beide Pole an, dann resultiert dies in einer Erhöhung der Dipolfel-
denergie. Das heißt für eine longitudinale Spinwelle erhöht sich die Dipolfeldenergie,
wenn die Wellenlänge verringert wird. Dies führt zu einer positiven Steigung in der
Dispersionsrelation.
Mit Hilfe von Abb. 2.14 konnte somit ein einfaches Bild entworfen werden, um den
Energieunterschied der Spinwellenarten zu verdeutlichen und Rückschlüsse auf den
Verlauf der Dispersionsrelation zu ziehen.
Dieses Verhalten lässt sich jedoch nicht nur bildlich beschreiben, sondern kann durch
lösen von Gleichung (2.49) auch mathematisch beschrieben werden. Die Berechnung
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ist im Anhang Abschnitt 6.18 zu finden. Dort wird die Annahme k ·D  1 gemacht,
welche für die später behandelten Spinwellen akzeptabel ist, da hauptsächlich dünne
Systeme (meistens D = 20nm) betrachtet werden und die Anregungen durch ein
Mikrowellenfeld gewährleistet werden, welches große Wellenlängen zur Folge hat. Als











⇒ ω ∼ √k
(2.50)
Die Tatsache α = k bedeutet, dass die Präzessionsamplitude der Welle ausgehend von
den Grenzflächen des Systems exponentiell absinkt, wobei die Stärke der Dämpfung
wiederum von der Wellenlänge abhängt. Je nach Wellenlänge erscheint deshalb diese
Art der Mode häufig lokalisiert an den Grenzflächen des Systems und wird daher in
der Literatur zumeist als Oberflächenmoden1 bezeichnet [Hur95, Dam61]. Im Weiteren
Verlauf dieser Arbeit werden diese Anregungsmoden allerdings longitudinale Spinwellen
genannt, da dies ihre physikalische Wellenform besser wiedergibt. Die Dispersions-
relation für longitudinale Spinwellen weist Ähnlichkeit zu der austauschgekoppelter
Spinwellen auf. Auch diese Art der Spinwellen benötigen mehr Energie zur Anregung bei
geringeren Wellenlängen, wie schon die Vorüberlegung über das Streufeld gezeigt hat.













1− µ0M02B0 D · k ⇒ ω ∼
√−k
(2.51)
Den größten Wert, den die Frequenz annehmen kann ist ω = γ
√
µ0B0 ·H0 für k = 0.
Eine imaginäre Frequenz ist nicht physikalisch, daher existiert auch mit ω = γµ0H0 eine
untere Frequenzschranke (siehe Anhang Abschnitt 6.18). Die transversalen Spinwellen
können also nur in einem festen Frequenzbereich γµ0H0 < ω < γ
√
µ0B0 ·H0 angeregt
werden. Durch einsetzen dieses Bereiches in die Gleichung für α ist ersichtlich, dass
α eine imaginäre Größe ist. Wie schon zuvor gibt diese Information Aufschluss über
die Verteilung der Spinwellen innerhalb eines Systems und führt in diesem Falle
dazu, dass die Spinwelle zwar im gesamten Probenvolumen auftritt, allerdings die
Präzessionsamplitude senkrecht zur Ebene, die durch k beschrieben wird, ebenfalls
eine periodische Funktion ist. Deshalb wird diese Art der Spinwellen in der Regel als
1Der wesentlich gebräuchlichere, englische Begriff lautet “magnetostatic surface mode”.
52
2.8 Anisotroper Magnetowiderstand in Metallen
Volumenmode bzw. rückläufige Volumenmode2 bezeichnet [Hil99]. Im Gegensatz zu
den longitudinalen Spinwellen weist die Dispersionsrelation für transversale Wellen eine
negative Steigung auf und somit ist deren Anregung kleiner werdenden Wellenlängen
energetisch immer günstiger. Somit ist es möglich die beiden Arten von Spinanregungen
durch eine Betrachtung der Anregungsenergie klar von einander zu unterscheiden.
Abschließend sei nochmals erwähnt, dass die gezeigten Dispersionen streng genom-
men nur für einen unendlich ausgedehnten Film gelten. Sind weitere Dimensionen
eingeschränkt, indem man zu einem magnetischen Draht übergeht, führt dies durch
weitere Randbedingungen zu einer Quantisierung der Wellenlänge bzw. des Wellen-





w entspricht der Ausdehnung des Systems in Laufrichtung der Spinwelle und n =
1, 2, 3, ... ist eine Ordnungszahl. Diese Quantisierung der Spinanregung kann zum
Beispiel in den Ergebnissen des Abschnittes 4.5.2 beobachtet werden. Zur Anregung
werden in dieser Arbeit ausschließlich homogene Mikrowellenfelder genutzt (siehe
Abschnitt 2.4), daher ist die Ordnungszahl auf ungerade Zahlen beschränkt. Spinwellen
mit einer geraden Ordnungszahl besitzen keine effektives Drehmoment, dass durch das
Hochfrequenzfeld angeregt werden kann.
2.8 Anisotroper Magnetowiderstand in Metallen
Der anisotrope Magnetowiderstand (AMR3) ist Voraussetzung für die Entstehung des
Detektionssignales der im Weiteren (siehe Kapitel 4.5) vorgestellten FMR-Experimente.
Diese wiederum bilden die Basis für die in dieser Arbeit durchgeführten Simulationen,
die unter anderem mit den Ergebnissen der Experimente verglichen werden. Um eine
bessere Interpretation der Messdaten zu ermöglichen, werden an dieser Stelle kurz die
physikalischen Grundlagen des AMR-Effekts vorgestellt.
In ferromagnetischen 3d-Metallen wird ein Unterschied im elektrischen Widerstand
festgestellt, je nachdem wie die magnetischen Momente gegenüber einem elektrischen
Strom orientiert sind [Smi51]. Der Ursprung dieses Unterschiedes beruht dabei auf der
Spin-Bahn-Kopplung (siehe Abschnitt 2.2). Der gemessene spezifische Widerstand eines
Ferromagneten bei dem Strom und Momente senkrecht ρ⊥ zueinander ausgerichtet sind
ist höher, als der gemessene Widerstand bei paralleler ρq Konfiguration. Eine exakte
Herleitung ist in der Literatur unter [McG75] zu finden. Der wesentliche Punkt dort
ist, dass im Zwei-Band-Modell hauptsächlich 4s-Elektronen in 3d-Metallen zum Strom





beitragen und der elektrische Widerstand durch die Streuung in unbesetzte d-Zustände
(sd-Streuung) bestimmt wird [Mot36]. Durch die Spin-Bahn-Kopplung unterscheiden
sich die Streuwahrscheinlichkeiten der s-Elektronen, je nach relativer Orientierung der
Magnetisierung zur Stromflussrichtung. Ohne Spin-Bahn-Kopplung würde in einem
Kristall mit kubischer Symmetrie kein anisotroper Magnetowiderstand existieren. Es
gilt für den spezifischen elektrischen Widerstand folgender Zusammenhang [McG75].
ρ(α) = ρ⊥ +4ρ · cos2(α) (2.53)
Dabei ist α der Winkel zwischen der Flussrichtung und Magnetisierung. 4ρ ist die Dif-
ferenz der spezifischen Widerstände zwischen paralleler und senkrechter Orientierung.
Die Größe des AMR-Effektes ist von einigen Materialparametern abhängig wie zum
Beispiel Schichtdicke und Zusammensetzung. Für Permalloysysteme, die ausschließlich
untersucht worden sind, liegt der Effekt in der Größenordnung von ≈ 1% bei Zim-
mertemperatur [Mit64]. Auf Grund von Veränderungen der Besetzungszustände bei
Variation der Temperatur im Zwei-Band-Modell, ist die Differenz ebenfalls temperatur-
abhängig. Die folgende Abbildung zeigt eine sehr einfache klassische Erklärung, die
jedoch nicht der oben genannte Literatur entspricht, den Vorgang aber veranschaulicht.
Abbildung 2.15: Das Diagramm zeigt den Verlauf des spezifischen Widerstandes bezüglich
des Winkels α zwischen Magnetisiserung und Stromrichtung. Die beiden Bilder zeigen die
Konfigurationen ρq und ρ⊥, wobei die grauen Kreise die Elektronenorbitale darstellen sollen.
Für den Fall das Stromrichtung und Magnetisierung in die gleiche Richtung zeigen,
ist der Streuquerschnitt und damit auch die Streuwahrscheinlichkeit der Elektronen
an einem Orbital mit dem Bahndrehimpuls µl größer als für den Fall das Strom und
Magnetisierung senkrecht zueinander orientiert sind, da sich für diese Konfiguration
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das Orbital von µl in der Ebene der Flussrichtung der Elektronen befindet.
2.9 Röntgenabsoptionsspektroskopie
Im Rahmen dieser Arbeit sind einige Messungen an Synchrotron Strahlungsquellen
durchgeführt worden. Um ein besseres Verständnis für die Auswertung der gesammelten
Daten zu gewährleisten, wird in diesem Abschnitt eine Einführung in die Röntgenab-
sorptionsspektroskopie (XAS4) gegeben. Mittels der vorgestellten Messmethode können
Aussagen über strukturelle und magnetische Eigenschaften eines Probensystems ge-
macht werden. Dabei ist XAS im Gegensatz zur FMR keine integrale Messmethode,
sondern es lassen sich elementspezifische Analysen vornehmen. Besonders bei sehr kom-
plexen Systemen kann dies helfen, die Ursache verschiedenster physikalischer Größen zu
identifizieren (wie zum Beispiel atomare magnetische Momente, Kristallgitterparameter,
Oxidationszustände, ...). Das in dieser Arbeit hauptsächlich angewandte Messprinzip ist
der Röntgen Lineardichroismus (XLD5), mit welchem sich im Weiteren beschäftigt wer-
den soll. In der Literatur [Stö92, Stö06] lassen sich dazu ausführliche Beschreibungen
finden.
2.9.1 Röntgen Lineardichroismus (XLD)
Um den Effekte des Lineardichroismus zu untersuchen, wird linear polarisiertes Rönt-
genlicht benötigt, dessen Polarisationsrichtung (die Richtung des elektrischen Feldes E
des Röntgenstrahls) variabel sein muss. Bzw. es könnte auch die Polarisationsrichtung
erhalten bleiben und die zu analysierende Probe gedreht werden. Experimentell ist es
allerdings viel einfacher die Polarisationsachse um 90° zu drehen.
Abbildung 2.16: Schematische Darstellung von zwei Polarisationen, die 90° zueinander ge-
dreht sind. Die Drehung findet nur in der Ebene senkrecht zur Ausbreitungsrichtung k der
Welle statt.
Die Drehung findet dabei in der Ebene senkrecht zur Ausbreitungsrichtung des Rönt-
genlichtes statt, wobei die beiden Konfigurationen der Polarisation in der Regel als
4Englisch: X-ray absorption spectroscopy
5Englisch: X-ray linear dichroism
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horizontal bzw. vertikal bezeichnet werden. Als Lineardichroismus wird das unterschied-
liche Absorptionsverhalten dieser beiden Polarisationen bezüglich eines Probensystems
beschrieben. Dabei lassen sich zwei Ursachen für diesen Unterschied feststellen, die
allerdings auch zusammen in einem Probensystem auftreten können. Zum einen kann
eine vorhandene Magnetisierung die Absorption beeinflussen und zum anderen haben
Anisotropien in der elektrischen Raumladungsverteilung einen großen Einfluss. Bei-
de Effekte sind in den untersuchten Proben vorhanden, daher folgt zum jeweiligen
Dichroismus eine kurze Einführung.
2.9.1.1 Natürlicher Röntgen Lineardichroismus
Damit die Betrachtung des natürlichen linear Dichroismus (XNLD) vereinfacht wird,
sei ein Beispielsystem vorausgesetzt, in dem keine Magnetisierung existiert. So kann
ausgeschlossen werden, dass zusätzliche Beiträge des magnetischen Lineardichroismus
vorhanden sind. Wird zunächst einmal ganz allgemein der Effekt der Absorption von
Röntgenstrahlung (diese sei unpolarisiert) in Materie betrachtet, dann kann immer dann
eine verstärkte Absorption der Strahlung auftreten, wenn die Energie der Röntgenstrah-
lung genau einem elektronischen Übergang entspricht [Hak02]. Dabei wird ein Elektron
von einem kernnahen Orbital in ein energetisch höher liegendes Orbital angeregt. Die
Übergangswahrscheinlichkeit ist zum einen abhängig von der Besetzung des Ausgangs-
orbitales, als auch von den freien Zuständen des Zielorbitales. Mathematisch lässt sich
das durch die bekannte “Fermis-Goldene-Regel” beschreiben [Dir27, Dem04]. Geht man
davon aus, dass z.B. keine freien Zustände mehr im Zielorbital vorhanden sind, dann
ist kein Übergang möglich und folglich beeinflusst diese nicht die Röntgenabsorption.
Wird ein solches Absorptionsexperiment mit linear polarisierten Röntgenlicht durch-
geführt, ist für den Grad der Absorption nicht nur die gesamte Anzahl der freien
Zustände im Zielorbital von Bedeutung, sondern auch in welche Richtung der elektri-
schen Feldestärkevektor E der Strahlung bezüglich der Orbitalachsen gerichtet ist.
An einem einfachen Beispiel soll dies verdeutlicht werden. Angenommen es findet eine
Anregung mit linear polarisierter Röntgenstrahlung aus dem 1s Zustand statt. Die s
Orbitale bieten den Vorteil, dass die Form des Orbitales eine räumliche Kugelsymmetrie
aufweist. Damit existiert für diese Art von Orbital keine räumliche Richtung, die sich
gegenüber einer anderen auszeichnet. Es ist also unerheblich in welche Richtung E
orientiert ist, alle Richtungen sind äquivalent. Dies ändert sich, falls ein Elektron zu
einem Übergang in ein 2p Orbital angeregt wird. Die Form der p Orbitale lässt sich
am besten als eine “Hantelform” beschreiben und damit sind die einzelnen Orbitale
nicht mehr räumlich isotrop.
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Abbildung 2.17: Schematische Darstellungen der Ladungsdichte (Aufenthaltswahrscheinlich-
keit) eines s Orbitales bzw. der drei räumlich anisotropen p Orbitale.
Für diese Orbitale ist nicht immer möglich einen elektronischen Übergang mittels
linear polarisierter Röntgenstrahlung zu bewirken. Ein Übergang und somit eine
Absorption tritt nur ein, wenn das entsprechende Orbital eine Ladungsdichte in Richtung
von E aufweist. Sei z.B. vorausgesetzt, dass E ‖ z dann gibt es keinen Übergang in
px und py, sondern mit dieser Polarisation ist es nur möglich eine Anregung in das pz
Orbital durchzuführen.
Für ein ungestörtes Atom sind alle drei p Orbitale energetisch entartet, so dass
die in diesem Orbital vorhandenen Elektronen gleich verteilt in allen Orbitalen sind.
Damit existieren im pz Orbital genauso viele freie Zustände wie in px bzw. py. Werden
die Ladungsdichten aller drei p Orbitale aufaddiert, findet sich genauso wie für s
Orbitale eine Kugelsymmetrie. Das heißt in diesem Fall ist die Absorption nicht von
der Richtung E abhängig. Bringt man jedoch eine Störung in Form einer Verzerrung in
das System, dann hebt sich die energetische Entartung der Orbitale auf. Angenommen
pz ist energetisch günstiger als die beiden anderen Orbitale, dann befinden sich in
diesem Orbital weniger frei Zustände. Eine direkte Folge davon ist, dass sich eine
geringere Absorption eines Röntgenstrahls mit der Polarisation E ‖ z beobachten lässt.
Wohingegen die Polarisationen mit E ‖ x oder E ‖ y ein erhöhtes Absorptionsvermögen
zeigen. Anhand dieses unterschiedlichen Absorptionsvermögens lässt sich die Größe des
dichroischen Signals bestimmen. Dabei werden die Intensitäten zweier 90° zueinander
ausgerichteter Polarisationen verwendet.
IXLD = Ihor − Iver (2.54)
Somit ist es möglich mittels des XNLD Rückschlüsse auf die elektronische Struktur einer




2.9.1.2 Magnetischer Röntgen Lineardichroismus
Um ausschließlich den Einfluss des magnetischen linear Dichroismus (XMLD) zu
betrachten, wird ein System mit einer kubischen Symmetrie angenommen. Für solch ein
System ist kein Signal, auf Grund des XNLD zu erwarten. Des Weiteren besitze dieses
System eine Magnetisierung M , welche in eine Vorzugsrichtung orientiert sein soll.
Durch die Spin-Bahn-Kopplung nimmt die Ausrichtung der Magnetisierung durchaus
auch einen Einfluss auf die Ladungsverteilung in den Orbitalen. Das heißt es ist ein
Unterschied im Absorptionsverhalten linear polarisierter Röntgenstrahlung zu erwarten,
je nachdem ob E ‖M oder E ⊥M ausgerichtet ist.
Bei der Untersuchung magnetischer Materialien liegt daher in der Regel eine Kom-
bination von XMLD und XNLD vor, was eine Analyse dieser Art von Messungen
durchaus erschwert. Aus diesem Grunde werden im Rahmen der vorliegenden Arbeit





Im Rahmen dieser Arbeit wurden zwei verschiedene Probensysteme untersucht: mi-
krostrukturierte Permalloy (Py) Drähte und Bariumtitanat-Kobaltferrit (BTO−CFO)
Nanokomposite. Zunächst wird auf den Herstellungsprozess bzw. den Probenaufbau der
Permalloy-Mikrodrähte eingegangen, welche Basis für die meisten in dieser Arbeit ge-
zeigten Simulationen sind. Im Anschluss wird der Prozess der gepulsten Laserdeposition
und der dazugehörige Aufbau beschrieben. Danach werden die Präparationsparame-
ter beschrieben, die für die Herstellung von Nanokompositproben verwendet worden
sind. Abschließend behandelt dieses Kapitel die strukturellen Eigenschaften, der im
Nanokomposit enthaltenden Phasen und geht auf den Wachstumsprozess dieser Art
von Nanokomposit ein.
3.1 Mikrostrukturierter Permalloy-Draht
Ein wesentlicher Teil dieser Arbeit beschäftigt sich mit der Beschreibung der Magneti-
sierungsdynamik in einem Permalloy-Draht. Dabei wird als Permalloy eine Legierung
aus Eisen und Nickel bezeichnet, die idealerweise eine Zusammensetzung von Fe20Ni80
aufweist. In Kapitel 4.3 ist eine ausführliche Diskussion verschiedenster Anregungs-
moden der Magnetisierung eines Permalloydrahtes zu finden. Die dort vorgestellten
Ergebnisse basieren auf mikromagnetischen Kalkulationen, wobei als Grundlage für
die durchgeführten Rechnungen ein real existierendes System gewählt worden ist. Dies
ermöglicht in Abschnitt 4.5.2.4 und Abschnitt 4.5.3.4 einen direkten Vergleich zwischen
Simulationsergebnisse und experimentellen Daten.
Das Permalloy Probensystem ist im Rahmen einer weiteren Doktorarbeit in der
Arbeitsgruppe Farle entstanden und wurden mittels Elektronenstrahllithographie (EBL)
hergestellt. Für eine ausführliche Beschreibung des Herstellungsprozesses sei auf die
Doktorarbeit von Nathalie Reckers verwiesen [Rec13]. Bei den Proben handelt sich
ausschließlich um polykristalline Py-Systeme, die auf undotierten Galliumarsenid
(GaAs) Substraten gewachsen worden sind.
Dieser Abschnitt beschäftigt sich mit dem Aufbau dieser Probensysteme, um die
Interpretationen der durchgeführten Messungen verständlich zu machen. Als Mess-
bzw. Detektionsprinzip für die Magnetisierungsdynamik wurde die ferromagnetischen
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Resonanz gewählt, wobei die Detektionsmethode zur Charakterisierung einzelner Mi-
krostrukturen sich von der klassischen Detektion unterschiedet.
Im Folgenden wird die gewählte Detektionsmethode weiter erläutert. Dazu ist in
Abb. 3.1 eine SEM (Sekundär Elektronen Mikroskop) Aufnahme eines Permalloy-
Drahtes gezeigt. Die Abbildung zeigt den Aufbau eines Probensystems dieser Art,
wobei zusätzlich schematisch die magnetischen Feldlinien eines Hochfrequenzfeldes b(t)
eingezeichnet worden sind.
Abbildung 3.1: SEM Aufnahme eines kontaktierten Permalloy-Streifens (dunkelgrau) auf
einem GaAs Substrat (schwarz). Die Anregung des Streifens erfolgt über einen Mikrowellen-
Kurzschluss, der ein hochfrequentes Magnetfeld b(t) erzeugt, dessen Orientierung senkrecht
zur Substratoberfläche ausgerichtet ist (schematisch durch die gelben Pfeile gekennzeichnet).
Als Detektionsmethode wird der AMR Effekt genutzt, weshalb der Streifen durch eine 4-Punkt
Messgeometrie elektrisch verbunden ist. Als Material für die Kontakte/Kurzschluss wurde
Gold verwendet.
Das Hochfrequenzfeld wird für die Anregung der Magnetisierung in einem Experi-
ment der ferromagnetischen Resonanz benötigt. Erzeugt wird dieses Feld mit Hilfe
eines Mikrowellen-Kurzschlusses. An der Stelle des Kurzschlusses wird durch die Os-
zillation des elektrischen Feldes einer angelegten Mikrowelle, die Flussrichtung der
Elektronen im Kurzschluss ständig verändert. So baut sich ein entsprechend zeitlich
variables Magnetfeld b(t) um den Kurzschluss auf, dessen Orientierung senkrecht zur
GaAs-Oberfläche ausgerichtet ist. Die Anregung benötigt, im Gegensatz zu etablierten
FMR-Experimenten, keine Resonatortechnik. Daher ist es möglich Mikrowellenfre-
quenzen in einem Frequenzbereich von 1− 18GHz in den Kurzschluss einzukoppeln,
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wodurch FMR-Dispersionsrelationen (Verhalten des Resonanzfeldes bei unterschied-
lichen Frequenzen) der Probe bestimmt werden können. Mit Hilfe dieser Dispersi-
onsrelationen lassen sich Aussagen über den Charakter, Ursprung und das Verhalten
unterschiedlichster Anregungsmoden machen. Die Detektion der Anregung erfolgt über
den AMR-Effekt (siehe Abschnitt 2.8), bei dem sich eine Änderung des elektrischen
Widerstandes im Streifen auf Grund der Präzession der Magnetisierung detektiert lässt.
Mittels dieser Detektionsmethode erhält man ausschließlich Informationen über diese
eine ausgezeichnete Struktur. Wohingegen die meisten anderen Detektionsmethoden,
auf Grund von Limitierungen in der Detektionsempfindlichkeiten, nur Aussagen über
ein ganzes Ensemble von identisch hergestellten Strukturen machen können. Besteht
ein Probensystem aus einer Vielzahl von Strukturen können zwischen diesen, im Zuge
des Herstellungsprozesses, Unterschiede auftreten. Diese Unterschiede führen dazu,
dass gewisse Anregungsmoden der einzelnen Strukturen sich nicht überlagern und
deshalb auch nicht die Detektionsschwelle erreichen, oder sich gar gegenseitig auslö-
schen. Besonders im Bezug auf die später diskutierten lokalisierten Anregungsmoden
(siehe Abschnitt 4.57) ist das von Bedeutung. Diese Moden sind sehr empfindlich auf
strukurelle Unterschiede.
Um eine möglichst hohe Sensitivität der elektrischen Detektion zu gewährleisten,
werden die Messungen in einer Vierpunktgeometrie durchgeführt. Dazu wurden nach
Herstellung der magnetischen Mikrostruktur in einem zweiten EBL-Verfahren Gold-
kontakte hergestellt. Eine Oxidation der Grenzfläche zwischen den Kontakten und
dem Draht wird verhindert, indem alle Drähte mit einer 2nm dicken Platinschicht
abgedeckt sind. Sowohl der Kurzschluss, als auch die Kontakte bestehen aus Gold. Die
Dimensionen des in Abb. 3.1 gezeigten Streifens sind: Länge 80µm, Breite 1µm, Höhe
22 nm (20nm Py + 2nm Pt).
3.2 Gepulste Laserdeposition
In Kapitel 4.1 wird eine ausführlich Charakterisierung von multiferroischen Bariumtitanat-
Kobaltferrit (BaTiO3 − CoFe2O4 kurz:BTO − CFO) Nanokompositen beschrieben,
welche mittels gepulster Laserdeposition (PLD1) hergestellt worden sind. Daher geht
dieser Abschnitt auf die verwendete Präperationskammer und auf den Herstellungspro-
zess dieser Proben ein. Eine ausführliche Beschreibung der Laserdepositionstechnik ist
in der Literatur zu finden [She04, Kre03, Li06]. An dieser Stelle soll nur eine kurze Ein-
führung in diese Technik gegeben werden. Zunächst trifft ein fokussierter Laserstrahl
auf die Oberfläche des Verdampfungsmaterials2, wobei der größte Teil der Laserenergie
absorbiert wird und daraus resultierend Material thermisch verdampft wird. Dieses
Material bildet ein quasi-zweidimensionales Plasma, welches durch den noch einfallen-
1Englisch: pulsed laser deposition
2Meistens wird das englische Wort “Target” verwendet.
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den Laserpuls weiter erhitzt und ionisiert wird. Bedingt durch Stossprozesse entsteht
eine Plasmakeule, die eine Orientierung senkrecht zur Oberfläche aufweist. Da die
Elektronen in dem Plasma eine geringere Masse besitzen und dadurch schneller sind
als die Ionen, entsteht eine Raumladungszone. Durch diese Raumladungszone können
wiederum die zurückbleibenden Ionen auf Energien von ∼ 100 eV beschleunigt werden.
Durch die Expansion des Plasmas nimmt der Ionisationsgrad durch Rekombination
ab und die Temperatur fällt rapide. Erreicht das Material ein in den Flugweg einge-
brachtes Substrat, so schlägt es sich dort nieder. Dieser Aufwachsprozess hängt von
vielen Parametern ab, wie zum Beispiel der Substrattemperatur, der Substratoberfläche
und dem Abstand zum Verdampfungsmaterial. Voraussetzung für einen erfolgreichen
Herstellungsprozess sind weiterhin, eine ausreichend hohe Energiedichte des Lasers und
eine hinreichend lange Pulslänge. Die einzustellenden Parameter unterscheiden sich
je nach Verdampfungsmaterial und sind daher experimentell zu bestimmende Werte.
Die Herstellung einer Probe mittels des PLD-Verfahrens bietet zwei Vorteile, zum
einen ist es möglich auch elektrische Isolatoren zu verdampfen und zum anderen bleibt
die Stöchometrie des Targets auch auf dem Substrat erhalten. Diese beiden Punkte
sind entscheidend für die Wahl der PLD als Herstellungstechnik für die BTO − CFO
Nanokomposite, wobei aus der Literatur Hinweise auf die Größenordnungen der Her-
stellungsparameter entnommen werden können [Zhe04c, Bar07]. Abb. 3.2 zeigt den
Aufbau der verwendeten PLD-Kammer.
Die Kammer besteht aus Edelstahl, wobei sie mit einem Flanschsystem ausgerüstet
ist. An zwei von diesen Flanschen befindet sich jeweils ein Vakuumfenster. Diese die-
nen zum einen der Beobachtung und Kontrolle des PLD-Prozesses und zum anderen
ermöglichen sie der Laserstrahlung in die Kammer zu gelangen. Daher ist darauf zu
achten, dass die Fenster für die Wellenlänge des verwendeten Lasers durchlässig sind.
Innerhalb der Kammer kann durch die angeschlossene Drehschieberpumpe ein Basis-
druck von ≈ 3 · 10−3mbar erreicht werden. Ein Ölfilter an der Pumpe gewährleistet,
dass es zu keiner Kontamination der Kammer auf Grund des Pumpvorganges kommt.
Da die Kammer zur Herstellung oxidischer Materialien verwendet wurde, lässt sich
mittels eines Feindossierventils und einer angeschlossenen Sauerstoff-Gasflasche eine
Sauerstoffatmosphäre erzeugen. Als Probensubstrat für die Schichtsysteme ist kom-
merziell erhältliches Strontiumtitanat SrT iO3 (kurz: STO) mit einer polierten (001)
Oberfläche (hellgrün) verwendet worden. Durch eine Maske fixiert, befindet sich das
Substrat auf dem Probenhalter in der Kammer (siehe Abb. 3.3 a.). Mittels einer resisti-
ven Heizung besteht die Möglichkeit das Substrat bis auf eine Temperatur von 1000°C
zu heizen, wobei diese durch ein Thermoelement bestimmt werden kann. Auf Grund
von mechanischen Einschränkungen, die während eines Herstellungsprozesses auftreten,
befindet sich allerdings das Thermoelement nicht direkt am Ort des Substrates. Damit
ist eine exakte Bestimmung der Substrattemperatur unmöglich. Um ein Maß für die




Abbildung 3.2: Schematischer Aufbau der PLD-Kammer. Das Verdampfungsmaterial (rot)
befindet sich, durch einen Motor angetrieben, in ständiger Rotation. Wird dessen Oberfläche
mit einem Laser beschossen, bildet sich eine Plasmakeule. Mittels einer Quarzwaage, die
gleichzeitig als Verschlussblende dient, lässt sich die Aufdampfrate bestimmen. Das Substrat
(grün) kann beheizt und dessen Temperatur abgelesen werden.
Dabei wurde direkt auf der Oberfläche des Substrates ein weiteres Thermoelement
angebracht. Danach ist die Heizung auf verschiedene Temperaturen eingestellt worden
und nach der Reglungsphase wurden beide Temperaturanzeigen verglichen. Dadurch
konnte eine Abweichung der gemessenen Temperaturen von ≈ 8 % festgestellt werden,
wobei das fest eingebaute Thermoelement immer die niedrigere Temperatur angezeigt
hat. Die im weiteren Verlauf genannten Temperaturen zur Probenherstellung sind
immer mit dem Faktor 1.08 multipliziert worden, um die “wahre” Substrattemperatur
zu ermitteln. Eine computergesteuerte PID-Reglung sorgt für eine konstante Tempe-
ratur (±0.2°C) während der Probenherstellung. Um die Aufdampfrate zu bestimmen,
besteht die Möglichkeit das Substrat durch ein Blech3 zu verdecken, auf dessen vom
Substrat abgewandten Seite eine Quarzwaage montiert ist. Eine Änderung in der Eigen-
schwingungsfrequenz des Quarzes ist proportional zu einer Massenzunahme auf dem
3Dieses Blech wird in der Regel mit dem englischen Begriff “shutter” bezeichnet.
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Quarzkristall bzw. kann durch die Frequenzänderung in einem festgelegten Zeitintervall
eine Aufdampfrate bestimmt werden.
Das Target (rotes Rechteck in Abb. 3.2), welches aus einem Stoffgemisch von
65 %BaTiO3 und 35 %CoFe2O4 besteht, ist auf einem drehbarem Karussell befestigt.
Die Abb. 3.3 b. zeigt dazu eine Schemaskizze und ein Foto des realen Aufbaus. Die Ober-
fläche des Targets wird mit einem gepulsten Laserstrahl beschossen, wozu ein KrF-Laser
(Lambda Physik COMPexPro 102) mit einer Wellenlänge von λ = 248nm verwendet
wurde. Um ein überhitzen des Targets durch den stetigen Laserbeschuss zu vermeiden,
ist eine Wasserkühlung in dem Targetkarussell integriert. Durch einen Elektromotor
angetrieben, befindet sich das Target in einer ständigen Rotation um seine eigene Achse
(in der Abbildung mit 1 markiert). Diese Rotation verhindert, dass nur eine Stelle der
Oberfläche durch den Laser abgetragen wird. Damit soll gewährleistet werden, dass
der Aufdampfprozess homogen bezüglich Aufdampfrate und Stoffmischungsverhältnis
verläuft. Das Foto in Abb 3.3 b. zeigt das Karussell mit zwei eingebauten Targetmate-
rialien (BTO − CFO und SrRuO3). Es kann zwischen diesen beiden Materialien in
einem Aufdampfprozess gewechselt werden, indem das gesamte Karussell gedreht wird.
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Abbildung 3.3: a. Blick in die PLD-Kammer mit Frontansicht auf den Probenhalter. Im
oberen Bereich des Bildes ist der shutter mit der Quarzwaage zu erkennen. Es ist ein SrT iO3-
Substrat eingebaut (weißer Kreis), welches durch eine Maske fixiert wird. Die Zeichnung
stellt dies genauer dar. In b. ist das ausgebaute Targetkarussell zu sehen. Eine abgestimmte
Mechanik sorgt dafür, dass die kontinuierlich um ihre eigene Achse rotieren, des Weiteren
besteht die Möglichkeit das gesamte Karussell zu drehen. Es sind zwei Targets eingebaut,
wobei das eine ein Komposit aus BTO − CFO (links) ist und das andere aus Strontium
Ruthenat SrRuO3 (rechts) besteht.
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3.2.1 Aufdampfratenbestimmung eines BaTiO3 - CoFe2O4 Targets
Da beide Materialien schon vor Übergabe der PLD-Kammer verwendet worden sind,
wurde zunächst eine Bestimmung der Aufdampfrate durchgeführt. Dazu ist der Laser
auf eine Wiederholungsrate von 10Hz bei einer Energie von 200mJ bzw. 400mJ
eingestellt worden. Die vom Laser bestrahlte Fläche wurde mit Hilfe eines Thermo-
papiers auf 0.12 cm2 am Ort des BTO − CFO Targets fokussiert, welches mit einer
Rotationsfrequenz von 0.1Hz um seine eigene Achse rotiert.
Abbildung 3.4: Die Aufdampfraten des BTO − CFO Targets für verschiedene Laserenergien.
Für die Energien von 400mJ und 200mJ rotiert das Target ausschließlich nur um seine
eigene Achse, wie es auf der rechten Seite mit 1 dargestellt ist. Der Laser trifft ausschließlich
auf den in schwarz markierten Ring, an dessen Stelle sich auf dem realen Traget ein Graben
auf der Oberfläche befindet. Wohingegen bei der Energie von 150mJ eine zusätzliche Rotation
des gesamtem Karussells vorgenommen worden ist und somit der Laser zum größten Teil
auf völlig neue Gebiete des Target trifft (durch die grauen Ringe in 2 und 3 dargestellt).
Beide Energien zeigen ein deutliches Absinken der Aufdampfrate, so dass nach einer
Zeit von 8 Minuten lediglich noch eine Rate von ≈ 1nm/min festgestellt werden
kann. Als Ursache für diesen Effekt kommen die, schon vorhandenen, Rinnen in den
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Oberflächen der Target-Materialien in Betracht. Diese Rinnen sind deutlich in Abb.
3.3 b. sichtbar.
Sie sind vermutlich dadurch entstanden, dass vor Übernahme der Kammer, die Targets
immer auf eine festgelegte Position gedreht worden sind. Durch die kontinuierliche
Eigendrehung der Targets sind immer die gleichen Bereiche mit dem Laser beleuchtet
worden, so dass ausschließlich dort Material abetragen worden ist.
Die anfänglich höhere Rate lässt sich damit erklärt, dass zunächst Partikel verdampft
wurden, die sich auf der Oberfläche niedergelassen haben. Nachdem diese vollständig
verschwunden sind, verlässt kaum noch Material den Graben und die Aufdampfrate
sinkt auf einen minimalen Wert ≈ 0.5nm/min ab. Um dies zu überprüfen wurde das
gesamte Karussell manuell um 5° gegenüber der festgelegten Position verdreht und
somit die nominelle Position für das BTO − CFO Target absichtlich verlassen. Dabei
ist der Winkel so gewählt worden, dass der Laser zwar immernoch die Oberfläche des
Targets trifft, aber einen vollkommen unberührten Bereich beleuchtet. Das Ergebnis ist
in Abb. 3.4 durch die Sterne markiert. Trotz geringerer Laserenergie ist eine viel höhere
Rate zu erreichen, die auch über einen längeren Zeitraum gegenüber den vorherigen
Messungen als stabil bezeichnet werden kann. Es ist auch hier ein Abnutzungseffekt
zu erkennen. So ist zum Beispiel die Aufdampfrate nach 7 Minuten auf 8nm/min
zurückgegangen. Allerdings konnte diese wieder auf den ursprünglichen Wert erhöht
werden, indem das Karussell um −3° zur ursprünglichen Position verdreht worden ist.
Dies zeigt eindeutig, dass bei zuvor hergestellten Proben eine falsche Annahme
für die Aufdampfrate zugrunde gelegt wurde und folglich deren Schichtdicke bzw.
Probenstruktur unbekannt sind. Um dieses Defizit zu vermeiden und eine bessere
Kontrolle über die Aufdampfrate zu erlangen, ist während der Herstellung weiterer
Proben zusätzlich zum Target auch das Karussell in eine Rotation versetzt worden.
3.2.2 Präparationsparameter zur Herstellung eines BaTiO3 - CoFe2O4
Nanokomposites
Es wurde eine Reihe von Nanokompositproben hergestellt, um die Parameter der
PLD-Kammer zu optimieren und somit die Qualität der Proben zu verbessern. Als
Grundlage zur Bestimmung dieser Parameter haben veröffentlichte Werte aus ande-
ren Arbeitsgruppen gedient [Zhe04a, Bar07]. Da die verschiedenen PLD-Kammern
allerdings unterschiedliche Eigenschaften haben, sind Parameter wie zum Beispiel Auf-
dampfrate, Substrattemperatur, Energiedichte oder Schichtdicke in Grenzen variiert
worden.
Die Probe, die im Wesentlich in der Auswertung dieser Arbeit behandelt wird,
ist unter den folgenden Bedingungen hergestellt worden. Der Laser ist mit einer
Energie von 150mJ und einer Wiederholungsrate von 10Hz betrieben worden. Daraus
resultierend wurde die Oberfläche des BTO−CFO Targets mit einer Energiedichte von
≈ 1.2 J/cm2 beleuchtet. Dies hat zu einer mittleren Aufdampfrate von 10.5nm/min
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geführt. Trotz der zusätzlich durchgeführten Rotation des gesamten Karussells muss
für den Aufdampfprozess eine Unsicherheit von ±1nm/min angenommen werden.
Auf Grund der Ergebnisse aus dem vorherigen Abschnitt 3.2.1 zur Bestimmung der
Aufdampfrate, ist das Karussell in einem Bereich von ±5° um die nominelle Position
des BTO − CFO Targets mit einer Winkelgeschwindigkeit von 1°/1min gedreht
worden. Das Target wiederum rotiert mit 0.1Hz um seine eigene Achse. Vor dem
Aufdampfprozess ist das SrT iO3 Substrat auf eine Temperatur von ca. 950 °C aufgeheizt
worden. Dabei ist das Substrat so eingebaut worden, dass auf eine polierte [001]
Oberfläche aufgedampft wird. Der Basisdruck in der Kammer betrug 1.3 · 10−2mbar,
bevor dieser durch das Einlassen von Sauerstoff-Gas auf 1.5 · 10−1mbar erhöht worden
ist. Die Dauer des Aufdamfprozesses betrug 38min, woraus eine Schichtdicke von
400nm resultiert. Durch die Unsicherheit in der Aufdampfrate ist allerdings durchaus
eine Variation der Schichtdicke von bis zu 10 % möglich. Nach dem Herstellungsprozess
erfolgte eine geregelte Abkühlung der Probe mit einer Rate von 5 °C/min.
3.2.2.1 Kristallstruktur des BaTiO3 und dessen elektrische Eigenschaften
BaTiO3 ist bedingt durch eine hohe Dielektrizitätszahl [Kol04], wie alle ferroelektri-
schen Materialien, ein guter elektrischer Isolator. BaTiO3 ist ein ionischer Kristall und
kristallisiert in in einer Perovskit-Struktur. Daher wird an dieser Stelle kurz die ideale
Perovskit-Struktur vorgestellt [Woo97]. Die Stöchometrie dieser Strukturen ist durch
AMX3 gegeben und deren Kristallstruktur wird in der nebenstehenden Abbildung
gezeigt.
Das Kristallgitter besteht aus TiO6-Oktaedern (in der Abbildung hellblau einge-
zeichnet), deren Ecken mit den anderen Nachbaroktaedern zusammengeschlossen sind.
Dieser Oktaeder ist in einer Elementarzelle lokalisiert, deren Ecken durch Bariumatome
besetzt werden, welche sich wiederum im Zentrum eines von 12 Sauerstoffatomen gebil-
deten Polyeders befinden. Die gezeichnete Einheitszelle weist eine kubische Symmetrie
(a = b = c) auf. In dieser Symmetrie besitzt BaTiO3 keine ferroelektrischen Eigen-
schaften. Diese tritt erst auf, wenn das System vom kubischen in die tetragonale Phase
(a = b < c) übergeht. Aus dem Phasendiagramm in Abb. 3.6 kann entnommen werden,
dass ein BaTiO3 Kristall in einem Temperaturbereich von ca. 5°C < T < 120°C eine
tetragonale Struktur aufweist. Alle in dieser Arbeit gezeigten Messungen an diesem
System, sind bei Zimmertemperatur durchgeführt worden. Daher kann davon ausge-
gangen werden, dass das BaTiO3, während der Experimente, in einer tetragonalen
Konfiguration vorgelegen hat. Zwar ist die Asymmetrie zwischen der c-Achse und der
a-Achse temperaturabhänig (siehe Abb. 3.6), jedoch liegt sie im gesamten Temperatur-
bereich in der Größenordnung von ≈ 1 %. Das permanente elektrische Moment, welches
der Ursprung der Ferroelektrizität ist, wird durch eine Verzerrung des TiO6-Oktaeder
erzeugt. So ist in der tetragonalen Phase die Position des Ti-Atoms gegenüber dem
Zentrum des Oktaeder in einer Größenordnung von ≈ 0.1Å verschoben [Fra55].
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Abbildung 3.5: Die Elementarzelle einer idealen, kubischen AMX3 Perovskitsturktur mit
Identifikation der verschiedenen Atomsorten für BaTiO3.
Dies erzeugt auf Grund der daraus resultierenden Ladungsverschiebung ein perma-
nentes elektrisches Moment, welches parallel zur c-Achse des Kristalls orientiert ist.
Damit gehört BaTiO3 in die Klasse der Piezokristalle. Mit einem von außen angelegten
elektrischen Feld lässt sich das permanente Moment manipulieren, welches wiederum
Einfluss auf die Kristallstruktur nimmt. Wird zum Beispiel ein elektrische Feld in
Richtung der c-Achse angelegt, erhöht sich die Verzerrung des TiO6-Oktaeder und
damit auch die gesamte Kristallstruktur (Abbildung im Anhang 6.19). Eine aktuel-
le Arbeit gibt einen Wert für den piezoelektrischen Koeffizienten mit 149 pm/V im
linearen Bereich der Verzerrung an [Taz09]. Zum Beispiel führt dies bei einem ange-





bei Zimmertemperatur [Dun52] zu einer Längenveränderung
der c-Achse um ≈ 0.12 pm (das entspricht ca. 0.03 % Änderung).
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Abbildung 3.6: Strukturelle Umwandlungen des BaTiO3 bei unterschiedlichen Temperaturen
und deren Einfluss auf die Gitterkonstante, Polarisation und Dielektrizitätskonstante. Die
Diagramme sind aus der Literatur entnommen [Was11].
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3.2.2.2 Kristallstruktur des CoFe2O4 und dessen magnetische Eigenschaften
In den Nanokompositstrukturen ist weiterhin auch CoFe2O4 enthalten, dessen struk-
turelle und magnetische Eigenschaften in diesem Abschnitt vorgestellt werden. Ebenso
wie das BaTiO3 zählt auch CoFe2O4 zu der Gruppe der Isolatoren [Rai12, Jon59].
Diese Eigenschaften und die hohe Magnetostriktion (siehe Abschnitt 2.6.3) machen
CoFe2O4 für die Anwendung zusammen mit BaTiO3 interessant. So besteht zum Bei-
spiel in einer Kompositstruktur die Möglichkeit mittels eines elektrischen Feldes eine
direkte Manipulation der Magnetisierung im CoFe2O4 vorzunehmen.
CoFe2O4 gehört zu der Gruppe der Ferrite, deren Kristalle in einer Spinell-Struktur
vorliegen, welche im Allgemeinen eine Stöchometrie von AM2X4 aufweisen [Hou10].
Eine Beschreibung dieser Ferrit-Strukturen befindet sich in [Smi59]. Die Elementarzelle
der Spinell-Struktur besitzt eine kubische Symmetrie mit einer Gitterkonstanten von
a = 8.39Å [Mur05] und ist aus 56 Atomen aufgebaut. In Abb. 3.7 ist der Aufbau
einer Elementarzelle in verschiedenen Betrachtungswinkeln gezeigt. Zur Darstellung
der Kristallstruktur ist das Programm Crystalmaker [Cry] verwendet worden.
Eine Elementarzelle beinhaltet 32 O-Atome, die sich in einer kubischen dichtesten
Kugelpackung (ccp)4 anordnen. Alle O-Atome definieren die Ecken von sowohl Te-
traedern, als auch Oktaedern. So entstehen 8 Tetraeder und 16 Oktaeder innerhalb
der Elementarzelle, in deren Zentrum sich die Fe und Co Atome befinden, ähnlich
des Ti Atoms des zuvor diskutierten BaTiO3. Der Grad der Besetzung der einzelnen
Polyeder beeinflusst die Eigenschaften der Spinell-Struktur. Dabei wird zwischen nor-
malen und inversen Spinellen unterschieden. Bei normalen Spinell-Strukturen werden
die Tetraederplätze vollständig von Atomen der Sorte A besetzt und die Sorte M
nimmt die Plätze der Oktaeder ein. Allerdings kristallisiert CoFe2O4 in der inversen
Spinell-Struktur. In diesem Fall sind die Fe-Atome (Sorte M) in allen Tetradedern
und zusätzlich auf 50 % der Oktaederplätze zu finden. In den verbleibenden 50 % der
Oktaederplätze befinden sich die Co-Atome (Sorte A) [Fri10].
CoFe2O4 gehört zur Gruppe der Ferrimagnete. Das heißt, im CoFe2O4 sind antipar-
allel ausgerichtete magnetische Momente zu finden. Jedoch ergibt eine Aufsummation
der einzelnen magnetischen Momente einen resultierenden Magnetisierungsvektor, da
die Beträge der jeweils antiparallelen Momente ungleich sind. Wird dazu eine Elementar-
zelle betrachtet, lässt sich feststellen, dass die magnetischen Momente der Fe-Atome
keinen direkten Austausch besitzen, sondern nur über ein O-Atom miteinander gekop-
pelt sind. Dies sorgt dafür, dass die magnetischen Momente des Eisens antiparallel
ausgerichtet sind und somit für diese Atomsorte kein resultierendes magnetisches Mo-
ment übrig bleibt. Damit verbleiben einzig die magnetischen Momente der Co-Atome,
welche nicht kompensiert werden. Der Betrag dieser Momente wird zwar durch den
Bahnmagnetismus der umgebenden O-Atome verringert [Szo06], aber durch deren
parallele Ausrichtung lässt sich dem CoFe2O4 ein Magnetisierungsvektor zuweisen.
4Allgemein meist Englisch: cubic closed packed (ccp)
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Abbildung 3.7: a.) zeigt die Kristallstruktur eines inversen Spinells. Die Elementarzelle
ist blau in den Kristall eingezeichnet. Die Farbcodierung entspricht den unterschiedlichen
Atomsorten bzw. Kristallpositionen. b.) der Kristall ist in ausgezeichneten Richtungen zu
sehen. Der Blickwinkel links entspricht der [121] Richtung, wobei die Stapelebenen der O-
Atome extra markiert worden sind. Auf der rechten Seite ist der Kristall aus der [100]
Richtung zu sehen. c.) Es sind keine Atome eingezeichnet, sondern nur die Umgebungen,
in denen sich die grüne Sorte (Tetraeder) bzw. orange Sorte (Oktaeder) befinden. Um ein
besseres räumliches Verständnis der Struktur zu geben, sind unterschiedliche Winkel gewählt
worden. Die Zahlen 1 und 2 markieren dabei identische Stellen in der Elementarzelle.
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3.2.2.3 Wachstumsverhalten eines BaTiO3 - CoFe2O4 Nanokomposites
Zuvor sind die Kristallstrukturen von BaTiO3 und CoFe2O4 unabhängig von einander
behandelt worden. Nun wird eine kurze Einführung in das Wachstumsverhalten eines
Komposits aus beiden Stoffen gegeben. Zu Beginn des Wachstumsprozesses wird die
Struktur des Komposits durch die Benetzung des Substrates bestimmt. Für alle in dieser
Arbeit vorgestellten Nanokomposite ist kommerziell erworbenes SrT iO3 (ebenfalls ein
Perovskit) mit einer polierten (001) Oberfläche als Substrate verwendet worden. Die
Oberflächenenergie der meisten Perovskite ist bei Ausbildung von {001} Oberflächen am
geringsten. Daher ist die energetisch günstigste geometrische Form, die ein Perovskite im
thermodynamischen Gleichgewicht bilden kann, ein Quader mit sechs {001} Oberflächen
[Coh96]. Dem BaTiO3 wird durch das Substrat eine solche Oberfläche zum aufwachsen
angeboten. Deshalb ist trotz einer Gitterfehlanpassung von 2.18 % zum Substrat, der
Grad der Benetzung für dieses Material sehr hoch und führt zu einem epitaktischen
Lagenwachstum [Vis02]. Die Gitterfehlanpassung wurde wie folgt berechnet, wobei der
Gitterabstand des SrT iO3 als 3.905Å [Eom92] angenommen worden ist.





Die Gitterfehlanpassung zum Substrat führt allerdings dazu, dass die ausgezeichnete
tetragonale c-Achse des BaTiO3 senkrecht zur Schichtoberfläche ([001] Richtung)
ausgerichtet ist [Zha04].
Ein anderes Wachstumsverhalten weisen die Spinell-Strukturen wie z.B. das CoFe2O4
auf. Dies besitzt zwar eine kubische Gitterstruktur, allerdings ist die Oberflächen-
energie der Kristalle am günstigsten, wenn sie {111} Oberflächen ausbilden können
[Lüd04, Mis77]. Im thermodynamischen Gleichgewicht formen sie als energetischen
Grundzustand (im Gegensatz zu den Pervoskiten) oktaedrische Kristallite. Beispiele für
die Kristallitformen beider Materialien sind in Abb. 3.8 a. dargestellt. Die Benetzung
der (001) Oberfläche des SrT iO3 durch das CoFe2O4 ist auf Grund der sehr unter-
schiedlichen Oberflächen schlecht. Neu eintreffende CoFe2O4 Kristallite lagern sich
vorwiegend schon an die vorhandenen Kristallformationen des gleichen Materials an. Es
bilden sich Kristallisationskeime (Inselwachstum), an denen sich ausschließlich weiteres
CoFe2O4 ablagert. Ein Zusammenwachsen der Inseln wird dadurch verhindert, dass die
Inselzwischenräume auf Grund der hohen Benetzung von BaTiO3 von diesem verschlos-
sen werden. Dies führt zu einem säulenartigen Wachstum der CoFe2O4-Strukturen,
die in einer BaTiO3-Matrix eingebaut sind. Die Diffusion an den Grenzflächen der
beiden Materialien ist gering, so dass das Nanokomposit aus zwei getrennten Phasen
besteht [Zhe04a]. Allerdings sind die Form und Dimensionen der Säulen, sowie deren
Entstehung, sehr stark von den gewählten Aufdampfparametern der PLD-Anlage ab-
hängig und diese müssen empirisch für jede Anlage neu bestimmt werden. Die zuvor
betrachteten Aufwachsprozesse, gelten nur im thermodynamischen Gleichgewicht. Um
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dies so gut wie möglich zu gewährleisten, sollte zum Beispiel die Aufdampfrate nicht zu
hoch gewählt werden. Des Weiteren muss sich die Temperatur des Substrates in einem
Bereich befinden, in dem den Atomen eine gewisse Mobilität ermöglicht wird. Jedoch
sollte sie ebenfalls nicht zu hoch gewählt werden, um eine thermische Verdampfung an
der Substratoberfläche zu vermeiden.
Ist der Aufwachsprozess abgeschlossen und wird das Nanokomposit auf Zimmertem-
peratur abgekühlt, geht das BaTiO3 in eine tetragonale Phase über (siehe Abschnitt
3.2.2.1). Dabei ist es es für das BaTiO3, nicht nur auf Grund der Gitterfehlanpassungen
zum Substrat, energetisch günstiger die c-Achse in die [001] Richtung zu orientieren.
Auch die Gitteranpassung an die CoFe2O4-Säulen favorisiert diese Ausrichtung, da
der Gitterfehler bei einer Verdoppelung der c-Achse 2 · c = 8.064Å (3.9 %) geringer ist,
als für die a-Achse 2 · a = 7.98Å (4.9 %).
Diese Arte des Wachstums wird im Allgemein als selbstorganisiert bezeichnet, da
bei geeigneter Wahl der Aufdampfparameter ohne äußere Manipulationen eine geord-
nete Struktur innerhalb des Probensystems entsteht. Die Abb. 3.8 b. und c. zeigen
schematisch den Aufbau eines idealen BTO − CFO Nanokompositsystems. Eine aus-
führliche Arbeit über das Wachstum von Spinell (CoFe2O4) und Perovskite (BaTiO3)
Strukturen auf unterschiedlichen Substraten ist in der Literatur zu finden [Zhe06].
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Abbildung 3.8: a. zeigt die Oberflächen der energetisch bevorzugte Kristallisationsform von
BaTiO3 und CoFe2O4 im thermodynamischen Gleichgewicht. In b. ist links ein Querschnitt
des BTO−CFO Nanokompositsystems zu sehen, mit dem die Säulenstruktur des CoFe2O4
in der BaTiO3-Matrix verdeutlicht werden soll. Rechts die Aufsicht auf eine Säule abgebildet,
wobei die Indizierung der jeweiligen Oberflächen und Richtungen hinzugefügt worden ist.
Eine perspektivische Zeichnung des Probensystems ist in c. dargestellt.
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4 Ergebnisse und Diskussionen
Dieses Kapitel widmet sich der Analyse und Interpretation, der in dieser Arbeit
vorgenommen experimentellen Messungen und Simulationen. Das Kapitel wurde in
zwei Beriche aufgeteilt, die sich jeweils durch das untersuchte System unterscheiden.
Zunächst wird eine ausführliche Charakterisierung der strukturellen und magneti-
schen Eigenschaften von BaTiO3 - CoFe2O4 Nanokompositproben vorgestellt. Die
daraus erhaltenen Informationen werden zur Interpretation weiterführender Messun-
gen mittels linearen Röntgendichrosimus benötigt. Durch diese Messmethode ist es
möglich, die elastische Kopplung zwischen den einzelnen Phasen des Nanokomposites
elementspezifisch zu analysieren. Dabei liegt der Schwerpunkt in dieser Arbeit auf der
Betrachtung des Ti-Atoms.
Als Grundlage für den zweiten Teil dieses Kapitels dient eine Permalloy Leiterbahn.
An diesem System wird gezeigt, wie es mit Hilfe von mikromagnetischen Simulationen
möglich ist, ein Experiment der ferromagnetischen Resonanz zu modellieren. Dabei
werden die Einflüsse der dazu verwendeten Parameter erörtert, um deren optimale
Werte zu bestimmen. Daraufhin sind frequenzabhängige Dispersionsrelationen simuliert
worden, wobei anhand der Simulationen auf den Ursprung der dort auftretenden
Anregungsmoden eingegangen wird. Durch diese Betrachtungsweise lassen sich Aussagen
über die dynamischen Eigenschaften der Magnetisierung machen. Abschließend werden
die Simulationsergebnisse mit entsprechenden Messungen verglichen und vorhandenen
Abweichungen diskutiert.
4.1 Charakterisierung des BaTiO3 - CoFe2O4 Nanokomposites
Ein Ziel dieser Arbeit war es, die Herstellungsparameter eines vorhandenen PLD-
Aufbaus so zu optimieren, dass qualitativ hochwertige BaTiO3 - CoFe2O4 Nanokom-
positproben an der Fakultät für Physik in Duisburg-Essen hergestellt werden können.
Um die Qualität der hergestellten Proben bestimmen zu können, lag ein besonderes
Interesse auf der Charakterisierung der Nanokompositproben.
Es wurden die Oberflächenbeschaffenheit der Proben mittels Rasterkraftmikroskopie
(AFM1) und Rasterelektronenmikroskopie (SEM) untersucht. Durch diese Methoden
konnten geordnete Strukturen an der Probenoberfläche abgebildet werden. Diese Struk-
1atomic force microscopy / 2energy dispersive X-ray spectropscopy / 3X-ray diffration / 4magnetic
force microscopy / 5superconductive quantum interference device
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turen konnten im weiteren durch eine chemische Analyse, basierend auf der energie-
dispersiven Röntgenspektroskopie (EDX2), als CoFe2O4-Säulen identifiziert werden.
Die kristalline Struktur des Nanokomposites ist durch Röntgenbeugungsexperimen-
te (XRD3) untersucht worden. Die magnetischen Eigenschaften sind mit Messungen
an einem Magnet-Kraftmikroskop (MFM4) und einer supraleitenden Qunateninterfe-
renzeinheit (SQUID5) untersucht worden. Alle beschriebenen Experimente sind bei
Zimmertemperatur durchgeführt worden.
4.1.1 Oberflächenbeschaffenheit
Die Oberflächenbeschaffenheit jeder Probe wurde zunächst mittels eines SEM un-
tersucht. Hierbei sind Aufnahmen von der Oberfläche des Nanokomposites gemacht
worden, um einen ersten Eindruck über die Probenqualität zu erlangen. Während die-
ser Arbeit sind eine Vielzahl von Nanokompositproben hergestellt worden, wobei sich
diese durch Variationen in den Aufdampfparametern unterscheiden. Mittels der SEM-
Aufnahmen lassen sich Veränderungen im Wachstumsverhalten festgestellen. Durch den
Vergleich dieser Aufnahmen mit Bildern aus der Literatur, konnte eine Optimierung
der Herstellungsparameter durchgeführt werden [Zhe04c, Zhe04a].
Alle hier gezeigten SEM-Aufnahmen sind entweder mittels eines LEO 1530 oder FEI-
Helios System aufgenommen worden. Dabei ist der einfallende Elektronenstrahl stets
parallel zu der Flächennormalen des Nanokomposites orientiert gewesen. Die folgende
Aufnahme in Abb. 4.1 zeigt die Oberfläche einer Nanokompositproben. Hierbei ist der
abgebildete Bildausschnitt, repräsentativ für die Oberfläche der gesamten Probe. Die
Parameter mit denen diese Probe hergestellt worden ist, sind in Abschnitt 3.2.2 zu finden.
Sie ist das Resultat einer Probenserie, zur Optimierung der Herstellungsparameter der
PLD-Anlage. Für die hier gezeigte SEM-Aufnahme ist die Probe so eingebaut worden,
dass die Bildränder den < 100 > Kristallachsen des Substrates entsprechen.
Wie anhand der Aufnahme ersichtlich, kann an dieser Probe eine strukturierte
Oberfläche nachgewiesen werden. Es sind helle rechteckige Bereiche zu erkennen,
die sich klar von der restlichen Oberfläche abheben. Die Kantenlänge der Rechtecke
variiert in einem Bereich von 50 − 100nm. In der Ausrichtung der Rechtecke gibt es
eine Vorzugsrichtung, was durch die zusätzlich eingefügten parallelen roten Streifen
angedeutet werden soll. Vergleicht man dies mit der theoretisch zu erwartenden Struktur,
wie sie in Abschnitt 3.2.2.3 beschrieben worden ist, lässt sich diese Form und Anordnung
der Strukturen erklären.
Es werden rechteckige CoFe2O4 Strukturen erwartet, deren Kanten in < 110 >
Richtungen ausgerichtet sind. Außerdem sollten die Strukturen oberhalb der Matrix
eine Pyramidenform aufweisen. Eine Analyse der Strukturen zeigt, dass die meistens
rechteckigen Strukturen von einem hellen Bereich umgeben sind. Dies gibt einen Hinweis
darauf, dass an diesen Stellen besonders viele sekundär Elektronen austreten, was ein
Indiz für eine pyramidenähnliche Form sein könnte.
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Abbildung 4.1: SEM Bild der Oberfläche einer mittels PLD hergestellten Nanokompositprobe.
Diese Probe zeigt eine strukturierte Oberfläche. Es sind rechteckige Strukturen zu erkennen,
die eindeutig eine Vorzugsrichtung aufweisen. Um besser sichtbar zu machen, sind parallele
rote Linien in das Bild eingefügt worden.
Ein Vergleich mit entsprechenden Strukturen aus der Literatur ist in Abb. 4.2
dargestellt [Zhe06].
Auch dort konnte ein pyramidenähnliches Wachstum festgestellt werden. Für eine
genauere Analyse der Topographie der Probe ist die SEM-Technik jedoch nur unzurei-
chend geeignet. So lassen sich zum Beispiel in der SEM-Aufnahme einige Löcher in der
Oberfläche erkennen, deren exakte Tiefe nur schwer abschätzt werden kann. Daher wur-
de die Oberfläche der Probe mittels eines Rasterkraftmikroskops untersucht. Dieses ist
eine weitere oberflächensensitive Messmethode, mit der die Rauigkeit einer Oberfläche
bestimmt werden kann. Die gezeigten AFM- sowieso spätere MFM-Aufnahmen sind
mit einem XE-70 Rasterkraftmikroskop erstellt worden, welches im “kein-Kontakt2”
Modus betrieben worden ist. Das Höhenprofil in Abb. 4.3 zeigt exemplarisch einen
Bereich der Oberfläche. Allerdings zeigt die AFM-Aufnahme eine andere Oberflächen-
stelle, als die zuvor betrachtete SEM-Aufnahme. Die Defekte der Oberfläche lassen sich
mit Hilfe des Höhenprofils auf eine Tiefe von 20− 33nm bestimmen. Die Vermutung
eines pyramidenähnlichen Wachstums des CoFe2O4 wird durch die AFM-Aufnahme
bestätigt.
Dies lässt sich gut an der Struktur erkennen, die in Abb. 4.3 mit einem roten Kreis
markiert worden ist. Des Weiteren lässt sich der AFM-Aufnahme entnehmen, dass
2wesentlich gebräuchlicher ist der englische Ausdruck: non contact mode
79
4 Ergebnisse und Diskussionen
Abbildung 4.2: In der Literatur findet sich ein vergleichbares Nanokompositsystem aus
BiFeO3 − CoFe2O4, welches eine ähnliche pyramidenförmige Struktur aufweist [Zhe06].
die Strukturen eine Höhe von 5 − 13nm oberhalb der Matrixoberfläche aufweisen.
Eine Anaylse der AFM-Aufnahme mit Hilfe des Programms XEI [Par] liefert eine
maximale Rauigkeit der Oberfläche von 46nm bzw. eine mittlere Rauigkeit von 3.5nm.
Die hier gezeigt AFM-Aufnahme ist exemplarisch für die gesamte Probenoberfläche.
Es sind Aufnahmen von mehreren Bereichen der Oberfläche gemacht worden, um so
örtliche Variationen des Höhenprofils zu untersuchen. Dabei konnten keine wesentlichen
Veränderungen festgestellt werden.
Abbildung 4.3: AFM-Aufnahme der Topologie einer BTO − CFO Nanokompositprobe. Es
wird ein Bereich von 1.14 · 1.14µm2 abgebildet. In diesem Bereich sind eine Vielzahl von
pyramidenartigen Strukturen zu erkennen.
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Sowohl die SEM- als auch die AFM-Aufnahmen zeigten ein geordnetes System. Es
sind weitere Proben hergestellt worden, um die Rauigkeit der Oberfläche zu verringern.
Ein Beispiel ist in Abb. 4.4 dargestellt. Dort ist eine Oberfläche abgebildet, bei der das
Nanokomposit nicht direkt auf das SrT iO3-Substrat aufgedampft wurde. Während
eines ersten Aufdampfprozesses wurde bei einer Substrattemperatur von ca. 620 °C
eine ca. ≈ 80nm dicke Strontium-Ruthenat SrRuO3 Schicht aufgewachsen. Erst in
einem zweiten Aufdampfschritt wurde das Nanokomposit auf das SrRuO3 gebracht.
Aus der Literatur ist bekannt, dass SrRuO3 gut als Elektrodenmaterial für einen
ferroelektrischen Film geeignet ist [Har00]. Bei Zimmertemperatur nimmt es eine
pseudokubische Gitterstruktur an, wobei es eine Gitterkonstante von a = 3.93Å
aufweist [Eom92]. Dies führt zu einer Gitterfehlanapssung von 0.64 % gegenüber dem
kubischen SrT iO3-Substrat. Somit sollte ein epitaktisches Wachstum des SrRuO3 auf
dem Substrat möglich sein.
Dadurch werden die Herstellungsbedingungen für das darauf folgende Nanokomposit
nicht wesentlich verändern. Das SrRuO3 bietet dem Nanokomposit zum einen nahezu
die gleiche Gitterkonstante wie das SrT iO3, als auch die gleiche Wachstumsoberfläche.
Durch diese Eigenschaften zeichnet sich SrRuO3 für die Verwendung als Elektrode in
einem selbstorganisierten BTO − CFO-Nanokomposit-Bauelemente aus.
Abbildung 4.4: SEM Aufnahme einer BTO − CFO Schicht, die auf einem zuvor aufgewach-
senen SrRuO3 Film hergestellt wurde. Um einen besseren Vergleich mit der vorherigen Probe
zu gewährleisten ist deren Maßstab (in orange) ebenfalls in diesem Bild zu sehen.
Beim Aufdampfprozess des Nanokomposites ist eine höhere Substrattemperatur
(970°C) als bei der vorherigen Probe gewählt worden, um die Mobilität zu erhöhen und
so dem Komposit die Möglichkeit zu geben, die Löcher in der Oberfläche zu schließen.
Die übrigen Aufdampfparameter sind nicht verändert worden, um so eine Vergleich-
barkeit mit der zuvor gezeigten Probe zu ermöglichen. Somit beträgt die Nanokomposit-
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Schichtdicke ebenfalls ca. 400nm. Anhand der SEM-Aufnahme lässt sich feststellen,
dass sich die Rauigkeit der Oberfläche nun deutlich verringert hat. Allerdings sind die
Säulenstrukturen in den lateralen Dimensionen wesentlich kleiner und unregelmäßiger
als zuvor. Es ist zwar noch eine Vorzugsrichtung der Säulenkanten sichtbar (mit den
roten Linien markiert), aber diese ist durch die Unregelmäßigkeit der Strukturen nicht
mehr eindeutig. Weitere Analysen (wie sie im Folgenden auch noch beschrieben werden)
haben ergeben, dass nicht nur die Struktur dieser Probe mangelhaft ist, sondern auch
deren magnetische Eigenschaften ungenügend sind.
Es ist eine weitere Serie von Proben hergestellt worden, bei denen einzelne Aufdampf-
parameter weiter verändert worden sind, um sowohl eine geringe Rauigkeit, als auch
eine geordnete Säulenstruktur zu erhalten. Leider haben diese Bemühungen im Rah-
men der vorliegenden Arbeit nicht zum Erfolg geführt, so dass sich die Ergebnisse alle
weiteren Untersuchungsmethoden nur auf die, in Abb. 4.1 dargestellten Probe beziehen.
4.1.1.1 Kristalline Struktur
Sowohl das SEM, als auch das AFM sind hauptsächlich bildgebende Verfahren, um einen
ersten Eindruck über die Beschaffenheit der Oberfläche zu erlangen. Beide Methoden
zeigen eine geordnete Struktur. Um dies auf kristalliner Ebene nachzuweisen sind
Röntgenbeugungsexperimente durchgeführt worden, wobei zunächst das Spektrum
eines unbehandelten SrT iO3-Substrat untersucht wurde, um dieses im Weiteren mit
dem des Nanokomposites vergleichen zu können. Dafür sind Θ − 2 Θ Messungen an
einen Philips PW 1730 Röntgendiffraktometer durchgeführt worden. Für alle Spektren
in dieser Messgeometrie wurde Cu-Kα Strahlung (λ = 154 pm) verwendet. Nach
Herstellerangabe weist das Substrat eine polierte (001) Oberfläche auf.
Um vergleichbare Daten aus der Literatur zu erhalten, wurde das Programm PCPDF-
WIN v. 2.4 [PCP03] verwendet, dass auf eine Datenbank des ICDD3 zugreift [Swa53].
In dieser Datenbank sind SrT iO3-Pulver untersucht worden. Somit sind in Abb. 4.5
nur die Positionen der zu erwartenden Reflexionspeaks einer (001) Oberfläche durch
farbige Linien markiert worden. Durch den Vergleich der erwarteten mit den tatsäch-
lich gemessen Positionen zeigt sich, dass das Substrat die vorgegebene Orientierung
aufweist. Des Weiteren lässt sich anhand dieser Messung bzw. durch die Kenntnis der
Miller-Indizes (hkl) der Peaks und der Bragg-Bedingung die Gitterkonstante a des
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Setzt man in diese Gleichung die Werte für den ersten Peak der Messung ein (n = 1
; h = k = 0 ; l = 1 ; Θ = 11.372 °), so folgt als Ergebnis für die Gitterkonstante
a = 3.9057Å.
Abbildung 4.5: XRD-Spektrum eines unbehandelten SrT iO3-Substrates. Die senkrechten Li-
nien sind die aus der Literatur entnommen Werte der [h00] Ebenen für einen kubischen
Kristall.
Der in Abschnitt 3.2.2.3 vorgestellte Wert aus der Literatur entspricht a = 3.905Å,
wobei der Ursprung der kleinen Abweichung (≈ 0.01 %) vermutlich die Ungenauigkeit
in der Schrittweite der XRD-Messung ist.
Im Weiteren wurde nun eine XRD-Messung an der in Abb. 4.1 vorgestellten Na-
nokompositprobe vorgenommen. Das Spektrum des gesamten Probensystems ist in
Abb. 4.6 durch die rote Linie dargestellt. Zusätzlich ist noch das zuvor bestimmt Spek-
trum des SrT iO3-Substrates mittels der schwarzen Linie abgebildet. So lassen sich die
Reflexionspeaks des Nanokomposites eindeutig von denen des Substrates trennen.
Anhand dieser Auftragung lassen sich deutlich die Reflexionen des Nanokomposites
erkennen, die nun im Weiteren analysiert werden sollen. Ähnlich wie zuvor sind die
Daten der Messung mit Hilfe der Datenbank von PCPDFWIN bearbeitet worden.
So sind in Abb. 4.6 a. die Peakpositionen markiert, die zu erwarten sind, wenn ein
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kubischer CoFe2O4 Kristall vorliegt, der eine (001) Oberfläche aufweist und eine
Gitterkonstante von a = 8.39Å besitzt. Der Inset zeigt eine Vergrößerung des Bereiches
94° - 96°, da dort der [008] Reflex zu erwarten ist. Anhand dieser Vergrößerung lässt such
allerdings eine Abweichung von ≈ 0.6° zwischen der erwarteten und der tatsächlichen
Peakposition feststellen. Auch bei genauere Betrachtung des [004] Reflex weicht dieser
vom Erwartungswert ab.
Als Ursache für diese Abweichungen könnten die folgenden Möglichkeiten zu Grunde
liegen. Der Ursprung des Reflexionspeaks könnte eine andere Reflexionsebene des
Kristalls sein. Es könnte eine veränderte Gitterkonstante des Kristalls vorliegen oder
das Nanokomposit besteht aus einer anderen Stöchometrie.
Letzteres kann nicht endgültig ausgeschlossen werden, jedoch ist die PLD-Technik
dafür bekannt, die Stöchometrie des Verdampfermaterials zu erhalten [She04]. Somit
ist diese Option unwahrscheinlich.
Das die Reflexe durch anderen Gitterebenen entstanden sind, ist unmöglich. Da die
Peakpositionen aus der Literatur an einer Pulverprobe bestimmt worden sind, kann





Tabelle 4.1: Literaturwerte für die Peakpositionen für kubisches CoFe2O4 (a = 8.39Å).
Die Nachbarreflexe sind +7.8° bzw. −4.827° vom gesuchten [008] Reflex entfernt und
weisen somit keine Relevanz für die Abweichung von ≈ 0.6° auf.
Wird jedoch die Gleichung (4.1) so umgeformt, dass für eine variable Gitterkonstante a
die Reflexionswinkel Θ berechnet werden können, dann erhält man das Ergebnis, das in
Abb. 4.6 b. dargestellt ist. Dort ist die Gitterkonstante auf einen Wert von a = 8.35Å
reduziert worden, wodurch sich eine gute Anpassung an die Messdaten erzielen lässt.
Da allerdings nur [00l] Peaks gemessen worden sind, lässt sich keine Aussage über die
lateralen Gitterabstände machen, so dass die 8.35Å nur für die Gitterabstände in [001]
Richtung bestimmt werden konnte. Die Ursache für diese Kompression des Gitters
könnte die Gitterfehlanpassung zwischen der BaTiO3 c-Achse und dem CoFe2O4 sein.
Mittels des XRD-Spektrums kann somit die Aussage gemacht werden, dass CoFe2O4
Kristalle im Nanokomposit existieren und diese mit einer [001] Oberfläche aufgewachsen
sind, deren Gitterabstand in [001] Richtung allerdings um ≈ 0.5 % gegenüber einem
rein kubischen CoFe2O4 Kristall reduziert ist.
Die übrigen Reflexe, die im XRD-Spektrum des Nanokomposites noch nicht identifi-
ziert werden konnten, sollten vom einzig verbleibenden Material BaTiO3 stammen.
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Abbildung 4.6: Dargestellt ist das XRD Spektrum des BTO-CFO Nanokomposites (rot) im
Vergleich zum Spektrum des unbehandelten Substrates (schwarz). a.) Peakpositionen der
[00l] Ebenen eines kubischen CFO-Kristalls, aus der Literatur entnommen b.) Variation
der Gitterkonstante zur Anpassung der Peakposition des CFO c.) Literaturwerte der [00l]
Peakpositionen eines tetragonalen BTO-Kristalls.
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Es wurde abermals mittels der Datenbank ein Vergleich mit Literaturdaten durch-
geführt [Miy47]. Das Ergebnis ist in Abb. 4.6 c. zu sehen, wobei der Inset wieder
einen vergrößerten Bereich zeigt. Die aktuelle Messung und der Literaturwert passen
gut zusammen, wodurch sich der Ursprung aller verbleibenden Reflexionspeaks auf
das BaTiO3 zurückführen lässt. Auch in diesem Fall entstehen die Reflexionen aus-
schließlich an den [00l] Ebenen. Die aus der Literatur entnommen Gitterparameter
sind für des tetragonalen BaTiO3 gegeben durch a = b = 3.984Å und c = 4.027Å. Der
Gitterabstand der c-Achse ist gegenüber dem erwarteten Wert von a = 4.03Å (siehe
Abschnitt 3.2.2.1) nur in einem geringen Maße reduziert (0.08 %).
Abschließend lässt sich feststellen, dass alle Reflexionen des Nanokomposites im
Röntgenbeugungsspektrum identifiziert werden konnten. Die Messungen zeigen eine
klare Separation der einzelnen Kristallite (Phasentrennung) im Nanokomposit und
ein hohen Grad von kristalliner Ordnung. Die Oberfläche weist eindeutige eine (001)
Textur auf. Dies bestätigt die Vermutungen über die Kristallstruktur, die auf Grund
der AFM/SEM Untersuchungen angestellt worden sind.
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4.1.2 Chemische Zusammensetzung
Bisher sind ausschließlich strukturelle Untersuchungen am Nanokomposit beschrieben
worden. Um das System weiter zu charakterisieren, wurde ebenfalls eine chemische
Analysemethode angewandt. Mittels energiedispersiver Röntgenspektroskopie (EDX)
besteht die Möglichkeit, eine ortsaufgelöste Untersuchung der chemischen Zusammen-
setzung einer Probe durchzuführen. Eine ausführliche Beschreibung dieser Technik
ist in der Literatur zu finden [Rei77]. Im Folgenden wird nur ein kurzer Überblick
über das Messverfahren gegeben, um die Interpretation der vorgestellten Messungen
zu erleichtern. Als Basis für diese Technik dient in der Regel ein SEM, da der ein-
zige Unterschied gegenüber einer SEM-Aufnahme der Detektionskanal ist. Ein SEM
Bild entsteht durch die Detektion der Sekundärelektronen, die durch einen primären
Elektronenstrahl erzeugt werden. Hingegen wird für eine EDX-Aufnahme ein Detektor
benötigt, mittels dessen energieselektiv Röntgenstrahlung gemessen werden kann. Die
Röntgenstrahlung wird durch Anregung der Atome im Probenmaterial erzeugt. Die
hochenergetischen Primärelektronen stoßen mit den Elektronen der Atomhülle zusam-
men. Den getroffenen Elektronen wird es durch die Energieübertragung ermöglicht, von
ihrem atomaren Energieniveau ins Kontinuum überzugehen. Wird durch diesen Prozess
ein Elektron aus einer kernnahen Atomschale entfernt, sind die übrigen Elektronen des
Atoms bestrebt, in diesen energetisch günstigen Zustand zu gelangen. Die durch den
Übergang frei werdende Energie, erzeugt ein Röntgenquant. Zusätzlich entsteht durch
Rekombination eines ionisierten Atoms mit einem freien Elektron ebenfalls Röntgen-
strahlung. Da die quantenmechanischen Energieniveaus eines Atoms für jedes Element
unterschiedlich sind, ist die Energie der Röntgenstrahlung elementspezifisch.
Der im Rahmen dieser Arbeit verwendete EDX-Detektor ist ein XMAX 80mm2
von Oxford Instruments. Dieser ist zusätzlich an das schon erwähnte LEO 1530 SEM
montiert. Die Analyse aller EDX-Messungen sind mit dem von Oxford mitgelieferten
Programm INCA durchgeführt worden [Lim06]. Zunächst ist von einem relativ großen
Probenbereich (1.8µm · 1.8µm) ein EDX-Summenspektrum erstellt worden. Das
heißt, dass der gesamte Bereich mittels des SEM-Elektronenstrahls abgerastert worden
ist. Hierbei wird die Intensität aller detektierten Röntgenquanten zu einem einzigen
Spektrum aufaddiert. Damit geht zwar das örtliche Auflösungsvermögen verloren, aber
man erhält eine gute Übersicht über die in der Probe enthaltenen Materialien. Alle
in dieser Arbeit vorgestellten Spektren sind mit einer Beschleunigungsspannung von
20 kV des primären Elektronenstrahls aufgenommen worden, wobei die Einfallsrichtung
des Strahls immer parallel zur Flächennormalen der Probe orientiert gewesen ist.
Um eine bessere Übersicht zu gewährleisten ist die Energie der detektierten Rönt-
genstrahlen (x-Achse) in Abb. 4.7 a.) bei 9 keV abgeschnitten worden. Jeder Peak
des Spektrums kann eindeutig zugeordnet werden. Damit zeigt diese Analysemethode,
dass sich kein ungewolltes Material innerhalb der Probe befindet. Der Ursprung des
Kohlenstoffpeaks stellen Ablagerungen auf der Oberfläche der Probe dar.
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Abbildung 4.7: a.) EDX-Summenspektrum der Nanokompositprobe. b.) SEM-Aufnahme der
Probenoberfläche nach der EDX-Messung.
Durch die hohe Energie des Primärstrahls lassen sich Verunreinigungen im Restgas
spalten, so dass sich eine Kohlenstoffschicht auf der Oberfläche ablagert. Alle Materialien
in der Probe sind schlechte elektrische Leiter, wodurch die vom Primärstrahl getroffene
Fläche elektrisch polarisiert wird. Dies begünstigt die Ablagerung, da alle entstehenden
positiv geladenen Kohlenstoffionen von der Oberfläche angezogen werden. In Abb. 4.7
b.) ist eine SEM-Aufnahme zu sehen, welche die Probenoberfläche nach der EDX-
Messung zeigt, deren Gesamtdauer 15 Minuten betragen hat. Der Kontrast dieser
Aufnahme ist deutlich schlechter als die, der vorherigen Aufnahmen (wie zum Beispiel in
Abb. 4.1). Dies ist ein Hinweis darauf, dass die Oberfläche schon stark mit Kohlenstoff
kontaminiert ist.
Um die starke Aufladung der Probe und damit auch die schnelle Kontamination
mit Kohlenstoff zu vermeiden, hätte die Oberfläche der Probe mit einer dünnen
leitfähigen Schicht bedampft werden können (zum Beispiel mit Gold). Davon wurde
jedoch abgesehen, da diese Schicht für weitere Analysen an dieser Probe hinderlich
gewesen wäre. Aus diesem Grund ist es unmöglich gewesen, eine EDX-Messung länger
als ca. 20 Minuten durchzuführen. Nach dieser Zeit waren die Aufladungseffekte bzw.
die Kontamination so stark, dass die eingebaute Autokorrektur der Probenposition
versagt hat. Für längere Messungen konnte somit keine stabile Probenposition mehr
gewährleistet werden. Diese zeitliche Begrenzung ist für die im Folgenden vorgestellten
ortsaufgelösten EDX-Messungen ein entscheidender Nachteil und führt unter anderem
dazu, dass nur qualitative Aussagen getroffen werden können.
Bei Betrachtung des Summenspektrums fällt auf, das auch ein Strontium-Peak (bei
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ca. 1.8 keV ) vorhanden ist. Daraus lässt sich schlussfolgern, dass die Eindringtiefe der
Elektronen mehr als 400nm beträgt, so dass auch Rontgenquanten des Substrates
erzeugt bzw. detektiert werden können. Um eine Vorstellung über das Eindringverhalten
der Elektronen zu erlangen, ist eine Monte Carlo Simulation der Elektronenpfade mit
dem Programm CASINO 2.42 durchgeführt worden [Hov02].
Abbildung 4.8: Monte Carlo Si-
mulation der Elektronenpfade in
einer 400nm BTO-Schicht auf ei-
nem STO-Substrat. Mit rot/blau
sind die Pfade rückgestreuter/ab-
sorbierter Elektronen markiert.
Für die Simulation sind die Parameter der Messung verwendet worden, dass heißt die
Elektronen treffen mit einer Energie von 20 keV senkrecht auf die Probenoberfläche auf.
Die Probe wiederum besteht aus einer 400nm dicken BTO-Schicht, die sich auf einem
STO-Substrat befindet. Das simulierte Bild zeigt nicht den gesamten Simulationsbereich,
sondern nur einen Ausschnitt, der für die weitere Diskussion von Bedeutung ist. Die
Elektronenpfade sind in blau und rot dargestellt. Wobei mit blau die Pfade der
transmittierten bzw. absorbierten Elektronen markiert sind, beziehungsweise rote
Pfade rückgestreute Elektronen anzeigen. Röntgenquanten können jedoch von beiden
Sorten Elektronen erzeugt werden, deshalb ist die Farbcodierung von keiner weiteren
Bedeutung. Durch die Simulation wird bestätigt, dass die Eindringtiefe der Elektronen
größer als die 400nm der BTO-Schicht ist. Deshalb ist auch eine Erzeugung von
Röntgenquanten im Substrat möglich, was den Strontium-Peak im Summenspektrum
erklärt.
Eine weitere Erkenntnis aus der Simulation ist, dass der Elektronenstrahl schon
im BTO aufgeweitet wird. So hat der Elektronenstrahls an der Grenze BTO − STO
bereits einen Durchmesser von ca. 300nm (durch die grünen Linien markiert). Ähnlich
sieht es für die hier nicht gezeigte Simulation einer CFO-Schicht aus. Daher ist eine
quantitative Analyse für Strukturen, die kleiner als 300nm sind nicht möglich. Werden
diese Strukturen mit dem Primärstrahl beschossen, dann entstehen unvermeidlich auch
Röntgenquanten, deren Ursprung außerhalb der Struktur liegt.
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Für die Säulenstrukturen des Nanokomposites ist in Abschnitt 4.1.1 eine latera-
le Ausdehnungen von 50 − 100nm bestimmt worden. Aus diesem Grund ist keine
eindeutige laterale Zuordnung der einzelnen Elemente möglich. Jedoch sollte ein Unter-
schied in der Anzahl der Röntgenquanten existieren, je nachdem auf welches Material
der Primärstrahl auftrifft. Um dies zu überprüfen, wird die gleiche Art der Messung
durchgeführt wie zuvor für das Summenspektrum, allerdings wird ein anderes Auswer-
tungsverfahren verwendet. Sind zuvor die detektieren Intensitäten der Röntgenquanten
aller abgerasterten Punkte des SEM-Bildes aufaddiert worden, wird nun die Intensität
für jeden Punkt getrennt addiert. Das heißt, für jeden Rasterpunkt des SEM-Bildes
wird ein separates Summenspektrum erstellt, das im Idealfall nur Informationen dieses
Punktes enthält. Somit benötigt diese Art der Messung eine wesentlich längere Zeit, um
eine hinreichende Intensitätsverteilung zu erreichen. Es ist nun auch ersichtlich warum
eine stabile Probenposition zwingend notwendig ist, da sich sonst die Rasterpunkte
auf der Probenoberfläche verschieben. Dieses Verfahren wird “Mapping4”, da es bei
geeigneten Proben eine ortsaufgelöste Analyse der chemischen Zusammensetzung des
Probenmaterials liefert.
Das Resultat eines EDX-Mapping an der Nanokompositprobe ist in Abb. 4.9 darge-
stellt. Dort zeigt a.) ein SEM-Bild des Bereich, der im Folgenden mittels EDX-Mapping
untersucht worden ist. Durch die schon diskutierten Kohlenstoffablagerungen ist die
Messzeit sehr beschränkt gewesen, was wiederum auf Grund der geringen Statistik zu
einem schlechten Auflösungsvermögen führt. Um trotz dieser geringen Zeit und des
mangelnden örtlichen Auflösungsvermögen einen klaren chemischen Kontrast herzu-
stellen, wird in b.) nur das EDX-Bild der Eisenkonzentration gezeigt. Dabei gilt für
die Farbcodierung, dass an schwarzen Bildpunkten keine Röntgenquanten von Eise-
natomen detektiert worden sind. Im Gegensatz dazu lassen sich in roten Bereichen
eine erhöhte Anzahl (bis zu einem Maximum von 43) von Röntgenquanten dem Eisen
zuordnen. Die roten Bereiche können eindeutig mit den geordneten Strukturen aus dem
SEM-Bild in Zusammenhang gebracht werden. Zur besseren Vergleichbarkeit sind in
beiden Bildern drei Strukturen mit Zahlen versehen. Bzw. in c.) ist die EDX-Aufnahme
halb transparent über das SEM-Bild gelegt worden.
Als Fazit der EDX-Messungen an der Nanokompositprobe kann festgestellt wer-
den, dass zwar kein sicherer Beweis für den Zusammenhang zwischen den geordneter
Strukturen und dem CoFe2O4 erbracht werden konnte, aber im Hinblick auf das be-
kannte Wachstum (siehe Abschnitt 3.2.2.3) und Angaben aus der Literatur (siehe
Abschnitt 4.1.1) ein klarer Hinweis erbracht worden ist, dass die Strukturen zum eine
Säulengeometrie aufweisen und zum anderen aus CoFe2O4 bestehen.
4Deutsch: Kartographieren
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Abbildung 4.9: a.) SEM-Bild eines Probenbereichs, bevor an diesem ein EDX-Mapping durch-
geführt worden ist. b.) EDX-Mapping der Eisenkonzentration, wobei an schwarzen Bild-
punkten kein Eisen festgestellt werden konnte und rot eine erhöhte Konzentration darstellt.
c.) SEM und EDX Bild überlagert, um eine Korrelation zwischen roten Bereichen und den
geordneten Strukturen zu verdeutlichen.
4.1.3 Magnetische Eigenschaften
Um die magnetischen Eigenschaften der Nanokompositprobe zu charakterisieren sind
zwei verschiedene Techniken angewandt worden. Zum einen ist das Streufeld und damit
auch die Ausrichtung der Magnetisierung der CoFe2O4 Säulen bzw. die Domänenstruk-
tur des Nanokomposites in Remanenz mittels MFM untersucht worden. Zum anderen
konnte der Betrag der Sättigungsmagnetisierung und das Ummagnetisierungsverhalten
durch Hysterese-Messungen an einem SQUID bestimmt werden.
4.1.3.1 Orientierung der Magnetisierung im remanenten Zustand
Durch die Bestimmung des magnetischen Streufeldes des Nanokomposites im rema-
nenten Zustand können Rückschlüsse auf die Orientierung der Magnetisierung des
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CoFe2O4 gezogen werden. Dadurch lässt sich eine Aussage über die magnetisch leichte
Richtung der Probe machen. Zur Abbildung des Streufeldes ist die MFM verwendet
worden, wobei dies nur eine Erweiterung, des zuvor erwähnten, XE-70 AFM ist. Die
Grundlagen für diese spezielle Detektionsmethode sind in der Literatur ausführlich
beschrieben [Hen07]. Um solch eine Art der Messung durchzuführen, werden besondere
AFM-Spitzen benötigt, für die hier gezeigten Aufnahmen sind NSC18-Co-Cr Spitzen
von der Firma Mikromasch [NSC].
Abbildung 4.10: Schematische Darstel-
lung der Probe-Spitzen-Wechselwirkung
während einer MFM-Messung. Die aus-
gerichtete Magnetisierung der Kobalt-
schicht auf der MFM-Spitze wird durch
das Streufeld der Magnetisierung in-
nerhalb der Probe beeinflusst. Es wir-
ken attraktive bzw. repulsive Kräfte auf
die Spitze. Diese bilden das Messsignal,
indem die daraus resultierende Verbie-
gung des Cantilevers bestimmt wird.
Diese bestehen aus einem gewöhnlichen Silizium-cantilever5 mit einer konisch ge-
formten Spitze. Diese ist mit einer 60nm dicken polykristallinen Co-Schicht überzogen,
die wiederum von 20nm Cr vor Oxidation geschützt ist. Wird die Magnetisierung
des Co vor der Messung mit Hilfe eines äußeren Magnetfeldes in Richtung der Spitze
orientiert, lässt sich der gesamten Spitze eine makroskopische Magnetisierung zuwei-
sen. Befindet sich die Spitze nun in einem magnetischen Streufeld, welches von einer
unbekannten Magnetisierung innerhalb einer Probe erzeugt wird, entsteht eine magne-
tische Wechselwirkung zwischen Probe und Spitze. Diese führt zu einer Verbiegung des
Cantilevers und somit zu einem detektierbaren Signal. Für diese Messmethode wird
das AFM im “non contact”-Modus betrieben. Um die Messempfindlichkeit zu erhöhen
schwingt der Cantilever mit seiner geometrisch bedingten Eigenfrequenz. Die Spitze
rastert die Oberfläche der Probe ab. Treten auf Grund von attraktiver bzw. repulsiver
Wechselwirkung Abweichungen der Eigenfrequenz auf, werden diese farbcodiert in ei-
nem Bild wiedergegeben. Abb. 4.11 zeigt sowohl den magnetischen Kontrast, als auch
die topographische Information des untersuchten Bereiches.
Es ist durchaus möglich, mit der magnetischen MFM-Spitze auch die remanente
Konfiguration der Probe zu verändern.
5Deutsch: Biegebalken
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Abbildung 4.11: AFM bzw. MFM-Messungen der Nanokompositprobe. Es sind mehrere MFM-
Messungen durchgeführt worden, wobei der Detektionsbereich verkleinert worden ist (MFM
1 > 2 > 3). Die farbigen Rechtecke markieren, den jeweiligen kleineren Bereich in den
entsprechenden Bildern. MFM-1 und AFM zeigen für den gleichen Bereich den magnetischen
Kontrast bzw. die Topographie.
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Dies lässt sich z.B. für einen Fall beobachten, indem der Abstand zwischen Probe und
Spitze gering ist [Has09]. Daher sind zunächst alle MFM-Aufnahmen entstanden, bevor
zum Schluss der Messreihe der Abstand verringert worden ist, um die Topographie zu
bestimmen.
Die AFM-Aufnahme in Abb. 4.11 zeigt die gleiche Oberflächenstruktur, wie sie auch
schon in Abschnitt 4.1.1 beschrieben worden ist. Deutlich sind die aus der BaTiO3-
Matrix ragenden CoFe2O4-Säulen sichtbar, jedoch ist mit einem gewählten Bereich von
10.5 · 10.5µm2 die laterale Auflösungsgrenze der Säulen nahezu erreicht. Die Aufnahme
setzt sich aus 128 · 128 Pixeln zusammen, somit sind in einem Pixel Informationen von
≈ 82 · 82nm2 enthalten. Dies entspricht ungefähr den Dimensionen einer Säule.
Der aus diesem Bereich stammende magnetische Kontrast ist im Bild MFM-1 dar-
gestellt. Dort sind eindeutig schwarze/weiße Bereich abgebildet, es existiert also eine
magnetisches Streufeld, welches aus der Probenebene gerichtet ist. Auf Grund dieses
Bildes lässt sich schlussfolgern, dass die Mehrzahl der Säulen in Remanenz eine magne-
tisch leichte Richtung in [001] aufweist und sich eine Domänenstruktur innerhalb der
Probe gebildet hat. Diese Konfiguration ist der zu erwartenden Zustand für ungestörte
CoFe2O4-Säulen. Für dieses System wird sowohl durch die Formanisotropie als auch
durch die Magnetostriktion eine Orientierung entlang der Säulenachse favorisiert (dies
wird genauer im folgenden Abschnitt diskutiert).
Um den magnetischen Kontrast einer Säule auflösen zu können, ist der abgerasterte
Bereich reduziert worden. Es sind Aufnahmen mit 4.5·4.5µm2 (MFM-2) und 2.5·2.5µm2
(MFM-3) erstellt worden. Die wiederholten Messungen zeigen keine Veränderung in der
Struktur des magnetischen Kontrastes, daher kann davon ausgegangen werden, dass eine
Beeinflussung der Probe durch die Spitze ausgeschlossen ist. Allerdings sind auch in den
Aufnahmen von MFM-2 und MFM-3 keine Informationen einzelner Säulen zu erkennen.
Die Probe scheint also große Bereiche aufzuweisen, in denen die Magnetisierungen aller
Säulen parallel ausgerichtet sind. Diese lassen sich mit der verwendeten Spitzensorte
und dem Betriebsmodus des MFM nicht näher bestimmen.
4.1.3.2 Magnetische Hysteresemessungen zur Bestimmung der
Sättigungsmagnetisierung und eines Anisotropiefeldes
Aus dem vorherigen Abschnitt ist bekannt, dass die Säulen eine leichte Richtung der
Magnetisierung in [001] Richtung aufweisen. Jedoch lässt sich die Ursache und Größe
dieser Anisotropie nicht anhand der MFM-Aufnahmen feststellen. Aus diesem Grund ist
ein weiteres Experiment durchgeführt worden, mit dem das hysteretische Verhalten der
CoFe2O4-Säulen untersucht worden ist. Eine typische Messung zur Bestimmung der
Hysterese eines Systems ist die Bestimmung der M(H)-Kurve. Dabei wird das System
einem im Betrag variablen äußeren Magnetfeld H ausgesetzt und die parallel dazu
liegende Komponente der Magnetisierung des Systems bestimmt. Typischerweise wird
für eine solches Messverfahren ein SQUID verwendet, wobei bei diesem die Messgröße
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nicht direkt die Magnetisierung M der Probe ist, sondern deren magnetischer Fluss
Φ. Ist der magnetische Fluss bekannt, lässt sich daraus eine magnetische Induktion B
bestimmen, deren Ursprung das gesamte magnetische Moment µ der Probe darstellt.
Ist das magnetische Volumen V der Probe bekannt, so besteht die Möglichkeit die
Magnetisierung zu berechnen. Eine detaillierte Beschreibungen dieser Messtechnik ist
in der Literatur zu finden [Las05, Ban00].
Für die in Abb. 4.12 gezeigten Messungen ist ein SQUID der Firma Quantum Design
Typ MPMS-5S verwendet worden. Dabei sind Messungen in unterschiedlichen geome-
trischen Orientierungen vom externen Magnetfeld gegenüber der Probe vorgenommen
worden. Die zuvor diskutierten MFM-Messungen zeigen, dass die leichte Richtung der
Magnetisierung parallel zur Flächennormalen der Probenoberfläche ausgerichtet ist.
Daher ist das externe Feld sowohl in diese ausgezeichnete Richtung als auch um 90°
dazu gedreht angelegt worden.
Abbildung 4.12: SQUID-Messungen zeigen das M(H)-Verhalten des Nanokomposits in un-
terschiedlichen Orientierungen (durch den Inset verdeutlicht).
Für die Darstellung ist der Messungen ist der diamagnetische Untergrund durch eine
lineare Funktion abgezogen worden. Die y-Achse auf der rechten Seite gibt das daraus
resultierende gesamte magnetische Moment der Probe an. Damit aus diesem ein Wert
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für die Magnetisierung berechnet werden kann, muss man das magnetische Volumen
abschätzen.
0.35 · ((5 · 5− 2) · 10−6m2) · 400 · 10−9m = 3.22 · 10−12m3 = 3.22 · 10−6 cm3
Die Kantenlänge des quadratischen Substrates beträgt 5mm mit einer 400nm dicken
Nanokompositschicht darauf, allerdings befindet sich nicht auf der gesamten Oberfläche
ein Film, da während des Aufdampfprozesses eine Halteklammer einen Bereich abgedeckt
hat. Dieser Bereich wird in der Rechnung mit 2mm2 berücksichtigt. Des Weiteren
muss auch die materielle Zusammensetzung des Targets einbezogen werden. Da die
PLD eine Stöchometrie erhaltende Methode ist, wird davon ausgegangen, dass auch der
aufgedampfte Film zu 35 % aus magnetischen CoFe2O4 besteht. Durch Division dieses
Volumens und Umrechnung der Einheiten in das SI-System (1 emu = 0.001A ·m2)
erhält man die Magnetisierungsachse.
Auf Grund dieser Messungen kann für die Sättigungsmagnetisierung ein Wert von
Ms ≈ 335 kA/m bestimmt werden. Ein Vergleich mit der Literatur liefert eine Sät-
tigungsmagnetisierung von Ms = 350 kA/m für ein entsprechendes Nanokomposit
[Zhe04b] bzw. Ms = 523...255 kA/m für Schichtsysteme [Rig09]. Die Hysteresekurve,
welche senkrecht zur Oberflächennormalen aufgenommen worden ist, zeigt die Cha-
rakteristika einer schweren Richtung der Magnetisierung. Im remanenten Zustand ist
das magnetische Moment in dieser Richtung gering (12 kA/m), es ist nur ein kleines
Koerzitivfeld (0.03T ) messbar. Um die Magnetisierung in diese Richtung zu orientieren,
muss ein hohes externes Feld (≈ 4.5T ) angelegt werden. Anderes verhält sich die Hys-
teresekurve bei der Messung parallel zur Oberflächennormalen. In diesem Fall lässt sich
im remanenten Zustand schon eine Magnetisierung der Probe feststellen, die ≈ 75 %
der Sättigungsmagnetisierung entspricht und das Koerzitivfeld ist mit 0.67T wesentlich
höher als zuvor. Diese Messung unterstützt das Ergebnis der MFM-Messungen, welche
gezeigt hat, dass das System eine leichte Richtung der Magnetisierung in [001] aufweist.
Durch die Messung der Hysteresekurven konnte eine starke uniaxiale Anisotropie in
dem System feststellt werden. Eine Extrapolation des linearen Bereiches der Hystere-
sekurve in der schweren Richtung führt zu einer Abschätzung des Anisotropiefeldes
von ≈ 3.3T . Im Folgenden wird der Ursprung dieser Anisotropie diskutiert. Durch die
Form der CoFe2O4 Säulen existiert eine Vorzugsrichtung der Magnetisierung entlang
der Säulenachse. Da die Geometrie der Säulen durch die vorherige Charakterisierung
bekannt ist, lässt sich durch eine Rechnung das Formanisotropiefeld bestimmen. Um die
Rechnung möglichst zu vereinfachen, werden die Säulen als gestreckte Ellipsoiden ange-
nommen, so dass die Entmagnetisierungsfaktoren Nx,y,z über die Probe als konstant
angenommen werden können. Für eine Abschätzung der Größenordnung des Formani-
sotropiefeldes ist diese Annahme durchaus gerechtfertigt, auch wenn in Abschnitt 2.6.1
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gezeigt wurde, dass N durchaus örtlich variieren kann. Die Entmagnetisierungsfaktoren
eines gestreckten Ellipsoiden lassen sich durch folgende Gleichungen berechnen [Osb45].
Nx,y =
m






























Um diese Gleichungen in der Form verwenden zu dürfen, muss die lange Achse c des
Ellipsoiden in Richtung der z-Achse eines euklidischen Koordinatensystems orientiert
sein und die beiden kurzen Achsen müssen die gleiche Länge a = b aufweisen. Die
Grundfläche der Säulen wird daher als quadratisch angenommen. m = c/a gibt das
Verhältnis zwischen der langen und kurzen Achse des Ellipsoiden an. Durch die zuvor
durchgeführten AFM-Messungen ist dieses Verhältnis bekannt m = 4...8 (4 für a =
100nm und 8 für a = 50nm mit c = 400nm).
Mit der Kenntnis von N lässt sich das Entmagnteisierungsfeld berechnen (siehe
Gleichung (2.35)). Aus der Differenz der Entmagnetisierungsfelder in leichter bzw.
schwerer Richtung lässt sich das Formanisotropiefeld bestimmen.
HForm = Ms · (Nx −Nz) BForm = µ0 ·Ms · (Nx −Nz) (4.4)
Nx Nz BForm/ [T ]
m = 4 0.4623 0.0754 0.1629
m = 5.7 0.4768 0.0465 0.1811
m = 8 0.4858 0.0284 0.1925
Tabelle 4.2: Die aus den vorherigen Gleichungen berechneten Induktionswerte zur Über-
windung der Formanisotropie. Es sind unterschiedliche Kantenlängen einer quadratischen
Säulengrundfläche verwendet worden.
Auf Grund der Übersichtlichkeit sind die Werte in Tabelle 4.2 gerundet worden.
Selbst bei einem hohen Aspektverhältnis von m = 8 (die Säulen mit der kleinsten
Grundfläche) sollte die Magnetisierung der Säulen, bei einer externen magnetischen
Induktion von 200mT in schwerer Richtung, den Sättigungswert erreicht haben. Somit
ist die Formanisotropie nur zu einem Anteil von < 7 % für das aus den Hysteresedaten
bestimmte Anisotropiefeld verantwortlich. Durch die getroffenen Annahmen, die zu
diesen Ergebnissen geführt haben, ist eine genaue Bestimmung des Anteils der For-
manisotropie nicht möglich. Schon die hohe Variation in der Größenverteilung (siehe
Oberflächenbeschaffenheit Abschnitt 4.1.1) erschwert dies erheblich, allerdings ändert
sich dadurch nicht die Größenordnung des Ergebnisses, so dass die 7 % als eine Ober-
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grenze angesehen werden können. Im Anhang 6.20 ist gezeigt, dass die Annahme von
konstanten Entmagnetisierungsfaktoren gerechtfertigt ist, jedoch auch zu einem Fehler
führt. Dort werden die berechneten Werte mit mikromagnetischen Simulationen ver-
glichen, deren Entmagnetisierungsfaktoren örtlich variabel sind. Die Ergebnisse der
Tabelle zeigen, dass die Formanisotropie auf keinen Fall der einzige Ursprung für das
gemessene Anisotropiefeld sein kann.
Daher wird im Folgend, als ein weiterer Beitrag zum Anisotropiefeld, eine uniaxiale
Anisotropie diskutiert, die auf Grund der Magnetostriktion (siehe Abschnitt 2.6.3)
hervorgerufen wird. Durch die Röntgenbeugungsexperimente (siehe Abschnitt 4.1.1.1)
konnte gezeigt werden, dass die c-Achse der CoFe2O4 Kristalle um ca. 0.5 % gegenüber
einem relaxierten kubischen Kristall gestaucht ist. Als Ursache dieser Stauchung wird
die Gitterfehlanpassung zum BaTiO3 vermutet (siehe Abschnitt 4.1.1.1), somit lässt
sich die Stauchung als ein, von außen wirkender, Druck beschreiben. Dieser wiederum
hat mittels der inversen Magnetostriktion einen Einfluss auf die Energielandschaft des
Kristalls. Wie schon für das Formanisotropiefeld, wird im Weiteren die Größenordnung
dieses Effektes abgeschätzt. Dafür wird die Annahme gemacht, dass die tensorielle
Größe des Drucks nur eine Komponente aufweist σ ⇒ σzz, welche parallel zur c-Achse
ausgerichtet ist. Dies vereinfacht den allgemeinen Ausdruck für die magnetoelastische





mit cos (Φ) = αz · γz (4.5)
Die Größe von σzz kann mit Hilfe des Young’schen Modulus Y beschrieben werden.
σ = Y · ε (4.6)
Für die folgenden Berechnungen ist Y = 188.4 · 109 Pa [Li91] verwendet worden. ε
wurde schon zuvor mit ε = (a− arelax) /arelax = −0.005 bestimmt. In den theoretischen
Grundlagen über die Magnetostriktion (siehe Abschnitt 2.6.3) sind zwar unterschiedliche
Beträge für Magnetostriktionskonstante λ[100] aufgeführt worden, allerdings sind diese
alle negativ. Deshalb ist für diesen Fall Φ = 0° die leichte Richtung der Magnetisierung
bzw. ist Φ = 90° die schwere Richtung, woraus eine Differenz in der Energiedichte folgt.
4Fmagel = Fmagel (90°)− Fmagel (0°) = 32λ[100] · Y · ε (4.7)





3 · λ[100] · Y · ε
Ms
(4.8)
Die folgende Tabelle zeigt die, auf diesen Grundlagen berechneten, Anisotropiefelder
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für verschiedene λ[100], wobei diese Werte in den theoretischen Grundlagen (Abschnitt
2.6.3) vorgestellt worden sind.
λ[100]/[10−6] −200 −350 −600 −670
Bmagel/[T ] 1.546 2.955 5.055 5.657
Tabelle 4.3: Die berechneten Induktionen, die zur Überwindung der, durch Magnetostriktion
induzierten, uniaxialen Anisotropie benötigt werden.
Im Gegensatz zur Formanisotropie sind alle berechneten Induktionen der Magne-
tostriktion im Bereich von T und sind somit die wesentliche Ursache für die aus der
Messung bestimmten 3.3T des Anisotropiefeldes. Auf Grund der doch sehr verschie-
denen Literaturwerte für λ[100] kann nicht ausgeschlossen werden, dass noch weitere
Faktoren für das Anisotropiefeld existieren. Geht man jedoch von dem Ergebnis von
λ[100] = −350 · 10−6 aus und addiert noch 0.2T der Formanisotropie hinzu, resultiert
daraus ein Anisotropiefeld von ≈ 3.2T , welches durchaus die Messung vollständig
erklären würde.
4.2 Elastische Kopplung zwischen BaTiO3 und CoFe2O4
Bisher wurden ausschließlich die magnetischen Eigenschaften der CoFe2O4-Säulen
betrachtet, die im Wesentlichen von der Magnetostriktion beeinflusst werden. Im
Abschnitt 4.1 über die Charakterisierung des Systems wurde gezeigt, dass diese Säulen
in einer BaTiO3-Matrix eingebettet sind. An den Grenzflächen zwischen den Säulen und
der Matrix besteht eine elastische Kopplung der beiden Phasen, so dass Manipulationen
an einer Phase auch Auswirkungen auf die jeweils andere Phase haben muss. Im
Rahmen dieser Arbeit ist diese elastische Kopplung untersucht worden. Dazu wurde die
Magnetisierung der CoFe2O4-Säulen in unterschiedliche Richtungen orientiert. Bedingt
durch die hohe Magnetostriktion des CoFe2O4 erreicht man eine Gitterverzerrung
der Säulen, die sich auch auf die umgebende Matrix überträgt. Diese strukturellen
Änderungen sind mittels elementspezifischer Röntgenabsorptionsmessungen untersucht
und in der Literatur veröffentlicht worden [SA13].
Alle im Folgenden vorgestellten Messungen sind an der Strahlungsquelle6 UE46-
PGM1 des Elektronenspeicherrings des Helmholzzentrums Berlin (HZB-BESSY II)
durchgeführt worden. Die Messapparatur an dieser beamline ermöglicht es, die Probe
in ein homogenes Magnetfeld zu bringen, während gleichzeitig auf die Probenoberflä-
che Röntgenstrahlung auftrifft. Die Nanokompositprobe wurde bei Zimmertemperatur
unter zwei verschiedenen Einfallsgeometrien bestrahlt, welche in Abb. 4.13 schematisch
dargestellt sind. Für die Messungen ist ausschließlich linear polarisiertes Röntgen-
6Zumeist mit dem englischen Begriff: “beamline” bezeichnet.
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licht mit zwei verschiedenen Polarisationsrichtungen verwendet worden. Die beiden
Polarisationen schließen einen Winkel von 90° ein.
Im Experimente wurde jedoch nicht die Richtung des Röntgenstrahls verändert,
sondern es bestand die Möglichkeit die Probe um die eigene Achse zu rotieren. Fällt das
Röntgenlicht parallel zur Flächennormalen der Probenoberfläche ein (wie in Abb. 4.13
a.), befinden sich die beiden Polarisationsachsen des Röntgenlichtes (definiert durch die
Richtung des Vektors der elektrischen Feldstärke, kurz: E-Feldvektor) in der x-y-Ebene.
Sei zunächst angenommen, die beiden Vektoren befänden sich entlang der Hauptachsen
x bzw. y. Wie im Weiteren gezeigt wird, ist das nicht zwingend notwendig, jedoch
erleichtert es das Verständnis zur Signalentstehung.
Abbildung 4.13: Schematische Darstellung der beiden verwendeten Messgeometrien bezüglich
der Probenoberfläche. a zeigt den Fall das Röntgenlicht senkrecht auf die Oberfläche trifft. b
zeigt streifend einfallendes Röntgenlicht, wobei der Winkel zur Flächennormalen Θ = 60°
entspricht. Zusätzlich sind die Polarisationsrichtungen des Vektors der elektrischen Feldstärke
für das verwendete linear polarisiert Licht eingezeichnet.
Wie in den theoretischen Grundlagen (Abschnitt 2.9.1) beschrieben worden ist, hängt
der Grad der Absorption in einem Material von der elektronischen Zustandsdichte
(im Weiteren nur noch Zustandsdichte benannt) in Richtung des E-Feldvektors der
Röntgenstrahlung ab. Somit sind die Ergebnisse in dieser Messgeometrie ausschließlich
auf die Zustandsdichten in der x- und y-Richtung zurück zu führen. Um Informationen
über die Zustandsdichte in z-Richtung zu erhalten, wäre einen Einfallswinkel der Rönt-
genstrahlung parallel zur Probenoberfläche (90° zur Flächennormalen) wünschenswert.
Auf Grund von technischen Einschränkungen der Strahlungsquelle bestand allerdings
nur die Möglichkeit einen Winkel von 60° zur Flächennormalen einzustellen, wie es
in Abb. 4.13 b. dargestellt ist. Allgemein wird bei solch einer Einfallsgeometrie von
einer Messung unter streifenden Einfall gesprochen. Die Skizze macht deutlich das in
dieser Messgeometrie eine Polarisationsrichtung existiert, die wie zuvor nur durch die
y-Richtung beeinflusst wird. Jedoch wird die Absorption in der anderen Polarisations-
richtung nicht ausschließlich durch die Zustandsdichte in z-Richtung bestimmt, sondern
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sie enthält zusätzlich noch einen Anteil der x-Komponente. Dies ist ein wichtiger Punkt,
der bei der späteren Interpretation der Messdaten Beachtung findet.
Zur Detektion der absorbierten Röntgenstrahlung wird an dieser beamline die Gesamt-
elektronenausbeute (total electron yield) [Stö92] gemessen. Diese Detektionsmethode
ist sensitiv auf den Abfluss von Elektronen (diese Elektronen sind hauptsächlich in
einem Sekundärprozess erzeugte Auger-Elektronen) aus der Probe bzw. das Messsignal
ist die Ladung, die nachgeliefert werden muss, um die Probe elektrisch neutral zu
halten. Da die Austrittstiefe der Auger-Elektronen nur wenige Nanometer beträgt, ist
diese Methode nur oberflächensensitiv und es kann davon ausgegangen werden, dass in
den Messungen keine Informationen über das Substrat enthalten sind.
Zunächst sind Nahkantensbsorptionsspektren (XANES7)für jedes im Nanokomposit
vorkommende Element aufgenommen worden. Diese sind in Abb. 4.14 a. dargestellt.
Sowohl von Ba, Ti, O, Co und Fe lassen sich die gemessen Absorptionspeaks durch
die jeweiligen interatomaren Übergängen identifizieren. Auf Grund der Probenzusam-
mensetzung ist von weiteren Messungen an der Sauerstoffkante abgesehen worden. Da
dieses Element sowohl in der Matrix, als auch in den Säulen vorhanden ist, wäre ein
entsprechendes Messsignal immer eine Mischung, die ihren Ursprung in beiden Phasen
des Nanokomposites hat.
Das dichroische Verhalten von Co und Fe ist zwar bestimmt worden, aber im Rahmen
dieser Arbeit wird nicht weiter darauf eingegangen. Die Analyse des Messsignales dieser
beiden Materialien ist nicht ohne weiteres möglich, da in deren Messsignal immer
eine Mischung von natürlichen und magnetischen linear Dichroismus vorliegt (siehe
Abschnitt 2.9.1).
Im Folgenden wird sich auf eine ausführliche Untersuchungen an den L3,2 Absorp-
tionskanten des Ti beschränkt. Diese Absorptionskanten entsprechen einem elektro-
nischen Übergang von den besetzten 2p3/2 (L3) bzw. 2p1/2 (L2) Zuständen, in die
unbesetzten 3d Zustände. Abb. 4.14 b. zeigt eine Vergrößerung des Bereiches um die
Ti L3-Kante, wobei anhand der zwei getrennten Absorptionspeaks (benannt mit eg
und t2g) eine energetische Aufspaltung dieses Übergangs zu erkennen ist. Der Grund
für diese Aufspaltung findet sich in der Umgebung des Ti4+-Ions.
Sei zunächst angenommen, das Ti4+-Ion befinde sich im Zentrum eines unverzerrten
Oktaeders, dessen Ecken von negativ geladenen Sauerstoffatomen gebildet werden (siehe
Abschnitt 3.2.2.1). Diese Annahme setzt voraus, dass das BaTiO3 in einer kubischen
Kristallstruktur vorliegt, was für die Hochtemperaturphase T > 120°C gewährleistet
ist. Das elektrische Feld, welches durch die umgebenen Atome erzeugt wird, nimmt
Einfluss auf die energetische Lage der verschiedenen 3d-Orbitale. Die Struktur der
unterschiedlichen 3d-Orbitale ist in Abb. 4.14 c. dargestellt. Die Orbitale dxz, dyz, dxy
werden zusammengefasst durch t2g und benötigen eine geringere Anregungsenergie als
die Orbitale dz2 und dx2−y2 , welche eg genannt werden.
7X-ray near edge structure
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Abbildung 4.14: a. zeigt die, in einem Graphen zusammengefassten Messungen, der Absorp-
tionskantenstruktur der im Nanokomposit vorhandenen Elemente bei streifendem Einfall. In
b. ist der Bereich der L3 Absorptionskante der Ti4+-Ionen vergrößert worden und die Ab-
sorptionspeaks sind den energetisch Übergängen in die verschiedenen 3d-Orbital zugeordnet,
welche in c. schematisch dargestellt sind. Des Weiteren ist in d. die energetische Aufspaltung
der Orbitale eines Ti4+-Ions in kubischer bzw. tetragonaler Umgebung skizziert [Pan11].
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Selbige energetische Aufspaltung findet sich ebenfalls an der L2-Kante. Eine sehr
einfache und anschauliche Erklärung (die jedoch keine Anspruch darauf hat, den
Effekt vollkommen korrekt zu beschreiben) für die Aufspaltung der Anregungsenergie
lässt sich durch die Betrachtung der Bindungsachsen der Orbitale herleiten. Wird
ein Elektronen eines Ti4+-Ions in ein eg Orbitale angehoben, findet dies die höchste
Zustandsdichte auf einer direkten Bindungsachse zu den umgebenden Sauerstoffatomen.
Diese wiederum sind allerdings negative geladene Ionen, wodurch es dem Elektron
auf Grund der Coulombwechselwirkung energetisch erschwert wird, in diese Art von
Orbital angeregt zu werden. Anderseits sind die t2g Orbitale so ausgerichtet, dass deren
höchste Zustandsdichte zwischen die symmetrisch angeordneten O2−-Ionen orientiert
ist. In diesen Orbitalen ist der Abstand zwischen Sauerstoffionen und dem angeregten
Elektron maximal, womit die benötigte Anregungsenergie geringer ist, als bei den eg
Orbitalen.
Wird der Oktaeder volumenerhaltend tetragonal verzerrt, wie es für das BaTiO3
bei Zimmertemperatur der Fall ist, spalten die zuvor energetisch entarteten eg und t2g
Orbitale weiter auf. Dies ist in Abb. 4.14 d. dargestellt. Besitzt ein Orbital eine signifi-
kante Zustandsdichte in Richtung der Dehnungsachse ist nun der Abstand des Ti4+-Ion
zu den O2−-Ionen größer und somit wird die Anregungsenergie verringert. Anderseits
kontrahiert der Kristall in der Ebene senkrecht zur Dehnungsachse, was zur Folge hat,
dass sich dort die O2−-Ionen an das Ti4+-Ion annähern und die Anregungsenergie der
Orbitale erhöht wird, deren Zustandsdichte ausschließlich in der Kontraktionsebene zu
finden ist. Die Energieunterschiede auf Grund der tetragonalen Verzerrung sind sehr
gering ≈ 0.1 eV [Gru82], weshalb sie in der gezeigten XANES-Messung nicht aufgelöst
werden konnten. Der linear Röntgendichroismus bietet jedoch die Möglichkeit genau
diese Energieunterschiede zu untersuchen und sichtbar zu machen.
Am Beispiel der Form eines unbesetzten dz2 Orbitales soll verdeutlicht werden, wie
ein dichroisches Signal mit Hilfe von linear polarisierter Röntgenstrahlung detektiert
werden kann. Angenommen ausschließlich dieses Orbital wird mit Röntgenstrahlung
untersucht, deren E-Feldvektor zunächst parallel zur z-Achse orientiert sein soll. In
dieser Konfiguration erhält man eine maximale Absorption der Strahlung, da die
Zustandsdichte des Orbitales in z-Richtung sehr viel höher ist, als in der x-y-Ebene.
Dem entsprechend ist die Absorptionsstärke eines z.B. in x-Richtung polarisierten
Röntgenstrahls wesentlich geringer. Somit ist ersichtlich, dass die Differenz der beiden
Intensitäten ein Maß für die Anisotropie der elektrischen Zustandsdichten ist.
Zunächst ist der lineare Dichroismus der Ti4+-Ionen im remanenten Zustand be-
stimmt worden, wobei die Probe jedoch vor der Messung mit einem Feld von 3T in die
magnetisch leichte Richtung aufmagnetisiert worden ist. Die Intensität eines dichro-
ischen Signals ist wie folgt berechnet worden (siehe auch theoretischen Grundlagen
Abschnitt 2.9.1.1).
IXLD = Ihor − Iver (4.9)
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Ihor,ver entspricht dabei der Intensität des jeweiligen XANES-Spektrums, das mit
horizontaler bzw. vertikaler Polarisation aufgenommen worden ist. In der folgenden Ab-
bildung sind die gemessenen Intensitäten des XLD-Signals für die beiden verschiedenen
Messgeometrien nebeneinander aufgetragen, um einen direkten Vergleich herzustellen.
Damit sich im Weiteren die einzelnen Intensitäten besser von einander unterscheiden
lassen, wird im Falle des normalen Einfalls den Größen zusätzlich der Index ⊥z hin-
zugefügt bzw. //z für streifenden Einfall. Bei normalen Einfall des Röntgenstrahls,
wie in Abb. 4.15 a. dargestellt ist, findet sich auch bei erheblicher Vergrößerung der
Intensität (um den Faktor 20) kein signifikantes dichroisches Signal. Dies lässt sich
durch die Geometrie der 3d-Orbitale in der x-y-Ebene im Bezug auf die 90° Symmetrie
des verwendeten Röntgenlichtes erklären.
Abbildung 4.15: Es ist die Intensität eines XANES-Spektrums, als auch die des dichroischen
Signals, an der Ti L3,2-Kante für a. 7→ normaler Einfall / b. 7→ streifender Einfall aufge-
tragen. Um die jeweiligen Spektren in einem Graphen darzustellen, ist die Intensität des
dichroischen Signals mit dem angegebenen Faktor multipliziert worden.
Trotz der energetischen Aufspaltung, weisen die Summen der Orbitale in der x-
y-Ebene ebenfalls eine 90° Symmetrie auf und somit ist die Intensität der XANES-
Spektren für beide Polarisationen identisch Ihor⊥z = Iver⊥z. Daraus resultiert, dass in
dieser Messgeometrie kein Dichroismus zu erwarten ist. Da nun gezeigt worden ist, dass
horizontale/vertikale Polarisationen die sich in der Probenebene befinden zu keinem
Signal führen, bleibt zu untersuchen wie das System auf eine Polarisation reagiert, die
senkrecht zur Probenebene ausgerichtet ist.
Um dies zu überprüfen sind Messungen bei streifenden Einfall durchgeführt worden.
Dessen Ergebnisse sind in Abb. 4.15 b. dargestellt, wobei sich dort ein deutliches
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dichroisches Signal feststellen lässt. Die Kurvenform des XLD-Signals kann durch
die Intensitätsdifferenz zweier, energetisch nur gering verschobener, Absorptionspeaks
beschrieben werden. Dies ist in Abb. 4.16 schematisch gezeigt.
Abbildung 4.16: Es sind schematisch die Absorptionspeaks für eine vertikale (schwarz) und
horizontale (rot) Polarisation aufgetragen. Zusätzlich ist auch das daraus resultierende
Differenzsignal in grün abgebildet.
Die Erklärung für den Ursprung des gemessen XLD-Signals benötigt die Energie-
aufspaltung der 3d-Orbitale in einer tetragonaler Umgebung. Zur Vereinfachung sei
zunächst angenommen, dass der Einfallswinkel exakt 90° entspricht. Damit ist die
vertikale Polarisation ausschließlich entlang der z-Achse ausgerichtet. Mit dieser Art
der Röntgenstrahlung lassen sich somit nur Übergänge in die dyz, dxz, dz2 Orbitale
anregen, da diese Orbitale eine nicht verschwindende Zustandsdichte in der z-Richtung
aufweisen. Andererseits sind mit der horizontalen Polarisation, die parallele Ausrich-
tung zur y-Achse orientiert ist, nur Übergänge in die dyz, dxy, dx2−y2 Orbitale möglich.
Das Termschema der energetischen Aufspaltung der Orbitale (Abb. 4.14 d.) zeigt, dass
diese Orbitale zum Teil kleine energetische Unterschiede aufweisen, die durch den Grad
der tetragonalen Verzerrung bestimmt werden. Zum Beispiel regt die horizontale Porla-
risation in das dx2−y2 Orbital an, wohingegen durch vertikale Polarisation Übergänge
in das energetisch etwas tiefer liegende dz2 Orbital möglich sind. Wird die Differenz
beider Aborptionsintensitäten gebildet, ist das resultierende Signal proportional zur
energetischen Aufspaltung. Somit besteht mittels der XLD-Technik die Möglichkeit,
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eine Aussage über die kristalline Umgebung der Ti4+-Ionen zu machen und deren
Veränderung unter bestimmten äußeren Einflüssen zu beobachten.
Allerdings ist die Intensität des gezeigten Signals auf Grund des, schon zuvor erwähn-
ten, Einfallswinkels von 60° korrigiert worden. Zur Bestimmung des Korrekturfaktors
muss man die Ausrichtung der E-Feldvektoren bezüglich der Oberflächennormalen
beachten. Ziel ist es die Intensitäten in Gleichung (4.9) für eine fiktive Messung mit
einem Einfallswinkel von 90° zu bestimmen. Alle Größen dieser fiktiven Messung wer-
den mit dem Index ‖ z versehen. Aus Abb. 4.13 ist ersichtlich, dass die Ausrichtung
des E-Feldvektors bei horizontaler Polarisation in beiden Messgeometrien identisch ist
Ehor//z = Ehor⊥z = Ehor‖z.
Abbildung 4.17: Es ist die Orientierung des E-Feldvektors für vertikal polarisierte Röntgen-
strahlen bei streifenden Einfall dargestellt.
Ein Unterschied in den Ausrichtungen existiert jedoch für die vertikale Polarisation.
Dazu ist in Abb. 4.17 schematisch die Strahlgeometrie bei streifenden Einfall gezeigt.
Der E-Feldvektor lässt sich in eine Komponente parallel bzw. senkrecht zur Oberflä-
chennormalen zerlegen, indem die jeweilige Projektion auf die Hauptachse (hier ist das
die z- bzw. x-Achse) betrachtet wird.
Ever‖z(z) = Ever//z · cos(ϕ)
Ever‖z(x) = Ever//z · sin(ϕ)
Nun wird ausgenutzt, dass Ever‖z(x) die gleiche Ausrichtung aufweist wie Ever⊥z, somit
folgt für die Berechnung der Intensität des XLD-Signals.
Ehor‖z − Ever‖z = Ehor⊥z −
(
Ever⊥z · sin (ϕ) + Ever//z · cos (ϕ)
)
Ihor‖z − Iver‖z = Ihor⊥z − Iver⊥z · sin2 (ϕ)− Iver//z · cos2 (ϕ)
Da der Winkel ϕ bekannt ist, lässt sich die Gleichung lösen.







Die Intensität des gemessenen XLD-Signals ist daher nur 75 % des Signals, das man bei
einem Einfallswinkel von 90° erwarten würde. Daher sind alle gemessenen Intensität
bei streifenden Einfall mit dem Faktor 4/3 multipliziert worden.
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4.2.1 Manipulation der BaTiO3 - Kristallstruktur
Im vorherigen Abschnitt konnte gezeigt werden, dass einen Zusammenhang zwischen
der Intensität eines XLD-Signals und der kristallinen Umgebung der Ti4+ - Ionen
existiert. Im Folgenden soll diese Umgebung gezielt durch ein äußeres Magnetfelder
verändert werden. Dazu ist es hilfreich ein Modell zu entwickeln, dass den Einfluss dieses
Feldes auf die physische Form des Nanokomposites beschreibt. Die Wechselwirkung
des Nanokomposites mit dem Feld geschieht über die Ausrichtung der permanenten
Magnetisierung der CoFe2O4 - Säulen. Durch die unterschiedlichen Vorzeichen der
Magnetostriktionskonstanten führt dies zu einer Deformation der Säulen, wie sie in
Abb. 4.18 schematisch dargestellt ist. Es wird zunächst von einer Säulenstruktur
(Abb. 4.18 a.) ohne jegliche Deformationen ausgegangen. Streng genommen muss
dafür die Magnetisierung der Säulen den Wert 0A/m annehmen, ansonsten führt die
Magnetostriktion umgehend zu einer Verformung. Da die magnetischen Messungen in
Abschnitt 4.1.3.2 gezeigt haben, dass das System eine Remanenz besitzt, sind folglich
undeformierte Säulen rein fiktiv. Weiterhin konnte dort festgestellt werden, dass die
Magnetisierung im remanenten Zustand eine Vorzugsrichtung besitzt. Somit sind die
Säulen auch ohne externes Magnetfeld in einer bestimmten Weise deformiert.
Allerdings wird die Modellvorstellung einer undeformierten Säule trotzdem als Aus-
gangszustand diskutiert, da die Hysteresemessung zeigt, dass das System in Remanenz
nicht vollständig gesättigt ist. Es existiert also durchaus noch eine Komponente der
Magnetisierung, die nicht in die Vorzugsrichtung ausgerichtet ist. Somit ist das Bild
einer nicht verzerrten Säule zwar für eine quantitative Beschreibung ungeeignet, für
die qualitative Analyse jedoch ausreichend.
Wird nun einer perfekten Säule eine Magnetisierung hinzugefügt, die z.B. durch
ein externes Magnetfeld vollständig in eine Richtung ausgerichtet ist, deformiert sich
die Säule. Ist die Magnetisierung entlang der Säulenachse [001] orientiert (Abb. 4.18




und expandiert auf Grund
der Volumenerhaltung in der Ebene senkrecht dazu. Dies ist auch durch einsetzen der
entsprechenden Richtungskosinus α, β in Gleichung (6.40) ersichtlich.
αz = βy = 1 / αx = αy = βx = βz = 0
λ = −12λ[100]
Da die Säulen am Substrat epitaktisch verankert sind, erfolgt die Deformation obelisk-
artig. Wie zuvor erwähnt ist die Detektionsmethode des linearen Dichroismus jedoch
nur Oberflächensensitiv, somit ist die Betrachtung der Veränderungen an der Probeno-
berfläche von besonderer Bedeutung und deshalb auch gesondert auf der rechten Seite
von Abb. 4.18 dargestellt. Im Allgemeinen sind die Längenänderungen, die durch die
Magnetostriktion hervorgerufen werden nicht sehr groß, so liefert z.B. eine Abschätzung
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für die Kontraktion der Säulenhöhe einen Wert von 1.4Å, bezogen auf eine 400nm
lange Säule. Die Deformation der Säulen wirkt sich durch eine elastische Kopplung
der Grenzflächen auch auf das die Säulen umgebende BaTiO3 aus. Daher wird die
geometrische Struktur des TiO6-Oktaeders beeinflusst. Dies wiederum bewirkt eine
Veränderung in der energetischen Lage der 3d-Orbitale des Ti4+-Ions und verändert
die Intensität des detektieren XLD-Signals.
Befindet sich die Magnetisierung entlang der Säulenachse ist ersichtlich, dass sich
der Anteil der Probenoberfläche erhöht, der von den Säulen eingenommen wird. Die
geometrische Form der Säulenoberflächen bleibt allerdings erhalten, so dass keine
zusätzliche tetragonale Verzerrung in der Ebene auftritt. Durch die Expansion der
Säulen wirken Scherkräfte auf das BaTiO3, die dazu führen, dass dessen Einheitszelle
gleichmäßig gestaucht wird. Da auch in diesem Fall das Volumen erhalten bleiben
muss, ist die Konsequenz dieser Stauchung, eine Expansion der Einheitszelle in die
[001] Richtung. Diesem Effekt wirkt die Kontraktion der Säulen entgegen, so dass diese
beiden Scherbewegungen einander konkurrieren.
Eine andere Art der Deformation tritt auf, wenn die Magnetisierung innerhalb der
Probenebene ausgerichtet ist, wie es z.B. in Abb. 4.18 c. dargestellt wird. Dort ist die
Magnetisierung vollständig in die [100] Richtung orientiert, was zu einer tetragonalen
Verzerrung der Säule innerhalb der Probenebene führt. Wie schon zuvor, tritt in
Richtung der Magnetisierung eine Kontraktion auf, wohingegen die anderen beiden
Hauptrichtungen [010], [001] expandieren. Da die Kontraktion in [100] größer ist, als
die Expansion in [010] bleibt auch in diesem Fall das Verhältnis der Säulenoberfläche
bezogen auf die gesamte Probenoberfläche nicht konstant, sondern verringert sich.
Als direkte Folge muss sich die BaTiO3 - Matrix daran anpassen, weshalb deren
Einheitszelle in der x-y-Ebene genau entgegensetzt zu den Säulen verzerrt werden. Da
das BaTiO3 nun einen größeren Teil der Probenoberfläche einnehmen muss, führt dies
zu einer Stauchung der Einheitszelle in [001], welche wiederum entgegen der Scherkraft
der in diese Richtung expandieren Säulen wirkt.
4.2.2 Einfluss der Kristalldeformation auf das XLD-Signal
Im vorherigen Abschnitt sind die strukturellen Änderungen diskutiert worden, die in
einem Nanokomposit auftreten, wenn dieses durch ein Magnetfeld manipuliert wird.
Im Rahmen dieser Arbeit konnte ein direkter Nachweis dieser Strukturänderungen
auf atomarer Basis erbracht werden, indem Veränderungen im linearen Dichroismus,
bei unterschiedlich starken externen Magnetfeldern, beobachtet worden sind. Dazu ist
ausschließlich unter streifenden Einfall der Röntgenstrahlung gemessen worden, da die
Ergebnisse aus Abschnitt 4.2 gezeigt haben, dass sich nur unter dieser Messgeometrie
ein signifikantes XLD-Signal detektieren lässt. Auf Grund von technischen Einschrän-
kungen der Messapparatur, bestand nur die Möglichkeit ein Magnetfeld parallel bzw.
um 90° verkippt zur Einfallsrichtung der Röntgenstrahlung anzulegen. Somit ist die
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Abbildung 4.18: a. zeigt perspektivisch den idealisierten Probenaufbau mit dem Fokus auf
eine CoFe2O4 - Säule, wobei diese als undeformiert angenommen werden soll. In b. und c.
wird von einer parallel zum externen Magnetfeld B vollständig gesättigten Säule ausgegangen.
Die roten Pfeile geben die Richtung an, ausgehend vom remanenten Zustand (durch eine die
gepunktete blaue Linie angedeutet), in die eine Deformation auftritt. Für jede Konfiguration
ist zusätzlich eine Ansicht der Probenoberflächen dargestellt, wobei exemplarisch auch die
x-y-Ebene einer BaTiO3 Einheitszelle (graue Linien) eingezeichnet worden ist. Die blauen
Kreise stellen die Sauerstoff-Eckenatome des TiO6-Oktaeders in dieser Ebene dar.
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ideale Messgeometrie, wie sie im vorherigen Abschnitt gezeigt worden ist, bei der das
Magnetfeld entweder parallel bzw. senkrecht zur Flächennormalen orientiert ist, nicht
zu erreichen. Jedoch ist der Einfallswinkel mit 60° so gewählt worden, dass die wesent-
liche Komponente (75 %) des Magnetfeldes in die entsprechende Richtung ausgerichtet
ist. Zur Verdeutlichung der Orientierung des Magnetfeldes bezüglich der Einfallsrich-
tung der Röntgenstrahlung bzw. der jeweils horizontalen / vertikalen Polarisation ist
diese in der folgenden Abbildung dargestellt.
Abbildung 4.19: a. Es ist die Messgeometrie des linearen Röntgendichrosimus mit einem von
außen angelegten Magnetfeld dargestellt. Für die Winkel finden sich die Werte ϕ = −30°
und Θ = 60°. In b. und c. werden schematisch die Deformationen des TiO6-Oktaeders bei
unterschiedlich angreifenden Scherkräften Fscher gezeigt. Diese Scherkräfte treten auf, wenn
das externe Magnetfeld senkrecht zur Probenoberfläche ausgerichtet ist.
Da der Winkel zwischen dem externen Magnetfeld und der Flächennormalen nur 30°
beträgt entspricht dies in erster Näherung der Konfiguration, wie sie in Abb. 4.18 b.
beschrieben worden ist. Demnach richtet sich die Magnetisierung aller CoFe2O4 - Säule
entlang [001] aus, wobei die Komponente in der Probenebene für kleine Magnetfelder
zunächst vernachlässigt wird. Eine Rechtfertigung für diese Annahme liefert das sehr
große Anisotropiefeld von 3.2T (siehe Abschnitt 4.1.3.2), so dass bei geringen Ma-
gnetfeldern nur eine sehr kleine Komponente der Magnetisierung in der Probenebene
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auftritt. Die Deformation der Säule und deren Einfluss auf das BaTiO3 ist ausführlich
im vorherigen Abschnitt beschrieben worden. Im Weiteren werden die Auswirkungen
auf die detektierte XLD-Intensität des Ti4+-Ions diskutiert.
Die Kontraktion der Säulen in [001] Richtung wird durch die elastische Kopplung
an das BaTiO3 übertragen, so dass die c-Achse der tetragonal verzerrten BaTiO3
Einheitszelle gestaucht wird bzw. die beiden a-Achsen expandieren (siehe Abb. 4.19
b.). Der Grad der tetragonalen Verzerrung würde in diesem Falle verringert werden
und als Folge nimmt auch die Intensität des detektierten XLD-Signals ab. Betrachtet
man z.B. den Extremfall, bei dem eine ausreichend große Scherkraft angreift, so dass
die Einheitszelle kubische Symmetrie annimmt, dann wäre gar keine XLD-Intensität
messbar.
In Konkurenz zu dieser Deformation bewirkt die Expansion der Säulen in der Pro-
benebene eine Stauchung der a-Achsen und eine Verlängerung der c-Achse (siehe
Abb. 4.19 c.). Dies führt zu einer Erhöhung der Intensität des XLD-Signals. Diese
Intensitätserhöhung strebt jedoch gegen einen Grenzwert, der durch den Betrag des
externen Magnetfeldes festgelegt wird, bei dem das Nanokomposit vollständig aufma-
gnetisiert ist. Insofern das externe Magnetfeld keine Inhomogenitäten aufweist (wovon
auszugehen ist), werden die Säulen für höhere Magnetfeldwert nicht weiter durch die
Magnetostriktion deformiert.
Um eine Aussage machen zu können, welcher der beiden Deformationsprozesse das
Verhalten des BaTiO3 überwiegend beeinflusst, ist eine Serie von XLD-Experimenten
durchgeführt worden. Diese unterscheiden sich durch den Betrag des angelegten Ma-
gnetfeldes. Die resultierenden XLD-Intensitäten für die verschiedenen Magnetfelder
sind in Abb. 4.21 a. dargestellt. Vergleicht man die verschiedenen Spektren miteinander,
lässt sich eine Erhöhung der Intensität bis zu einem Feldwert von 1.5T feststellen.
Somit kann die Aussage gemacht werden, dass in diesem Bereich die laterale Expan-
sion der Säulen einen wesentlich größeren Einfluss auf die gesamte BaTiO3-Matrix
nimmt, als deren vertikale Kontraktion. In Abb. 4.21 b. ist die Variation der Intensitä-
ten nochmals übersichtlicher in einem Graphen dargestellt, wobei in diesem Fall eine











Die einzelnen Intensitäten sind mit einem Vorfaktor zueinander gewichtet worden, um
die unterschiedlichen Anfangs/Endzustände auszugleichen. So sind die Intensitäten
der L2-Kante gegenüber der L3-Kante verdoppelt worden, damit das Verhältnis der
Elektronen im Anfangszustand berücksichtigt wird. Die Beträge für die einzelnen
Intensitäten sind aus den jeweiligen Spektren abgelesen worden. Beispielsweise sind
sie im Spektrum für 1.0T mit a...d gekennzeichnet. Auch diese Auftragung zeigt, dass
die Durschnittsintensität nach einem maximalen Wert bei 1.5T mit steigenden Feld
deutlich verringert wird (siehe rote Kurve).
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Um die Ursache für diesen Effekt zu finden, ist eine weitere Serie von XLD-Messungen
durchgeführt worden, bei denen die Ausrichtung des externen Magnetfeldes jedoch
parallel zur Einfallsrichtung des Röntgenstrahls ist. In dieser Messgeometrie ist der
wesentliche Teil des externen Magnetfeldes in der Probenebene und entspricht daher
in erster Näherung der Konfiguration in Abb. 4.18 c. In diesem Fall kontrahieren die
Säulen in Richtung [100] (parallel zum externen Magnetfeld) und expandieren in der
Ebene senkrecht dazu [010], [001]. Betrachtet man zunächst nur die Expansion in
[001], wird diese an das BaTiO3 übertragen und führt zu einer erhöhten tetragonalen
Verzerrung. Dies ist schematisch in Abb. 4.20 a. dargestellt.
Abbildung 4.20: Beide Abbildungen zeigen schematisch die Deformation des TiO6-Oktaeders
für Scherkräfte Fscher, die aus unterschiedlichen Richtungen angreifen. Diese Scherkräfte
treten auf, wenn ein externes Magnetfeld parallel zur Probenoberfläche angelegt ist.
Die vorherige Messgeometrie hat allerdings gezeigt, dass die elastsiche Kopplung an
die BaTiO3-Matrix in der [001] Richtung offenbar nicht gut ist. Vielmehr scheinen die
lateralen Deformationen der Säulen entscheidender für die Verzerrung der Matrix zu
sein.
Die Kontraktion der Säulen in [100] ist größer als die Expansion in [010] und
somit verkleinert sich die Säulenoberfläche in dieser Ebene. Analog dazu muss das
BaTiO3 eine größere Oberfläche einnehmen, was zu einer Kontraktion in [001] führt.
Welche Variation die Intensität des detektierten XLD-Signals erfährt, hängt von den
Polarisationsrichtungen des Röntgenstrahls ab. Verglichen mit dem durchgeführten
Experimente sind diese entsprechend [010] und [001]. In beiden Richtungen existiert
eine Kontraktion des BaTiO3, somit sollte sich die Intensität des XLD-Signals kaum
verändern. Das Resultat dieser Messserie (Abb. 4.21 b. blaue Kurve) zeigt tatsächlich
kaum eine Veränderung in der Intensität, besonders bei hohen Feldern. Dies gibt
einen Hinweis darauf, dass auch in dieser Messgeometrie hauptsächlich die lateralen
Verzerrungen der Säulen einen Einfluss auf die BaTiO3 -Matrix ausüben.
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Im Bereich kleiner externer Magnetfelder ist allerdings in dieser Kurve ein Anstieg zu
erkennen. Dessen Ursache könnte der Winkel von 60° zwischen Flächennormalen und
externen Magnetfeld sein. Durch diesen Winkels lässt sich jedes externe Magnetfeld in
seine Komponenten zerlegen, wobei stets eine z-Komponente existisert. Diese ist im
Vergleich zur x-Komponente zwar kleiner, aber nicht verschwindend.
Auf Grund des hohen Anisotropiefeldes ist gerade bei kleinen Felder die x-Komponente
nicht groß genug, um die Magnetisierung wesentlich aus der leichten Richtung auszu-
lenken. Allerdings reichen auch schon kleine Felder in der leichter Richtung aus, um
den Betrag der Magnetisierung in dieser Richtung zu erhöhen. Dies lässt sich sehr gut
anhand der Hysteresemessung (Abb. 4.12) erkennen.
Zusammenfassend lässt sich das Verhalten des Nanokomposites wie folgt beschreiben.
Auf Grund des Winkels des anliegenden externen Magnetfeldes existiert immer sowohl
eine Komponente die die magnetisch leichte Richtung des Nanokomposites unterstützt
(z-Komponente), als auch eine die in magnetisch schwere Richtung orientiert ist (x-
Komponente). Im Bereich kleiner Feldstärken ist die z-Komponente für das Verhalten
der Magnetostriktion entscheidend, da schon kleine Felder genügen, den Betrag der
Magnetisierung in diese Richtung zu erhöhen. Es konnte gezeigt werden, dass dies
die Intensität des XLD-Signals vergrößert. Wird die Feldstärke jedoch weiter erhöht,
beeinflusst die x-Komponete die Magnetostriktion, insofern sie nicht gegenüber dem
Anisotropiefeld zu vernachlässigen ist. Die x-Komponente verkippt die Magnetisierung,
so dass der der Betrag der Magnetisierung in z-Richtung geringer wird. Dies wiederum
bewirkt eine verringerte Intensität im XLD-Signal.
Somit lässt sich auch das Verhalten der XLD-Gesamtintensität besonders im Fall
der Serien mit einem Winkel von 30° erklären. Aus der Zerlegung des Magnetfeldes in
jeweils eine z- bzw. x-Komponente bei einem Betrag von 2T folgt.
Bz = 1.73T Bx = 1T
Da die z-Komponente mit Bz = 1.73T ist ausreichend, um das System vollständig zu
sättigen. Jedoch führt die zusätzliche x-Komponente des Feldes zu einer Verkippung
der Magnetisierung, was die Verringerung der XLD-Intensität zur Folge hat.
Die Ergebnisse, die in diesem Abschnitt diskutiert worden sind, haben gezeigt,
welchen Einfluss die Magnetostriktion des CoFe2O4 auf das umgebende BaTiO3 hat.
Es konnten atomare Verzerrungen an der Einheitszelle des BaTiO3 festgestellt werden.
Die Analysen deuten darauf hin, dass in diesem System die lateralen Verzerrungen die
wesentliche Ursache für die Deformation der BaTiO3 Einheitszelle ist.
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Abbildung 4.21: a. Die Graphen zeigen die gemessenen XLD-Intensitäten an der Ti− L3,2
Kante für verschiedene Beträge des externen Magnetfeldes. Aufgetragen sind diese für einen
besseren Vergleich einmal mit bzw. ohne offset der y- Achse. In b. ist die Amplitude der
XLD-Intensität weiter quantitativ ausgewertet worden. Wobei dort zusätzlich die Analysen
eine andere Orientierung des Magnetfeldes zu sehen ist.
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4.3 Mikromagnetische Simulationen zur Bestimmung der
Magnetisierungsdynamik einer Permalloy-Leiterbahn
In diesem Kapitel wird zunächst das Programm bzw. Verfahren vorgestellt, mit dem die
mikromagnetischen Simulationen durchgeführt worden sind. Es wird darauf eingegangen,
wie es mit Hilfe dieses Programmes möglich ist, die Magnetisierungsdynamik der in
Abschnitt 3.1 beschriebenen Py-Leiterbahn zu berechnen. Dazu wird gezeigt, wie
sich ein FMR-Experiment simulieren lässt. Die dafür benötigen Parameter werden
vorgestellt und deren Einfluss auf die Simulation behandelt.
Anhand des einfachen Beispiels eine unendlich ausgedehnten Films wird demonstriert,
wie sich eine frequenzabhängige Dispersionsrelation berechnen und darstellen lässt. Die
Ergebnisse dieser Simulation werden mit den, aus der Theorie erhaltenen, Erwartungs-
werten verglichen, um so die Qualität und Aussagekraft der Simulationensergebnisse
abzuschätzen.
Des Weiteren werden berechnete frequenzabhängige Dispersionsrelationen für unter-
schiedliche Orientierungen der Py-Leiterbahn bezüglich eines externen Magnetfeldes
vorgestellt und der physikalische Ursprung für die dort auftretenden Anregunsgmoden
diskutiert. Zu jeder Orientierung sind entsprechende FMR-Messungen gezeigt, die mit
den Simulationen verglichen werden. So lässt sich zeigen, dass die zuvor diskutierten
Anregungsmoden auch in realen Systemen existieren und es können Aussagen über
die Magnetisierungsdynamik einer solchen Leiterbahn gemacht werden. Zusätzlich
lassen sich durch Abweichungen zwischen Messung und Simulation Rückschlüsse auf
magnetische Eigenschaften, wie z.B. g-Faktor oder Sättigungsmagnetisierung, ziehen.
Als Plattform für die Simulationen ist im Wesentlichen ein extra für diesen Zweck
angeschaffter und optimierter Computer verwendet worden, sowie ein gewöhnlicher
Arbeitsplatz PC und im weiteren Verlauf ein Opterox-Cluster.
4.3.1 Das Simulationsverfahren
Alle mikromagnetischen Simulationen, die hier gezeigt werden, sind mit dem 3D-
OOMMF (object orientated micro magnetic framework) Programmcode berechnet
worden [Don10]. Dieses Programm arbeitet mit einem finite-Differenzen Verfahren,
dabei wird eine gegebene Probengeometrie in viele einzelnen Zellen unterteilt und jede
Zelle muss dieselben quaderförmigen Dimensionen zugewiesen bekommen. Des Weiteren
verwendet das Programm ein Makrospinmodell, das heißt jeder Zelle wird eine makro-
skopische Magnetisierung zugeordnet, die sich mathematisch wie ein Vektor verhält. Es
ist jedoch durchaus möglich für einzelne Zelle einen separaten Magnetisierungsvektor
(mit Variation in Betrag und Richtung) anzugeben.
Für die mathematische Beschreibung befindet sich die Position der Magnetisierung
bzw. des Magnetisierungsvektors einer Zelle immer in der Mitte der jeweiligen Zelle.
Somit kann jeder Zelle eine Position im Raum r und ein Betrag der Magnetisierung
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|Ms | zugewiesen werden. Da die gezeigten Simulationen ausschließlich für ein einziges
Material durchgeführt worden sind, ist nie eine Variation des Betrages der Magneti-
sierung angenommen worden, das heißt für jede Zelle gilt|Ms = const|. Des Weiteren
existieren keine statistischen Variationen der Magnetisierung, so dass sich für alle Si-
mulationen dem System eine Temperatur von T = 0K zuordnen lässt. Der jeweilige
Ausrichtungsvektor der Zellen hängt sehr stark von den gewählten Anfangsbedingungen
ab. In der Regel beginnt jede Simulation mit einem vollständig in eine Hauptrichtung
ausgerichteten System. Da OOMMF ausschließlich kartesiche Koordinaten verwen-
det, sind die Hauptrichtungen parallel zu den Koordinatenachsen x, y und z. Dies ist
exemplarisch in der folgenden Abbildung gezeigt.
Abbildung 4.22: Anfangszustand der einzelnen Zellen eines vollständig in +x ausgerichteten
Systems. Diese Darstellungsart wird im Folgenden noch sehr häufig verwendet. Dabei sind in
der vorliegenden Abbildung, zum besseren Verständnis, die Zellengrenzen mit roten Linien
markiert worden. Die Pfeile stellen den Magnetisierungsvektor jeder Zelle dar. Es wird die
x-y-Ebene betrachtet.
Die Abb. 4.22 zeigt ein System (Leiterbahn), deren Magnetisierungsvekoren in +x
Richtung orientiert sind. Solch ein Zustand der Magnetisierung wird als Anfangszustand
einer Simulation verwendet, wobei dies allerdings nicht dem energetischen Grundzustand
des Systems entspricht. Eine ausführliche Beschreibung, wie sich der Grundzustand
bestimmen lässt, kann man in Abschnitt 4.3.3 finden.
Generell basieren die Berechnungen, zur Lösung eines Problems, auf einem iterativen
Verfahren. Dafür stehen zwei unterschiedliche Ansätze zur Verfügung. Zum einen be-
steht die Möglichkeit der Energieminimierung. Dazu wird für jede Zelle ein individueller
Energiewert bestimmt, den sie auf Grund des effektiven Feldes innerhalb der Struktur
besitzt. Die Iteration besteht nun darin, dass durch Variation der Magnetisierungsrich-
tung in gewissen Grenzen ein Energiewert gefunden werden kann, der geringer ist als
der bisherige. Ist dies der Fall, wird die so bestimmte Ausrichtung der Magnetisierung
als Ausgangspunkt für den nächsten Iterationsschritt genutzt. Die Iteration wird solan-
ge fortgesetzt, bis ein ein durch den Benutzer bestimmtes Energieminimum erreicht
worden ist. Der Nutzer legt dabei jedoch nicht die Grenzenergie für jede einzelne Zelle
fest, sondern gibt ein Minimum für die Gesamtenergie an, welche durch Aufsummierung
der Beiträge aller Zellen berechnet wird. Dieses Verfahren lässt sich gut bei statischen
Problemen, wie z.B. Hysteresesimulationen, anwenden.
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Da nahezu alle gezeigten Simulationen jedoch ein dynamisches Magnetfeld enthalten,
wird auf eine andere Iterationsmethode zurückgegriffen. In diesem Fall entspricht jede
Iteration einem Zeitschritt dt. Um die Bewegung der Magnetisierung einer Zelle i zu
beschreiben, ist dafür vom Programm die Landau-Lifschitz-Gilbert-Gleichung bzw.















Dabei istM(ri, t) der Vektor der Magnetisierung der Zelle an Position ri. Eine Iteration
ist abgeschlossen, falls eine festgelegte Fehlergrenze bei einem gegebenen dt nicht
überschritten wird. Der Fehler für eine Zelle wird wie folgt berechnet.
M˙ error(ri, t) =| M˙(ri, t+ dt)− M˙(ri, t) | ·
dt
2 (4.12)
Es werden die Fehler aller Zellen berechnet, ist auch nur eine Fehlerwert M˙ error(ri, t)
größer als der Grenzwert (meistens liegt dieser bei 0.2), wird durch das Programm
ein kleinerer Wert für dt gewählt und der Iterationsschritt solange wiederholt, bis
keine Zelle außerhalb ders Fehlergrenze liegt. Ist dies der Fall wird die Summe über
alle M˙(ri, t + dt) gebildet und dieser Zustand als Ausgangszustand für die nächste
Iteration verwendet. Die Größe ∑ M˙(ri, t) gibt die Änderung der Magnetisierung in
einem Zeitintervall an und ist damit ein Maß für die Dynamik des gesamten Systems.
In der Regel wird eine Iteration fortgesetzt, bis die Dynamik ein durch den Benutzer
vorgegebenen Grenzwert unterschritten hat.
Für die Lösung der Differentialgleichung (LLGG) und somit der Bestimmung von
M˙(ri, t) wird ein Runge-Kutta-Verfahren [But87] verwendet, womit der Zeitschritt dt,
der zur nächsten Zustandskonfiguration des Systems führt, nicht weiter vorgegeben ist,
sondern durch den Computer festgelegt wird. Dabei ist es möglich, dem Programm
eine Obergrenze für diesen Zeitschritt anzugeben. Dies hat den Vorteil gegenüber dem
Euler-Verfahren (das ebenfalls benutzt werden kann), dass während Zeitbereichen,
in denen die Dynamik des Systems klein ist, große Zeitschritte gewählt werden und
umgekehrt kleine Schritte in Bereichen mit hoher Dynamik.
Des Weiteren ist in der Differentialgleichung (LLGG) auch noch eine effektive Induk-
tion Beff (ri, t) vorhanden. Wie schon in den theoretischen Grundlagen beschrieben
(siehe Abschnitt 2.4.1), sind in dieser Größe alle Induktionen, sowohl externer, als auch
interner Herkunft, enthalten. Um die Gleichung lösen zu können, muss der Benutzer
dem Programm daher noch einige Randbedingungen, wie zum Beispiel Kristallanisotro-
pien, Probenkörperdimensionen und Austauschkonstante vorgeben. Dieses berechnet
aus den Vorgaben für jede Zelle bei jeder Iteration eine effektive Induktion, somit kann
es durchaus vorkommen, dass die Vektoren der effektiven Induktion über den gesamten
Probenkörper stark variieren. Aus dieser Variation folgt direkt, dass sich auch das
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dynamische Verhalten in verschiedenen Probenregionen unterscheiden kann.
Die Richtung und der Betrag für externe Magnetfelder und die Anisotropiefelder
werden direkt vom Benutzer eingegeben, wohingegen das Entmagnetisierungs- bzw.
das Austauschfeld vom Programm berechnet werden. Auf diese kann nur durch die
Wahl der Sättigungsmagnetisierung, der Dimensionen des Systems oder durch die
Größe der Austauschkonstante A Einfluss genommen werden. Dabei werden für das
Austauschfeld nur die Wechselwirkung zu den nächsten Nachbarzellen betrachtet. Im
Gegensatz dazu wird das Entmagnetisierungsfeld (innerhalb) bzw. Dipolfeld (außerhalb
des Probenkörpers) welches an jeder Zelle der Simulation auftritt, durch eine vektorielle
Addition der Streufelder aller übrigen Zellen berechnet.
4.3.2 Digitalisierung des Probensystems
Ein wesentlicher Teil der gezeigten Simulationen sind an dem, in Abschnitt 3.1 gezeigten,
Permalloy-Leiterbahn durchgeführt worden. Um das System simulieren zu können,
müssen dem Programm einige Parameter vorgegeben werden. Die Wahl dieser Parameter
bzw. deren Größenordnungen werden im Folgenden diskutiert, wobei in diesem Abschnitt
ausschließlich die Parametergrößen beschrieben werden, die für alle Simulationen
identisch gewesen sind.
Die Dimensionen der simulierten Permalloy-Leiterbahn sind an die experimentell
bestimmten Größen angepasst worden, so beträgt die Leiterbahnlänge x = 78µm, die
Höhe z = 20nm und die Breite 1µm in allen Simulationen. Wie schon zuvor erwähnt,
wird für eine Simulation das gesamte System in quaderförmige Zellen aufgeteilt, deren
Größe allerdings unveränderlich ist. Somit besteht nicht die Möglichkeit Bereich von
besonderem Interesse in kleinere Zellen aufzuteilen. Die Wahl der Zellendimensionen
beeinflusst sehr stark die Rechendauer einer Simulation, daher stellt dies immer einen
Kompromiss zwischen Rechengenauigkeit und Rechendauer dar. Für einen Großteil der
Simulationen sind Zellengrößen von x = 300nm, z = 20nm und y = 20nm gewählt
worden, was zu einer Gesamtzellenzahl von 13000 führt. Diese Werte sind empirisch
ermittelt worden, indem der Einfluss unterschiedlicher Zellenzahlen auf das Ergebnis
einer Simulation betrachtet worden ist (siehe Abschnitt 4.4.4). Des Weiteren sind die
folgenden Parameter für alle Rechnungen als identisch angenommen worden.
1. Die Sättigungsmagnetisierung Ms = 830 kA/m
2. Die Austauschkonstante A = 1.3 · 10−11 J/m
3. Der gyromagnetische Faktor g = 2.12 bzw. g = 2
Die Werte für die Sättigungsmagnetisierung und den gyromagnetischen Faktor (g = 2
gilt nur für die Beispielsimulationen in Abschnitt 4.4) sind aus der Literatur entnommen
[Bon05, Bon86] worden und entsprechen den Volumenwerten von Fe20Ni80 Permalloy.
Für die Austauschkonstante finden sich allerdings in der Literatur unterschiedliche
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Werte [Smi87, Ima68, Mak91], daher ist diese durch den, in der Datenbank von OOMMF
gespeicherten Wert, festgelegt worden. Zusätzliche uniaxiale oder kubische Anisotropien
sind dem System nicht hinzugefügt worden, wodurch die Formanisotropie und eventuell
auftretende Austauschfelder die einzigen Größen sind, die das interne Feld bestimmen.
Abbildung 4.23: Schematische Darstellung des Probensystems und des dazu gewählten Koor-
dinatensystems. Für Vektoren, die im weiteren Verlauf beschrieben werden, gilt [x y z]. Des
Weiteren ist schon an dieser Stelle die Richtung des magnetischen Hochfrequenzfeldes b(t)
dargestellt, welches immer entlang der z-Achse ausgerichtet ist.
In Abb. 4.23 wird die Lage des Probensystems in dem gewählten Koordinatensystem
dargestellt. Im weiteren Verlauf sind alle Vektoren in einem kartesischen Koordina-
tensystem mit [x y z] beschrieben. Da sich die Ausrichtung des magnetischen Hochfre-
quenzfeldes b(t), welches für einen Teil der Simulationen benötigt wird, nicht ändert,
ist dieses schematisch in die Zeichnung eingefügt. Alle Berechnungen wurden mit einen
Runge-Kutta-Verfahren durchgeführt, wobei ein maximaler Zeitschritt von 1 ps pro
Iteration vorgegeben worden ist.
4.3.3 Berechnung eines relaxierten, remanenten Grundzustandes
Im Weiteren (siehe Abschnitt 4.4) wird eine Methode vorgestellt, um mittels mikro-
magnetischer Simulationen, die auf OOMMF basieren, ein Experiment der ferroma-
gnetischen Resonanz zu modellieren. Für dieses Verfahren ist es notwendig, dass das
System zu Beginn in einem energetischen Grundzustand vorliegt. Daher wird in diesem
Abschnitt erläutert, welche Schritte erforderlich sind, um ein System von einem vorge-
gebenen Zustand in einen Grundzustand relaxieren zu lassen. Da die, später gezeigten,
Simulationen der FMR immer an dem Punkt beginnen, an dem kein externes Feld
auf das System wirkt, entspricht der gesuchte Grundzustand gleichzeitig auch dem
remanenten Zustand.
Zunächst werden die Parameter des gewünschten System z.B. Dimensionen, Aniso-
tropien, g-Faktor, Dämpfung in einen Tcl-Programmcode (frei zugängliche Program-
miersprache [Ous12]) beschrieben. Dazu ist im Anhang 6.21 eine kommentierte Datei
zu finden, die einer Relaxation zu Grunde liegt.
Als Anfangsbedingung wird dem System eine vektorielle Startrichtung der einzelnen
Zellen vorgeben, wobei diese in der Regel für alle Zellen identisch ist. Bei den gezeigten
Rechnungen entspricht diese immer der [1 0 0] Richtung und ist somit parallel zur
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langen Achse der modellierte Leiterbahn orientiert. Damit ist die Magnetisierung des
Systems vollständig in eine magnetisch leichte Richtung ausgerichtet (siehe Abschnitt
2.6), da wie zuvor erwähnt, nur die Formanisotropie im System vorhanden ist.
Des Weiteren muss eine Abbruchbedingung für die Rechnung bestimmt werden, nach
dessen Erreichen die Iterationen gestoppt wird. Im vorliegenden Fall verwendet man
dazu die Größe ∑ M˙(ri, t) (kurz dm/dt), die für jeden Iterationsschritt neu berechnet
wird. Die Größe m = M/Ms ist über den Einheitsvektor der Magnetisierung definiert.
Unterschreitet also die Dynamik des gesamten Systems einen vorher festgelegten
Schwellwert, entspricht der aktuelle Zustand dem relaxierten Grundzustand des Sys-
tems, insofern die Grenze für dm/dt genügend klein gewählt worden ist. Die aktuell
vorhandene Konfiguration der einzelnen Zellen wird als Ergebnis der Rechnung ab-
gespeichert. Um die Rechendauer der Relaxation zu verkürzen, wird eine sehr große
Dämpfung mit α = 0.6 angenommen, so dass die Präzession der Magnetisierung schnell
an Energie verliert. Dies ist zwar eine unphysikalische Annahme, für die Relaxation
aber durchaus zu rechtfertigen, da keine weiteren Einflüsse auf das System wirken, als
die Dämpfung und das Ergebnis mit einer erhöhten Dämpfung schneller erreicht wer-
den kann. Für die folgende Simulation der Relaxation ist eine Abbruchbedingung von
dm/dt ≤ 1 · 10−6 degns gewählt worden. In Abb 4.24 a. ist der Anfangszustand zu sehen,
wobei sich auf Grund der Übersicht nur das linke Ende der modellierten Leiterbahn
beschränkt wird. In dieser Art der Abbildung symbolisieren die Pfeile die Ausrichtung
der Zellen in der x-y-Ebene. Allerdings ist in der vorliegenden Abbildung, aus Gründen
der Anschaulichkeit, nicht jede Zelle mit einem Pfeil versehen worden. Es ist nur eine
gemittelte Aurichtung abbgebildet, wobei sich diese über jeweils zweite Zelle ersteckt.
Abbildung 4.24: Gezeigt ist das linke Ende der modellierten Leiterbahn. Der Farbkontrast ist
ein Maß für die Größe der y-Komponente der Zellenmagnetisierung. In a. ist die vollständig
aufmagnetisierten Leiterbahn vor der Relaxation abgebildet. Das Resultat der Relaxation mit
der Abbruchbedingung von dm/dt ≤ 1 · 10−6 degns ist in b. dargestellt.
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In Abb. 4.24 b. ist die gleiche Stelle des Systems wie in a. gezeigt. Jedoch ist dort die
Zellenkonfiguration nach erreichen der Abbruchbedingung für die Relaxation abgebildet.
Die Magnetisierung der Zellen am Ende der Leiterbahn weisen nun gegenüber dem
Anfangszustand eine Verkippung auf. Um dies zu verdeutlichen ist die y-Komponente
der Magnetisierung als Farbkontrast gewählt worden. Somit bedeutet eine blaue/rote
Einfärbung einen nicht verschwindenden Betrag der Magnetisierung in die −y / +y
Richtung. Im Gegensatz zur Pfeildarstellung ist jeder Zelle ein Farbwert zugeordnet
worden.
Als Ursache für die beobachtete Verkippung der Randzellen am Ende der Leiterbahn,
lässt sich die Reduktion der Streufeldenergie des Systems identifizieren. Um dies
verständlich zu machen, sei auf Abschnitt 2.6.1 verwiesen. Dort wurde beschrieben, dass
der physikalische Ursprung des Streufeldes bzw. Entmagnetisierungsfeldes (Streufeld
innerhalb des Körpers) die magnetischen Oberflächenladungen sind. Da der Betrag
der Magnetisierung in der Simulation konstant ist, sorgt eine y-Komponente dafür,
dass die x-Komponente und damit auch die magnetische Oberflächenladung am Rand
der Leiterbahn verringert wird. Eine kleinere magnetische Oberflächenladung erzeugt
dem entsprechend auch ein kleines Streufeld, wobei dies weniger Energie benötigt. Das
System ist daher bestrebt die x-Komponente der Zellen am Rand zu reduzieren, um
so die Streufeldenergie zu minimieren. Dabei ist der Grenzfall das die Zellen keine
x-Komponente mehr aufweisen. Jedoch ist in 4.24 b. zu erkennen, dass auch nach der
Relaxation (Minimierung der Gesamtenergie des Systems) dies nicht der Fall ist.
Der bergenzende Faktor für die Verkippung der Zellen ist die Austauschwechselwir-
kung. In einem magnetischen Festkörper muss zusätzlich zur Streufeldenergie gleichzeitig
auch ebenfalls die Austauschenergie berücksichtigt werden. Je größer der Verkippungs-
winkel zwischen nächsten Nachbarzellen ist, umso energetsich ungünstiger wird diese
Ausrichtung im Bezug auf die Austauschwechselwirkung (siehe Abschnitt 2.1). Die
Zellen verkippen also nur bist zu dem Punkt, an dem der Energiegewinn durch die
Reduktion des Streufeldes genauso groß ist, wie die dafür benötigte Austauschenergie.
Eine einfache Art den Betrag der Austauschenergie zu verringern wäre, die zweite
Zellenreihe ebenfalls zu verkippen. Jedoch zeigt der relaxierte Zustand in Abb. 4.24 b.
kein Verhalten dieser Art. Um dies genauer zu untersuchen, wurden weitere Relaxationen
durchgeführt, wobei die Zellenlänge von x = 300nm auf x = 30nm bzw. x = 3nm
reduziert worden ist.
Beim Vergleich der relaxierten Zustände in Abb. 4.25 wird deutlich, dass innerhalb
der zuvor gewählten 300nm langen Zellen (markiert durch die grüne Linie) noch eine
Feinstruktur der Zellenanordnung (siehe Abb. 4.25 b. und c.) existiert. Diese konnte
zuvor auf Grund der großen Zellenstruktur nicht aufgelöst werden. Innerhalb dieser
Feinstruktur ist durchaus zu erkennen, dass auch die weitere Zellenreihen verkippt sind.
Wie erwartet, verringert das System so die benötigte Austauschenergie, wodurch die
Zellen am Ende der Leiterbahn ihre x-Komponente weiter reduzieren können.
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Abbildung 4.25: Es werden drei Relaxationen gegenüber gestellt, in denen ausschließlich die
Zellengröße verändert worden ist. Durch die grüne Linie in den Bildern wird ein Abstand von
300nm vom linken Leiterbahnrand markiert. Die lateralen Zellendimensionen der verschie-
denen Bilder sind a. 300nm · 20nm / b. 30nm · 20nm / c. 3nm · 2nm. Im Farbkontrast
sind alle Zellen dargestellt, wohingegen die Anzahl der Pfeile reduziert worden ist.
Als eine Gemeinsamkeit bei allen drei Relaxationen findet sich, dass in einer Ent-
fernung von 300nm vom linken Rand keine Verkippung der Zellen mehr festzustellen
ist. Somit liefern alle drei Relaxationen qualitativ das gleiche Ergebnis, wobei sich
nur Unterschiede in der Feinstruktur an den Enden der Leiterbahn finden lassen. Im
Weiteren wird die Ursache für diesen Unterschiede diskutiert.
Die durch OOMMF berechnete Austauschenergie einer Zelle ist unabhängig von der
gewählten Zellengröße und nur abhängig von den Verkippungswinkel der Magnetisie-
rung der Zelle gegenüber seinen Nachbarzellen. Im Gegensatz dazu hängt die Streu-
feldenergie durchaus von der Zellengröße ab. Wie schon erwähnt, wird das Streufeld
durch magnetische Oberflächenladungen erzeugt, die nur existieren, falls eine Divergenz
der Magnetisierung vorhanden ist. Ist die Oberfläche der Zelle an der eine Divergenz
auftritt groß (z.B 300nm), dann entstehen entsprechend mehr magnetische Oberflä-
chenladungen, als bei einer kleinen Zellenoberfläche (z.B. 3nm). Daraus folgt, dass mit
zunehmender Zellengröße das Verhalten der einzelnen Zellen hauptsächlich durch die
Dipolenergie bestimmt wird und austauschgekoppelte Effekte nicht beobachtet werden
können.
Die Gesamtlänge der Leiterbahn ist mit 78µm in einer Größenordnung, in der die
wesentlichen Einflüsse auf das Verhalten des Gesamtsystems durch langreichweitige
dipolare Effekte hervorgerufen werden sollten und kurzreichweitige austauschgetriebene
Effekte (es sei nochmals erwähnt das OOMMF direkten Austausch voraussetzt) zu
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vernachlässigen sind. Als ein guter Kompromiss zwischen Genauigkeit und Rechen-
dauer wird daher im weiteren Verlauf der Arbeit das System mit Zellenlängen von
300nm behandelt. Der Fehler, der durch das Vernachlässigen der Austauschphänomene
innerhalb dieser Zelle gemacht wird, kann als gering eingeschätzt werden, da eine Zelle
nur ≈ 0.4 % der Gesamtlänge entspricht.
Im Gegensatz dazu besitzt das System nur die Breite von 1µm, wodurch der Einfluss
von Austauscheffekten gegenüber der Längendimension erhöht wird. Die Zellenbreite ist
deshalb mit 20nm durchaus in einer Größenordnung gewählt worden, in der eventuell
auftretende austauschgetriebene Anregungen aufgelöst werden könnten.
4.4 Simulation eines Spektrums der ferromagnetischen
Resonanz
Ausgehend von dem zuvor berechneten relaxierten Zustand der Permalloy-Leiterbahn
wird in diesem Kapitel beschrieben, wie sich ein FMR-Spektrum mittels OOMMF
simulieren lässt. Dabei wird insbesondere auf die Abbruchbedingung der Simulation
eingegangen, sowie auf die Möglichkeit zu jedem Zeitpunkt des Spektrums den mo-
mentanen Zustand des Systems abzubilden. So lassen sich Informationen über den
Ursprung der Anregungsmoden erhalten. Des Weiteren finden sich ausführliche Diskus-
sionen über die Einflüsse verschiedenster Simulationsparameter, die zu einem besseren
Verständnis des gesamten Simulationsprozesses führen.
4.4.1 Analyse eines simulierten Spektrums der ferromagnetischen
Resonanz
In diesem Abschnitt wird anhand eines Beispiels erläutert, wie vorzugehen ist, um mit-
tels OOMMF ein Spektrum der ferromagnetischen Resonanz einer Permalloy-Leiterbahn
zu simulieren. Dazu muss dem System zunächst ein Anfangszustand zugewiesen werden.
Im vorliegenden Fall wird dafür der, in Abschnitt 4.3.3 berechnete, relaxierte remanente
Zustand verwendet. Des Weiteren benötigt die Anregung des Systems ein hochfre-
quentes Magnetfeld (siehe Abschnitt 2.4), welches experimentell durch Mikrowellen-
strahlung erzeugt wird. Um dies zu simulieren, fügt man dem System ein dynamisches
(b(t) ≈ sin(ωt)) Magnetfeld hinzu, dessen aktuelle Amplitude und Ausrichtung über
das gesamte System homogen ist. Für das hier behandelte Beispiel ist für die Frequenz
dieses Feld f = 7.8GHz gewählt worden. Außerdem ist das Feld durch eine maximale
Schwingungsamplitude von A = ±0.5mT beschränkt, wobei die Oszillationsrichtung
der z-Achse des Koordinatensystems (siehe dazu Abb. 4.23) entspricht. Diese Wahl
dieser Ausrichtung ist durch den Aufbau des Experimentes festgelegt worden (siehe
Abschnitt 3.1). Wurde für die Relaxation noch ein zu hoher Dämpfungsparameter
α angenommen, ist dieser nun auf einen Wert von α = 0.007 reduziert worden. Der
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Wert entstammt aus der Literatur, in der das Dämpfungsverhalten von 50nm dicken
Permalloyfilmen bestimmt worden ist [Bon05].
Um ein Spektrum der ferromagnetischen Resonanz zu simulieren, muss zusätzlich
zum Hochfrequenzfeld ein weiteres Magnetfeld B an das System angelegt werden. Dabei
besitzt dieses Feld, im Gegensatz zum Hochfrequenzfeld, die Eigenschaften, dass es
sowohl räumlich als auch zeitlich über das gesamte System konstant ist. Mit Hilfe von B
lässt sich das externe Magnetfeld simulieren, welches in einer Messung verwendet wird.
Somit muss B der Forderung genügen, dass dessen Feldbetrag in einem vorgegebenen
Bereich variabel ist und sich dieser in definierten Schritten verändern lässt.
Es bedarf also eines Kriteriums, das der Simulation einen Punkt vorgibt, ab dem
der Feldbetrag erhöht werden soll. Für diese Kriterium bietet sich das Erreichen der
Abbruchbedingung an. Wie im vorherigen Abschnitt beschrieben wurde, kann damit
der Gleichgewichtszustand des Systems bestimmt werden. Im vorliegenden Fall besteht
allerdings auf Grund des dynamischen Magnetfeldes eine kontinuierliche Anregung des
gesamten Systems. Daher ist das Unterschreiten eines Grenzwertes der Größe dm/dt
keine geeignete Abbruchbedingung.
Es muss eine neue Abbruchbedingung ausgewählt werden, welche unter anderem
gewährleistet, dass trotz der anlegten Magnetfelder die Größe dm/dt möglichst geringe
Werte annimmt. Da im System eine Dämpfung existiert, die der Anregung entgegenwirkt,
stellt sich nach einer gewissen Zeit ein dynamisches Gleichgewicht ein. Deshalb ist
es naheliegend die Simulationszeit als Abbruchbedingung zu verwenden. Lässt man
einer Simulation ausreichend Zeit, befindet sich das System in einem dynamischen
Gleichgewichtszustand. In diesem Gleichgewichtszustand gilt das der zeitliche Mittelwert
dm/dt = const. ist.
Wird die vorgegebene Simulationszeit für den Abbruch erreicht, dann werden die ak-
tuellen Konfigurationen aller Zelle des Systems gespeichert (diese Informationen lassen
sich auch als Bild wiedergegeben). Danach dient dieser Zustand als Anfangszustand
einer daran anschließenden, weiteren Simulation. Diese Simulation zeichnet sich dabei
gegenüber der vorherigen dadurch aus, dass der Betrag des konstanten Magnetfeldes
um einen Feldschritt verändert worden ist. Das heißt die Simulationszeit ist eine relati-
ve Abbruchbedingung. Ohne eine absolute Abbruchbedingung würde die Simulation
unendlich lange fortlaufen. Deshalb müssen vom Benutzer die Anzahl der gewünschten
Feldschritte vorgegeben werden. Für das hier gezeigte Beispiel wird das Magnetfeld
B in einem Bereich von 0mT bis 400mT mit einer Schrittweite von +1mT variiert.
Wobei die laterale Ausrichtung des Feldes über den gesamten Feldbereich unverändert
bleibt und für dieses Beispiel entlang der langen Leiterbahnachse ausgerichtet ist.
Die gewählte Abbruchzeit besitzt einen großen Einfluss auf das Ergebnis der Simu-
lation. Ist diese zu kurz, dann befindet sich das System noch nicht in der Nähe des
Gleichgewichtszustands, bevor die Berechnung zu einem neuen Feldschritt begonnen
wird. Ist sie andererseits zu lang, wird die Rechendauer der gesamten 400 Schritte
unnötig verlängert. Des Weiteren ist es sinnvoll ein ganzzahliges Vielfaches der Pe-
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riodendauer n · T des Hochfrequenzfeldes als Abbruchzeit zu wählen, da es sich bei
der Anregung des Systems um ein Resonanzphänomen handelt. Eine physikalische
Eigenschaft (egal ob mechanisch, magnetisch, elektrisch ...) einer resonanten Anregung
ist, dass eine Phasendifferenz zwischen treibender und getriebener Größe von genau pi2
existiert [Vog99]. Die zeitliche Varianz der Amplitude des Hochfrequenzfeldes wird mit
einer Sinusfunktion beschrieben, somit nimmt diese nach einer ganzen Periode wieder
den Wert 0 an (ausgehend von t = 0 s). In Richtung der Anregung (z-Achse) führt die
entsprechende Komponente der Magnetisierung des Systems ebenfalls eine erzwungene
Sinusschwingung aus, jedoch mit einer Phasendifferenz zur Anregung. Befindet sich
das System in Resonanz ist die Auslenkung in Richtung der Anregung genau dann
maximal, wenn ein ganzzahliges Vielfaches der Hochfrequenzfeldperiodendauer erreicht
ist. Das Verhalten des Systems im resonanten bzw. nicht resonanten Fall ist in Abb.
4.26 dargestellt.
Dort ist die Amplitude des anregenden Hochfrequenzfeldes bz(t) und die Antwort des
Systems mz(t) über dem zeitlichen Verlauf dargestellt. Die Größe mz(t) entspricht dem
Mittelwert der z-Komponenten der Magnetisierung aller Zellen des Systems, normiert
auf die Sättigungsmagnetisierung. Die schwarzen Punkte auf der y = 0 Linie markieren
dabei die Stellen, an denen das Hochfrequenzfeld eine volle Periode durchgeführt hat.
Somit stellen diese Punkte mögliche Abbrechpunkte für die Simulation dar.
Während der Berechnung für das Diagramm a. ist das externe Feld so gewählt
worden (Bext = 0mT ), dass sich das System nicht in einem resonanten Zustand
befindet. Es ist deutlich zu erkennen, dass wie erwartet mz(t) der sinusförmigen
Anregung folgt, jedoch mit einer unbekannten Phasendifferenz und einer sehr kleinen
Amplitude. Auch im nicht resonanten Fall existiert eine Präzession der Magnetisierung,
wobei sie nur eine maximale Amplitude von mz ≈ 0.0003 (blaue Linie) aufweist.
Daraus lässt sich mit arcsin(mz/ms) ein Öffnungswinkel der Präzession von 0.017° in
Richtung der z-Achse berechnen. Allerdings führt die Phasendifferenz und die gewählte
Abbruchbedingung dazu, dass das System zur Zeit des Abbruchs nicht die Auslenkung
mz = 0 besitzt. Es ist ein kleiner Offset der Amplitude (orange Linie) vorhanden.
Der exakte Betrag dieses Amplitudenoffsets variiert natürlich je nach Phasendifferenz
und ist deshalb abhängig vom externen Magnetfeld. Für das gezeigte Beispiel lässt
sich eine Phasendifferenz zwischen bz(t) und mz(t) von 55° bestimmen, was einem
Amplitudenoffset von mz ≈ 0.00025 zur Folge hat.
Ein anderes Verhalten ist für den resonanten Fall b. (Bext = Breso) zu beobachten.
Dort ist zum einen die Schwingungsamplitude des Systems mz(t) um zwei bis drei
Größenordnungen größer und die Phasendifferenz gegenüber der Anregung entspricht
exakt pi2 . Aus diesem Grund kann mit der gewählten Abbruchbedingung gewährleistet
werden, dass sich das System zur Zeit des Abbruches in einem Zustand der maximalen
Auslenkung befindet. Da die Größe mz(t) im weiteren Verlauf das simulierte FMR-
Signal darstellt, ist es wichtig möglichst große Werte für diese Größe zu erhalten.
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Abbildung 4.26: Beide Diagramme zeigen den zeitlichen Verlauf des anregenden Hochfrequenz-
feldes bz(t) und Antwort des Systems mz(t). Wobei mz(t) der Mittelwert der z-Komponenten
aller Zellen des System ist und auf die Sättigungsmagnetisierung normiert ist. Es wird nur
die z-Komponente betrachtet, da dies die Richtung der Anregung ist. Die Stellen, an denen
das Hochfrequenzfeld eine volle Schwingung vollzogen hat, sind durch einen schwarzen Punkt
auf der y = 0 Linie gekennzeichnet. In a. wird der nicht resonante und in b. der resonante
Fall gezeigt.
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Dies sorgt dafür, dass die Resonanzposition der Probe gegenüber dem übrigen
Amplitudenoffset deutlich zu erkennen ist.
Vergleicht man z.B. die beiden, anhand des Beispiels bestimmten, Werte für mz ist
offensichtlich, dass der, an nicht resonanten Stellen erhaltene, Amplitudenoffset von mz
vernachlässigt werden kann. Dieser macht nur einen Anteil von 1.7 % an der maximale
Amplitude mz ≈ 0.0143 in Resonanz aus. Aus der maximalen Amplitude lässt sich
wiederum ein Öffnungswinkel der Präzession von 0.8° bestimmen. An dieser Stelle sei
jedoch darauf hingewiesen, das die berechneten Öffnungswinkel nur ein Mittel über
das gesamte System angeben. Da es sich um eine strukturierte Probe handelt, variiert
der Öffnungswinkel mit der lateralen Position innerhalb des Systems. Genaueres wird
in Abschnitt 4.5.2.1 diskutiert.
Nachdem nun alle Vorbetrachtungen zur Simulation eines FMR-Spektrums vorge-
nommen worden sind, wurde diese Art der Simulation mittels OOMMF durchgeführt.
Das Ergebnis dieser Simulation ist in Abb. 4.27 dargestellt, wobei im Weiteren auf
Einzelheiten des abgebildeten Diagrammes eingegangen wird.
Abbildung 4.27: In dem Diagramm ist die Auslenkung des gesamten Systems in z-Richtung
mz über einem angelegten Magnetfeld B aufgetragen. B ist entlang der langen Leiterbahnachse
ausgerichtet und das Hochfrequenzfeld besitzt eine maximale Amplitude von 0.5mT bei einer
Frequenz von f = 7.8GHz. Deutlich ist eine erhöhte Auslenkung des Systems bei einem
Magnetfeld von 49mT zu erkennen. Daraus folgt, dass sich dort eine Resonanzposition des
Systems befindet.
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Zu Beginn der Simulation ist das System ausschließlich dem Hochfrequenzfeld
f = 7.8GHz ausgesetzt, da das externe Feld B bei einem Wert von 0mT startet.
Nach Erreichen der Abbruchzeit von 6.282ns, was exakt 49 Schwingungen des Hoch-
frequenzfeldes entspricht, wird dem Feldwert B die aktuelle Auslenkung in z-Richtung
mz zugeordnet. Dieses Wertepaar ist als roter Punkt im Graphen abgebildet. Nun wird
B um 1mT erhöht und dem System erneut eine Zeit von 6.282ns gegeben, bis ein
weiteres Wertepaar zugeordnet wird. Die Wahl von 49 Schwingungen ist rein empirisch
zu begründen, in Abschnitt 4.4.3 werden die Einflüsse unterschiedlicher Abbruchzeiten
auf das Ergebnis der Simulation diskutiert. Wie zuvor gezeigt worden ist, erhält man
sehr unterschiedliche Werte für mz, abhängig davon ob das System sich im resonanten
Zustand befindet oder nicht. Somit ist es möglich ein FMR Spektrum zu simulieren,
indem mz in Beziehung zum externen Feld augetragen wird.
Wie anhand des Kurvenverlaufes in Abb. 4.27 zu erkennen ist, gelangt das System für
diese Konfiguration des externen Feldes bei B = 49mT in einen resonanten Zustand.
Für diesen Feldwert lässt sich eine deutlich größere Auslenkung der Magnetisierung
mz in z-Richtung feststellen, als bei anderen Feldwerten. Dabei ist in dieser Art der
Darstellung auffällig, dass mz ausschließlich negative Werte aufweist. Dies ist durch das
Vorzeichen des Hochfrequenzfeldes bedingt und gut in Abb. 4.26 a zu erkennen. Um
positive Werte für mz zu erhalten, müsste die Zeitabhängigkeit des Hochfrequenzfeldes
mit − sin(ωt) simuliert werden.
Dieser Darstellungsweise können allerdings keine Informationen über die Art der reso-
nanten Anregung entnommen werden, da mz eine über das gesamte System gemittelte
Größe ist. Für eine weitere Analyse der Anregungsform bietet OOMMF die Möglichkeit
einer bildlichen Darstellung der Magnetisierungskonfiguration jeder einzelnen Zelle
zum Zeitpunkt der Abbruchbedingung. So gibt es zu jedem roten Punkt in Abb. 4.27
auch eine Momentaufnahme des gesamten Systems, in der sich die Ausrichtung der
Magnetisierung jeder Zelle betrachten lässt. Die Abb. 4.28 zeigt eine Momentaufnahme
für den Feldwert von B = 49mT .
Die Farbcodierung in der Abbildung gibt die Auslenkung der Zellen in z-Richtung
wieder. So sind Bereiche mit intensiverer Blaufärbung stärker ausgelenkt, als hellblaue
Gebiete. Im oberen Teil ist die gesamte Leiterbahn abgebildet, jedoch ist auf Grund des
hohen lateralen Aspektverhältnis von 1 zu 78 die Übersichtlichkeit eingeschränkt. Für
die im folgenden diskutierten Bereich sind deshalb zusätzlich vergrößerte Darstellungen
der jeweiligen Bereiche abgebildet.
Am Anfang bzw. Ende der Leiterbahn (mit 1 markiert) sind weiße Bereich zu erkennen.
Das bedeutet, dass dort zum Zeitpunkt der Momentaufnahme keine Auslenkung in
z-Richtung festgestellt werden kann. Anhand dieser Darstellungsmethode kann also die
folgende Aussage gemacht werden. Bei einem externen Feld von B = 49mT ist zwar
ein Großteil der Leiterbahn resonant angeregt, aber es lassen sich trotzdem Bereiche
identifizieren, für die die Resonanzbedingung nicht erfüllt ist.
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Abbildung 4.28: Im oberen Teil der Abbildung ist die z-Auslenkung jeder Zelle der Leiterbahn
bei einem Magnetfeldwert von B = 49mT dargestellt. Damit befindet sich das System in
dem zuvor gefundenen resonanten Zustand. Die Farbcodierung entspricht in diesem Fall
der Auslenkung der Zellen in z-Richtung. Die mit 1 und 2 markierten Stellen sind separat
vergrößert abgebildet, um Unterschiede in der Anregungsstärke sichtbar zu machen.
Eine ausführliche Diskussion dieser Anregungsmode ist in Abschnitt 4.5.2.1 zu finden.
Hier sei der physikalische Hintergrund der Modenstruktur kurz erläuteret.
Das externe Feld ist entlang der magnetisch leichten Richtung der Leiterbahn aus-
gerichtet, das heißt nur am Anfang bzw. Ende der Leiterbahn ist eine Divergenz der
Magnetisierung vorhanden (Übergang vom magnetischen Material in den Außenraum).
Durch diese Divergenz werden dort magnetische Oberflächenladungen erzeugt, die
wiederum der Ursprung des Entmagnetisierungsfeldes sind (siehe Abschnitt 2.6.1). Das
Entmagnetisierungsfeld wirkt dem externen Feld entgegen, allerdings ist dessen Betrag
in der Nähe der Oberflächenladungen inhomogen (siehe Abb. 2.8). Das bedeutet, dass
ein lokaler Unterschied im effektiven Feld des System existiert. Da das effektive Feld
jedoch die Resonanzbedingung beeinflusst, unterliegen die Randbereiche daher einer
anderen Resonanzbedingung als die übrige Leiterbahn.
Die vergrößerte Ansicht des mittleren Bereiches der Leiterbahn (mit 2 markiert)
zeigt, dass die Auslenkungsamplitude über den Querschnitt der Leiterbahn (y-Richtung)
variiert. Die Zellen am Rand sind deutlich geringer ausgelenkt (hellblau), als Zellen
in der Mitte der Struktur (dunkelblau). Im Unterschied zu 1 erfüllen die Zellen am
Rand die Resonanzbedingung und weisen daher eine geringe Schwingungsamplitude
auf. Da diese Mode zwar den Charakter einer uniformen Anregung besitzt, jedoch
unterschiedlich stark anregte Bereiche existieren, wird sie imWeiteren als quasi-uniforme
Mode bezeichnet.
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4.4.2 Einfluss der Orientierung des Hochfrequenzfeldes
Um die experimentellen Vorgaben möglich gut zu simulieren, wurde bisher die Ausrich-
tung des Hochfrequenzfeldes entlang der z-Achse gewählt. In diesem Abschnitt wird
gezeigt, dass eine wesentliche Verbesserung der Signalintensität erreicht werden kann,
indem das Hochfrequenzfeld in die y-Richtung angelegt wird. Dies sollte auch für die
durchgeführten Messungen an diesem System zu einem erheblich besseren Signal zu
Rauschverhältnis führen. Um die Simulationsergebnisse vergleichbar zu machen, ist
ausschließlich die Richtung des Hochfrequenzfeldes verändert worden, alle weiteren
Größen sind identisch zur vorherigen Simulation.
Abbildung 4.29: Zur Berechnung des schwarzen Kurvenverlaufs wurde das Hochfrequenzfeld
in y-Richtung angelegt. Dem entsprechend ist my über dem externen Feld aufgetragen. Dieses
Spektrum kann direkt mit dem aus Abb. 4.27 verglichen werden (welches in rot dargestellt
ist). Es lassen sich Unterschiede in der Kurvenform bei kleinen Felder feststellen. Ebenso
unterscheiden sich die Größen der Resonanzpeaks und damit die Anregungsstärke des Systems
um den Faktor 13.
Wie bereits gezeigt worden ist, erhält man auf Grund der Abbruchbedingung, nur ein
berechnetes FMR-Spektrum für die Komponente der Magnetisierung die parallel zum
Hochfrequenzfeld orientiert ist. Wurde zuvor immer die mz-Komponente dargestellt,
so muss nun my abgebildet werden. Dies entspricht annähernd der Signalentstehung
eines realen FMR-Experiment, wie aus Gleichung (2.23) entnommen werden kann. Die
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Gleichung zeigt, dass die Absorption der Mikrowellenleistung von der Suszeptibilität
des Systems in Richtung der Mikrowellenanregung abhängig ist.
In Abb. 4.29 sind die berechneten Spektren für ein in y- bzw. z-Richtung angelegtes
Hochfrequenzfeld (schwarz/rot) mit dem gleichen Maßstab in einem Diagramm abgebil-
det. Für kleine externe Felder (B < 25mT ) ist eine Differenz zwischen beiden Kurven
zu erkennen (noch vor dem Resonanzpeak). Mittels Abb. 4.24 kann eine Erklärung
für dieses unterschiedliche Verhalten gefunden werden. Dort konnte gezeigt werden,
dass im relaxierten Zustand am Rand der Leiterbahn einige Zellen vorhanden sind,
deren y-Komponente 6= 0 ist. Nun ist aus dem vorherigen Abschnitt bekannt, dass in
einem simulierten FMR-Spektrum sowohl mz als auch my immer der Mittelwert der
jeweiligen Komponente des Systems angibt.
Da sich das System für B < 25mT nicht in Resonanz befindet, ist die angeregte
Präzessionsamplitude sehr klein (siehe Abschnitt 4.4.1). Somit bestimmen die Zellen am
Rand maßgeblich den Wert von my. Die Magnetisierung dieser Zellen reagiert jedoch
unterschiedliche auf das Hochfrequenzfeld in y-Richtung, je nachdem in welchem Winkel
sie sich zum Hochfrequenzfeld befindet. Bei höheren externen Feldern liegen beide
Kurven direkt aufeinander, da nun auch die Magnetisierung am Rand der Leiterbahn
keine Verkippung in y-Richtung mehr aufweist.
Der deutlichste Unterschied beider Kurven ist die wesentlich stärkere Anregung des
Systems in y-Richtung und das obwohl in beiden Fälle die Amplitude des Hochfrequenz-
feldes ±0.5mT betragen hat. Bei gleicher Skalierung ist der Resonanzpeak ca. 13 mal
größer (my = 0.2041 und mz = 0.0143). Dieses Verhalten kann mit Hilfe der Entma-
gnetisierungsfaktoren erklärt werden. In diesem Fall muss nicht berücksichtigt werden,
dass das Entmagnetisierungsfeld eines Quaders (siehe Abschnitt 2.6.1.1) inhomogen
ist. Da my und mz über das gesamte System gemittelte Größen sind, lässt sich damit
die Magnetisierung des Systems mittels eines Makrospins beschreiben. Somit ist es
ebenfalls sinnvoll einen Mittelwert für das Entmagnetisierungsfeld zu finden, um dessen
Wirkung auf den Makrospin zu untersuchen. Dies ermöglicht die einfache Näherung des
Systems als einen Rotationsellipsoiden. Dazu betrachtet man die Leiterbahn als einen
langezogenen Zylinder. Unter dieser Annahme lassen sich die Hauptdiagonalelemente
des Entmagnetisierungstensors wie folgt berechnen [Hub98].
Nxx =
1




(x2 + α) ·√(x2 + α) · (y2 + α) · (z2 + α) dα (4.13)
x, y, z sind die jeweiligen lateralen Dimensionen des Systems. Für das berechnete
System von x = 78µmy = 1µmz = 20nm liefert Gleichung (4.13) folgende Ergebnisse.
Nxx = 1.55 · 10−5 Nyy = 0.0196 Nzz = 0.9803
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Weiterhin wurde in Gleichung (2.37) die Beziehung zwischen Entmagnetisierungsfaktor





x +Nyy ·M2y +Nzz ·M2z )
Aus dieser Gleichung folgt direkt, dass für das System der Leiterbahn die Energie
des Entmagnetisierungsfeldes ein Minimum annimmt, falls M q x. Da sonst keine
weiteren Anisotropiebeiträge in dem System vorhanden sind, ist dies die magnetisch
leichte Richtung. Andererseits findet sich für M q z ein Maximum in der Energie des
Entmagnetisierungsfeldes, jedoch erfolgt auf Grund des Aufbaus des Experimentes
exakt in diese Richtung die Anregung. Die in Resonanz aus dem Hochfrequenzfeld
absorbierte Energie, wird also nicht nur durch Dämpfungsprozesse an das Kristallgitter
abgegeben, sondern ein Anteil wird für den Aufbau eines Entmagnetisierungsfeldes
benötigt.
Abbildung 4.30: Es sind die Auslenkungen my und mz des Makrospins über die Zeit auf-
getragen. Die Anregung findet in z-Richtung statt und das System befindet sich in einem
resonanten Zustand. Die maximale Auslenkung in y-Richtung (0.0548) ist gegenüber der z-
Auslenkung (0.0143) um den Faktor ≈ 3.8 größer. Der Öffnungskegel des Makrospins besitzt
daher eine elliptische Form.
Durch die Präzession der dynamischen Komponente der Magnetisierung, baut sich
abwechselnd in y- und z-Richtung ein Entmagnetisierungsfeld auf. Da sich die bei-
den Diagonalelemente des Entmagnetisierungstensors unterscheiden Nyy < Nzz folgt
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daraus, dass auch die Größen der dynamischen Komponenten my > mz variieren.
Der Makrospin, mit dem das gesamte System beschrieben wird, führt daher keine
kreisförmige Präzessionsbewegung aus, sondern er befindet sich auf einer elliptischen
Trajektorie. Um dies zu verdeutlichen sind in Abb. 4.30 sowohl my als auch mz über
die Präzessiondauer aufgetragen, wobei sich das System in Resonanz befindet, also das
externe Feld einen Wert von B = 49mT aufweist.
Dieses Beispiel zeigt, dass der Makrospin eine höhere Auslenkung in die y-Richtung
besitzt, obwohl das System in z-Richtung angeregt wird. Somit variiert der Öffnungs-
winkel des Präzessionskegels zeitlich periodisch zwischen Werten von 0.8° bis 3.1°. Das
System lässt sich also auf Grund des geringeren Nyy (im Vergleich zu Nzz) wesentlich
leichter in diese Richtung auslenken. Daher ist es naheliegend die Anregungsrichtung
durch das Hochfrequenzfeld ebenfalls entlang der y-Richtung zu wählen, wobei al-
le weiteren Parameter unverändert bleiben. In Abb. 4.31 ist ein Vergleich für beide
Anregungsrichtungen mit den jeweiligen Auslenkungen dargestellt.
Abbildung 4.31: Sowohl my als auch mz erfahren eine größere Auslenkung bei einem in y-
Richtung anliegenden Hochfrequenzfeld. Zum Vergleich dazu sind die in Abb. 4.30 gezeigten
Auslenkungen als gestrichelte Linie dargestellt. Die Punkte, die mit A und B markiert sind,
entsprechen den Auslenkungen des Systems in Resonanz, die im berechneten FMR-Spektrum
(Abb. 4.29) abgebildet sind.
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Der Vergleich macht deutlich, dass bei einem in y-Richtung anliegenden Hochfre-
quenzfeld die Öffnungswinkel der Präzession deutlich vergrößert werden. Eine Analyse
der Daten zeigt, dass der Betrag der maximalen Auslenkung in beiden Richtungen
ungefähr um den gleichen Faktor größer wird.
mmaxy (by)/mmaxy (bz) = 0.2041/0.0548 ≈ 3.7
mmaxz (by)/mmaxz (bz) = 0.0543/0.0143 ≈ 3.8
Dem entsprechend sind die Öffnungswinkel nun in einem Bereich von 3.1° bis 11.8°
und somit lässt sich durch die einfache Drehung des anregenden Hochfrequenzfeldes
eine stärkere Anregung des gesamten System hervorrufen. Sollte diese Geometrie in
den experimentellen Aufbau umgesetzt werden, ist zu beachten, dass z.B. ein Winkel
von 11.8° durchaus keine kleine Störung des Systems mehr ist (wie es in Abschnitt
2.4.3 gefordert worden ist) und deswegen nicht-lineare Anregungen auftreten können.
4.4.3 Einfluss unterschiedlicher Abbruchzeiten
Bisher galt für alle simulierten FMR-Spektren, dass nach Erreichen der Abbruchzeit
von 6.282ns das externe Feld um einen Schritt erhöht worden ist. In diesem Abschnitt
werden berechnete Spektren für unterschiedliche Abbruchzeiten verglichen und auf ihre
Unterschiede untersucht. Ausgehend von dem in Abb. 4.27 gezeigten Spektrum wird als
einziger Parameter die Abbruchzeit variiert. Für alle Spektren ist somit das externe Feld
entlang der langen Leiterbahnachse orientiert und das Hochfrequenzfeld (f = 7.8GHz
mit maximale Amplitude von 0.5mT ) regt das System parallel zur z-Achse an.
In Abb. 4.32 sind die berechneten Spektren für die Abbruchzeiten von 1.28ns, 2.56ns,
5.12ns, 6.28ns und 10.25ns gezeigt. Diese Zeiten entsprechen jeweils 10/20/40/49/80
Schwingungen des Hochfrequenzfeldes. Im Bereich kleiner externer Felder ( B < 3mT )
sind Unterschiede in den Spektren zu erkennen. Diese lassen sich darauf zurückführen,
dass mit Permalloy ein weicher Magnet simuliert wird (kleine Magnetisierung, keine
zusätzlichen Anisotropien), daher reagiert das System schon auf kleine äußere Felder.
So wird als Anfangszustand der Simulationen der relaxierte Grundzustand (siehe
Abschnitt 4.3.3) verwendet, der vollkommen frei von äußeren Felder ist. Auch wenn im
ersten Schritten das externe Feld noch 0mT beträgt, bringt das Hochfrequenzfeld eine
zeitabhängige Störung in das System, auf die die Magnetisierung der einzelnen Zellen
reagiert. An dieser Stelle sei erwähnt, dass nicht nur das Hochfrequenzfeld selbst eine
Störung darstellt, sondern auch die Reaktion der Zellen auf dieses Feld dynamische
interne Felder (Entmagnetisierungsfeld, Austauschfeld) erzeugt. Wird dem System
genügend Zeit gegeben, stellt sich ein Gleichgewicht zwischen Anregung und Dämpfung
ein. Falls jedoch die Abbruchzeit so kurz gewählt wird, dass das System sich noch nicht
in diesem Gleichgewichtszustand befindet, werden in diesem Bereich Fehler begangen.
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Abbildung 4.32: Es sind 5 verschiedene Spektren abgebildet, für die jeweils die Abbruchzeit
verändert worden ist. Deutliche Unterschiede in der Kurvenform sind nur bei den Spektren für
1.28ns bzw. 2.56ns zu erkennen. Der Inset zeigt eine vergrößerte Ansicht der Peakpositionen.
So kann es vorkommen, dass in den ersten Schritte (bei kleinen externen Feldern) diese
Simulationsartefakte zu finden sind.
Der gleiche Effekt führt dazu, dass im Bereich der Resonanzpeaks deutliche Unter-
schiede zwischen den verschiedenen Abbruchzeiten auftreten. Gerade im Bereich der
Resonanzposition sind die Änderungen der Anregungsamplitude durch das Hochfre-
quenzfeld pro Feldschritt sehr groß. Dies lässt sich gut anhand des FMR-Spektrums in
Abb. 4.27 nachvollziehen. Dort sind nur in der Nähe der Resonanzposition einzelnen
Punkte der Simulation sichtbar. In den übrigen Bereichen des Spektrums liegen die
Punkte (Anregungsamplituden) zu nahe zusammen, um sie einzeln auflösen zu können.
So findet sich zum Beispiel bei einem externen Feld von 48mT (für 6.28ns) eine Aus-
lenkung von mz = −0.01029 und schon ein Schritt weiter (49mT ) ist die Auslenkung
mit mz = −0.0143 um ≈ 30 % größer. An jedem Punkt (der einem festen Wert des
externen Feldes entspricht) ist das System bestrebt einen dynamischen Gleichgewichts-
zustand einzunehmen. Wird jedoch die Abbruchzeit vorher erreicht, dann befindet sich
das System noch nicht in diesem Zustand. Das heißt die Simulation verwendet für den
nächsten Feldschritt einen Anfangszustand, der noch störende Anregungen aus dem
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vorherigen Feldschritt enthält.
Somit kann erklärt werden, warum sich die Kurvenformen der Resonanzpeaks für
die Abbruchzeiten von 1.28ns und 2.56ns deutlich gegenüber den restlichen Kurven
unterscheiden. Für diese beide Abbruchzeiten ist das System noch weit entfernt von
einem dynamischen Gleichgewichtszustand. Des Weiteren fällt auf, dass sich zwar die
Kurvenformen für 5.12ns, 6.28ns und 10.25ns nicht verändert, jedoch eine geringe
Vergrößerung (≈ 0.7 %) des Resonanzsignals feststellbar ist (wie im Inset abgebildet).
Dies lässt sich mit Hilfe von Abb. 4.26 b. verständlich machen. Dort wurde gezeigt,
dass sich im resonanten Zustand eine Phasenverschiebung von pi2 zwischen Anregung
und Auslenkung des Systems ausbildet. Je mehr Zeit dem System in Resonanz gegeben
wird, umso exakter wird diese Phasenverschiebung erreicht. Daraus resultiert dann
auch eine größere Auslenkung bzw. Resonanzsignal. Allerdings ist die so gewonnen
Auslenkungsamplitude so gering, dass sie die zusätzlich benötigte Simulationsdauer
zu rechtfertigen ist. Aus diesem Grunde kann davon ausgegangen werden, dass die
gewählte Abbruchzeit von 6.28ns ein guter Kompromiss zwischen Genauigkeit und
Zeitaufwand der Rechnung darstellt.
Um eine Vorstellung über die Dauer solcher Berechnungen zu vermitteln, werden
in der folgenden Tabelle 4.4 die Gesamtzeiten angegeben, die die Simulation für die
jeweilige Abbruchzeit benötigt. Alle Berechnung sind ausschließlich auf dem leistungs-
stärksten zur Verfügung stehenden Computer ausgeführt worden.
Abbruchzeit / [ns] 1.28 2.56 5.12 6.28 10.25
Gesamtdauer / [h : min] 6:23 11:43 21:18 23:11 43:05
Tabelle 4.4: Gesamte Simulationsdauer eines FMR-Spektrums für verschiedene Abbruchzeiten.
4.4.4 Einfluss der Zellendimensionen
Es sind mehrere Simulationen durchgeführt worden, die sich durch die Anzahl (und da-
mit auch deren Dimensionen) der Zellen unterscheiden. Die Gesamtgröße des Systems
(x = 78µm, y = 1µm, z = 20nm) sowie alle übrigen Parameter, sind dabei unverän-
dert geblieben. Zunächst sind die lateralen Dimensionen der Zellen variiert worden.
Ausgehend von den Zellendimensionen x = 300nm, y = 20nm und z = 20nm wurden
FMR-Spektren für vergrößerte (x = 1000nm, y = 50nm) und verkleinerte (x = 20nm,
y = 10nm) Zellen berechnet. Umgerechnet in eine Gesamtzellenanzahl entspricht dies
jeweils 1560, 13000, 390000 Zellen, mit denen das System simuliert worden ist.
Das Diagramm in Abb. 4.33 a. zeigt den Vergleich der FMR-Spektren zwischen
den Simulationen für 13000 (rot) und 390000 (schwarz) Zellen. Die Rechendauer
unterscheiden sich für beide Simulationen erheblich (≈ 23h gegenüber ≈ 322h),
wohingegen die Spektren kaum Unterschiede aufweisen. Ein physikalisch relevanter
Unterschied ist im Inset dargestellt, welcher die Stelle vergrößert, die durch die Lupe
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markiert ist. Im roten Spektrum ist dort eine weitere Resonanzmode sichtbar, die im
schwarzen Spektrum nicht existiert. Um diese zu identifizieren ist eine Momentaufnahme
des Systems bei Bext = 110mT (siehe Abb. 4.33 b.) verwendet worden. Die Abbildung
zeigt den Randbereich der Leiterbahn und es ist deutlich eine Anregung der Randzellen
zu erkennen (blaue Färbung).
Abbildung 4.33: In a. werden die FMR-Spektren für 390000 (schwarz) und 13000 (rot) Zellen
miteinander verglichen. Nur an der mit der Lupe markierten Stelle unterscheiden sich
beide Kurven, wie der Inset verdeutlicht. Für die rote Kurve existiert dort eine weitere
Resonanzmode, welche mit Hilfe von b. identifizieren lässt. Abbildung b. zeigt den Rand der
Leiterbahn bei einem externen Feld von 110mT für den Fall von 13000 Zellen und mz als
Farbcodierung.
Schon die nächste Zellereihe (rote Färbung) wird nicht mehr durch das Hochfre-
quenzfeld angeregt, sondern nur noch durch die Bewegung der Magnetisierung am
Rand getrieben. Dies lässt sich daran erkennen, dass die Auslenkung (Farbintensität)
geringer wird und auch eine undefinierte Phasendifferenz zwischen den beiden Zellen
existiert. Schon für die Erklärung der Anregung in Abb. 4.28 wurde diskutiert, dass am
Rand der Struktur ein anderes effektives Feld auftritt. Die hier gefundene Anregung
ist nun jene Resonanz, bei der die Resonanzbedingung in den Randbereichen erfüllt
ist. Im Allgemeinen werden solche Anregungen als Randresonanz bezeichnet, welche
genauer in Abschnitt 4.5.3.3 betrachtet werden. Die Amplitude von mz im Spektrum
(mz ≈ −0.0001) ist viel geringer als die tatsächliche Auslenkung der Randzellen, die in
der Momentaufnahme beobachtet werden kann (mz ≈ −0.019). Um dies zu erklären,
sei noch mal darauf hingewiesen, dass der Wert von mz im FMR-Spektrum ein Mit-
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telwert aller Auslenkungen darstellt. Summiert man alle angeregten Randbereiche in
der Simulation auf, dann umfassen diese ca. 100 Zellen. Die übrigen 12900 Zelle des
System weisen, im Gegensatz zu den Randbereichen, eine Auslenkung von nahezu 0
auf. Somit ist verständlich, dass der Mittelwert von mz kleine Werte annehmen muss.
Abbildung 4.34: Es ist der gleiche
Bereich der Leiterbahn wie in Abb.
4.33 b. dargestellt, wobei diese Mo-
mentaufnahme des Systems mit
390000 Zellen zeigt.
Das im schwarzen Spektrum (390000 Zellen) für den gleichen Feldwert keine Randre-
sonanz sichtbar ist, lässt sich auf die Austauschwechselwirkung zurückführen. Im
Abschnitt 4.3.3 über die Relaxation konnte gezeigt werden, dass der Einfluss der
Austauschwechselwirkung stark von der Zellengröße abhängt. Für die Dimension von
x = 300nm überwiegt die Dipolwechselwirkung. Die Randzellen sind nur schwach an
ihre Nachbarzellen gekoppelt und können deshalb bei erreichen des Resonanzfeldes
fast ungestört präzedieren. Anders verhält sich das System für x = 20nm. Auf Grund
der Verringerung der Zellendimension ist die Gewichtung der Austauschwechselwir-
kung stärker geworden, so dass die Kopplung der Randzellen nun größer ist. Folglich
weisen die Randzellen eine geringere Auslenkung auf. Um dies zu überprüfen ist die
Momentaufnahme des Systems bei Bext = 110mT in Abb. 4.34 dargestellt. Dort ist
ebenfalls eine Anregung der Randbereich zu erkennen, jedoch beträgt deren maximale
Auslenkung nur mz ≈ −0.0008. Da die Anregungsamplitude so klein ist und das Ge-
samtsystem nun aus 390000 Zellen besteht, ist der Mittelwert von mz verschindent
gering, so dass im berechneten FMR-Spektrum ( Abb. 4.33 a.) an dieser Stelle kein
Resonanzpeak festzustellen ist. Als Resultat des Vergleiches dieser beiden Spektren ist
gefunden worden, dass eine Simulation mit 13000 Zellen ausreichend ist, um Anregungs-
moden zu beschreiben, die dipolaren Ursprungs sind. Sollten jedoch Anregungsmoden
untersucht werden, die durch die Austauschkopplung geprägt sind, wird eine höhere
Zellenanzahl benötigt.
Ein direkter Vergleich der FMR-Spektren für 13000 bzw. 1560 Zellen ist in Abb. 4.35
dargestellt. Dort sind erhebliche Unterschiede im Kurvenverlauf der beiden Funktionen
sichtbar. Es befindet sich nicht nur die Randresonanz an einer anderen Feldposition
(13000 B = 110mT / 1560 B = 70mT ), sondern auch die quasi-uniforme Anregung ist
im Feld verschoben.
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Abbildung 4.35: Es werden die FMR-Spektren für 1560 (schwarz) und 13000 (rot) Zellen
miteinander verglichen. Dabei zeigen sich besonders in der Resonanzposition deutliche Ab-
weichung der Spektren.
Somit ist zwar die Rechendauer für 1560 Zellen (≈ 7h) kürzer, aber das erhaltene
Ergebnis ist deutlich von der verwendeten Zellengröße abhängig. Aus diesem Grund
ist es nicht zielführend eine Rechnung mit 1560 Zellen durchzuführen. Sind bisher
ausschließlich die lateralen Dimensionen der Zelle verändert worden, ist die Höhe der
Zellen mit z = 20nm unverändert geblieben. Da die Höhe des Systems ebenfalls 20nm
beträgt, wird das System in dieser Dimension mit genau einer Zelle beschrieben. Im
Weiteren ist nun die Höhe der Zelle variiert worden, um eventuelle Einflüsse auf den
Kurvenverlauf zu diskutieren. Es sind Simulationen für z = 6.66nm und z = 4nm
durchgeführt worden, so dass das System aus 3 bzw. 5 Schichten besteht. Es ist eine
ungerade Anzahl von Schichtebenen gewählt worden, da sich die mittlere Schicht so
verhalten sollte, wie das Einschichtsystem.
In Abb. 4.36 sind alle drei Spektren zusammen aufgetragen. Da sie nahezu perfekt
übereinander liegen, sind die Kurven mit verschiedenen Strichdicken versehen worden,
um sie unterscheiden zu können. Alle drei Spektren zeigen im Bereich um 0mT eine
Abweichung von mz ≈ 0, deren Ursprung eine weitere Resonanzmode (Spinwelle) ist.
An dieser Stelle wird nicht weiter auf diese Anregung eingegangen, eine Diskussion
dieser Mode ist in Abschnitt 4.5.2 zu finden.
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Abbildung 4.36: a. Es sind die simulierten FMR-Spektren für Zellen mit einer Höhe von
20nm (1 Schicht), 6.66nm (3 Schichten) und 4nm (5 Schichten) abgebildet. Die lateralen
Dimensionen der Zellen unterscheiden sich jedoch für alle drei Simulationen nicht x = 300nm
und y = 20nm. In b. sind schematisch die Ausrichtungen der Randzellen bezüglich der
z-Achse für 1 bzw. 3 Schichtsysteme der Leiterbahn dargestellt.
Einen quantitativen Unterschied der drei Spektren lässt sich nur an der maximalen
Amplitude des Resonanzpeaks feststellen, diese verändert sich geringfügig von mz =
0.0143 (rot) auf mz = 0.014 (schwarz/grün). Der Grund für diesen Unterschied kann
auf die Ausrichtung der Randzellen der Leiterbahn im relaxierten Grundzustand
(kein externes Feld, kein Hochfrequenzfeld) zurückführt werden. Diese sind in Abb.
4.36 b. schematisch gezeigt. Besteht die Leiterbahnhöhe nur aus einer Zelle und sind
keine Anisotropien im System vorhanden, die entweder eine +z oder −z Ausrichtung
bevorzugen, sind beide Richtungen bezüglich der Dipolfeldenergie äquivalent und das
System verweilt in der x-y-Ebene. Dieses Verhalten ist unphysikalisch, da in diesem
Fall die Leiterbahn kein Streufeld mit einer z-Komponente erzeugt. Folglich wäre das
Streufeld eines 3 dimensionalen Körpers somit rein 2 dimensional. Im Gegensatz dazu
tritt bei einem 3 Schichtsystem durchaus eine Verkippung der Randzellen entlang der z-
Achse auf. Die Ränder der oberen bzw. unteren Schicht können nun ihre Dipolfeldenergie
minimieren, indem sie eine z-Komponente ausbilden, wobei sich die mittlere Schicht
genauso verhält, wie das 1 Schichtsystem. Daraus resultiert, dass diese Schichtstruktur
ein 3 dimensionales Streufeld aufweist.
Ist die quasi-uniforme Mode (B = 49mT ) des Systems angeregt, befindet sich
der Rand zwar nicht im resonanten Zustand (siehe Abb. 4.28), aber er wird durch
die Kopplung an die restliche Leiterbahn von deren Schwingung getrieben. Diese
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treibende Schwingung wirkt sich jedoch unterschiedlich auf die Randzellen des 1 bzw.
3 Schichtsystems aus, da deren Ausrichtungen bezüglich der Schwingung variiert. Dies
könnte die Ursache für den Unterschied in der maximalen Schwingungsamplitude
darstellen.
Im Weiteren sind auf Grund dieses Ergebnisses nur noch 1 Schichtsysteme berechnet
worden, da der Vergleich gezeigt hat, dass der Kurvenverlauf für alle drei Schichtsysteme
fast identisch ist, lässt sich dadurch Rechenzeit sparen (1 Schicht ≈ 23h / 3 Schichten
≈ 70h / 5 Schichten ≈ 106h).
4.4.5 Simulation mit erhöhter Feldauflösung
Bisherige Betrachtungen gehen zumeist von einem Erreichen des maximalen externen
Feldwertes (400mT ) in 400 Schritten aus, wobei eine Schrittweite von 1mT gewählt
worden ist. Es sind weitere Simulation durchgeführt worden, wobei die Schrittweite auf
0.25mT bzw. 0.1mT herabgesetzt worden ist, ohne weitere Simulationsparameter zu
verändern. Somit ist eine vierfache bzw. zehnfache Feldauflösung gewährleistet. Die
folgende Abbildung zeigt einen Vergleich der verschiedenen Spektren.
Abbildung 4.37: Die Abbildung zeigt Spektren mit unterschiedlich gewählte Schrittweiten des
externen Feldes, dabei werden 1mT , 0.25mT und 0.1mT große Schritte verglichen. Ein
Unterschied kann nur im Inset festgestellt werden, der eine Vergrößerung des Resonanzpeaks
zeigt. Durch die bessere Feldauflösung ist ersichtlich, dass das Resonanzfeld bei 49.1mT liegt.
Die Spektren sehen identisch aus, bis auf die im Inset abgebildete Resonanzpeakspitze.
Nur dort lässt sich auf Grund der höheren Feldauflösung eine Abweichung zwischen
den Simulationen feststellen. Wurde zuvor ein Resonanzfeld von 49mT bestimmt,
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lässt sich dies nun auf Grund der besseren Feldauflösung genauer auf einen Wert
von 49.1mT festlegen. Jedoch nimmt auch die Rechenzeit linear mit der Anzahl der
berechneten Schritte zu, somit benötigt eine Simulation mit 0.25mT bzw. 0.1mT
Feldauflösung schon ≈ 93h bzw. ≈ 232h (siehe Tab. 4.4 für eine Abbruchzeit von
6.28ns). Im Weiteren wird eine Ungenauigkeit von maximal 1mT bei der Bestimmung
des Resonanzfeldes als akzeptabel angesehen. Wobei in Abschnitt 4.5.1 ein Fehler
diskutiert wird, der genau auf diese Ungenauigkeit zurückzuführen ist.
4.5 Frequenzabhängige Dispersionsrelation
In den vorangegangen Abschnitten wurden einzelne Spektren betrachtet und die Ein-
flüsse verschieden gewählter Einstellungen erörtert. Im Zuge dieser Arbeit wurde ein
Programm entwickelt, welches ermöglicht, mehrere Simulationen automatisiert parallel
zu erstellen. Damit wurde die Möglichkeit geschaffen, eine frequenzabhängige Disper-
sionsrelation zu berechnen, indem für jede Rechnung eine unterschiedliche Frequenz
des anregenden Hochfrequenzfeldes verwendet wurde. Zunächst wird diese Methode
auf das System eines unendlich ausgedehnten Films angewendet. Die Ergebnisse der
Simulation werden im Weitern mit den theoretischen Vorhersagen verglichen, um so
eine Aussage über die Qualität der Simulationen machen zu können. Danach wird die
Dispersionsrelation der zuvor behandelten Permalloy-Leiterbahn berechnet, wobei dies
für zwei unterschiedliche Feldgeoemtrien durchgeführt worden ist. Dabei werden die
physikalischen Ursprünge der beobachteten Anregungsmoden diskutiert. Des Weite-
ren befindet sich am Schluss jedes Abschnittes zu den jeweiligen Feldgeometrien, ein
Vergleich der simulierten Dispersionsrelation mit einer entsprechenden Messung.
4.5.1 Dispersion eines unendlich ausgedehnten Filmes
Als einfaches Beispiel für Dispersionsrelationen wird zunächst das System eines unend-
lich ausgedehnten dünnen Filmes untersucht. Um ein solches System mittels OOMMF
simulieren zu können, wird ein zusätzliches Paket benötigt [Wan10]. Mit Hilfe dieses
Paketes ist es möglich zweidimensionale periodische Randbedingungen in das System
einzufügen. Für die folgenden Simulationen ist dieses Paket verwendet worden, dabei
wurde ein System mit den Dimensionen von 200nm · 200nm · 20nm gewählt, welches
aus 10 · 10 · 1 Zelle besteht. Die übrigen Parameter sind wie folgt gewählt worden.
1. Die Sättigungsmagnetisierung Ms = 830 kA/m
2. Die Austauschkonstante A = 1.3 · 10−11 J/m
3. Der gyromagnetische Faktor g = 2.12
4. Dämpfungsparameter α = 0.007
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Diese Werte unterscheiden sich gegenüber den im vorherigen Abschnitt 4.4.1 verwen-
deten nur durch den gyromagnetischen Faktor. Dieser hatte zuvor den Wert g = 2, was
reinem Spinmagnetismus entspricht. Zunächst wird der relaxierte Grundzustand des
Systems benötigt, der in Abb. 4.38 gezeigt ist.
Abbildung 4.38: Gezeigt ist der relaxierte
Grundzustand eines unendlich ausgedehnten
Filmes. Es lässt sich an den Kanten und
Rändern des Systems keine Verkippungen
der Magnetisierung feststellen.
Das in diesem System keine Randeffekte existieren bzw. es dem idealen Bild eines
unendlich ausgedehnten Films entspricht, wird deutlich wenn man die Magnetisierungen
der Zellen an den Rändern und Ecke des Systems betrachtet. Diese weisen gegenüber
den Zellen in der Mitte des Systems sowohl in z-Richtung, als auch in der x-y-Ebene
keine Verkippung auf. Wohingegen Randeffekte, wie am Beispiel der Leiterbahn gezeigt
wurde (siehe Abb. 4.24), zu einem Verkippung der Magnetisierung an den Rändern führt.
Da innerhalb der x-y-Ebene für die Magnetisierung keine energetisch günstige Richtung
existiert, ist es für die Relaxation entscheidend, dass durch den Anfangszustand eine
Richtung bevorzugt wird. So wurde für diesen Fall eine Ausrichtung der Magnetisierung
in [0.0001 0 1] angenommen. Auf Grund der Abwesenheit von äußeren Feldern und
Anisotropien sorgt die geringe x-Komponente des Anfangszustands dafür, dass der
relaxierte Grundzustand die abgebildet [1 0 0] Richtung aufweist.
Dieser Grundzustand ist der Ausgangspunkt für eine Serie von Simulationen für die
der Frequenzbereich des Hochfrequenzfeldes von 3GHz bis 12.6GHz variiert. Dafür
wird eine Frequenzschrittweite von 200MHz gewählt, was somit zu insgesamt 49
unabhängigen Simulationen führt. Dies hat eine enorme Simulationszeit von 68159h
zur Folge, welche aus der Angabe der Dauer einer einzelnen Simulation (für 6.28ns)
in Abschnitt 4.4.3 bestimmt worden ist. Aus diesem Grund sind ein Großteil der
Simulationen an einem Opterox-Cluster ausgeführt worden, um so einige Simulationen
parallel berechnen zu können.
Die maximale Amplitude des Hochfrequenzfeldes beträgt 0.5mT und es ist entlang
der z-Achse ausgerichtet. Das externe Feld ist in x-Richtung angelegt und wird in ei-
nem Bereich von 0mT bis 400mT in einer Schrittweite von 0.25mT erhöht. Dies hohe
Feldauflösung ist notwendig, da im weiteren Verlauf der Analyse eine Lorentzlinie an
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Kurvenverlauf angepasst wird. Um diese Anpassung mit einem möglichst kleinen Fehler
zu versehen, sollte der Resonanzpeak aus vielen Punkten bestehen. Da nun 3 verschie-
dene Größen variabel sind (Bext, f und mz), ist es sinnvoll einen Graphen zu erstellen,
in dem Informationen nicht nur auf der x- bzw. y-Achse aufgetragen werden, sondern
eine dritte Größe farblich codiert ist. So erhält der Betrachter eine bessere Übersicht
über das Verhalten einer Anregungsmode für unterschiedliche Anregungsfrequenzen.
Das Resultat aller 49 Simulationen ist in zusammengefasst in Abb. 4.39 a. dargestellt,
wobei diese Auftragung im Allgemeinen als Dispersionsrelation bezeichnet wird. Dort
ist die Anregungsfrequenz über das externe Feld aufgetragen, somit entspricht jede
Zeile einem unabhängig berechneten Spektrum. Dies ist beispielhaft für das mit rot
markierte Spektrum (7.8GHz) gezeigt, welches in Abb. 4.39 b. zu sehen ist. Bereiche,
die in der Dispersionsrelation schwarz eingefärbt sind, weisen auf eine höheren mz Wert
hin, als weiße Regionen. Um die gefundene Anregungsmode zu identifizieren, zeigt der
Inset die Momentaufnahme des Systems für Bext = 62.5mT , was der Resonanzposition
entspricht. Es ist zu erkennen, dass das gesamte Systems homogen ausgelenkt ist, daher
kann diese Resonanz als uniforme Anregungsmode bezeichnet werden (siehe Abschnitt
4.5.1.1).
Die Anregung dieser Mode und die Tatsache, dass es sich geometrisch um ein
einfaches System handelt, macht es möglich den Verlauf der Resonanzposition in der
Dispersionsrelation mittels der Kittelgleichung zu berechnen.
Für einen Ellipsoiden mit den Hauptachsen [x, y, z] und einem externen Feld, welches
zum Beispiel in x-Richtung angelegt ist, gilt [Kit48].
ω0 = γ
√
(Bxext + µ0(Ny −Nx)Mx) · (Bxext + µ0(Nz −Nx)Mx) (4.14)
An dieser Stelle sei erwähnt, dass diese Gleichung in das SI-Einheitensystem (das
Original ist im cgs-System geschrieben) umgeformt worden ist. Die Entmagnetisie-
rungstensorelemente N können, wie in Abschnitt 2.6.1.1 gezeigt, berechnet werden.
Jedoch für den Fall eines in der x-y-Ebene unendlich ausgedehnten Filmes sind diese
bekannt Nx = 0, Ny = 0, Nz = 1. Da keine weiteren Anisotropien in der x-y-Ebene
vorhanden sind, dreht sich die Magnetisierung in dieser Ebene immer in die Richtung
des angelegten Feldes. Ein vollständig aufmagnetisiertes System Mx = Ms ist eine
Grundannahme für die Gültigkeit der Kittelgleichung [Kit48] und somit stellt dies







Bxext · (Bxext + µ0Ms) (4.15)
Anhand dieser Gleichung ist ersichtlich, dass mit steigendem externem Feld auch die
Präzessionsfrequenz ansteigt. Wird die Frequenz mittels einer Energie ausgedrückt,
verfügt eine Präzession mit hohen Frequenzen über mehr Energie. Ein anschauliches
Beispiel für diese Tatsache liefert eine magnetische Kugel.
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Abbildung 4.39: Das Diagramm a. zeigt eine schwarz/weiß Darstellung der Dispersionsrela-
tion eines unendlich ausgedehnten Filmes, wobei das externe Feld in der Filmebene angelegt
ist. Jede dargestellte Zeile entspricht einem separaten FMR-Spektrum wie es z.B. in b. für
7.8GHz (rot markiert) gezeigt ist. Die Amplitude des Spektrums ist farblich codiert in
a. übertragen worden. Im Inset ist die Momentaufnahme des Systems bei einem Feldwert
von 62.5mT abgebildet. Dies entspricht der Resonanzpeakposition, die aus dem Spektrum
abgelesen werden kann.
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Dies ist der einzige geometrische Körper, der keine Formanisotropie besitzt bzw.
die Entmagnetisierungsfaktoren sind Nx = Ny = Nz = 1/3 (kann durch einsetzen
von x = y = z in Gleichung (4.13) gezeigt werden) identisch. Die Präzessionebene in
diesem System ist (ohne jegliche Anisotropien) immer senkrecht zum externen Feld
ausgerichtet und für die statische Magnetisierung gilt zu jeder Zeit M ‖ Bext. Es findet
sich für die Kugel durch einsetzen in Gleichung (4.14) ein linearen Zusammenhang
ω0 = γBext (Lamorfrequenz [Vog99]), wie er in Abb. 4.40 dargestellt ist. Das heißt eine
Präzession der Magnetisierung beinhaltet mit zunehmenden Feldbeträgen eine immer
höhere Energie bzw. um die Magnetisierung aus ihrer Lage parallel zum externen Feld
auszulenken, wird mehr Energie benötigt (Zeemanenergie). Dieser grundlegende Effekt
gilt für jede Art von Körpern und somit auch für einen unendlich ausgedehnten Film.
Der Term µ0Ms in Gleichung (4.15) kann als ein zusätzlicher Energiebeitrag verstan-
den werden, der dadurch entsteht, dass die Präzessionsbewegung der Magnetisierung
in der y − z-Ebene stattfindet. In der Geometrie des Beispiels wird daher ein zeitlich
variabeles Entmagnetisierungsfeld in z-Richtung erzeugt, für dessen Aufbau ebenfalls
Energie erforderlich ist.
Um zu verstehen, weshalb die Gleichung (4.15) den Grenzfall ω0 → 0Hz für Bxext →
0mT erfüllt, sei zunächst der umgekehrte Fall angenommen Bxext  µ0Ms. Für sehr
große externe Felder, sind die internen Felder zu vernachlässigen und die Trajektorie der
Magnetisierung entspricht nahezu einer Kreisbahn um das externe Feld. Im Gegensatz
zu einer Kugel benötigt die Kreisbewegung im Film jedoch zusätzliche Energie für das
Entmagnetisierungsfeld, daher ist der Unterschied in der Resonanzfrequenz für hohe
externen Feldern zwischen Kugel und Film nahezu konstant (siehe Abb. 4.40).
Wird der Betrag des externen Feldes allerdings verringert, gelangt man in einen Be-
reich, in dem das interne Feld (das zeitlich variable Entmagnetisierungsfeld) gegenüber
dem externen Feld nicht mehr zu vernachlässigen ist. Dies führt zu einer elliptischen
Deformation der Trajektorie, da sich beide Felder zu einem effektiven Feld addieren,
um welches die Präzessionsbewegung stattfindet. Die Elliptizität nimmt mit fallendem
externem Feld immer weiter zu. Da zum einen in y-Richtung durch Ny = 0 kein Entma-
gnetisierungsfeld entsteht und somit die Auslenkung der Magnetisierung ausschließlich
durch das schwache externe Feld beschränkt wird. Andererseits entsteht durch den ma-
ximalen Wert von Nz = 1 bei Auslenkungen in z-Richtung zusätzlich, ein entsprechend
großes Entmagnetisierungsfeld, welches die Auslenkung der Magnetisierung begrenzt.
Dies führt dazu, dass gerade bei sehr kleinen externen Feldern die Elliptizität groß
wird (Beispiel siehe Abb. 4.40). Somit findet die Bewegung der Magnetisierung nahezu
vollständig in der y-Richtung statt, um die Energie zu minimieren, die benötigt wird,
um das Entmagnetisierungsfeld in z-Richtung aufzubauen.
Im Grenzfall Bxext = 0 würde die Trajektorie gänzlich entlang der y-Achse verlaufen
und so gar keine zusätzliche Entmagnetisierungsenergie verursachen. Dies ist allerdings
auf Grund der Beschreibung der Trajektorie durch die Landau-Lifschitz-Gleichung
unmöglich, weshalb dieser Punkt nicht existiert.
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Abbildung 4.40: Das Diagramm zeigt den durch die Kittelgleichung berechneten Verlauf der
Resonanzfrequenz eines unendlich ausgedehnten Films im Vergleich zu einer magnetischen
Kugel (Nx = Ny = Nz = 1/3). Der Unterschied lässt sich auf die Formanisotropie (in der
Kugel existiert sie nicht) zurückführen. Des Weiteren sind an zwei Punkten (1T und 0.02T )
mittels OOMMF die maximalen Auslenkungen mz, my bestimmt worden, um die Trajektorie
des Makrospins verhältnisgetreu abbilden zu können.
Der berechnete Verlauf der Kittelgleichung (4.15) (g = 2.12, Ms = 830 kAm ) lässt
sich nicht nur mit einer Kugel, sondern auch mit den aus Abb. 4.39 a. ermittelten
Resonanzfeldpositionen vergleichen. Die Punkte in Abb. 4.41 entsprechen diesen Posi-
tionen und die blaue Kurve ist der, auf Grund der Kittelgleichung, erwartete Verlauf
des Resonanzfeldes. Die Anpassung der blauen Kurve an die Punkte ist sehr gut. Aber
um zu testen, ob noch eine bessere Anpassung existiert, ist die Magnetisierung Ms als
freier Parameter angenommen worden. Die durch das Programm Origin berechnete,
am besten angepasste Kurve, ist in rot abgebildet.
Die Abweichung von Ms in beiden Kurven ist mit 0.02 % so gering, dass für beide
Funktionen unterschiedliche Strichdicken verwendet werden mussten, um sie unterschei-
den zu können. Allerdings ist die Anpassung mit den exakten Werten (die durch die
Eingabewerte in die Simulation vorgegeben sind) nicht die bestmögliche, die für diese
Datenpunkte gefunden werden kann. Die Ursache für diesen Effekt wird vermutlich die
diskrete Schrittweite der Rechnung sein. So ist die Simulation zwar schon mit einer
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Feldauflösung von 0.25mT durchgeführt worden, aber dies führt trotzdem noch zu
einem Fehler, da sich die Resonanzpeakposition innerhalb eines Feldintervalles nicht
genauer bestimmen lässt. Trotz der vorhandenen Abweichung lässt sich die Aussage
machen, dass die Ergebnisse der mit OOMMF berechneten Dispersionsrelation, dem
entsprechen, was die Kittelgleichung vorhersagt. Somit kann man erwarten, das Di-
spersionsrelationen die mit Hilfe des entwickelten Verfahrens für unbekannt Systeme
berechnet werden, zu messbaren Ergebnissen führen.
Abbildung 4.41: Es ist die aus Abb. 4.39 ermittelte Resonanzfeldposition (Punkte) dargestellt.
Der Kurvenverlauf wurde mit Hilfe von Gleichung (4.14) angepasst. Wobei Ms zum einen
als freier Parameter gewählt worden ist (rote Linie) und zum anderen einen vorgegebenen
Wert festgesetzt worden ist.
Des Weiteren besteht die Möglichkeit aus der Dispersionsrelation der uniformen Mode
die Dämpfung des Systems zu bestimmen. Für das einfache System eines unendlich
ausgedehnten Filmes findet sich folgender Zusammenhang zwischen Linienbreite des
Resonanzpeaks und Frequenz (siehe Gleichung (2.26)) [Lin03].
4B1/2 = 4B0 +
α · h
g · µB · f (4.16)
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Dabei stellt 4B0 eine inhomogene Linienverbreiterung dar. Dieser Beitrag ist ein
konstanter (frequenzunabhängiger) Offset zur Linienbreite und hat seinen Ursprung in
strukturellen Defekten des magnetischen Systems. Bei den durchgeführten Simulationen
existieren jedoch keine Defekte innerhalb des Systems, wodurch dieser Term nicht
beachtet werden muss.
In dieser Schreibweise versteht man unter 4B1/2 die halbe Resonanzpeakbreite auf
halber Peakhöhe. Um die Linienbreite aus den verschiedenen Spektren zu bestimmen,
wurde ein Programm verwendet, dass für jedes Spektrum eine Lorentzfunktion (siehe
Abschnitt 2.5) an den Resonanzpeak anpasst und daraus resultierend die Linienbreite
analysiert.
Abbildung 4.42: Das Diagramm zeigt den Zusammenhang zwischen Linienbreite und Frequenz
eines unendlich ausgedehnten Filmes. Die Punkte sind die aus Abb. 4.39 bestimmten Lini-
enbreiten der Resonanzpeaks. Die rote Linie ist eine lineare Anpassung, die mit Gleichung
(4.16) durchgeführt wurde.
Wird die ausgewertete Linienbreite in Bezug zu der anregenden Frequenz gestellt,
ist es möglich die Dämpfung des Systems zu bestimmen, indem die Steigung einer
linearen Anpassungsfunktion analysiert wird. Dies ist in Abb. 4.42 dargestellt. Die
Punkte entsprechen den berechneten Linienbreiten für die jeweilige Frequenz und die
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rote Linie wurde mittels Gleichung (4.16) berechnet, wobei g und α als Parameter für
die Anpassung gewählt worden sind. Wenn g = 2.12 als fester Parameter vorausgesetzt
wird, findet sich für α = 0.007 die beste Anpassung an die Datenpunkte. Dies entspricht
dem Wert, der für die intrinsische Dämpfung des Systems zuvor eingegeben worden ist.
Damit konnte gezeigt werden, dass die Möglichkeit besteht, durch die Auswertung
der mit OOMMF berechneten Dispersionsrelation, eine Aussage über die Dämpfung
eines Systems zu machen.
4.5.1.1 Die uniforme Anregung
Im vorherigen Abschnitt 4.5.1 über die Anregungsmode eines unendlich ausgedehnten
Films, wurde diese als uniforme Mode identifiziert. In diesem Abschnitt wird das
Verhalten der uniformen Mode genauer untersucht, da sie im weiteren Verlauf (siehe
Abschnitt 4.5.2.1) mit der quasi-uniformen Mode verglichen wird.
Dazu geht man von einem System aus, dessen Magnetisierung sich im Makrospin-
modell dargestellen lässt. Das heißt, für die Betrachtung des Systems sind nicht mehr
einzelne magnetische Spins entscheidend, sondern diese Spins werden zu einem einzi-
gen Makrospin zusammengefasst. Die Voraussetzung für diese Annahme ist, dass alle
Spins gleich ausgerichtet sind und an jeder Stelle des Systems das gleiche effektive
Feld herrscht. Streng genommen, sind diese Voraussetzungen nur für einen unendlich
ausgedehnten Film erfüllt. Als uniforme Mode wird eine Anregung bezeichnet, bei der
der Makrospin um ein effektives Feld präzediert. Daher muss auch jeder einzelne Spin
ohne Phasenverschiebung und ohne Amplitudendifferenz diese Präzessionsbewegung
durchführen. Genau diese Art der Anregung ist im vorherigen Abschnitt für den un-
endlichen Film gefunden worden. Deshalb wird dieses System weiterhin verwendet,
um den zeitlichen Verlauf der uniformen Anregungsmode zu untersuchen. Dazu ist für
das folgende Beispiel der unendlich ausgedehnte Film mit einer Frequenz von 10GHz
angeregt worden. Zusätzlich wurde das externe Feld auf 99.5mT festgelegt, so dass sich
das System im resonanten Zustand befindet. Um zu zeigen, dass alle Zellen des Systems
eine identische Präzession durchführen, wird die aktuelle Auslenkung der Zellen zu
unterschiedlichen Zeitpunkten bestimmt.
Für die Bestimmung dieser Zeitpunkte ist zunächst der zeitliche Verlauf der gemittel-
ten z-Komponente mz(t) der Auslenkung berechnet worden. Dieser ist in Abb. 4.43 a. in
Bezug auf das anregende Hochfrequenzfeld bz(t) dargestellt. Dort ist zu erkennen, dass
sowohl ein Minimum als auch ein Maximum von mz(t) als ausgezeichnete Zeitpunkte
ausgewählt worden sind, um die lokale Auslenkung jeder einzelnen Zelle zu untersuchen.
Zunächst sind die Momentaufnahmen zu diesen Zeitpunkten als Inset in Abb. 4.43 b.
gezeigt. Dort sind keine farblichen Variationen innerhalb des Systems sichtbar, so dass
von einer homogenen Präzessionsbewegung ausgegangen werden kann. Es ist jedoch
noch eine weitere Analyse vorgenommen worden, um diese Annahme zu quantifizieren.
Dazu wurde ein Querschnitt durch die Mitte des Systems vorgenommen (markiert
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durch die grüne Linie). Für jede Zelle, die durch den Querschnitt berührt wird, ist die
lokale Auslenkung aufgetragen worden. Das Ergebnis ist in Abb. 4.43 b. aufgetragen.
Abbildung 4.43: a. zeigt den zeitlichen Verlauf der gemittelten z-Komponente mz(t) der
Auslenkung des Systems, die durch ein Hochfrequenzfeld bz(t) mit der festen Frequenz
von 10GHz erzeugt wird. Das System befindet sich in Resonanz bei einem externen Feld
von 99.5mT . Es sind zwei ausgezeichnete Punkte (Maximum/Minimum der Auslenkung)
eingezeichnet. Genau zu diesen Zeitpunkten zeigt der Inset in b. die Momentaufnahme des
Systems. Um eine quantitative Analyse der Auslenkung jeder einzelnen Zelle durchzuführen,
wurde diese Auslenkung in b. über einen Querschnitt des Systems (grüne Linie im Inset)
aufgetragen. Sowohl im Minimum, als auch im Maximum ist eine homogene Auslenkung des
gesamten Systems sichtbar.
Im Gegensatz zu den bisherigen Betrachtungen sei darauf hingewiesen, dass in dieser
Abbildungmz kein Mittelwert darstellt und auch nicht auf die Sättigungsmagnetisierung
normiert worden ist. Da die Position der Magnetisierung einer Zelle für OOMMF immer
in die Mitte einer Zelle liegt, ist die erste Zelle bei 10nm und die letzte bei 190nm zu
finden (zur Erinnerung die Systemdimensionen sind 200nm · 200nm · 20nm). Auch in
dieser Darstellung ist keine Abweichung der Amplitude der Auslenkung festzustellen.
Damit konnte gezeigt werden, dass die Anregungsmode eines unendlich ausgedehnten
Filmes alle Merkmale einer uniformen Mode aufweist.
4.5.2 Dispersionsrelation einer Permalloy-Leiterbahn in magnetisch
leichter Richtung
Da die Möglichkeiten der Analyse bzw. Modenidentifikation auf Grund der Dispersions-
relation eines unendlich ausgedehnten Films gezeigt worden sind (siehe Abschnitt 4.5.1),
wird nun eine solche Dispersionsrelation für die zuvor behandelten Permalloy-Leiterbahn
(in Abschnitt 4.4.1) diskutiert. Es werden die auftretenden Moden identifiziert und
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die Ergebnisse der Simulation mit an diesem System durchgeführten FMR-Messungen
verglichen.
Der wesentliche Unterschied eines Leiterbahnsystems gegenüber einem Film ist, die
aufgehobene energetische Entartung in der x-y-Ebene auf Grund der Formanisotropie.
Somit macht es einen Unterschied, in welche Richtung das externe Feld angelegt wird.
Im Rahmen dieses Abschnitts wird die Ausrichtung des Feldes in magnetisch leichter
Richtung, also entlang der langen Achse der Leiterbahn, beschrieben. Bezogen auf das
verwendete Koordinatensystem (siehe Abb. 4.23) bedeutet dies, dass das externe Feld
in x-Richtung orientiert ist. Die Parameter für die Simulation der Dispersionsrelation
sind wie folgt gewählt worden.
1. Die Sättigungsmagnetisierung Ms = 830 kA/m
2. Die Austauschkonstante A = 1.3 · 10−11 J/m
3. Der gyromagnetische Faktor g = 2.12
4. Dämpfungsparameter α = 0.007
5. Abbruchzeit 6.25ns
6. Bereich des externen Feldes 0→ 400mT
7. Bereich des Hochfrequenzfeldes 3→ 12.4GHz
Da im Gegensatz zum unendlich ausgedehnten Film, die Leiterbahn aus einer we-
sentlich höheren Anzahl von Zellen (13000 Leiterbahn, 100 Film) besteht, ist die
Schrittweite des externen Feldes nun 1mT . Als Frequenzschrittweite ist 200MHz ge-
wählt worden, was folglich insgesamt 48 unabhängigen Simulationen entspricht. Die
maximale Amplitude des Hochfrequenzfeldes beträgt 0.5mT und es ist entlang der
z-Achse ausgerichtet.
Die Dispersionsrelation der Permalloy-Leiterbahn ist in Abb. 4.44 a. gezeigt. Für
diese Feldgeometrie sind eindeutig drei unterschiedliche Anregungsmoden (im Fall des
Films war es nur eine) zu erkennen. Der Farbkontrast dieser Abbildung musste jedoch
bearbeitet werden, damit die Moden, die mit 1 und 2 markiert sind, sichtbar gemacht
werden können. So ist nur genau für diese Moden ein höherer Kontrast gewählt worden,
das heißt die Schwarzfärbung dieser Moden in der Dispersionsrelation ist übertrieben
groß gegenüber der Mode 3. Der Grund für diese Kontrastanpassung ist anhand von
Abb. 4.44 b. ersichtlich. Dort ist die Auslenkung mz des Makrospins des System für
eine Frequenz von 11.8GHz (als rote Linie in der Dispersionsrelation gekennzeichnet)
dargestellt. Die Amplitude der Auslenkung von 1 und 2 sind wesentlich geringer als für
die Mode 3, somit wären diese in einer unbearbeiteten schwarz/weiß Darstellung nicht
vom weißen Untergrund zu unterscheiden.
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Abbildung 4.44: a. zeigt die simulierte Dispersionsrelation der Py-Leiterbahn (78·1·0.02µm3)
in magnetisch leichter Richtung. Im Gegensatz zum Film existieren in diesem System mehrere
Anregungsmoden (markiert mit 1→ 3), jedoch musste der Farbkontrast für 1 und 2 erhöht
werden, um diese sichtbar zu machen. Dies lässt sich an den Amplituden der mz Auslenkung
in b. (zeigt das Spektrum für 11.8GHz) erkennen. Für 1 und 2 sind diese viel geringer
als für 3, weshalb sie ohne Kontrasterhöhung in der Dispersionsrelation unsichtbar wären.
Zur Identifikation der Anregungsmoden sind in c. Ausschnitte der Momentaufnahmen des
Systems für die entsprechenden Felder dargestellt.
Um die verschiedenen Amplituden der Anregungen weiter zu analysieren und die
Anregungsmoden zu identifizieren, sind in Abb. 4.44 c. die Momentaufnahmen des
Systems für die jeweiligen externen Feldern gezeigt. Wie schon in Abschnitt 4.4.1 ist
die Farbcodierung ein Maß für den Wert der mz-Komponente der jeweiligen Zelle. An
dieser Stelle sei noch erwähnt, dass die Bilder, aus Übersichtlichkeit, nur den mittleren
Ausschnitt der Permalloy-Leiterbahn zeigen. Die Pfeile geben die x-y Ausrichtung
der Zellen an, da jedoch diesbezüglich keine Variationen in den Bildern festgestellt
werden konnte, ist nicht jede Zelle mit einem entsprechenden Pfeil versehen. Für alle
Anregungsmoden gilt, dass die Magnetisierung der Zellen weitestgehend parallel zum
externen Feld ausgerichtet ist.
Ohne zunächst weiter auf die Moden einzugehen ist anhand dieser Momentaufnah-
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men ersichtlich, weshalb die Amplitude so stark variiert. Zum einen gibt es Bereiche
innerhalb der Mode 3, die in der Tat eine größere Auslenkung aufweisen (dunkelblau in
der Leiterbahnmitte) als die Anregung 1 und 2. Allerdings ist entscheidender, dass bei
Anregung 1 und 2 auch rote Bereiche existieren. Diese Bereiche weisen ein anderes Vor-
zeichen der mz-Komponente auf. Da der Graph in Abb. 4.44 b. nur den Mittelwert der
Auslenkung mz über das gesamte System darstellt, ist ersichtlich das dort die Summe
von roten und blauen Bereichen zu einem kleinerenmz führt, als ein entsprechend einfar-
biges System. Die Momentaufnahmen zeigen, dass sowohl für Anregung 1 also auch für
2 genau ein blauer Bereich mehr existiert. Daher sind diese Anregungen überhaupt als
eine Resonanz im Graphen sichtbar. Im direkten Vergleich von Anregung 1 und 2 stellt
man fest, dass dieser resultierende blaue Bereich mit zunehmender Anregungsnummer
kleiner wird. Damit verringert sich, zusätzlich zur Auslenkungsamplitude, auch noch
die absolute Zellenanzahl durch die mz in Abb. 4.44 b. bestimmt wird. Aus diesem
Grund vermindern sich die Amplituden mit denen diese Anregungen dargestellt werden.
Das Verhalten der Mode 3 entspricht dem, im zuvor diskutierten, Spektrum (Abb.
4.27) für die Frequenz von 7.8GHz und wurde dort als quasi-uniforme Anregungsmode
identifiziert. Folgt man dem Verlauf der Mode in der Dispersionsrelation ist ersichtlich,
dass es sich bei Anregung 3 ebenfalls um eine quasi-uniforme Mode handelt. Eine
ausführlichere Diskussion dieser Mode ist im folgenden Abschnitt 4.5.2.1 zu finden.
Im Falle der beiden anderen Moden kann festgestellt werden, dass ein periodischer
Wechsel zwischen blauen und roten Bereichen auftritt, das heißt lokal verändert sich
das Vorzeichen von mz. Weiterhin ist der Übergang zwischen den beiden Bereichen
stetig, da sich dazwischen weiße Gebiete befinden, die eine Auslenkung von mz ≈ 0
aufweisen. Die Anregungen haben offensichtlich einen Wellencharakter. Dieser Welle
lässt sich ein Wellenvektor k zuordnen. Die Richtung des Wellenvektors ist in diesem
Fall orthogonal zum extern angelegten Feld. Bleibt man im Wellenbild, handelt es
sich bei diesen Anregungen um longitudinale Spinwellen (siehe auch Abb. 2.14). Nicht
nur die Momentaufnahmen der Anregungen weisen darauf hin, sondern auch die
Positionen der Anregungen innerhalb der Dispersionsrelation. Auf der y-Achse der
Dispersionsrelation ist die Anregungsfrequenz aufgetragen und damit auch die für die
Anregung benötigte Energie E = h · f . Betrachtet man nun einen festen Feldwert,
wie zum Beispiel 0mT , wird für die quasi-uniforme Anregung die geringste Energie
benötigt. Sie tritt schon bei einer Frequenz von f ≈ 4.6GHz auf. An diesem Punkt
reicht allein das Entmagnetisierungsfeld, um die Resonanzbedingung zu erfüllen (dies
ist ausführlich in Abschnitt 4.5.2.2 diskutiert). Wird nun die Anregungsenergie weiter
erhöht, ist es möglich, eine longitudinale Spinwelle mit der Wellenlänge λ = 2/3 · 1µm
anzuregen (f ≈ 8.6GHz). Wie im Abschnitt 2.7 über das Verhalten von Spinwellen
beschrieben worden ist, wird diese zusätzliche Energie, gegenüber der quasi-uniformen
Mode, benötigt um die erhöhte Dipolfeldenergie für diese Spinkonfiguration zu liefern.
Somit ist es auch verständlich, dass die longitudinale Spinwelle mit λ = 2/5 · 1µm bei
einer noch höheren Energie angeregt wird (f ≈ 11GHz).
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Allerdings propagieren diese Wellen nicht in der Leiterbahn, sondern besitzen den
Charakter einer stehenden Welle (die Knotenpunkte bewegen sich nicht). Ausgehend
davon, dass die Magnetisierung der Zellen an den Rändern sehr stark verankert8 ist
(darauf wird in Abschnitt 4.5.2.1 eingegangen), bilden sich dort Knotenpunkte der
Welle aus. Es lassen sich also nur stehende Wellen anregen, die der Bedingung genügen,
dass sie an den Rändern Knoten aufweisen (dies ist gut an den Momentaufnahmen zu
erkennen). Des Weiteren entstehen nur Wellen bei der die Anzahl der Wellentäler/bäuche
ungerade ist, da nur in diesem Falle ein Energieübertrag über die Zeemanenergie des
Hochfrequenzfeldes an das System möglich ist. Angenommen das System hätte z.B.
nur ein Tal und ein Bauch (also eine gerade Anzahl), wäre die Zeemanenergie sowohl
positive (wenn mz antiparallel zu bz ist) als auch negativ (wenn mz parallel zu bz
ist). Da der Betrag der Auslenkung für beide Fälle identisch ist (die Amplitude von
Tälern und Bäuchen ist gleich groß) ändert sich die Zeemanenergie des Gesamtsystems
bezüglich des Hochfrequenzfeldes zu keinem Zeitpunkt, daher lässt sich diese Art der
Moden nicht anregen. Somit gilt für die Wellenlänge die folgende Beziehung.
λ = L(
n+ 12
) für n = 0, 1, 2, 3... (4.17)
L ist die Dimension des Systems parallel zum Wellenvektor k. Da die Wellenlänge nur
diskrete Werte annimmt, finden sich auch diskrete Anregungsenergien. Theoretisch
lassen sich mit Gleichung (4.17) beliebig kleine Wellenlängen erreichen, an dieser Stelle
sei jedoch darauf hingewiesen, dass die Austauschenergie bei dieser Betrachtung völlig
vernachlässigt worden ist. Deren Beitrag gibt eine untere Grenze für die Wellenlänge
von dipolargekoppelten Spinwellen vor (siehe Abschnitt 2.7). Die Anregungsmoden 1
und 2 sind also als dipolar gekoppelte, stehende, longitudinale Spinwellen identifiziert
worden.
4.5.2.1 Die quasi-uniforme Mode
In diesem Abschnitt wird speziell die Anregung betrachtet, die zuvor immer als quasi-
uniforme Mode bezeichnet wurde. Um ein besseres Verständnis dafür zu bekommen, in
wie fern sich diese Mode deutlich von einer uniformen Mode unterscheidet, wird sie mit
der Anregung eines unendlich ausgedehnten Films verglichen (Abschnitt 4.5.1.1). Für
diese wurde festgestellt (siehe Abb. 4.43 b.), dass die Auslenkung der Magnetisierung
aller Zellen des Filmes identisch ist. Würde man diese Auslenkung in ein Wellenbild
transformieren, entspricht das einer Wellenlänge von λ =∞.
Auf die gleiche Weise, wie beim unendlich ausgedehnten Film, wird nun die An-
regungsmode 3 des Leiterbahnsystems untersucht, welche in Abb. 4.44 c. dargestellt
ist. Das heißt, auch für die Analyse dieser Mode wurde ein Querschnitt durch die
8Im Weiteren wird der englische Begriff “pinning” verwendet.
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Mitte der Leiterbahn gelegt. So lässt sich die Auslenkung mz der Zellen, die sich auf
diesem Schnitt befinden, über deren laterale Position aufgetragen. Um eine bessere
Vergleichbarkeit mit der uniformen Anregung des unendlich ausgedehnten Films zu
schaffen, muss die Anregungsfrequenz in beiden Fällen identisch (10GHz) sein. Somit
existiert auch kein Energieunterschied zwischen den beiden Anregungsmoden. Wie sich
anhand der jeweiligen Dispersionsrelationen (Abb. 4.39 a. = Film und Abb. 4.44 a. =
Leiterbahn) feststellen lässt, treten allerdings beide Anregungsmoden bei unterschiedli-
chen externen Feldern auf. Für den folgenden Vergleich liegt daher ein externes Feld
von 79mT (Film) bzw. 99.5mT (Leiterbahn) an, so dass sich beide Systeme in einem
resonanten Zustand befinden.
Abbildung 4.45: In diesem Diagramm ist die Auslenkung mz als Funktion der Zellenposition
dargestellt. Beide Systeme befinden sich zum Zeitpunkt des Querschnitts im resonanten Zu-
stand, wobei für beide ist eine Anregungsfrequenz von 10GHz gewählt worden. Die schwarzen
Punkte zeigen die Auslenkung der Zellen im Leiterbahnquerschnitt (Inset) und die roten
Punkte sind aus Abb. 4.43 entnommen. Allerdings ist deren laterale Skalierung verändert
worden, um eine bessere Vergleichbarkeit zu gewährleisten. Es sind deutliche Unterschiede im
Resonanzverhalten zu erkennen. Die Anregungsamplitude der Leiterbahn ist näherungsweise
sinusförmig, wohingegen der Film eine konstante Amplitude aufweist.
Für den Zeitpunkt des Querschnitts ist der Moment der größten Auslenkung des
jeweiligen Systems gewählt worden. Das Ergebnis ist in Abb. 4.45 dargestellt, wobei
die roten/schwarzen Punkte die Auslenkung des Films/Leiterbahn wiedergeben. Die
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Amplitude der Auslenkung ist für die uniforme Resonanz über den gesamten Film
konstant, wohingegen die Form der Auslenkung der Leiterbahn näherungsweise mit der
Halbwelle einer Sinusschwingung (durch die grüne Linie in Abb. 4.45 gekennzeichnet)
beschrieben werden kann. Auf Grund der Tatsache, dass in diesem System nicht alle
Zellen im resonanten Zustand die gleiche Auslenkungsamplitude besitzen, darf diese
Mode nicht als uniforme Mode bezeichnet werden. Allerdings wird von dieser Anregung
die Bedingung erfüllt, dass keine Phasendifferenz zwischen den Schwingungen der
einzelnen Zellen existiert. Da dies ebenfalls eine Voraussetzung für eine uniforme Mode
ist, wird die Anregung als quasi-uniforme Mode bezeichnet.
Im Weiteren wird nun der Kurvenform der quasi-uniformen Mode genauer betrachtet.
Zunächst wird diskutiert, wie es zu so einem großen Unterschied in der Auslenkungs-
amplitude innerhalb der Leiterbahn kommen kann. Dabei variiert die Amplitude von
mz ≈ 19500A/m in der Mitte der Leiterbahn, bis zu mz ≈ 4450A/m für die Zellen
am Rand. Dies entspricht einer Änderung von ca. 330 % bzw. wenn es durch den Öff-
nungswinkel der Präzession beschrieben wird, bedeutet das eine Änderung von 0.3° auf
1.35°. Im Gegensatz zum unendlich ausgedehnten Film unterliegt die Magnetisierung
der Randzellen offenbar durch den zusätzlichen Symmetriebruch (Übergang vom ma-
gnetischen Material in den Außenraum) einem pinning Effekt. Dies wurde schon von
Kittel beschrieben und auf eine Oberflächenanisotropie zurückgeführt, die auf Grund
der fehlenden nächsten Nachbarn auftritt [Kit58]. Auch Rado und Weertmann haben
diesen Effekt untersucht und eine allgemeinere Formulierung aufgestellt, bei der davon
ausgegangen wird, dass auf die Ränder ein anderes Drehmoment (dessen Ursprung
nicht weiter bestimmt wird) wirkt als auf das Volumen [Rad59]. Ein weiterer Ansatz
geht von einem dynamischen pinning aus, dass durch die Präzessionsbewegung selbst
hervorgerufen wird [Gus02]. Um dieses Phänomen genauer zu beschreiben, betrachtet
man zwei ausgezeichnete Stellen der Leiterbahn.
Zum einen ist das eine Zelle am Rand der Struktur (z.B. der erste schwarze Punkt in
Abb. 4.45) und zum anderen eine Zelle genau in der Mitte der Leiterbahn. Beide Zellen
erfahren eine Anregung durch das Hochfrequenzfeld in die z-Richtung. In Abschnitt 2.6.1
über die Formanisotropie wurde gezeigt, dass sobald eine Divergenz der Magnetisierung
existiert, ein Entmagnetisierungsfeld erzeugt wird, welches Energie benötigt. Für ein
System mit homogener Magnetisierung (Ms ist innerhalb der Leiterbahn konstant)
tritt eine Divergenz nur an den Oberflächen auf. Beide Zellen besitzen die gleichen
Oberflächen in der z-Richtung, müssen also auf Grund der Anregung in dieser Richtung,
ein Entmagnetisierungsfeld aufbauen. Da die Bewegung der Magnetisierung durch die
Landau-Lifschitz-Gleichung bestimmt wird, muss die Magnetisierung in der vorgegeben
Feldgeometrie eine Präzession in der y-z-Ebene durchführen (siehe Abschnitt 4.4.2).
Das heißt die Magnetisierung besitzt einen dynamischen Anteil in der z (mz) und y
(my) Komponente und genau darin unterscheiden sich die beiden Zellen auf Grund
ihrer Position. Die Zelle am Rand verfügt zusätzlich über eine Oberfläche in y-Richtung
und muss daher sobald my 6= 0 ist, nicht nur ein Entmagnetisierungsfeld in z-Richtung
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erzeugen, sondern auch ein weiteres in y-Richtung. Anhand von Gleichung (2.37) ist
ersichtlich, dass umso mehr Energie für das Entmagnetisierungsfeld benötigt wird, je
größer ist der Öffnungswinkel der Präzession. Jedoch steht allen Zellen (egal ob am
Rand oder in der Mitte), infolge der festgelegten Frequenz des Hochfrequenzfeldes, der
gleiche Energiebetrag zur Verfügung. Die Zellen am Rand der Struktur müssen auf
Grund ihrer Präzession mit dieser Energie das zusätzliche Entmagnetisierungsfeld in
y-Richtung erzeugen. Die dafür notwendige Energie lässt sich nur über die Reduktion
der Auslenkung der Magnetisierung in z-Richtung gewinnen. Das heißt, durch die
Erzeugung eines dynamischen Entmagnetisierungsfelds ist mz am Rand der Leiterbahn
kleiner als in der Leiterbahnmitte.
Da benachbarte Zellen mittels Austauschwechselwirkung an den Rand gekoppelt sind,
weisen auch diese nächsten Nachbarzellen nicht die gleiche Auslenkung wie das Volumen
auf. Deswegen bildet sich in einer 1µm breiten Leiterbahn eine Anregungsform, die
der Halbwelle einer Sinusfunktion ähnlich ist. Jedoch ist diese Näherung nur adäquat
für Leiterbahnbreiten, die sich in dieser Größenordnung (oder kleiner) befinden. Die
Abb. 4.46 zeigt, dass diese Näherung für größere Leiterbahnbreiten (25µm, 100µm)
nicht anwendbar ist.
Ein weiteres Merkmal der Kurvenverläufe in Abb. 4.45 ist, dass die maximale
Amplitude der Auslenkung in der Mitte der Leiterbahn größer ist, als die entsprechende
Auslenkung im Film. So findet sich eine maximale Auslenkungsamplitude von mz ≈
19000A/m in der Leiterbahn und dementsprechend nur mz ≈ 14000A/m im Film,
obwohl beide Systeme die gleiche Höhe (20nm) aufweisen.
Die Erklärung dazu liefert eine Betrachtung der Komponente Nz des Entmagnetisie-
rungstensors. Für den unendlich ausgedehnten Film findet sich Nz = 1 bzw. anhand von
Gleichung (2.36) folgt für die beiden übrigen Komponenten Nx = 0 und Ny = 0. Sobald
jedoch eine Strukturierung des Filmes vorgenommen wird, z.B. indem man aus dem Film
eine Leiterbahn hergestellt, verändern sich die Komponenten des Entmagnetisierungs-
tensors. Da nun keine Dimension des System mehr unendlich ausgedehnt ist, resultiert
daraus Nx > 0 und Ny > 0. Weiterhin muss der Zusammenhang Nx + Ny + Nz = 1
erfüllt sein, wodurch ersichtlich ist, dass für ein strukturiertes System Nz < 1 gilt.
Eine direkte Konsequenz aus diese Tatsache ist, dass bei gleicher Auslenkung der
Magnetisierung in z-Richtung mz, die Stärke des Entmagnetisierungsfeldes innerhalb
einer Leiterbahn geringer ist, als in einem entsprechenden Film. Das heißt, zum Erzeugen
des Entmagnetisierungsfeldes der Leiterbahn ist weniger Energie erforderlich.
Umgekehrt bedeutet dies für eine festgelegte Anregungsenergie, dass die Auslenkung
der Magnetisierung der Leiterbahn größer ist, als die im Film. Genau dieser Effekt
lässt sich in Abb. 4.45 beobachten. Um einen weiteren Hinweis für die Gültigkeit
diese Annahme zu erhalten, sind zusätzliche Simulationen druchgeführt worden. Als
einziger Parameter wurde die Leiterbahnbreite variiert. Es ist zu erwarten, dass sich
das Auslenkungsverhalten umso mehr an den unendlich ausgedehnten Film angleicht, je
größer die Breite der Leiterbahn ist. Für jede Breite des Systems ist ein Querschnitt das
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System durchgeführt worden, während die quasi-uniforme Mode (bei einer Frequenz von
10GHz) angeregt ist. Es sind die Breiten 5µm, 10µm, 25µm, 100µm simuliert worden,
wobei durch die Variation der Breite auch die externen Felder entsprechend verändert
werden mussten, um die quasi-uniforme Mode anzuregen. Somit sind mit zunehmender
Breite die folgenden Feldwerte gewählt worden 95mT , 97mT , 98mT , 99mT . Um
die Punktdichte der Querschnitte zu erhöhen, ist die Leiterbahnbreite in 500 Zellen
unterteilt worden, im Gegensatz zu den vorherigen 50 Zellen. Des Weiteren ist nun die
Auslenkung mz über die Zellennummer aufgetragen, damit sich alle Querschnitte in
einem Diagramm darstellen lassen.
Abbildung 4.46: Das Diagramm zeigt Querschnitte durch unterschiedlich breite Leiterbahnen.
Zum Zeitpunkt des Querschnittes ist in allen Systemen die quasi-uniforme Mode angregt
und das System befindet sich am Punkt der maximalen Auslenkung der Magnetisierung. Um
für die Darstellung die Genauigkeit zu erhöhen, sind hier 500 Zellen als Leiterbahnbreite
gewählt worden. Es ist deutlich zu erkennen, dass mit zunehmender Breite das System sich
der Auslenkung eines unendlich ausgedehnten Films annähert.
Vergleicht man den Querschnitt der 100µm breiten Leiterbahn (schwarze Quadrate)
mit dem des Filmes (rote Quadrate) ist deutlich ein Bereich zu erkennen, in dem
sich die Leiterbahn wie der Film verhält (sowohl was die Form der Kurve, als auch
der Betrag der Amplitude mz). Dies unterstützt die vorherige Annahme, da sich mit
zunehmender Leiterbahnbreite auch Nz vergrößert und somit die Struktur filmähnlicher
wird. Es ist jedoch überraschend, dass schon bei einer Breite von 25µm ein Verhalten
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gefunden wird, welches nicht mit dem Anregungsprofil einer uniformen Anregung
vergleichbar ist. Diese Breite entspricht scheinbar einem Übergangsbereich, in welchem
die Anregungsmode weder einer uniformen Anregung ähnlich ist, noch mittels einer
Sinusfunktion sinnvoll beschreiben werden kann.
Zusammenfassend lässt sich feststellen, dass in diesem Abschnitt die Unterschiede
zwischen einer uniformer Anregung (in Filmen) und einer quasi-uniformer Anregung (in
strukturierten Systemen) gezeigt worden sind. Des Weiteren wurde das Modenprofil ei-
ner quasi-uniformen Anregung analysiert und dessen physikalische Ursprünge diskutiert.
Es sind Modell entwickelt worden, um den Verlauf des Modenprofils zu beschreiben.
4.5.2.2 Analyse mittels der Kittelgleichung
Am Beispiel des unendlich ausgedehnten Films (Abschnitt 4.5.1) konnte demonstriert
werden, dass es durchaus möglich ist, den aus OOMMF berechneten Modenverlauf der
uniformen Anregung mit Hilfe der Kittelgleichung zu beschreiben. Da im vorherigen
Abschnitt gezeigt werden konnte, dass ein Unterschied zwischen der quasi-uniforme
Anregung bzw. der uniformen Anregung besteht, stellt sich die Frage, ob die Kittelglei-
chung zur Vorhersage des Modenverlaufes in einer Leiterbahn verwendet werden kann.
Zur Lösung dieser Kittelgleichung (4.14) werden die Entmagnetisierungsfaktoren
der Leiterbahn benötigt. Ausgehend davon, dass sich die Leiterbahn als ein elongier-
ter Rotationsellipsoid nähern lässt und die Magnetisierung durch einen Makrospin
beschrieben werden kann, finden sich die Faktoren (siehe Abschnitt 4.4.2).
Nx = 1.55 · 10−5 Ny = 0.0196 Nz = 0.9803
Für dieses System weisen alle drei Entmagnetisierungsfaktoren einen Wert ungleich 0
auf. Werden diese Entmagnetisierungsfaktoren in die Kittelgleichung (4.14) eingesetzt,
dann erhält man eine Resonanzfrequenz ungleich 0GHz, obwohl kein externes Feld
Bext = 0mT an der Leiterbahn anliegt. Für die vorliegenden Werte bedeutet dies,
dass nur durch die Formanisotropie der Makrospin (für die Kittelgleichung wird das
Makrospinmodell benötigt) mit einer Eigenfrequenz von f ≈ 4.3GHz zur Präzession
angeregt werden kann.
Dieses Verhalten unterscheidet sich deutlich zu dem des unendlich ausgedehnten Films,
wie es in Abschnitt 4.5.1 beschrieben worden ist. Dort konnte gezeigt werden, dass für
Bext → 0mT auch f → 0Hz gilt. Um dieses Verhalten des Films zu beschreiben, wurde
dort ein Modell vorgestellt, dass die Elliptizität der Präzessionsbewegung beachtet.
Zur Erinnerung folgt eine kurze Wiederholung. Präzediert die Magnetisierung eines
Films, beinhaltet die Präzessionsbewegung immer mindestens eine Komponente in
der Filmebene. Da in der Filmebene kein Entmagnetisierungsfeld erzeugt wird, ist die
Auslenkung der Magnetisierung in der Ebene ausschließlich durch das externe Feld
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beschränkt. Wird das externe Feld kleiner, nimmt die Elliptizität zu und die für die
Anregung benötigte Energie ab.
Im Fall des Leiterbahnsystems ändert sich diese Tatsache dadurch, dass Ny 6=
0 ist. Es wird daher also sowohl für die Auslenkung der Magnetisierung in z, als
auch in y-Richtung ein Entmagnetisierungsfeld aufgebaut, für welches eine gewisse
Energie benötigt wird. Somit ist auch ohne die Anwesenheit eines externen Feldes die
Präzessionsellipse begrenzt. Befindet sich das System im Zustand der Präzession, muss
in dieser Bewegung die Energie vorhanden sein, um diese Entmagnetisierungsfelder
aufzubauen bzw. dem System muss diese Energie zugeführt werden, um präzedieren zu
können. Aus diesem Grund tritt die quasi-uniforme Mode der Leiterbahn ohne externes
Feld bei f ≈ 4.3GHz auf. Für den Fall Bext > 0mT findet sich, mit der zum Film
analogen Begründung, ein kontinuierlicher Anstieg der Präzessionsfrequenz (Energie).
Abbildung 4.47: Die grünen Punkte geben die Resonanzposition der quasi-uniformen Mode
an und die rote bzw. blaue Kurve sind mittels der Kittelgleichung berechnet worden. Wobei
die Entmagnetisierungsfaktoren zum einen der realen Leiterbahnbreite von 1µm entsprechen
(rot) und zum anderen eine effektive Leiterbahnbreite von 0.86µm gewählt wurde (blau). Zur
Berechnung wurde in beiden Fällen die quaderförmige Leiterbahn als ein Rotationsellipsoid
angenähert, wie es im Inset angedeutet ist.
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Für die Analyse sind zunächst die Resonanzpositionen der quasi uniformen Mode
aus der Dispersionsrelation bestimmt worden, diese sind mit den grünen Punkten in
Abb. 4.47 markiert. Durch die Bestimmung der Entmagnetisierungsfaktoren sind alle
Parameter der Kittelgleichung bekannt. Daher lässt sich der vorhergesagte Verlauf der
Resonanzposition der quasi-uniformen Mode berechnen. Dieser ist in Abb. 4.47 mittels
der roten Kurve dargestellt. Es ist eine deutliche Abweichung gegenüber den grünen
Punkten zu erkennen, daher wurde eine weitere Anpassung durchgeführt.
Im Abschnitt 2.6.1.1 über die Entmagnetisierungsfaktoren eines Quaders ist gezeigt
worden, dass in einer Leiterbahn die Beträge der jeweiligen Entmagntisierungsfaktoren
nicht konstant sind. Vielmehr konnte festgestellt werden, dass sie lokal variieren. Dies
hat schon bei der Beschreibung der quasi-uniformen Anregung in Abschnitt 4.5.2.1
dazu geführt, dass die Zellen am Rand der Leiterbahn ein anderes Verhalten aufweisen.
Durch ihre Präzessionsbewegung erzeugen sie zusätzliche Entmagnetisierungsfelder.
Um die Kittelgleichung jedoch anwenden zu dürfen, wird das Makrospinmodell be-
nötigt. Das heißt, jede Zelle muss dem selben effektiven Feld unterliegen, um sie zu
einem Makrospin zusammenfassen zu können. Streng genommen wird diese Bedingung
nirgendwo in der Leiterbahn erfüllt, allerdings lässt sich im Verlauf der Entmagne-
tisierungsfaktoren in Abb. 2.8 b. erkennen, dass diese näherungsweise im mittleren
Bereich der Leiterbahn konstant sind. Die Präzessionsbewegung der Magnetisierung in
den Zellen erzeugt in diesem Bereich nahezu die gleichen Entmagnetisierungsfelder, so
dass sich diese im Makrospinmodell beschreiben lassen. Dies führt zu einer effektiven
Leiterbahnbreite, die kleiner ist als die physische Breite von 1µm. An sich müsste
auch eine effektive Leiterbahnlänge eingeführt werden, da z.B. in Abb. 4.28 zu sehen
ist, dass die Leiterbahnenden ebenfalls keine Anregung erfahren. Allerdings sind die
Beträge von Nx (dem entsprechenden Entmagnetisierungsfaktor) so gering, dass dies
keine sichtbaren Auswirkungen haben sollte, daher ist davon abgesehen worden.
Wird die effektive Breite auf einen Wert von 0.86µm reduziert, was einer Reduktion
um 14 % entspricht (die übrigen Dimensionen bleiben mit x = 78µm und z = 20nm
unverändert), führt dies zu den folgenden Entmagnetisierungsfaktoren.
Nx = 1.38 · 10−5 Ny = 0.0227 Nz = 0.9773
Der Betrag der Reduktion basiert auf einem willkürlichen empirischen Wert und unter-
liegt im Rahmen dieser Arbeit keiner gesetzmäßigkeit. Um die Reduktion zu ermitteln,
sind die Ergebnisse für unterschiedliche Breiten mit den Resonanzpositionen aus der
Dispersionsrelation verglichen worden. Die beste Anpassung an die Resonanzpositionen
konnte mit der Breite von 0.86µm erzielt werden. Aus den daraus bestimmten Entma-
gnetisierungsfaktoren resultiert mittels der Kittelgleichung der blaue Kurvenverlauf in
Abb. 4.47.
Abschließend lässt sich daher festhalten, dass es durchaus möglich ist das Verhalten
der quasi-uniformen Mode, die in magnetisch leichter Richtung auftritt, mit Hilfe der
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Kittelgleichung wiederzugeben. Diese Gleichung Obwohl das System nicht die Voraus-
setzung erfüllt, dass die Magnetisierung als ein Makrospin beschrieben werden kann.
Damit dieser Bedingung zumindest näherungsweise entsprochen wird, muss dafür eine
reduzierte, effektive Leiterbahnbreite eingeführt werden.
4.5.2.3 Ermittlung des Dämpfungsparameters α
Wie schon beim unendlich ausgedehnten Film, lässt sich auch für das Leiterbahnsys-
tem eine Analyse des Dämpfungsverhaltens durchführen. Dazu wurde zunächst die
Linienbreite der quasi-uniformen Mode mit Hilfe einer Lorentzfunktion bestimmt. In
Abschnitt 4.5.1 konnte gezeigt werden, dass die berechnete Dämpfung genau dem, in
die Simulation eingegebenen, Dämpfungsfaktor α = 0.007 entsprochen hat. Für die
Berechnung der Dispersionsrelation der Leiterbahn ist dieser Dämpfungsfaktor nicht
verändert worden. Jedoch ist die ermittelte Linienbreite der Leiterbahn im Vergleich
zum Film vergrößert, wie anhand von Abb. 4.48 a. zu erkennen ist. Dort lässt sich
feststellen, dass die Leiterbahn über den gesamten Frequenzbereich eine größere Linien-
breite aufweist. Im Weiteren ist untersucht worden, ob dieser Unterschied durch einen
anderen Dämpfungsfaktor beschrieben werden kann, oder ob es sich ausschließlich um
eine konstante Linienverbreiterung handelt. Für die gesamte Analyse sind die Resonanz-
feldpositionen bei Frequenzen unterhalb von 5GHz vernachlässigt worden. Für diese
Frequenzen befinden sich die Resonanzfeldposition nahe dem Nullfeld (Bext ≈ 0mT ),
wodurch ein Teil der jeweiligen Resonanzkurven bei Bext = 0mT abgeschnitten worden
ist. Dies erhöht den Fehler in der Anpassung dieser Kurven mit einer Lorentzfunktion.
Ein Weitere Grund für die Vernachlässigung ist, dass gerade zu Beginn einer Simulati-
on noch durchaus Fehler auffreten können, weil sich das System noch nicht in einem
dynamischen Gleichgewichtszustand befindet (siehe Abschnitt 4.4.1).
Um aus dem Verlauf der Linienbreite den Dämpfungsfaktor zu bestimmen, ist
Gleichung (4.16) verwendet worden. Zunächst sind in diese Gleichung die folgenden
Werte eingesetzt worden α = 0.007, g = 2.12 und 4B0 = 0mT . Dabei sind α und g als
Parameter für die Simulation vorgegeben worden (siehe Abschnitt 4.5.2) und4B0 wurde
dem Ergebnis aus Abschnitt 4.5.1 entnommen. Die blauen Linie in Abb. 4.48 b. gibt
den zu erwartenden Verlauf der Linienbreite wieder. Es ist deutlich zu erkennen, dass
die Kurve im gesamten Frequenzbereich unterhalb der Linienbreite verläuft (schwarze
Punkte), die aus der Dispersionsrelation bestimmt worden ist. Um die Qualität der
Anpassung zu verbessern, sind sowohl α als auch 4B0 als freie Parameter gewählt
worden. Wird nun mittels des Programms Origin nach der besten Anpassung gesucht,
dann finden sich die Werte α = 0.007± 4.1 · 10−6 und 4B0 = 4 · 10−5 ± 1.3 · 10−6mT .
Der Verlauf dieser Anpassung ist in Abb. 4.48 b. als grüne Kurve gezeigt.
Der Wert von α entspricht nahezu dem eingegebenen Wert, wobei die Abweichungen
vermutlich auf Feldschrittweite von 1mT zurückgeführt werden kann. Somit lässt sich
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das unterschiedliche Verhalten der Linienbreiten von Film und Leiterbahn durch eine
Erhöhung von 4B0 erklären. Die zusätzlichen Ränder der Leiterbahn wirken also als
eine frequenzunabhängige Störung, die in das System eingebracht wird. Die intrinsische
Dämpfung α wird in dieser Geometrie jedoch nicht durch die Strukturierung beeinflusst.
4.5.2.4 Vergleich der Simulationsergebnisse mit experimentellen Daten
Die gezeigten Simulationen beziehen sich ausschließlich auf eine einzelne Permalloy-
Leiterbahn. Um die Ergebnisse der Simulationen mit einer Messung vergleichen zu
können, wird daher ein Verfahren benötigt, welches die Möglichkeit bietet, nur eine
isolierte Leiterbahn zu untersuchen. Des Weiteren sollte dieses Messverfahren auch eine
frequenzabhängige Untersuchung zulassen, damit eine Dispersionsrelation bestimmt
werden kann.
Aus diesem Grunde ist die in Abschnitt 3.1 vorgestellte Messgeometrie entwickelt
worden. Dort wird die Präzessionsbewegung der angeregten Magnetisierung mittels einer,
durch den AMR-Effektes hervorgerufenen, elektrischen Widerstandsänderung detektiert.
Alle gezeigten Messungen sind im Rahmen einer Kooperation an der University of
California in Irvine von Zheng Duan durchgeführt worden.
An dieser Stelle sei nur kurz auf die Entstehung des Messsignals eingegangen. Für eine
ausführliche Beschreibung des experimentellen Aufbaus wird auf die der Doktorarbeit
von Nathalie Reckers [Rec13] verwiesen. Die folgende Abbildung zeigt als Beispiel
eine Spannungsmessung der Leiterbahn bei einer konstanten Mikrowellenfrequenz von
10GHz über einem Feldbereich von 0mT bis 350mT .
Die Leiterbahn ist an einer Konstantstromquelle angeschlossen, so dass während der
gesamten Messdauer der Strom I durch die Leiterbahn fließt. Mittels Lock-In Technik
wird die abfallende Spannung U über der Leiterbahn detektiert. Dabei ist die, für
die Lock-In Technik benötigte, Referenzfrequenz durch eine Modulation der Mikro-
wellenamplitude vorgegeben. Somit kann sichergestellt werden, dass nur Spannungen
gemessen werden, die die gleiche zeitliche Modulation aufweisen, wie die Mikrowellen.
Die Leiterbahn befindet sich innerhalb eines Magnetspaltes, so dass sich die Spannung
als Funktion eines extern angelegten Feld bestimmen lässt.
Ist die Magnetisierung der Leiterbahn nicht im resonanten Zustand, sind Strom und
Magnetisierung parallel zueinander ausgerichtet, so dass es auf Grund des AMR-Effektes
(siehe Abschnitt 2.8) der elektrische Widerstand der Leiterbahn einen maximalen
Wert annimmt. Wird die Magnetisierung jedoch zu einer Präzession angeregt, dann
verkürzt sich deren Projektion m‖ auf die parallele Orientierung bzw. es entsteht eine
Komponente senkrecht drauf m⊥. Dies führt zu einer Reduktion des Widerstandes der
Leiterbahn und da mittels eines konstanten Stroms gemessen wird, reduziert sich die
detektierte Spannung. Dies führt zu den beiden Resonanzsignalen, die in Abb. 4.49 mit
den Zahlen 1 und 2 markiert worden sind.
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Abbildung 4.48: In a. ist die, durch eine Lorentzfunktion ermittelte, halbe Linienbreite des
Resonanzpeaks über die Frequenz der Anregung aufgetragen. Es wird dabei das Verhalten
der Leiterbahn (schwarze) mit dem des unendlich ausgedehnten Films (rot) verglichen.
Um das unterschiedliche Verhalten weiter zu analysieren, wurde in b. eine Anpassung der
Linienbreite der Leiterbahn mit Gleichung (4.16) vorgenommen. Dabei sind zum einen
feste Parameter vorgegeben worden (blaue Linie) und zum anderen ist mittels Origin eine
Anpassung durchgeführt worden, für die α und 4B0 als freie Parameter gewählt worden sind
(grüne Linie).
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Für die Messung einer Dispersionsrelation ist die Leiterbahn mit unterschiedlichen
Mikrowellenfrequenzen angeregt worden, wobei während solch einer Messreihe durchaus
verschiedene Spannungswerte (Offset) für den nicht resonanten Zustand bestimmt
worden sind. Um trotzdem alle gemessenen frequenzabhängigen Spektren in einem
Diagramm abbilden zu können und dadurch den Vergleich zur Simulation zu erleichtern,
sind die Spektren auf den Bereich von 0 bis 1 normiert worden. Die so normierten
Spektren sind mittels einer schwarz/weiß Darstellung in Abb. 4.51 gezeigt.
Während der Analyse sind nicht nur die Spektren normiert worden, sondern es
wurden ebenfalls die Resonanzpositionen aus jedem Spektrum ermittelt. Dafür ist nicht
nur die sehr offensichtliche Resonanz (in Abb. 4.49 mit 2 markiert) berücksichtigt
worden, sondern auch die wesentlich schwächer ausgeprägte Resonanz (in Abb. 4.49
mit 1 markiert). Die Positionen sind als rote / grüne Punkte in der schwarz/weiß
Darstellung eingetragen worden.
Abbildung 4.49: Ein gemessenes FMR-Spektrum der in Abschnitt 3.1 vorgestellten Permallo-
Leiterbahn. Das Spektrum wurde bei einer Mikrowellenfrequenz von 10GHz erstellt. Durch
die Zahlen sind die Resonanzpositionen markiert worden. Die Insets sollen schematisch ver-
deutlichen, auf welche Weise die detektierte Spannung durch die Dynamik der Magnetisierung
beeinflusst wird.
Einen Hinweis darauf, um welche Art von Anregungen es sich bei den gemessen
Moden handelt, liefert die berechnete Dispersionsrelation des Systems. Diese ist in
Abschnitt 4.5.2 unter Abb. 4.44 a. zu finden. Die dort vorkommenden Anregungsmo-
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den konnten eindeutig identifiziert werden. Deshalb ist deren Verlauf zusätzlich als
türkise/magenta Linie in der gemessenen Dispersionsrelation eingefügt worden. Mittels
des so geschaffenen Vergleichs, sind den gemessen Anregungsmoden die entsprechenden
Bezeichungen zugewiesen worden.
Es zeigt sich, dass zwischen der berechneten und gemessen Resonanzpositionen der
quasi-uniformen Mode nur ein abweichendes Steigungsverhalten des Modenverlaufes
existiert. Bei niedrigen Frequenzen (z.B. 5GHz) befindet sich die Resonanzposition
der Simulation bei höheren Feldern und umgekehrt. Die genaue Ursache für diese
Abweichungen ist im Rahmen dieser Arbeit nicht geklärt worden. Im Weiteren können
daher nur Vermutungen angestellt werden, was zu dieser Art der Abweichung führen
kann.
Ein Unterschied im Steigungsverhalten könnte dadurch bedingt sein, dass sich die
reale Probe durch eine andere Magnetisierung oder g-Faktor gegenüber der Simula-
tion auszeichnet. Da die beiden Größen für die Probe nie explizit bestimmt worden
sind, wurden für diese Volumenwerte angenommen (siehe Abschnitt 4.5.2). Um die
Abhängigkeit des Modenverlaufes von diesen beiden Größen zu überprüfen, ist die
Kittelgleichung verwendet worden. Wie in Abschnitt 4.5.2.2 gezeigt, lässt sich mittels
dieser Gleichung der Verlauf der quasi uniformen Anregung vorhersagen, insofern eine
effektive Leiterbahnbreite angenommen wird. Somit sind für die Entmagnetisierungs-
faktoren die Werte verwendet worden, die durch eine effektive Breite von 0.86µm
vorgegeben sind. Mittels Origin wurde die Magnetisierung und der g-Faktor variiert,
um die beste Anpassung an die Datenpunkte zu erreichen.
Die beste Anpassung stellt die rote Kurve in Abb. 4.50 dar, es findet sich eine Magne-
tisierung von 829419A/m, wobei deren Fehlerbereich ±1268A/m durchaus den, in der
Simulation angenommenen, Wert von 830000A/m einschließt. Allerdings muss für die
Anpassung, bezogen auf die Simulation, ein um 3.5 % reduzierter g-Faktor angenommen
werden. Statt g = 2.12, wie es in der Simulation verwendet worden ist, lässt sich der
Modenverlauf besser mit g = 2.045 beschreiben. Dies ist in sofern ungewöhnlich, da der
g-Faktor für reines Fe bzw. Ni in der Literatur mit g = 2.09 bzw. g = 2.2 angegeben
wird [Bon86] und somit das gefundene g = 2.045 außerhalb dieses Bereiches liegt. Je-
doch gilt für die Literaturangaben, dass sie an volumenartigen (die Grenzflächen sind
zu vernachlässigen) Proben bestimmt worden sind. Neuere Arbeiten zeigen, dass an
dünnen abgedeckten Permalloyfilmen durchaus ein reduzierter g-Faktor gemessen wer-
den kann, da die Wechselwirkungen an den Grenzflächen nicht mehr zu vernachlässigen
sind [Nib03]. Die untersuchten Permalloydrähte besitzen sowohl eine Grenzfläche zum
GaAs-Substrat, als auch eine weitere zur Pt Abdeckschicht. Ohne genauer auf die kon-
kreten Einflüsse der Grenzflächen einzugehen, könnten diese dafür verantwortlich sein,
dass für die Anpassung an die gemessen Resonanzpositionen ein reduzierter g-Faktor
benötigt wird. Um einen eindeutigen Hinweis für diese Behauptung zu erlangen, müsste
man in zukünftigen Messungen zwingend die Magnetisierung bestimmen (um diese als
freien Parameter auszuschließen) und die Dicke des Permalloydrahtes variieren.
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Auf Grund der Geometrie der realen Probe lässt sich unmöglich sagen, in wie weit
die effektive Leiterbahnbreite von 0.86µm (diese Breite entstammt aus dem idealen
System der Simulation) gerechtfertigt ist. Eine AFM-Aufnahme der Leiterbahn (siehe
Abschnitt 4.5.3.4) zeigt deutlich, dass die Probe an den Randbereichen stark gestört ist.
Abbildung 4.50: Die grünen Punkte markieren die Resonanzposition der gemessenen quasi-
uniformen Mode. Der Modenverlauf ist mit Hilfe der Kittelgleichung angepaßt worden, wobei
dafür die Entmagnetisierungsfaktoren für eine effektive Leiterbahnbreite von 0.86µm (rot)
bzw. 0.74µm (blau) vorgegeben worden sind. Als freie Parameter dienen die Magnetisierung
und der g-Faktors. Um die beiden Kurvenverläufe besser unterscheiden zu können sind
unterschiedliche Strichbreiten verwendet worden.
Da die vorherige Annahme für die effektive Leiterbahnbreite von einem völlig un-
gestörten System ausgeht, scheint es plausibel, dass diese für das reale System noch
weiter reduziert sein könnte. Wird z.B. eine Breite von 0.74µm angenommen und die
entsprechenden Entmagnetisierungsfaktoren berechnet, resultiert dies in der blauen
Kurve in Abb. 4.50. Für diese Anpassung ist der g-Faktor mit g = 2.127 in einem
plausibelen Bereich. Jedoch muss nun eine reduzierte Magnetisierung von 752639A/m
angenommen werden. Somit weicht die Magnetisierung um ≈ 10 % von dem in der
Simulation angenommen Wert ab. Diese Abweichung könnte durch eine Variation in
der Konzentration des Permalloy hervorgerufen werden. In der Literatur findet sich
für diesen Wert der Magnetisierung z.B. ein erhöhter Nickelanteil von ≈ 86 % [Bon05].
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Mittels einer EDX-Messung (siehe Abschnitt 4.1.2) würde sich die Nickelkonzentration
der Leiterbahn bestimmen lassen, jedoch ist diese Art der Messung nicht durchgeführt
worden, womit sich auch diese Annahme nicht weiter bestätigen lässt.
Abbildung 4.51: Es ist die gemessene Dispersionsrelation in einer schwarz/weiß Darstellung
abgebildet. Die roten/grünen Punkte markieren gemessene Resonanzpositionen. Im Vergleich
dazu sind durch die türkise/magenta Linie die aus der Simulation bestimmten Resonanzposi-
tionen der quasi-uniformen Mode und einer Spinwellen hinzugefügt worden.
Betrachtet man nun die Verläufe der Spinwellenanregung in Abb. 4.51, unterscheiden
sich diese nicht nur durch eine andere Steigung, sondern die simulierte Spinwelle tritt
für jeden Feldwert bei einer höheren Frequenz auf. Allerdings stimmt der qualitative
Verlauf zwischen Messung und Simulation überein. Außerdem zeigt die Simulation,
dass in diesem System keine weitere Art der Anregung vorkommt, so dass es sich bei
der gemessenen Anregung höchstwahrscheinlich um eine dipolar gekoppelte stehende
Spinwelle handelt. Eine Erklärung dafür, weshalb die Abweichung zwischen Simulation
und Messung für die Spinwellen deutlich größer ist, als für die quasi-uniforme Mode ist
wahrscheinlich ebenfalls in der Geometrie der realen Probe zu finden. In der Simulation
wird die Leiterbahn durch einen Quader dargestellt, wobei dessen Ränder perfekt
sind. Wie jedoch durch die AFM-Aufnahme deutlich geworden ist, sind gerade die
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Randbereiche stark gestört. Da die quasi-uniforme Mode eine Volumenanregung ist,
wirken sich Störungen der Ränder auf diese Mode weniger stark aus. Im Gegensatz dazu
werden die stehenden Spinwellen über die Ränder definiert, indem geforder wird, dass
dort ein Knotenpunkt der Welle vorliegt.. Daher ist der Einfluss der Randstörungen
auf die Spinwellen größer als auf die quasi uniforme Mode.
Trotz der vorhanden Abweichungen zeigt dieser Abschnitt, dass es eine qualitative
Übereinstimmung zwischen Simulation und Experimente besteht. So lassen sich die
auftretenden Anregungsmoden mittels der Simulation identifizieren und deren Verhalten
kann beschrieben werden. Des Weiteren hat das Verständnis der Simulation dazu
geführt, dass Rückschlüsse auf die Bestimmung des g-Faktors bzw. der Magnetisierung
der realen Probe gemacht werden können, wobei eine konkrete Aussage über dessen
Wert ohne weitere Messungen nicht möglich ist.
4.5.3 Dispersionsrelation einer Permalloy-Leiterbahn in magnetisch
schwerer Richtung
Wurden im vorherigen Abschnitt 4.5.2 die Anregungsmoden der ferromagnetischen
Resonanz einer Permalloy-Leiterbahn in magnetisch leichter Richtung diskutiert, be-
handelt dieser Abschnitt die Anregungsmoden dieses Systems in magnetisch schwerer
Richtung. An dieser Stelle sei darauf hingewiesen, dass sich im Weiteren der Ausdruck
magnetisch schwere Richtung nur auf die x-y-Ebene der Leiterbahn bezieht. Da die
Höhe der Leiterbahn mit z = 20nm die kleinste Dimension des Systems darstellt, ist
streng genommen dies die magnetisch schwere Richtung. In z-Richtung liegt jedoch für
nahezu alle Simulationen das Hochfrequenzfeld an, wodurch ein externes Feld in dieser
Richtung nicht zu den gewünschten Anregungen führt.
Durch die Wahl des Koordinatensystems ist die x-Richtung für das behandelte Sys-
tem als magnetisch leichte Richtung definiert worden. Folglich wird in diesem Abschnitt
der Begriff der magnetisch schweren Richtung ausschließlich für eine Orientierung in
y-Richtung verwendet. Die Parameter für die Simulation der Dispersionsrelation sind
gegenüber der leichten Richtung nicht verändert worden. Aus Gründen der Vollständig-
keit werden sie noch mal aufgeführt.
1. Die Sättigungsmagnetisierung Ms = 830 kA/m
2. Die Austauschkonstante A = 1.3 · 10−11 J/m
3. Der gyromagnetische Faktor g = 2.12
4. Dämpfungsparameter α = 0.007
5. Abbruchzeit 6.25ns
6. Bereich des externen Feldes 0→ 400mT in 1mT Schritten
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7. Bereich des Hochfrequenzfeldes 2→ 24.4GHz in 200MHz Schritten
Mit diesen Parametern sind unterschiedliche Dispersionsrelationen berechnet worden,
die sich in der Breite (y-Dimension) der Leiterbahn unterscheiden. Zum einen ist die
schon bekannte Leiterbahn mit 78·1·0.02µm3 berechnet worden und zum anderen wurde
die Breite von 1µm auf 0.3µm reduziert. Im Weiteren wird allerdings ausschließlich
die 1µm breite Leiterbahn diskutiert, da für diesen experimentelle FMR-Messungen
existieren, mit denen die Simulation verglichen werden kann. Die Simulationsergebnisse
der dünneren Leiterbahn werden im Anhang 6.23 vorgestellt. Die Abb. 4.53 a. zeigt
die berechnete Dispersionsrelation der Leiterbahn in magnetisch schwerer Richtung.
Es sind wesentlich mehr Anregungsmoden des Systems zu erkennen, als zuvor in der
magnetisch leichten Richtung. In der Literatur lassen sich ähnliche Dispersionsrelationen
für diese Art der Feldgeometrie finden [McM06], wobei dort hauptsächlich auf den
Ursprung von Randanregungen eingegangen wird. Im Unterschied dazu werden in
diesem Abschnitt das Verhalten bzw. der Ursprung aller Anregungsmoden untersucht.
Um die Übersichtlichkeit zu wahren, werden dazu nach einander ausgewählte Bereiche
diskutiert. Alle Ausschnitte von Momentaufnahmen, die in diesem Abschnitt gezeigt
werden, geben den Zustand der Zellen in der Mitte der Leiterbahn wieder. Somit sind die
Enden der Leiterbahn in x-Richtung ≈ 38.5µm entfernt, wodurch deren Einflüsse für
die folgende Diskussion zu vernachlässigen sind. Im Weiteren werden daher als Ränder
die Enden der Leiterbahnen in y-Richtung bezeichnet, welche in den Ausschnitten
immer mit einem schwarzen Strich gekennzeichnet sind.
Abbildung 4.52: Es ist schematisch der Bereich der Leiterbahn gezeigt, der für alle folgenden
Momentaufnahmen des Systems abgebildet wird.
Die Dimensionen der Ausschnitte entsprechend stets 0.942 · 1µm2, so dass die volle
Breite der Leiterbahn abgebildet wird. Die Leiterbahnbreite setzt sich aus 50 Zellen
zusammen, weshalb aus Gründen der Übersichtlichkeit nicht jede Zelle graphisch
mit einem Richtungspfeil der Magnetisierung versehen werden kann. Das heißt, in
den Momentaufnahmen werden immer eine reduzierte Anzahl von Zellen mittels
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Pfeildarstellung wiedergegeben. Dies ist z.B. in Abb. 4.52 gezeigt, dort sind über die
gesamte Leiterbahnbreite, anstatt der tatsächlich vorhandenen 50 Pfeile, nur 10 sichtbar.
Dabei entspricht die Ausrichtung der sichtbaren Pfeile immer einem Mittelwert, der aus
einem Zellenblock berechnet wird. Da die Pfeildarstellung um den Faktor 5 reduziert
worden ist, besteht in diesem Fall ein Zellenblock aus 5 · 5 Zellen. Im Gegensatz dazu
ist in der farbcodierten Darstellung der Zellen keine Reduktion vorgenommen worden,
somit sind dort immer die entsprechenden Informationen aller Zelle des Ausschnittes
abgebildet.
4.5.3.1 Nicht ausgerichtete Anregungsmoden
Zunächst werden die Anregungen betrachtet, die im Fall Bext = 0mT auftreten (blaue
Linie in der Dispersionsrelation). Somit existiert physikalisch kein Unterschied zum
entsprechenden Bereich in der Dispersionsrelation der magnetisch leichten Richtung.
In beiden Fällen ist ausschließlich die Formanisotropie dafür verantwortlich, dass eine
Resonanzfrequenz f 6= 0Hz auftritt (siehe Abschnitt 4.5.2.2). Die in Abb. 4.53 b.
dargestellten Momentaufnahmen zeigen die Konfiguration des System für die, mit den
Zahlen markierten, Frequenzen. Die Anregungen 2 und 3 sind in der Dispersionsre-
lation nur sehr schwer sichtbar. Diese Anregungen lassen sich auf Grund von einer
kontrasterhöhten Darstellung in Abb. 4.53 c. besser erkennen. Dem entsprechend ist
zwar in den Momentaufnahmen immer die mz-Komponente farbcodiert worden, aber
es wurden unterschiedliche Kontraste gewählt, wesehlab die abgebildeten Intensitäten
nicht vergleichbar sind. Wie zu erwarten war, entspricht die Zellenkonfiguration in den
Momentaufnahmen exakt den Anregungen, die schon zuvor in Abschnitt 4.5.2 über
die Dispersionsrelation in leichter Richtung (Abb. 4.44) diskutiert worden sind. So-
mit lassen sich die Moden als quasi-uniforme Anregung (1) und longitudinale, dipolar
gekoppelte Spinwellen (2, 3) identifizieren.
Sobald jedoch das externe Feld Werte Bext > 0mT annimmt, unterscheidet sich
der Verlauf der Anregungsmoden in den Dispersionsrelationen. Um dies im Weiteren
genauer zu analysieren, ist der in Abb. 4.53 a. grün umrandete Bereich in Abb. 4.53
c. vergrößert dargestellt, wobei zusätzlich in rot die Verläufe der Anregungsmoden in
leichter Richtung eingefügt worden sind (diese stammen aus der vorherigen Simulation).
Für den Verlauf der Resonanzfeldposition in leichter Richtung findet sich, wie zuvor
diskutiert (siehe Abschnitt 4.5.2.2), bei steigenden externen Feld auch eine dem entspre-
chende höhere Präzessionsfrequenz. Also steigt auch die, in der Präzessionsbewegung
enthaltene, Energie an.
Im Gegensatz dazu lässt sich zunächst (im Bereich Bext = 0 →≈ 21mT ) ein
fallender Verlauf der Resonanzfeldposition (siehe Abb. 4.53 c.) in schwerer Richtung
feststellen. Bezogen auf den Anfangspunkt bei f = 4.6GHz und Bext = 0mT wird die
Präzessionsfrequenz der quasi-uniformen Mode mit steigendem externen Feld geringer.
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Abbildung 4.53: In a. ist die simulierte Dispersionsrelation der Permalloy-Leiterbahn (78 · 1 ·
0.02µm3) in magnetisch schwerer Richtung dargestellt. Zunächst werden die Anregungsmoden
diskutiert, die für Bext = 0mT (blaue Linie) auftreten. Die Momentaufnahmen in b. zeigen
Ausschnitte aus der Konfiguration des System für die, mit Zahlen markierten, Frequenzen.
Eine vergrößerte Darstellung des grün umrandeten Bereiches ist in c. abgebildet. Dort sind
zum Vergleich transparent in rot die Verläufe der Anregungsmoden in magnetisch leichter
Richtung eingefügt worden. Es wurden zwei Punkte der Dispersionsrelation ausgewählt, um
an diesen Punkten den Charakter der dort auftretenden Anregung zu untersuchen.
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Trotz des stetig anwachsenden Feldes muss es dem System möglich sein, eine Prä-
zession durchzuführen die weniger Energie benötigt. Um eine Vorstellung von dieser
Präzessionsbewegung zu erhalten, ist die Konfiguration des Systems in Abb. 4.53 d. mit
zwei Momentaufnahmen abgebildet, diese zeigen das Systems bei den Anregungsfre-
quenzen f = 4GHz und f = 2.4GHz im resonanten Zustand. Anhand beider Bilder
ist ersichtlich, dass sich die Magnetisierung nicht parallel zum externen Feld ausrichtet,
obwohl eine Feldstärke Bext 6= 0mT anliegt. Man erkennt ebenfalls mit Hilfe dieser Bil-
der, dass die Magnetisierungen der Zellen in der Leiterbahnmitte ein anderes Verhalten
aufweisen, als entsprechende Zellen an den Leiterbahnrändern (mittels der eingefügten
grauen Linien schematisch markiert).
Im Zuge der Interpretation des Modenverlaufes muss im Weiteren klar zwischen
der statischen Magnetisierung (z.B. durch die Pfeile in der Abbildung dargestellt)
und der dynamischen Magnetisierung (durch die Präzessionsbewegung hervorgerufen)
unterschieden werden.
Zunächst soll der statische Anteil der Magnetisierung diskutiert werden. In der ge-
wählten Feldgeometrie liegt das externe Feld (abgesehen von kleinen Randeffekten)
senkrecht zum remanenten Zustand der Magnetisierung an. Das heißt durch Erhöhung
des Feldbetrages wird diese Ausrichtung, auf Grund der Zeemanenergie, energetisch
immer ungünstiger. Die Magnetisierung ist bestrebt eine Orientierung parallel zum
externen Feld einzunehmen. Dreht sich die Magnetisierung jedoch aus ihrem Grundzu-
stand heraus, muss ein wesentlich stärkeres Entmagnetisierungsfeld aufgebaut werden
als zuvor, da für das System gilt Ny  Nx. Die zusätzliche Energie, die in diesem
Entmagnetisierungsfeld vorhanden ist, muss durch die Zeemanenergie bereitgestellt
werden. Das bedeutet (unter Vernachlässigung von Austauscheffekten) das System
gewinnt durch die Minimierung des Winkels zwischen der Magnetisierung und dem
externen Feld Energie und benötigt wiederum welche für das Entmagnetisierungsfeld.
Bzw. wird die Gesamtenergie des Systems betrachtet Eg = EZee + EEnt ist der Dreh-
winkel dadurch bestimmt, dass diese eine Minimum einnimmt. So lässt sich auch das
abweichende Verhalten der Leiterbahnmitte erklären. Wie in Abschnitt 2.6.1.1 gezeigt
wurde, ist Ny über die Leiterbahnbreite keine konstante Größe. Zwar existiert in der
Leiterbahnmitte ein Bereich in dem Ny nahezu konstant ist, an den Rändern findet
man allerdings einen stark ortsabhängigen und höheren Wert für Ny. Daher wird für die
Drehung der Magnetisierung in den Randregionen mehr Energie benötigt, als für eine
entsprechende Drehung in der Leiterbahnmitte. Bzw. geht man von einem konstanten
externen Feld aus, ist es den Zellen in der Mitte möglich eine größere Drehung durchzu-
führen. Je größer der Betrag des externen Feldes gewählt wird, umso stärker ist daher
die Magnetisierung der Leiterbahnmitte gegenüber den Rändern verkippt. Durch dieses
unterschiedliche Drehverhalten erzeugt die Magnetisierung allerdings auch innerhalb
der Leiterbahn eine Divergenz ∇·M 6= 0. Diese Divergenz ist wiederum Ursprung eines
Entmagnetisierungsfeldes, welches daher nicht nur an den Leiterbahnrändern entsteht,
sondern auch in den Randbereichen. Als Folge daraus verringert sich die Region für
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die Ny ≈ konst. gilt.
Aus den Momentaufnahmen in Abb. 4.53 d. ist ersichtlich, dass die Anregung des
Systems genau in diesen Regionen stattfindet, denn in der Aufnahme für Bext = 19mT
kann eine deutliche Lokalisierung der Anregung gegenüber Bext = 11mT festgestellt
werden. Da die Magnetisierung während der Anregung nicht parallel zum externen
Feld ausgerichtet ist, werden diese Art von Moden allgemein als “nicht ausgerichtete
Moden9” bezeichnet [Pri82].
Ein weiterer Effekt, der durch die Divergenz hervorgerufen wird, ist die im Sys-
tem auftretende Austauschwechselwirkung. Da nun die statischen Magnetisierungen
von nächsten Nachbarn gegeneinander verkippt sind, beinhaltet diese Konfiguration
nach Gleichung (2.2) eine gewisse Austauschenergie. Daraus folgt, dass die gewonnene
Zeemanenergie nicht nur in den Aufbau eines Entmagnetisierungsfeldes fließen kann,
sondern auch ein Teil für die Austauschenergie bereitgestellt werden muss. Diese Tatsa-
che ist für die Betrachtung eines effektiven Feldes von Bedeutung. Angenommen es
gäbe keinen Austausch, dann würden die Beträge des externen bzw. Entmagnetisie-
rungsfeldes gleich groß und somit hätte das statische effektive Feld den Wert 0mT , da
das System keine weiteren Anisotropien enthält. Eine einfache Rechnung dazu ist im
Anhang 6.24 zu finden.
Durch den weiteren Energiebeitrag gilt für die Gesamtenergie des Systems Eg =
EZee+EEnt+EAus, weshalb die Beträge der beiden Felder |Bext| und |Bent| nicht mehr
identisch sind und sie sich somit nicht mehr aufheben. Zusätzlich tritt in diesem Fall
auch noch ein Austauschfeld auf, welches auf das effektive Feld Einfluss nimmt. Das
heißt, es existiert zu jeder Zeit ein resultierendes statisches effektives Feld, dessen Betrag
ungleich 0mT ist. Je mehr Energie für den Austausch in dem System benötigt wird,
umso größer ist der Betrag des effektiven Feldes. Diese Energie wiederum wird durch die
Verkippung der Magnetisierung innerhalb der Leiterbahn bestimmt. Eine quantitative
Bestimmung des Einflusses des Austausches ist schwierig, da alle betrachteten Felder
von einander abhängig sind. Aus zeitlichen Gründen ist dies, in der vorliegenden Arbeit
nicht weiter verfolgt worden. Für die weitere Diskussion ist eine genaue Kenntnis dieses
Feldes auch nicht von Bedeutung. Vielmehr ist die Aussage wichtig, dass zu jeder Zeit
an jedem Ort des Systems ein nicht verschwindendes effektives Feld vorhanden ist.
Ohne weiter auf die Eigenschaften der statischen Magnetisierung einzugehen, wird
nun der dynamische Anteil untersucht. Um eine möglichst einfache Betrachtungsweise
zu entwickeln, wird das Makrospinmodell verwendet, welches streng genommen nur in
einer Regionen mit Ny = konst. gilt. Übertragen auf das System der Leiterbahn ist
dies nur näherungsweise in den Bereichen Ny ≈ konst. erfüllt. In Abschnitt 4.5.2.2,
über die Dispersion in magnetisch leichter Richtung, ließ sich der Modenverlauf mit
Hilfe der Präzessionsbewegung beschreiben. Dort konnte gezeigt werden, dass auch
für den Fall von Bext = 0mT die Präzessionsellipse eine definierte Form aufweist und
9gebräuchlicher ist der englische Begriff: non-aligned mode
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somit die Präzessionsbewegung eine gewisse Energie beinhaltet. Der dynamische Anteil
der Magnetisierung besaß für diesen Fall nur eine von 0 wesentlich abweichende y-
bzw. z-Komponente (siehe Abb. 4.54 a.). Dies ändert sich, sobald ein externes Feld die
statische Magnetisierung beeinflusst und die Magnetisierung eine non aligned Präzession
durchführt. Dort existieren dynamische Komponenten in allen Raumrichtungen, was
zu der folgenden Betrachtung der Energie führt.
Abbildung 4.54: Es sind schematisch der statische und dynamische Anteil der Magnetisierung
dargestellt. Ohne Einwirkung eines externen Feldes (a.) besitzt der dynamische Anteil der
Magnetisierung nur eine wesentliche y- bzw. z-Komponente. Ist ein externes Feld vorhanden,
dieses jedoch noch nicht stark genug, so dass eine non aligned Präzession (b.) stattfindet,
enthält der dynamische Anteil Komponenten aller Raumrichtungen. Wird das Feld bis zu
dem Punkt erhöht, an dem die statische Magnetisierung parallel zum Feld (c.) ausgerichtet
ist, reduzieren sich die dynamischen Anteile auf die x- und z-Komponente.
Durch die Anwesenheit des externen Feldes und dem daraus resultierenden effektiven
Feld erhöht sich die Zeemanenergie der Präzession, da sowohl die mz, als auch die
mx Komponente senkrecht zu diesem ausgerichtet sind. Analog zur leichten Richtung
führt dies zu einem Anstieg der Präzessionsfrequenz mit steigendem externem Feld.
Allerdings lässt sich dies in Abb. 4.53 c. (in einem Feldbereich bis Bext ≈ 21mT ) nicht
beobachten, daher scheint in dieser Region ein anderer Effekt dominierend zu sein.
Mit zunehmenden Drehwinkel der statischen Magnetisierung muss sich die dynamische
Komponente my verringern (bis diese bei Bext ‖ M den Wert 0 annimmt). Auf der
anderen Seite erhöht sich durch die Drehung der statischen Magnetisierung die mx
Komponente. Da für die Entmagnetisierungsfaktoren Nx  Ny gilt, gewinnt das System
Energie, indem es das Entmagnetisierungsfeld in y-Richtung abbauen kann und ein
neues Feld in x-Richtung aufbaut, für welches jedoch weniger Energie benötigt wird.
In diesem Modell lässt sich auch der Umkehrpunkt bei ca. 21mT erklären. Ist die
Magnetisierung gegenüber dem externen Feld nahezu ausgerichtet my  mx, ist der
Energiegewinn auf Grund der Umorientierung des Entmagnetisierungsfeldes nicht mehr
groß genug, um die Erhöhung durch die Zeemanenergie auszugleichen.
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Anhand der Betrachtung von Grenzfällen lässt sich dieser Energiegewinn besonders
deutlich machen. Sei zunächst die Zeemanenergie vernachlässigt und angenommen
die statische Magnetisierung wäre parallel zur x-Richtung orientiert, dann würde sich
die Trajektorie der Präzession in der y-z-Ebene befinden und wäre durch die entspre-
chenden dynamischen Entmagnetisierungsfelder begrenzt. Ist andererseits die statische
Magnetisierung entlang der y-Achse ausgerichtet, würde sich die Präzessionsbewegung
in der x-z-Ebene auf Grund der gewählten Dimensionen des Systems Nx ≈ 0 sehr
filmähnlich verhalten. Analog zum Film wäre dann, wie in Abschnitt 4.5.1 gezeigt,
weitestgehend (bedingt dadurch, dass nicht exakt Nx = 0 ist) keine Energie in der
Präzessionsbewegung vorhanden. Die elliptische Trajektorie dieser Präzession hätte
eine hohe Elliptizität, da die Bewegung fast ausschließlich in x-Richtung stattfinden
würde. Allerdings zeigt der Verlauf der non aligned Anregung nicht die Tendenz bis zu
einer Präzessionsfrequenz von f ≈ 0Hz zu fallen, sondern besitzt ein Minimum bei
f = 1.8GHz.
Dafür ist in diesem Modell wiederum die vernachlässigte Zeemanenergie verantwort-
lich. Wie zuvor diskutiert worden ist, existiert in dem System infolge der unterschied-
lichen Drehwinkel der Magnetisierung zu jeder Zeit ein effektives Feld, welches die
Auslenkung der Magnetisierung in x-Richtung beschränkt. Somit unterscheidet sich
das Verhalten der Präzessionsbewegung der Leiterbahn in dieser Feldgeometrie vom
dem des Films. Wie groß dieser Unterschied ist, hängt dabei im wesentlichen von den
Dimensionen des Systems (dadurch werden die Entmagnetisierungsfaktoren bestimmt)
und der Stärke der Austauschwechselwirkung ab.
Durch die Betrachtung des dynamischen Anteils der Präzession und den darin
enthaltenen Energiebeiträgen lässt sich der Ursprung der non aligned Mode erklären.
Der fallende Verlauf einer Anregungsmode in der Dispersionsrelation gibt einen Hinweis
darauf, dass es dabei um eine non aligned Mode handelt.
4.5.3.2 Lokalisierte quasi-uniforme Moden
Ausgehend von der in Abb. 4.53 a. gezeigten Dispersionsrelation werden in diesem
Abschnitt die Modenstrukturen für eine Anregungsfrequenz von 18GHz untersucht.
Diese Frequenz ist ausgewählt worden, da in diesem Fall die stärksten Anregungen des
Systems erst bei hohen externen Feldern (Bext > 250mT ) zu finden sind, wie es in
dem in Abb. 4.55 a. dargestellten Spektrum entnommen werden kann. Für eine weitere
Analyse der auftretenden Resonanzen wird zunächst die statischen Ausrichtung der
Magnetisierung des Systems betrachtet, um so beurteilen zu können, ob non aligned
Anregungen vorliegen.
Dazu ist eine zusätzliche Rechnung durchgeführt worden, wobei lediglich ein externes
Feld von 250mT in die schwere Richtung (entlang der y-Achse) der Leiterbahn angelegt
worden ist. Ein Ausschnitt des relaxierten Systems ist in Abb. 4.55 b. dargestellt. Sowohl
die Orientierung der Pfeile, als auch die farbcodierte mx Komponente machen deutlich,
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dass keine Zelle eine Abweichung in x-Richtung aufweist. Somit kann ausgeschlossen
werden, dass die bei höheren Feldern auftretenden Moden durch einen non aligned
Charakter beeinflusst sind.
Die homogene Ausrichtung der Magnetisierung bietet einen Vorteil bei der Beschrei-
bung des Systems. Zum einen sind nun alle Zellen gleich ausgerichtet, so dass Einflüsse
auf Grund der Austauschwechselwirkung innerhalb der Struktur nicht auftreten. Zum
anderen ist nun das Entmagnetisierungsfeld nicht mehr von der angelegten Feldstärke
abhängig, da die Magnetisierung keinen Winkel gegenüber dem externen Feld aufweist.
Das heißt, ist das System einmal ausgerichtet, wirkt ein unveränderliches Entmagneti-
sierungsfeld dem externen Feld entgegen, daher lassen sich wesentlich besser Aussagen
über das effektive Feld machen, als in der non aligned Konfiguration.
Abbildung 4.55: a. zeigt das berechnete Spektrum für eine Frequenz von 18GHz, wobei
deutlich mehrere Resonanzen im Feldbereich von 290mT bis 380mT zu erkennen sind. Im
Inset ist nochmals die Dispersionsrelation abgebildet, wobei dort das Spektrum für 18GHz
mit einer roten Linie markiert ist. Alle Resonanzen befinden sich in einem Feldbereich,
indem die Magnetisierung vollkommen ausgerichtet ist. Dies zeigt die Momentaufnahme des
in b. dargestellten Ausschnitts der Leiterbahn. Dort liegt ein externes Feld von 250mT in
y-Richtung an und es ist keine mx-Komponente sichtbar.
Obwohl nun die Magnetisierungen aller Zellen des System parallel ausgerichtet sind,
lässt sich das gesamte System trotzdem nicht mittels eines Makrospins beschreiben.
Abermals ist dafür die Inhomogenität des Entmagnetisierungsfeldes bzw. der Entmagne-
tisierungsfaktoren verantwortlich. Um den Grad der Inhomogenität des Entmagnetisie-
rungsfeldes darzustellen, ist es sinnvoll die Kurvenform der Entmagnetisierungsfaktoren
über die Leiterbahnbreite zu bestimmen. Die Magnetisierung der Leiterbahn besitzt
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lediglich eine wesentliche y-Komponente, deshalb beschränkt sich die Betrachtung nur
auf den Verlauf von Ny. Analytisch lässt sich dieser Verlauf mit Hilfe eines Querschnitts
durch die Leiterbahnmitte berechnen, indem Gleichung (2.39) verwendet wird.
Abbildung 4.56: Dargestellt sind die berechneten Verläufe des Entmagnetisierungsfaktors Ny
bzw. dessen Gradient ∇ · Ny über einen Querschnitt in der Leiterbahnbreite. Nur in der
Leiterbahnmitte ist ein Bereich von ≈ 270nm zu finden, in dem Ny ≈ konst. gilt. Um eine
Vorstellung von dessen Dimension im Bezug auf die gesamte Leiterbahnbreite zu bekommen,
ist dieser schematisch im Inset mit rot markiert worden.
Das Diagramm in Abb. 4.56 macht deutlich, dass sich nur in der Mitte des Leiterbahn
eine größere Region von ≈ 270nm befindet, die durch Ny = konst. angenähert werden
kann. Dabei ist dieser Bereich dadurch festgelegt, dass dort nur eine relative Änderung
von 4Ny < 0.001 auftritt. Berechnet man aus dieser Änderung die Variation des Ent-
magnetisierungsfeldes 4Bent = µ0 ·4Ny ·Ms (mit Ms = 830000A/m), dann entspricht
dies 4Bent ≈ 1mT . Die Feldschritte für das externe Feld in der Simulation sind eben-
falls 1mT , womit sich die Näherung Ny = konst. in diesem Bereich rechtfertigen lässt.
Auch die Simulationsergebnisse unterstützen dies, wie im Weiteren gezeigt werden wird.
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Anhand des Kurvenverlaufs des Entmagnetisierungsfaktors Ny ist ersichtlich, dass
in der Leiterbahnmitte dem externen Feld ein geringeres Entmagnetisierungsfeld ent-
gegenwirkt, als in den Randbereichen. Da dies der einzige im System vorkommende
Anisotropiebeitrag ist, folgt aus Gleichung (2.9), dass die Magnetisierung in jeder Re-
gion einem anderen effektiven Feld ausgesetzt ist. Womit die Resonanzbedingung für
unterschiedliche Regionen bei anderen externen Feldern erfüllt ist, was dazu führt, dass
die Anregungen lokal begrenzt sind. Wird der Betrag des externen Feldes erhöht, erwar-
tet man eine Verlagerung des angeregten Bereichs in die Randregionen der Leiterbahn.
Um dieses Verhalten weiter zu untersuchen, ist der Bereich von 250mT bis 400mT
des Spektrums analysiert worden. Dieser ist in Abb. 4.57 a. vergrößert dargestellt.
In diesem Bereich lassen sich einzelne Resonanzpositionen bestimmen, wie z.B. bei
296mT , 342mT und 377mT , deren Momentaufnahmen in Abb. 4.57 c. gezeigt sind.
Anhand dieser Momentaufnahmen ist eindeutig ersichtlich, dass sich der resonante
Bereich wie erwartet von der Mitte der Leiterbahn (296mT ) bis zur vorletzten Zelle
des Randes (377mT ) verschiebt.
Die Felddifferenz von 81mT muss dabei dem Unterschied im Entmagnetisierungsfeld
der beiden Regionen entsprechen. Daraus lässt sich eine Differenz der Entmagnetisie-
rungsfaktoren von 4Ny = 0.078 berechnen.
Mit Hilfe des berechneten Kurvenverlaufs des Entmagnetisierungsfaktors in Abb.
4.57 b. lässt sich prüfen, an welcher Stelle der Leiterbahn die so bestimmte Differenz
der Entmagnetisierungsfaktoren zu erwarten wäre. Ausgehend von Ny = 0.012 in der
Leiterbahnmitte, findet man im Abstand von 35nm zum Rand Ny = 0.09 und damit
die passende Differenz. Für die Simulation ist eine Zellenbreite von 20nm vorgegeben
worden, so dass sich die vorletzte Zelle im Bereich von 20nm bis 40nm befindet. Somit
ist auf Grund dieses Ergebnisses plausibel, dass in der Simulation die vorletzte Zellen
angeregt wird.
Eine genauere Abschätzung ist wenig sinnvoll, da der Kurvenverlauf des Entmagne-
tisierungsfaktors für eine statische Magnetisierung erstellt worden ist, allerdings die
Magnetisierung in der Simulation durchaus einen dynamischen Anteil aufweist, weshalb
Ms 6= konst. < 830000A/m gilt.
Gerade die Momentaufnahme bei 377mT macht es dem Betrachter sehr einfach
die Anregungsregion zu lokalisieren. Jedoch ist es z.B. für die Anregung bei 296mT
wesentlich schwieriger eine Aussage über die Lokalisierung zu machen. Im Bereich
der Leiterbahnmitte variiert das Entmagnetisierungsfeld und damit das effektive Feld
in einem geringen Maße, wodurch auch die Resonanzpositionen nur um wenige mT
verschoben sind. Resultierend können z.B. Überlagerungen aus verschiedenen Resonan-
zen entstehen. Damit zumindest eine qualitative Aussage über den Anregungsbereich
möglich ist, sind zusätzliche Simulationen durchgeführt worden. Zunächst wurde die
Schrittweite im Bereich von 294mT bis 297mT auf 0.05mT herabgesetzt, um so das
Maximum des Resonanzsignals besser auflösen zu können. Aus Abb. 4.58 kann abgele-
sen werden, dass sich das Maximum der Anregung bei 295.85mT befinden. Wie sich
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im Weiteren zeigen wird, existiert an diesem Punkt schon eine überlagerte Anregung,
weshalb auch eine Untersuchung des Systems bei 295.6mT durchgeführt worden ist.
Für die drauf folgenden Simulationen, ist das externe Feld konstant (Bext = 295.6mT ,
295.85mT und 308mT ) gehalten worden und es wurde die zeitliche Änderung der
Zellenkonfiguration als Antwort auf das anregende Hochfrequenzfeld analysiert. Dabei
wird die Eigenschaft ausgenutzt, dass zwischen dem Hochfrequenzfeld und dem reso-
nanten System eine Phasendifferenz von 90° besteht. Setzt man also die Auslenkung der
Zellen mit der Phase des Hochfrequenzfeldes in eine Beziehung, besteht die Möglichkeit
die resonanten Bereiche zu identifizieren. Daher wurde die Konfiguration der Zellen
über den zeitlichen Verlauf von einer Schwingungsperiode des Hochfrequenzfeldes auf-
gezeichnet. In Abb. 4.59 a. ist die Schwingung des Hochfrequenzfeldes gezeigt, wobei
sich diese aus 140 diskreten Zeitpunkten zusammensetzt.
Abbildung 4.57: a. ist eine vergrößerte Darstellung des in Abb. 4.55 gezeigten Spektrums.
Es sind die externen Felder markiert, für die in c. Momentaufnahmen gezeigt werden. Der
Verlauf des Entmagnetisierungsfaktors Ny ist über einem Querschnitt der Leiterbahn in b.
aufgetragen. Dort sind die Stellen gekennzeichnet, deren Unterschied im Entmagnetisierungs-
feld 81mT entspricht. Dieser Feldunterschied findet sich in c. zwischen 377mT und 296mT
wieder.
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Um jedoch die Ergebnisse in schriftlicher Form darstellen zu können, müssen aus-
gezeichnete Zeitpunkte gewählt werden. Dies sind sowohl die Nulldurchgänge (A, C)
als auch das Maximum / Minimum (B, D) der Amplitude des Hochfrequenzfeldes.
Ausschnitte aus der Zellenkonfiguration zu diesen Zeitpunkten sind in Abb. 4.59 b.
dargestellt. Dort ist die Auslenkung der Zellen in z-Richtung farbcodiert für die drei
verschiedenen externen Felder abgebildet. Zunächst wird nun die Anregungsform für
den Feldwert von 295.6mT diskutiert, wobei die Darstellung nahe legt, dass dort aus-
schließlich die Leiterbahnmitte die Resonanzbedingung erfüllt. Wie sich dies aus den
Bildern ableiten lässt, wird im Weiteren begründet.
Zu den Zeitpunkten der Nulldurchgänge des Hochfrequenzfeldes (A, C) befindet sich
die Leiterbahnmitte im Zustand maximaler Auslenkung, was anhand der rot / blau
Färbung zu erkennen ist.
Abbildung 4.58: Das Spektrum, das im Inset abgebildet ist, wurde mit einer Feldauflösung
von 1mT berechnet. Um die Resonanzposition der Anregung bei 296mT genauer bestimmen
zu können, ist die Schrittweite im Bereich des Maximums auf 0.05mT reduziert worden.
Dort findet sich die maximale Amplitude der Anregung bei 295.85mT .
Des Weiteren lässt sich feststellen, dass die Amplitude der Auslenkung in Richtung
der Ränder abfällt. Dieses Verhalten wurde schon in Abschnitt 4.5.2.1 als quasi-uniforme
Mode bezeichnet. Als deren Ursache dienten dort örtliche Unterschiede im erzeugten
dynamischen Entmagnetisierungsfeld. Diese Erklärung lässt sich allerdings auf den
vorliegenden Fall nicht übertragen, da auf Grund der Feldgeometrie die Magnetisierung
in der x-z-Ebene präzediert. Deshalb erzeugen die Zellen sowohl am Rand, als auch in
der Leiterbahnmitte das gleiche dynamische Entmagnetisierungsfeld.
Vielmehr lässt sich dieser Verlauf der Amplitude durch die endliche Linienbreite
einer Anregungsmode erklären. Um diesen Ansatz zu verdeutlichen, sei nochmals auf
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einen unendlich ausgedehnten Film (ohne zusätzliche Anisotropien) zurückgegriffen.
Obwohl dem gesamten System nur genau ein Wert des externen Feldes zugeordnet
werden kann, für das die Resonanzbedingung exakt erfüllt ist, lässt sich der Anregung
eine Linienbreite zuordnen (siehe Abb. 4.42). Das heißt auch für Feldwerte, die im
Bereich der Linienbreite vom Resonanzfeld abweichen, ist eine Auslenkung des System
zu erwarten. Je größer allerdings diese Abweichung vom Resonanzfeld ist, umso geringer
ist die Amplitude dieser Auslenkung. Dies ist gut an dem Beispielspektrum in Abb. 4.39
b. zu erkennen, in welchem das externe Feld variiert worden ist. Im Gegensatz dazu ist
im vorliegenden Fall das externe Feld konstant 295.6mT , aber das effektive Feld variiert
über die Leiterbahnbreite. Somit kann das Absinken der Anregungsamplitude im Bezug
auf die Leiterbahnmitte dadurch erklärt werden, dass die Abweichung des örtlichen
effektiven Feldes zum Resonanzfeld mit zunehmendem Abstand immer größer wird.
Um dies noch deutlicher zu zeigen sind die Zellenkonfigurationen (B, D) bei maxi-
maler Amplitude des Hochfrequenzfeldes abgebildet. Auf Grund der Phasendifferenz
von 90° muss der resonante Bereich zu diesem Zeitpunkt eine minimale Auslenkung
aufweisen. Um trotzdem einen ausreichenden Kontrast für diese Bilder herzustellen,
wurde die Skala der Farbcodierung um den Faktor 3 verringert, daher können die
Intensitäten der verschiedenen Zeitpunkte und Felder nicht direkt miteinander ver-
glichen werden. Infolge der zusätzlichen Informationen aus diesen Bildern, lässt sich
der angeregt Bereich auf 240nm± 40nm in der Leiterbahnmitte abschätzen (durch
den grau schraffierten Bereich). Eine exakte Dimensionsangabe ist basierend auf dieser
graphischen Auswertung unmöglich, allerdings für eine qualitative Erläuterung des
Modenverhaltens auch nicht notwendig. Hinsichtlich der unterschiedlichen Ursache für
diese Anregungsart wird diese als lokalisierte quasi-uniforme Mode bezeichnet.
Die Bilder der Zellenkonfigurationen für die Feldwerte von 295.85mT und 308mT
zeigen, unter Verwendung der selben Analysemethode, dass die lokalisierte quasi-
uniforme Mode wie erwartet, mit steigendem externen Feld von der Mitte zum Rand
der Struktur wandert. Es sind unter anderem auch Überlagerungen von verschiedenen
Auslenkungen zu erkennen, die wiederum auf die endliche Linienbreite einer Anregung
zurückgeführt werden können. Gut ist dies für die Zeitpunkte B und D bei 295.85mT
sichtbar. Wie zuvor in Abb. 4.58 gezeigt wurde, erreicht die Auslenkung des gesamten
Systems für dieses Feld ein Maximum. Anhand der Bilder ist jedoch zu erkennen, dass
sich der resonante Bereich schon außerhalb der Leiterbahnmitte befindet. Trotzdem lässt
sich dort zu den Zeitpunkten A und C eine große Auslenkung des Systems feststellen.
Die Abweichung des effektiven Feldes vom Resonanzfeld in der Leiterbahnmitte ist mit
0.25mT gering. So wird auch diese noch zu einer Präzession angeregt, jedoch weist sie
schon eine Phasendifferenz zum resonanten Bereich auf. Als Resultat überlagern sich
die Auslenkungen des resonanten Bereiches mit dem der Leiterbahnmitte, wodurch
eine Abschätzung der Dimensionen des angeregten Bereiches problematisch ist. Daher
sind diese nur schematisch als rote Regionen in Abb. 4.59 c. dargestellt.
Die Auswertung der Phaseninformation der Anregung bietet dabei nicht nur die
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Möglichkeit überlagerte Anregungen zu erkennen, sondern es lässt sich auch eine
eindeutige Aussage darüber machen, ob eine Anregung Spinwellencharakter besitzt. So
wäre es z.B. an den Zeitpunkten A und C für 308mT unmöglich anhand der Bilder
zu entscheiden, ob eine Spinwelle angeregt wird oder nicht. Die Zellenkonfiguration
würde durchaus einer transversalen dipolargekoppelten Spinwellen (siehe Abschnitt
2.7) entsprechen. Betrachtet man hingegen zusätzlich die Zeitpunkte B und D wird
deutlich, dass es sich nicht um eine Spinwelle handeln kann. Die Leiterbahnmitte weist
nicht eine Phasendifferenz von 90° zum Hochfrequenzfeld auf und erfüllt somit nicht
die Resonanzbedingung. Vielmehr lassen sich auch aus der blau bzw. rot Färbung der
verschiedenen Regionen in diesen Bildern Informationen gewinnen. Für jedes System
in dem eine Resonanzphänomen auftreten kann gilt, dass die Phasendifferenz zwischen
Anregung und Antwort immer in einem Bereich von 0° bis 180° zu finden ist. Je
nachdem ob die Anregungsfrequenz f < fR oder f > fR als die Resonanzfrequenz fR
ist (schematisch ist dies in Abb. 4.59 a. gezeigt), ist die Phasendifferenz > 90° oder
< 90°. Daher gibt die Farbe zu diesen Zeitpunkten an, ob ein Bereich durch Erhöhung
des externen Feld in nächster Zeit die Resonanzbedingung erfüllt (rote Bereiche) oder
das externe Feld schon zu hoch ist und sich dieser Bereich schon in Resonanz befunden
hat (blauer Bereich).
Im Vergleich der Moden bei 295.6mT bzw. 308mT fällt auf, dass der angeregte
Bereich kleiner wird, je näher sich dieser am Rand befindet. Dies lässt sich ebenfalls mit
Hilfe von Abweichungen des effektiven Feldes beschreiben. In den Randregionen weist
das Entmagnetisierungsfeld eine höhere Divergenz (∇·Ny ·M) auf (siehe Abb. 4.56). Ist
z.B. für 308mT der resonante Bereich nur ≈ 200nm vom Rand entfernt, existiert dort
eine stärkere örtliche Variation des effektiven Feldes, als in der Mitte. Angenommen
man bewegt sich sowohl am Rand als auch in der Mitte z.B. 20nm vom resonanten
Bereich weg, resultiert dies am Rand in einer größeren Abweichung des effektiven Feldes
vom Resonanzfeld, als eine entsprechende Bewegung in der Leiterbahnmitte. Folglich
sind die Bereiche, die eine Auslenkung zeigen, in den Randbereichen lateral weniger
ausgedehnt. Dies führt im Extremfall dazu, dass nur noch eine Zelle eine Auslenkung
aufweist, dies wird in Abschnitt 4.5.3.3 diskutiert. Abschließend sei erwähnt, dass aus
Gründen der Übersicht an dieser Stelle nur die 5 vorgestellten Felder diskutiert worden
sind, es findet sich jedoch im Anhang 6.25 eine Abfolge von Momentaufnahmen, die das
System zum Zeitpunkt A für einen Feldbereich von 296mT bis 340mT zeigen. In der
dortigen Darstellung ist es zwar nicht möglich Überlagerungen zu erkennen, aber es lässt
sich gut die Wanderung und die zunehmende Lokalisierung der Anregung beobachten.
Die Modenstruktur für das Spektrum bei 18GHz lässt sich also qualitativ beschreiben.
Es konnte gezeigt werden, dass die beobachteten Resonanzen des Spektrums aus
mehreren Einzelresonanzen bestehen. Diese konnten als lokalisierte quasi-uniforme
Moden identifiziert werden und haben ihren Ursprung in der Inhomogenität des
Entmagnetisierungsfeldes. Um zukünftig eine quantitative Analyse in Erwägung zu
ziehen, darf die Kopplung zwischen den Moden nicht vernachlässigt werden.
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Abbildung 4.59: a. zeigt den Amplitudenverlauf des Hochfrequenzfeldes über eine Perioden-
dauer, wobei vier ausgezeichnete Zeitpunkte markiert sind. Zusätzlich sind idealisiert die
Kurvenverläufe für die mz-Komponente in Resonanz (orange), oder kurz vor bzw. nach der
Resonanz (rot/blau) abgebildet. Zu diesen Zeitpunkten ist, für drei verschiedene externe Fel-
der, in b. die mz-Komponente der Auslenkung für einen Ausschnitt des Systems abgebildet,
um so eine Phasenbeziehung zwischen dem Hochfrequenzfeld und der Anregung sichtbar zu
machen. Eine Abschätzung des angeregten Leiterbahnbereichs ist in c. durch die rote Färbung
schematisch dargestellt.
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4.5.3.3 Anregungsmoden in den Randbereichen
Wurde zuvor das Verhalten der non aligned (Abschnitt 4.5.3.1) bzw. der lokalisierten
quasi-uniformen Mode (Abschnitt 4.5.3.2) gesondert diskutiert, werden in diesem
Abschnitt beide Verhaltensweise kombiniert, um weitere in der Dispersionsrelation
vorkommenden Anregungsmoden zu beschreiben. Der entsprechende Bereich ist in
Abb. 4.60 a. durch ein grünes Rechteck gekennzeichnet. Um eine bessere Übersicht
über diesen Bereich zu erhalten ist dieser Ausschnitt in Abb. 4.60 b. kontrastverstärkt
und vergrößert dargestellt. Es lässt sich feststellen, dass innerhalb dieses Bereiches der
Dispersionsrelation sowohl ein fallender als auch ein steigender Modenverlauf existiert.
Anhand der vorherigen Diskussion kann aus dem Modenverlauf die Schlussfolgerung
gezogen werden, dass es sich bei der fallenden Mode (Bext < 210mT ) um eine non
aligned Anregung handelt.
Um diese Vermutung und den Charakter der dort abgebildeten Moden zu überprüfen,
sind abermals Ausschnitte aus Momentaufnahmen des Systems ausgewählt worden,
wobei dafür zwei Frequenzen (f = 7GHz und f = 4.8GHz) untersucht worden sind.
Zunächst wird auf die entsprechenden Momentaufnahmen des steigenden Modenverlauf
eingegangen, die in Abb. 4.60 c. gezeigt sind. Anhand der Abbildungen ist eindeutig zu
erkennen, dass zum einen die Magnetisierung während dieser Anregungen ausgerichtet
ist (es handelt sich also nicht um eine non aligned Anregung). Zum anderen ist deutlich
sichtbar, dass diese Anregung ausschließlich an den Randzellen lokalisiert ist. Da die
Anregungsmode eine starke Lokalisierung ausweist, sind in der Abbildung nicht nur die
Momentaufnahmen über die gesamte Leiterbahnbreite dargestellt, sondern es sind auch
jeweils Vergrößerungen der Randbereiche eingefügt worden. Für diese ist, im Gegensatz
zu den Bildern der gesamten Leiterbahnbreite, die Pfeilanzahl nicht reduziert worden,
das heißt dort entspricht jeder Pfeil der Magnetisierung einer Zelle. Der physikalische
Ursprung bzw. die Grundlage dieser Anregungsmode ist die starke Inhomogenität des
Entmagnetisierungsfeldes am Rand der Leiterbahn. Somit ist auch diese Mode eine
lokalisierte quasi-uniforme Anregung, allerdings bezeichnet man diese spezielle Art als
Randmode [Mec08]. Da im Unterschied zu den übrigen lokalisierten quasi-uniformen
Moden der Ort der Anregung genau bekannt ist und sich dieser Ort durch seinen
zusätzlichen Symmetriebruch gegenüber dem Rest der Struktur auszeichnet.
Der steigende Verlauf der Randmode lässt sich, wie schon in Abschnitt 4.5.1 über
den unendlich ausgedehnten Film diskutiert, durch die Zunahme der Zeemanenergie
beschreiben. Mit zunehmenden externen Feld ist auch das effektive Feld größer und
daraus resultierend wird mehr Energie benötigt, um die Magnetisierung am Rand für
eine Präzessionsbewegung um das effektive Feld auszulenken.
Betrachtet man die Position der Randmode in der Dispersionsrelation im Vergleich
zu den übrigen lokalisierten quasi-uniformen Moden, kann daraus geschlossen werden,
dass für die Anregung des Randes weniger Energie benötigt wird.
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Abbildung 4.60: In der Dispersionsrelation a. ist ein Bereich grün umrandet, der in b. vergrö-
ßert dargestellt ist. Dort sind vier Punkte markiert, an denen für die Frequenzen f = 7GHz
und f = 4.8GHz jeweils eine Anregungsmode des Systems auftritt. Zur Identifikation dieser
Moden sind in c. und d. Ausschnitte aus den Momentaufnahmen des System an diesen
Punkten abgebildet. Dabei kann zum einen eindeutig zwischen ausgerichteten (c.) und nicht
ausgerichteten (d.) Anregungen unterschieden werden und zum anderen lässt sich der Rand
als Ursprung der Anregungen ausmachen.
Ausgehend von einem konstanten externen Feld z.B. 251mT (in Abb. 4.60 a. mit
blau markiert) tritt zunächst die Randmode bei f = 4.8GHz auf. Wohingegen die
anderen lokalisierten Moden erst im Bereich f = 13 − 16GHz angeregt werden.
Auch dieser Effekt lässt sich mit Hilfe des effektiven Feldes begründen. Im vorherigen
Abschnitt 4.5.3.2 wurde gezeigt, dass das Entmagnetisierungsfeld für eine ausgerichtete
Magnetisierung in den Randregionen einen maximalen Wert annimmt. Da dieses dem
externen Feld entgegen wirkt, herrscht am Rand ein geringeres effektives Feld als
in der Leiterbahnmitte. Somit beinhaltet eine Präzessionsbewegung am Rand bei
einem konstanten externen Feld weniger Zeemanenergie als eine dem entsprechende
Volumenanregung.
Die Momentaufnahmen des fallenden Modenverlaufes, die in Abb. 4.60 d. dargestellt
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sind, bestätigen die Vermutung, dass diese Anregung einen non aligned Charakter
aufweist. Wie schon für die zuvor diskutierte Mode, lässt sich auch für diese Anregung
eine eindeutige Lokalisierung am Rand feststellen. Wobei nun allerdings die Magneti-
sierung der Randzelle gegenüber der Richtung des externen Feldes verkippt ist. Analog
zu den Überlegungen aus Abschnitt 4.5.3.1 ist es dem System somit möglich, durch
eine Reduzierung des dynamischen Entmagnetisierungsfeldes der Randzelle eine ener-
getisch günstigere Präzessionsbewegung durchzuführen. Die am Rand auftretenden
Anregungsmoden unterscheiden sich vom physikalischen Ursprung in keiner Weise ge-
genüber dem Rest der Struktur. Trotzdem zeichnen sich diese Anregungen durch ihre
besondere Eigenschaft aus, dass der Anregungsort bekannt und stark lokalisiert ist.
Diese Tatsache wird im folgenden Abschnitt 4.5.3.4 verwendet, um eine Aussage über
die Qualität der Randbereiche der realen Probe machen zu können.
4.5.3.4 Vergleich der Simulationsergebnisse mit experimentellen Daten
Fügt man die Ergebnisse der Simulationen aus den vorherigen Abschnitten zusammen,
besteht die Möglichkeit einer umfassenden Identifikation der Anregungsmoden einer
Permalloy-Leiterbahn, die einem externen Magnetfeld in magnetisch schwerer Richtung
ausgesetzt ist. Um zu zeigen, dass diese Simulationsergebnisse durchaus an einem realen
System beobachtet werden können, werden in diesem Abschnitt zunächst Messungen
dem entsprechenden Probensystem vorgestellt. Diese werden im Weitren mit den
Simulationen verglichen und auftretenden Abweichungen diskutiert.
Da das angewendete Messverfahren für die Ferromagnetische Resonanz den AMR-
Effekt ausnutzt, wird analog zur magnetisch leichten Richtung (siehe Abschnitt 4.5.2.4)
die Spannung über der Permalloy-Leiterbahn als Messgröße aufgetragen (die Leiterbahn
ist an eine Konstantstromquelle angeschlossen). Um die Messgenauigkeit zu verbessern
und eine Unabhängigkeit gegenüber statischen Widerstandserhöhungen zu erlangen,
wird die Spannung mittels Lock-in Technik detektiert. Dazu unterliegt die anregende
Mikrowellenamplitude einer Modulation von famp = 23.5 kHz. Im Vergleich zur Eigen-
frequenz der Mikrowelle, die im Bereich von GHz liegt, ist die Amplitudenmodulation
als quasi statisch anzusehen. Das heißt das System befindet sich bezogen auf die Mi-
krowellenamplitude in guter Näherung zu jeder Zeit in einem Gleichgewichtszustand.
Die Modulationsfrequenz dient nun als Referenzfrequenz für die Detektion, so dass nur
Spannungen gemessen werden, die mit dieser Frequenz auftreten. Im Besonderen auf
Grund der Probengeometrie (zur Erinnerung siehe Abb. 3.1) ist das für Experimente in
denen das externen Feld in magnetisch schwerer Richtung anliegt von Bedeutung. Für
diese Art von Experiment ist die Ausrichtung der statischen Magnetisierung gegenüber
der Stromrichtung abhängig von der Größe des externen Feldes. Das heißt auch ohne
Präzessionsbewegung der Magnetisierung tritt eine feldabhängige Widerstandsände-
rung auf Grund des AMR-Effektes im Draht auf (siehe Abschnitt 2.8) und damit ist
die über den Draht abfallende Spannung eine Funktion des externen Feldes. Jedoch
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ist diese Funktion statisch und sollte somit keinen Beitrag zur detektierten Spannung
liefern. Wie sich im Weiteren anhand einer Messung zeigen lässt (siehe Abb. 4.61),
kann allerdings durchaus ein Einfluss der statischen Orientierung der Magnetisierung
auf die Detektion festgestellt werden. Dort ist ein Spannungsunterschied zwischen 0mT
(I ‖ M) und 350mT (I ⊥ M) sichtbar, obwohl in beiden Fällen keine Resonanz im
System vorliegt. Dieser Effekt wird durch die Amplitude der angelegten Mikrowelle
erzeugt, denn auch ohne das sich das System in einem resonanten Zustand befindet,
regt das Magnetfeld der Mikrowelle eine Präzession der Magnetisierung an, deren Prä-
zessionsamplitude ist zwar gegenüber einer Resonanzpräzession klein ist, aber nicht
verschwindend. Dies zeigt die Sensitivität dieser Messmethode. Für eine qualitative
Analyse des Messaufbaus sei allerdings auf die Arbeit von Frau Reckers [Rec13] verwie-
sen. Im Rahmen dieser Arbeit wird nur ein Verständnis der Messmethode benötigt,
um den Verlauf der gemessenen Spannungswerte interpretieren zu können. Dazu ist im
Folgenden ein gemessenes Spektrum für die Mikrowellenfrequenz von 8GHz in einem
Feldbereich von 0mT bis 350mT dargestellt.
Abbildung 4.61: Ein gemessenes FMR-Spektrum bei einer Mikrowellenfrequenz von 8GHz,
wobei das externe Feld in schwerer Feldgeometrie angelegt ist. Neben einem Spannungsunter-
schied zwischen niedrigen bzw. hohen externen Felder, lassen sich auch eine Vielzahl von
Spannungsspitzen (Anregungen) beobachten. Dabei beinhaltet das Spektrum sowohl positive
(Bext > 50mT ) als auch negative (Bext < 50mT ) Spannungsausschläge.
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Aus Abschnitt 4.5.2.4 über die Messungen in magnetisch leichter Feldgeometrie ist
bekannt, dass die Spannungsspitzen des Spektrums durch die dynamisch Komponente
(Präzessionsbewegung) der Magnetisierung erzeugt werden und somit diese mit einer
resonanten Anregung des Systems gleichzusetzen sind. Die gemessenen Spannungsspit-
zen unterscheiden sich jedoch in diesem Fall nicht nur durch ihre Amplitude, sondern
auch in ihrer Ausrichtung. So lässt sich im Feldbereich Bext < 50mT ein Verminderung
der detektierten Spannung während der Anregung des Systems feststellen. Wohingegen
für Felder Bext > 50mT eine Anregung eine erhöhte Spannung zur Folge hat. Die Si-
mulationen geben einen Hinweis auf den Ursprung dieses unterschiedlichen Verhaltens.
Die Diskussion in Abschnitt 4.5.3.1 hat gezeigt, dass gerade im Bereich kleiner exter-
ner Felder die Ausrichtung der Magnetisierung während der Anregung nicht parallel
zum externen Feld ist. Vergleicht man die Messung mit der berechneten Dispersions-
relation (Abb. 4.53 a.), kann davon ausgegangen werden, dass die Orientierung der
Spannungsspitze durch den non aligned bzw. aligned Charakter einer Anregung her-
vorgerufen wird. Um diese Vermutung zu bestätigen, sei zunächst die zu erwartenden
Spannungsänderung bei einer aligned Anregung betrachtet.
Abbildung 4.62: Schematische Darstellung einer ausgerichteten Magnetisierung, die nicht im
resonanten Zustand (a.) bzw. resonanten Zustand (b.) ist. Da der Betrag der Magnetisierung
unverändert bleibt, ändert sich also nur die Projektion der Magnetisierung auf die Richtung
des Stroms verändert.
Befindet sich das System nicht in einem resonanten Zustand, dann sind Strom und
Magnetisierung senkrecht zueinander ausgerichtet (m‖ = 0), so dass der durch den
AMR-Effekt hervorgerufene elektrische Widerstand einen minimalen Wert annimmt
(siehe Abschnitt 2.8).
Ist die Magnetisierung in dieser Orientierung in einem angeregten Zustand, dann führt
sie eine Präzessionsbewegung aus. Bewegt sich die Magnetisierung auf der Präzessions-
trajektorie ist deren Projektion auf die Stromrichtung m‖ nicht mehr verschwindend.
Die Komponente m‖ ist zwar durchaus eine zeitabhängig oszillierende Größe und nimmt
sogar während der Präzessionsbewegung an zwei ausgezeichneten Punkten den Wert 0
an, aber über die Dauer einer Periode gemittelt gilt für den Betrag dieser Komponente∣∣∣m‖∣∣∣ > 0. Da als Referenzfrequenz der Messung nicht die Mikrowellenfrequenz, sondern
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die viel langsamere Amplitudenmodulation dient, ist das Messsignal proportional zu
diesen zeitlichen Mittelwert. Des Weiteren ist der AMR-Effekt nicht auf die Richtung
der Projektion sensitiv, sondern nur auf dessen Betrag. Diese beiden Eigenschaften
führen dazu, dass ein erhöhter elektrischer Widerstand bezüglich des nicht resonanten
Zustands gemessen wird. Bzw. da im Experiment eine Konstantstromquelle verwendet
wird, erhöht sich die detektierte Spannung.
Abbildung 4.63: Schematische Darstellung einer nicht ausgerichteten Magnetisierung, die
sich nicht im resonanten Zustand (a.) bzw. resonanten Zustand (b.) befindet. Durch die
Präzessionsbewegung ändern sich die Komponenten parallel m‖ bzw. senkrecht m⊥ bezüglich
der Stromrichtung.
Betrachtet man nun die Konfiguration der Magnetisierung, während diese noch
nicht parallel zum externen Feld ausgerichtet ist, dann besitzt die Magnetisierung
auch ohne Anregung immer eine Projektion auf die Stromrichtung
∣∣∣m‖∣∣∣ > 0. Um die
Betrachtung möglichst einfache zu halten, wird davon ausgegangen, dass der Winkel
zwischen dem externen Feld und der Magnetisierung groß ist (in der Zeichnung ist dieser
85°). In diesem Fall gilt m‖  m⊥ und somit ist der durch den AMR hervorgerufene
elektrische Widerstand entsprechend hoch. Wird die Magnetisierung in dieser Lage zu
einer Präzession angeregt, vergrößert sich die m⊥ Komponente und folglich verringert
sich m‖. Dies wiederum führt zu einer Reduktion des elektrischen Widerstandes im
resonanten Zustand. Das heißt es wird ein Spannungsabfall gemessen, falls eine non
aligned Mode angeregt ist.
Anhand der Spannungskurve ist es also möglich, eine Aussage über den Charakter
der Anregungsmode zu machen. Der Spannungsverlauf der Beispielmessung bestätigt
die Vermutungen, die mittels der Simulationsergebnisse aufgestellt worden sind. Somit
handelt es sich bei den Anregungen im Bereich kleiner externer Felder Bext < 50mT
um non aligned Moden bzw. im Bereich Bext > 50mT sind aligned Anregungen zu
finden.
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Abbildung 4.64: In a. ist die gemessene Dispersionsrelation der schweren Feldgeometrie in
einer schwarz/weiß Darstellung abgebildet. Im Bereich bis zu 10GHz sind viele verschiedene
Anregungen zu erkennen, weshalb diese Region vergrößert und Kontrastverstärkt in c. da
gestellt wird. Zusätzlich ist dort den jeweiligen Anregungen deren physikalischer Ursprung zu-
geordnet. Um diese Identifikation zu rechtfertigen ist in b. die berechnete Dispersionsrelation
gezeigt, wobei die dort auftretenden Anregungen in den vorherigen Abschnitten ausführlich
diskutiert worden sind. Schließlich ist in d. zur besseren Vergleichbarkeit, der Darstellungsbe-
reich angepasst worden, so dass dieser mit c. identisch ist. Zusätzlich sind die gemessenen
Resonanzpositionen von ausgewählten Anregungen dort eingetragen worden.
Um noch weiter auf den physikalischen Ursprung der gemessen Anregungen eingehen
zu können, ist es hilfreich, eine Dispersionsrelation der Permalloy-Leiterbahn in dieser
Feldgeometrie zu messen und diese mit den bekannten Ergebnissen aus der Simulation
zu vergleichen. Es sind Messungen in einem Frequenzbereich von 1GHz bis 18GHz
durchgeführt worden, wobei die Frequenzschrittweite zwischen 0.5GHz und 1GHz
variiert. Damit die Spektren der verschiedenen Frequenzen zusammen in einer Dispersi-
onsrelation aufgetragen werden können, sind die Amplituden aller Spektren normiert
worden. Für diese Normierung ist von der Amplitude jedes gemessenen Spektrums ein
jeweils konstanter Wert (Offset) abgezogen worden, so dass alle Spektren den gleichen
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Bezugspunkt (in diesem Fall ist der Bezugspunkt 0) besitzen. Als Beispiel ist in Abb.
4.61 der Wert 63.95, der durch eine rote Linie markiert ist, vom gesamten Spektrum
subtrahiert worden. Durch die Wahl der 0 als Bezugspunkt zeichnet sich ein Spannungs-
anstieg durch positive Amplitudenwerte aus, wohingegen ein Spannungsabfall eine
negative Amplitude aufweist. Des Weiteren wurde das absolute Maximum / Minimum
aller Amplituden bestimmt und auf den Wert +1 bzw. −1 festgelegt. Die so normierten
Amplituden der Spektren, sind mit einer schwarz/weiß Farbcodierung in Abb. 4.64 a.
aufgetragen.
Auf Grund der Normierung lassen sich in der Abbildung non aligned Anregungen
durch den schwarzen Kontrast identifizieren. Umgekehrt entspricht ein weißer Kontrast
einer aligned Mode. Mit Hilfe dieser Darstellungsweise lassen sich eine Vielzahl von
Anregungen erkennen und deren Verlauf in der gemessenen Dispersionsrelation verfolgen.
Besonders im Bereich bis zu 10GHz sind auch intensitätsschwache Anregungen zu
erkennen, daher zeigt Abb. 4.64 c. diesen Bereich vergrößert und kontrastverstärkt. Als
Anmerkung an dieser Stelle sei erwähnt, dass auch in den Spektren > 10GHz diese
Anregungen vorhanden sind, jedoch deren Intensität so gering ist, dass sie sich in der
Dispersionsrelation nicht mehr auflösen lassen.
Mit Hilfe der Simulationsergebnisse besteht nun die Möglichkeit einer Identifikation
der gemessenen Anregungsmoden, dazu ist in Abb. 4.64 b. nochmals die berechnete
Dispersionsrelation abgebildet. Dort sind zusätzlich alle unterschiedlichen Moden
gekennzeichnet, die zuvor diskutiert worden sind. Als Volumenmode werden dabei die
Anregungen bezeichnet, die die größte laterale Ausdehnung innerhalb der Leiterbahn
besitzen. Vergleicht man die Verläufe der Moden in der gemessenen bzw. berechneten
Dispersionsrelation, findet sich eine qualitative Übereinstimmung. Es treten weder
in der Messung noch in der Simulation Moden auf, die ausschließlich in nur einer
Dispersionsrelation vorhanden sind. Auch die Form der Modenverläufe ist in beiden
Fällen gleich. Auch der non aligned bzw. aligned Charakter der entsprechneden Moden
lässt sich mit Hilfe des Farbkontrastes der Messung bestätigen. In dieser Hinsicht
stimmen alle Moden in Simulation und Experiment überein.
Auf Grund dieser Ähnlichkeiten sind die Ergebnisse der Simulation auf die jewei-
lige Anregung der Messung übertragen worden, so dass daraus ein Rückschluss auf
die Art der gemessenen Anregung gezogen werden kann. Wird jedoch nicht nur der
Verlauf der Moden untersucht, sondern vergleicht man direkt die Felder bei denen die
jeweiligen Anregungen auftreten, offenbaren sich deutliche Unterschiede. Dazu sind die
Resonanzpositionen in den Spektren der Messung ausgewertet worden, indem das Ma-
ximum/Minimum der gemessenen Spannung bestimmt worden ist. Um den Vergleich
übersichtlich zu gestalten sind in Abb. 4.64 d. nur die Positionen der Volumenmoden
(das sind die quasi-uniforme Moden mit der größten lateralen Ausdehnung) bzw. im
Gegensatz dazu die stark lokalisierten Randmode in die simulierte Dispersionsrelation
eingetragen worden. Die Abweichungen der Volumenmoden (rote und blaue Punkte)
zu den durch die Simulation vorhergesagten Feldern ist in dem betrachteten Frequenz-
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bereich zwar gering, allerdings kann eine andere Steigung der Modenverläufe zwischen
Simulation und Messung beobachtet werden. Je höher die Frequenz gewählt wird, umso
stärker weichen beide voneinander ab. So findet sich bei 5GHz nur eine Abweichung
von 2.6mT , wohingegen bei 10GHz diese schon auf 9.4mT angewachsen ist. Dieses
unterschiedliche Steigungsverhalten ist auch schon in der leichten Feldgeometrie festge-
stellt worden (siehe Abschnitt 4.5.2.4). Dort wurde mit Hilfe der Kittelgleichung gezeigt,
dass die Steigung durch Variation der Magnetisierung bzw. g-Faktors angepasst werden
konnte. Das heißt die Simulation und reale Probe unterscheiden sich mindestens in einer
dieser Größen. Da beide Größen ebenfalls für die Beschreibung des Modenverlaufes in
schwerer Feldgeometrie verantwortlich sind, könnte dies auch in dieser Geometrie die
abweichenden Steigungen erklären. Von einer ähnlichen Analyse des Modenverhaltens
in schwere Feldgeometrie mittels der Kittelgleichung ist allerdings abgesehen worden,
da nicht zu erwarten ist, dass die Ergebnisse solch einer Analyse aussagekräftig sind.
Diese Behauptung soll im Folgenden erläutert werden. Für die Verwendung der
Kittelgleichung wird ein eindomäniger Zustand gefordert [Kit48], so dass eine homogene
ausgerichtete Magnetisierung angenommen werden kann, die sich zu einem Makorspin
zusammenfassen lässt. Nur in diesem Fall ist der Betrag des Entmagnetisierungsfeldes
unabhängig von der Stärke des externen Feldes. Solange Bereiche der Leiterbahn
existieren, deren Magnetisierungen zueinander verkippt sind, lässt sich diese Forderung
nicht erfüllt. Somit muss ein entsprechend großes externes Feld an die Leiterbahn
angelegt sein, so dass auch die Randregionen ausgerichtet sind. Das heißt, dass sich non
aligned Modenverläufe mit diesem Formalismus nicht beschreiben lassen bzw. während
sich das externe Feld noch in einem Bereich befindet, in dem non aligned Moden in der
Dispersionsrelation existieren, lässt sich die Kittelgleichung nicht zur Beschreibung der
Resonanzposition des Systems verwenden.
Diese Tatsache ändert sich jedoch auch nicht, wenn die Magnetisierung des Systems
in schwerer Feldgeometrie vollständig ausgerichtet ist. Wie in Abschnitt 4.5.3.2 gezeigt
wurde, ist zwar für ein dem entsprechend hohes externes Feld das Entmagnetisierungs-
feld (bzw. die Entmagnetisierungsfaktoren) konstant, aber keinesfalls homogen über
das gesamte System. Als Folge daraus konnte eine Lokalisierung der Anregung in der
Leiterbahn festgestellt werden, dies wiederum zerstört den eindomänigen Zustand des
Systems. Wird z.B. nur ein Teil der Leiterbahn zur Präzession angeregt, dann tritt
abermals eine Verkippung der Magnetisierung innerhalb der Leiterbahn auf. Zusätzlich
müsste, auf Grund der Lokalisierung, die Kittelgleichung in einer ortsabhängigen For-
mulierung angewandt werden, da die in ihr verwendeten Entmagnetisierungsfaktoren
eine starke Ortsabhängigkeit aufweisen. Anhand dieser Überlegungen ist ersichtlich,
dass zwar eine Analyse der Resonanzposition mittels der Kittelgleichung vorgenommen
werden könnte, jedoch deren physikalische Aussage fragwürdig wäre.Wurden bisher in
Abb. 4.64 d. ausschließlich die Abweichungen der Volumenmoden von Messung und Si-
mulation betrachtet, sind diese jedoch relative gering gegenüber den Abweichungen die
für die Randmode auftreten. Eine eindeutige Identifikation der gemessen Mode (grüne
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Punkte) ist daher nicht durch den direkten Vergleich der Resonanzpositionen möglich.
Es ist vielmehr eine Annahme, dass es sich bei dieser Mode um die Randmode handelt,
wobei sich diese Annahme auf den qualitativen Vergleich der Dispersionsrelationen
stützt. Wird die so identifizierte, gemessene Randmode um einen konstanten Feldwert
von 94mT verschoben (türkise Punkte), lässt sich ein ähnliches Abweichungsverhalten
wie bei der zuvor diskutierten Volumenmode beobachten. Dies ist nicht überraschend,
da die Randmode nur eine stark lokalisierte quasi-uniforme Mode ist und somit den
gleichen physikalischen Charakter aufweist, wie die Volumenmode. Somit ist dies ein
weiteres Indiz dafür, dass Simulation und reale Probe sich durch Magnetisierung bzw.
g-Faktor unterscheiden.
Allerdings ist es unmöglich, einen Feldoffset von ≈ 100mT auf eine sinnvolle Varia-
tion der beiden Größen zurückführen. In der Literatur lässt sich ein Hinweis darauf
finden, welchen Ursprung die Verschiebung der Randmode im Experiment besitzen
könnte [McM06]. Dort werden ebenfalls Permalloystreifensysteme (mit einer anderen
Geometrie) untersucht und die Einflüsse von sowohl strukturellen als auch magnetischen
Inhomogenitäten an deren Rändern diskutiert. Es zeigt sich, dass für ein System mit
einer idealen Randstruktur das Sättigungsfeld der Ränder höher ist als für ein entspre-
chend gestörtes System. Wird z.B. eine magnetische Störung der Ränder in Form einer
Oberflächenanisotropie hinzugefügt, lässt sich eine Reduktion des Resonanzfeldes der
Randmode feststellen. Auf Grund der Unstimmigkeiten zwischen Simulation und Mes-
sung wurde vorgeschlagen, die Topologie der Leiterbahn mittels einer AFM-Messung
zu untersuchen, um so zumindest Informationen über strukturelle Defekte zu erhalten.
Da jedoch in der Zwischenzeit die Leiterbahn, deren Messungen hier behandelt worden
sind, nicht mehr zur Verfügung stand (nach einer Vielzahl von Messungen war sie
zerstört), mussten die Messung an einer ähnlichen Leiterbahnstruktur durchgeführt wer-
den. Diese weist zwar eine reduzierte Breite von 600nm auf (die vorherige Leiterbahn
war 1µm breit), sie wurde aber unter den gleichen Herstellungsbedingungen produziert.
Auch wenn das kein allgemeiner Beweis ist, liegt daher die Vermutung nahe, dass beide
Strukturen eine vergleichbare Topologie zeigen. Das Resultat der AFM-Messung ist in
der folgenden Abbildung dargestellt.
Die Aufnahme in Abb. 4.65 zeigt (in 2D als auch 3D), dass die Ränder der Leiterbahn
eine andere Geometrie aufweisen, als der Rest der Struktur. Ausgehend von der Höhe in
der Leiterbahnmitte, lässt sich in den Randregionen ein Höhenanstieg feststellen. Dieser
ist örtlich ausschließlich auf den Rand beschränkt und unregelmäßig. Weiterhin findet
sich auch neben der Leiterbahn eine Erhöhung bezüglich der Substratoberfläche. Durch
Rücksprache mit dem Hersteller ist bekannt, dass der Grat am Rand der Struktur aus
Permalloy besteht und bedingt durch den Herstellungsprozess entstanden ist. Bei den
Strukturen neben der Leiterbahn handelt sich sich höchstwahrscheinlich um Rückstände
des PMMA-Lackes10, der während der Herstellung verwendet worden ist.
10PMMA ist eine Abkürzung für Polymethylmethacrylat.
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Abbildung 4.65: Die AFM-Aufnahme zeigt die Topologie einer 600nm breiten Permalloy-
Leiterbahn. Wie anhand der Aufnahme zu erkennen ist, existieren besonders an den Rändern
der Leiterbahn erhebliche Defekte. Dort hat sich unter anderem während des Herstellungs-
prozesses ein unregelmäßiger Grat aus Permalloy gebildet.
Anhand der AFM-Aufnahme ist zu sehen, dass die geometrische Form der Leiterbahn
nur näherungsweise dem eines Quaders entspricht, so wie es für die Simulationen
angenommen worden ist. Vielmehr unterliegt der komplette Rand der Struktur einer
variablen, lateralen Störung. Da die Randmode eine starke Lokalisierung innerhalb dieses
gestörten Bereiches besitzt, ist folglich mit einer Abweichung gegenüber dem ungestörten
System zu rechnen. Wohingegen man eine geringere Beeinflussung der weniger stark
lokalisierte quasi uniforme Mode in der Leiterbahnmitte durch die Störungen erwartet.
Genau dieses Verhalten ist beim Vergleich zwischen der simulierten bzw. gemessenen
Dispersionsrelation zu beobachten. Somit kann auf Grund des Vergleiches eine Aussage
über die Eigenschaften der realen Leiterbahn gemacht werden.
Zusammenfassend lässt sich sagen, dass mit Hilfe der Simulationen eine eindeutige
Identifikation der zahlreichen, gemessen Anregungsmoden in der magnetisch schweren
Richtung möglich ist. Durch eine ausführliche Beschreibung der Modenarten kann deren
Ursprung und Verhalten in der Dispersionsrelation erklärt werden. In Übereinstimmung
mit der zuvor diskutierten magnetisch leichten Richtung sind Abweichungen zu finden,
die darauf hinweisen, dass die Magnetisierung bzw. der g-Faktor des realen Systems von
den in der Simulation verwendeten Werten variiert. Des Weiteren konnte mittels der
vorhandenen Abweichungen eine Aussage über die Struktur der realen Probe gemacht
werden, die sich anhand einer durchgeführten AFM-Messung bestätigen ließ.
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In dieser Dissertation wurden zwei von einander unabhängige Teilgebiete bearbeitet.
Ein Schwerpunkt lag auf der Herstellung, der Charakterisierung und der Untersuchung
der Grenzflächenkopplung an multiferroischen Nanokompositsystemen. Als Proben-
system ist dazu ein Gemisch aus ferrimagnetischen Kobalt-Ferrit CoFe2O4 und fer-
roelektrischen Barium-Titanat BaTiO3 ausgewählt worden. Zunächst ist die gepulste
Laserdeposition als Herstellungsmethode vorgestellt worden. Im Besonderen wird dabei
auf die Modifikationen der Präparationskammer und die verwendeten Aufdampfpara-
meter eingegangen.
Die so hergestellten Proben, sind auf ihre strukturellen Eigenschaften untersucht
worden. Dazu wurden bildgebende Verfahren (SEM- und AFM-Aufnahmen) verwendet,
um die Oberflächenbeschaffenheit abzubilden. Dadurch konnten geordnete, pyramiden-
förmige Strukturen auf der Oberfläche nachgewiesen werden. Die Grundfläche dieser
Strukturen ist rechteckig, wobei deren Seitenlängen in einem Bereich von 50− 100nm
variiert. Des Weiteren zeigen die Untersuchungen eindeutig eine kristalline < 110 >
Vorzugsrichtung für die Orientierung der Strukturen. Mit Hilfe einer EDX-Analyse
konnten die Strukturen als CoFe2O4-Säulen identifiziert werden.
Darüber hinaus ist die kristalline Struktur der Probe mittels einer XRD-Messung
bestimmt worden. Anhand der Ergebnisse dieser Messung konnte gezeigt werden, dass
die Kristallstruktur ebenfalls einer hohen Ordnung unterliegt. So sind dort ausschließlich
[00l] Reflexionen aufgetreten, die sich den verschiedenen Phasen des Probensystems
zuordnen lassen konnten. Dabei war eine erfolgreiche Anpassung der Reflexionen an die
CoFe2O4 Phase nur möglich, wenn eine um ≈ 0.5 % (gegenüber einem rein kubischen
Kristall) reduzierte Gitterkonstante angenommen worden ist.
Im Folgenden wurden Messungen durchgeführt, um die magnetischen Eigenschaften
des Probensystems zu bestimmen. Durch die Analyse dieser Messergebnisse konnte die
Reduktion in der Gitterkonstante bestätigt werden.
Zunächst ist die Ausrichtung der Magnetisierung der CoFe2O4 Säulen im remanenten
Zustand ermittelt worden. Dazu wurden MFM-Aufnahmen ausgewertet, wodurch
gezeigt werden konnte, dass die Magnetisierung aus der Probenoberfläche orientiert ist.
Dies entspricht einer Ausrichtung parallel zur langen Säulenachse. Das Probensystem
weißt also ein magnetisch anisotropes Verhalten auf.
Um eine Aussage über die Größenordnung der magnetischen Anisotropie machen
zu können, sind zusätzlich Hysteresekurven gemessen worden. Aus der Analyse dieser
Messungen konnte für das Nanokomposit eine Sättigungsmagnetisierung von Ms ≈
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335 kA/m ermittelt werden. Mit Hilfe dieses Wertes wurde ein Formanisotropiefeld
von B < 0.2T berechnet. Allerdings ist anhand des Verlaufes der Hystereskurve
ein Anisotropiefeld von B ≈ 3.3T bestimmt worden. Somit zeigte sich, dass nicht
ausschließlich die Formanisotropie für die Aniostropie verantwortlich ist. Die vorhandene
Felddifferenz wurde auf die reduzierte Gitterkonstante und den daraus folgenden
Magnetostriktionseffekt des CoFe2O4 zurückgeführt.
Das magnetostriktive Verhalten ist in einem weiteren Experiment ausgenutzt worden,
um den Einfluss der elastischen Kopplung zwischen den beiden ferroischen Phasen auf
atomarer Basis nachzuweisen. Dazu sind XLD-Messungen an dem System durchge-
führt worden, während die Magnetisierung der CoFe2O4-Säulen durch ein externes
Magnetfeld manipuliert wurde. Mittels dieser Messmethode konnten elementspezifisch
strukturelle Änderungen der Probe in Abhängigkeit des externen Magnetfeldes be-
obachtet werden. Da in magnetischen Materialen jedoch unterschiedliche Ursachen
existieren, die zu einem XLD-Signal führen, konzentriert sich die Betrachtung in dieser
Dissertation auf das BaTiO3. Es konnte eine strukturelle Verzerrung des BaTiO3 nach-
gewiesen werden, wobei sich diese auf die elastische Kopplung an die CoFe2O4-Säulen
zurückführen lässt. Auf Grund der elementspezifischen Messmethode konnte festge-
stellt werden, dass sich durch die Verzerrung die Position des Ti-Atoms innerhalb der
Einheitszelle verschiebt. Die Position dieses Atoms ist von entscheidender Bedeutung
für das elektrische Dipolmoment und damit für die piezoelektrische Eigenschaft des
BaTiO3. Somit konnte gezeigt werden, dass sich durch ein Magnetfeld das elektrische
Dipolmoment direkt beeinflussen lässt.
Des Weiteren befasst sich diese Dissertation mit der Beschreibung von dynamischen
Prozessen einer Magnetisierung, die durch ein externes Hochfrequenzfeld angeregt
wird. Auf Basis der Software OOMMF (Object Oriented Micromagnetic Framework)
wurde ein mikromagnetisches Simulationsverfahren entwickelt, um Experimente zur
Ferromagnetischen Resonanz zu modellieren.
Anhand des Beispiels einer Permalloy-Leiterbahn ist gezeigt worden, wie die Ergebnis-
se aus diesen Simulationen zu interpretieren sind. Im Weiteren wurden unterschiedliche
Simulationsparameter variiert und deren Einflüsse auf das Ergebnis diskutiert. Resul-
tierend daraus konnten die Werte für die Simulationsparameter bestimmt werden, die
für alle weiteren Simulation verwendet worden sind.
Durch Anpassungen des Programms zur Nutzung auf einem Großrechner wurde
es möglich, verschiedenste winkel- und frequenzabhängige Spektren der ferromagneti-
schen Resonanz zu simulieren. Um die Qualität dieser Simulationsmethode zu über-
prüfen, wurden zunächst frequenzabhängige f = 3− 12.6GHz Spektren eines dünnen
Permalloy-Filmes bestimmt. Die Resonanzpositionen der betrachteten uniformen An-
regungsmoden des Films, entsprachen dem vorhergesagten Verhalten, dass durch die
Kittelgleichung ermittelt worden ist. Es konnte lediglich eine Abweichung von ≈ 0.02 %
festgestellt werden. Auch die Analyse der simulierten Resonanzlinienbreite ergab eine
hohe Übereinstimmung (Abweichung ≈ 0.001 %) mit der Theorie.
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Daraufhin wurde für weitere Simulationen ein System gewählt, dass sich durch eine
laterale Einschränkungen in drei Raumdimensionen auszeichnet. Als Basis hierfür ist
eine Permalloy-Leiterbahn mit den Dimensionen Länge: 78µm, Breite: 1µm und Höhe:
20nm verwendet worden, wobei diese Dimensionen durch ein reales Probensystem
vorgegeben wurden. Für dieses System sind frequenzabhängige Spektren der ferroma-
gnetischen Resonanz sowohl in magnetisch leichter Richtung (f = 3− 12.4GHz) als
auch in magnetisch schwerer Richtung (f = 2− 24.4GHz) simuliert worden.
Durch die Analyse der Anregungen in magnetisch leichter Richtung konnte festgestellt
werden, dass sich deren Verhalten deutlich von einer uniformen Anregung unterscheidet.
Die dynamischen Entmagnetisierungsfelder an den Grenzflächen führen dort zu einer
reduzierten Auslenkung der Magnetisierung (dynamisches pinning). Auf Grund dieses
unterschiedlichen Verhaltens der Grenzflächen, musste eine reduzierte Leiterbahnbreite
von 0.86µm eingeführt werden, um den Verlauf der Anregung mittels der Kittelgleichung
beschreiben zu können.
Eine neuartige Messmethode der ferromagnetischen Resonanz ermöglichte es, die Si-
mulationsergebnisse mit einem Experiment zu vergleichen. Es lässt sich eine qualitative
Übereinstimmung der Anregungsmoden feststellen. Daher ist davon auszugehen, dass
der physikalische Ursprung der gemessenen Anregungsmoden durch die Simulationen
wiedergegeben werden kann. Die vorhandenen Abweichungen zwischen Simulation und
Experiment lassen Rückschlüsse auf magnetische Parameter wie Sättigungsmagnetisie-
rung oder g-Faktor der realen Leiterbahn zu. Es ergeben sich Hinweise darauf, dass
die Stöchometrie des Permalloys nicht korrekt sein könnte, ein reduzierter g-Faktor
vorliegt oder die Randbereiche der Leiterbahn stark gestört sind.
In den frequenzabhängigen Spektren für die magnetisch schwere Richtung konnten
eine Vielzahl von unterschiedlichen Anregungsmoden identifiziert werden. Im Rahmen
dieser Dissertation konnte gezeigt werden, dass diese Anregungen nicht die Vorausset-
zungen erfüllen, um deren Resonanzposition mit der Kittelgleichung vorherzusagen.
Es wurden daher Modellvorstellungen erläutert, mit denen sich die Verläufe der An-
regungsmoden auf qualitative Weise beschreiben lassen. Dafür sind nun nicht nur
dynamische Entmagnetisierungsfelder zu betrachten, sondern es muss im Besonderen
auch die Inhomogenität des statischen Entmagnetisierungsfeld berücksichtigt werden.
Dies führt unter anderem zu stark lokalisierten oder überlagerten Anregungsmoden.
Wiederum konnten alle Anregungsmoden, die in der Simulation auftreten, durch ein
entsprechendes Experiment bestätigt werden.
Somit konnte gezeigt werden, dass es mit Hilfe des vorgestellten Simulationens-
verfahrens möglich ist, Spektren der ferromagnetischen Resonanz zu simulieren. Die
Simulationen liefern nicht nur Übereinstimmungen mit theoretischen Erwartungswer-
ten, sondern auch mit experimentellen Daten. Alle gemessen Anregungsmoden konnten
eindeutig identifiziert werden. Des Weiteren wurden auf Basis der Simulationsergebnisse





Da in der Arbeit oft ein Vergleich zwischen Austauschfeld und Dipolfeld verwendet
wurde, ist es sinnvoll einen Ausdruck für die Austauschenergie herzuleiten. Dazu wird
ein quasi-klassisches Modell verwendet, in dem es möglich ist, dass das Spinmoment
beliebige Richtungen annehmen kann. Es wird also ein Kontinuumsmodell benutzt,
daher ist mit S in dieser Näherung nicht mehr der Spinoperator gemeint, sondern es
ist ein gewöhnlicher Vektor. Es sei darauf hingewiesen, dass für diese Schreibweise der
Normierungsfaktor 1~2 nicht benötigt wird. Des Weiteren wird angenommen, dass alle
Atome identisch sind und somit Jij = J ist. Eine weitere Folge aus dieser Annahme
ist, dass der Betrag aller Spinmomente gleich groß ist | Si |=| Sj |. Die Gesamtenergie
(durch den Übergang in ein klassisches System kann sofort die Energie betrachtet
werden, ohne den Umweg über den Hamilton-Operator) des Austausches im System ist
dann gegeben durch.
Eges = −2 ·
N∑
i< j
J · Si · Sj (6.1)
Da nun die Spinmomente klassische Vektoren sind, kann man das Skalarprodukt bilden.




Mit αij als Winkel zwischen den beiden Spinmomenten i und j. Mit Hilfe einer
binomischen Formel kann cos(αij) aus der Gleichung eliminiert werden.
| Si − Sj |2= S2 + S2 − 2 · S2 · cos(αij)⇒ cos(αij) = 1−
| Si − Sj |2
2 · S2
Dies überführt Gleichung (6.2) in eine Form mit zwei Summanden.











Der erste Summand ist konstant und kann daher für die weiter Betrachtung vernach-
lässigt werden bzw. durch eine Umeichung der Energie kann dieser Wert auf 0 gesetzt
werden. Wie schon zuvor in Abschnitt 2.1 wird an dieser Stelle von reinem Spinmagne-
tismus ausgegangen. Mit dieser Voraussetzung lässt sich schreiben.
Eges = J · S2
N∑
i< j
(a · ∇ ·M)2
M2s
(6.4)
Wobei a der Abstand zweier Spinmomente zueinander ist. Geht man davon aus,
dass die Momente an den Orten der Atome lokalisiert sind entspricht dies also der
Kantenlänge einer Elementarzelle. Für das Kontinuumsmodell kann die Summe durch





Dabei ist m = M/Ms der normierte Richtungsvektor der Magnetisierung und A eine




· J · S2
Der Faktor c/a wird durch das Gitter vorgegeben, c kann je nach Gittertyp (kubisch,
raum- oder flächenzentriert) die Werte 1, 2 oder 4 annehmen.
6.2 Spin-Bahn-Kopplung
An dieser Stelle soll wird die Herleitung des Bahndrehmomentes gezeigt, wie es in
Gleichung (2.3) aufgestellt worden ist bzw. wie es auch sehr häufig in der Literatur
verwendet wird. Dazu wird ein halbklassisches Modell vorausgesetzt, in dem das Elek-
tronenorbital als eine Kreisbahn genähert wird, dies macht eine analytische Behandlung
dieses Problems wesentlich einfacher. Aus der Elektrodynamik ist bekannt, dass eine
Leiterschleife ein magnetisches Dipolmoment erzeugt [Dem02], welches gegeben ist
durch:
µ = I ·A (6.6)
Dabei ist I die Stromstärke durch die Leiterschleife und A ist die Fläche, die von der




Abbildung 6.1: Schematische Zeichnung eines
Elektron −e auf einer Kreisbahn r um ein
Proton +e.
Der Strom durch die Leiterschleife (roter






Dabei wurde vorausgesetzt, dass der
Strom nur durch das eine Elektron verur-
sacht wird, dessen Umlaufzeit T = 2pi/ω
beträgt. Die Kreisfläche erhält man durch.
A = pir2 · en (6.8)
Es werden nun Gleichung (6.7) und (6.8) genutzt, um das magnetische Dipolmoment
der Kreisbewegung zu beschreiben.
µ = −12eωr
2 · en
Wendet man auf diesen Ausdruck die Definition des Drehimpulses an [Dem98] L =
r × p = mωr2 · en an, findet sich der folgende Ausdruck.
µ = − e2m · L (6.9)
An dieser Stelle sei erwähnt, dass in der Quantenmechanik nicht der klassische Vektor
L gemessen werden kann, sondern nur eine Quantisierungsachse L̂z bzw. der Betrag L̂2
des Drehimpulsoperators. Für die Eigenwerte des Betrag bzw. der Quantisierungsachse
finden sich die Beziehungen [Nol02].
L̂2 = ~2(l · (l + 1) L̂z = m · ~ (6.10)
Wobei hier l die Drehimpulsquantenzahl und m die magnetische Quantenzahl des
betrachteten Atomorbitales ist. Dem entsprechend berechnet sich der Betrag des
magnetischen Bahnmomentes eines Zustandes mit der Quantenzahl l wie folgt.
µl = − e2m · ~
√
l · (l + 1) (6.11)
Aus historischen Gründen werden magnetische Momente sehr häufig in Einheiten des
Bohrschen Magneton angegeben. Im Bohrschen Atommodell wird der Bahndrehimpuls
durch die Bahn n des Elektrons bestimmt. | L |= n · ~ [Boh13]. Somit erhält man für
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den Grundzustand eines Wasserstoffatoms das magnetische Bahnmoment, welches dem
Bohrschen Magneton entspricht.
µ = − e~2m = −µB (6.12)
6.3 Einstein de Haas Versuch
Mit diesem Versuch ist es möglich den g-Faktor bzw. das gyromagnetische Verhältnis
γ zu bestimmen. Er wurde 1915 von Albert Einstein und Wander Johannes de Haas
erdacht und durchgeführt [Ein15]. Folgende Abbildung zeigt den Aufbau des Versuches.
Abbildung 6.2: Vereinfachter Versuchsaufbau des
Einstein de Haas Effektes. Ein ferromagnetischer
Zylinder kann mittels einer Spule ummagnetisiert
werden, wobei die Änderung des Drehimpulses mit
Hilfe eines Lichtzeigers abgelesen werden kann.
Ein Zylinder aus magnetischem Ma-
terial (der Masse m) befindet sich
innerhalb einer Spule und ist mit
einem Glasfaden aufgehängt. Die
Spule wird mit Konstantstrom be-
trieben, wobei eine Umkehrung der
Stromrichtung eine Ummagnetisie-
rung des Zylinders um 180° zur Fol-
ge hat (durch den gelben Pfeil sym-
bolisiert). Durch die Ummagnetisie-
rung müssen sich die magnetischen
Momente im Material neu ausrich-
ten und damit ändert sich auch der
damit zusammenhängende Drehim-
puls (siehe Gleichung (2.5)). Da der
Gesamtdrehimpuls des Systems ei-
ne Erhaltungsgröße ist, muss das
ummagnetisieren eine Rotation des
Zylinders zufolge haben, die zu ei-
ner Torsion des Glasfadens führt.
Der Torsionswinkel ϕ kann mittels eines Lichtzeigers auf einer Skala abgelesen werden.
Für den Drehimpuls findet sich in der Mechanik die allgemeine Formulierung [Vog99].
L = I · ω (6.13)
Mit dem Trägheitsmoment I und der Winkelgeschwindigkeit ω. Mit Gleichung (2.5)
steht eine Beziehung zwischen Drehimpuls und magnetischen Moment zur Verfügung.
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Wird von der Annahme ausgegangen, dass in dem Zylinder N magnetische Momente
existieren, führt dies zur folgenden Formulierung des Drehimpulses.
I · ω = L = N · ~
gj · µB (6.14)
Wenn sich das System in einem stabilen Zustand befindet, ist die Rotationsenergie
des Zylinders gleich der Torsionsenergie des Fadens. Für die Rotationsenergie bzw.






= 12 ·D · ϕ
2 = ETor
Mit der Materialeigenschaft D, des Torsionsrichtmomentes des Fadens. Es wurde nur
das wohlbekannte Trägheitsmoment eines Vollzylinders I = 12m · r2 benötigt, um an
einen weiteren Ausdruck des Drehimpulses des System zu gelangen.




Dieser Ausdruck wird in Gleichung (6.14) eingesetzt, womit sich dann eine Beziehung
zwischen ϕ und gj ergibt. Somit kann nur durch ablesen des Torsionswinkels eine
Aussage über den Ursprung des Magnetismus gemacht werden.







Mit diesem Experiment wurde zum ersten mal nachgewiesen, dass der Magnetismus in
Ferromagneten hauptsächlich durch den Spinmagnetismus hervorgerufen wird, da für
gj Werte von ≈ 2 gefunden wurden.
6.4 Lösung der Poisson-Gleichung
Die Berechnung erfolgt zur Vereinfachung im cgs-System. Die allgemeine Form der
Poisson-Gleichung lautet wie folgt [Poi13]
4V = −4piρ (6.17)
Wobei V ein skalares Potential darstellt und ρ eine Dichte ist.
Für die Lösung dieser Gleichung sei ein elektrostatisches System angenommen, in
welchem nur eine Punktladung im Ursprung des Koordinatensystem vorhanden ist,
dieses Beispiel macht die Demonstration der Lösung besonders einfach. Der Weg ist
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jedoch für komplexere Systeme ebenfalls der gleiche. Aus den Maxwellgleichungen
erhält man für ein zeitunabhängiges System.
∇× E(r) = 0 / ∇ · E(r) = 4pi · ρ(r) (6.18)
Das elektrische Feld ist in diesem Fall wirbelfrei und somit ein konservatives Kraftfeld.
E(r) = −∇Φ(r) (6.19)
Einsetzen von Gleichung (6.19) in Gleichung (6.18) führt zu.
∇2Φ(r) = −4piρ(r) (6.20)
Damit hat das beschrieben Problem die Gestalt einer Poissongleichung. Die Dichte ρ(r)
entspricht hier einer Ladungsdichte, welche im diskutierten Beispiel sehr einfach als
ρ(r) = q · δ(r − r0) geschrieben werden kann, mit r0 = 0 da sich die Punktladung im
Ursprung befindet.
∇2G(r) = −4piδ(r) mit G(r) = Φ(r)
q
(6.21)
Die Lösung einer linearen Differentialgleichung mit einer δ(r)-Funktion heißt Greensche
Funktion dieser Gleichung[Gre28]. G(r) ist in diesem Fall die Lösung der Poissonglei-
chung.
Eine weitere Eigenschaft eines konservativen Feldes ist, dass die Äquipotentiallinien
dieses Feldes eine Kugeloberfläche beschreiben E(r) = E(r) · er. Wird nun eine Inte-




∇2G(r) · dV = −
ˆ
V
4piδ(r) · dV = −4pi
Bzw. durch Anwendung des Satzes von Gauss.
ˆ
V
∇2G(r) · dV =
ˆ
S





er · dS = −
4pir2E(r)
q
Für letztere Umformung wurde ausgenutzt, dass E(r) · er auf einer Kugeloberfläche
konstant ist. Aus den beiden Volumenintegralen lässt sich das Coulombgesetz[Cou85,
Tip00] ableiten und es findet sich ein Ausdruck für G(r) (es sei darauf hingewiesen,
dass dies kein allgemeiner Ausdruck für G(r) ist).
E(r) = q
r2
· er G(r) =
1
| r | (6.22)
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6.5 Bestimmung der Komponenten des Entmagnetisierungstensors
Ist durch eine Verallgemeinerung die Position der Punktladung an einer beliebigen Stelle
r
′ im Raum, verändern sich die Gleichungen indem | r | →
r′ 6=0
| r − r′ |übergeht. Des
Weiteren sei das System nun nicht mehr nur durch eine Ladung beschrieben, sondern
durch eine räumliche Ladungsverteilungsdichte ρ(r′). Das Potential setzt sich aus einer
Superposition zusammen, womit eine Integration über die gesamte Ladungsverteilung




G(r − r′) · ρ(r′) · dV ′ =
ˆ
ρ(r′)
| r − r′ | · dV
′ (6.23)
Damit konnte mit Hilfe des sehr einfachen Beispiels einer Punktladung der Zusam-
menhang zwischen Potential und Ladungsverteilung gezeigt werden. Ob es sich bei
dieser Ladungsverteilung um eine elektrische bzw. magnetische handelt, ändert nichts
an der Betrachtungsweise, da in diesem Falle beides konservative Kraftfelder und durch
Ladungen erzeugt werden. Dies wurde für Gleichung (2.31) ausgenutzt. Abschließend
sei ein kurzer, nicht streng mathematischer, Beweis für Gleichung (6.23) gezeigt.
∇2Φ(r) =
ˆ
∇2G(r − r′) · ρ(r′) · dV ′ =
ˆ
−4piδ(r − r′) · ρ(r′) · dV ′ = −4piρ(r)
6.5 Bestimmung der Komponenten des
Entmagnetisierungstensors
In diesem Abschnitt wird die Herleitung der Gleichung (2.39) zur Bestimmung der
Diagonalelemente des Entmagnetisierungstensors eines Rechteckes gezeigt. Dazu wird
von der wohlbekannten Gleichung (2.32) für das Potential des Magnetfeldes eines
Körpers ausgegangen.




| r − r′ | · dV
′
Um die Lösung zu vereinfachen wird die Annahme gemacht, dass das System voll-
ständig in Richtung der z-Achse magnetisiert ist. Zusätzlich soll die Magnetisierung



























| r − r′ |3
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| r − r′ |3 · dV
′ (6.24)
Die unbestimmten Integrale können mittels der Geometrie des System, welches in Abb.

















| r − r′ |3
















| r − r′ |













Da es sich hier um ein konservatives Feld handelt, gilt Gleichung (2.29) Hd(r) = ∇Φ(r).
Bleibt man außerdem in einem linearen Zusammenhang zwischen Entmagnetisierungs-
feld und Magnetisierung (siehe Gleichung (2.35)) Hd(r) = −N(r) ·M , findet sich für
die Komponenten des Tensors der Ausdruck.












Im Weiteren sollen nur die Diagonalelemente betrachtet werden, da die Nebendiagonal-
elemente bei geeigneter Wahl des Koordinatensystems den Wert 0 annehmen. Wird die


















((x− x′)2 + (y − y′)2 + (z − c)2)2
}
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6.6 Präzessionsterm in der Landau-Lifschitz-Gleichung
Die nun anschließende Integration über y′ kann mittels Maple durchgeführt werden.
Auf eine exakte Beschreibung des Ergebnisses sei an dieser Stelle verzichtet. Der erste






 c− z(x− x′)2 + (z − c)2 · b− y√(x− x′)2 + (y − b)2 + (z − c)2 + ...

Für die abschließende Integration über x′ wird eine mathematische Eigenschaft ausge-
nutzt.
q · w
((x− x′)2 + w2) ·
√






(x− x′)2 + q2 + w2 · w
(x− x′) · q

Wenn w = (c− z),q = (b− y) entspricht dies, dem zuvor gezeigten ersten Term von
Nzz(r). Wird das Argument im Cotangens abgekürzt durch eine Funktion f(x, y, z),
kommt man auf die in dieser Arbeit vorgestellte Form (siehe Gleichung (2.39)) zur
Berechnung der Entmagnetisierungskomponenten.
f(x, y, z) =
√
(x− a)2 + (y − b)2 + (z − c)2 · (c− z)
(a− x) · (b− y)
Nzz(r) ∼ 14pi {arccot(f(x, y, z)) + ...}
6.6 Präzessionsterm in der Landau-Lifschitz-Gleichung
Es wird von einer rein klassischen Beschreibung ausgegangen. Dazu stelle man sich einen
magnetischen Dipol µ in einem homogene externen Magnetfeld Hext vor. Entspricht
die Ausrichtung des Dipols nicht der des externen Feldes, wirkt eine Kraft auf die Pole
des Dipols. Dies führt solange zu einem Drehmoment bis µ q Hext.
Wird vorausgesetzt das sich die magnetischen Oberflächenladungsdichte pN = −pS
an den Polen befinden und einen Abstand d von einander haben, bedeutet dies für die
Kraft auf diese Pole bzw. gilt ganz allgemein der schon aus der Mechanik bekannte
Zusammenhang [Ber74].
F = pN,S · µ0Hext
bzw. für das Drehmoment D
D = r × F
| D |= 2 ·
(
d




Abbildung 6.3: Ein magnetischer Dipol µ = p · d befindet sich unter einem Winkel von α sich
in einem externen Magnetfeld Hext.
Wird nun noch folgende Definition eines Dipols verwendet µ = p · d [Dem02], lässt sich
das Drehmoment umschreiben.
D = µ×Bext (6.26)
Daraus kann der Drehimpuls J bestimmt werden, in dem die Beziehung dJdt = D
ausgenutzt wird. Des Weiteren wurde in Gleichung (2.5) ein Zusammenhang zwischen








= D = µ×Bext (6.27)
Damit konnte mittels Zusammenhängen aus der klassischen Mechanik die Gleichung
(2.8) hergeleitet werden.
6.7 Äquivalenz der Landau-Lifschitz-Gilbert-Gleichung zur
Landau-Lifschitz-Gleichung
Es ist durch einfache mathematische Umformungen möglich die Landau-Lifschitz-
Gilbert-Gleichung in die Form der Landau-Lifschitz-Gleichung zu transformieren. Zur














6.8 Transformation der effektiven Induktion und der LLG in Kugelkoordinaten
Wird diese Gleichung nun auf beiden Seiten ×M erweitert, a× (b× c) = b(a ·c)−c(a ·b)
angewandt und die Beziehung M · dMdt = 0 ausgenutzt, erhält man folgende Gleichung.

























− α |M | ·dMdt
Diese Ergebnis kann nun wieder in die ursprüngliche LLGG eingesetzt werden.
dM
dt































Gleichung (6.28) hat damit die gleiche Form wie die Landau-Lifschitz-Gleichung (siehe
Gleichung (2.10) in Abschnitt 2.4.1). Durch einen Koeffizientenvergleich findet sich
der Zusammenhang γ? = γ(1 + α2) und es kann festgestellt werden, dass für α  1
beide Gleichungen äquivalent sind. Da alle quantitativen Auswertungen in dieser Arbeit
für Systeme mit sehr kleiner Dämpfung (α = 0.01 .. 0.005) gemacht wurden, kann die
Landau-Lifschitz-Gleichung verwendet werden.
6.8 Transformation der effektiven Induktion und der LLG in
Kugelkoordinaten
Es soll die einfache Herleitung zu Gleichung (2.14) gezeigt werden. Dazu wird zunächst
eine Parametrisierung vorgenommen, die aus Abb. 2.3 hervorgeht.
Mx = M · sin (ϑ) · cos (ϕ) My = M · sin (ϑ) · sin (ϕ) Mz = M · cos (ϑ)
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Hierbei entspricht M dem Betrag der Magnetisierung, ϑ dem Polarwinkel und ϕ dem










 sin (ϑ) · cos (ϕ)sin (ϑ) · sin (ϕ)
cos (ϑ)
 eϑ =
 cos (ϑ) · cos (ϕ)cos (ϑ) · sin (ϕ)
− sin (ϑ)
 eϕ =
 − sin (ϕ)cos (ϕ)
0

Mit diesem Ausdruck lässt sich jeder beliebige Vektor in Kugelkoordinaten ausdrücken,
indem die Projektion auf des Vektors auf die Kugeleinheitsvektoren gebildet wird.




Beffx · ex +Beffy · ey +Beffz · ez
)




 Beffx sin (ϑ) cos(ϕ) +Beffy sin (ϑ) sin(ϕ) +Beffz cos (ϑ)Beffx cos (ϑ) cos(ϕ) +Beffy cos (ϑ) sin(ϕ)−Beffz sin (ϑ)
−Beffx sin(ϕ) +Beffy cos(ϕ)
 (6.29)
Dies ist genau die Form, die im weiteren Verlauf von Abschnitt 2.4.2 Verwendung findet.








Im Weiteren wird davon ausgegangen, dass M nur eine Funktion von ϑ und ϕ ist,
somit also der Betrag konstant bleibt. Um die LLG in Kugelkoordinaten auszudrücken
wird von Gleichung (2.8) ausgegangen. Das totale Differential in dieser Gleichung muss











Setzt man nun die Definition der Einheitsvektoren ein, folgt daraus.
dM(ϑ, ϕ)
dt
= M · eϑ · ϑ˙+M · sin(ϑ) · eϕ · ϕ˙ (6.30)
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6.9 Zusammenhang zwischen freier Energiedichte und effektiver Induktion
Da sowohl M als auch Beff in Kugelkoordinaten vorliegen, kann das Kreuzprodukt
gewohnt ausgeführt werden.






 = −γ (0 · eM −M ·Bϕ · eϑ +M ·Bϑ · eϕ) (6.31)
Dies liefert die LLG in Kugelkoordinaten, in dem nun die Gleichungen (6.30) und (6.31)
verbunden werden.
ϑ˙ = γ ·Bϕ / ϕ˙ · sin(ϑ) = −γ ·Bϑ (6.32)
6.9 Zusammenhang zwischen freier Energiedichte und
effektiver Induktion
Ausgehend von Gleichung (2.16) kann geschrieben werden.








= dF (ϑ, ϕ)












+BϕM · sin (ϑ)
)
dϕ
Diese Gleichung ist nur erfüllt, wenn es entweder keine Auslenkung der Magnetisierung
vorliegt dϑ = 0 und dϕ = 0 oder wenn die Koeffizienten den Wert 0 annehmen, daraus
folgt die Beziehung zwischen freier Energiedichte und der effektiven Induktion.
∂F
∂ϑ
= Fϑ = −BϑM ∂F
∂ϕ
= Fϕ = −BϕM · sin(ϑ) (6.33)
6.10 Berechnung der allgemeinen Resonanzbedingung
Dazu wird von Gleichung (2.15) ausgegangen, diese stellte die ungedämpfte LLG in
Kugelkoordinaten dar. Im nächsten Schritt wird Gleichung (2.17) dort eingesetzt, um
die Induktion durch die freie Energie zu ersetzen.
ϑ˙ = −γ · Fϕ
M · sin(ϑ)




Nun kann durch Gleichung (2.18) der Ausdruck der freien Energie umgewandelt werden.
Es sei nochmals daran erinnert, dass in diesem Schritt z.B. ϑ = ϑ0 + δϑ mit ϑ0  δϑ
definiert wurde. Wobei dϑ0dt = 0 ist, da die Gleichgewichtslage unabhängig von der Zeit
ist.
δϑ˙ = − γ
M · sin(ϑ0) (Fϕϑδϑ+ Fϕϕδϕ)
δϕ˙ = γ
M · sin(ϑ0) (Fϑϑδϑ+ Fϑϕδϕ)
Dies ist ein gekoppeltes Differentialgleichungssystem, welches sich mit Hilfe des Deter-
minantenverfahrens lösen lässt. Des Weiteren wird der Lösungsansatz (δϑ, δϕ) ∼ eiωt












δϕ = 0 iωM ·sin(ϑ0)γ + Fϕϑ Fϕϕ
−Fϑϑ iωM ·sin(ϑ0)γ − Fϑϕ




Um die Gleichung zu erfüllen muss die Determinante dieser 2×2 Matrix den Wert
0 annehmen. Wird diese berechnet, erhält man die Resonanzbedingung (es wird zur
Übersichtlichkeit iωM ·sin(ϑ0)γ = a substituiert).
a2 − aFϑϕ + aFϕϑ − FϕϑFϑϕ + FϑϑFϕϕ = 0
Da die Reihenfolge der Differentiationen von F beliebig ist, vereinfacht sich die Glei-
chung zu.
a2 = −FϑϑFϕϕ + (Fϑϕ)2






Fϑϑ · Fϕϕ − (Fϑϕ)2 (6.34)
6.11 Lösung der LLG
Der Weg zur Lösung ist in der Literatur zu finden [Von66, Lin03]. Wie zuvor in Abschnitt
6.10 wird der Betrag der Magnetisierung konstant angenommen und man geht von
einer periodischen Bewegung. Dies liefert den Ansatz M(t) ∼ eiωt, weiterhin wird die
Magnetisierung in eine statische (mit M bezeichnet) und eine dynamische Komponente
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(m) aufgespalten. Es wird zunächst ein System betrachtet, dass ungedämpft α = 0
ist, in dem keine Anregung existiert b = 0. Die effektive Induktion hat die Form
Beff = Bz · ez und der statische Teil der Magnetisierung soll parallel zur Induktion
ausgerichtet sein, wobei gelten soll Mz  mx,y,z. Wird dies in die LLGG (Gleichung




 eiωt =⇒ iωmx = −γBziωmy = γBz
iωmz = 0
Aus diesem Gleichungssystem folgt sofort das mz = 0 und die Beziehung ω0 = γBz





 (cos(ω0t) + i · sin(ω0t)) = Re(M) =
 mx cos(ω0t)mx sin(ω0t)
Mz

Die Magnetisierung beschreibt also eine Kreisbahn genau, wie es in Abb. 2.1 dargestellt
ist. Wird nun dem System eine Dämpfung und eine Mikrowelle hinzugefügt, ist dies
der wesentlich allgemeinere Fall. Für die weitere Rechnung wird die Annahme gemacht,
dass das Produkte von mi und bj zu vernachlässigen ist, da in der Grundannahme





















iωmx = −γBzmy + γMzby − iωαmy
iωmy = γBzmx + γMzbx − iωαmx
0 = 0
Wird nun obige Beziehung ausgenutzt und das Gleichungssystem umgestellt. mxmy
0
 =






Auf Grund der Übersichtlichkeit ist dabei eine Substitution vorgenommen worden.
χii =
(ω0 + iωα) γMz
(ω0 + iωα)2 − ω2
und χij =
γMziω
(ω0 + iωα)2 − ω2
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Die Gleichung hat die typische Form einer Suszeptibilität m = χ · b , da es sich bei der
Anregung um Mikrowellenstrahlung handelt, wird χ auch Hochfrequenzsuszeptibilitäts-
tensor genannt. Da χ eine komplexe Größe darstellt, ist es sinnvoll die Komponenten
in Real bzw. Imaginärteil aufzuspalten. Da im Weiteren nur noch die Diagonalelemente
von entscheidender Bedeutung sind, beschränkt sich weitere Rechnung nur auf die-
se. Um die Gleichung übersichtlicher zu gestalten wird eine Substitution eingeführt
(ω0 + iωα)2 − ω2 = ω20 − ω2 − (αω)2 + i · 2ω0ωα = b+ i · 2ω0ωα
χii =
(ω0 + iωα) γMz
b+ i · 2ω0ωα ·
(
b− i · 2ω0ωα
b− i · 2ω0ωα
)







ω20 − ω2 (1 + α2)






ω20 − ω2 (1 + α2)
)2 + 4 (ω0ωα)2 (6.35)
Analog lassen sich so auch die Nebendiagonalelemente berechnen, damit ist es möglich
die dynamische Komponente der Magnetisierung zu bestimmen.
6.12 Poynting’sche Energieerhaltung
In der Literatur findet sich für die Beschreibung der Energieerhaltung durch den
Poynting’schen Satz der Ausdruck.
∂u
∂t
= −J · E −∇S
Dabei ist S der Poynting Vektor, der die Energiestromdichte wiedergibt. E ist eine
elektrische Feldstärke und J eine Stromdichte. ∂u∂t gibt die Änderung der in einem
System vorhanden elektromagnetischen Energiedichte an. Diese Größe entspricht also
einer Leistungsdichte eines elektromagnetischen Feldes. Wird vorausgesetzt, dass alle
Felder eine periodische Zeitabhängigkeit besitzen (E,B, ... ∼ eiωt es werden Großbuch-
staben verwendet, um nicht mit den Einheitsvektoren in Konflikt zu geraten) kann
diese Leistungsdichte explizit angegeben werden. In diesem Fall gilt dann.
P = 2iω (we − wm)
we und wm sind die Energiedichten we = 14E · D∗ bzw. wm = 14B · H∗ für das
elektrische bzw. magnetische Feld. Aus den Maxwellgleichungen für Materie folgen die
Zusammenhänge.
D =  · E = 0r · E






6.13 Umformung von χ′′ in eine Lorentzfunktion
Mit den Größe µr wird der magnetische Permeabilitätstensor bezeichnet und  entspricht
dem Dielektrizitätstensor. Da das Probensystem sich idealerweise an einem Ort befindet,
an dem keine elektrische Feldstärke E = 0 herrscht. Um die Gleichung zu vereinfachen
sei weiterhin angenommen, dass das magnetische Feld nur in eine Raumrichtung
orientiert ist H = H · ex.
P = −2iωwm = −12 iωB ·H







P = −12 iωµ0 (χxx + 1) ·H
2
Geht man im Weiteren von einer komplexen Suszeptibilität aus, wie auch zuvor in
Abschnitt 6.11 und wird gefordert, dass die Leistungsdichte eine reelle Größe ist (diese

















Somit kann der Imaginärteil χ von als diejenige Energie identifiziert werden, die
während einer Periodendauer in Resonanz vom System absorbiert wird. Werden linear
polarisierte Mikrowellen benutzt, so ist die Absorption durch die Diagonalelemente des
Tensor bestimmt.
6.13 Umformung von χ′′ in eine Lorentzfunktion
Eine Idee zur Vorgehensweise ist in der Literatur zu finden unter [Mec07]. Um diese
Umforumg zu zeigen wird von der Formulierung von χ′′ ausgegangen, wie sie in










ω20 − ω2 (1 + α2)
)2 + 4 (ω0ωα)2 f(x) = b(x− t)2 + b2
Mit der Voraussetzung von geringer Dämpfung α 1 und Einschränkung des Betrach-




















Um alle Normierungsfaktoren nur in der Amplitude der Funktion vorzufinden, muss
die 4 im zweiten Term des Nenners eliminiert werden. Dazu wird eine Konsequenz aus





(ω0 − ω)2 + 4ω20α2 + 3 (ω0 − ω)2
= γMz2 ·
ω0α
(ω0 − ω)2 + (ω0α)2
Die so gefundene Funktion entspricht genau der mathematischen Beschreibung einer
Lorentzkurve.
6.14 Bestimmung der Resonanzlinienbreite
Zunächst wird der Wert für χ′′ im Resonanzmaximum bestimmt. Dieses liegt vor, wenn






Da die Linienbreite für die halbe Höhe des Resonanzmaximum gesucht ist, folgt daraus





(ω0 − ω)2 + (ω0α)2




(ω0 − ω)2 + (ω0α)2
ω = ω0 ± ω0α
Somit weichen die Positionen, an denen die Resonanzkurve die halbe Höhe aufweist,
um ±ω0α von der Position des Resonanzmaximum ab. Daher ist die Linienbreite der
Resonanzkurve gegeben durch :
4ω = 2ω0α
6.15 Relative Längenänderungen auf Grund von
Magnetostriktion
Bevor es in diesem Abschnitt mit der Betrachtung der freien Energiedichte begonnen
wird, soll zunächst eine kurze Einführung in die später verwendete relative Längenände-
rung gegeben werden. Wobei ausschließlich nur kleine Längenänderungen vorkommen
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sollen, so dass das System sich stets im linearen Bereich befindet. Dazu ist in folgender
Abbildung ein kubisches System ohne jegliche Verspannung gezeigt.
Abbildung 6.4: Es ist auf der linken Seite ein kubisches System dargestellt, in dem ein fester
Punkt P den Ortsvektor r0 hat. Wirkt eine Verspannung auf dieses System ändert sich auch
der Ortsvektor r0 → r.
Dort hat ein Punkt P den Ortsvektor r0. Analog zum in Abschnitt 2.6.2 eingeführten
Richtungskosinus kann auch der Ortsvektor damit beschrieben werden.
βi =
r0
| r0 | · ei (6.36)
Wird im Weiteren auf das kubische System eine Verspannung ausgeübt, verformt es
sich das gesamte System und für den neuen Ortsvektor gilt dann.
r =
 x0 + εxx · x0 + εxy · y0 + εxz · z0y0 + εyx · x0 + εyy · y0 + εyz · z0
z0 + εzx · x0 + εzy · y0 + εzz · z0

Oder durch Anwendung des vorher definierten Richtungskosinus















Es wird ja ein Ausdruck für eine relative Längenänderung gesucht, daher sind nur die
Beträge der Vektoren von Interesse. Des Weiteren soll die Verspannung klein sein, so
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dass Terme zweiter Ordnung von ε keine Berücksichtigung finden. Außerdem wird die
Definition des Richtungskosinus, als eine auf 1 normierte Größe, ausgenutzt.
β2x + β2y + β2z = 12
| r |=













Als ein weiteres Resultat der Forderung eines kleinen Verspannung ist auch eine
Taylorentwicklung der Summation durchgeführt worden (1 + x)1/2 = 1 + 12x+.......
[Bro01]. Mit diesem Ansatz kann die relative Längenänderung beschrieben werden, so
wie sie auch in Gleichung (2.45).




Diese Beziehung findet im weiteren Verlauf des Abschnittes noch Anwendung.
Nun wird sich mit einer energetischen Betrachtungsweise der Magnetostriktion beschäf-
tigt, um den Übergang von einer anisotropen zu einer isotropen Magnetostriktion zu
zeigen. Dabei wird von den Gleichungen (2.43) und (2.44) für die magnetoelastische
und elastische Energie eines Systems ausgegangen. Beschreibt man die Gesamtenergie
















3) + c11 · εzz + c12 (εyy + εyy) = 0
δF
δεxy
= B2 · αxαy + c44 · exy = 0
δF
δεyz
= B2 · αyαz + c44 · εyz = 0
δF
δεxz
= B2 · αxαz + c44 · εxz = 0
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Die übrigen drei Lösungen sind nicht einfach ersichtlich und im Weiteren soll am
Beispiel von εxx (erste Gleichung) der Lösungsweg skizziert werden. Zunächst ist diese
Gleichung abhängig von drei Komponenten von ε. Daher werden die anderen beiden
Gleichungen zur jeweiligen Komponente εyy, εzz umgestellt und in die erste Gleichung
eingesetzt. Um die Übersicht zu wahren wird noch eine Substitution vorgenommen.
B1(α2x −
1
3) + c11 · εxx + c12 (εyy + εzz) = 0 −→ B ·A1 + c1 · x+ c2 · (y + z)
Ersetzt man in der ersten Gleichung alle anderen Komponenten von ε folgt für die
Lösung.
εxx = −B · (c1 ·A1− c2 ·A2− c2 ·A3 + c2 ·A1)
c12 + c1 · c2− 2 · c22
Diese doch noch sehr unübersichtliche Form lässt sich jedoch noch vereinfachen, indem
man den Nenner umformt und zum Zähler −c2 ·A1 + c2 ·A1 = 0 addiert.
εxx = −B · (c1 ·A1− c2 ·A2− c2 ·A3 + c2 ·A1−c2 ·A1+ c2 ·A1)(c1− c2) · (c1 + 2c2)
Im nächsten Schritt wird, wie schon zuvor, die Tatsache ausgenutzt, dass der Rich-
tungskosinus auf 1 normierte ist.
A1 +A2 +A3 = α2x + α2y + α2z − 1 = 0
Wird nun diese Beziehung auf den Ausdruck für εxx angewandt.
εxx = −B · (−c2 (A1 +A2 +A3) +A1 · (c1 + 2c2))(c1− c2) · (c1 + 2c2) =
B ·A1
(c2− c1)











Gleichung (6.37) beschreibt die relative Längenänderung eines Systems und beinhal-
tet dabei alle Komponenten von ε. Da nun die Möglichkeit besteht, die gefundenen
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Formulierungen dieser Komponenten in die Gleichung einzusetzen, kann eine relative
Längenänderung in jeder beliebigen Richtung berechnet werden.




x + α2yβ2y + α2zβ2z − 13
)
−B2c44 · (αxαyβxβy + αyαzβyβz + αxαzβxβz)
(6.40)
Die beiden Koeffizienten, denen ihre physikalische Bedeutung nicht anzusehen ist,
lassen sich noch geschickt umformen. Dazu werden Kombinationen von α, β gewählt,
um jeweils einen der Koeffizienten zu eliminieren.
αx = βx = 1 / αy = βy = αz = βz = 0
λ[100] =
2 ·B1
3 · (c12 − c11)






Die Koeffizienten können daher als eine relative Längenänderung entlang einer Würfel-
kanten λ[100] und der Würfeldiagonalen λ[111] gesehen werden. Es sei an dieser Stelle
kurz erwähnt, dass der Wert 1√3 für die Würfeldiagonalen durch die Normierung des
Richtungskosinus zustande kommt. Durch einfaches einsetzen in Gleichung (6.40) lässt
sich nun auch die relative Längenänderung in die Richtung [110] bestimmen.
αx = βx = αy = βy =
1√
2






Somit lässt sich die relative Längenänderungen in [110] nicht linear unabhängig und
lässt sich als eine Linearkombination ausdrücken.
Angenommen die Magnetostriktion ist isotrop in alle Raumrichtungen, dann folgt





x + α2yβ2y + α2zβ2z − 13
)
+ 3λs (αxαyβxβy + αyαzβyβz + αxαzβxβz)
= 32λs
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Für die letzte Umformung wurde ausgenutzt, dass innerhalb der zweiten Klammer
das Skalarprodukt der beiden Richtungskosinus steht. Daher bezeichnet Φ den Winkel
zwischen der Lage der Magnetisierung und der Richtung in der die relative Längenaus-
dehnung bestimmt wird.
6.16 Inverse Magnetostriktion
Um den Effekt der inversen Magnetostriktion zu beschreiben, muss auf einen ferro-
magnetischen Körper eine äußere Kraft ausgeübt werden, die zu einer Verzerrung des
Körpers führt. Diese Kraft lässt sich als ein Druck σ auf den Körper beschreiben,
wobei der Druck eine tensorielle Größe darstellt. Um die magnetoelastische Energie-
dichte der inversen Magnetostriktion zu bestimmen, wird ε in Gleichung (2.46) durch




α2x · γ2x + α2y · γ2y + α2z · γ2z − 13
)
−3λ[111]σ (αx · αy · γx · γy + αy · αz · γy · γz + αx · αz · γx · γz)
(6.42)
Die Komponenten γi geben den Richtungskosinus des Drucks an. Analog dazu gilt für
eine isotrope Magnetostriktionskonstante.





Ist zum Beispiel der Winkel zwischen der Magnetisierung und dem ausgeübten Druck
Φ = 0°, wird diese Ausrichtung der Magnetisierung im Falle des CoFe2O4 energetisch
mit zunehmenden Druck (σ < 0) immer günstiger (λs < 0).
6.17 Energie austauschgekoppelter Spinwellen
Um die Energie einer austauschgekoppelten Spinwelle zu berechnen, gibt es in der
Literatur viele Ansätze. Für den hier gezeigten Lösungsweg wurde im wesentlichen
[Kit02, Pra09] verwendet. Es wird sich bei der Lösung auf einen semi-klassischen Ansatz
beschränkt, wobei dieser das gleiche Ergebnis liefert, wie die quantenmechanische
Lösung [Pra09]. Da der Öffnungswinkel β der Präzession für die unterschiedlichen
Spinwellen gleichgroß ist, wir die Energie einer Spinwelle ausschließlich durch die
Austauschenergie bestimmt. Als Grundlage zur Beschreibung der Energie dient daher
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die Gleichung (2.2) , wobei nochmals darauf hingewiesen wird, dass die Spinoperatoren
durch klassische Vektoren ersetzt worden sind.
Eex = −2 ·
N∑
i< j
J · Si · Sj
Ausgehend von einer linearen Spinkette (wie sie auch in Abb. 2.13), wird die Austau-
schenergie betrachtet, die der Spin im Bezug auf seine direkten Nachbarn besitzt. Für
diesen Ansatz wird die Summe nicht mehr benötigt und für die Austauschenergie des
Momentes an der Stelle i gilt.
Eex = 2 · J · Si−1 · Si + 2 · J · Si · Si+1 = Si · (2J · (Si−1 + Si+1))
Der Spin lässt sich ebenfalls als ein Drehimpuls schreiben, denn dass sind die Eigenwerte
des Spinoperators, der auf einen Spinzustand angewandt wird Ŝz | χ >= ~ ·ms | χ >,
oder klassisch ausgedrückt ist der Drehimpuls eines Spinmomentes gegeben durch
~ · Si. Weiterhin kann einem Drehimpuls ein magnetisches Moment zugeordnet werden
µ
i
= −gµBSi (siehe Gleichung (2.4)), welches sich im Austauschfeld Bex seiner nächsten
Nachbarn befindet. Bei klassischer Betrachtungsweise gilt, wie auch schon bei der
Herleitung des Präzessionsterms der LLG (siehe auch Gleichung (6.27), dass eine





×Bex =⇒ S˙i =
2J
~
(Si × Si−1 + Si × Si+1)
Durch die Kreuzprodukte resultieren drei gekoppelte Gleichungen für die Lösung des
Gleichungssystems. Um diese zu entkoppeln, muss die Annahme gemacht werden, dass
die dynamische Komponente sehr klein gegenüber der statischen ist Sx, Sy  Sz.
Außerdem ist die statische Komponente aller Spins identisch Sz = S.
S˙xi = 2J~
(
2Syi · S − S · Syi−1 − S · Syi+1
)
S˙yi = 2J~
(−2Sxi · S + S · Sxi−1 + S · Sxi+1)
S˙zi = 0
Da die Lösung zur Beschreibung der Spinwellen eine periodische Funktion sein soll,
wird eine Exponentialfunktion als Lösungsansatz gewählt, wobei davon ausgegangen
wird, dass der Abstand zwischen zwei Spins a beträgt.
Sx,y = q, w · ei·(n·k·a−ω·t)
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Einsetzen des Lösungsansatzes liefert.
−iωq − w · 2J~ S
(
2− e−ika − eika
)
= 0
q · 2J~ S
(
2− e−ika − eika
)
− iωw = 0
Dieses Gleichungssystem ist unter zwei verschiedenen Annahmen lösbar. Zum einen sind
die Gleichungen erfüllt, falls die Amplituden der dynamischen Komponente q, w = 0
verschwindend sind, wobei dies eine triviale Lösung darstellt. Die weitaus zielführendere
Annahme ist, dass die Determinante des Systems den Wert 0 annimmt. Mittels dieser















S (1− cos(k · a))
)2
Ist die Verkippung zwischen benachbarten Spins klein, also ist die Wellenlänge des
Magnons groß gegenüber dem Abstand a, dann kann der Kosinus durch eine Taylorent-
wicklung genähert werden, die nach dem linearen Glied abgebrochen wird.




Wird der Spin nur durch ein Elektron S = 12 hervorgerufen, ändert sich zwar der
Vorfaktor, jedoch bleibt stets die Proportionalität ω ∼ k2.
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In diesem Abschnitt wird die Dispersionsrelation für dipolar gekoppelter Spinwellen in
unendlich ausgedehnten Filmen hergeleitet. Der Vorteil solch einer Annahme ist, dass
nur zwei Grenzflächen des Systems existieren, die für die spätere Randbedingungen
von Bedeutung sind. Die Berechnungen für Systeme mit mehreren eingeschränkten
Dimensionen kann analog durchgeführt werden, ist nur wesentlich aufwendiger. Da die
Ergebnisse jedoch qualitativ identisch sind, beschränkt sich diese Arbeit auf eine analy-
tische Lösung der Dispersionsrelation für Filme. Größtenteils wurde die Berechnung von
D. Mills durchgeführt [Mil09]. Die Geometrie des Systems zeigt die folgende Abb. 6.5.
Ein externes Feld Hext sei genau so groß, dass das System in Richtung des Feldes
gesättigt ist Hext‖M . Es kann daher von einer homogenen Magnetisierung innerhalb
des Films ausgegangen werden. Da wie auch bei den austauschgekoppelten Wellen
eine periodische Lösung bzw. Beschreibung gesucht ist, wird bei diesem Problem
ebenfalls ein exponentieller Lösungsansatz gewählt ∼ ei(k·r−ω·t). Ebenso wird auch




Abbildung 6.5: In der x-z-Ebene unendlich ausgedehnter Film, mit dem Winkel Θ zwischen
statischer Magnetisierung und dem Wellenvektor k
Wobei die jeweilige statische/dynamische Größe mit einem Großbuchstaben/Klein-
buchstaben beschrieben wird, zum Beispiel für die Magnetisierung M0 | m. Zur Be-
stimmung des effektiven Magnetfeldes werden keine Anisotropiefelder angenommen.
Weiterhin sollen alle Voraussetzungen erfüllt sein, dass das Magnetfeld einem konserva-
tiven Feld entspricht (siehe Abschnitt 2.6.1). Dies führt zu den folgenden Gleichungen,
bei denen nur die dynamische Komponente betrachtet wird.
Heff = Hext · ez + hd mit hd = −∇Φ
Beschreibt man das Potential Φ ganz allgemein mit dem Lösungsansatz, findet sich.
Φ = ϕm · ei(k·r−ω·t) = ϕm · ei(kx·x−ω·t) · ei(kz ·z−ω·t) mit kx = k · sin(Θ) kz = k · cos(Θ)
Dabei entspricht ϕm einer Amplitude, wobei diese nur von der Größe y abhängen
ist. Dies ist durchaus sinnvoll, da die Präzessionsamplitude der Momente in einer
Ebene unverändert sein soll, wie es auch in Abb. 2.13 dargestellt ist. Erstes Ziel dieses
Abschnittes ist es einen geeigneten Ausdruck für die bisher unbekannte Funktion ϕm
zu finden. Im Extremfall werden beispielsweise nur Anregungen an der Oberfläche
beschrieben. Innerhalb des Films muss Gleichung (2.28) gelten, zur Erinnerung sei
diese nochmals aufgeschrieben.
∇hd +∇m = 0
Nun werden die vorher definierten Größen eingesetzt. Es sei daran erinnert, dass auch
der dynamische Anteil der Magnetisierung mit dem Exponentialansatz beschrieben wird
und die gleiche Charakteristik aufweist, wie das dynamische Entmagnetisierungsfeld
(z.B. für die x-Komponente mx · ei(kx·x−ω·t))
k2xϕm + k2zϕm −
δ2ϕm
δy2












− i · k (sin (Θ)mx + cos(Θ)mz) = 0 (6.45)
Weiterhin wird ausgenutzt um die unbekannte Funktion ϕm weiter zu bestimmen,
dass die Präzessionsbewegung der Momente um das effektive Magnetfeld durch den
Präzessionsterm der LLG (siehe Gleichung (2.8)) wiedergegeben werden kann. Die














Terme mit Kombinationen von hi ·mj werden vernachlässigt, da sie sehr klein gegen-
über dem Rest sind. Dies führt zu drei Gleichungen die den dynamischen Anteil der
Magnetisierung beschreiben.
iωmx = γ · µ0 (Hext ·my −M0 · hy) = γ · µ0
(
Hext ·my +M0 · δϕmδy
)
iωmy = γ · µ0 (hx ·M0 −Hext ·mx) = −γ · µ0 (Hext ·mx −M0 · i · k · ϕm · sin(Θ))
iωmz = γ · µ0 (hy ·mx − hx ·my) = 0
(6.46)
Mittels dieses linearen Gleichungssystems können unabhängige Ausdrücke für mx,my
gefunden werden. Des Weiteren wird eine Substitution vorgenommen, um die Konstante
γ · µ0 nicht immer explizit zu schreiben H ′ext = γ · µ0 ·Hext ; M
′
0 = γ · µ0 ·M0. Die















































) · ϕm · sin(Θ) (6.48)





























· ϕm = 0
227
6 Anhang
Dieser längliche Aufdruck ist eine Differentialgleichung zur Bestimmung von ϕm. Der




















ext · sin2(Θ)− ω2
)
ϕm = 0
Diese Bestimmungsgleichung kann wiederum mit einem Exponentialansatz gelöst
werden, um so zumindest eine Proportionalität für ϕm festzulegen.











0 ·H ′ext − ω2
(6.49)
α kann also als eine Art “out-of-plane” Wellenvektor interpretiert werden und an
dieser Stelle sei schon erwähnt das α durchaus eine imaginäre Größe werden kann,
abhängig davon wie ω gewählt wird. Um eine noch eindeutigere Definition zu erhalten,
müssen im Weiteren Randbedingungen betrachtet werden. Dazu wird zunächst der
gefundene Ausdruck für ϕm in das magnetische Potential eingesetzt. Dem Film muss
nun auch eine Dicke D zugeordnet werden, um drei Fälle zu unterscheiden. Weiterhin
ist eine zusätzliche sinnvolle Annahme, dass das magnetische Potential im Unendlichen
verschwinden muss.
Φ = ei(kx·x−ω·t) · ei(kz ·z−ω·t) · (ϕ+m · eαy + ϕ−m · e−αy) innerhalb des Films
Φ> = ei(kx·x−ω·t) · ei(kz ·z−ω·t) · ϕ>m · e−k(y−D) oberhalb des Films
Φ< = ei(kx·x−ω·t) · ei(kz ·z−ω·t) · ϕ<m · eky unterhalb des Films
Es wurde ausgenutzt, dass oberhalb und unterhalb des Films keine Magnetisierung
existiert ⇒ α = k und das sich die Lösung von ϕm innerhalb des Films als Linearkom-
bination darstellen lassen kann.
An den Rändern des Films muss das magnetische Potential einen stetig Übergang
haben, so dass dafür zwei Bedingungen aufgestellt werden können.
1.) y = 0⇒ ϕ+m + ϕ−m = ϕ<m
2.) y = D ⇒ ϕ+m · eαD + ϕ−m · e−αD = ϕ>m
Die Stetigkeit muss nicht nur für das magnetische Potential gelten, sondern auch
für die magnetische Induktion b. Außerhalb des Films gilt b = µ0 · hd und innerhalb
b = µ0 (hd +m), wobei natürlich nur die y-Komponente für die Stetigkeitsbetrach-
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tung sinnvoll ist. Mit der obigen Definition des Potentials ist eine Formulierung der
magnetischen Induktion außerhalb des Filmes sehr einfach.
3.) by = −k · µ0 · ei(kx·x−ω·t) · ei(kz ·z−ω·t) · ϕ<m · eky
4.) by = k · µ0 · ei(kx·x−ω·t) · ei(kz ·z−ω·t) · ϕ>m · e−k(y−D)
Auch die einzelnen Terme zur Berechnung von by innerhalb des Films sind bekannt.
hy = −α
(
ϕ+m · eαy − ϕ−m · e−αy
) · ei(kx·x−ω·t) · ei(kz ·z−ω·t)




{(α ·H ′ext + k · ω · sin(Θ))ϕ+m · eαy
−(α ·H ′ext − k · ω · sin(Θ))ϕ−m · e−αy}ei(kx·x−ω·t) · ei(kz ·z−ω·t)



































) ]ϕ−m · e−αy
}
ei(kx·x−ω·t) · ei(kz ·z−ω·t)
An den Grenzflächen y = 0 und y = D muss by stetig sein. Aus diesen Forderungen
lassen sich mit Hilfe von 3.) und 4.) zwei neue Gleichungen ableiten.






































































ϕ<m und ϕ>m können mit Hilfe der Stetigkeitsbetrachtung der magnetischen Potentiale
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Und aus 6.) wird dann:[
α
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ϕ−m · e−αD = 0




γB0 ·H ′ext − ω2
)
+ k · ω · sin(Θ) ·M ′0
a− = α
(
γB0 ·H ′ext − ω2
)







Somit erhält man eine viel einfachere Darstellung von 7.) und 8.).
9.) 10.)
(a+ − b)ϕ+m = (a− − b)ϕ−m (a+ + b)ϕ+m · eαD = (a− − b)ϕ−m · e−αD




αD = (a− − b)(a− + b)e
−αD ⇒ (a+ + b) (a− + b) = (a− − b) (a+ − b) e−2αD
Durch Auflösen der Klammern und Umstellen der Gleichung findet sich eine Lösung
der Dispersionsrelation dipolar gekoppelter Spinwellen.




1 + e−2αD = − tanh(αD) (6.50)












γB0 ·H ′ext − ω2
)2 − ω2 · k2 · sin2(Θ) ·M ′20 + k2 (H ′2ext − ω2)2
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0 ·H ′ext · sin2(Θ)− ω2
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0 ·H ′ext · sin2(Θ)− ω2
) (
γB0 ·H ′ext − ω2
)− ω2 · sin2(Θ) ·M ′20 + (H ′2ext − ω2)2







ext · sin2(Θ)− ω2
) (
γB0 ·H ′ext − ω2
)
− ω2 · sin2(Θ) ·M ′20

















ext · sin2(Θ) + γB0 ·H
′

















ext + γB0 ·H
′


























0 ·H ′ext · sin2(Θ)− ω2
) (






ext + sin2(Θ) ·M ′0
)
+H ′2ext − 2ω2
= −12 tanh(αD) (6.51)
Dies ist eine sehr allgemeine Definition der Dispersionsrelation dipolargekoppelter
Spinwellen, wobei in Beziehung zwischen ω und k nicht so einfach ersichtlich ist, wie in
Gleichung (2.48) für austauschgekoppelte Spinwellen. Jedoch bei genauerer Betrachtung
wird deutlich, dass in obiger Gleichung nur ω und k (versteckt in α) als freie Variablen
zur Verfügung stehen. Im Folgenden werden zwei Spezialfälle (Θ = 0° und Θ = 90°)
behandelt, um die Proportionalität der beiden Größen genauer bestimmen zu können.
Näherung der Dispersion für αD  1
Diese Näherung ist in der Regel gerechtfertigt, da sich die Dimensionen von D meistens
im nm Bereich befinden. Daher kann die tanh-Funktion mittels einer Taylorreihe
entwickelt werden, wobei nach dem ersten Glied der Entwicklung abgebrochen wird. Die
recht Seite von Gleichung (6.51) kann der umgeschrieben werden in −12 tanh(αD) =
−12αD. Mit der in Gleichung (6.49) aufgestellten Definition für α, folgt somit.












+H ′2ext − 2ω2
)
(6.52)
Um analytisch eine eindeutige Lösung für die Proportionalität zwischen ω und k zu
erhalten, muss eine weiter Näherung gemacht werden. Und zwar wird angenommen,
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dass nur Anregungsmoden in der Nähe der uniformen Mode k = 0 betrachtet werden.
Da in Experimenten und Simulationen selten Moden höherer Ordnung als 3 oder 4
gefunden werden, schränkt diese Annahme die Interpretation der Ergebnisse nicht sehr





Das ist genau das Ergebnis, dass für ein System ohne Dämpfung und zusätzliche
Anisotropien zu erwarten ist. Das bedeutet, es wird eine Lösung gesucht, für die
gilt ω2 → γ2µ0B0Hext. Wird diese Annahme jedoch auf beiden Seiten der Gleichung
einsetzte, erhält man nur die triviale Lösung k = 0.
0 = −12k ·D
(
γ2µ0B0 sin2(Θ) ·M0 + γ2µ0Hext (µ0Hext −B0)
)
0 = −12k ·D
(
γ2µ0B0 sin2(Θ) ·M0 − γ2µ20HextM0
)
Für eine reale magnetische Probe ist D > 0.
0 = γ2µ0B0 sin2(Θ) ·M0 − γ2µ20HextM0
B0 sin2(Θ) = µ0Hext
Der Wertebereich von sin2 (Θ) liegt zwischen 0 und 1 und im magnetischen Festkörper
ist B0 = µ0(Hext +M0). Es wurde zu Beginn des Abschnittes gefordert, dass Hext‖M
ist, daher ist die einzige Lösung der Gleichung gegeben durch k = 0.
Um dies zu vermeiden, wird die Annahme ω2 → γ2µ0B0Hext nur auf der rechten
Seite der Gleichung (6.52) eingesetzt. Dies ist mathematisch gesehen unzulässig, da
die rechte Seite somit genähert wird, die linke jedoch nicht. Aus physikalischer Sicht
ist es so allerdings sinnvoll, da es so zu einer nicht trivialen Lösung kommt, die den
Dispersionsverlauf näherungsweise beschreibt.
γ2µ0B0 ·Hext − ω2 = −12k ·D
(
γ2µ0B0 sin2(Θ) ·M0 − γ2µ20HextM0
)















D · k (6.53)
Dies ist eine genäherte Dispersionsrelation für dipolar gekoppelte Spinwellen mit einem
beliebigen Winkel Θ. Allerdings wurde dafür vor rausgesetzt, dass zum einen die
Dimensionen des Systems klein sind und nur Anregungen stattfinden, die energetisch
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keinen großen Unterschied zur uniformen Mode besitzen.
Spezialfall Θ = 90° : Dipolar gekoppelte Spinwellen
In diesem Falle sind die Magnetisierung des Systems und der Wellenvektor k senkrecht
zueinander ausgerichtet. Durch einfaches Einsetzen von sin(90°) in die genäherte









In dieser Richtung hat die Dispersion also einen Verlauf, ähnlich dem der austausch-
gekoppelten Spinwellen. Das heißt je kleiner die Wellenlänge der Spinwelle ist, umso
mehr Energie muss für die Anregung zur Verfügung stehen. Alle Spinwellen dieses Typs
benötigen mehr Energie als die uniforme Mode.
Wird hingegen die allgemeine Dispersionsrelation aus Gleichung (6.51) genutzt, um
den Verlauf für beliebige k zu bestimmen, ist die Lösung ein wenig aufwendiger.





Es sei daran erinnert, dass die tanh Funktion ersetzt werden kann.
tanh(kD) = 1− e
−2kD
1 + e−2kD 1 + tanh(kD) =
2
1 + e−2kD
Diese Erkenntnis wird dazu verwendet eine alternative Formulierung für die folgende
Funktion anzugeben.





















Durch multiplizieren der Gleichung und einfaches umformen erhält man:
ω = γ2
√
(B0 + µ0Hext)2 − (B0 − µ0Hext)2 · e−2kD (6.55)
Die Grenzwerte für diese Spinwellenart sind ω = γ
√
µB0 ·Hext für k = 0 und ω =
γ
2 (B0 + µ0Hext) für k →∞.
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Spezialfall Θ = 0° : Dipolar gekoppelte Spinwellen
Für diesen Fall sind Magnetisierung des Systems und Wellenvektor k parallel zueinander





1− µ0M02B0 D · k ⇒ ω ∼
√−k (6.56)
Im Gegensatz zum vorherigen Spezialfall hat der Verlauf der Dispersion ein negatives
Vorzeichen. Die Spinwellen mit kleineren Wellenlänge sind somit energetisch günstiger
bzw. alle Spinwellen dieser Art sind schon durch geringere Energien bezüglich der
uniformen Mode anzuregen. Natürlich ist dies nur in einem gewissen Maße physikalisch
korrekt, da die Austauschwechselwirkungsenergie, welche bei dieser Betrachtung schon
von Beginn an vernachlässigt wurde, mit zunehmenden k immer größer wird. Außer-
dem wurde während der Herleitung der genäherten Dispersionsrelation die Annahme
gemacht, dass die Energie der Spinwellen nur geringe Unterschiede zur uniformen Mode
aufweisen darf. Daher versagt die Beschreibung für kleine Wellenlängen mittels obiger
Gleichung. In diesem Fall erhält man eine imaginäre Frequenz. Im Folgenden soll eine
etwas allgemeinere Beschreibung der Dispersionsrelation für diese Moden vorgestellt
werden.
Es lässt sich auch eine Grenzfrequenz bestimmen und zwar wird der Punkt gesucht, an
dem die zweite Wurzel den Wert 0 annimmt.
k = 2B0
µ0M0D
Der Wellenvektor darf auf keinen Fall größer als dieser Grenzwert sein. Nun muss ein










− M02HextD · k ⇒ k =
2B0
µ0M0D
Damit gilt für die Frequenz ω > γµ0Hext .
6.19 Piezoelektrischer Effekt in BaTiO3
Die Grundlage für diese Betrachtung bildet die kubische Kristallstruktur von BaTiO3
wie sie in Abb. 3.5 gezeigt wurde. Im Folgenden wird auf eine perspektivische Ansicht
der Kristallstruktur verzichtet, um den wesentlichen Effekt zu verdeutlichen. Daher
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zeigen die folgenden Abbildungen nur die Frontalansicht einer Elementarzelle des
Kristalls. Um die Zeichnung möglichst einfach zu gestalten, ist ausschließlich das Ti-
Atom bewegt worden. Allerdings sei darf hingewiesen, dass sich in der Natur sowohl
das Ti als auch die O-Atome gegeneinander verschieben [Fra55]. Das Resultat eines
entstehenden permanenten elektrischen Momentes ist jedoch in beide Fälle identisch.
Abbildung 6.6: Frontalansicht auf eine Elementarzelle von BaTiO3. In kubischer Symmetrie
ist der Kristall elektrisch neutral, schematisch dadurch dargestellt, dass sich positive und
negative Ladungen innerhalb des Kristalls aufheben. In der tetragonalen Phase verschiebt
sich das Ti-Atom ein wenig und erzeugt ein elektrisches Moment. Wird dieses Moment
einem externen elektrischen Feld ausgesetzt, erhöht sich die Polarisation bzw. das Gitter
wird tetragonal verzerrt.
Liegt BaTiO3 in kubischer Symmetrie vor ist der Kristall elektrisch neutral. Durch
den Phasenübergang in eine tetragonale Symmetrie entsteht ein elektrisches Dipolmo-
ment parallel zur ausgezeichneten c-Achse, indem sich das positiv geladene Ti-Atom
aus dem Zentrum des negativ geladenen O-Oktaeder verschiebt. Das bedeutet eine
strukturelle Änderung erzeugt eine elektrische Polarisation in dem Kristall. Somit ist
eine direkte Manipulation des Kristallgitter möglich, ähnlich zu der schon behandelten
Magnetostriktion in Abschnitt 2.6.3. Wird das permanente Moment durch ein externes
elektrisches Feld beeinflusst, kann die Polarisation erhöht werden, was eine tetragonale
Verzerrung zur Folge hat. Die Verlängerung zum Beispiel der c-Achse kann durch die




E ist durch das elektrische Feld (im einfachen Fall der geometrischen Form eines
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Plattenkondensator E = U/l) gegeben und dcc wird piezoelektrischer Koeffizient
genannt, wobei die Indizescc angeben, dass das Feld in Richtung der c-Achse anliegt
und auch die Verzerrung in dieser Richtung bestimmt wird. Der genaue Wert der
piezoelektrischen Koeffizienten ist noch Gegenstand der aktuellen Forschung [Taz09]
liegt allerdings in der Größenordnung von ≈ 100 pmV .
6.20 Simulierte Hysteresekurve
Um den Fehler abzuschätzen, der durch die Näherung der Säulen als Ellipsoiden entsteht,
ist eine mikromagnetische Simulation einer Hysteresekurve mittels OOMMF (siehe Ab-
schnitt 4.3.1) durchgeführt worden. Im Gegensatz zu in Abschnitt 4.1.3.2 durchgeführten
Berechnungen, wird in der Simulation die örtliche Variation des Entmagnetisierungsfel-
des berücksichtigt. Für die Simulation der Hysteresekurve ist nicht das Runge-Kutta-
Verfahren verwendet worden, sondern es wurde ein Energie-Minimierungsverfahren
eingesetzt. Da dieses Verfahren im Rahmen der vorliegenden Arbeit nur für die hier
gezeigten Simulation der Hysteresekurven angewandt worden ist und keine Modifikatio-
nen bezüglich des Benutzerhandbuches vorgenommen worden sind, sei zur Erläuterung
des Verfahrens auf das Handbuch verwiesen [Don10].
Für die Simulation ist eine Säule mit einer Höhe von 400nm und einer quadratischen
Grundfläche von 70 · 70nm2 angenommen worden, welche in Zellen von 7 · 7 · 4nm3
aufgeteilt worden ist. Das System enthält keine zusätzlichen Anisotropien, außer der
Formanisotropie. Die Sättigungsmagnetisierung beträgt 335 kA/m und die Simulation
startet mit einer externen Induktion von +500mT entlang einer schweren Richtung
und wird bis zu einem Wert von −500mT in 1mT Schritten variiert. Um die Struktur
der simulierten Säulen realistischer zu gestalten, ist ein Programmteil entwickelt wor-
den, der nach einem Zufallsprinzip die Magnetisierung einzelner Zellen in der äußeren
Schicht Den Wert 0 zuweist. Somit besteht die Möglichkeit eine raue Oberfläche zu
simulieren, was deutlich bessere Ergebnisse liefert, als eine perfekte Säule.
Abb. 6.7 zeigt das Ergebnis der Simulation, wobei der Inset nochmals die Geometrie
des Systems im Bezug auf die Richtung der externen Induktion dargestellt. Ab einer
externen Induktion von 177mT ist das System in Sättigung. Wird dies mit dem in
Abschnitt 4.1.3.2 Tabelle 4.2 berechnete Wert von 181mT für dieses Aspektverhält-
nis verglichen, sind beide Ergebnisse in der gleichen Größenordnung. Es besteht eine
Abweichung von ≈ 3 %, wodurch die Beschreibung der Säule als Ellipsoid in guter
Näherung verwendet werden kann.
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Abbildung 6.7: Simulierte Hysteresekurve einer magnetischen Säulenstruktur, wobei die exter-




6.21 Kommentierte OOMMF-Datei zur Relaxation
Kopfzeile 
# MIF 2 .1
# This f i l e converted from MIF 1 .1
# format by MIF Conversion u t i l i t y 1 . 2 . 0 . 1 
1. Definition der Welt 





2. Definition der Zellen 
Spec i f y Oxs_RectangularMesh : mesh {
c e l l s i z e {300e−9 20e−9 20e−9}
a t l a s : a t l a s
} 
3. Definition der Austauschwechselwirkung 
Spec i f y Oxs_UniformExchange {
A 13E−12
} 
4. Definition des Entmagnetisierungsfeldes 
Spec i f y Oxs_Demag {} 
5. Definition des Lösungsverfahrens 
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6. Definition der Iterationsschritte 
Spec i f y Oxs_TimeDriver {
basename r e l ax
vector_fie ld_output_format { binary 4}
scalar_output_format %.15g
evo lv e r Oxs_RungeKuttaEvolve
mesh : mesh
stopping_dm_dt 2e−9
Ms { 830 e3 }
m0 { 1 0 0 }
} 
7. Speicheroptionen 
Dest inat i on arch ive mmArchive
Schedule DataTable a r ch ive Stage 1
Schedule Oxs_TimeDriver : : Magnet izat ion arch ive Stage 1 
Damit das 3d-Lösungsverfahren von OOMMF (Oxsii abgekürzt) Dateien lesen kann,
müssen sie mit der Endung *.mif versehen sein und in der Programmiersprache Tcl/Tk
geschrieben werden. In OOMMF wird Tcl jedoch nur als eine übergeordnete Spra-
che verwendet, alle Unterprogramm sind mit in der Sprache C++ geschrieben und
werden durch den Befehl “specify” aufgerufen. Im Folgenden werden die verwendeten
Unterprogramme aufgelistet und genauer beschrieben.
1. Es wird eine rechteckige Welt erstellt, mit dem Namen “atlas”. Der Benutzer
muss die drei Raumdimensionen (Einheit m) festlegen, diese werden durch das
Programm in einen Wert von 0 (Anfangspunkt) bis 1 (Endpunkt) übersetzt. Im
Allgemeinen lassen sich an dieser Stelle jedoch auch Bitmaps einer beliebigen
Struktur einfügen bzw. es können Strukturen frei programmiert werden.
2. Dies definiert die Ausmaße (Einheit m) einer Zelle. Dabei ist darauf zu achten,
dass sich die Welt aus einer ganzen Anzahl von Zellen erstellen lässt. Leider besteht
nur die Möglichkeit die Zellengröße für das gesamte System vorzugeben. Das
heißt, unterschiedliche Bereiche des System können nicht mit einer variierenden
Zellengröße berechnet werden.
3. An dieser Stelle wird die Art der Austauschwechselwirkung vorgegeben. Diese wird
nur zwischen den nächsten Nachbarzellen berechnet. Das gezeigt Beispiel erzeugt
einen uniformen Austausch über das gesamte System. Allerdings lassen sich
durchaus auch Bereiche mit unterschiedlichen Austauschkonstanten A definieren.
Dabei wird A immer in der Einheit J/m angegeben.
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4. Mittels dieses Unterprogramms wird ein Entmagnetisierungsfeld in das System
eingebracht.
5. Für die Lösung der Landau-Lifschitz-Gleichung wird ein Runge-Kutta-Verfahren
genutzt. Durch das Kommando “do precess 1” wird der Präzessionsterm in der
LLG mit berücksichtigt. Des Weiteren werden die Werte für γ und α festgelegt.
Wobei _LL angibt, dass die LLG Form verwendet werden soll, anderseits kann
die LLGG Form mit _G aufgerufen werden. Durch den Befehl “max_timestep”
wird eine obere Grenze für den Zeitschritt dt eingeführt.
6. Da ein Runge-Kutta-Verfahren zur Lösung ausgewählt worden ist, muss die Zeit
dt als stetig fortlaufender Parameter bestimmt werden. Außerdem ist hier die
Abbruchbedingung der Simulation zu finden. Für das gezeigte Beispiel ist dies
dm/dt, ist also die Änderung der Summe aller Magnetisierung innerhalb des Sys-
tems kleiner als 2 ·10−9 deg/ns, wird die aktuelle Rechnung beendet.Ms gibt den
Wert der Sättigungsmagnetisierung in der Einheit A/m an. Es besteht durchaus
die Möglichkeit Bereich mit sehr unterschiedlicher Sättigungsmagnetisierung zu
definieren. Wobei im gezeigten Fall das gesamte System eine homogene Magne-
tisierung besitzt. Mittels m0 wird die Lage der Magnetisierung zu Beginn der
Simulation festgelegt (im Beispiel ist das die [ 1 0 0 ] Richtung) , dazu lassen sich
unter anderem auch zuvor berechnete Zustände verwenden, die dort eingefügt
werden können. Des Weiteren werden in diesem Unterprogramm auch die Genau-
igkeiten festgelegt, mit der die Vektoren bzw. Skalare der berechneten Größen
ausgegeben werden.
7. Alle berechneten Größen werden nach jeder Iteration an ein Datenarchiv gesen-
det, allerdings nicht gespeichert. So kann schon während der Simulation jeder
gewünschte Wert überprüft werden. Nach jedem Schritt, das heißt nachdem die
Abbruchbedingung erreicht worden ist, werden alle berechneten Daten in eine
Datei geschrieben und die Konfiguration der Magnetisierung wird abgespeichert.
240
6.22 Kommentierte OOMMF-Datei zur Berechnung der ferromagnetischen Resonanz
6.22 Kommentierte OOMMF-Datei zur Berechnung der
ferromagnetischen Resonanz
Kopfzeile 
# MIF 2 .1
# This f i l e converted from MIF 1 .1
# format by MIF Conversion u t i l i t y 1 . 2 . 0 . 1 
1. Definition der globaler Variablen 
s e t Ti 0.0000000062820512820512819
s e t PI [ expr {4∗ atan ( 1 . ) } ]
s e t MU0 [ expr {4∗$PI∗1e−7}]
s e t l ength 78e−6
s e t width 1000e−9
s e t th i c kne s s 20e−9
s e t c e l l s i z e 20e−9
s e t c e l l s i z e x 300e−9 
2. Definition der Welt 
Spec i f y Oxs_BoxAtlas : a t l a s [ subst {
xrange {0 $ length }
yrange {0 $width}
zrange {0 $ th i ckne s s }
} ] 
Definition der Zellen 
Spec i f y Oxs_RectangularMesh : mesh [ subst {
c e l l s i z e { $ c e l l s i z e x $ c e l l s i z e $ th i ckne s s }
a t l a s : a t l a s
} ] 
Definition der Austauschwechselwirkung 





Definition des Entmagnetisierungsfeldes 
Spec i f y Oxs_Demag {} 
3. Definition eines uniformen Magnetfeldes 
Spec i f y Oxs_UZeeman : e x t f i e l d 0 [ subst {
comment { F i e ld va lue s in Tes la ; s c a l e to A/m}
mu l t i p l i e r [ expr {1/$MU0} ]
Hrange {
{0 0 0 0 .4 0 0 400}
}
} ] 
4. Definition eines zeitlich variablen Magnetfeldes 
Spec i f y Oxs_ScriptUZeeman : microwave f i e ld0 {
s c r ip t_arg s tota l_t ime
s c r i p t S ineF i e ld
mu l t i p l i e r 1
}
proc S ineF i e ld { tota l_t ime } {
s e t PI [ expr {4∗ atan ( 1 . ) } ]
s e t f r 7 .80
s e t Amp 398
s e t Freq [ expr { $ f r ∗1 e9 ∗(2∗ $PI ) } ]
s e t Hz [ expr {$Amp∗ s i n ( $Freq∗ $tota l_t ime ) } ]
s e t dHz [ expr {$Amp∗$Freq∗ cos ( $Freq∗ $tota l_time ) } ]
r e turn [ l i s t 0 0 $Hz 0 0 $dHz ]
} 
Definition des Lösungsverfahrens 
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5. Definition der Iterationsschritte 
Spec i f y Oxs_TimeDriver [ subst {
basename B7 .80GHz
vector_fie ld_output_format { binary 4}
scalar_output_format %.15g




m0 { Oxs_FileVectorFie ld {
a t l a s : a t l a s
norm 1




Dest inat i on arch ive mmArchive
Schedule DataTable a r ch ive Stage 1
Schedule Oxs_TimeDriver : : Magnet izat ion arch ive Stage 1 
Da schon im vorherigen Abschnitt 6.21 einige grundlegende Funktionen einer OOMMF-
Datei kommentiert worden sind, werden die entsprechenden Stellen hier nur abermals
erwähnt, falls dort neue Aspekte vorhanden sind. Ein wesentlicher Unterschied in der
hier vorgestellten OOMMF-Datei besteht darin, dass nun sowohl ein statisches als auch
ein dynamisches Magnetfeld erzeugt wird.
1. In diesem Bereich werden globale Variablen definiert, die im Weiteren in den
Unterprogrammen verwendet werden können. Dazu wird eine Variable mit dem
Befehl “set” gekennzeichnet und ihr ein Zahlenwert zugeordnet.
2. Falls die globalen Variablen in einem Unterprogramm genutzt werden sollen,
muss dieses mit dem Zusatz “subst” (für Substitution) aufgerufen werden. Nur
dann werden den Variablen die entsprechenden Werte zugewiesen. So ist anhand
des Beispiels zu sehen, dass dort die Dimensionen der Welt mittels mehrerer
Variablen bestimmt werden.
3. Durch dieses Unterprogramm wird dem System ein Magnetfeld hinzugefügt,
dessen Betrag und die Richtung schrittweise verändert werden kann. Die Einheit,
in der das Feld angegeben werden muss, ist auf Grund des “multiplier” Tesla.
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Die ersten drei Zahlen von “Hrange” geben die jeweiligen x, y, z Startwerte des
Feldes an, wohingegen die folgenden drei Zahlen die Endwerte festlegen. Durch
die letzte Zahl wird die Anzahl der Feldschritte bestimmt, die zum erreichen
der Endwerte benötigt werden. Während eines Feldschrittes ist das Feld zeitlich
konstant und homogen über die gesamte simulierte Welt, das heißt an jeder Zelle
liegt das gleiche Magnetfeld an. Die Berechnung für einen Feldschritt ist beendet,
wenn das System die, vom Benutzer angegebene, Abbruchbedingung erfüllt hat.
Ist dies der Fall, werden die momentanen Werte aller berechneten Größen, die das
System zu diesem Zeitpunkt besitzt abgespeichert und der Betrag des Feldes wird
instantan um den entsprechenden Feldschrittwert verändert. Somit entspricht
diese Art von Feld einem externen Magnetfeld, dass in einem FMR-Experiment
angelegt wird. Das Beispiel zeigt, also ein ausschließlich in x-Richtung anliegendes
Magnetfeld, welches in 400 Schritten von 0mT bis 400mT erhöht wird.
4. Durch das hier vorgestellte Unterprogramm wird dem System ein weiteres Ma-
gnetfeld hinzugefügt, dessen Verhalten sich mittels eines, vom Benutzer erstellten,
Skriptes bestimmen lässt. Das Skript trägt den Namen “SineField” und wird
innerhalb des Unterprogramms aufgerufen. Der Name kann beliebig gewählt
werden und deutet in diesem Fall schon an, dass es sich bei dem erzeugten Ma-
gnetfeld um eine sinusförmige Schwingung sin(ω · t) handelt. Damit die zeitliche
Variation der Amplitude des Feldes korrekt beschrieben werden kann, benötigt
man die Variable “total_time”, deren Wert zuvor durch die absolute Simulations-
zeit festgelegt worden ist. Zusätzlich wird dem Feld eine Frequenz f vorgegeben,
mit welcher es die Schwingung durchführt (im Beispiel ist das 7.8GHz). Des
Weiteren bedarf es ebenfalls der Angabe der maximalen Schwingungsamplitude,
wobei diese die Einheit A/m besitzt (398A/m ≈ 0.5mT ). Mittels der Kenntnis
dieser Größen ist es nun möglich sowohl die Amplitude des Feldes zum Zeitpunkt
t anzugeben, als auch deren zeitliche Änderungsrate zu berechnen. Diese beiden
berechneten Größen charakterisieren das Verhalten des Magnetfeldes und werden
daher vom Skript ausgegeben. Dazu wird der Befehl “return” verwendet, dessen
ersten drei Zahlen die Werte der Amplitude in x, y, z Richtung wiedergeben und
durch die letzten drei Zahlen die entsprechende zeitliche Änderung festgelegt wird.
Dieses zusätzliche, sinusförmige Magnetfeld simuliert das Hochfrequenzfeld eines
realen FMR-Experimentes, insofern es eine Komponente senkrecht zum, zuvor be-
schrieben, externen Feld aufweist. Daher ist in der Beispieldatei das sinusförmige
Magnetfeld ausschließlich in z-Richtung angelegt. Die Amplitude des Feldes ist
zwar zeitabhängig, aber trotzdem ist diese über die gesamte simulierte Welt kon-
stant. Das heißt für einen festen Zeitpunkt gilt, dass auf alle Zellen des Systems
das gleiche sinusförmige Feld wirkt. Im Unterschied zum externen Feld ändert sich
über die gesamte Simulationsdauer niemals die maximale Schwingungsamplitude.
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5. Für die Simulation eines FMR-Spektrums wird die relative Simulationszeit als
Abbruchbedingung benötigt (siehe Abschnitt 4.4.1). Erreicht die Simulationszeit
einen fest vorgegebenen Wert “stopping_time”, dann werden die aktuellen Werte
aller Größen abgespeichert und die Simulation geht einen Schritt weiter, indem sie
den Betrag des statischen Feldes verändert. Des Weiteren wird beginnt die relative
Simulationszeit für den neuen Schritt wieder bei dem Wert 0. Die Abbruchzeit
“Ti” ist als globale Variable in 1.) definiert worden und entspricht in diesem Fall
49 ganze Schwingungsperioden des sinusförmigen Feldes.
49 · 1
7.8 · 109 1s
= 6.28205 · 10−9 s
Als Anfangszustand der Simulation wird ein zuvor berechneter Zustand des
System verwendet. Die Informationen für diesen Zustand befinden sich in einer
*.omf Datei. Durch die gewählten Speicheroptionen wird solch eine Datei immer
beim erreichen der Abbruchbedingung erzeugt. Der Name “relax.omf” bedeutet,
dass der relaxierte Grundzustand als Anfangszustand gewählt worden ist. Für
das gezeigte Beispiel ist dies durchaus sinnvoll, da das statische Magnetfeld bei
Simulationsbeginn einen Wert von 0mT aufweist. Die Magnetisierung befindet
sich also in einem relaxierten Grundzustand.
6.23 Dispersionsrelationen einer 300nm breiten
Permalloy-Leiterbahn
Bisher wurde ausschließlich das Verhalten von Anregungsmoden an einer 1µm breiten
Leiterbahn untersucht. Es sind jedoch ebenfalls frequenzabhängige Dispersionsrelationen
für eine Leiterbahnbreite von 300nm durchgeführt worden. Für diese Simulationen
wurde ausschließlich die Breite verändert. Alle übrigen Simulationsparameter sind in
Abschnitt 4.5.2 und Abschnitt 4.5.3 über die entsprechenden Richtungen des externen
Feldes zu finden. Da beide Systeme aus jeweils 13000 Zellen bestehen, ist die Zellenbreite
von 20nm auf 6nm reduziert worden.
Die folgende Abbildung zeigt einen Vergleich der beiden Systeme. Die Anregungsmoden
der 300nm breiten Leiterbahn sind mit Hilfe von Momentaufnahmen identifiziert
worden. Der wesentliche physikalische Unterschied zwischen den Systemen ist das
Entmagnetisierungsfeld in y-Richtung. Aus der Verringerung der Leiterbahnbreite
resultiert ein erhöhter Betrag von Ny. Diese Erhöhung beeinflusst sowohl das statische
als auch das dynamische Entmagnetisierungsfeld. Auf eine ausführliche Diskussion wird
auf Grund deren Umfanges an dieser Stelle verzichtet.
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Abbildung 6.8: In a. und c. sind die frequenzabhängigen Dispersionsrelationen einer 1µm
breiten Leiterbahn für unterschiedliche Richtungen des externen Feldes gezeigt. Deren Anre-
gungsmoden sind in Abschnitt 4.5.2 (leichte Richtung) und Abschnitt 4.5.3 (schwere Rich-
tung) diskutiert worden. Dem entsprechende Dispersionsrelationen für eine 300nm breite
Leiterbahn sind in b. und d. abgebildet.
6.24 Entmagnetisierungsfeld einer verkippten Magnetisierung
Für diese Beschreibung sei vorausgesetzt, dass das System mit einem Makrospin
beschrieben werden kann, das heißt die Magnetisierung des gesamten Körpers verhält
sich auf die gleiche Weise. Des Weiteren sei angenommen, dass für das System Nx =
0 gilt. Durch diese Bedingung müsste das System in dieser Dimension unendlich
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ausgedehnt sein. Die Vektoren der Magnetisierung bzw. des externen Feldes sollen wie
folgt definiert sein.
M = Ms
 sin (α)cos (α)
0




Abbildung 6.9: Schematische Zeichung des Systems, als einen unendlich langen Streifen,
dessen Magnetisierung als Makrospin angesehen werden kann.
Werden nun Energiedichten betrachtet, findet sich für die Zeeman- bzw. Entma-
gnetisierungsfeldenergiedichte. Wobei davon ausgegangen wird, dass eine Drehung der
Magnetisierung von x- zu y-Achse stattfindet und α den Winkel zwischen externem
Feld und Magnetisierung angibt.
EZee = −M ·Bext = −Bext ·Ms · cos(α)
EEnt = −12 ·M ·BEnt =
1
2 · µ0 ·Ny ·M
2
s · cos2 (α)
Beinhaltet das System nur diese beiden Energiebeiträge setzt sich daraus die Gesamt-
energiedichte Eg = EZee +EEnt zusammen. Um ein Minimum/Maximum der Funktion
zu finden, wird diese nach α (die einzige freie Variable) differenziert.
dEg
dα
= Bext ·Ms · sin(α)− µ0 ·Ny ·M2s · cos (α) · sin(α) = 0
Wird nur der Winkelbereich von α = 0°− 90° berücksichtigt und vernachlässigt man
die triviale Lösung sin(α) = 0 (die Magnetisierung soll ja eine Verkippung aufweisen),
findet sich die folgende Beziehung zwischen externen Feld und Entmagnetisierungsfeld.
Bext = µ0 ·Ny ·Ms · cos (α) = µ0 ·Ny ·My (6.58)
Die Gleichung zeigt, dass der Betrag des Entmagnetisierungsfeldes exakt so groß ist,
wie der des angelegten externen Feldes. Da beide Felder unterschiedliche Vorzeichen
besitzen, summieren sie sich zu einem effektiven Feld der Stärke 0mT auf. Dies gilt
allerdings nur solange α 6= 0. Denn ist die Magnetisierung einmal ausgerichtet, erhöht
sich das Entmagnetisierungsfeld nicht mehr, wohingegen das externen Feld beliebig
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hohe Werte annehmen kann.
Weiterhin lässt sich auch die Gesamtenergie des Systems graphisch darstellen. Für die
vorgegebenen Werte, die an die Permalloy-Leiterbahn angelehnt sind, findet sich der
folgende Kurvenverlauf der Gesamtenergie.
Ms = 830000A/m Bext = 0.013mT Ny = 0.02
Abbildung 6.10: Verlauf der Gesamtenergie über den Winkelbereich von α = 0 ° bis 90 °. Es
lässt sich ein Energieminimum bei ca. α = 51.45 ° feststellen, weshalb das System bestrebt
ist, genau diesen Winkel zwischen Magnetisierung und externem Feld einzunehmen.
6.25 Momentaufnahmen eines FMR-Spektrums
Dieser Abschnitt bezieht sich auf das in Abb. 4.55 a. gezeigten berechnetem FMR-
Spektrums (18GHz) einer Permalloy-Leiterbahn. An jedem Punkt des Spektrums
(1mT Feldschritte) existiert eine Momentaufnahme des Systems, wobei im Folgenden
alle Momentaufnahmen in einem Feldbereich von 296mT bis 340mT abgebildet sind.
Es lässt sich gut erkennen, wie der ausgelenkte, blaue Bereich (das ist nicht zwingend
ausschließlich der resonante Bereich) von der Leiterbahnmitte in die Randregionen
wandert und dabei eine immer kleinere laterale Ausdehnung einnimmt.
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Abbildung 6.11: Es sind Ausschnitte aus den Momentaufnahmen der Zellenkonfiguration der
1µm breiten Permalloy-Leiterbahn gezeigt. Das externe Feld variiert in einem Bereich von
296mT bis 340mT , wobei die mz-Komponente farbcodiert dargestellt ist.
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