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Al~traet--Rational basis functions were constructed without any poles. These basis functions were applied 
to the Galerkin method in order to solve a wide class of differential equations. 
1. INTRODUCTION 
A best rational approximation exists for a continuous function and this approximant is unique [1]. 
Additionally, a rational approximation is usually far superior to polynomials in terms of the 
number of coefficients that are required in order to provide sufficient accuracy. Further, if R. ( f )  
and E. ( f )  denote the nth degree of approximation of f by rational functions and by polynomials 
respectively, then 
R~( f )<.E . ( f ) .  
This desirable characteristic of rational functions has led to the development of numerical 
algorithms for computing the solutions of linear and non-linear ordinary differential equations. The 
power of such algorithms were clearly demonstrated by Luke et al. [2] and van Niekerk [3]. 
In this paper we employ the idea of rational approximation of a function to the finite element 
method. Rational basis functions were constructed without any poles and the solution of the 
differential equation was approximated by a linear combination of rational basis functions. 
2. CONSTRUCTION OF BASIS FUNCTIONS 
Consider a rational function of the form 
b - - - )  
r (x )=a-+ l +cx  
where a, b and c are constants. Without loss of generality define rt(x) and r2(x) on [0, h] by: 
bl 
r l(x) = al + - -  
1 + c~x 
and 
62 
r2 (x) -- a2 -~ 1 + c 2x" 
From the interpolation constraints rt(0) ffi 0 and r I (h)  = 1 two equations are obtained to solve the 
three unknowns al, bt and c~. Let c~ ffi 1/h in order to normalize x. 
The equations 
rl(0) -- 0 = al + bl 
and 
rl(h ) = 1 = al +~,  
A 
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imply that al = 2 and bl = -2 .  Therefore, 
2x 
r l(X) ~" ~- -~,  
In a similar way it follows from 
that 
As shown in Fig. 1. 
Note that 
O <~ x <~ h. 
r 2(0) = 1 and r2 (h) -- 0 
h-x  
r2 (x )=~- -~,  O~<x~<h. 
r , (x)  + r2(x) = 1, 
indicates that the weighted values of the unknowns at the nodes are conserved. A basis function 
at an interior node x, is defined by 
Ir2(x), 0~<x~<h, 
~b/= ~rl(x), h~<x~<2h. 
As shown in Fig. 2. 
3. THE GALERKIN  METHOD 
Let X be a linear subspace of an inner product space Y and suppose 
L :X~Y 
is a linear operator. Suppose, moreover, that for a given y • Y, the equation 
Lx  =y 
has a solution x•X.  Given a N-dimensional subspace XM of X, we wish to approximate he solution 
x by a function xN•X~.  The Galerkin approximant for x is given by 
N 
x , ,  = 
i= l  
where Us, us, • •. ,  uN solves the linear system 
(Lxu - y, v) = O, v •XN (1) 
By using the rational basis functions developed in Section 2 we are going to apply the Galerkin 
method to the following cases: 
(i) A stiff ordinary differential equation. 
(ii) A time-dependent conduction-convection problem. 
1.o- 
r2 
rl 
h/3 h 
Fig. I. Graphs of rl(x) and r2(x). 
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Fig. 2. Graph of ~l. 
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4. NUMERICAL  RESULTS 
4.1. ,4 stiff ordinary differential equation 
Let us consider the test problem [4] 
y '  = 2(y -- g(x)) + g'(x), 
with y(O) = 3, g(x) = sin(O.lx) + 2 and analytic solution 
y(x ) = g(x ) + (y(O) - g(O))e ~x, 
where 2 is a stiffness ratio. 
Let 
System (1) reduces to 
or  
N 
Y " Y,v = ~., uiqbi(x). 
i=0  
(Y'N--2YN, dPj)=(--2g(x)+g'(x),dpj), j=0 ,  l . . . .  ,N  
N N 
(~ ,  q~j)u,- 2 ~ (~b,, qbj)u, = -,~(sin(O.lx) + 2, ~bj) + O.l(cos(O.lx), ~j), 
i=O iffiO 
j =0  . . . .  N, 
where 
;o' (u, v) = uv dx.  
In matrix notation write above system as 
Au = B, 
where .4 is a (N + l) x (N + 1) matrix, B an (N + 1) x 1 matrix and u -- (uo . . . .  , uN) T. We have 
solved this problem on the interval [0, 1] for h = 0.01 and 2 = - 10. The numerical results of our 
method are compared with the analytical solution and the numerical solution obtained by using 
linear hat functions. The results are given in Table 1. The errors are the relative errors. 
4.2. Conduction-convection problem 
Consider 
au ~2u _ ~u 
=¢~x: -~x ,  ¢>0, ~>0 t3t 
and u(x, t)~(O, 1) x (0, oc). An initial value of the form 
u(x, O) = Uo(X), x • (0, 1) 
will be used but three different boundary values will be employed, namely 
(a) homogeneous Dirichlet; 
(b) periodic 
(c) Neumann. 
Table 1 
Error Error 
x Analytic Linear Rational linear rational 
0.1 2.377788 2.373429 2.377052 1.9E - 3 3.5E - 4 
0.2 2.155334 2.142928 2.147861 5.8E - 3 3.5E - 3 
0.3 2.079783 2.058134 2.063536 1.0E - 2 7.8E - 3 
0.4 2.058305 2.026942 2.032506 1.5E - 2 1.3E - 2 
0.5 2.056717 2.015471 2.021081 2.0E - 2 1.7E - 2 
0.7 2.070855 2.009713 2.015297 3.0E - 2 2.7E - 2 
0.8 2.080250 2.009156 2.014695 3.4E - 2 3.2E - 2 
0.9 2.090002 2.008965 2.014436 3.9E - 2 3.6E - 2 
1.0 2.099879 2.008914 2.014288 4.3E - 1 4.1E - 2 
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Fig. 3. Basis functions for space discretizations. 
4.2.1. Dirichlet boundary values. Consider the boundary value problem 
c~u ~2u _ c~u 
Ot=E~-ix~-b~x' E>0, ~>0 (2) 
u(x,O)=uo(X), xs(O, 1) (3) 
u(0, t) = u(1, t) = 0, t > 0. (4) 
Since the boundary values are zero we discretize the space interval in N subintervals of length h, 
but we will solve the associated system only in the (N-  1) interior nodes (Fig. 3). 
The Galerkin approximant 
is given by the system: 
Since 
N- I  
u*(x, t)= ~ ui(t)4Pi(x) 
i= l  
Ot,~j)=,L-~-yx2,4~ / -6 \c~x ,1  j= l  . . . . .  (N - l ) .  
j=  1 . . . . .  (N -1)  
C2u. 
7~-~ ~' \ ~x ~x I 
system (5) becomes 
Ou* \ /~u* &~j~= (Ou*, ~/), 
'¢')+'L, El ox 
2 (~;, ~bj)zi,(t) +E ~ , u, Ct) + 6 \~x .... 
i f f i l  i f f i l  i f f i l  
or 
du 
ti(t) -- dt" 
where 
(5) 
(6) 
du___2~ ,.. u7 + ~ - u7 (7) 
dt At 
To solve the system of ordinary differential equations (6), an implicit difference scheme was used, 
namely 
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This  leads to 
(dp,,dp/)+kE , +k6  , u7 + '= ~ (c~,,dpj)uT, 
i=l  i=l  
where k = At. 
System (8) in matr ix  notat ion  is 
Au n+ l = BU n, 
where A = (a~), B = (b0.), 1 ~< i , j  <~ (N - 1). 
The  e lements  o f  A and B are: 
all = 9h - 12h In 2 + 7k~/3h 
a~ 2 = 6h In 2 - 4h - 7kE/6h + k6/2 
a~,i_ l = 6h In 2 - 4h - 7kE/6h - k6/2, 
a;.~ = 9h - 12h In 2 + 7 kE/3h, 
ai,~+ l = 6h In 2 - 4h - 7kE/6h + k6/2, 
a~_ t.N-2 = 6h In 2 - 4h - 7kE/6h - k6/2 
aN_ t,N-i = 9h - 12h In 2 + 7kE/3h 
b H = 9h - 12h In2  
b12 = 6h In 2 - 4h 
b~,i_ 1 = 6h In 2 - 4h, 
b~.~ = 9h - 12h In 2, 
bi.i+ i = 6h In 2 - 4h, 
bN_ i, N- 2 = 6h In 2 - 4h, 
bs_  l,N- I = 9h -- 12h In 2. 
E lements  not  ment ioned  are zero. 
i =2  . . . . .  N - -2  
i =2  . . . . .  N -2  
i=2  . . . . .  N -2  
i =2  . . . .  ,N - -2  
i =2  . . . . .  N -2  
i=2 , . . . ,N -2  
j= l  . . . . .  (N - I ) ,  (8) 
Fx /ht - 2, 
Uo(X ) = L'|o- x/h, + 4, 
and h~ - 0.1. 
The  analyt ica l  so lut ion is g iven by 
u (x, t) = ~ e vx + ~tb, sin nnx, 
n~l  
with 2 = - 62/4E - En27r2, v = ~/2E and 
2e-:hv 
bn = hl(v ~ + n2n:)2 {(v: -- n2rr:)sin 2htnrr + 2vnn cos 2hmnn }
4e-  3hv 
hl(v 2 + n2 , ), {(v ~ - n2n2)s in  3hlnn + 2vnn cos 3hlnrc} 
2e-4hv 
• 4 ht(v 2 + n2rr2) 2 {(v e - nen2)sin 4hlnrt + 2vnn cos 4hmnn}. 
2hi ~< x ~< 3hi 
3hi ~< x ~< 4h, 
elsewhere 
In  order  to obta in  a so lut ion the space interval  (0, 1) was d iv ided into 40 subintervals,  i.e. 
h = 0.025, the t ime steps k = 0.01, the dif fusion coeff icient E = 0.01 and the convect ion  coeff icient 
6 = 1 was used. For  the init ial va lue u0 an impulse o f  uni ty  height  and central ized at x -- 0.3 were 
cons idered,  namely  
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Fig. 4. Dirichlet boundary conditions. 
Figure 4 shows the numerical and analytical solution at different ime levels. 
4.22. Periodic boundary conditions The boundary conditions (4) are replaced by 
u(0, t) = u(1, t). (9) 
To find the approximate solution at the end point a basis function is added at x = 1. SehematicaUy 
the basis functions are represented in Fig. 5. 
The exact solution u(x, t) is approximated by 
N 
u(x, t) ~-- u'(x, t) = ~ u,(t)ck,(x). 
i=1  
The Galcrkin approximant leads to the system 
I J |  i - I  i - - I  
By using the impficit backward difference scheme (7) a similar system to scheme (8) is 
obtained. 
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Fig. 5. Basis functions for periodic boundary conditions. 
The exact solution of schemes (2), (3) and (9) is given by 
{ - ¢xp[ -  (2n~)~t]'~. u(x, t) = h + , -  ~ {cos 2n~(x - 5t - 2h) 
J n=|  
-2  cos 2n~(x  - 5 t  - 3h) + cos 2n~(x  - ~t  - 4h)}. 
By using the same parameters as previously the numerical results are indicated by Fig. 6. 
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Fig. 6. Periodic boundary conditions. 
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Fig. 7. Basis functions. 
4.2.3. Neumann boundary conditions. Consider the boundary conditions 
u(O, t) = O, t>O 
du 
0---~ (1, t )  = O, />0.  
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Fig. 8. Neumann boundary conditions. 
Rational basis functions 
The Galerkin approximant u*(x, t) is defined by 
where 
Ou* ,v lOu*  
~x =-~x (1, t)v(1) 
and v sspan{4h, 4~2 . . . . .  4~s}- This results in the system 
~, (c~,, q~j)fti(t ) + e , u,(t) + 6 , c~j u,(t) + 6jjvq~(1)~by(1)u~¢ = 0,
i= l  i= l  i= l  
The basis functions are shown in Fig. 7. The numerical results are depicted in Fig. 8. 
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j= l  . . . . .  N. 
5. CONCLUSIONS 
The standard Galerkin finite element method involves the integration of the product of a basis 
function and a trial function, which are both polynomials. However, in the proposed method the 
integration of rational functions have been encountered, without presenting any difficulties. 
The numerical results compare favourably to the classical Galerkin method, thus, the use of 
rational approximation i the finite element method seems to be justified. 
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