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ABSTRACT 
There is almost a consensus among philosophers that indicative conditionals are not material. 
Their thought hinges on the idea that if conditionals were material, A → B could be 
vacuously true even if the truth of A would lead to the falsity of B. But since this consequence 
is implausible, the material account must be false. I will argue that this point of view is 
mistaken, since it is motivated by the grammatical form of conditional sentences and the 
symbols used to represent their logical form, which misleadingly suggest an inferential 
direction from A to B. That conditional sentences mislead us into a directionality bias is a 
phenomenon that is well-documented in the literature about conditional reasoning. However, 
this directional appearance is deceptive and does not reflect the underlying truth conditions of 
conditional sentences. When this illusion is dispelled, we can recognise conditionals for what 
they are: material truth-functions.   
1. SKEPTICS AND RADICALS 
The philosophical literature on conditionals is extremely specialised. Conditional experts can 
make entire research programs about a single type of sentence such as indicative conditionals, 
subjunctive conditionals, biscuit conditionals, or even-ifs. The literature can be also daunting 
for the non-initiated. The requirements necessary to master some of the latest developments 
may involve probability, semantic theory, pragmatics, epistemology, modal metaphysics, and 
even psychological research about conditional reasoning. But what catches the eye is how the 
area is populated by idiosyncratic and radical theories that are increasingly out of touch with 
traditional methodological principles and assumptions that are shared by most philosophers. 
The conventional wisdom among conditional experts is that the first logic taught to 
undergraduate students is wrong, since conditionals are not material. In his extensive 
textbook about conditionals with 23 chapters, Bennett (2003) impatiently discuss the material 
account in chapters 2 and 3 only to dismiss it with quick objections. Read (1992: 12) 
confidently asserts that his article ‘puts another nail in the coffin of the truth-functionality 
thesis’. Rieger (2013: 3161) observes that the material account is perceived as ‘the caveman 
theory of conditionals, with few merits beyond its simplicity’. 
It gets worse. Some conditional experts even made a name for themselves by denying the 
validity of basic argumentative forms such as modus tollens  and modus ponens , claiming 1 2
 Yalcin (2012).1
 Lycan (1993); McGee (1985); Kolodny & MacFarlane (2010).2
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that conditionals are the only connectives that do not have truth conditions , or arguing that 3
conditionals with different grammatical modes require different truth conditions . Lycan 4
(2005: 118) admitted with some embarrassment that when he mentioned to linguists that 
some philosophers think that indicative conditionals cannot have the same kind of meaning of 
a subjunctive conditional they laughed in his face. And while it would be an exaggeration to 
claim that any of these points of view are universally accepted among all conditional experts, 
they are still mentioned rather causally and viewed with an air of plausibility that it is 
disturbing and reflects badly on the area as a whole .  5
It is time to reclaim logic from these drastic revisionary alternatives, and reestablish some 
basic common sense in our understanding of conditionals. We cannot be blasé about these 
alternatives. This radicalism has been resisted by some courageous efforts , but they are the 6
exception, not the norm. In this paper, I will try to add my personal contribution in face of the 
prevalent radicalism among conditional experts. I will argue that these revisions are 
motivated by the form of conditional sentences, which invite inferences from the antecedent 
to consequent and mislead us into a directional bias. 
2. PUZZLES AND ‘PARADOXES’  
But before I can lay out my strategy, it is necessary to understand what is the issue. The 
material account asserts that ‘→’ and ‘⊃’ are logically equivalent. This implies that A → B 
will be false if A is true and B is false, but true in the remaining truth value combinations of A 
and B. The idea that A → B will be false if A is true and B is false is reasonable. If I assert ‘if 
John arrives late on the airport, he will miss the plane’, but John gets late on the airport and 
do not miss the plane, what I asserted is false. But the other truth value combinations are 
puzzling, for they ensure that a conditional will be true simply because its antecedent is false, 
or simply because its consequent is true. This assumption has two implausible consequences. 
First, they imply that A → B can be true even if the truth of A lead to the falsity of B. 
Secondly, they imply that A → B can be true even if the truth value of A has no relevance to 
the truth value of B. Let’s say the puzzling aspect of the first type involves the negative 
relevance of A to B, while the puzzling aspect of the second type involves the irrelevance of A 
to B. 
 Edgington (1995; 1986).3
 Adams (1965; 1975); Lewis (1973).4
 That these assumptions fly in the face of widely shared logical assumptions is indicated by Bourget and 5
Chalmers’ survey with 3226 respondents, including 1803 philosophy faculty members and/or PhDs and 829 
philosophy graduate students. The results indicated that classical logic has an acceptance of 51.6 %, while non-
classical logic has an acceptance of only 15.4 %. The remaining 33.1% are divided by other answers which 
include insufficiently familiar with the issue (12.0%), agnostic/undecided (5.6%), accept both (5.2%), the 
question is too unclear to answer (3.4%), there is no fact of the matter (3.2%), lean toward (7.9%), and accept 
(7.4%) (Bourget, D. Chalmers, 2014: 477)
 For a criticism of the usual counter-examples against classical inferences and a defence of modus ponens and 6
modus tollens see Brogaard & Salerno (2008); Fulda (2010); Lowe (1987); Piller (1996); Sinnott-Armstrong 
(1999); Sinnott-Armstrong, Moor & Fogelin (1986; 1990); Over (1987). For further references on the attempts 
to defend the material account see Ajdukiewicz (1956); Allott & Uchida (2009a; 2009b); Clark (1971); Hanson 
(1991); Jackson (1987; 2006); Mellor (1993); Rieger (2006; 2013; 2015); Smith (1983); Smith & Smith (1988). 
I will not discuss here the merits and problems of these attempts, since I will be focusing on my own 
explanation. 
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The material assumption that a conditional will be true simply because its antecedent is 
false can be puzzling either due to the negative relevance of the antecedent to its consequent, 
or due to the irrelevance of the antecedent to its consequent. One example of negative 
relevance is the conditional ‘If John drinks poison this afternoon, it will be good for his 
health’. This conditional will be vacuously true simply because John did not drink poison. 
This is implausible since in usual circumstances the act of drinking poison cannot be good for 
John’s healthy since it leads to his death. The idea is that A → B cannot be true simply 
because A is false, if B would be false if A were true. In this case, it seems that A → B cannot 
be vacuously true due to the falsity of A, if the truth of A is relevant to the falsity of B. One 
example of irrelevant antecedent is the conditional ‘if the moon is made of cheese, two plus 
two equals four’. This conditional will be true simply because two plus two equals four. This 
is appalling since a false hypothesis about the constitution of the moon has no relevance to 
the truths of arithmetic.  
The same puzzling aspects can occur if the conditional is true simply because its 
consequent is true. Suppose that I glance on the newspaper the results of a soccer match. 
Knowing that the match took place and accepting the material account, I feel confident to 
assert ‘If the players broke their legs, the match was not canceled’. This is counter-intuitive 
because in any circumstances where the players broke their legs (for instance, in a terrible 
accident), the match would be cancelled. The truth of the antecedent would lead to the falsity 
of the consequent. The other example already mentioned above, i.e., ‘if the moon is made of 
cheese, two plus two equals four’, can be also an example of conditional whose truth rests on 
the truth of the consequent even if the antecedent is irrelevant to the consequent.  
These results are known as the paradoxes of material conditional, but they are not 
paradoxes in the strict sense of the term, i.e., an inference that is apparently valid with 
acceptable premises, but lead to a conclusion that is apparently false or contradictory. Rather, 
they are paradoxes in the etymological or ordinary sense of the term, i.e., they are statements 
that are contrary to accepted opinion, or more simply, they are counter-intuitive and 
implausible aspects of the material account. If the paradoxes of material conditional are just 
the counter-intuitive aspects of the material account, it could be argued that any counter-
intuitive aspects of the material account are paradoxes of material conditional. Clarence 
Lewis presented third and two paradoxes of the material conditional in his ‘Interesting 
Theorems in Symbolic Logic’. In fact, if we consider that we can formulate infinite 
inferential and propositional forms according using classic logic, it would not an 
exaggeration to claim that there are an infinite number of classical inferential forms that can 
be build upon these counter-intuitive aspects and, therefore, an infinite number of paradoxes 
of the material conditional. 
But this characterisation of the problem does not do justice to the way the notion have 
been previously discussed in the literature. When most conditional experts talk about the 
paradoxes of material conditional, what they have in mind are cases where the antecedent of a 
conditional has a negative relevance to its consequent. The assumption that a conditional can 
be true when its antecedent is irrelevant to its consequent is usually perceived as a non-issue, 
since it is widely accepted that conditionals are true when A and B are true, even if they are 
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irrelevant to each other . Besides, other counter-intuitive aspects of the material account have 7
their own nicknames, e.g., the switches paradox, the barber shop paradox , etc. Since each 8
case have its own particularities, there is nothing to gain by classifying each and every 
counter-intuitive aspect of the material account as paradoxes of the material conditional. 
Thus, what we will refer by paradoxes of material conditional in this article are the cases 
where A → B is vacuously true, but seem false because the truth of A is relevant to the falsity 
of B. 
 Notice that the material assumption that a conditional is true simply because its 
antecedent is false or its consequent is true can have the counter-intuitive consequences, but 
this is not always the case. Dutchman conditionals such as ‘If John’s speaking the truth, I’m a 
Dutchman’, are asserted precisely because the speaker thinks that the antecedent is false, but 
are not puzzling. Even-if conditionals such as ‘Even if it rains, the match will not be 
canceled’ are asserted because the speaker assumes that the consequent is true, but are not 
counter-intuitive. The problem them according to the critics is not that the material account 
can never be intuitive, but that it can be counter-intuitive in some cases, and these cases are 
so implausible that the material account must be fundamentally wrong. The fact that they are 
artificial or contrived is irrelevant. They should not be tolerated. 
 But while these results seem intolerable, it is undeniable that the material account has 
some advantages, such as simplicity and generality. It also provides an elegant explanation of 
conditionals’ truth conditions that is also in consonance with the truth-functional nature of the 
remaining connectives (‘or’, ‘and’, and ‘only if’). Therefore, if there is a possibility of 
rescuing the material account from these counter-intuitive consequences, we should give it a 
try.  
3. WHERE DID IT ALL GO WRONG 
The belief that A → B cannot be vacuously true if B would be false under the assumption that 
A is true rests on the assumption that the inferential passage from A to B suggested by the 
grammatical form of conditional sentences is a reliable indicator of its truth conditions. That 
the grammatical form of conditional sentences invite inferences is one of the marked 
differences of conditionals in relation to categorical propositions. In logic textbooks, the 
standard example of a conditional sentence is ‘If A, then B’, and other less usual examples 
include ‘B because A’, ‘B given A’, ‘There is no B, unless there is A’ and ‘Since A, B’. All 
these forms suggest an inferential passage from A to B. It is also usual to name the 
subordinate clause, A, as ‘antecedent’, and the main clause, B, as ‘consequent’, which 
naturally predispose us to think that B comes after A. The very name of the sentence in 
natural language, i.e., ‘conditional’, suggests that A must be a condition for B, which makes 
us think that B must be inferable from A. These sentences were also called ‘hypotheticals’ in 
 McGlynn (2012: 276–277). There are exceptions though. Some philosophers will propose systems of logic 7
built around the notion of relevance—see Anderson & Belnap (1975), Anderson, Belnap & Dunn (1992), Mares 
(1994), and Read (1988). There are also other approaches to conditionals that are more informal and 
metaphysical-minded, but also deem relevance as a necessary element for its truth conditions by means of a 
notion of conditionality—see Anjum (2008) and Sanford (2006). I will leave to another opportunity the 
discussion of whether A → B can be true when A is irrelevant to B.
 The switches paradox is discussed by Armstrong (1970); Corcoran & Wood (1973); Gogol (1972); Parks 8
(1972) and Settle (1973). The barber shop paradox is discussed by Baker (1955); Burks & Copi (1950); and 
Gillon (1997). These problems will not be discussed here.
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the past. The name maybe now in disuse, but it was also motivated by the directional and 
grammatical form of conditional sentences, since the term ‘if’ apparently indicates that the 
antecedent is assumed as a hypothesis used in an inference directed to the consequent.   
This inferential passage is also suggested by the symbols used to represent the logical 
form of conditionals. This happens because our conventions regarding the logical form of 
conditionals are already imbedded with grammatical induced prejudices, as is attested by the 
fact that logical symbols used to represent conditional operators (‘→’, ‘⊃’, ‘⇒’, etc.) point in 
a direction from A to B. The importance attributed to the directional inferential form of 
conditionals explains why the unpopularity of the material conditional is not extended to 
other truth-functional connectives. The grammatical form and the logical symbols used to 
represent the other connectives, e.g., disjunctions (‘A or B’, ‘A v B’), conjunctions (‘A and B’, 
‘A&B’, ‘A ∧ B’) and biconditionals (‘A if and only if B’, ‘A ≡ B’, ‘A ? B’), do not suggest any 
inherent directionality . In the biconditional case there is still a vestige of directionality since 9
the biconditional can be read as a conjunction of conditionals ‘If A then B and if B then A’, 
but there is no one-sided directionality effect, because the two conditionals have opposite 
directionalities. 
That conditional sentences invite inferences from the antecedent to consequent and 
mislead us into a directionality bias is well-documented in the literature about conditional 
reasoning . This effect explains why forward inferences such as modus ponens are processed 10
faster than backward inferences such as modus tollens , why people tend to consider modus 11
tollens unnatural or invalid, but not modus ponens , and why conditional sentences are 12
processed faster when there is no discrepancy between the linguistic directionality suggested 
by the grammatical form and the temporal order of the events they describe . 13
The directionality bias is a strong evidence of linguistic influences on comprehension 
processes involved with conditional sentences. The inference from A to B is more natural, 
because it is congruent with the directionality and inferential passage suggested by the 
grammatical form. The directionality of conditionals is reinforced by the use of the world ‘if’, 
which indicates the supposition needed for the affirmative forward inference, and the use of 
the word ‘then’, which stress that the consequent can be inferred from this assumption. 
People may not think about the possibility that the antecedent is false, because it seems 
unnatural or irrelevant to the directionality of the grammatical form. 
The directional bias is motivated by the misleading grammatical and logical form of 
conditionals and it is behind the counter-intuitive aspects of the material account. Consider 
again the conditional ‘If John drinks poison this afternoon, it will be good for his health’. 
This conditional will be vacuously true simply because John did not drink poison, but this is 
implausible since in usual circumstances the act of drinking poison cannot be good for John’s 
healthy since it leads to his death. But the question we need to ask ourselves is why are we 
considering a circumstance where John drinks poison if the antecedent is actually false? The 
answer is that we are prone to the directional bias associated with the inferential form of the 
 Oberauer & Wilhelm (2000: 1710); Oberauer, Hörnig, & Weidenfeld (2005: 1237).9
 Evans (1977); Evans & Beck (1981); Evans & Newstead (1977); Evans, Newstead, & Byrne (1993); Rips & 10
Marcus (1977); Braine (1978); Oberauer & Wilhelm (2000).
 Evans (1977); Rips & Marcus (1977); Braine (1978).11
 Evans, Newstead, & Byrne (1993); Wason & Johnson-Laird (1972); Rips & Marcus (1977); Rumain, Connell, 12
& Braine (1983).
 Evans & Newstead (1977); Roberge (1982).13
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conditional sentence. Since we would not infer that John would be healthy from the 
assumption that he drinks poison, we think that the conditional is false even if the antecedent 
is actually false.   
The directional bias also motivated directly or indirectly the main principles in the 
literature about conditionals. It motivated the test suggest by Frank Ramsey: ‘if two people 
are arguing ‘if A will B?’ and both are in doubt as to A, they are adding A hypothetically to 
their stock of knowledge and arguing on that basis about B.... We can say they are fixing their 
degrees of belief in B given A’ . The Ramsey’s test has some rough edges in its original 14
formulation. The mention of ‘stock of knowledge’ is implausible, because it assumes that the 
the epistemic agent’s relevant beliefs for the acceptance of the conditional constitute 
knowledge; and there is no mention of the necessary adjustments the epistemic agent must do 
in order to accommodate A in its belief system. Stalnaker (1968: 102) proposed a more 
rigorous formulation of the test: ‘First, add the antecedent (hypothetically) to your stock of 
beliefs; second, make whatever adjustments are required to maintain consistency (without 
modifying the hypothetical belief in the antecedent); finally, consider whether or not the 
consequent is then true’. 
The directional rationale behind this test for the acceptance of conditionals can also be 
interpreted as saying that the acceptance of an indicative conditional for any given subject, S, 
with S’s probability of B conditional on A. This lead us to Adam’s thesis, which claims that 
the acceptability of A → B is measured by the conditional probability of B given A . If the 15
acceptability of the conditional mentioned is replaced by probability of truth, we will have 
what is known as the the equation, which asserts that the probability of A → B is measured by 
the conditional probability of B given A .  16
It is also easy to demonstrate that one the main alternatives for the material account are 
directly inspired in the Ramsey’s test, thus inheriting its directional bias. Stalnaker (1968: 
102) interprets the test as providing the conditions in which we decide whether or not we 
believe a conditional statement (belief conditions), which he then considers as an inspiration 
for the conditions in which a conditional statement is true or false (truth conditions). 
Stalnaker (1968: 102) makes this transition using the concept of a possible world, which is 
intended as providing the ontological analogue of a stock of hypothetical beliefs. A → B is 
true (false) just in case B is true (false) in the possible world in which A is true, and which 
otherwise differs minimally from the actual world. By shaping the truth conditions of 
conditional statements in terms of the Ramsey’s test, Stalnaker ensures that the formal logic 
will be hostage of the directional bias and related intuitions, with all that that entails.   
The Ramsey’s test and the Adam’s thesis are obvious sources of inspiration for the 
hypothesis that conditionals are not propositions, but acts of conditional assertion. The idea is 
that there is no assertion of A → B, but an assertion of B given the assumption of A, and an 
assertion of nothing when A is false . This position is usually known as conditional-assertion 17
theory, but sometimes is also named as suppositional view, since conditional statements are 
interpreted as the expression of a supposition. The suppositional view was first suggested by 
 Ramsey (1929: 143). The symbols and variables used in quotations will be changed in order to maintain the 14
terminology and notations uniform. 
 Adams (1965: 172).15
 Jeffrey (1964: 702–703). Both Adam’s thesis and the equation assume that Pr(A) > 0, and conditional 16
probability of B given A is defined as Pr(A&B)/Pr(A).
 Appiah (1985); Barker (1995); DeRose & Grandy (1999); Edgington (1995; 1986).17
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Quine (1950: 19) , and has its champion in Dorothy Edgington (1986; 1995), who adjusted 18
the probabilistic logic of Ernest Adams (1965; 1975) in order to present a compelling 
alternative logic where conditionals can be interpreted as mere conditional assertions . 19
There are also attempts that result from a compromise between the suppositional view 
and the intuition that conditionals have truth conditions. In this interpretation, A → B is true if 
A and B are true; false if A is true and B is false, but has no truth value when A is false . This 20
view was suggested earlier by Stalnaker (1975: 137, fn. 2). In this hypothesis, the assertion of 
B given the assumption of A generates a proposition with truth values when A is true. 
Otherwise, any talk about the truth value of the conditional is meaningless.  
Finally, there also those philosophers that influenced by the directional form treat 
conditionals as similar to arguments. Mackie (1973: 81) suggested that conditionals are 
condensed arguments, an idea which he called the logical powers account. Thus, to accept ‘if 
A then B’ is to be willing to infer that B while discovering that A. In this sense, the 
conditional ‘If it rains, the street is wet’ would express an inference we would be willing to 
perform given the assumption that it rains, and not a belief about a proposition. Ryle (1950) 
defended a similar view by suggesting that conditional sentences are like inferential tickets. 
To accept ‘if A then B’ is to find out that one is entitled to argue that ‘A, therefore B’, given 
the condition that the premise A is obtained. The reasoner does not actually need to make the 
inference she is entitled to, in the same way that a owner of a railway ticket does not need to 
use it to travel, even though she would be entitled to . 21
Other philosophers also wanted to highlight conditionals’ relation with arguments, but 
were cagier about its precise nature. For instance, Hare (1970: 16) merely hinted at this idea 
when he said that ‘to understand the ‘If .. , then’ form of sentence is to understand the place 
that it has in logic (to understand its logical properties). It is, in fact, to understand the 
operation of modus ponens and related inferences.’ Strawson (1986) also proposed that ‘if A, 
then B’ conventionally implies the existence of a ground-consequence relation between the 
two propositions means the same as ‘A, so B’ . The hypothesis is that if ‘A, so B’ is a 22
conventional argument-form, ‘if A, then B’ might be called the conventional quasi-argument-
form, and that the only difference between the two is that the premises of a quasi-argument-
form are ‘entertained rather than asserted’ . Strawson thinks that this would explain why we 23
may hesitate to call conditional statements true, and prefer to call them ‘reasonable or well-
founded’ . 24
One way to make this relation between conditionals and arguments more precise is to 
claim that the acceptance of A → B is measured by our willingness to employ it on a modus 
ponens. Jackson (1987: 26–31) endorses this view by arguing for the importance of modus 
ponens as condition for the assertibility of conditionals using the concept of robustness: A → 
B is acceptable when B is robust with respect to A, i.e., when Pr(B) is high and would remain 
high after learning that A. In this sense, A → B would only be acceptable when it can be 
employed on a modus ponens inference. 
 Quine credited Philip Rhinelander with the idea.18
 For a brief history of the first steps in the development of a suppositional theory, see Milne (1997: 197–201).19
 McDermott (1996).20
 Ryle (1950: 312).21
 Strawson (1952: 35; 1986: 233).22
 Strawson (1986: 241).23
 Strawson (1952: 83).24
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There are so many theories inspired in the same directional aspect of conditional 
sentences that even a schematic exposition of every one of them would be an impossible task. 
It is sufficient to consider, however, that this is directional intuition motivated by the form of 
conditional sentences has sufficient generality  to be considered the major reason for the 25
departure from the material account. 
The task then is to explain how A → B can be true even if the truth of A leads to the 
falsity of B, or to put in other words, why it is a mistake to assume that A → B can only be 
true if B is true when A is true. This semantic belief rests on the assumption that the 
inferential passage from A to B is a reliable indicator of its truth conditions. The inferential 
passage on its turn is suggested by the grammatical form of conditional sentences and the 
symbols used to represent their logical form. Therefore, if the grammatical form of 
conditional sentences and the symbols used to represent their logical form turn out to be 
misleading about its inferential uses, the inferential passage will not be a reliable indicator of 
its truth conditions. If we manage to prove that this inferential passage will not be a reliable 
indicator of its truth conditions, then the belief that A → B cannot be true if the truth of A 
leads to the falsity of B is unjustified, and the paradoxes of the material conditional are 
explained away. The material account will be secured. 
4. AN IRRESISTIBLE MISTAKE 
The directional form of conditional sentences engendered an illusion that has been proven 
irresistible to conditional experts. Being bitten by the bug of directional bias, they can’t see 
conditional as just another truth-functional connective that joins propositions to produce 
complex propositions. This fatal mistake suggests a way of checking the truth value of a 
conditional in the form of the Ramsey’s test. The assumption is that in order to accept A → B 
we need to consider whether we would be willing to infer B from the assumption of A. Since 
conditional sentences can be used to express previsions or hypothesis, it is natural to think 
that the hypothetical inference suggested by Ramsey is a way of testing whether these 
previsions and hypothesis are correct. I want to know whether a flood will occur in the city 
centre in case of a storm. In other words, I want to know whether the conditional ‘if there is a 
storm, it will occur a flood in the city centre’ is true, even though the antecedent is still false. 
 Perhaps the only alternative hypothesis not motivated by the directional bias is the restrictor account, 25
according to which ‘if’ mark restrictions on quantification. This view was originally suggested by Lewis (1975) 
in ‘Adverbs of quantification’, and have been developed ever since by Heim (1982) and Kratzer (1981, 1986). 
In his seminal article, Lewis considered sentences where a conditional is embedded under an adverb of 
quantification, for instance, ‘Whenever it rains, it pours’. Lewis (1975: 16) suggested that ‘whenever’ plausibly 
works as a quantifier over times or situations and the entire ‘if’-clause, ‘it rains’, acts as a restrictor on the the 
quantification. Thus, the sentence ‘Whenever it rains, it pours’ can be paraphrased as ‘In all situations in which 
it rains are situations in which it pours’. Thus, the function of ‘if’ to mark that ‘It rains’ is a restrictor of the 
situational quantifier ‘whenever’. This explanation involving conditionals under adverbs of quantification can 
be extended to conditionals under modals such as ‘probably’, ‘necessarily’, and ‘must’, which can be interpreted 
as quantifiers over possible worlds that are also restricted by the ‘if’ clause.  
This explanation has its share of problems. It does not provide a unified analysis of conditionals, since it 
was designed to explain conditionals under adverbs of quantification and modal operators. Kratzer (1981, 1986) 
argued that even bare conditionals without explicit modal operators have an implicit necessity operator such as 
‘necessarily’, but this seems farfetched. Besides, the restrictor view can be interpreted in such a way that is 
compatible with all major philosophical views of conditionals (Rothschild, 2011). Thus, it is a theory that avoids 
the directional bias because it is not a material account’s rival.   
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It seems reasonable that the process of adding the assumption that there is a storm to your 
belief system, making the necessary adjustments to preserve coherence, and then considering 
whether there it is a flood in the city centre, is a way of testing whether the conditional is 
acceptable or not. Or, to put in other terms, the hypothetical assumption of A can be 
interpreted as an opportunity to test a prediction about the relation between A and B, which is 
expressed by A → B. If B is true under the hypothetical assumption of A, the prediction is 
confirmed. If B turns out to be false under the hypothetical assumption of A, the prediction is 
refuted. 
 This explanation, however, inverts the order of acceptance, for we are only able to decide 
whether we are willing to infer B from A if we already have independent reasons to accept the 
conditional in the first place. If we didn’t have any reasons to accept the conditional, how 
would we know if B should be inferable from A? The test is circular, because the conditional 
will only pass the test if it is already accepted in the first place. This problem is mostly 
ignored if we have in mind only trivial conditionals whose truth values are obvious. Because 
I know that matches can be lightened when they are struck in normal conditions, it seems 
plausible that I accept the conditional ‘If this match is struck, then it will light’ if I would be 
willing to infer that it light given that is struck. But that is only because I already accept the 
conditional for independent reasons. For the same reason, it is plausible to think that I would 
refuse the conditional ‘If this match is plunged into water, it will light’, but only because I 
already know that the conditional is false for independent reasons. 
 Another consequence of the directional bias is the almost exclusive focus on a modus 
ponens mindset that completely ignores the inferential role of conditionals on modus tollens 
arguments. The question whether ¬A is inferable from ¬B is equally important, since if ¬B is 
true, ¬A must be false; otherwise A → B would be false. If we ignore the form and consider 
the conditional actual logical powers, we could reasonably say that A → B can also invite a 
denial of A when B is false. Ignoring this simple fact can result in counter-examples since 
some conditionals are only employable on a modus tollens, e.g., ‘If John’s speaking the truth, 
I’m a Dutchman’. This conditional can be perfectly reasonable when John is lying, but it is 
not employable in a modus ponens. If it turns out that John is speaking the truth, I won’t infer 
that I’m a Dutchman. Instead, I would abandon the conditional altogether. Brian Ellis also 
emphasised the importance of modus tollens suing conditionals with the form ‘if H then e’, in 
which H is the hypothesis to be tested, and e is a theoretical prediction that follows from the 
hypothesis (Ellis, 1984: 59). Ellis somewhat popperian argument points to the fact that 
knowing whether the prediction e is false is also important, since it implies by modus tollens 
that the hypothesis is false. In this case, the importance does not lie in showing that the 
conditional is true, but in determining whether the hypothesis is false or not according with 
the truth values of the consequent.  
The use of conditionals in reductio inferences are also a counter-example to the 
directional thinking. Consider the following informal proof that there are infinite prime 
numbers with two conditionals: If there is a N which is the biggest prime number, there is a 
prime number bigger than N. If there is a N which is the biggest prime number, there is no 
prime number bigger than N. Therefore, there is no N which is the biggest prime number . 26
The purpose of this argument is to infer the falsity of the common antecedent from the 
contradictory conclusion that follows from the acceptance of both premises. Another counter-
 Jackson (1987: 53).26
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example is the cheating wife example. The conditional ‘If my wife is fooling me, I will never 
know’ is acceptable, because my wife is too smart to get caught. However, if I discover that 
she is fooling me, I would not infer that I would never know; I would rather abandon the 
conditional.  
The only way to correct the directional bias and its exclusive focus on modus ponens is by 
conceding that other inferences that involve conditionals are equally relevant to its 
understanding. The idea then is that to understand ‘if’ is to understand its logical powers, but 
with no exclusive focus on modus ponens. The problem, however, is that conditionals’ logical 
powers will vary according to different theories. If one of conditionals logical powers is 
exportation, then conditionals are material. The suggestion to look at conditional’s logical 
powers does not really tells us nothing we didn’t already know. It is uninformative.  
The logical powers suggestion also does not explain how conditionals inferential 
employability works. What happens is that our inferential dispositions are determined by the 
reasons that lead us to accept A → B. When I accept ‘If he’s speaking the truth, I’m a 
Dutchman’, I am not willing to infer that I am a Dutchman if it turns out that he was telling 
the truth, because the conditional was asserted under the assumption that the antecedent is 
false. In this case, we accept A → B only when we are willing to infer ¬A from ¬B, not B 
from A. When I accept the conditional ‘If my wife is fooling me, I will never know’, I am not 
willing to infer that I will never know that she is fooling me given that I just found out that 
she is fooling me. In this case, I have good reasons to accept A → B, but these reasons imply 
that the conditional can not be employed it on modus ponens or modus tollens. Other 
examples of conditionals that do not involve any inferential employability are: ‘If he felt 
embarrassed, he showed no signs of it’, ‘If you are hungry, there is still food in the kitchen’ 
and ‘The show was quite a success, if I may say so myself’.  
That we can’t read too much into the directional form of a conditional sentence is also 
evidenced by the fact that a conditional and its corresponding disjunction can both express 
the same inferential disposition, while our biased intuitions about conditionals and 
disjunctions’ truth conditions remain unmoved. The inferential dispositions we have when we 
accept A → B, are the same inferential dispositions we have when we accept ¬A v B, even if 
this is not suggested by its propositional form–see the table bellow.  
A → B ¬A v B
modus ponens disjunctive syllogism
If Oswald did not kill Kennedy, someone else 
did. 
Oswald did not kill Kennedy. 
Thus, someone else killed Kennedy.
Either Oswald killed Kennedy, or someone else 
did. 
Oswald did not kill Kennedy. 
Thus, someone else killed Kennedy.
modus tollens disjunctive syllogism
If Oswald did not kill Kennedy, someone else 
did. 
No one else killed Kennedy.  
Thus, Oswald killed Kennedy
Either Oswald killed Kennedy, or someone else 
did. 
No one else killed Kennedy.  
Thus, Oswald killed Kennedy
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If ¬A v B is accepted when we have the same inferential disposition associated with the 
acceptance of A → B, but its truth does not require that we should be willing to infer B from 
A, then the truth of A → B does not require that we must be willing to infer B from A. 
Someone could object that the argument begs the question, since A → B and ¬A v B are only 
equivalent if conditionals are material, but the argument only requires that conditionals and 
disjunctions can have equivalent inferential employability, which is a trivial assumption. The 
fact that their inferential employability equivalence suggests that they are logical equivalent 
is only an additional evidence for the material account.  
These examples show that there is more to the inferentially of conditionals than it meets 
the eye. Not only there is no direct relation between inferential employability and the 
directional form of conditional sentences, as there is also a relation between the inferential 
employability of a conditional and the reasons to accept it. But a conditional’s potential 
employability on modus ponens is a contingent and epistemic phenomenon related to our 
reasons to accept it. To pretend that it is an important truth about conditionals determined by 
their directional form betrays a lack of understanding of its mechanism, and to confuse its 
truth conditions (semantic aspect) with our inferential dispositions (pragmatic aspect). But we 
should not infect logic with pragmatics. 
 These counter-examples against the inferability suggested by the directional bias can also 
be adapted in a similar criticism against its pretensions of providing the truth conditions of 
conditionals. The assumption that in A → B is only true if we would be willing to infer B 
from the assumption of A incorrectly predicts that the following conditionals are false in most 
circumstances: ‘If he’s speaking the truth, I’m a Dutchman’, ‘If my wife is fooling me, I will 
never know’, ‘If he felt embarrassed, he showed no signs of it’, ‘If you are hungry, there is 
still food in the kitchen’ and ‘The show was quite a success, if I may say so myself’. This 
assumption also implies that disjunctions are not truth-functional since disjunctions can have 
the same inferential uses of conditionals, despite their forms being different, e.g., ‘Either 
Oswald killed Kennedy, or someone else did.’ and ‘If Oswald did not kill Kennedy, someone 
else did.’. This is a problem for the directional approach, since it is widely accepted that 
disjunctions are truth-functional. It goes without saying that these counter-examples also 
work against any theory that is motivated by the directional bias, whether we are talking 
about a version of the possible world theory, the suppositional view, etc.  
The directional bias can also be criticised for limiting the discussion to a propositional-
oriented mindset, thus preventing intuitions about predicate logic from having any 
meaningful role. This way of thinking ignores that one of the main reasons to think that 
conditionals must be material is the fact that classical predicate logic leads to an unexpected 
link between quantifiers and conditionals. If a general statement such as ‘Every F that is G is 
H’ implies that ‘If a is F, a is G’, the falsity of the conditional can only be sufficient for the 
falsity of the general statement if the conditional is material. For instance, given that 
everyone studying French is studying German and Anna is one of the students, we can infer 
that if Anna is studying French, then she is studying German . The intuitions motivated by 27
the grammatical form of conditional sentences are completely negligible if it is predicate 
logic that serves as basis for our thinking about conditionals.  
 This example is presented by Rieger (2013: 3166–7). Sanford (2003: 48–49) also presents a similar argument, 27
which he attributes to Frege. Barker (1997) presents a similar argument, but formulated in terms of assertability.
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The directional mindset also forgets another hard-earned lesson that made classical logic 
possible in the first place, namely, the principle that the grammatical form of sentences can 
mislead us about its truth conditions. Frege’s Begriffsschrift was only made possible by the 
replacement of the distinction between subject and predicate suggested by the misleading 
grammatical form of sentences for a highly abstract distinction between function and 
argument, which was borrowed from mathematics for logical purposes. It provided a formula 
language that abstracted from inessential grammatical features and helped us ‘break the 
domination of words over the human mind’. The contrast with the prevalent approach among 
conditional experts could not be more drastic. Conditional experts not only take the 
grammatical form of conditional sentences at face value, but also use them as the corner stone 
of their logic systems. This is a terrible mistake. It is telling that the thought process of one of 
the founding fathers of classical logic is blatantly ignored when it should be more relevant. 
As the saying goes, those who do not remember the past are condemned to repeat it.    
5. CONDITIONALS ARE NOT SUI GENERIS 
A sound methodological principle is that a plausible logical system should explain closely 
related phenomena by the same fundamental principles . The material account satisfies this 28
requirement with ease, since it is a particular case of the same semantics used for other 
connectives, such as disjunction, conjunction and biconditionals. It does no matter what is the 
connective, the truth-functional principle is the same. The fact that the directional bias treats 
conditionals as a sui generis connective should be considered a hindrance, not an advantage. 
Instead of inferring the logical properties of conditionals from their grammatical form, we 
need to think in terms of the properties that all connectives must have. Connectives not only 
have truth values, but they are truth functional, and can be embedded. Conditionals need to 
have the same properties if they are to be integrated into a unified account of connectives. 
It does not seem likely that among the connectives only conditionals would be associated 
with an inference of some sort. If there are no reasons to think that connectives such as ‘or’ or 
‘and’ are inferences, why ‘if’ should be any different? A full-fledged material account has 
none of these problems and ensures that logic system’s principles are uniform by providing 
the same principles of truth condition for ‘and’, ‘or’ and ‘if’. The only reason to think that 
conditionals are any different is the excessive importance attributed to the misleading 
directional form of ‘if’, which suggests that its truth is determined by an inferential passage 
from one its constituent propositions to the other. 
It seems clear that ‘and’, ‘not’, and ‘or’ are functions from proposition(s) to a further 
proposition. When ‘and’ and ‘or’ take two propositions, they form a new proposition from 
them. But ‘ifs’ seem different, because they can be used to assert an inferential relation from 
one proposition to another. What most theories motivated by this intuition do is that they try 
to conserve the functional thinking while assigning an inferential element to it. ‘ifs’ take A 
and B to form A → B (functional thinking), but add that its semantic value must be 
determined by an inferential passage (directional thinking), whether this passage it is 
considering the truth value of B in the closest-A world, or a conditional assertion of the 
second proposition under the assumption of the first proposition, or any other hypothesis 
inspired in this assumption. 
 Ellis (1984: 50–51).28
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Jackson (2006: 1–2) tried to dismiss the difference between conditionals and the other 
connectives by arguing that it makes perfect sense to assume that all connectives are truth-
functional if this is in accordance with the way they are used to represent reality. We 
represent the reality by dividing the possibilities between those that are in accord with how 
things are being represented to be and those that do not. It is plausible to think that ‘A and B’ 
represents the reality correctly if the way things fall in the intersection of the way A 
represents things to be and the way B represents things to be. It is also plausible to think that 
‘A or B’ represents the reality correctly if the way things are falls in the union of the way A 
represent things to be and how B represent things to be. A similar reasoning would apply to 
‘If A then B’ if it is equivalent to ‘not-A, or A and B’, and the we accept the classical accounts 
of conjunction and disjunction, since it makes sense that we should be able to say how things 
are lies outside how things are according to A, or inside how things are according to ‘A and 
B’.  
But this argument has a problem. It only convinces us that material conditionals are in 
accordance with the way we represent reality by means of its corresponding disjunction: ‘not-
A, or A and B’. The argument therefore has an implicit admission of defeat, since it assumes 
that the only connectives that plausibly represent reality are disjunctions and conjunctions. 
However, it should be noted that this problem is not exclusive of the material account since 
all conditional sentences have a directional form that intuitively does not fulfils a 
representational role in language, but only an inferential role. But how can we tell that this 
inferential appearance is an illusion?    
Notice that besides the relation between reasons to accept a complex proposition and our 
disposition to employ it in an inference, there is also a relation between reasons to accept a 
complex proposition and its logical form on one hand, and how intuitive are the truth 
conditions of this complex proposition on the other hand. The truth conditions of disjunctions 
are intuitive because they reflect our usual reasons to accept a disjunction. The idea that one 
of both alternatives represented in a disjunction must be true is reflected on its truth table, i.e., 
the disjunction is true if one of its disjunctives is true. With conditionals, however, this 
relationship is broken, since our usual reasons to accept a conditional involve a relation 
between the antecedent and the consequent, but the material truth conditions require a mere 
combination of truth values involving the antecedent and the consequent. Thus, the 
impression that conditionals are not truth-functional is caused by a mismatch between the 
reasons typically used to assert conditionals and their actual truth conditions.  
But there are reasons to doubt that the reasons typically used to accept conditionals reflect 
their truth conditions. First of all, as the previous section showed, the inferential use of a 
conditional is a variable feature that reflects our particular reasons to accept it (Dutchman 
conditionals, the cheating partner example, etc.), and some conditionals have no particular 
inferential use (biscuit conditionals, etc.). It is implausible to think that such contingent 
feature would be a core feature of a conditional’s truth conditions. Thirdly, a disjunction can 
also be used to assert a relation between the disjuncts. Suppose that the butler and the 
gardener are the main suspects of a murder. In this context, the assertion of the disjunction 
‘Either the butler did it, or the gardener did it’, is motivated by a relation between both 
disjuncts. If the butler is not the murder, the gardener is, or, inversely, if the gardener is not 
the murder, the butler is. Fourthly, conditionals are connected to disjunctions and 
conjunctions in inferences that even the critics of the material account would recognise as 
intuitively valid. It is uncontroversial that A → B implies ¬(A&¬B), which on its turn implies 
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¬A v B, by De Morgan. Now, these simple inferences become mysterious if conditionals are 
radically unlike conjunctions and disjunctions.  
Perhaps the recurrent mistake of assuming that A and B are asserted when they are 
embedded in complex propositions is another factor that explains the impression that ‘if’ has 
an exceptional character. It seems plausible to think that the assertion of ‘A and B’ is the 
result of the assertion of A followed by the assertion of B; the assertion of ‘A or B’ is the 
result of an indecision between the assertion of A or B. But these are obvious mistakes. What 
is asserted in each case is the conjunction and disjunction of A and B, not each proposition 
individually. The conditional assertion theory falls in the same trap since it interprets ‘If A, 
then B’ as the assertion of B given the assumption of A, because it mistakes the assertion of a 
complex proposition with the assertion of each embedded proposition. What is interesting 
about this mistake is that it shows how conditional experts can condone a way of thinking 
that they would not accept regarding other connectives, despite the structural similarities and 
the intuitive, but ultimately fallacious, appeal.      
We can only guess how different conditional theories would be if the predominant 
notation severed the conditional connective from its misleading grammatical form. In the 
beginning of the twenty century, Henry M. Sheffer (1913) defined all truth-functional 
connectives using one single connective, the stroke ‘|’, which reads as ‘not both … and …’, 
and it is logically equivalent to the negation of a conjunction. Using the stroke, we can say 
that ¬A is logically equivalent to A|A, A&B is logically equivalent to (A|B)|(A|B), A v B is 
logically equivalent to (A|A)|(B|B), and A ⊃ B is logically equivalent to A|(A|B). Now, if due 
to some sort of historic accident, things were different and the Sheffer’s stroke were the norm 
used to interpret connectives, then the material implication would be represented by A|(A|B). 
Now, A|(A|B) does not indicate any sort of inferential passage from A to B, and would be less 
susceptible to the usual interpretations. Of course, this would not eliminate the problem 
completely, because the intuitions motivated by the grammatical form would still need to be 
dealt with.  
If alternative theories do not offer a uniform explanation of closely related phenomena, 
suppositional theories in particular do even less since they treat conditionals as conditional 
assertion acts instead of propositions with truth conditions. This implies, among other things, 
that conditionals cannot be embedded. Lewis objects that this consequence would require too 
much work and disregard the knowledge we already have about the phenomenon:  
I have no conclusion objection to the hypothesis that indicative conditionals are non-
truth-valued sentences …. I have an inconclusive objection, however: the hypothesis 
requires too much of a fresh start. It burdens us with too much work still to be done, and 
wastes too much that has been done already. … We think we know how the truth 
conditions for compound sentences that have such conditional as constituents? We think 
we know how the truth conditions for compound sentences of various kinds are 
determined by the truth conditions of constituent subsentences, but this knowledge would 
be useless if any of those subsentences lacked truth conditions. Either we need new 
semantic rules for many familiar connectives and operators when applied to indicative 
conditionals-perhaps rules of truth, perhaps special rules of assertability like the rule for 
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conditionals themselves-or else we need to explain away all seeming examples of 
compound sentences with conditional constituents .      29
The hypothesis that conditionals lack truth conditions is drastic and goes against the way we 
explain the semantics of logic operators. If the operators ‘or’, ‘and’ and ‘not’ have truth 
conditions, why conditionals should be singled out from the group as an exceptional case? 
This hypothesis only work by isolating conditionals from other connectives. The inferences 
with disjunction and conjunction are severed and we are left with half truth-functional logic 
(‘not’, ‘or’, ‘and’) and half revisionary semantics (directional ‘if’). The material account, on 
the other hand, provides a truth-functional semantics through and through. It does not ‘waste 
what we know’ about the other operators, and its close to its connective partners. If 
conjunctions and disjunctions are truth function of two propositions, so are conditionals. The 
semantics must be universally applicable account to every connective. Treating conditionals 
as sui generis operators are a step backwards compared to the truth functional thinking. We 
need a uniform account of connectives. 
6. WHERE DO WE GO FROM HERE 
The obsession with conditionals has gone too far. Conditional theory is an intellectual 
enterprise hypertrophied by the excessive importance attributed to a meagre diet of examples 
and intuitions, and it shows the extremes philosophers can go when the directional bias is 
accepted wholeheartedly. The morals to draw from this article is that a strong bias from 
ordinary language is distorting our understanding of logic, by dissociating conditionals from 
a more systematic understanding of connectives. It is understandable that experts should 
continually study and improve our understanding of logic, but the idea that we should have 
experts in one single connective defies our basic common-sense about logic. It is imperative 
that we take a step back from this extremely narrow specialisation and try to see the bigger 
picture. 
In a sense, the theorisation about conditionals as a distinctive area of research, or at least a 
significant part of this research, was always at odds with the assumption that conditionals are 
material, since one of the main motivations for the logical analysis of conditionals is the 
assumption that the material conditional used in classical logic cannot capture the truth 
conditions of the different conditional sentences used in natural language. Thus, it is 
understandable, but unfortunate, that the material account became increasingly unpopular as 
the area expanded.  
This prevalent skepticism towards the material account, however, is a giant with feet of 
clay. The directional form of A → B is not a reliable indicator of its inferential use, much less 
of its truth conditions. The disposition to infer B from A is measured by our willingness to 
employ A → B in a modus ponens when this use is compatible with our reasons to accept the 
conditional. It is just a pragmatic element that does not have the logical significance that has 
been attributed to it. Consequently, any pretensions to build an entire logical system by 
focusing on this directional intuition and its related meagre diet of examples, would result in 
a misguided semantics that unnaturally serves the relation of conditionals from the other 
connectives and predicate logic. It is limiting to think about conditionals in these terms. The 
 Lewis (1976: 305).29
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counter-examples against the material account are rendered harmless because they are all 
dependent on this directional thinking. 
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