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 Capital-Skill Complementarity and Inequality: A Sensitivity
Analysis
1 Introduction
One of the most salient observations concerning the U.S. labor market over the past
thirty years is the simultaneous rise in the wage paid to college-educated workers and
the increase in the supply of such workers. Theoretical explanations of this phenomenon
have increasingly focused on capital-skill complementarity due to the concurrent rise in
the stock of capital, and have been spurred in part by the estimates obtained in \Capital-
Skill Complementarity and Inequality: A Macroeconomic Analysis" (2000) by Krusell,
Ohanian, R¶ ³os-Rull and Violante (KORV). The underlying contribution of KORV was to
provide an empirical foundation for the theoretical notion of capital-skill complementarity.
KORV estimate the parameters of a constant-elasticity-of-substitution (CES) produc-
tion function, using data on the prices and quantities of four factors: skilled labor, un-
skilled labor, structures and equipment. The functional form combines a CES aggregation
of unskilled labor with an aggregation of equipment and skilled labor (also CES). This
entire aggregation is combined in a Cobb-Douglas function with structures. The resulting
production function is general enough to accommodate a broad pattern of substitutability
and complementarity among the four factors; when KORV use this model to estimate the
elasticities of substitution between skilled labor and equipment as well as that of unskilled
labor and equipment, they ¯nd strong evidence of capital-skill complementarity: unskilled
labor is more substitutable for equipment than skilled labor. Con¯dence in this result
is encouraged by the ability of the model to reproduce the major changes in the skill
premium over time.
KORV's paper has been widely cited, and the data and parameters estimated in this
model have been used by many authors to calibrate their own models. Examples of
this include Blankenau and Ingram (2002), Crifo-Tillet and Lehmann (2004), and Hen-
1dricks (2004), who use the KORV estimate of the elasticity between skilled labor and
capital. Caselli and Coleman (2002) use KORV's labor series, and Lindquist (2002) uses
many parameters as well as the data from KORV.
There are two data-related issues associated with the estimates in KORV. First, KORV
estimate their model using data from 1963 to 1992. Ten more years of data are now
available, and there is evidence that the skill premium changed during this period. Card
and DiNardo (2002) ¯nd that, although the skill premium rose dramatically during the
1980s, the rate of increase slowed in the 1990s. This may re°ect a di®erent degree of
capital-skill complementarity, and ten more years of data could have a substantial e®ect
on estimated elasticities of substitution between equipment and skilled and unskilled labor
respectively.
Second, KORV use a price series for capital that implies very rapid growth in the stock
of capital equipment, starting around 1975. If the capital stock is not rising as quickly as
they assume, it may not be responsible for the rise in the skill premium.
In this paper, we re-evaluate the estimates derived in KORV by studying the sensitivity
of their estimates to alternative measures of the capital stock and the labor input, and
by updating the estimates using the newly available data.
In addition, we estimate the model with a more stable estimation methodology. The es-
timation is done using a Markov Chain Monte Carlo (MCMC) algorithm following Geweke
and Tanizaki (2000). This algorithm samples from the joint posterior distribution of the
parameters and latent variables in a non-linear state-space model. One advantage of our
methodology is that by sampling from a distribution in an e±cient manner, we avoid
the instabilities that can arise in maximizing a multidimensional function numerically.
KORV's model provides a suitable framework for illustrating this method that is of in-
dependent interest to macroeconomists not familiar with ways of dealing with non-linear
2state-space models.1
We obtain three important results. First, using an alternative capital price index
suggested by Greenwood, Hercowitz and Krusell (GHK, 1987), we ¯nd the model predicts
a skill premium that bears little resemblance to the data: the results from the model
signi¯cantly over-predict the skill premium at the beginning of the sample and under-
predict the skill premium for most of the rest of it. That is, upon substituting one
reasonable estimate of the (admittedly elusive) price of capital for another, the model's
ability to ¯t the time path of the measured skill premium falls dramatically. Moreover,
all of our estimates of the substitutability between unskilled labor and capital equipment
{ the measurement most-often used by other authors { are larger than KORV's point
estimate of 1.67, some substantially so. We also ¯nd that the choice of labor series does
not change the parameter estimates, implying that the elaborate methods used by KORV
to construct a measure of the labor input may be replaced by simpler ones in future
research.
2 KORV's Model
The theoretical model to be estimated is derived from a pro¯t-maximizing ¯rm's ¯rst-
order conditions for choosing four factors of production: skilled labor (st), unskilled labor
(ut), structures (kst) and equipment (ket). The production function form combines a CES
aggregation of unskilled labor and an aggregation of equipment and skilled labor in a





t + (1 ¡ ¹)(¸k
½





where ¹ and ¸ are parameters that govern income shares, 1=(1 ¡ ¾) is the elasticity of
substitution between equipment and unskilled labor, and 1=(1 ¡ ½) is the elasticity of
1It is important to note that we obtain roughly the same estimated values for the parameters when
KORV's dataset is used.
3substitution between equipment and skilled labor (¾ > ½ implying capital-skill comple-
mentarity). The skilled and unskilled labor inputs, st and ut are functions of hours (hs
and hu) and e±ciency indices (Ãs and Ãu): st = Ãsthst and ut = Ãuthut: In this model, the
elasticity of substitution between unskilled labor and skilled labor equals the elasticity of
substitution between unskilled labor and equipment.
To gain some intuition for the implications of the model, KORV derive an expression
for the ratio of the marginal products of the skilled and unskilled labor inputs for the skill
premium, then log-linearize and di®erentiate this ratio with respect to time to obtain an
expression for the growth rate of the skill premium, g¼t: It can be decomposed into three
components:




(gket ¡ ghst ¡ gÃst): (2)
The ¯rst component, (1 ¡ ¾)(ghut ¡ ghst) is the relative quantity e®ect. Since ¾ < 1,
the skill premium rises if the growth rate of skilled labor is less than that of unskilled
labor.
The second term is the relative e±ciency e®ect, which depends on the sign of ¾; if
¾ > 0 and the e±ciency of skilled labor is rising with respect to that of unskilled labor,
the skill premium rises. The opposite happens if ¾ < 0:
The third term is the capital-skill complementarity e®ect: if there is capital-skill com-
plementarity (¾ > ½) and the growth rate of equipment rises, the growth rate of the skill
premium will also rise.
To estimate the model, the ¯rst-order conditions are simpli¯ed into three equations.
The ¯rst two equations (3 & 4) are obtained by rearranging the ¯rst-order conditions for
skilled and unskilled labor. The ¯rst equation,
wsthst + wuthut
yt
= (1 ¡ ®)f¹(hutÃut)
¾ + (1 ¡ ¹)[¸k
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sets the share of labor in aggregate income (wsthst+wuthut
yt ) in the data equal to the analogue
from the production function. The labor share, shown in ¯gure 1, is obtained in a manner
similar to that explained in Cooley and Prescott (1995), taking the ratio of compensation














involves the ratio of the wage bill for skilled workers to that of unskilled workers. Equation
(4) sets this ratio ( wsthst








f(1 ¡ ±s) ¡ Gkst ¡ qt¡1Gketg + ²t; (5)
is obtained from the marginal products of equipment and structures. It sets the expected
return on equipment equal to the expected return on structures.
Two sources of estimation error are given by the workers' abilities, which are observed
by the ¯rm owner, but not the analyst. Also, the relative price of equipment (qt) is not
observed by the ¯rm owner because production involves a one-period time-to-build feature:
investment in equipment occurs in one period and the equipment is used in production
during the following period. This uncertainty will be re°ected by a forecasting error the
¯rm owner makes when predicting prices.
Finally, KORV needs to specify a stochastic process for the vector (Ãst;Ãut), the latent
abilities of workers. Since KORV only want to concern themselves with changes in the
skill premium due to observables, they constrain the ability factors to be without trend:
Át = Á0 + ºt; (6)
5where Át = [log(Ãst);log(Ãut)]0 and ºt » N(0;§):
3 Data
Our data cover the period 1963{2001. Following KORV(2000), we have obtained almost
all series from the Bureau of Economic Analysis' (BEA) National Income and Product
Accounts (NIPA) and the Current Population Survey (CPS) March outgoing-rotation
¯les. Appendix A provides detailed sources and de¯nitions of all the series described in
this section. We used various measures of capital on the one hand, and the labor input
on the other. We turn ¯rst to the capital data.
To summarize the evolution of the real value of the stock of capital equipment, we need
¯rst to ¯nd an appropriate de°ator. In its NIPA price series, the BEA provides an implicit
de°ator for the stock of equipment, but this series has been criticized for overestimating
the increase in prices: it does not take quality adjustment into account. Still, NIPA
prices during the last part of our sample capture some quality changes that have taken
place, particularly for computers and software. Nonetheless, KORV avoid this series and
use instead the alternative series provided by Gordon (1990) that incorporates quality
changes by means of hedonic regressions. The data cover the period 1963{1983. Since
they want to estimate the model through 1992, they construct an estimate of Gordon's
price series for 1984{1992 using a regression method. In particular, they estimate the
\near" vector autoregression P G
t = ¯0+¯1P G
t¡1+¯2P N
t¡1+²t; where P G
t is a 3£1 vector of
prices in the \General Industrial Equipment", the \Transportation" and \Others" sectors,
obtained from Gordon's dataset, and P N
t is the o±cial NIPA \capital equipment price
index". Using the 21 annual observations available, they construct the forecast ^ P G
t for
t = 1984;:::;1993 using ^ P G
t¡1 and actual NIPA prices P N
t .2 To examine the robustness
2Any changes in the quality adjustment procedure introduced in NIPA in the beginning of the 1980s
would cause a large bias in this forecast.
6of KORV's results to alternative measurements, we also consider Greenwood, Hercowitz
and Krusell's (1997) quality-adjusted price series.3 The GHK price series is the average
between the Producer Price Index for capital equipment and the NIPA de°ator for capital
equipment. This series and Gordon's series are very di®erent from 1963{1973 but very
similar from 1974{1983. However, the forecast of Gordon's prices implies negative growth
rates on average since 1984, while the GHK series, which does not require forecasting,
implies a little growth (0.78% per year). Figures 2 and 3 show graphs with the levels and
growth rates for these series respectively. Examining the price levels shown in ¯gure 2,
one problem with KORV's forecast of Gordon's series is evident. The series ended in 1984,
just as the price level was beginning to fall. Because of this, for the remaining years, the
subsequent one-lag-VAR forecasted price series falls substantially more than the other
series.
These di®erent ways of measuring prices imply very di®erent capital stocks for equip-
ment. Figure 4 shows the stock of equipment calculated using two di®erent price series:
one based on a KORV-type forecast of Gordon's prices and the second based on the GHK
series. The average annual growth rates over the period were 7.6% for the Gordon-based
stock of equipment and only 3.3% for the GHK-based measure, while the stock of non-
residential structures has averaged only 0.82% growth. The growth rates do show a large
degree of volatility, though. Still, the two series give very di®erent pictures of the evolu-
tion of the stock of equipment: according to the GHK measure, the stock of equipment
has risen by a factor of 4 since the early 1960s; according to the Gordon-VAR estimates
the stock has risen by a factor of 17!
The steep fall in equipment prices and subsequent steep rise in equipment stock implied
by the Gordon-based data may be driving the results obtained by KORV. Examining
3GHK brie°y discuss this series in a footnote. They mention that Gordon suggested this series as an
extension of his own.
7equation (2), if capital-skill complementarity exists (i.e. ¾ > ½), an increase in the
growth rate of equipment, gket; all else equal, will cause an increase in the growth rate
of the skill premium, g¼t: If, however, the growth rate of equipment were not so high,
capital-skill complementarity could not have been as responsible for the observed increase
in the skill premium, as KORV maintain. We return to this point presently.
We next turn to the labor data. We measured labor input and wages following KORV
as well as using two other methods. Details are given in Appendix A1. The CPS data are
used in order to obtain wage and hours data for the skilled and unskilled separately. As
KORV do, we de¯ne the skilled as college graduates, and the unskilled as those without
a college degree.
As is well known, the CPS labor data is problematic: the survey asks respondents
what their income was last year, and how many hours they worked last week. During any
particular week, many people are on vacation or otherwise not at work. The result of this
is that there are observations with income last year and no hours worked last week, so
hourly wages are di±cult to compute. To preserve these observations, KORV impute the
missing hours by sorting non-missing observations into 264 groups based on education,
gender, race and age, calculating the mean hours for each group and assigning these mean
hours to the missing observations in the same group.
We created labor data according to their method. We also developed a set of labor data
using linear regression to impute hours as well as a set of data where the observations with
missing hours were deleted. As it turned out, none of the methods { whether imputing or
deleting missing data { di®ered substantially in the resulting labor series they produced,
suggesting that simpler methods su±ce.
The most signi¯cant feature of the data is the increase in the ratio of skilled labor
input to unskilled labor input. This ratio is shown in Figure 5, for both the KORV-type
8data and the data with missing hours deleted. Both are monotonically increasing. The
average annual growth rates for the KORV-type data and the data with missing hours
deleted are 2.80% and 2.78%, respectively. Unlike the capital data, minimal di®erences
are observed in the labor data. Indeed we have conducted all of the analyses below with
the three alternative labor data series, and found no qualitative di®erences in the results.
From these data we also calculate the skill premium, which is shown in Figure 6. There
are three distinct periods: a slight increase through the sixties, a slight decrease during
the seventies and a substantial increase beginning in the 1980s. During the last period,
the skill premium has increased at an average rate of 1.5% annually.
4 Methodology
The three measurement equations and the stochastic speci¯cation for abilities form a non-
linear state-space model. Linear state-space models have been estimated using classical
approaches by Anderson, Hansen, McGrattan and Sargent (1996), and Ireland (1999), for
example. Bayesian approaches have been taken by DeJong, Ingram and Whiteman (2000a,
2000b) and Otrok (2001). Recently, there has been an increasing interest in the estima-
tion of non-linear cases, with examples such as KORV and Fernandez-Villaverde and
Rubio (2002).
There are several estimation methods available. KORV use a pseudo-maximum-
likelihood approach. Given parameter values and data on hours and capital stocks, they
simulate the right hand side of the measurement equations (3) ¡ (5); averaging across
these simulations yields 21 annual observations for the mean vector and covariance ma-
trix. Parameters are chosen to maximize the normal likelihood for the observed data on
the left-hand-side of the measurement equations{ labor's share, the wage bill ratio, and
the inverse of the in°ation rate in the relative price of equipment.
9We adopt an alternative procedure based on the explicit assumption of measurement
error (KORV did this implicitly) and the use of Markov Chain Monte Carlo meth-
ods, which are described in Appendix B. This method is related to work done in the
Bayesian statistics literature by Gordon, Salmon and Smith (1993), Carlin, Polson and
Sto®er (1992), and Geweke and Tanizaki (2000). Although computationally more expen-
sive by some measures, Bayesian methods provide several advantages. The high dimen-
sionality of the parameter space is less of a problem than in pseudo-maximum-likelihood
methods, since we avoid any derivative-based numerical optimization. In addition, con-
straints that naturally arise from economic theory are generally easier to impose in a
Bayesian framework than in maximum-likelihood estimation. Regarding the assumption
of measurement errors in the ¯rst two measurement equations, we think this assumption
(made exclusively for technical reasons) is innocuous, given that variances of these errors
turn out to be very small.
In our application, Bayesian inference involves specifying a prior distribution for
the vector of parameters µ = f¾;½;¹;¸;­;ª0;°;§g, and coupling it with the normal
measurement-error likelihood function for the data, conditional on the parameters. By
Bayes' theorem the posterior distribution will be given by:
p(µjY;X) / p(µ)L(Y jµ;X);
where p(µ) denotes the prior distribution, L(Y jµ;X) refers to the likelihood of the model,
and Y and X are endogenous and exogenous variables respectively. The goal is a complete
characterization of the moments of p(µjY;X), which are usually obtained by random
sampling. Details of our MCMC method are provided in Appendix B.
104.1 Priors
In specifying the prior distribution for the vector of parameters, we have drawn from
previous studies, especially for the two most important parameters, ½ and ¾. For com-
putational simplicity, we have restricted ourselves to use only (truncated) Normal and
Gamma distributions for all parameters.
One of the reasons KORV's paper is so widely cited is that there are few alternative
estimates for ¾ and ½ available. All of the estimates we used are taken from Hamer-
mesh's 1993 survey of labor demand and are consistent with what little literature there
is. For ¾; we speci¯ed a Normal (0:57;0:252) truncated to the (¡1;1] region.4 The
parameter driving the elasticity of substitution between capital equipment and skilled
labor, ½; was endowed with a normal prior distribution with the mean set at -0.76.5 The
standard deviation and the truncated region of ½ are the same as those of ¾.
The shares, ¸ and ¹; were given prior Normal distributions truncated to the [0;1]
range, with a mean of 0.5 and a standard deviation of 0.2. The standard deviation of ®
was set at 0.005, with a mean of 0.11, which is the value estimated by KORV, which in
turn is close to the value of 0.13 used in previous calibration studies (e.g. Greenwood,
Hercowitz and Krusell (1997)). In all cases, the prior standard deviations were chosen
so that a two-standard deviation band around the mean provided a reasonable range of
estimates.
4The mean was chosen to match the estimate obtained by Clark and Freeman (1977) in their annual
(unpublished) sample of the manufacturing sector.
5This value is halfway between the value of 0.08 from Berndt and White's unpublished 1978 paper on
the demand for energy, and the value of -1.6 estimated in Dennis and Smith's 1978 study of the demand
for real cash balances. Both of these studies focus on the manufacturing sector, roughly covering the
period 1950-1973. Although both of these studies are rather dated, and energy and cash balances do not
seem to be related to the topic at hand, these were the best estimates we could ¯nd.
115 Results
We present the results for ¯ve sets of data. The ¯rst set is KORV's own data and the
other sets are ours, which include two sets of capital series, each using data from 1963-
2001 as well as 1963-1992 (the period examined by KORV). All models were estimated
with a labor series generated using KORV's method.6 The results are given in Table 1.
For the capital series used, Gordon refers to the estimates using the Gordon-based VAR,
and GHK refers to the series from GHK (1997). KORV1 are KORV's own results, and
KORV2 are the results using our estimation method and KORV's own data.
Table 1: Results
¾ ½
Capital Data Years Mean Std. Dev. Mean Std. Dev.
KORV1 1963-1992 0.401 0.234 -0.495 0.048
KORV2 1963-1992 0.446 0.012 -0.384 0.025
Gordon 1963-1992 0.520 0.019 -0.167 0.031
GHK 1963-1992 0.557 0.003 -0.569 0.012
Gordon 1963-2001 0.503 0.022 -0.239 0.031
GHK 1963-2001 0.842 0.063 -0.657 0.076
Like KORV, all of our estimates imply capital-skill complementarity (¾ > ½), although
many di®er quantitatively from theirs. Speci¯cally, all of our estimates for ¾ are larger
than theirs. The estimate using the longer set of GHK data is substantially larger. Our
values for ½ range from -0.167 to -0.657, and all are signi¯cantly di®erent from the estimate
of -0.495 provided by KORV. The posterior distribution of the di®erence between ¾ and
½ is shown in Figure 7. The dotted curve represents the GHK data and the solid curve
represents the VAR data. The di®erences created by the two data sets are clear: the
GHK data implies a much larger di®erence between the two parameters.
Adding the extra years of data did not substantially alter many of the estimates. With
6Results using other labor series are not presented because they are similar to those using KORV's
method.
12respect to ¾; the only substantial di®erence occurs when using the GHK data. The longer
data set (1963{2001) produces a ¾ that is much larger than that of the shorter data set
(1963{1992). However, for both capital series, the estimates for ½ for the larger data set
are signi¯cantly smaller than those for the shorter data set.
The equipment-skilled labor and equipment-unskilled labor elasticities are given in
Table 2. The estimates for the elasticity of substitution between unskilled labor and
equipment are between 2 and 9. Compared to KORV's estimate of 1.67, our estimates are
much higher: we estimate unskilled labor to be more substitutable for equipment than
they do. However, considering the large standard error on KORV's estimate of ¾; only the
estimate using the longer data set and the GHK capital series di®ers signi¯cantly. The
posterior distributions of these elasticities are given in Figure 8. Again, the dotted curve
represents the GHK data and the solid curve represents the VAR data. The variance of
the posterior using the KORV data is less than 3% of the variance of the posterior using
the GHK data.
Considering the elasticity between equipment and skilled labor, all of our estimates for
½ are signi¯cantly di®erent from those of KORV. Figure 9 gives the posterior distributions
of estimates of the elasticity between equipment and skilled labor using the Gordon-type
VAR data (solid curve) and the GHK data (dotted curve). The elasticities produced using
the Gordon-based VAR are much larger. These elasticities imply that skilled labor is also
more substitutable for equipment than KORV estimate.
Table 2: Elasticities
1=(1 ¡ ¾) 1=(1 ¡ ½)
Capital Data Equipment-Unskilled Labor Equipment-Skilled Labor
1963-1992 1963-2001 1963-1992 1963-2001
KORV 1.669 0.669
Gordon 2.087 2.017 0.857 0.8084
GHK 2.255 9.052 0.637 0.602
13Most importantly, these estimates generate skill premia that di®er from the data.
Figures 10 { 13 show the skill premia calculated from the data and those implied by the
model. The dotted lines show the results of the models, and the solid lines represent the
data. Figures 10 and 11 use the GHK capital data; ¯gure 10 shows the shorter data set,
and ¯gure 11 the longer. The skill premia generated by the model do not follow those
of the data. Both show a falling skill premium until 1982, a period in which the actual
skill premium was relatively °at. In the longer series, the skill premium generated by the
model rises after 1982, but its rate of growth increases after 1995, unlike the data.
Figures 12 and 13 show the skill premium using the VAR-generated data, with 12
showing the shorter data set. Although the model follows the general trends in the data,
the skill premium from the model falls when the skill premium from the data rises and
vice versa. That is, our \KORV-style" data results are qualitatively similar to KORV's
own results: they only claim that their model captures the rising skill premium in the
1960s, the falling skill premium in the 1970s, and the steeply rising skill premium in
the 1980s. This can be seen in ¯gure 14, where we use KORV's data. The key result
is the distinction between Figures 10 and 11 on the one hand, and 12 and 13 on the
other. Because our \KORV-style" results in Figures 12 and 13 are so similar to KORV's
conclusion (our version of which is in Figure 14; their Figure 8 is quite similar), we can be
con¯dent tat had KORV used the GHK data correction procedure in place of what they
used, they would have produced a very di®erent (and not very convincing) picture of the
evolution of the skill premium { i.e., the poor-¯tting Figure 10. Evidently, the results
from KORV's model do not ¯t the model data well, and when an alternative and quite
reasonable time series for equipment prices is used, the ¯t worsens substantially.
146 Conclusion
We re-estimated the model in \Capital-Skill Complementarity and Inequality: A Macroe-
conomic Analysis" (2000) by Krusell, Ohanian, R¶ ³os-Rull and Violante using Bayesian
methods, alternatively-speci¯ed data series and ten extra years of data. We began by
estimating the changes in capital-skill complementarity and the skill premium by adding
the most recent years of data. However, because KORV generated their data series in a
particular way, we examined how these changes a®ected their results. No matter what
series we used, like KORV, we ¯nd some evidence of capital-skill complementary. How-
ever, KORV's model is extremely sensitive to the data used, especially the capital series.
Using the capital equipment data generated by the Grenwood, Hercowitz and Krusell
(1997) (GHK) method, we ¯nd unskilled labor to be more substitutable for equipment
than KORV do. In fact, our estimates of the unskilled labor-equipment elasticity are up
to ¯ve times larger than KORV's. Using the GHK capital data also produced estimates of
the skilled labor-equipment elasticity that are noticeably smaller than KORV's, and our
VAR-generated series produced estimates that were larger than KORV's. Although these
di®erences are interesting in and of themselves, what ultimately matters is if they lead
to di®erent conclusions when used in other contexts. In our case, when used to generate
skill premia, the results are dramatically di®erent. In fact, the GHK data series produced
a skill premium that counterfactually falls for most of the shorter series (1963{1992), and
half of the longer data series (1963-2001).
Unlike Card and DiNardo (2002), in no data series used do we ¯nd evidence that the
growth of the skill premium has slowed. On the contrary, using the GHK data produces
a rapidly accelerating skill premium during the 1990s.
KORV also use a tedious method to impute missing hours in their labor data. We
¯nd that simpler methods, speci¯cally imputing missing hours using linear regression or
15simply deleting the observations with missing hours, do not substantially a®ect the labor
series or the results of this model. In this case, simpler methods for compiling labor data
are su±cient.
We conclude that one should use caution when using KORV's estimated parameters
to calibrate models. Although the model was not sensitive to the labor series used, it
was sensitive to the price series for capital equipment and the resulting capital equipment
series: alternative, reasonable equipment price series lead to very di®erent estimates of
the elasticity of substitution between unskilled labor and equipment, and to very di®erent
views of the evolution of the skill premium.
16A Data Appendix
A.1 Labor Input and Wages
Following the method of KORV, we use the CPS data set. We recorded variables for age,
gender, race, education, weeks worked last year, hours worked last week, income from
wage and salary, and the CPS sampling weights. We eliminate those younger than 16
or older than 70. We exclude anyone who does not have income from wages or salary
(including the self-employed). We eliminate observations that are missing weeks worked
or have unreasonable hourly wages.7
To show how the data set is constructed, we use 1988 as an example. The raw CPS
data set for that year includes 144,687 observations. We eliminated 72,801 observations for
missing income, 620 for missing the number of weeks worked last year, 3 for unreplaceable
missing hours (discussed later), and 5722 for unreasonable wages. The resulting number
of observations was 65,541.
Since the CPS asks what one's income was last year and how many hours one worked
last week, often observations that include income have missing hours: interviewees who
were on vacation or on any other type of leave last week would have income from last year
but no hours worked. The number of observations in this category is often substantial.
KORV did not want to eliminate observations with reported income, so they imputed
missing hours. The ¯rst thing we do is follow their method. Secondly, we impute hours
using a linear regression, and thirdly, we eliminate all observations with missing hours.
A.1.1 Method 1
Following the method presented in the appendix of KORV, the sample is divided into
264 groups consisting of 11 age groups (5 years / group), 3 race groups (white, black and
7Following Card and DiNardo (2002), we consider unreasonable wages to be less than $1 or greater
than $100 in 1979 dollars.
17other), 2 genders, and 4 education groups (no high school diploma, high school diploma,
some college, college graduate). For those with missing hours or hours equal to zero,
hours are set to the weighted average hours of the other members of the observation's
group that year. For a few cases each year (one in 1989) there were observations with
missing hours for which no imputation could be made: there were no observations in that
group for that year that reported hours.8 Groups are then categorized as either skilled
or unskilled. In skilled groups, all members have 16 or more years of education, and in
unskilled groups, all members have fewer than 16 years of education.
The measure of skilled labor input is the sum of the total annual hours of all the
members of all skilled groups weighted, not only by the CPS weights (so that the sample
more accurately represents the U.S. population), but also by the average wage of the
group in 1980. This is a common practice.9 In our ¯nal model, we weight the labor input
by the average group wage in 1996.10 The unskilled labor input follows analogously.





where l are hours, w are wages, ¹ are the CPS weights, j is an indicator of skill, t is time,
and g is the demographic group. In our ¯nal model, we divide the ability index (the wage
in 1996) by the average wage in 1996 for each skill level.11 In this way, during periods of
wage in°ation, the labor input measure does not in°ate as well. This also creates a labor
8Some groups had few or no members. For example, consider the group of non-white, non-black
females aged 16-20 with college educations.
9In \Accounting for Slower Economic Growth: The United States in the 1970s", Denison (1979) writes
that in calculating an index of hours worked by demographic group, it is appropriate to use hourly wages
as weights. If one's wage represents one's marginal product, those with higher wages represent a larger
amount of labor input per hour.
10Three labor series using ability indices based in years 1980, 1996, and 2001 were considered. There
were no substantial di®erences among them, so we chose the 1996 series to be consistent with the capital
data.
11KORV probably did a similar data transformation but did not report it. If we do not divide by the
average wage, our indices do not match theirs.
18input series in units of hours.







The numerator is the total wage bill: the average wage in the group times the average
labor input in the group, weighted by the CPS weights. This is divided by their measure
of labor input, N; to get the wage series for both the skilled and the unskilled. With this
speci¯cation, the wage series is essentially a ratio between the wage in the current year
and the wage in 1980 (1996 in our case). Because these values are nominal, and prices
are rising during the period, what should result is a series where the wage is below 1.0
for most of the years before 1980, above 1.0 for most of the years after 1980, and equal to
1.0 in 1980. For both the skilled and the unskilled, the wage should equal unity in 1980,
resulting in a skill premium also equal to unity in 1980. This is not what they report.
KORV reports the skill premium with respect to 1963, and for many years in their series,
the skill premium actually falls below one, implying that for 1980, for example, the skill
premium was less than it was in 1963. This has not been reported by other authors,12 and
by adjusting the ability index in the labor input (as discussed earlier), we have eliminated
this problem. If we set the skill premium equal to one in 1963, our skill premium series
resembles that of KORV but does not fall below one.
A.1.2 Method 2
The method KORV used to generate missing hours is equivalent to running a regression
with 264 dummy variables. By putting all observations into groups, all variation within
the groups is lost. A simpler method, and one that uses all available information, would
be to impute missing hours by estimating an equation for hours using the same variables
12See Autor and Katz, 1999 for a review of the literature.
19KORV did. So, for the second method, for each year we estimated an hours equation
using age, age2; female, black, white, and education as covariates. We then predicted
hours for each missing observation. The new hours variable is multiplied by the weeks
worked last year variable to obtain annual hours for each observation. The annual hours
are weighted by the CPS weights and the wage index and then summed over the skilled
and unskilled categories to obtain the hours series.
The wages are calculated by dividing income from wage and salary by the new annual
hours variable for each observation. A wage series is created by taking the CPS-weighted
mean wage for both skill categories.
A.1.3 Method 3
Since both methods one and two use existing data to impute missing hours, keeping the
observations with missing hours may not add any extra information. So, for the third
method, we eliminated all observations with hours missing. The labor input and wage
series were aggregated in the same way as in method two.
A.2 Capital Stocks and Prices
Obtaining prices for capital equipment that adequately re°ect quality adjustments in
capital equipment has been a concern for data-collecting agencies and institutions. Prices
constructed by the Bureau of Economic Analysis (National Income and Product Accounts,
NIPA) underestimate changes in quality, leading to mismeasurement when these series are
used to de°ate nominal quantities. In this paper, we have used capital equipment price
series adjusted for quality, obtained in two di®erent ways.
The ¯rst method follows KORV using Gordon's (1990) price series for capital equip-
ment. This series ends in 1983, hence we need to project prices until 2001. This was done
by ¯tting a VAR to Gordon's data using some covariates (e.g. prices provided by NIPA)
20to help us forecast. Two di®erent models were ¯tted. The ¯rst was just a bivariate VAR
(in growth rates) with the aggregate capital equipment price index provided by NIPA and
Gordon's capital price series. Projected prices were obtained by using the information
in NIPA prices which are available until the end of the sample. The second model ¯tted
was a \disaggregated" VAR, which included price series for di®erent sectors (industrial,
transportation and other equipment) in NIPA, to forecast prices. Results from the esti-
mation are shown in Tables 3 and 4. The resulting series were aggregated with the NIPA
price series for software and communications equipment, which takes into account quality
changes using the methodology described in Cole, et al. (1986).
Table 3: 2-Variable VAR results
(Equation 1is Gordon price index and Equation 2 is NIPA investment price index)
Variable Coe±cient Standard Error
Constant Eq. 1 -0.0214 0.009
Gordon Priceft ¡ 1g -0.28410 0.1798
NIPA priceft ¡ 1g 1.10 0.254
Constant Eq. 2 0.0104 0.007
Gordon priceft ¡ 1g -0.2136 0.1325
NIPA Priceft ¡ 1g 0.739 0.187
21Table 4: 4-Variable VAR results
(Order of equations: Gordon price index, Industrial Equipment (IE), Transportation Equip.
(TE), Other Equip. (OE))
Variable Coe±cient Standard Error
Constant Eq. 1 -0.0247 0.009
Gordon Priceft ¡ 1g -0.436 0.230
IE priceft ¡ 1g -0.469 0.413
TE priceft ¡ 1g 0.763 0.271
OE priceft ¡ 1g 0.900 0.52
Constant Eq. 2 0.016 0.010
Gordon priceft ¡ 1g -0.370 0.256
IE priceft ¡ 1g 0.253 0.460
TE priceft ¡ 1g 0.246 0.301
OE priceft ¡ 1g 0.370 0.582
Constant Eq. 3 0.0004 0.008
Gordon priceft ¡ 1g -0.248 0.201
IE priceft ¡ 1g 0.759 0.360
TE priceft ¡ 1g -0.305 0.237
OE priceft ¡ 1g 0.249 0.459
Constant Eq. 4 0.008 0.009
Gordon priceft ¡ 1g -0.448 0.22
IE priceft ¡ 1g -0.305 0.397
TE priceft ¡ 1g 0.387 0.269
OE priceft ¡ 1g 0.967 0.503
The second method follows the suggestion of Greenwood, Hercowitz and Krusell
(GHK,1997) of combining NIPA prices with the Producer Price Index (PPI) for capi-
tal equipment constructed by the Bureau of Labor Statistics. PPIs try to capture some
quality adjustment using various techniques, such as hedonic regressions or cost estimates
of changes in characteristics provided by the producer, as explained in the BLS Handbook
of Methods, Chapter 14. The ¯nal price index suggested by Greenwood, et al. (1997) is
22the average of the PPI and the NIPA price indices for capital equipment.
Once one has an appropriate price index for capital equipment, it is used to de°ate
the nominal series. To obtain the capital stock, we used investment data with the ¯xed
rate of depreciation used in the model, 0.125. The initial stock, (for 1962) comes from
Table 2.1 in the Fixed Assets Tables (BEA) and investment numbers from Table 5.4 of
the NIPA Tables. The series is constructed using the perpetual inventory method and is
de°ated using the price index obtained by one of the methods described in the previous
paragraph. The ¯nal price of capital in terms of the numeraire in the model (qt) will
be the ratio of this price index to the implicit price de°ator for personal consumption
expenditures of non-durables and services (Table 2.3.4, NIPA). Figure 4 shows the stock
of equipment in our sample.
Obtaining the series for capital structures is simpler. The assumption in the model
is that investment in structures has the same price as the numeraire consumption good.
Hence, the price series used to de°ate the nominal series is simply the implicit price de°a-
tor for non-durables and service consumption. The nominal stock series was constructed
analogously to the equipment series by combining an initial capital stock for 1962 (Table
2.1, Fixed Assets Tables) and data on investment in non-residential private structures
(Table 5.4, NIPA). The depreciation rate used was 5%.
B Methodology Appendix: Metropolis Within Gibbs
algorithm
From Section 4 we obtained the following nonlinear state space form:
yt = f(Xt;µ;ªt) + wt (measurement equation) (7)
ªt = ª0 + °t + vt (transition equation) (8)
23In the above equations yt is a (3x1) vector of observables, Xt is a (4x1) vector of covari-
ates, and ªt is a (2x1) vector representing the underlying state (abilities). The stochastic
component of the model is represented by wt and vt, which are i.i.d. multivariate nor-
mal processes, jointly independent, with zero mean and covariance matrices ­ and §
respectively.
The approach taken here is Bayesian. We couple prior distributions over the unknown
parameters with the likelihood function of the state space model to derive a posterior
distribution for those parameters (and the unobserved state). The ¯nal goal is then to
apply Markov Chain Monte Carlo (MCMC) methods to sample from that posterior. The
method chosen comes from the Bayesian statistics literature and is due to Geweke and
Tanizaki, although it is related to other papers such as Gordon, Salmon and Smith (1993),
Carlin, Polson and Sto®er (1992) in the nonlinear setups, and to Carter and Kohn (1994)
and others in linear state-space models.
The speci¯c prior distributions were described in Section 4, and for the purpose of
this appendix, it su±ces to acknowledge that the joint prior can be written as a product
of independent priors for the individual parameters.
p(µ) = p(¾)p(½)p(¹)p(¸)p(ª0)p(°)p(§)p(­): (9)
The next step is to choose the Gibbs sampling blocks and partition the vector of inter-
est µ into N blocks, µ = (µ1;:::µN):13 There are 4 blocks in our estimation, f¾;½;¹;¸g,
f­g ,fª0;°;§g, and a block for the unobserved state, ffªtgT
t=1g, where T is the number of
observations. The algorithm consists of sampling from each of the conditional posteriors
for the four Gibbs sampling blocks.
13Good introductions to Gibbs sampling and Metropolis Hastings algorithms are Casella and
George (1992) and Chib and Greenberg (1995).
24B.1 Unobserved State
To sample from p(fªtgT
t=1jµ;Y T;XT), we start by de¯ning the vector zt = fz1;:::;ztg
for any variable zt, the densities p(ªt;Y tjµ;Xt), p(ªtjµ;Xt), and p(Y tjªt;µ;Xt), the joint
density for Y t and ªt, the density for ªt and the conditional density for Y t given ªt.
All are conditional on the model parameters and exogenous variables. Instead of sam-
pling jointly the entire vector ªT; we will sample for t = 1;:::;T from the distribution
p(ªtjªt¡1;ªt+1;¤;µ;Y T;XT), where ªt+1;¤ = fªt+1;:::;ªTg. Rewrite the joint distribu-









































p(ªT;Y Tjµ;XT)dªT : (14)



























t ;§); we apply a
Metropolis step for each time period t = 1;:::;T: We used univariate normals centered
at the previously accepted value (random walk chain) with a variance proportional to §.
Therefore, given a candidate ª
j;¤
















All remaining parameters in the previous expression are understood to be accepted
values at iteration j ¡ 1.
B.2 Measurement Equation Parameters
Given values for the state variable fªtgT
t=1; the joint distribution for the observables is
a product of T normals with mean f(Xt;µ;ªt) and covariance matrix ­. Each of these
normal densities is denoted by p(ytjªt;¾;½;¹;¸;­;Xt). Multiplying the observables' joint










The sampling is done in two blocks. The ¯rst block is the 4 £ 1 vector (¾;½;¹;¸)0.
The second block is the covariance matrix ­. In both cases, sampling was done through a
Metropolis Hastings step (equivalent to (17)) using independent univariate random walk
26chains for each of the parameters, i.e. the covariance matrix in the candidate proposal
density is diagonal. Drawing candidates for ­ was done in a separate step to facilitate
the gauging of the variance matrix in the candidate proposal density.
B.3 Transition Equation Parameters
Finally, we need to draw ª0, ° and §. Given knowledge of the values for the unobserved
state, we have a system of two equations in which the variance of the innovation term is the
same across equations. The underlying state acts as an observable. Since the covariance
matrix (§) is constrained to have equal diagonal elements, it is convenient to sample from
this system with a Metropolis-Hastings step, with just one blocking, fª0;°;§g:
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Figure 1: Labor Share










Figure 2: Gordon and GHK Price Levels











Figure 3: Growth Rates of Gordon and GHK Prices













Figure 4: Stock of Equipment












Figure 5: Labor Input Ratio










Figure 6: Skill Premium









Figure 7: ¾ ¡ ½











Figure 8: 1=(1 ¡ ¾)







Figure 9: 1=(1 ¡ ½)














Figure 10: Skill Premium { GHK Data, Short Series












Figure 11: Skill Premium { GHK Data, Long Series












Figure 12: Skill Premium { KORV-Style Data, Short Series











Figure 13: Skill Premium { KORV-Style Data, Long Series









Figure 14: Skill Premium Using KORV's Own Data
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