Abstract. This paper describes conformal prediction techniques for detecting anomalous trajectories in the maritime domain. The data used in experiments were obtained from Automatic Identification System (AIS) broadcasts -a system for tracking vessel locations. A dimensionality reduction package is used and a kernel density estimation function as a nonconformity measure has been applied to detect anomalies. We propose average p-value as an efficiency criteria for conformal anomaly detection. A comparison with a k-nearest neighbours non-conformity measure is presented and the results are discussed.
Introduction
Anomaly detection is a large area of research in machine learning and many interesting techniques have been developed to detect 'abnormal' behaviour of objects. The word 'anomaly' here is used in the sense that there are some patterns in the data that do not conform to typical behaviour. These non-conforming patterns are often called 'anomalies' or 'abnormalities' or 'outliers' [1] . Recently some new techniques known as conformal predictors (CP) have emerged which allow the detection of the non-conformal behaviour of objects using some measures of non-conformity [2, 3] . This technique also has an advantage in delivering provably valid confidence measures under the exchangeability assumption that is usually weaker than those traditionally used.
Consider, for example, a set of moving objects (vessels, vehicles, planes, etc.) z 1 , z 2 , ... and this movement might be normal (typical, conformal) or anomalous (atypical, non-conformal). We make an idealised assumption that z 1 , z 2 , ... are from the same probability distribution P on the measurable feature space X independent from each other; however no further assumptions are made about P, which is completely unknown.
In this paper, the problem of anomaly detection in the maritime domain deals with trajectories of the ships to detect suspicious behaviours: a sudden change of direction, or speed, or anchoring, etc.
There has been previous research in applying conformal prediction to anomaly detection in the maritime surveillance domain [5] . Those methods focus on non-conformity measures using nearest neighbours with Hausdorff distance or local densities of neighbourhoods with Local Outlier Factor [4, 7] .
In this paper we experiment with two different measures of non-conformity. In particular, the nearest neighbours non-conformity measure and the kernel density non-conformity measure have been used to detect anomalies. The data was obtained from Automatic Identification System (AIS) -a tracking system for vessels that is used to broadcast the location (retrieved by a GPS receiver onboard) of a vessel over radio-waves every few seconds.
The remaining part of this paper describes some details of conformal predictors including non-conformity measures, efficiency (performance) criteria, then a dimensionality reduction package T-SNE, the description of the data and the results with discussion. In particular, we propose average p-value as a levelindependent criterion for assessing the efficiency.
Method

Conformal Prediction
Conformal prediction is a framework that allows making predictions with valid measures of confidence. Conformal Anomaly Detection (CAD) is an extension of Conformal Prediction that focuses on one-class (normal) in the unsupervised or semi-supervised setting [4] .
Conformal Anomaly Detection
Input : Non-Conformity Measure A, significance level , training objects z 1 , z 2 , ..., z n−1 and new object z n Output: P-value p n , boolean variable Anomaly
Basically, the method tests whether a new object z n might be generated by the same distribution as the previous (training) objects z 1 , . . . , z n−1 . If produced p-value p n is small, then the hypothesis of the new object's normalcy is likely to be rejected, so the abnormality is confirmed.
The significance level regulates the pre-determined level of confidence. According to the validity property [2] , if all the data objects z 1 , . . . , z n are really generated by the same distribution, then probability that p n ≤ is at most . In the context of anomaly detection this means that if z n is not an anomaly, it will be classified as anomaly with probability at most . This allows the false positive rate to be calibrated with a significance level parameter [7] .
Another goal is efficiency: if z n is an anomaly, we wish this to be captured by our test assigning a small p-value.
This performance depends on the selection of a Non-Conformity measure (NCM) denoted as A -that is a sort of information distance between an object and a set of the same type objects.
In this paper we use leave-one-out cross-validation to evaluate the performance. For each object a p-value is calculated using the rest of the objects as a training set. One advantage of using leave-one-out is independence on the order of data objects. Another is that it allows doing fair cross-validation using dimensionality reduction just once.
Performance Criterion
The validation of leave-one-out is done with supervised anomaly detection which has labelled anomalies and normal objects (from a testing set) where the correctness of output can be checked.
As mentioned above, the output (and the performance measure) typically depend on the significance level . Using a fixed , the more objects are classified as anomalies, the more sensitive the p-values as a test for randomness.
For supervised anomaly detection, to get an overall performance measure, independent of we adopt the well-known measure receiver operating curve (ROC) and use the-area under ROC curve (AUC) . For each value of we can produce two statistics: the percentage of normal objects classified as normal objects (that is close to 1 − by validity), and the percentage of captured anomalies. AUC is the area under the corresponding -parametrized two-dimensional curve inside the square [0, 1] 2 . In [7] , partial AUC (pAUC) is suggested for conformal anomaly detection, because it is important to minimise the number of false positives. pAUC only considers a subsection of the AUC, in particular false positive rate ∈ [0, 0.01] and pAUC is normalised such that its outputs are ∈ [0, 1].
Another important goal is to make the size of the prediction set as small as possible. The prediction set is the set of all the possible objects z n from the feature space such that p(z n ) ≥ . Such kind of performance measure was investigated in the context of anomaly detection by Lei et al. [8] .
We propose a new -independent version of this performance measure called average p-value (APV). Average p-value is the p-value of a potential new object, averaged over its location in the feature space. Its approximation can be calculated by using a finite grid of points uniformly spaced out. Every object in the grid will have a p-value calculated using a training set. The training set is fixed for each element of the grid. In the online setting it is possible to generate an APV after each iteration (using the set of normal examples as the training set). In this paper we choose to use all normal and abnormal objects in the training set to match the leave-one-out setting. We recommend using the min and max points from observed data to be used as the corners of the grid. A grid of g d cells is generated where g is the grid resolution, and d is number of dimensions of the feature space. A p-value is generated for each cell using the center point of each cell as the object to be evaluated. In this paper we use g = 100 and d = 2 to give a grid of 100x100 cells. An alternative setting is the unsupervised anomaly detection setting which is designed for when either the data is unlabelled or no examples of anomalous objects have been provided. It considers the whole feature space as an 'ideal' testing set and considers its training set z 1 , . . . , z n−1 as normal. In this setting AUC, and pAUC are not applicable as they both require labels, however APV could be used as a criterion in this setting. In the supervised setting AUC is preferable to APV for measuring performance, but APV can still provide information on the efficiency of non-conformity measures.
Non-conformity Measures
In this work we consider two non-conformity measures: the first is based on Kernel Density Estimation (KDE) and another, for comparison, on Nearest Neighbours algorithm. Lei et al. [8] considered KDE as a conformity measure in the unsupervised setting.
We shall start with the Kernel Density Estimation (KDE) measure. It allows assessing non-conformity based on the density of data points. The normal objects usually are concentrated in a relatively small areas (high density areas or clusters) while anomalies will be outside of these clusters. This can be exploited by estimating a probability density function from empirical data set. A standard method to do this is to use kernel density estimation. It is a non-parametric technique that requires no knowledge of the underlying distribution.
We can interpret a density function as a measure of conformity -many similar type of data points will be located together; hence we can multiply it by minus one to convert it to a non-conformity measure for consistency.
Input : Object z i , Set of objects z 1 , z 2 , ...z n (note in this setup z i is included in the set), bandwidth h, Kernel function K, number of dimensions d Output: Non-conformity score A
Kernel density estimators use the previous objects with a bandwidth parameter h that specifies the width of each object.
We will treat the bandwidth uniformly in each dimension, and fixed for each object. A kernel K is a symmetric function centred around each data point. In this work we use a Gaussian Kernel function:
Lei et al. [8] have carried out work extending conformal prediction to produce minimal prediction regions with the use of kernel density estimators and initially proposed KDE as a conformity measure in the unsupervised setting. Their method is underpinned by utilizing a custom bandwidth estimator that minimises the Lebesgue measure of the prediction set in the space.
We have not applied any bandwidth estimators in this paper because we wish to compare KDE with another method that also has a parameter and test performance for the parameters against multiple performance criterion.
We also apply k-Nearest Neighbour (kNN) NCM [5] : d + ij is the jth nearest distance to an object z i from other objects.
Input : Object z i , Set of objects z 1 , z 2 , ...z n , number of nearest neighbours k Output: Non-Conformity score A
The nearest neighbour non-conformity measure was found to be useful in detecting anomalies [5] and we shall use it to compare performance with the KDE NCM.
Dimensionality Reduction
The dimensionality of trajectory data is high (4N , where N is a number of points in a trajectory) and in order to apply kernel density estimation, we need to decrease the dimensionality of our data. This is achieved by applying a package called T-SNE -a dimensionality reduction system. The t-Distributed Stochastic Neighbour Embedding (T-SNE) algorithm [9] is a non-deterministic and effective dimensionality reduction algorithm. It has been primarily used for visualisation but we use it to transform our data to lower-dimensional space to evaluate non-conformity measures.
In this particular application of T-SNE to trajectory data we replaced the Euclidean pairwise distance matrix with the Hausdorff distance matrix [4] , but otherwise use the standard MATLAB implementation 1 . To remind the reader that the directional Hausdorff distance − → H (F, G) is the distance from set F to set G. H(F, G) is the symmetrical Hausdorff distance. Hausdorff uses a distance metric dist between the sets of points:
Data
An object in our task is a trajectory that can be represented as a function of position over time. We convert the trajectories into a sequence of discrete 4D points (x, y, x speed , y speed ) in a similar method to [4] .
The original broadcasts are interpolated at a sampling distance of 200m. If a vessel leaves the observation area for a period of 10 minutes or more, or if the vessel is stationary for a period of 5 minutes or more we consider this as the end of a trajectory. Therefore a trajectory is a sequence of 4D Points and can have any length. The 4D points are normalised such that x, y ∈ [0, 1] and
The Portsmouth dataset we evaluate was collected from a single AIS receiver on the south coast of England, during July of 2012 for one week. We filtered the data such that it only contains AIS broadcasts that report their location in a specific area between the Isle of Wight and Portsmouth. This was done to ensure consistency as the further an AIS broadcast travels the more likely it is to be lost and the data becomes less reliable.
In this dataset we consider only passenger, tanker and cargo vessels to reflect a degree of 'regular' behaviour (going from A to B and back). We assume that this data does not contain anomalous behaviour. To add anomalies we artificially inserted two sources of anomalies data points. The first contains 22 search & rescue helicopter trajectories. The other source is 180 'artificial' anomalies: random walks that have been generated starting from a random position of a random observed normal vessel. They follow a random direction and speed and a new point is generated every 200m as it has been suggested in [5] . However, unlike in [4] we only consider the entire trajectory and do not calculate detection delay.
Instead of generating anomalous trajectories of 3km in length we are using different length of "artificial" anomalies. The composition of our 180 'artificial' trajectories is the following: 150 200m long, 20 400m long, 10 600m long, 10 800m long and 10 that are 1000m long. The aim is to diversify the difficulty by providing both easy and difficult anomalies to detect.
The dataset consists of 1124 normal trajectories with 202 anomalies added to it. All these trajectories can be seen in Fig 1. Prior to applying conformal prediction we run the T-SNE algorithm to produce 2D representations of the trajectories.
Results
For measuring the performance of the non-conformity measures we use AUC as introduced in section 2.2. The partial AUC (pAUC) is also used to show performance for f pr ∈ [0, 0.01], note that pAUC is normalised to be in the range [0,1]. The average p-value (APV) introduced in section 2.2 is calculated, recall the lower the APV the more efficient the classifier.
AUC and pAUC are our criteria for anomaly detection ability in the supervised setting and the average p-value in the unsupervised setting which doubles as a measure of efficiency. We compare both non-conformity measures for the best parameter values of AUC, pAUC and APV. The APV, AUC and pAUC for various parameter values of both NCMs can be found in the Table 1.  Table 2 was created to expand upon the k neighbours parameter as it is apparent that the highest AUC k-NN classifier was not in the initial parameter set. A rather important thing to note with testing leave-one-out is that anomalies are part of the training set, in practical applications ideally the training set would not contain anomalies. From the tables for all the parameters the highest AUC (supervised setting) are 0.7830 for KDE (h = 3) and 0.7616 for kNN (k = 80), it is clear that KDE has the higher AUC, and is therefore better at detecting anomalies across all in the leave-one-out setting. For both these parameters k-NN (k = 80) also has a larger APV 0.0638 against KDE (h = 3) 0.0606 which indicates that KDE is more efficient and offers better performance than k-NN when AUC is the criterion.
When we consider the most efficient APV (unsupervised setting) as a criterion k-NN's best parameter is k = 7 with APV of 0.0453 , whilst KDE's smallest APV is 0.0441 for h = 1.
The optimal result for the supervised problem requires more neighbours (k=80) than the unsupervised one (k=7) because most of the anomalies are close to each other (concentrating in a small area on Fig.2 ) which makes this problem harder. At the same time their influence on the unsupervised prediction is relatively small.
The pAUC Criterion in our leave-one-out setting may not be appropriate as the number of anomalies is far greater than a 1% composition of the dataset, but it is still a vital criterion for the purpose of minimising the false positive rate. KDE's best parameter by pAUC is h = 2 with a pAUC 0.484 and k-NN's best pAUC is with k = 10 with 0.484, however with these parameters k = 10 has a smaller APV and is thus more efficient. k-NN also achieves higher pAUC for more parameter values than KDE. This is quite apparent through with pAUC > 0.03 for k = 7 to k = 20, and for k = 40 to k = 100, where as for KDE only h = {2, 7, 8} has pAUC above 0.03. Figure 2 visualises the 'normal' class prediction sets of various for the KDE NCM. It is generated using a grid as the test set and all the objects from our dataset as the training set for each object in the grid.
Conclusions and Future Work
In this paper we applied conformal anomaly detection and studied applicable performance measures of efficiency. We have seen that it may be problematic to evaluate the performance of conformal anomaly detection directly because usually either the amount of labelled data for testing the accuracy is small or these data are not representative enough. Therefore we propose average p-value. Average p-value is an as a performance criterion that works in both the supervised and unsupervised settings and does not require labelled anomalies to evaluate performance. At the same time, it is independent on the significance level.
However, we applied some supervised criteria as well.
As examples of NCMs, we used two methods based on the idea of density approximation. One of them is nearest neighbours (k-NN) algorithm and the other is kernel density estimation (KDE) that considers an entire trajectory to the maritime surveillance domain. In addition, we reduced the dimensionality of our dataset to compare the different non-conformity measures.
In the leave-one-out supervised setting KDE NCM for our dataset in the supervised leave-one-out setting has higher AUC than the k-NN NCM. However for most anomaly detection applications performance at small false positive rates is more important. If small false positive rate (in the form of pAUC) is the primary criterion then k-NN NCM performs better than the KDE NCM.
Going to average p-value we see that KDE can lead to more efficient predictions with a smaller average p-value than k-NN, this indicates KDE NCM in the unsupervised setting with a good choice of parameter performs better with our dataset than the k-NN NCM.
Both KDE NCM and k-NN NCM performances for all criterion are dependent on the choice of parameter h and k respectively. We included some observations related to that.
For future work, it would be interesting to continue the work using other sources of data and to reach some explanation of the noticed effects. We also plan to apply various other NCMs in search of anomalous objects.
