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I was going to engineering school but fell in love with physics.
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ABSTRACT OF THE DISSERTATION
Excitons in Transition Metal Dichalcogenide van der Waals Heterostructures
by
Erica Calman
Doctor of Philosophy in Physics
University of California, San Diego, 2019
Professor Leonid Butov, Chair
Excitons are quasi-partciles consisting of an electro-statically bound electron and hole
which have long been observed in semiconducting and insulating materials. A spatially indirect
exciton (IX) is an exciton in which the electron and the hole are spatially separated. This is
achieved through the use of a static electric field and engineered semiconductor heterosteructures.
Indirect excitons interact with one another and can effeciently re-radiate, so they provide a means
for light to interact with light in solid media, and can thus be used for efficient optical signal
processing. However, the most common material for studying indirect excitons (GaAs) cannot
support excitons at temperatures above ∼ 100 K. This limitation, due to thermal fluctuations
having enough energy to cause exciton dissocation prevents the creation of practical devices for
x
excitonic signal processing. This dissertation demonstrates an increase in the binding energy
and thus operating temperature of indirect excitons by utelizing van der Waals transition metal
dichalcogenide heterostructures. These atomically thin materials have binding energies on the
order of 0.5 eV which support excitons at 300 K.
xi
Chapter 1
Introduction
1.1 Indirect Excitons
An exciton is a long-lived quasi-particle excitation of an insulator in which the electron
is electrostatically bound and spatially localized around a hole. In every insulator (and thus
semiconductor) the lowest energy excitation across the band gap is not the creation of a free
electron (and thus free hole), but the creation of an exciton. Excitons have smaller energies than
that of the band gap due to the electro-static interation between the electron and the hole which
are pair created together [1]. In the ground state, excitons have binding energy B.E. ∼ µe42h2ε2
where the reduced mass µ= memhme+mh , and aB is excitonic Bohn radius. Thus, the binding energy
depends on dielectric constant and the effective mass for all excitons. An indirect exciton (IX)
is an exciton which has a spatial separation between the electron and the hole. The expression
is more complex for indirect excitons as it depends on the construction of the heterostructure.
However, it shares the same dependence on effective mass and dielectric constant. The ground
state of an indirect exciton however, has a spatial separation between the electron and hole which
preclude an analytical solution of the Schr’´odinger equation [2].
In the absence of an external electric field, indirect excitons generally have smaller
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binding energies (and thus higher total energy) than direct excitons because of the attractive
columb interaction between the electron and the hole. However, indirect excitons have a stong
first order response to an external electric field (external only in the sense that is not due to the
presence of the electron or hole), whereas direct excitons (DX) do not. There is a small degree
of level repulsion which prevents a crossing of the IX and DX energy levels. We refer to the
direct and indirect regimes of applied gate voltage as the two possible domains. In the direct
regime, the reduction in IX energy due to the external electric field is less than the initial offset in
binding energy, so the direct exciton is energetically favorable. In the indirect regime, the energy
reduction due to voltage overcomes the offset, and the indirect exciton becomes energetically
favorable.
Because indirect excitons have large spatial separations between the electron and the hole,
their lifetimes are long. This is due to the small overlap in their wavefunctions. In heterostructures
with a barrier between the electron and hole, this is overlap is further reduced. This long lifetime
facilitates cooling to the lattice temperature, creating studiable cold, dense exciton quantum
gasses. These gasses can be manipulated classically using optical excitation [3], applied electric
field [4], magnetic field [5, 6] For sufficiently cold lattice temperatures, the gas can also form a
condensed superfluid due to being composite bosons of spin 2 and charge 0.
The current technology utilizes GaAs/AlGaAs heterostrcutures to achieve operating
temperatures that are typically around 2K. This requires hours of work and delicate equipment
which must be maintained in order to achieve even a classical gas of indirect excitons. Superfluids
and superconductors also traditionally require cryogenic cooling to at least the temperature of
liquid nitrogen. Utilizing indirect excitons, optical signal proscessing and superfluids might be
possible at room temperature.
2
1.2 Unconventional Materials
Indirect excitons exist in when the binding energy is greater than the thermal excitations of
the system, T < Ebkb . In order to facilitate the operation of devices at practical temperatures (either
the 77K of liquid nitrogen or ideally room temperature), a larger binding energy is needed. This
can be achieved by decreasing the spatial separation between layers, by decreasing the dielectric
constant, or by increasing the effective mass. Traditional GaAs/AlGaAs heterostructures can
achieve temperatures of up to 100 K utilizing type II band alignments, but cannot achieve higher
operating temperatures. A number of materials have been utilized including ZnO [7], GaN,[8, 9].
These all rely on a combination of band gap engineering and dielectric environment to produce
exciton binding energies and Bohrs radii that can keep excitons stable at room temperature.
In addition, traditional materials have to be grown in large, expensive molecular beam
epitaxy machines. By contrast, van der Waals heterostrucutures (including transition metal
dichalcogenide van der waals structures) only require mechanical exfoliation [10]. These struc-
tures can also capitalize on the passivating effects of boron nitride to chemically isolate the
quantum wells, providing addition robustness to the environment.
1.3 High Temperature Superfluidity
Excitons are composite bosons of spin 1 or 2. As a result, when they cool below their
transition temperature of Td = 2pi~
2
mx
nx excitons can form a superfluid state. This is limited by their
density. This is because for in plane densitities greater than the bohr radius rB = ~
2ε
µe2 , the exciton
gas can break down to form a electron-hole plasma. TMD materials avoid this by having large
effective masses and small (for a semiconductor) dielectric constants. Because the effective mass
also decreases the transition temperatures, this means transition metal dichalcogenides are ideally
suited to the creation of high temperature quantum degenerate gasses.
3
1.4 Time resolved spectroscopy
The presented work relies on the ability to determine the time dependent behavior of
the sample. This primarily consists of measuring the lifetime of the photoluminescence. The
separation of the photoluminescence based on wavelength and time yields information about the
energy and lifetime of excitons and other quasi-particle excitations in a system. This is achieved
utilizing either a time-correlated photon counting system or a gated intensifier. In the case of
the time correlated photon counting system spatial information is unavailable. Instead, these
measurements are averaged over some small region utilizing and outlet slit for the spectrometer.
However, because the detector is a photomultiplier rather than a charge coupled device the
sensitivity is much greater. A pulse generator drives a semiconductor laser (for all non-resonant
excitations a 404 nm diode was used), which in turn excited the sample. The photoluminescence
then passes into the spectrometer inlet, is separated on wavelength via the spectrometer grating,
and then reaches the photomultiplier tube or CCD. In the case of the CCD, the light is passed
through a gated intensifier which set the time-integration window and is then measured directly
by the CCD. In the case of the photomultiplier the signal passed through the time correlated
photon counting system. A synchronized start pulse is sent when the laser pulse begins, and a
time to analogue converter is used to produce a voltage corresponding to the delay between the
start signal from the and the stop signal from the PMT. These voltages are then sent as an output
pulse of fixed duration which is read by an analogue to digital converter and counted in software.
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Figure 1.1: The time resolved setup showing the optical path (blue/red lines for excitation/signal
respestively)
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1.5 TMD device fabrication
TMD devices were prepared via the famous ”scotch tape” method of mechanical exfoli-
ation. Low residue tape is used to separate thin pieces of TMD material from the bulk crystal.
These pieces ar then reduced to single or few layer thicknesses by adhering the tape to the top layer
and removing it until the desired thickness is achieved (usually an atomically thin monolayer).
This is done on a film of polymer so that that the piece of material can be transfered to the existing
structure. These are then transfered to a substrate one at a time in order to create a van der Waals
heterostructure.
6
Figure 1.2: The unexfoliated layers of TMD attached to low resigue tape (foreground) and in
the process of being adhered to a substrate for exfoliation
7
Chapter 2
Trions and Direct Excitons in TMD
In this chapter we report an experimental study of excitons in a double quantum well van
der Waals heterostructure made of atomically thin layers of MoS2 and hexagonal boron nitride
(hBN). The emission of neutral and charged excitons is controlled by gate voltage, temperature,
and both the helicity and the power of optical excitation.
2.1 Introduction to Trions and Direct Excitons in TMD
Van der Waals heterostructures composed of ultrathin layers of transition metal dichalco-
genides (TMD), such as MoS2, WSe2, etc., offer an opportunity to realize artificial materials
with designable properties, forming a new platform for studying basic phenomena and devel-
oping optoelectronic devices [10]. In TMD structures, excitons have high binding energies
and are prominent in the optical response. The energy, intensity, and polarization of exci-
ton emission gives information about electronic, spin, and valley properties of TMD materi-
als [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32].
Exciton phenomena are expected to become even richer in structures that contain two
2D layers. The energy-band diagram of such a coupled quantum well (CQW) structure is
shown schematically in Figure 1b. Previous studies of GaAs [33], AlAs [34], and InGaAs [35]
8
Figure 2.1: The coupled quantum well van der Waals heterostructure. Layer (a) and energy-band
(b) diagrams. The ovals indicate a direct exciton (DX) and an indirect exciton (IX) composed of
an electron (−) and a hole (+). (c) Microscope image showing the layer pattern of the device.
The position of the laser excitation spot is indicated by the circle.
CQWs showed that excitons in these structures can be effectively controlled by voltage and
light. Two types of excitons are possible in a CQW structure. Spatially direct excitons (DXs) are
composed of electrons and holes in the same layer, while indirect excitons (IXs) are bound states
of electrons and holes in the different layers separated by a distance d, Figure 1b. IXs can form
quantum degenerate Bose gases [36, 37]. The realization and control of quantum IX gases was
demonstrated [38, 39] in GaAs CQW structures at temperatures T below a few degrees Kelvin.
In a recent theoretical work [40] it was predicted that the large exciton binding energies in TMD
CQW structures may bring the domain of these phenomena to high temperatures. On the other
hand, DXs in TMD CQW structures have a high oscillator strength making these structures good
9
emitters [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32].
CQW structures allow control of the exciton emission by voltage. These properties make CQW
structures an interesting new system for studying exciton phenomena in TMD materials.
The DX binding energy EDX is larger [40] than that EIX of the IXs, so in the absence of
an external field the DXs are lower in energy. The electric field F normal to the layers induces
the energy shift eFd of IXs. The transition between the direct regime where DXs are lower in
energy to the indirect regime where IXs are lower in energy occurs when eFd > EDX−EIX [35].
Both direct and indirect regimes show interesting exciton phenomena. The indirect regime was
considered in earlier studies of GaAs [33], AlAs [34], InGaAs [35], and TMD [27, 30] CQW
structures. The direct regime in TMD CQW structures is considered in this work. Exploring
the direct regime is essential for understanding both the universal properties of complex exciton
systems in CQW structures and the specific properties of direct excitons in TMD layers We found
that the exciton spectra in the direct regime have three exciton emission lines. The ability to
control the CQW structure by voltage provides an important tool for understanding the complex
exciton emission in TMD structures. The measured dependence of exciton spectra on voltage,
temperature and excitation indicated that the lines correspond to the emission to neutral and
charged excitons.
The structure studied here was assembled by stacking mechanically exfoliated layers on
a Si/SiO2 substrate, which acts as a global backgate (Figure 1a). The top view of the device
showing the contours of different layers is presented in Figure 1c. The CQW is formed where the
two MoS2 monolayers, separated by an hBN bilayer, overlap. The upper 20–30nm thick hBN
served as a dielectric cladding layer for a top graphene electrode. Voltage Vg applied between the
top graphene layer and a backgate was used to create the bias across the CQW structure.
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Figure 2.2: Temperature dependence. (a) Emission spectra at different T . The energy (b)
and intensity (c) of the emission lines marked in (a) vs. T . The lines are guides to the eye.
Pex = 0.8mW, Eex = 3.1eV, Vg = 0.
2.2 Results
Figure 2 shows the PL spectra at different temperatures T . At the lowest T , the spectrum
consists of two high-energy emission lines with the linewidth∼ 20meV and a broader low-energy
line. Additional data and analysis presented below suggest that the high-energy lines correspond
to the emission of neutral DXs while the low-energy line to the emission of charged DXs also
known as trions.
The energy splitting of 25meV constitutes only 5% of the MoS2 exciton binding energy
11
Figure 2.3: Excitation power dependence. (a) Emission spectra at different Pex. The energy (b)
and intensity (c) of the emission lines marked in (a) vs. Pex. The lines are guides to the eye.
T = 2K, Vg = 0, Eex = 2.3eV.
[16, 17, 21, 22, 23, 24, 25, 29, 31] of about 0.5eV. It is also much smaller than 0.2eV energy
difference of the A and B excitons [12] caused by the spin-orbit splitting of the valence band (see
Figure 4c). These data indicate that the high-energy lines represent different species of A excitons.
They can be A excitons with different electron spin states. The calculated 10% difference [41]
in the masses, 0.44 vs. 0.49m0, of the conduction band spin states results in a 5% difference in
the reduced electron-hole masses and, in turn, exciton binding energies. This leads to the energy
splitting ∼ 25meV consistent with the experiment.
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It is worth noting that the two MoS2 layers in the structure have inequivalent dielectric
environment (Figure 1). This may lead to the difference in the binding energy of excitons in
these layers in the effective mass approximation [42]. However, experimental and theoretical
studies show that the TMD excitonic states with large binding energy are robust to environmental
perturbations [24], meaning the exciton energy is the same for the two MoS2 layers in the
structure.
The lower-energy emission line is shifted by about 50meV from the first two (Figure 2).
This shift is in the range, 20–50meV, of trion binding energies reported [14, 19, 20, 21] for
monolayer MoS2. The relative intensity of the high-energy exciton lines increases with T
(Figure 2), which is consistent with thermal dissociation of trions. The observed red shift of the
lines with increasing temperature originates from the band gap reduction, which is typical in
semiconductors,[43] the TMDs included [44, 20, 45, 29].
Figure 3 shows the dependence of the exciton PL on the excitation power Pex. The relative
intensity of the trion line increases with Pex (Figure 3). This effect may be due to an enhanced
probability of trion formation at larger carrier density. A similar increase of the trion PL intensity
relative to the exciton was observed in earlier studies of GaAs CQW structures [46].
Figure 4 shows that the polarization of exciton emission can be controlled by the helicity
of optical excitation. For a circularly polarized excitation nearly resonant with the exciton
line, a high degree of circular polarization ∼ 30% of exciton PL is observed (Figure 4a,b)
which is consistent with previous work [13, 14, 15, 18, 26]. This observation indicates that
the spin relaxation time is long compared to the exciton recombination and energy relaxation
times [47]. The conventional explanation for the slow spin relaxation of excitons invokes spin-
orbit coupling (SOC) and spin-valley coupling effects. As illustrated in Figure 4c, the SOC splits
valence band of the MoS2 monolayers, leading to the appearance of the aforementioned A and
B exciton states. The B excitons are ∼ 0.2eV higher in energy and their contribution to the
PL is negligible. The A excitons can come from either K or K′ valley. It is important however
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that the spin and valley indices are coupled, so that exciton spin relaxation requires inter-valley
scattering (Figure 4c). If this scattering is weak, the spin relaxation can be long. Virtually no
circular polarization is observed for nonresonant optical excitation (Figure 4b), indicating that
the high-energy photoexcited carriers loose their spin polarization during energy relaxation. Our
time-resolved PL measurements revealed that the exciton and trion lifetimes are short, shorter than
the 0.25ns resolution of the photon counting system. Such small lifetimes facilitate the realization
of the regime where the spin relaxation time is long compared to the exciton recombination time,
and therefore, the polarization of exciton emission remains high.
Figure 5 shows the gate-voltage dependence of the exciton PL. The small exciton lifetime
< 0.25ns indicates the direct regime in the studied range of voltage because the IX lifetimes
are expected to be in the ns range. [40, 30, 27, 32] The positions of the exciton lines remain
essentially unchanged while the trion line exhibits a red shift with the slope . 0.3meV per 1V of
Vg. The smallness of the shifts of the lines corroborates the conclusion that the CQW is in the
direct regime. Indeed, if we assume that the electric field in the device is uniform, the IX energy
shift with voltage should be δEIX/Vg = eFd/Vg ∼ 10meV/V. The main effect of the gate voltage
in the direct regime is the control of the exciton and trion PL intensities: the high-energy exciton
emission increased at negative Vg, while the low-energy trion emission increased at positive Vg
(Figure 5). This behavior is explained by the voltage-dependent electron concentration ne in the
MoS2 layers. The initial electron concentration n0 at Vg = 0 arises from unintentional dopants
typically present in MoS2 materials. The change ∆ne = ne(Vg)−n0 of ne as a function of Vg can
be estimated from simple electrostatics. Treating the CQW as a single unit and neglecting a minor
contribution from quantum capacitance, we find
∆ne =
CaRa−CbRb
Ra+Rb
Vg
e
, (2.1)
where Ca,b, Ra,b are the geometric capacitances and leakage resistances of the dielectrics above
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(below) this double layer. (Incidentally, the leakage current across the device did not exceed a
few µA until an eventual breakdown of the device at Vg ∼ 70V.) Since generally CaRa 6=CbRb,
the applied voltage changes ne and, as a result, modifies the concentration of trions relative to
neutral excitons.
2.3 Experiment Setup
The excitons were generated by continuous wave (cw) semiconductor lasers with ex-
citation energies Eex = 3.1, 2.3, or 1.96eV focused to a spot of diameter ∼ 5µm (the circle
in Figure 1b). The photoluminescence (PL) spectra were measured using a spectrometer with
resolution 0.2meV and a CCD. In time-resolved PL measurements excitons were generated
by a pulsed semiconductor laser with Eex = 3.1eV and the emitted light was diffracted by the
spectrometer and detected by a photomultiplier tube and time correlated photon counting system.
The measurements were performed in a 4He cryostat.
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Figure 2.4: Emission polarization. (a) Emission spectra in σ+ and σ− polarizations. The laser
excitation is σ+ polarized, Pex = 0.8mW, T = 2K, V = 0, Eex = 1.96eV. An unpolarized
spectrum at Pex = 1mW, T = 2K, V = 0, Eex = 3.1eV is shown for comparison. (b) The
emission polarization for low-energy excitation [indicated by an arrow in (a)] Eex = 1.96eV and
high-energy excitation Eex = 3.1eV. (c) Schematic illustrating the bands, coupling of valley and
spin degrees of freedom, and optical transitions.
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Figure 2.5: Gate voltage dependence. (a) Emission spectra at different Vg. The energy (b) and
intensity (c) of the emission lines marked in (a) vs. Vg. The curves are guides to the eye. The
solid (open) symbols correspond to Eex = 3.1(2.3)eV, Pex = 0.8mW, T = 2K.
17
Table 2.1: Material parameters of the layers.
Layer ε⊥ ε‖ ε κ
hBN 6.71 3.56 4.89 1.37
MoS2 14.29 6.87 9.91 1.44
SiO2 3.90 3.90 3.90 1.00
2.4 Effective intralayer interaction and exciton binding en-
ergy
Here we consider how dielectric environment may effect the binding energy of excitons
in a MoS2 layer in the effective mass approximation. For estimating the binding energies of
direct excitons residing in a given MoS2 layer, we consider a model[29] in which the system
consisting of only three layers, labeled top to bottom as j = 0, 1, and 2. We treat the MoS2 layer,
which is j = 1, as a slab of thickness c = 0.312nm. The adjacent layers j = 0, 2 are assumed
to be semi-infinite, see Figure S1(a). All these materials are uniaxial dielectrics with principal
values ε⊥j and ε
‖
j of the dielectric tensors in the directions perpendicular and parallel to the z-axis,
respectively. Our choices for these parameters are listed in the second and third columns of
Table 1 (see[40, 29, 21] for literature sources). The average permittivity ε j =
(
ε⊥j ε
‖
j
)1/2 and the
anisotropy factor κ j =
(
ε⊥j
)1/2(ε‖j)−1/2 are provided in the last two columns.
Within the effective mass approximation the exciton binding energy EB is obtained by
solving for the ground-state of a 2D particle of mass µ subject to an effective potential V (r).
Here µ is equal to the reduced mass of the electron and the hole while r represents their in-plane
separation. The standard procedure for computing V (r) involves two steps. First, one finds the
interaction potential ee′V (r,z,z′) of two point charges e and e′ =−e inside the slab as a function
of r and their z-axis coordinates z, z′ measured from the midplane of the slab. Next, the desired
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Figure 2.6: Illustration of the model and results. (a) The coordinates and charges of the images
due to a unit source charge at z. (b) The image part of the effective potential (left axis) and the
internal wavefunction of the exciton (right axis) as a function of the electron-hole distance r.
The thin lines are for hBN/MoS2/hBN, the thick ones are for hBN/MoS2/SiO2 structures.
V (r) is obtained by integrating −e2V (r,z,z′) over z and z′ with the weight proportional to the
squares of the single-particle wavefunctions of the two particles.
The solution of the first problem and its implications for the exciton properties was
previously discussed by Keldysh[48] for the case of isotropic media, κ j = 1. Recently, Zhang
et al.[29] extended his analysis to the uniaxial anisotropy case. We employ an alternative
representation of the same potential using the method of images. This representation is more
computationally efficient for our simplified calculation in which the Pauli blocking effects[29]
are neglected. We write the interaction V of the unit point charges in the form
V (r,z,z′) =
1
ε1
√
r2+(z− z′)2κ21
+Vi , (2.2)
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where the leading term represents the “direct” interaction and Vi is the image contribution:
Vi(r,z,z′) =
∞
∑
n=0
(r0r2)n (r0An+ r2Bn) , (2.3)
An =
r2√
r2+[(2n+2)c+ z− z′]2κ21
+
1√
r2+[(2n+1)c− z− z′]2κ21
,
(2.4)
Bn =
r0√
r2+[(2n+2)c− z+ z′]2κ21
+
1√
r2+[(2n+1)c+ z+ z′]2κ21
,
(2.5)
with
r0 =
ε1− ε0
ε1+ ε0
, r2 =
ε1− ε2
ε1+ ε2
(2.6)
being the electrostatic reflections coefficients of 0-1 and 2-1 interfaces. The positions and
strengths of the images are illustrated in Figure S1(a).
To model the effect of averaging over z and z′ we notice that the characteristic values of
these coordinates are some fractions of c. Hence, in the image term Vi they can be in the first
approximation neglected. In the direct term, we replace (z− z′) by αc, where α is some number
less than unity. More generally, α should be considered an adjustable parameter that accounts not
only for the thickness of the MoS2 layer but also for the so-called central-cell correction, that is,
short-range exchange and correlation corrections to the electron-hole Coulomb interaction. We
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arrive at the effective potential in the form
V (r) =− e
2
ε1
√
r2+(ακ1c)2
− e2Vi(r) , (2.7)
Vi(r) =
∞
∑
n=0
(r0r2)n
[
2r0r2√
r2+[(2n+2)κ1c]2
+
r0+ r2√
r2+[(2n+1)κ1c]2
]
. (2.8)
The term Vi(r) can be evaluated analytically in two limits. At r = 0, it is given by
Vi(0) = ∑
s=±1
s
(
√
r0− s√r2 )2 ln(1+ s√r0√r2 )
2ε⊥1 c
√
r0
√
r2
. (2.9)
At large r, it becomes Coulombic:
Vi(r)'
(
2
ε0+ ε2
− 1
ε1
)
1
r
, r c . (2.10)
At intermediate r the series for Vi(r) has to be summed numerically but it poses no difficulty. The
results are shown in Figure S1(b) for hBN/MoS2/hBN and hBN/MoS2/SiO2 structures by the thin
and thick lines, respectively. In the latter case the electron-hole attraction is stronger, which is
consistent with smaller ε (weaker screening) of SiO2 compared to hBN, see Table 1.
We find the exciton binding energy EB and internal wavefunction ψ(r) from a numerical
solution of the Schro¨dinger equation
(
− ~
2
2µr
d
dr
r
d
dr
+V (r)+EB
)
ψ(r) = 0 (2.11)
discretized on a 300×300 real-space grid.v Note that the reduced electron-hole mass µ is still not
accurately known for MoS2. We use a representative value µ= 0.25m0 in these calculations[21,
41]. The obtained wavefunctions ψ(r) are shown in Figure S1(b) for the case α= 0.5. Due to the
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stronger binding potential, ψ(r) for hBN/MoS2/SiO2 system is slightly more localized than that
for hBN/MoS2/hBN; otherwise, these wavefunctions are nearly identical, having a characteristic
spread of 1nm each. Note that the asymptotic Coulomb law (2.10) becomes quantitatively
accurate only at r & 2nm, which is yet another reason why the Rydberg-like formula for EB
cannot be used[21] here (the first reason being a finite α). From our numerical simulations we
found that the absolute exciton binding energies do depend on α: EB = 216meV and 243meV
for α = 0.1 vs. EB = 267meV and 297meV for α = 0.5. The first number in each pair is for
hBN/MoS2/hBN and the second is for hBN/MoS2/SiO2. However, the difference of EB between
hBN/MoS2/hBN and hBN/MoS2/SiO2 is approximately the same for both values of α. It is equal
to 27±3meV, with the larger binding energy occurring in the hBN/MoS2/SiO2 system.
The presented theoretical analysis is obviously very crude. A more careful calculation
could be warranted once accurate values of the basic electronic parameters of the materials in hand
are available. One interesting theoretical problem we did not address here at all is a potentially
large effect of the frequency and momentum dispersion of the dielectric tensors. Furthermore,
accurate estimates require approaches beyond the effective mass approximation considered here.
These challenging problems are left for future work. [49]
2.5 Conclusion
In summary, we presented optical studies of excitons in a MoS2 coupled quantum well
van der Waals heterostructure. We observed three emission lines. The dependence of these lines
on experimental parameters indicates that the two high energy lines correspond to the emission
of neutral excitons and the lowest energy line to the emission of charged excitons (trions). We
demonstrated control of the exciton emission by gate voltage, temperature, and also by the helicity
and power of optical excitation.
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Chapter 3
Indirect excitons in van der Waals
heterostructures at room temperature
Indirect excitons (IXs) are explored both for studying quantum Bose gases in semiconduc-
tor materials and for the development of excitonic devices. IXs were extensively studied in III-V
and II-VI semiconductor heterostructures where IX range of existence has been limited to low
temperatures. Here, we present the observation of IXs at room temperature in van der Waals tran-
sition metal dichalcogenide (TMD) heterostructures. This is achieved in TMD heterostructueres
based on monolayers of MoS2 separated by atomically thin hexagonal boron nitride. The IXs we
realize in the TMD heterostructure have lifetimes orders of magnitude longer than lifetimes of
direct excitons in single-layer TMD and their energy is gate controlled. The realization of IXs at
room temperature establishes the TMD heterostructures as a material platform both for a field
of high-temperature quantum Bose gases of IXs and for a field of high-temperature excitonic
devices.
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3.1 Introduction to Indirect Excitons in TMD
An indirect exciton (IX) is composed of an electron and a hole confined in spatially
separated quantum well layers. Long lifetimes of IXs allow them to cool below the temperature
of quantum degeneracy giving the opportunity to create and study quantum Bose gases in
semiconductor materials [50, 51]. Furthermore, IXs are explored for the development of excitonic
devices with energy-efficient computation and seamless coupling to optical communication [1].
IXs were extensively studied in III-V and II-VI semiconductor heterostructures. However, their
range of existence has been limited so far to low temperatures due to low IX binding energies in
these materials. IXs in van der Waals transition-metal dichalcogenide (TMD) heterostructures [52]
are characterized by high binding energies making them stable at room temperature and giving
the opportunity for exploring high-temperature quantum Bose gases in materials and for creating
excitonic devices operational at room temperature, the key for the development of excitonic
technology [40, 24, 25].
Experimental studies of quantum degenerate Bose gases of IXs were performed so far in
GaAs coupled quantum well (CQW) structures where quantum degeneracy was achieved in the
temperature range of few Kelvin. The findings include spontaneous coherence and condensation
of excitons [39], long-range spin currents and spin textures [39], spatially modulated exciton
state [53], and perfect Coulomb drag [54]. Furthermore, IX energy, lifetime, and flux can be
controlled by voltage that is explored for the development of excitonic devices. Excitonic devices
with IXs were demonstrated so far at temperatures below ∼ 100 K. These devices include traps,
lattices, conveyers, and ramps, which are used for studying basic properties of cold IXs, as well
as excitonic transistors, routers, and photon storage devices, which hold the potential for creating
excitonic signal processing devices and excitonic circuits, a review of excitonic devices can be
found in [1].
A finite exciton binding energy Eex limits the operation temperature of excitonic devices.
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Excitons exist in the temperature range roughly below Eex/kB (kB is the Boltzmann constant) [55].
Furthermore, the temperature of quantum degeneracy, which can be achieved with increasing
density before excitons dissociation to electron-hole plasma, also scales proportionally to Eex [40].
These considerations instigate the search for material systems where IXs have a high binding
energy and, as a result, can provide the medium for the realization of high-temperature coherent
phenomena and excitonic devices.
IXs were explored in various III-V and II-VI semiconductor QW heterostructures based
on GaAs [51, 39, 6, 53, 54, 1, 55, 33, 56], AlAs [34, 57], InGaAs [35], GaN [58, 8, 9], and
ZnO [59, 7]. Among these materials, IXs are more robust in the ZnO structures where their
binding energy is about 30 meV [59]. Proof of principle for the operation of IX switching devices
was demonstrated at temperatures up to ∼ 100 K in AlAs/GaAs CQW [57] where the IX binding
energy is about ∼ 10 meV [34]. Studies of IXs in III-V and II-VI semiconductor materials
continue to attract intense interest.
Van der Waals structures composed of atomically thin layers of TMD offer an opportunity
to realize artificial materials with designable properties, forming a new platform for studying basic
phenomena and developing optoelectronic devices [52]. TMD heterostructures allow IXs with
remarkably high binding energies [40, 24, 25], much higher than in III-V or II-VI semiconductor
heterostructures. Therefore, IXs in TMD heterostructures open the opportunity to realize room-
temperature excitonic devices and explore high-temperature quantum degenerate Bose gases of
IXs.
The experimental approaches to the realization of IXs in TMD materials involve two
kinds of heterostructures. In type I TMD heterostructures with direct gap alignment, the electron
and hole layers are spatially separated by a barrier layer. Such type I structures with MoS2
forming the QW layers and a hexagonal boron nitride (hBN) forming the barrier were considered
in [40, 60]. These heterostructures are similar to GaAs/AlGaAs CQW heterostructures where
GaAs forms QW layers and AlGaAs forms the barrier [51, 39, 6, 53, 54, 1, 55, 33, 56]. In type
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II TMD heterostructures with staggered band alignment, the electron and hole layers form in
different adjacent TMD materials such as single-layer MoSe2 and WSe2 [30, 61, 62, 63], MoS2
and WSe2 [27, 64], MoS2 and WS2 [65, 32], MoSe2 and WS2 [66], and MoS2 and MoSe2 [67].
These heterostructures are similar to AlAs/GaAs CQW heterostructures where electrons and holes
are confined in adjacent AlAs and GaAs layers, respectively [34, 57].
Here, we report on the realization of IXs in TMD heterostructures at room tempera-
ture. This was achieved using the previously demonstrated approach with MoS2/hBN type-I
CQW [60] combined with an improved structure design and detected using time-resolved optical
spectroscopy.
The structure studied here was assembled by stacking mechanically exfoliated two-
dimensional crystals on a graphite substrate, which acts as a global backgate (Fig. 1a). The top
view of the device showing the contours of different layers is presented in Fig. 1c. The CQW is
formed where the two MoS2 monolayers, separated by three hBN layers, overlap. IXs are formed
from electrons and holes in different MoS2 layers (Fig. 1b). The top and bottom 5 nm thick hBN
serve as dielectric cladding layers. Voltage Vg applied between the top graphene layer and the
backgate is used to create the bias across the CQW structure. The thickness of hBN cladding
layers is much smaller than in our previous CQW TMD device [60]. This allowed us to achieve a
much higher electric field across the structure for the applied voltage and, in turn, realize effective
control of IX energy by voltage as described below.
3.2 Results
Long Lifetime Emission: IXs dominate the emission spectrum measured after the laser
excitation pulse (Fig. 2). At the time delays exceeding the DX recombination times, most of
DXs have recombined, and so the recombination of IXs, which have a much longer lifetime, is
not masked by the DX recombination. Both short-lifetime DX and long-lifetime IX emission
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Figure 3.1: The coupled quantum well van der Waals heterostructure layer (a) and energy-band
(b) diagrams. The ovals indicate a direct exciton (DX) and an indirect exciton (IX) composed of
an electron (−) and a hole (+). (c) Microscope image showing the layer pattern of the device,
scale bar is 10 µm.
lines are observed in the spectrum measured in the time-window between the laser pulses and the
first ≈ 2 ns of the laser pulse (Fig. 2). As the fraction of time corresponding to the laser pulse
grows, the relative intensity of the DX emission increases. In the cw regime, where the laser
is permanently on, DXs dominate the spectrum due to their higher oscillator strength (Fig. 2).
Supplementary Figure 2 shows similar spectra at 2 K.
The IX emission kinetics is presented in Fig. 3. The time resolution of the experimental
system including the pulse generator, the laser, the photomultiplier, and the time correlated
photon counting system is approximately 0.5 ns as seen from the laser decay kinetics measured
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Figure 3.2: Spectrum taken in a time-integration window after the laser pulse (window 1) when
most of short-lifetime DXs recombine (green diamonds). The spectrum shows emission of
long-lifetime IXs. The laser profile and signal integration windows are shown above. The
laser has a pulse duration of 10 ns and a period of 40 ns. Window 2 presents emission from a
combination of the laser off and the laser on in a ratio that shows both IX and DX (blue squares).
cw spectrum (magenta line) is dominated by direct recombination. T = 300 K. Vg = 0.
at Eex = 3.07 eV. The DX decay kinetics measured at the DX line peak EDX = 1.89 eV closely
follows the excitation laser decay indicating that the DX lifetime is shorter than the 0.5 ns
experimental resolution. The decay kinetics in the IX spectral range 1.46− 1.65 eV shows a
double-exponential decay (Fig. 3). Its faster component is determined by the decay of low-energy
DX states, which appear in the IX spectral range due to the spectral broadening of the DX
line, Fig. 2 (similar localized DXs at low energies in the spectral range of IXs were studied in
GaAs/AlAs CQW in Ref. [68]). The slower component is determined by the IX decay (Fig. 3).
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Figure 3.3: Emission kinetics at energies of 1.46–1.65 eV corresponding to the IX spectral range
(green), 1.89 eV corresponding to the DX spectral range (magenta), and 3.07 eV corresponding
to the excitation laser (black) at T = 300 K and Vg = 0. IX lifetimes are shown in the inset as
a function of gate voltage Vg for T = 2 and 300 K, see text. The laser excitation has a pulse
duration of 10 ns and a period of 40 ns.
The IX lifetime ∼ 10 ns (Fig. 3) is orders of magnitude longer than the DX lifetime [44] and is
controlled by gate voltage Vg over a range of several ns (Fig. 3 insert). The voltage dependence
of the IX lifetime has two characteristic features. First, it reduces at positive Vg where the IX
energy approaches the DX energy (section: ”Control of Energy by Voltage”). Second, it has a
local maximum around Vg = 0 (Supplementary Fig. 1) . Both these features are characteristic of
IXs [57]. The former can be attributed to the increase of the overlap of electron and hole wave
functions with approaching the direct regime. The latter may result from the suppression of the
leakage currents through the CQW layers at zero bias. The realization of the indirect regime,
where the IXs are lower in energy than DXs, already at Vg = 0 indicates an asymmetry of the
device, presumably due to unintenional doping.
30
t = 0 ns t = 50 ns
Laser on Laser off
Time
t = 200 ns
Integration windows
window 1 window 2 window 3 window 4
E
m
is
si
o
n
 I
n
te
n
si
ty
 (
ar
b
. 
u
n
it
s)
Position (µm)
W
id
th
 (
µ
m
)
Time (ns)
window 1
window 4
Figure 3.4: Spatial width of the emission at the IX energy 1.46–1.65 eV measured in time
windows shown above. The time evolution of the exciton emission width extracted by fitting to
lorentzian profiles (dashed lines) is shown in the inset. The excitation laser has a pulse duration
of 50 ns and a period of 200 ns. T = 300 K. Vg = 0.
Transport: Figure 4 shows the spatial profiles of IX emission. The width of the emission
profiles determined by a fit to Lorentzian distribution (dashed lines in Fig. 4) is shown in insert
to Fig. 4 as a function of time. The emission profiles after the laser excitation pulse have wider
spatial distributions than during the pulse. During the laser excitation pulse, the low-energy
tail of short-lifetime DX emission strongly contributes to the emission in the IX spectral region
(Fig. 2). After the pulse, DXs decay quickly and the emission is dominated by the long-lifetime
IXs. Diffusion of IXs away from the laser excitation spot during their long lifetime contributes to
the wider spatial profiles of IX emission. The increase in emission width after the pulse end l can
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be used for estimating an upper bound on the IX diffusion coefficient D. For l ∼ 1 µm (Fig. 4)
and IX lifetime τ∼ 10 ns (Fig. 3) this gives D∼ l2/τ∼ 1 cm2/s.
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Figure 3.5: Spectra at a delay after the laser excitation pulse in the time window shown above
at gate voltages Vg =−2,0, and 2 V at T = 300 K. Gate voltage dependence of IX energies at
T = 300 and 2 K is shown in the insert. The excitation laser has a pulse duration of 10 ns and a
period of 40 ns.
Control of Energy by Voltage: Figure 5 shows control of the IX energy by gate voltage.
The energy of the long-lifetime emission line shifts by about 120 meV at cryogenic temperatures
and by about 60 meV at room temperature. No leakage current or sample damage was detected at
cryogenic temperatures in the measurements at applied voltages up to ±6 V, which is typical for
thin hBN that can withstand electric fields of about 0.5 V/nm [69]. However, at room temperature,
applying±3 V led to the appearance of leakage current through the device and the reduced device
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resistivity persisted after lowering Vg. This limited the maximum applied voltage and, in turn, the
IX energy shift at room temperature.
3.3 Discussion
Regarding the physical mechanism that governs the IX lifetime in the studied heterostruc-
ture we can say the following. In general, this lifetime is limited by tunneling through the hBN
spacer. However, direct tunneling across the entire thickness 3× 0.33 = 1 nm of the spacer
should be prohibitively slow. The tunneling action and tunneling probability can be estimated
to be S ∼ 12 and exp(−2S) ∼ 10−11, respectively, for the potential barrier of height 2 eV and
the carrier mass mb ∼ 0.5 inside the barrier (similar to [40]). Therefore, we surmise that the IX
recombination involves transmission through some midgap defects in the spacer [69] (specific
properties of these defects beyond their ability to facilitate tunneling through the hBN layer,
relevant to the experiment, are unclear).
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Figure 3.6: Emission kinetics at energies of 1.46–1.65 eV corresponding to the IX spectral
range (green) at gate voltages Vg =−2,0, and 2 V at T = 300 K. Double exponential fits (blue)
and their slower components (red) corresponding to long lifetimes presented in Fig. 3 insert are
shown. The laser excitation (black) has a pulse duration of 10 ns and a period of 40 ns.
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3.4 Experimental Setup
The excitons were generated by a semiconductor laser with excitation energy Eex =
3.07 eV. In continuous wave (cw) experiments, photoluminescence (PL) spectra were measured
using a spectrometer with resolution 0.2 meV and a liquid-nitrogen-cooled CCD. In all time-
resolved experiments, the laser pulses had a rectangular shape with the duration 10–50 ns, period
40–200 ns, and edge sharpness ∼ 0.5 ns (Fig. 2). The laser was focused to a ∼ 2 µm spot with a
power of 0.8 mW. In time-resolved PL kinetics and spectrum measurements, the emitted light
was filtered by an interference filter or diffracted by the spectrometer, respectively, and then
detected by a photomultiplier tube and time correlated photon counting system. In time-resolved
imaging experiments, the emitted light was filtered by an interference filter and detected by
a liquid-nitrogen-cooled CCD coupled to a PicoStar HR TauTec time-gated intensifier. The
measurements were performed in a 4He atmosphere at room temperature (T ≈ 300 K) and in a
liquid 4He cryostat at 2 K.
Data availability: All relevant data are available from the authors.
3.5 Conclusion
In summary, IXs were observed at room temperature in van der Waals MoS2/hBN het-
erostructure. The IXs have long lifetimes, orders of magnitude longer than lifetimes of direct
excitons in single-layer MoS2, and their energy is controlled by voltage at room temperature.
Acknowledgements These studies were supported by DOE Office of Basic Energy Sci-
ences under award DEFG02-07ER46449 and kinetics measurements were supported by NSF
Grant No. 1640173 and NERC, a subsidiary of SRC, through the SRC-NRI Center for Excitonic
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Figure 3.7: Emission spectrum taken in a time-integration window after the laser pulse (window
1) when most of short-lifetime DXs recombine (green diamonds). The spectrum shows emission
of long-lifetime IXs. The laser profile and signal integration windows are shown above. The
laser has a pulse duration of 10 ns and a period of 40 ns. Emission measured in window 2
during the laser pulse (cyan points) and cw spectrum (magenta line) are dominated by direct
recombination. Vg =−6 V. T = 2 K.
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