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Abstract—This paper characterizes hierarchical clustering
methods that abide by two previously introduced axioms –
thus, denominated admissible methods – and proposes tractable
algorithms for their implementation. We leverage the fact
that, for asymmetric networks, every admissible method must
be contained between reciprocal and nonreciprocal clustering,
and describe three families of intermediate methods. Grafting
methods exchange branches between dendrograms generated by
different admissible methods. The convex combination family
combines admissible methods through a convex operation in the
space of dendrograms, and thirdly, the semi-reciprocal family
clusters nodes that are related by strong cyclic influences in
the network. Algorithms for the computation of hierarchical
clusters generated by reciprocal and nonreciprocal clustering as
well as the grafting, convex combination, and semi-reciprocal
families are derived using matrix operations in a dioid algebra.
Finally, the introduced clustering methods and algorithms are
exemplified through their application to a network describing the
interrelation between sectors of the United States (U.S.) economy.
Index Terms—Hierarchical clustering, Asymmetric network,
Directed graph, Dioid matrix algebra, Axiomatic framework.
I. INTRODUCTION
The relevance of clustering in modern data analysis is
indubitable given its usage in multiple fields of knowledge
such as genetics [2], computer vision [3], and sociology [4].
There are literally hundreds of methods that can be applied to
the determination of hierarchical [5], [6] and non-hierarchical
clusters in finite metric (thus symmetric) spaces – see, e.g., [7].
Even in the case of asymmetric networks [8], multiple methods
have been developed to extend the notion of clustering into this
less intuitive domain [9]–[14]. Although not as developed as
its practice [15], the theoretical framework for clustering has
been developed over the last decade for non-hierarchical [16]–
[21] and hierarchical clustering [22]–[25]. Of special interest
to us is this last direction where it has been shown in [22] that
single linkage [6, Ch. 4] is the unique hierarchical clustering
method for finite metric spaces that satisfies three reasonable
axiomatic statements.
Regarding hierarchical clustering of asymmetric networks,
our work in [23] introduces the axioms of value – in a network
with two nodes, the nodes cluster together at resolutions at
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which both can influence each other – and transformation –
reducing some pairwise dissimilarities and increasing none
cannot increase the resolution at which clusters form – as
reasonable behaviors that we should expect to see in clustering
methods. Although weak in appearance, these axioms lead
to the stringent result that all methods that abide by them
– denominated admissible methods – must lie between two
particular clustering methods in a well-defined sense. The
first method, reciprocal clustering, requires clusters to form
through edges exhibiting low dissimilarity in both directions
whereas the second method, nonreciprocal clustering, allows
clusters to form through cycles of small dissimilarity. When
restricted to symmetric networks, reciprocal and nonreciprocal
clustering yield equivalent outputs, which coincide with the
output of single linkage.
The difference between reciprocal and nonreciprocal clus-
tering for general asymmetric networks allows the existence
of intermediate admissible methods. Hence, the contribution
of this paper is twofold. First, we characterize intermediate
clustering methods and study their properties. Second, we
propose an algorithmic framework based on an alternative
matrix dioid algebra to implement the intermediate methods
introduced as well as reciprocal and nonreciprocal clustering.
In Section III we unveil three families of intermediate
clustering methods. The grafting methods consist of attaching
the clustering output structures of the reciprocal and nonrecip-
rocal methods in a way such that admissibility is guaranteed
(Section III-A). We further present a construction that can be
regarded as a convex combination in the space of clustering
methods. This operation is shown to preserve admissibility
therefore giving rise to a second family of admissible meth-
ods (Section III-B). A third family of admissible clustering
methods is defined in the form of semi-reciprocal methods that
allow the formation of cyclic influences in a more restrictive
sense than nonreciprocal clustering but more permissive than
reciprocal clustering (Section III-C).
In Section IV, we develop algorithms to compute the den-
drograms associated with the methods introduced throughout
the paper. The determination of algorithms for all of the
methods introduced is given by the computation of matrix
powers in a min-max dioid algebra [26]. In this algebra we
operate in the field of positive reals and define the addition
operation between two scalars to be their minimum and the
product operation of two scalars to be their maximum. From
this definition it follows that the (i, j)-th entry of the l-th
dioid power of a matrix of network dissimilarities represents
the minimax cost of a chain linking node i to node j with at
most l edges. Since reciprocal and nonreciprocal clustering
require the determination of chains of minimax cost, their
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2implementation can be framed in terms of dioid matrix powers.
Similarly, other clustering methods introduced in this paper
can be interpreted as minimax chain costs of a previously
modified matrix of dissimilarities.
Clustering methods are exemplified through their appli-
cation to a real-world network representing the interactions
between economic sectors of the U.S. economy (Section V).
The purpose of this application is to understand which infor-
mation can be extracted by performing hierarchical clustering
analyses based on the different methods proposed. While
the bidirectional influence required for cluster formation in
reciprocal clustering might be too restrictive, nonreciprocal
clustering propagates influence through arbitrarily large cycles,
a feature which might be undesirable in practice. An interme-
diate behavior can be obtained by utilizing semi-reciprocal
clustering where the cyclic propagation of influence is closer
to the real behavior of sectors within the economy and, thus,
we obtain a more reasonable clustering output. Concluding
remarks in Section VI close the paper.
II. PRELIMINARIES
We define a network N = (X,AX) as a set of n points
or nodes X jointly specified with a real-valued dissimilarity
function AX : X ×X → R+. Dissimilarities AX(x, x′) from
x to x′ are non-negative, and null if and only if x = x′, but
may not satisfy the triangle inequality and may be asymmetric,
i.e. AX(x, x′) 6= AX(x′, x) for some x, x′ ∈ X . The values
AX(x, x
′) can be grouped in a matrix which, as it does
not lead to confusion, we also denote by AX ∈ Rn×n.
A hierarchical clustering of the network N = (X,AX) is
a dendrogram DX which by definition is a nested set of
partitions DX(δ) indexed by the resolution parameter δ ≥ 0.
Partitions in DX are such that for δ = 0 each point x is in
a separate cluster, i.e., DX(0) =
{{x}, x ∈ X}, and for
some sufficiently coarse resolution δ0 all nodes are in the
same cluster, i.e., DX(δ0) =
{
X
}
. The requirement of nested
partitions means that if x and x′ are in the same cluster at
resolution δ they stay co-clustered for all larger resolutions
δ′ > δ. From these requirements it follows that dendrograms
can be represented as trees [22]; see, e.g., Fig. 6-(a). When x
and x′ are co-clustered at resolution δ in DX we say that they
are equivalent at that resolution and write x ∼DX(δ) x′.
An ultrametric uX : X × X → R+ on the set X is a
function that satisfies the symmetry uX(x, x′) = uX(x′, x)
and identity uX(x, x′) = 0 ⇐⇒ x = x′ properties as well
as the strong triangle inequality
uX(x, x
′) ≤ max (uX(x, x′′), uX(x′′, x′)), (1)
for all x, x′, x′′ ∈ X . For a given dendrogram DX consider
the minimum resolution δ at which x and x′ are clustered
together and define
uX(x, x
′) := min
{
δ ≥ 0 |x ∼DX(δ) x′
}
. (2)
It can be shown that the function uX in (2) satisfies (1) proving
an equivalence between dendrograms and finite ultrametrics,
[22, Theorem 9]. While dendrograms are useful graphical
representations, ultrametrics are more convenient to present
the results contained in this paper.
In the description of hierarchical clustering methods the
concepts of chain and chain cost are important. Given a
network (X,AX) and x, x′ ∈ X , a chain from x to x′ is
any ordered sequence of nodes [x = x0, . . . , xl−1, xl = x′]
starting at x and finishing at x′. We use the notation C(x, x′)
to denote one such chain. We define the cost of a chain as the
maximum dissimilarity encountered when traversing its links
in order. Thus, the directed minimum chain cost u˜∗X(x, x
′)
between x and x′ is then defined as the minimum cost among
all chains connecting x to x′,
u˜∗X(x, x
′) := min
C(x,x′)
max
i|xi∈C(x,x′)
AX(xi, xi+1). (3)
A hierarchical clustering method is a map H : N → D
from the set of networks N to the set of dendrograms D, or,
equivalently, a map H : N → U mapping each network N
into the set U of networks with ultrametrics as dissimilarity
functions, i.e., H(N) = (X,uX). Our goal is to find methods
H that satisfy the following intuitive restrictions:
(A1) Axiom of Value. Given a two-node network N =
({p, q}, Ap,q) with Ap,q(p, q) = α, and Ap,q(q, p) = β, the
ultrametric (X,up,q) = H(N) output by H satisfies
up,q(p, q) = max(α, β). (4)
(A2) Axiom of Transformation. Given networks NX =
(X,AX) and NY = (Y,AY ) and a dissimilarity reducing map
φ : X → Y , i.e. a map φ such that for all x, x′ ∈ X it
holds AX(x, x′) ≥ AY (φ(x), φ(x′)), the outputs (X,uX) =
H(NX) and (Y, uY ) = H(NY ) satisfy
uX(x, x
′) ≥ uY (φ(x), φ(x′)). (5)
We say that node x is able to influence node x′ at resolution
δ if the dissimilarity from x to x′ is not greater than δ. In
two-node networks, our intuition dictates that a cluster is
formed if nodes p and q are able to influence each other.
Thus, axiom (A1) states that in a network with two nodes,
the dendrogram DX has them merging at the maximum value
of the two dissimilarities between them. Axiom (A2) captures
the intuition that if a network is transformed such that some
nodes become more similar but no pair of nodes increases its
dissimilarity, then the transformed network should cluster at
lower resolutions than the original one. Formally, (A2) states
that a contraction of the dissimilarity function AX entails a
contraction of the associated ultrametric uX .
A hierarchical clustering method H is admissible if it satis-
fies axioms (A1) and (A2). Two admissible methods of interest
are reciprocal and nonreciprocal clustering. The reciprocal
clustering method HR with output (X,uRX) = HR(X,AX)
is the one for which the ultrametric uRX(x, x
′) between points
x and x′ is given by
uRX(x, x
′) := min
C(x,x′)
max
i|xi∈C(x,x′)
A¯X(xi, xi+1), (6)
where A¯X(x, x′) := max(AX(x, x′), AX(x′, x)). Definition
(6) is illustrated in Fig. 1. Intuitively, we search for chains
C(x, x′) linking nodes x and x′. For a given chain we
walk from x to x′ and for every link, connecting say xi
3x x1 . . . . . xl−1 x′
AX(x, x1) AX(x1, x2) AX(xl−2, xl−1) AX(xl−1, x′)
AX(x1, x) AX(x2, x1) AX(xl−1, xl−2) AX(x′, xl−1)
Fig. 1. Reciprocal clustering. Nodes x, x′ cluster at resolution δ if they can
be joined with a bidirectional chain of maximum dissimilarity δ [cf. (6)].
with xi+1, we determine the maximum dissimilarity in both
directions, i.e. the value of A¯X(xi, xi+1). We then determine
the maximum across all the links in the chain. The reciprocal
ultrametric uRX(x, x
′) between x and x′ is the minimum of
this value across all possible chains.
Reciprocal clustering joins x to x′ by going back and forth
at maximum cost δ through the same chain. Nonreciprocal
clustering HNR permits different chains and is defined as the
maximum of the two minimum directed costs [cf. (3)] from x
to x′ and x′ to x
uNRX (x, x
′) := max
(
u˜∗X(x, x
′), u˜∗X(x
′, x)
)
. (7)
Definition (7) is illustrated in Fig. 2. We consider forward
chains C(x, x′) going from x to x′ and backward chains
C(x′, x) going from x′ to x. We then determine the respective
maximum dissimilarities and search independently for the best
forward and backward chains that minimize these maximum
dissimilarities. The nonreciprocal ultrametric uNRX (x, x
′) is the
maximum of these two minimum values. Observe that since
reciprocal chains are particular cases of nonreciprocal chains
we must have uNRX (x, x
′) ≤ uRX(x, x′) for all pairs of nodes
x, x′ ∈ X .
Reciprocal and nonreciprocal clustering are of importance
because they bound the range of ultrametrics generated by any
other admissible method H in the sense stated next.
Theorem 1 ([23]) Consider an arbitrary network N =
(X,AX) and let uRX and u
NR
X be the associated reciprocal
and nonreciprocal ultrametrics as defined in (6) and (7).
Then, for any admissible method H the output ultrametric
(X,uX) = H(X,AX) is such that for all pairs x, x′,
uNRX (x, x
′) ≤ uX(x, x′) ≤ uRX(x, x′). (8)
In particular, uNRX = u
R
X whenever (X,AX) is symmetric.
According to Theorem 1, nonreciprocal clustering yields uni-
formly minimal ultrametrics while reciprocal clustering yields
uniformly maximal ultrametrics among all methods satisfying
(A1)-(A2). For symmetric networks, reciprocal and nonre-
ciprocal clustering coincide, implying that there is a unique
admissible method which is equivalent to the well-known
single linkage hierarchical clustering method [6, Ch. 4].
III. INTERMEDIATE CLUSTERING METHODS
Reciprocal and nonreciprocal clustering bound the range of
methods satisfying axioms (A1)-(A2) in the sense specified
by Theorem 1. Since HR and HNR are in general different,
a question of interest is whether one can identify methods
which are intermediate to HR and HNR. We present three
types of intermediate clustering methods: grafting, convex
x
x1 . . . . . xl−1
x′
x′
l′−1 . . . . . x
′
1
AX(x, x1)
AX(x1, x2) AX(xl−2, xl−1) AX(xl−1, x′)
AX(x
′, x′1)
AX(x
′
1, x
′
2)AX(x
′
l′−2, x
′
l′−1)
AX(x
′
l′−1, x)
Fig. 2. Nonreciprocal clustering. Nodes x, x′ cluster at resolution δ if they
can be joined in both directions with possibly different chains of maximum
dissimilarity δ [cf. (7)].
combinations, and semi-reciprocal clustering. The latter arises
as a natural intermediate method in an algorithmic sense, as
further discussed in Section IV.
A. Grafting
A family of admissible methods can be constructed by
grafting branches of the nonreciprocal dendrogram into cor-
responding branches of the reciprocal dendrogram; see Fig.
3. To be precise, consider a given positive constant β > 0.
For any given network N = (X,AX) compute the reciprocal
and nonreciprocal dendrograms and cut all branches of the
reciprocal dendrogram at resolution β. For each of these
branches define the corresponding branch in the nonrecip-
rocal tree as the one whose leaves are the same. Replacing
the previously cut branches of the reciprocal tree by the
corresponding branches of the nonreciprocal tree yields the
HR/NR(β) method. Grafting is equivalent to providing the
following piecewise definition of the output ultrametric
u
R/NR
X (x, x
′;β) :=
{
uNRX (x, x
′), if uRX(x, x
′) ≤ β,
uRX(x, x
′), if uRX(x, x
′) > β.
(9)
For pairs x, x′ ∈ X having large reciprocal ultrametric value
we keep this value, whereas for pairs with small reciprocal
ultrametric value, we replace it by the nonreciprocal one.
To prove admissibility, we need to show that (9) defines
an ultrametric and that the method HR/NR(β) satisfies axioms
(A1) and (A2). This is asserted in the following proposition.
Proposition 1 The hierarchical clustering method HR/NR(β)
is valid and admissible. I.e., uR/NRX (β) defined in (9) is a valid
ultrametric and HR/NR(β) satisfies axioms (A1)-(A2).
Proof: The function uR/NRX (β) fulfills the symmetry and
identity properties of ultrametrics because uNRX and u
R
X fulfill
them separately. Hence, to show that uR/NRX (β) is a properly
defined ultrametric, we need to show that it satisfies the strong
triangle inequality (1). To show this, we split the proof into
two cases: uRX(x, x
′) ≤ β and uRX(x, x′) > β. Note that, by
definition (9),
uNRX (x, x
′) ≤ uR/NRX (x, x′;β) ≤ uRX(x, x′). (10)
Starting with the case where uRX(x, x
′) ≤ β, since uNRX satisfies
(1) we can state that,
u
R/NR
X (x, x
′;β) =uNRX (x, x
′)
≤max
(
uNRX (x, x
′′) , uNRX (x
′′, x′)
)
. (11)
4Using the lower bound inequality in (10) we can write
max
(
uNRX (x, x
′′) , uNRX (x
′′, x′)
)
≤max
(
u
R/NR
X (x, x
′′;β) , uR/NRX (x
′′, x′;β)
)
. (12)
Combining (11) and (12), we see that uR/NRX (β) fulfills the
strong triangle inequality in this case. As a second case,
suppose that uRX(x, x
′) > β, from the validity of the strong
triangle inequality (1) for uRX , we can write
β < u
R/NR
X (x, x
′;β) = uRX(x, x
′)
≤ max
(
uRX(x, x
′′) , uRX(x
′′, x′)
)
. (13)
This implies that at least one of uRX(x, x
′′) and uRX(x
′′, x′) is
greater than β. When this occurs, uR/NRX (β) = u
R
X . Hence,
max
(
uRX(x, x
′′) , uRX(x
′′, x′)
)
= max
(
u
R/NR
X (x, x
′′;β) , uR/NRX (x
′′, x′;β)
)
. (14)
By substituting (14) into (13), we see that for this second case
the strong triangle inequality is also satisfied.
To show that HR/NR(β) satisfies Axiom (A1) it suffices to
see that in a two-node network uNRX and u
R
X coincide, meaning
that we must have uR/NRX (β) = u
NR
X = u
R
X . Since HR and HNR
fulfill (A1), the method HR/NR(β) must satisfy (A1) as well.
To prove (A2) consider a dissimilarity reducing map φ :
X → Y and split consideration with regards to whether the
reciprocal ultrametric is uRX(x, x
′) ≤ β or uRX(x, x′) > β.
When uRX(x, x
′) ≤ β we must have uRY (φ(x), φ(x′)) ≤ β
because HR satisfies (A2) and φ is a dissimilarity reducing
map. Hence, according to the definition in (9) we must
have that both uR/NRX (x, x
′;β) and uR/NRY (φ(x), φ(x
′);β) co-
incide with the nonreciprocal ultrametric and, since HNR
satisfies (A2), it immediately follows that uR/NRX (x, x
′;β) ≥
u
R/NR
Y (φ(x), φ(x
′);β), showing that HR/NR(β) satisfies (A2)
when uRX(x, x
′) ≤ β.
In the second case, when uRX(x, x
′) > β, the validity of
(A2) for the reciprocal ultrametric uRX allows us to write
u
R/NR
X (x, x
′;β) = uRX(x, x
′) ≥ uRY (φ(x), φ(x′)). (15)
Combining this with the fact that uRY is an upper bound on
u
R/NR
Y (β) [cf. (10)], we see that HR/NR(β) satisfies (A2) also
for this second case.
Notice that, since uR/NRX (x, x
′;β) coincides with either
uNRX (x, x
′) or uRX(x, x
′) for all x, x′ ∈ X , it satisfies Theorem
1 as it should be the case for any admissible method.
An example implementation of HR/NR(β = 4) for a par-
ticular network is illustrated in Fig. 3. The nonreciprocal
ultrametric (7) is uNRX (x, x
′) = 1 for all x 6= x′ due to
the outmost clockwise loop visiting all nodes at cost 1. This
is represented in the nonreciprocal HNR dendrogram in Fig.
3. For the reciprocal ultrametric (6) nodes c and d merge
at resolution uRX(c, d) = 2, nodes a and b at resolution
uRX(a, b) = 3, and they all join together at resolution δ = 5.
This can be seen in the reciprocal HR dendrogram. To deter-
mine uR/NRX (x, x
′; 4) use the piecewise definition in (9). Since
a b
cd
1
1
1
1
3
5
2
5
δ1 2 3 5 6
d
c
b
a HR
d
c
b
a HNR
d
c
b
a HR/NR
β = 4
Fig. 3. Dendrogram grafting. Reciprocal (HR), nonreciprocal (HNR), and
grafting (HR/NR(β = 4)) dendrograms for the given network are shown
– edges not drawn have dissimilarities greater than 5. To form the latter,
branches of the reciprocal dendrogram are cut at resolution β = 4 and
replaced by the corresponding branches of the nonreciprocal dendrogram.
the reciprocal ultrametrics uRX(c, d) = 2 and u
R
X(a, b) = 3 are
smaller than β=4 we set the grafted outcomes to the nonrecip-
rocal ultrametrics to obtain uR/NRX (c, d) = u
NR
X (c, d) = 1 and
u
R/NR
X (a, b) = u
NR
X (a, b) = 1. Since the remaining ultrametrics
are uRX(x, x
′) = 5 which exceed β we set uR/NRX (x, x
′; 4) =
uRX(x, x
′) = 5. This yields the HR/NR dendrogram in Fig.
3 which we interpret as cutting branches from HR that we
replace by the corresponding branches of HNR.
In the method HR/NR(β) we use the reciprocal ultrametric
as a decision variable in the piecewise definition (9) and use
nonreciprocal ultrametrics for nodes having small reciprocal
ultrametrics. There are three other possible grafting combi-
nations HR/R(β), HNR/R(β) and HNR/NR(β) depending on
which ultrametric is used as decision variable to swap branches
and which of the two ultrametrics is used for nodes having
small values of the decision ultrametric. E.g., in HR/R(β), we
use reciprocal ultrametrics as decision variables and as the
choice for small values of reciprocal ultrametrics,
u
R/R
X (x, x
′;β) :=
{
uRX(x, x
′), if uRX(x, x
′) ≤ β,
uNRX (x, x
′), if uRX(x, x
′) > β.
(16)
However, the method HR/R(β) is not valid because for
some networks the function uR/RX (β) is not an ultrametric
as it violates the strong triangle inequality in (1). As a
counterexample consider again the network in Fig. 3. Ap-
plying the definition in (16) we obtain that uR/RX (a, b; 4) =
uRX(a, b)=3 while u
R/R
X (a, c; 4)=u
NR
X (a, c)=1 and similarly
u
R/R
X (c, b; 4) = 1. In turn, this implies that u
R/R
X (a, b; 4) >
max(u
R/R
X (a, c; 4), u
R/R
X (c, b; 4)) violating the strong triangle
inequality. Analogously, HNR/NR(β) and HNR/R(β) can also
be shown to be invalid clustering methods.
A second valid grafting alternative can be obtained as a
modification of HR/R(β) in which reciprocal ultrametrics are
kept for pairs having small reciprocal ultrametrics, nonrecipro-
cal ultrametrics are used for pairs having large reciprocal ultra-
metrics, but all nonreciprocal ultrametrics smaller than β are
saturated to this value. Denoting the method by HR/Rmax(β)
5the output ultrametrics are thereby given as
u
R/Rmax
X (x, x
′;β) :=
{
uRX(x, x
′), if uRX(x, x
′) ≤ β,
max
(
β, uNRX (x, x
′)
)
, if uRX(x, x
′) > β.
(17)
This alternative definition outputs a valid ultrametric and
HR/Rmax(β) satisfies axioms (A1)-(A2) as claimed next.
Proposition 2 The method HR/Rmax(β) is valid and admissi-
ble. I.e., uR/RmaxX (β) defined in (17) is a valid ultrametric and
HR/Rmax(β) satisfies axioms (A1)-(A2).
Proof: This proof follows from a reasoning analogous to that
in the proof of Proposition 1. In particular, by definition we
have that [cf. (10)]
uNRX (x, x
′) ≤ uR/RmaxX (x, x′;β) ≤ uRX(x, x′), (18)
which immediately implies fulfillment of (A1). Also, as done
for Proposition 1, the strong triangle inequality and the ful-
fillment of (A2) can be shown by dividing the proofs into the
two cases uRX(x, x
′) ≤ β and uRX(x, x′) > β.
Remark 1 Intuitively, the grafting combination HR/NR(β)
allows nonreciprocal propagation of influence for resolutions
smaller than β while requiring reciprocal propagation for
higher resolutions. This is of interest if we want tight clusters
of small dissimilarity to be formed through loops of influence
while looser clusters of higher dissimilarity are required to
form through links of bidirectional influence. Conversely, the
clustering method HR/Rmax(β) requires reciprocal influence
within tight clusters of resolution smaller than β but allows
nonreciprocal influence in clusters of higher resolutions. This
latter behavior is desirable in, e.g., trust propagation in social
interactions, where we want tight clusters to be formed through
links of mutual trust but allow looser clusters to be formed
through unidirectional trust loops.
B. Convex combinations
A different family of intermediate admissible methods can
be constructed by performing a convex combination of meth-
ods known to satisfy axioms (A1) and (A2). Indeed, consider
two admissible clustering methods H1 and H2 and a given
parameter 0 ≤ θ ≤ 1. For an arbitrary network N = (X,AX)
denote by (X,u1X) = H1(N) and (X,u2X) = H2(N) the
respective outcomes of methods H1 and H2. Construct then
the dissimilarity function A12X (θ) as the convex combination
of u1X and u
2
X , for all x, x
′ ∈ X
A12X (x, x
′; θ) := θ u1X(x, x
′) + (1− θ)u2X(x, x′). (19)
Although A12X (θ) is a well-defined dissimilarity function, it
is not an ultrametric in general because it may violate the
strong triangle inequality. Nevertheless, we can recover the
ultrametric structure by applying any admissible clustering
method H to the symmetric network N12θ = (X,A12X (θ)).
Moreover, as explained after Theorem 1, single linkage is the
unique admissible clustering method for symmetric networks.
Thus, we define the convex combination method H12θ as the
application of single linkage on N12θ . Formally, we define
H12θ as a method whose output (X,u12X (θ)) = H12θ (N)
corresponding to network N = (X,AX) is given by
u12X (x, x
′; θ) := min
C(x,x′)
max
i|xi∈C(x,x′)
A12X (xi, xi+1; θ), (20)
for all x, x′ ∈ X and A12X (θ) as given in (19). We show that
(20) defines a valid ultrametric and that H12θ fulfills axioms
(A1) and (A2) in the following proposition.
Proposition 3 Given two admissible hierarchical clustering
methods H1 and H2, the convex combination method H12θ is
valid and admissible. I.e., u12X (θ) defined in (20) is a valid
ultrametric and H12θ satisfies axioms (A1)-(A2).
Proof: As discussed in the paragraph preceding the statement
of this proposition, u12X (θ) is the output of applying single
linkage to the symmetric network N12θ , immediately implying
that u12X (θ) is a well-defined ultrametric.
To see that axiom (A1) is fulfilled, pick an arbitrary
two-node network ({p, q}, Ap,q) with Ap,q(p, q) = α and
Ap,q(q, p) = β. Since methods H1 and H2 are admissible, in
particular they satisfy (A1), hence u1p,q(p, q) = u
2
p,q(p, q) =
max(α, β). It then follows from (19) that A12p,q(p, q; θ) =
max(α, β) for all possible values of θ. Moreover, since in
(20) all possible chains joining p and q must contain these
two nodes as consecutive elements, we have that
u12p,q(p, q; θ) = A
12
p,q(p, q; θ) = max(α, β), (21)
for all θ, satisfying axiom (A1).
Fulfillment of axiom (A2) also follows from admissibility of
H1 and H2. Suppose there are two networks NX = (X,AX)
and NY = (Y,AY ) and a dissimilarity reducing map φ : X →
Y . From the facts that H1 and H2 satisfy (A2) we have
u1X(x, x
′) ≥ u1Y (φ(x), φ(x′)), u2X(x, x′) ≥ u2Y (φ(x), φ(x′)).
(22)
By multiplying the left inequality by θ and the right one by
(1− θ), and adding both inequalities we obtain [cf. (19)]
A12X (x, x
′; θ) ≥ A12Y (φ(x), φ(x′); θ), (23)
for all 0 ≤ θ ≤ 1. This implies that the map φ is also
dissimilarity reducing between the networks (X,A12X (θ)) and
(Y,A12Y (θ)). Combining this with the fact that we apply an
admissible method (single linkage) to the previous networks
to obtain the ultrametric outputs, it follows that
u12X (x, x
′; θ) ≥ u12Y (φ(x), φ(x′); θ), (24)
for all θ, showing that axiom (A2) is satisfied by the convex
combination method.
The construction in (20) can be generalized to produce inter-
mediate clustering methods generated by convex combinations
of any number (i.e. not necessarily two) of admissible meth-
ods. These convex combinations can be seen to satisfy axioms
(A1) and (A2) through recursive applications of Proposition 3.
Remark 2 Since (20) is equivalent to single linkage applied
to the symmetric network N12θ , it follows [17], [22] that u
12
X (θ)
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Fig. 4. Semi-reciprocal chains. The main chain joining x and x′ is formed by
[x, x1, ..., xr, x′]. Between two consecutive nodes of the main chain xi and
xi+1, we have a secondary chain in each direction. For u
SR(t)
X , the maximum
allowed node-length of secondary chains is t.
is the largest ultrametric bounded above by A12X (θ), i.e., the
largest ultrametric for which u12X (x, x
′; θ) ≤ A12X (x, x′; θ) for
all x, x′. We can then think of (20) as an operation ensuring a
valid ultrametric definition while deviating as little as possible
from A12X (θ), thus, retaining as much information as possible
in the convex combination of u1X and u
2
X .
C. Semi-reciprocal
In reciprocal clustering we require influence to propagate
through bidirectional chains; see Fig. 1. We could reinterpret
bidirectional propagation as allowing loops of node-length two
in both directions. E.g., the bidirectional chain between x and
x1 in Fig. 1 can be interpreted as a loop between x and x1
composed by two chains [x, x1] and [x1, x] of node-length two.
Semi-reciprocal clustering is a generalization of this concept
where loops consisting of at most t nodes in each direction
are allowed. Given t ∈ N such that t ≥ 2, we use the notation
Ct(x, x
′) to denote any chain [x = x0, x1, . . . , xl = x′] joining
x to x′ where l ≤ t− 1. That is, Ct(x, x′) is a chain starting
at x and finishing at x′ with at most t nodes. We reserve the
notation C(x, x′) to represent a chain from x to x′ where
no maximum is imposed on the number of nodes. Given an
arbitrary network N = (X,AX), define as A
SR(t)
X (x, x
′) the
minimum cost incurred when traveling from node x to node
x′ using a chain of at most t nodes. I.e.,
A
SR(t)
X (x, x
′) := min
Ct(x,x′)
max
i|xi∈Ct(x,x′)
AX(xi, xi+1). (25)
We define the family of semi-reciprocal clustering methods
HSR(t) with output (X,uSR(t)X ) = HSR(t)(X,AX) as the one
for which the ultrametric uSR(t)X (x, x
′) between x and x′ is
u
SR(t)
X (x, x
′) := min
C(x,x′)
max
i|xi∈C(x,x′)
A¯
SR(t)
X (xi, xi+1), (26)
where the function A¯SR(t)X is defined as
A¯
SR(t)
X (xi, xi+1) := max
(
A
SR(t)
X (xi, xi+1), A
SR(t)
X (xi+1, xi)
)
.
(27)
The chain C(x, x′) of unconstrained length in (26) is
called the main chain, represented by [x = x0, x1, ..., xr, x′]
in Fig. 4. Between consecutive nodes xi and xi+1 of the
main chain, we build loops consisting of secondary chains in
each direction, represented in Fig. 4 by [xi, yi1, ..., yiki , xi+1]
and [xi+1, y′i1, ..., y
′
ik′i
, xi] for all i. For the computation
of uSR(t)X (x, x
′), the maximum allowed length of secondary
chains is equal to t nodes, i.e., ki, k′i ≤ t − 2 for all i. In
particular, for t = 2 we recover the reciprocal chain; see Fig. 1.
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Fig. 5. Semi-reciprocal example. Computation of semi-reciprocal ultrametrics
between nodes x and x′ for different values of parameter t; see text for details.
We can reinterpret (26) as the application of reciprocal
clustering [cf. (6)] to a network with dissimilarities ASR(t)X
as in (25), i.e., a network with dissimilarities given by the
optimal choice of secondary chains. Semi-reciprocal clustering
methods are valid and satisfy axioms (A1)-(A2) as shown in
the following proposition.
Proposition 4 The semi-reciprocal clustering method HSR(t)
is valid and admissible for all integers t ≥ 2. I.e., uSR(t)X is a
valid ultrametric and HSR(t) satisfies axioms (A1)-(A2).
Proof: We begin the proof by showing that (26) outputs a valid
ultrametric where the only non-trivial property to be shown
is the strong triangle inequality (1). For a fixed t, pick an
arbitrary pair of nodes x and x′ and an arbitrary intermediate
node x′′. Let us denote by C∗(x, x′′) and C∗(x′′, x′) a pair
of main chains that satisfy definition (26) for uSR(t)X (x, x
′′)
and uSR(t)X (x
′′, x′) respectively. Construct C(x, x′) by con-
catenating the aforementioned minimizing chains C∗(x, x′′)
and C∗(x′′, x′). However, C(x, x′) is a particular chain for
computing uSR(t)X (x, x
′) and need not be the minimizing one.
This implies that
u
SR(t)
X (x, x
′) ≤ max
(
u
SR(t)
X (x, x
′′), uSR(t)X (x
′′, x′)
)
, (28)
proving the strong triangle inequality.
To show fulfillment of (A1), consider the network
({p, q}, Ap,q) with Ap,q(p, q) = α and Ap,q(q, p) = β. Note
that in this situation, ASR(t)p,q (p, q) = α and A
SR(t)
p,q (q, p) = β
for all t ≥ 2 [cf. (25)], since there is only one possible chain
between them and contains only two nodes. Hence, from (26),
uSR(t)p,q (p, q) = max(α, β), (29)
for all t. Consequently, axiom (A1) is satisfied.
To show fulfillment of (A2), consider two arbitrary networks
(X,AX) and (Y,AY ) and a dissimilarity reducing map φ :
X → Y between them. Further, denote by C∗X(x, x′) = [x =
x0, . . . , xl = x
′] a main chain that achieves the minimum
semi-reciprocal cost in (26). Then, for a fixed t, we can write
u
SR(t)
X (x, x
′) = max
i|xi∈C∗X(x,x′)
A¯
SR(t)
X (xi, xi+1). (30)
Consider now a secondary chain CXt (xi, xi+1) = [xi =
x(0), . . . , x(l
′) = xi+1] between two consecutive nodes xi
and xi+1 of the minimizing chain C∗X(x, x
′). Further, focus
on the image of this secondary chain under the map φ, that
is CYt (φ(xi), φ(xi+1)) := φ
(
CXt (xi, xi+1)
)
= [φ(xi) =
φ(x(0)), . . . , φ(x(l
′)) = φ(xi+1)] in the set Y .
Since the map φ : X → Y is dissimilarity reducing,
AY (φ(x
(i)), φ(x(i+1))) ≤ AX(x(i), x(i+1)) for all links in
7this chain. Analogously, we can bound the dissimilarities in
secondary chains CXt (xi+1, xi) from xi+1 back to xi. Thus,
from (25) we can state that,
A¯
SR(t)
X (xi, xi+1) ≥ A¯SR(t)Y (φ(xi), φ(xi+1)). (31)
Denote by CY (φ(x), φ(x′)) the image of the main chain
C∗X(x, x
′) under the map φ. Notice that CY (φ(x), φ(x′)) is
a particular chain joining φ(x) and φ(x′), whereas the semi-
reciprocal ultrametric computes the minimum across all main
chains. Therefore,
u
SR(t)
Y (φ(x), φ(x
′)) ≤ max
i|φ(xi)∈CY (φ(x),φ(x′))
A¯
SR(t)
Y (φ(xi), φ(xi+1)).
(32)
By bounding the right-hand side of (32) using (31) and recall-
ing (30), it follows that uSR(t)Y (φ(x), φ(x
′)) ≤ uSR(t)X (x, x′).
This proves that (A2) is satisfied.
The semi-reciprocal family is a countable family of clus-
tering methods parameterized by integer t ≥ 2 representing
the allowed maximum node-length of secondary chains. Re-
ciprocal and nonreciprocal ultrametrics are equivalent to semi-
reciprocal ultrametrics for specific values of t. For t = 2 we
have uSR(2)X = u
R
X meaning that we recover reciprocal cluster-
ing. To see this formally, note that ASR(2)X (x, x
′) = AX(x, x′)
[cf. (25)] since the only chain of length two joining x and x′
is [x, x′]. Hence, for t = 2, (26) reduces to
u
SR(2)
X (x, x
′) = min
C(x,x′)
max
i|xi∈C(x,x′)
A¯X(xi, xi+1), (33)
which is the definition of the reciprocal ultrametric [cf. (6)].
Nonreciprocal ultrametrics can be obtained as uSR(t)X = u
NR
X
for any parameter t exceeding the number of nodes in the
network analyzed. To see this, notice that minimizing over
C(x, x′) is equivalent to minimizing over Ct(x, x′) for all
t ≥ n, since we are looking for minimizing chains in a
network with non-negative dissimilarities. Therefore, visiting
the same node twice is not an optimal choice. This implies that
Cn(x, x
′) contains all possible minimizing chains between x
and x′. I.e., all chains of interest have at most n nodes. Hence,
by inspecting (25), ASR(t)X (x, x
′) = u˜∗X(x, x
′) [cf. (3)] for all
t ≥ n. Furthermore, when t ≥ n, the best main chain that
can be picked is formed only by nodes x and x′ because, in
this way, no additional meeting point is enforced between the
chains going from x to x′ and vice versa. As a consequence,
definition (26) reduces to
u
SR(t)
X (x, x
′) = max
(
u˜∗X(x, x
′), u˜∗X(x
′, x)
)
, (34)
for all x, x′ ∈ X and for all t ≥ n. The right hand side of
(34) is the definition of the nonreciprocal ultrametric [cf. (7)].
For the network in Fig. 5, we compute the semi-reciprocal
ultrametrics between x and x′ for different values of t. The
edges which are not delineated are assigned dissimilarity val-
ues greater than 4. Since the only bidirectional chain between
x and x′ uses x3 as the intermediate node, we conclude that
uRX(x, x
′) = uSR(2)X (x, x
′) = 4. Furthermore, by constructing
a path through the outermost clockwise cycle in the network,
we conclude that uNRX (x, x
′) = 1. Since the longest secondary
chain in the minimizing chain for the nonreciprocal case,
[x, x1, x2, x4, x
′], has node-length 5, we may conclude that
u
SR(t)
X (x, x
′) = 1 for all t ≥ 5. For intermediate values of t,
if e.g., we fix t = 3, the minimizing chain is given by the
main chain [x, x3, x′] and the secondary chains [x, x1, x3],
[x3, x4, x
′], [x′, x5, x3] and [x3, x6, x] joining consecutive
nodes in the main chain in both directions. The maximum
cost among all dissimilarities in this path is AX(x1, x3) = 3.
Hence, uSR(3)X (x, x
′) = 3. The minimizing chain for t = 4
is similar to the minimizing one for t = 3 but replacing the
secondary chain [x, x1, x3] by [x, x1, x2, x3]. In this way, we
obtain uSR(4)X (x, x
′) = 2.
Remark 3 Intuitively, when propagating influence through a
network, reciprocal clustering requires bidirectional influence
whereas nonreciprocal clustering allows arbitrarily large uni-
directional cycles. In many applications, such as trust propaga-
tion in social networks, it is reasonable to look for an interme-
diate situation where influence can propagate through cycles
but of limited length. Semi-reciprocal ultrametrics represent
this intermediate situation where the parameter t represents
the maximum length of chains through which influence can
propagate in a nonreciprocal manner.
IV. ALGORITHMS
Recall that, for convenience, we can interpret the dissim-
ilarity function AX as an n × n matrix and, similarly, uX
can be regarded as a matrix of ultrametrics. By (6), reciprocal
clustering searches for chains that minimize their maximum
dissimilarity in the symmetric matrix A¯X := max(AX , ATX),
where the max is applied element-wise. This is equivalent to
finding chains in A¯X that have minimum cost in a `∞ sense.
Likewise, nonreciprocal clustering searches for directed chains
of minimum cost in AX to construct the matrix u˜∗X [cf. (3)]
and selects the maximum of the directed costs by performing
the operation uNRX = max(u˜
∗
X , u˜
∗T
X ) [cf. (7)]. These operations
can be performed algorithmically using matrix powers in the
dioid algebra A := (R+ ∪ {+∞},min,max) [26].
In A, the regular sum is replaced by the minimization
operator and the regular product by maximization. Indeed,
using ⊕ and ⊗ to denote sum and product, respectively,
on this dioid algebra we have a ⊕ b := min(a, b) and
a⊗ b := max(a, b) for all a, b ∈ R+ ∪ {+∞}. In the algebra
A, the matrix product A ⊗ B of two real valued matrices of
compatible sizes is therefore given by the matrix with entries[
A⊗B]
ij
:=
n⊕
k=1
(
Aik ⊗Bkj
)
= min
k∈{1,..,n}
max
(
Aik, Bkj
)
.
(35)
For integers k ≥ 2 dioid matrix powers AkX := AX ⊗
Ak−1X with A
1
X := AX of a dissimilarity matrix are related to
ultrametric matrices uX . We delve into this relationship in the
next section.
A. Dioid powers and ultrametrics
Notice that the elements of the dioid power u2X of a given
ultrametric matrix uX are given by[
u2X
]
ij
= min
k∈{1,..,n}
max
(
[uX ]ik, [uX ]kj
)
. (36)
8Since uX satisfies the strong triangle inequality we have
that [uX ]ij ≤ max
(
[uX ]ik, [uX ]kj
)
for all k ∈ {1, .., n}.
And for k = j in particular we further have that
max
(
[uX ]ij , [uX ]jj) = max
(
[uX ]ij , 0) = [uX ]ij . Combin-
ing these two observations it follows that the result of the
minimization in (36) is
[
u2X
]
ij
=
[
uX
]
ij
since none of its
arguments is smaller that [uX ]ij and one of them is exactly
[uX ]ij . This being valid for all i, j implies
u2X = uX . (37)
Furthermore, a matrix having the property in (37) is such that[
uX
]
ij
=
[
u2X
]
ij
= mink∈{1,..,n} max
(
[uX ]ik, [uX ]kj
) ≤
max
(
[uX ]il, [uX ]lj
)
for all l, which is just a restatement of
the strong triangle inequality. Therefore, a non-negative matrix
uX represents a finite ultrametric if and only if (37) is true, has
null diagonal elements and positive off-diagonal elements, and
is symmetric, uX = uTX . From definition (35) it follows that
the l-th dioid power AlX is such that its entry [A
l
X ]ij represents
the minimum cost of a chain from node i to j containing at
most l hops. We then expect dioid powers to play a key role
in the construction of ultrametrics.
The quasi-inverse of a matrix in a dioid algebra is a useful
concept that simplifies the proofs within this section. In any
dioid algebra we call quasi-inverse of A, denoted by A†, to
the limit, when it exists, of the sequence of matrices [26, Ch.4,
Def. 3.1.2]
A† := lim
k→∞
I ⊕A⊕A2 ⊕ ...⊕Ak, (38)
where I has zeros in the diagonal and +∞ in the off-diagonal
elements. The utility of the quasi-inverse resides in the fact
that, given a dissimilarity matrix AX , then [26, Ch.6, Sec 6.1]
[A†X ]ij = min
C(xi,xj)
max
k|xk∈C(xi,xj)
AX(xk, xk+1). (39)
I.e., the elements of the quasi-inverse A†X correspond to the
directed minimum chain costs u˜∗X of the associated network
(X,AX) as defined in (3).
B. Algorithms for admissible clustering methods
The reciprocal and nonreciprocal ultrametrics can be ob-
tained via simple dioid matrix operations, as stated next.
Theorem 2 For any network N = (X,AX) with n nodes the
reciprocal ultrametric uRX defined in (6) can be computed as
uRX =
(
max
(
AX , A
T
X
) )n−1
, (40)
where the matrix operations are in the dioid algebra A.
Similarly, the nonreciprocal ultrametric uNRX defined in (7) can
be computed as
uNRX = max
(
An−1X ,
(
ATX
)n−1)
. (41)
Proof: By comparing (39) with (3), we can see that A†X = u˜
∗
X
from where it follows [cf. (7)]
uNRX = max
(
A†X , (A
†
X)
T
)
. (42)
Similarly, if we consider the quasi-inverse of the symmetrized
matrix A¯X := max(AX , ATX), expression (39) becomes
[A¯†X ]ij = min
C(xi,xj)
max
k|xk∈C(xi,xj)
A¯X(xk, xk+1). (43)
From comparing (43) and (6) it is immediate that
uRX = A¯
†
X =
(
max(AX , A
T
X)
)†
. (44)
If we show that A†X = A
n−1
X , then (44) and (42) imply
equations (40) and (41) respectively, completing the proof.
Notice that in A, the min or ⊕ operation is idempotent, i.e.
a ⊕ a = a for all a. In this case, it can be shown that [26,
Ch.4, Prop. 3.1.1]
I ⊕AX ⊕A2X ⊕ ...⊕AkX = (I ⊕AX)k, (45)
for all k ≥ 1. Recalling that I has zeros in the diagonal and
+∞ in the off-diagonal elements, it is immediate that I ⊕
AX = AX . Consequently, (45) becomes
I ⊕AX ⊕A2X ⊕ ...⊕AkX = AkX . (46)
Taking the limit to infinity in both sides of equality (46) and
invoking the definition of the quasi-inverse in (38), we obtain
A†X = lim
k→∞
AkX . (47)
Finally, it can be shown [26, Ch. 4, Sec. 3.3, Theo. 1] that
An−1X = A
n
X , proving that the limit in (47) exists and, more
importantly, that A†X = A
n−1
X , as desired.
For the reciprocal ultrametric we symmetrize dissimilari-
ties with a maximization operation and take the (n − 1)-th
power of the resulting matrix on the dioid algebra A. For
the nonreciprocal ultrametric we revert the order of these
two operations. We first consider matrix powers An−1X and(
ATX
)n−1
of the dissimilarity matrix and its transpose which
we then symmetrize with a maximization operator. Besides
emphasizing the extremal nature (cf. Theorem 1) of reciprocal
and nonreciprocal clustering, Theorem 2 suggests the existence
of intermediate methods in which we raise dissimilarity ma-
trices AX and ATX to some power, perform a symmetrization,
and then continue applying matrix powers. These procedures
yield methods that are not only valid but coincide with the
family of semi-reciprocal ultrametrics introduced in Section
III-C, as the following proposition asserts.
Proposition 5 For any network N = (X,AX) with n nodes
the t-th semi-reciprocal ultrametric uSR(t)X in (26) for every
natural t ≥ 2 can be computed as
u
SR(t)
X =
(
max
(
At−1X ,
(
ATX
)t−1))n−1
, (48)
where the matrix operations are in the dioid algebra A.
Proof: By comparison with (40), in (48) we in fact compute
reciprocal clustering on the network (X,At−1X ). Furthermore,
from the definition of matrix multiplication (35) in A, the
(t − 1)-th dioid power At−1X is such that its entry [At−1X ]ij
represents the minimum cost of a chain containing at most t
nodes, i.e.
[At−1X ]ij = min
Ct(xi,xj)
max
k|xk∈Ct(xi,xj)
AX(xk, xk+1). (49)
9It is just a matter of notation, when comparing (49) and (25)
to see that At−1X = A
SR(t)
X . Since semi-reciprocal clustering
is equivalent to applying reciprocal clustering to network
(X,A
SR(t)
X ) [cf. (26) and (6)], the proof concludes.
The result in (48) is intuitively clear. The powers At−1X and(
ATX
)t−1
represent the minimum cost among directed chains
of at most t−1 links. In the terminology of Section III-C these
are the costs of optimal secondary chains containing at most
t nodes. Therefore, the maximization max
(
At−1X ,
(
ATX
)t−1 )
computes the cost of joining two nodes with secondary chains
of at most t nodes in each direction. This is the definition of
A¯
SR(t)
X in (26). Applying the (n − 1)-th dioid power to this
new matrix is equivalent to looking for minimizing chains in
the network with costs given by the secondary chains. Thus,
the outermost dioid power computes the costs of the optimal
main chains that achieve the ultrametric values in (26).
Observe that we recover (40) by making t = 2 in (48)
and that we recover (41) when t = n. For this latter case
note that when t = n in (48), comparison with (41) shows
that max(At−1X , (A
T
X)
t−1) = max(An−1X , (A
T
X)
n−1) = uNRX .
However, since uNRX is an ultrametric it is idempotent in the
dioid algebra [cf. (37)] and the outermost dioid power in (48)
is moot. This recovery is consistent with the observations in
(33) and (34) that reciprocal and nonreciprocal clustering are
particular cases of semi-reciprocal clustering HSR(t) such that
for t = 2 we have uSR(2)X = u
R
X and for t ≥ n it holds
that uSR(t)X = u
NR
X . The results in Theorem 2 and Proposi-
tion 5 emphasize the extremal nature of the reciprocal and
nonreciprocal methods and characterize the semi-reciprocal
ultrametrics as natural intermediate clustering methods in an
algorithmic sense.
This algorithmic perspective allows for a generalization in
which the powers of the matrices AX and ATX are different.
To be precise consider positive integers t, t′ > 0 and define the
algorithmic intermediate clustering method Ht,t′ with parame-
ters t, t′ as the one that maps the given network N = (X,AX)
to the ultrametric set (X,ut,t
′
X ) = Ht,t
′
(N) given by
ut,t
′
X :=
(
max
(
AtX ,
(
ATX
)t′))n−1
. (50)
The ultrametric (50) can be interpreted as a semi-reciprocal ul-
trametric where the allowed length of secondary chains varies
with the direction. Forward secondary chains may have at most
t+ 1 nodes whereas backward secondary chains may have at
most t′ + 1 nodes. The algorithmic intermediate family Ht,t′
encapsulates the semi-reciprocal family since Ht,t ≡ HSR(t+1)
as well as the reciprocal method sinceHR ≡ H1,1 as it follows
from comparison of (50) with (48) and (40), respectively. We
also have that HNR(N) = Hn−1,n−1(N) for all networks
N = (X,AX) such that |X| ≤ n. This follows from the
comparison of (50) with (41) and the idempotency of uNRX =
max(An−1X , (A
T
X)
n−1) with respect to the dioid algebra. The
intermediate algorithmic methods Ht,t′ are admissible as we
claim in the following proposition.
Proposition 6 The hierarchical clustering method Ht,t′ is
valid and admissible. I.e., ut,t
′
X defined in (50) is a valid
ultrametric and Ht,t′ satisfies axioms (A1)-(A2).
Proof: Since method Ht,t′ is a generalization of HSR(t), the
proof is almost identical to the one of Proposition 4. The
only major difference is that showing symmetry of ut,t
′
X , i.e.
ut,t
′
X (x, x
′) = ut,t
′
X (x
′, x) for all x, x′ ∈ X , is not immediate
as in the case of uSR(t)X . In a fashion similar to (26), we rewrite
the definition of ut,t
′
X given an arbitrary network (X,AX) in
terms of minimizing chains,
ut,t
′
X (x, x
′) = min
C(x,x′)
max
i|xi∈C(x,x′)
At,t
′
X (xi, xi+1) (51)
where the function At,t
′
X is defined as
At,t
′
X (x, x
′) := max
(
A
SR(t+1)
X (x, x
′), ASR(t
′+1)
X (x
′, x)
)
, (52)
for all x, x′ ∈ X and functions ASR(·)X as defined in (25).
Notice that At,t
′
X is not symmetric in general. Symmetry of
ut,t
′
X , however, follows from the following claim.
Claim 1 Given any network (X,AX) and a pair of nodes
x, x′ ∈ X such that ut,t′X (x, x′) = δ, then ut,t
′
X (x
′, x) ≤ δ.
Proof: Assuming ut,t
′
X (x, x
′) = δ, we denote by C(x, x′) =
[x = x0, x1, ..., xl = x
′] a minimizing main chain achieving
the cost δ in (51). Thus, we must show that there exists a main
chain Cˆ(x′, x) from x′ back to x with cost not exceeding δ.
From definition (52), there must exist secondary chains in both
directions between every pair of consecutive nodes xi, xi+1 in
C(x, x′) with cost no greater than δ. These secondary chains
Ct+1(xi, xi+1) and Ct′+1(xi+1, xi) can have at most t + 1
nodes in the forward direction and at most t′ + 1 nodes in
the opposite direction. Moreover, without loss of generality
we may consider the secondary chains as having exactly t+ 1
nodes in one direction and t′ + 1 in the other if we do not
require consecutive nodes to be distinct.
Focus on a pair of consecutive nodes xi, xi+1 of the
main chain C(x, x′). If we can construct a main chain from
xi+1 back to xi with cost not greater than δ, then we can
concatenate these chains for pairs xi+1, xi for all i and obtain
the required chain Cˆ(x′, x) in the opposite direction.
Notice that the secondary chains Ct′+1(xi+1, xi) and
Ct+1(xi, xi+1) can be concatenated to form a loop
L(xi+1, xi+1), i.e. a chain starting and ending at the same
node, of t′+t+1 nodes and cost not larger than δ. We rename
the nodes in L(xi+1, xi+1) = [xi+1 = x0, x1, ..., xt
′
=
xi, ..., x
t′+t−1, xt
′+t = xi+1] starting at xi+1 and following
the direction of the loop.
Now we are going to construct a main chain C(xi+1, xi)
from xi+1 to xi. We may reinterpret the loop L(xi+1, xi+1)
as the concatenation of two secondary chains [x0, x1, . . . , xt]
and [xt, xt+1, . . . , xt+t
′
= x0] each of them having cost not
greater than δ. Thus, we may pick x0 = xi+1 and xt as the
first two nodes of the main chain C(xi+1, xi). With the same
reasoning, we may link xt with x 2tmod (t+t
′) with cost not
exceeding δ, and we may link x 2tmod (t+t
′) with x 3tmod (t+t
′)
with cost not exceeding δ, and so on. Hence, we construct the
main chain
C(xi+1, xi)=[x
0, xt, x2t mod(t+t
′), . . . , x(t+t
′−1)t mod(t+t′)],
(53)
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which, by construction, has cost not exceeding δ.
In order to finish the proof, we need to verify that the last
node in the chain in (53) is in fact xt
′
= xi. To do so, we have
to show that (t + t′ − 1) t ≡ t′ mod (t + t′), which follows
from rewriting the left-hand side as (t+ t′)(t− 1) + t′.
Applying Claim 1 to an arbitrary pair of nodes x, x′ and
then to the pair x′, x implies that ut,t
′
X (x, x
′) = ut,t
′
X (x
′, x), as
needed to show Proposition 6.
Algorithms to compute ultrametrics associated with the
grafting families in Section III-A entail simple combinations
of matrices uRX and u
NR
X . E.g., the ultrametrics in (9) corre-
sponding to the grafting method HR/NR(β) can be computed
as
u
R/NR
X (β) = u
NR
X ◦ I
{
uRX ≤ β
}
+ uRX ◦ I
{
uRX > β
}
, (54)
where ◦ denotes the Hadamard matrix product and I {·} is an
element-wise indicator function.
In symmetric networks, Theorem 1 states that any admis-
sible method must output an ultrametric equal to the single
linkage ultrametric, that we can denote by uSLX . Thus, all
algorithms in this section yield the same output uSLX when
restricted to symmetric matrices AX . Considering, e.g., the
algorithm for the reciprocal ultrametric in (40) and noting that
for a symmetric network AX = max(AX , ATX) we conclude
that single linkage can be computed as
uSLX = A
n−1
X . (55)
Algorithms for the convex combination family in Section
III-B involve computing dioid algebra powers of a convex
combination of ultrametric matrices. Given two admissible
methods H1 and H2 with outputs (X,u1X) = H1(N) and
(X,u2X) = H2(N), and θ ∈ [0, 1], the ultrametric in (20)
corresponding to the method H12θ can be computed as
u12X (θ) =
(
θ u1X + (1− θ)u2X
)n−1
. (56)
The operation θ u1X + (1 − θ)u2X is just the regular convex
combination in (19) and the dioid power in (56) implements
the single linkage operation in (20) as it follows from (55).
Remark 4 It follows from (40), (41), (48), (50), (54), and (56)
that all methods presented in this paper can be computed in
a number of operations of order O(n4) which coincides with
the time it takes to compute n matrix products of matrices of
size n×n. This complexity can be reduced to O(n3 log n) by
noting that the dioid matrix power An can be computed via
the sequence A,A2, A4, . . . which requires O(log n) matrix
products at a cost of O(n3) each. Complexity can be fur-
ther reduced using the sub cubic dioid matrix multiplication
algorithms in [27], [28] that have complexity O(n2.688) for
a total complexity of O(n2.688 log n) to compute the n-th
matrix power. There are also related methods with even lower
complexity. For the case of reciprocal clustering, complexity
of order O(n2) can be achieved by leveraging an equivalence
between single linkage and a minimum spanning tree problem
[29], [30]. For the case of nonreciprocal clustering, Tarjan’s
method [12] can be implemented to reduce complexity to
O(n2 log n).
V. NUMERICAL RESULTS
The U.S. Department of Commerce publishes a yearly table
of input and outputs organized by economic sectors1. We
focus on a particular section of this table, called uses, that
corresponds to the inputs to production for year 2011. More
precisely, we are given a set I of 61 industrial sectors as
defined by the North American Industry Classification System
and a similarity function U : I × I → R+ where U(i, i′)
represents how much of the production of sector i, expressed in
dollars, is used as an input of sector i′. Based on this, we define
the network NI = (I, AI) where the dissimilarity function AI
satisfies AI(i, i) = 0 for all i ∈ I and, for i 6= i′ ∈ I , is given
by
AI(i, i
′) := 1− U(i, i
′)∑
j U(j, i
′)
. (57)
The normalization U(i, i′)/
∑
j U(j, i
′) in (57) can be inter-
preted as the proportion of the input in dollars to productive
sector i′ that comes from sector i. In this way, we focus on
the combination of inputs of a sector rather than the size of
the economic sector itself. That is, a small dissimilarity from
sector i to sector i′ implies that sector i′ highly relies on the
output of sector i as input for its own production.
Reciprocal clustering. The outcome of applying the recipro-
cal clustering method HR defined in (6) to the network NI
is computed with the formula in (40). A partial view of the
resulting dendrogram is shown in Fig. 6-(a) where two clusters
appearing at resolutions δR1 = 0.959 and δ
R
2 = 0.969 are
highlighted in blue and red, respectively. We also depict in
Fig. 6-(b) the nodes in the blue cluster with edges represent-
ing bidirectional influence between industrial sectors at the
corresponding resolution. That is, a double arrow is drawn
between two nodes if and only if the dissimilarity between
these nodes in both directions is less than or equal to δR1 . In
particular, it shows the bidirectional chains of minimum cost
between two nodes. E.g., the bidirectional chain of minimum
cost from the sector ‘Rental and leasing services of intangible
assets’ (RL) to ‘Computer and electronic products’ (CE) goes
through ‘Management of companies and enterprises’ (MC).
It follows from (6) that the reciprocal clustering method
HR tends to cluster sectors of balanced influence in both
directions. E.g., the first two sectors to be merged by HR are
‘Administrative and support services’ (AS) and ‘Miscellaneous
professional, scientific and technical services’ (MP) at resolu-
tion δ = 0.887. This occurs because 13.2% of the input of
AS comes from MP – corresponding to AI(MP,AS) = 0.868
– and 11.3% of MP’s input comes from AS, both influences
being similar in magnitude. It is reasonable that these two
sectors hire services from each other in order to better deliver
their own services. This balanced behavior is more frequent
among service sectors than between raw material extraction
(primary) or manufacturing (secondary) sectors. Indeed, the
blue cluster in Fig. 6-(b) is mainly composed of services.
The first two mergings occur between MP-AS and RL-MC
representing professional, support, rental and management
services, respectively. At resolution δ = 0.925, the sectors
1Available at http://www.bea.gov/industry/io annual.htm
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Fig. 6. (a) Partial view of the reciprocal dendrogram output by HR when
applied to NI . Two clusters formed at resolutions δR1 = 0.959 and δ
R
2 =
0.969 are highlighted in blue and red, respectively. (b) Detail of blue cluster.
Edges represent bidirectional influence between adjacent sectors.
‘Federal Reserve banks, credit intermediation, and related
activities’ (FR) and ‘Securities, commodity contracts, and
investments’ (SC) merge. This is an exception to the described
balanced mergings between service sectors. Indeed, 24.1% of
FR’s input comes from SC whereas only 7.5% of SC’s input
comes from FR. This is expected since credit intermediation
entities in FR have as input investments done in the SC sector.
At resolution δ = 0.940, ‘Real estate’ (RA) joins the MP-AS
cluster due to a bidirectional influence between RA and AS.
More precisely, 6.5% of the input to the RA sector comes
from AS and 6.0% vice versa. This implies that the RA sector
hires external administrative and support services and the AS
sector depends on the real estate services to, e.g., rent locations
for their operation. The MP-AS-RA cluster merges with the
FR-SC cluster at resolution δ = 0.948 due to the relation
between MP and FR. Indeed, MP provides 11.3% of FR input
– corresponding to AI(MP,FR) = 0.887 – and 5.2% of MP’s
input comes from FR. At resolution δ = 0.957, CE joins the
RL-MC cluster due to its bidirectional influence relation with
MC. The sector of electronic products CE is the only sector
in the blue cluster formed at resolution δR1 = 0.959 that does
not represent a service. The ‘Insurance carriers and related
activities’ (IC) sector joins the MP-AS-RA-FR-SC cluster at
resolution δ = 0.959 because of its relation with SC. In fact,
4.5% of IC’s input comes from SC in the form of securities and
investments and 4.1% of SC’s input comes from IC in the form
of insurance policies for investments. Finally, at resolution
δR1 = 0.959, the clusters MP-AS-RA-FR-SC-IC and CE-RL-
MC merge due to the relation between the supporting services
AS and the management services MC.
Requiring direct bidirectional influence generates some
clusters which are counter-intuitive. E.g., in the reciprocal
dendrogram in Fig. 6-(a), at resolution δ = 0.971 when the
blue and red clusters merge together we have that the ‘Oil and
gas extraction’ sector (OG) in the red cluster joins, e.g., the
insurance sector IC in the blue cluster. However, OG does not
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Fig. 7. (a) Partial view of the nonreciprocal dendrogram output by HNR
when applied to NI . One cluster, formed at resolution δNR1 = 0.900, is
highlighted in blue. (b) Detail of highlighted cluster. Directed edges between
sectors imply unidirectional influence between them. Thick arrows mark the
longest cycle.
merge with ‘Petroleum and coal products’ (PC), a sector that
one would expect to be more closely related, until resolution
δ = 0.975. In order to avoid this situation, we may allow
nonreciprocal influence as we do next.
Nonreciprocal clustering. The outcome of applying the non-
reciprocal clustering method HNR defined in (7) to NI is
computed via (41). A partial view of the resulting dendrogram
is shown in Fig. 7-(a). Let us first observe that the nonre-
ciprocal ultrametrics (merging resolutions) in Fig. 7-(a) are
not larger than the reciprocal ultrametrics in Fig. 6-(a), as it
should be the case given the inequality in (8). As a test case
we have that the ‘Mining, except oil and gas’ (MI) and the
‘Utilities’ (UT) sectors become part of the same cluster in
the reciprocal dendrogram at a resolution δ = 0.943 whereas
they merge in the nonreciprocal dendrogram at resolution
δ′ = 0.912 < 0.943.
A more interesting observation is that the nonreciprocal
dendrogram is qualitatively very different from the reciprocal
dendrogram. In the reciprocal dendrogram we tended to see the
formation of definite clusters that then merged into larger clus-
ters at coarser resolutions. In the nonreciprocal dendrogram,
in contrast, we see the progressive agglutination of economic
sectors into a central cluster. Indeed, the first non-singleton
cluster to arise is formed at resolution δ = 0.885 by the sectors
of oil and gas extraction OG, petroleum and coal products PC,
and ‘Construction’ (CO). In Fig. 7-(b) we see that this cluster
forms due to the influence cycle [OG, PC, CO, OG]. Of all
the economic input to PC, 82.6% comes from the OG sector –
which is represented by the dissimilarity AI(OG,PC) = 0.174
– in the form of raw material for its productive processes of
which oil refining is the dominant one. In the input to CO
a total of 11.5% comes from PC as fuel and lubricating oil
for heavy machinery as well as asphalt coating, and 12.3% of
OG’s input comes from CO mainly from engineering projects
to enable extraction such as perforation and the construction
12
of pipelines and their maintenance.
At resolution δ = 0.887 this cluster grows by the simulta-
neous incorporation of the support service sector AS and the
professional service sector MP. These sectors join due to the
loop [AS, MP, CO, OG, PC, AS]. The three new edges in this
loop that involve the new sectors are the ones from PC to AS,
from AS to MP and from MP to CO. Of all the economic input
to AS, 13.4% comes from the PC sector in the form of, e.g.,
fuel for the transportation of manpower. Of MP’s input, 11.3%
comes from AS corresponding to administrative and support
services hired by the MP sector for the correct delivery of
MP’s professional services and in the input to CO a total of
12.8% comes from MP from, e.g., architecture and consulting
services for the construction. We then see the incorporation
of the rental service sector RL and ‘Wholesale trade’ (WH)
to the five-node cluster at resolution δ = 0.895 given by the
loop [WH, RL, OG, PC, AS, MP, WH]. Finally, at resolution
δNR1 = 0.900 the financial sectors SC and FR join this cluster
due to the chain [SC, FR, RL, OG, PC, AS, MP, SC].
The nonreciprocal clustering method HNR detects cyclic
influences which, in general, lead to clusters that are more
reasonable than those requiring bidirectional influence as in
reciprocal clustering. E.g.,HNR merges the oil and gas OG and
petroleum products PC sectors at resolution δ = 0.885 before
they merge with the insurance sector IC at resolution δ =
0.923. By contrast, as has been already stated, HR merges OG
with IC before their common joining with PC. However, the
preponderance of cyclic influences in the network of economic
interactions NI leads to the formation of clusters that look
more like artifacts than fundamental features. E.g., the cluster
that forms at resolution δ = 0.887 has AS and MP joining
the three-node cluster CO-PC-OG because of an influence
cycle of five nodes. From our discussion above, it is thus
apparent that allowing clusters to be formed by arbitrarily long
cycles overlooks important bidirectional influences between
co-clustered nodes. If we wanted a clustering method which at
resolution δ = 0.887 would cluster the nodes PC, CO, and OG
into one cluster and AS and MP into another cluster, we should
allow influence to propagate through cycles of at most three
or four nodes. A family of methods that permits this degree
of flexibility is the family of semi-reciprocal methods HSR(t)
that we discussed in Section III-C and whose application we
exemplify next.
Semi-reciprocal clustering. The outcome of applying the
semi-reciprocal clustering method HSR(3) defined in Section
III-C to NI is computed with the formula in (48). A partial
view of the resulting dendrogram is shown in Fig. 8-(a). Two
clusters generated at resolutions δSR1 = 0.909 and δ
SR
2 = 0.917
are highlighted in red and blue, respectively. These clusters
are depicted in Fig. 8-(b) with directed edges between the
nodes representing dissimilarities less than or equal to the
corresponding resolution. E.g., for the cluster generated at
resolution δSR1 = 0.909, we draw an edge from sector i
to sector i′ if and only if AI(i, i′) ≤ δSR1 . Comparing the
semi-reciprocal dendrogram in Fig. 8-(a) with the reciprocal
and nonreciprocal dendrograms in Figs. 6-(a) and 7-(a), we
observe that semi-reciprocal clustering merges any pair of
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Fig. 8. (a) Partial view of the semi-reciprocal dendrogram output by HSR(3)
when applied to NI . Two clusters formed at resolutions δSR1 = 0.909 and
δSR2 = 0.917 are highlighted in red and blue, respectively. (b) Detail of
highlighted clusters. Cyclic influences can be observed.
sectors at a resolution not higher than the resolution at which
they are co-clustered by reciprocal clustering and not lower
than the one at which they are co-clustered by nonreciprocal
clustering. E.g., the financial sectors FR and SC become part
of the same cluster at resolutions δR = 0.925 in the reciprocal
dendrogram, δSR = 0.909 in the semi-reciprocal dendrogram
and δNR = 0.900 in the nonreciprocal dendrogram, satisfying
δNR ≤ δSR ≤ δR. This ordering of the merging resolutions is as
it should be since the reciprocal and nonreciprocal ultrametrics
uniformly bound the output ultrametric of any admissible
clustering method such as semi-reciprocal clustering [cf. (8)].
The clustering method HSR(3) allows reasonable cyclic
influences and is insensitive to intricate influences described
by long cycles. As already mentioned, HR does not recog-
nize the obvious relation between the oil and gas OG and
the petroleum products PC sectors because it requires direct
bidirectional influence whereas HNR merges OG and PC at a
low resolution but also considers other counter-intuitive cyclic
influence structures represented by long loops such as the
merging of the service sectors AS and MP with the cluster
OG-PC-CO before forming a cluster by themselves [cf. Fig.
7]. The semi-reciprocal method HSR(3) combines the desirable
features of reciprocal and nonreciprocal clustering. Indeed,
as can be seen from Fig. 8-(a), HSR(3) recognizes the heavy
industry cluster OG-PC-CO since these three sectors are the
first to merge at resolution δ = 0.885. However, the service
sectors MP and AS form a cluster of their own before merging
with the heavy industry cluster. To be more precise, MP and
AS merge at resolution δ = 0.887 due to the bidirectional
influence between them. When we increase the resolution, at
δSR2 = 0.917 the ‘Rental and leasing services’ (RL) sector
acts as an intermediary merging the OG-PC-CO cluster with
the MP-AS cluster forming the blue cluster in Fig. 8-(b).
The cycle containing RL with secondary chains of length at
most 3 nodes is [RL, OG, PC, AS, RL]. The sector RL uses
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administrative and support services from AS to provide their
own leasing services, and leasing is a common practice in the
OG sector. Thus, we obtain the influences depicted in the blue
cluster. At resolution δSR1 = 0.909 the credit intermediation
sector FR, the investment sector SC and the real estate sector
RA form a three-node cluster given by the influence cycle
[RA, SC, FR, RA] and depicted in red in Fig. 8-(b). Of all
the economic input to SC, 9.1% comes from the RA sector
in the form of, e.g., leasing services related to real estate
investment trusts. The sector SC provides 24.1% of FR’s input
whereas FR represents 35.1% of RA’s input. Notice that in the
nonreciprocal dendrogram in Fig. 7-(a), these three sectors
join the main blue cluster separately due to the formation of
intricate influence loops. The semi-reciprocal method, by not
allowing the formation of long loops, distinguishes the more
reasonable cluster formed by FR-RA-SC.
VI. CONCLUSION
We identified and described three families of hierarchical
clustering methods that, by satisfying the axioms of value
and transformation, are contained between reciprocal and
nonreciprocal clustering: i) The grafting methods are defined
by exchanging branches between the reciprocal and nonre-
ciprocal dendrograms; ii) The convex combination methods
are built around the definition of a convex operation in the
space of dendrograms; and iii) The semi-reciprocal clustering
methods allow the generation of clusters via cyclic influence
of a fixed maximum length. Algorithms for the application
of the methods described throughout the paper were devel-
oped via matrix operations in a min-max dioid algebra. The
reciprocal ultrametric was computed by first symmetrizing
directed dissimilarities to their maximum and then computing
increasing powers of the symmetrized dissimilarity matrix
until stabilization whereas, for the nonreciprocal case, the
opposite was shown to be true. In a similar fashion, algorithms
for the remaining clustering methods presented throughout the
paper were developed in terms of finite matrix powers, thus ex-
hibiting computational tractability of our clustering construc-
tions. Finally, we applied the derived clustering methods and
algorithms to study the relationship between economic sectors
in the United States. As a future research avenue, we seek
to further winnow the set of admissible methods by requiring
additional properties such as stability – when clustering similar
networks we should obtain similar dendrograms – and scale
invariance – the formation of clusters should not depend on
the scale used to measure dissimilarities.
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