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whether network architecture and input data statistics may guide the choices of learning param-
eters and vice versa. Given the broad applicability of deep architectures, this issue is interesting
both from theoretical and a practical standpoint. Using properties of general nonconvex objectives
(with first-order information), we first build the association between structural, distributional and
learnability aspects of the network vis-a`-vis their interaction with parameter convergence rates.
We identify a nice relationship between feature denoising and dropout, and construct families of
networks that achieve the same level of convergence. We then derive a workflow that provides sys-
tematic guidance regarding the choice of network sizes and learning parameters often mediated4
by input statistics. Our technical results are corroborated by an extensive set of evaluations, pre-
sented in this paper as well as independent empirical observations reported by other groups. We
also perform experiments showing the practical implications of our framework for choosing the
best fully-connected design for a given problem.
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1. Introduction
The successful deployment of deep learning algorithms in a broad spectrum of applications includ-
ing localizing objects in images (Lenz et al., 2015; Krizhevsky et al., 2012; Szegedy et al., 2014),
analyzing particle accelerator data (Baldi et al., 2014), converting speech into text (Hinton et al.,
2012), learning to play video games (Mnih et al., 2013), predicting the activity of drug molecules
(Lusci et al., 2013; Sutskever et al., 2014) and designing clinical trials (Plis et al., 2014; Ithapu et al.,
2015) provides compelling evidence that they can learn complex concepts with fairly minimal fea-
ture engineering or preprocessing. This success is attributed to the idea of composing simple but
non-linear modules that each transform the lower levels (i.e., raw or normalized data) into a repre-
sentation at a more abstract level (LeCun et al., 2015; Bengio, 2009; Bengio et al., 2013). These
layers of features are not hand designed, rather learned from data using a general learning process
guided by the structure of the carefully chosen non-linear modules. While this high level repre-
sentation learning procedure is quite general, the problem at hand may at least partly govern the
choice of the architecture and require certain modifications to the algorithm. Consequently, moti-
vated by various experimental considerations one encounters in practice, several variants of deep
architectures and corresponding regularization schemes have been developed over the past decade
(Lee et al., 2009; Vincent et al., 2010; Baldi and Sadowski, 2014; Goh et al., 2013; Wan et al., 2013;
Ioffe and Szegedy, 2015).
Complementary to such design, algorithmic, and empirical developments, there is also a grow-
ing recent interest in better understanding the mathematical properties of these models. Over the
last few years, several interesting results have been presented (Castillo et al., 2006; Shao and Zheng,
2011; Dauphin et al., 2014; Livni et al., 2014; Bach, 2014; Arora et al., 2014; Patel et al., 2015; Jan-
zamin et al., 2015; Hardt et al., 2015). While some of these studies address the hypothesis space,
and the corresponding sets of functions learnable by deep networks, others analyze the nature of the
parameter space that needs to be learned via backprogapation. A more detailed discussion about
these works is included in Section 1.2 where we review some of the most related papers. This liter-
ature is still rapidly evolving, and there are a large number of interesting, and open, questions listed,
for instance, in Bengio (2012); Wang and Raj (2015) whose answers will help guide, going forward,
the training, debugging and designing of large-scale, and often very deep, multi-layer neural net-
works for arbitrary and complex learning tasks. A few such motivating questions are given below
that will help provide the context for this paper.
(Q1) There is strong empirical evidence that changing the network depth or layer lengths (i.e., sizes
of the individual layers) leads to significant and, at times, a non-trivial change in generaliza-
tion performance (measured via testing set error) (Bengio, 2009; Hinton and Salakhutdinov,
2006; Simonyan and Zisserman, 2014; Szegedy et al., 2014). To that end, is it possible say
anything specific about the best possible architecture for learning representations from a given
dataset or for a specific task? In other words,
(a) Can we explicitly compute the influence of the number of layers, the corresponding
lengths and activation function choices, on the complexity of the input-to-output map-
ping being learned?
(b) Or, how do the types of learnable mappings vary as we change the lower and/or higher
layer lengths? Are there sets of appropriate and ‘good’ architectures for a given learning
task?
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(Q2) Does fully supervised dropout (Srivastava et al., 2014) compensate for unsupervised pretrain-
ing (Erhan et al., 2009)? Are these two ideas theoretically related? As a function of the
network structure, are there regimes where one is intrinsically better?
(Q3) Which networks have faster parameter convergence? A recent result on stochastic gradients
relates the training time to generalization (Hardt et al., 2015). On new learning tasks (with
no established benchmarks), can the notion of parameter convergence, in tandem with (or
without) such a generalization result, be used as a criteria for choosing the best architecture
from a family of networks?
(Q4) Are there concepts that cannot be learned by a given deep model? Specifically, given the form
of non-linearities used in a design, can we say much about the type of data statistics that the
network is guaranteed to learn?
(Q5) Given that the choice of non-linearities is mainly task dependent, for instance, max-pooling
guarantees some form of translation invariance (Nagi et al., 2011). In general, these choices
are not based on the eventual goal of convergence or generalization – and instead such non-
linearities can be interpreted as efficient regularizers. So,
(a) Given the task, are there optimal choices for such non-linearities? More importantly,
using task-specific information and the data distribution, are there strategies to choose
the best activation from a given bag of non-linearities?
(b) Are there strategies for designing activations beyond convolutions and translation invari-
ance, for instance, to efficiently learn models for applications where the data are brain
images (e.g., magnetic resonance images (Frisoni et al., 2010; Killiany et al., 2000)) and
genetic data (e.g., single nucleotide polymorphisms (Sachidanandam et al., 2001)), that
are presumed to lie on complex combinations of low-dimensional manifolds (Gerber
et al., 2009; Corouge et al., 2004; Lazar et al., 2003).
(Q6) Different families of deep networks have been shown to lead to similar empirical performance
(Livni et al., 2014; Ngiam et al., 2011). When can we say that two arbitrary deep networks are
equivalent to each other in terms of the hypothesis spaces they can model? Can one construct
transformations or maps between such families?
(Q7) One of the reasons behind the success of deep networks is the availability of large amounts
of data (LeCun et al., 2015; Bengio et al., 2013; Erhan et al., 2009; Livni et al., 2014). But
can we also succseefully perform small sample size deep learning with dataset sizes much
larger than the number of features (common in biomedical applications involving expensive
acquisitions)? Or, can the network be regularized to compensate for the lack of sufficient
amount of training data?
For some of these problems, there is good empirical evidence but little theoretical support (e.g.,
Q1 and Q6), while some of the other questions, to the best of our knowledge, are yet to be care-
fully studied and addressed from the theoretical perspective. For instance, while this literature is
rapidly evolving, not much is known about the relationship of the network architecture and the input
distributions (Q1, Q3 and Q5), in the context of algorithms for small sample size deep learning
(Q7).
The broad goal of this work is to address some of these open problems, and/or provide a good
starting point towards answering them. We pursue this goal by presenting a potentially useful theo-
retical characterization of certain convergence properties of deep networks, from the perspective of
parameter estimation. At the high level, we study the relationship between learnability i.e., conver-
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gence of parameter estimation in an optimization sense, and the architecture of the deep networks for
a given training dataset. In particular, we are interested in the interplay of the network architecture
and data statistics and their influence on the learning schemes. These aspects of deep networks,
although intuitively seem related, have, for the most part, been studied separately. Specifically,
Dauphin et al. (2014); Livni et al. (2014); Bach (2014) and others address the optimization of deep
networks, while Lee et al. (2009); Baldi and Sadowski (2014); Goh et al. (2013); Wan et al. (2013)
and others deal with the regularization aspects – an explicit characterization of their interaction is
lacking in the literature so far. We describe how characterizing this interplay directly enables an-
swering several of the above questions, which may facilitate or guide other empirical investigations.
Overview: The most commonly used procedure for parameter estimation in deep networks is
the mini-batch stochastic gradients (Bottou, 1991; LeCun et al., 2012; Bengio, 2012). This involves
deriving the average gradient from the error computed on the learning objective (or loss) using a
few training instances, and adjusting the weights/parameters accordingly. This continues for a fixed
number of iterations and one can, in principle, perform some checks at the stopping iteration and
repeat the procedure, if needed. Our general goal is to tie the mechanics of this procedure, to the
network structure. In contrast to other recent results derived independently of our work (Janza-
min et al., 2015), we directly work with stochastic gradients with no strong assumptions on the
data/network structure (Bach, 2014), which enables obtaining results that are quite generally appli-
cable. The starting point of our analysis is a recent work by Ghadimi and Lan (2013) dealing with
the convergence of stochastic gradients for arbitrary nonconvex problems using a first-order oracle.
We build upon and adapt this analysis by first addressing single-layer networks and unsupervised
pretraining, and then, the more general case of multi-layer dropout networks, followed by convolu-
tional and recurrent neural networks. In each of these cases, once the network structure is tied to the
behaviour of the gradients, we analyze the influence of input data statistics on the parameter esti-
mation and convergence. More importantly, apart from addressing the interplay, the algorithms we
present, with minor tweaks, are easily deployable to the standard training pipeline. The bounds na-
tively take into account the standard regularization schemes like dropout and layer-wise pretraining,
making them even more useful in practice.
1.1 The design choice problem
Within the last several years, several variants of network architectures have been proposed with
various combinations of fully connected (e.g. Boltzmann machines (Nair and Hinton, 2010) or
autoencoders (Vincent et al., 2010)), convolutional or recurrent layers with non-linearities like rec-
tified linear units (Dahl et al., 2013), maxout (Goodfellow et al., 2013) and/or max-pooling (Nagi
et al., 2011) trained using dropout (Srivastava et al., 2014), dropconnect (Wan et al., 2013). The
goal of a practitioner is to choose the network architecture most suitable for solving a given prob-
lem/application. One is then faced with a ‘multitude’ of architectural choices when trying to decide
the specific construction that is likely to work the best. For instance, one may decide to use a
network with combinations of convolutional and fully connected layers using rectified linear units
where learning is performed using dropout, or prefer other variations of such a prototypical con-
struction. The choice is, at least, in part, governed by the domain knowledge apart from other
resources constraints including the sizes of available datasets and/or the desired convergence (or
generalization) of the estimated parameters. Therefore, this interplay of (network) structure and pa-
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rameter convergence is important to guide the choice of which setup will be most useful. Consider
the following simple issues that comes up routinely in practice.
• From the prototypical network to the desired one: With the goal of achieving the best possible
generalization via validation set error or some other performance measure of interest, one may
start with a prototypical network described in the literature and then modulate it by changing the
depth, layer lengths, or the learning algorithm (Wan et al., 2013), (Goodfellow et al., 2013). The
specific modulations, i.e., the design choices, are mostly driven by domain knowledge or user
expertise. For a wide variety of concepts/tasks, which non-linearities to choose may not be clear,
and may have to be based on trial/error.
• How many designs to check for? Beyond the structural adjustments that might be necessary, there
is a separate question focusing on how many adjustments to evaluate for and when to stop. For
smaller and medium sized datasets, a few dozen, if not a hundred, such modulated models may
be tested. For much larger datasets, in general, the biggest model that can reasonably fit in the
memory, and can be trained, is selected. There are not many guidelines available to facilitate this
process.
Clearly, any best practices, e.g., basic principles or “ground rules”, in order to select the ap-
propriate families of networks and the corresponding structural modulations for customization, will
be beneficial. A systematic or informed (based on some set of rules) network design strategy can
address some of these problems, while also providing insights into design choice issues beyond the
type and number of models to search for.
• Resource allocation: Given a learning task that is relevant in an application, criteria for the
dataset size that one must collect within a study is very useful in biomedical applications where
the acquisition is costly and time-consuming — the budget must be explicitly justified to funding
agencies. For instance, a single acquisition of positron emission tomography (PET) scan can
cost $3000+, while a MRI scan may cost ∼ $500. Similar to power calculations in statistical
analysis, a sensible strategy for estimating the dataset size required to achieve a certain level of
parameter convergence is highly desirable. Further, training ‘larger than necessary’ networks
will entail more computing and financial resources. A simple way to quantify such gains is by
asking the question when to stop the stochastic gradient update procedure? Cutting down the
minimum number of such training iterations required to achieve a certain level of convergence or
generalization, even by 5− 10%, will result in quantifiable computing and financial savings, for
instance, when learning networks on cloud platforms.
• Model family/class selection: It seems that searching for the most appropriate model will benefit
from having a mechanism that lists out the families of networks with similar (expected) gener-
alization for the given task. For instance, fully connected sigmoidal networks might be more
appropriate than convolutional layers for certain tasks where the input feature space is registered
(or normalized) to some “template” space. Such co-registered data is common in speech model-
ing (Hinton et al., 2012), medical imaging (Hinrichs et al., 2011) etc.
• Hyper-parameter selection: The learning hyper-parameters are generally selected via cross val-
idation or some additional domain knowledge/expertise. Although, automated hyper-parameter
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tuning has been studied using ideas from Bayesian Optimization (Snoek et al., 2012) and Ban-
dit learning (Li et al., 2016), there is little guidance available for adapting such procedures for
deep learning. It is not yet clear if design choice problem will benefit from such strategies — re-
stricting the hyper-parameter space using information/constraints on structure and the achievable
convergence is one potentially useful way to address this issue.
In this paper we discuss how the systematic design strategies may fall out of a framework that
analyzes the interplay of structure and parameter convergence. While we do not claim that the
network parameters should be decided solely based on the convergence; instead, we show that
convergence will enable assessing the goodness of a chosen network, and therefore, in turn, the
structure or learning hyper-parameters can be changed as necessary. On a new dataset/task, one
may first ‘select’ the best possible network structure guided by the results described in this paper,
using information from data statistics and other domain knowledge. The trends will help adapt or
modulate the chosen network as needed, based on certain downstream performance measures like
accuracy on validation sets.
1.1.1 ANALYSIS OF DATA FROM MULTI-CENTER STUDIES
The design choice problem is more involved where models need to be constructed on datasets col-
lected from multiple sources or acquisition sites. This problem can often be tackled prospectively,
e.g., within large scientific studies (Klunk et al., 2015) across multiple sites that are becoming more
prevalent to better understand disease progression Mueller et al. (2005) or evaluating the efficacy
of drugs Sperling et al. (2014). Data sharing/pooling considerations are usually formalized within
the project guidelines, which makes the follow-up analysis tasks relatively convenient. In contrast,
in many cases, the decision to pool data sets across multiple sources or centers is retrospective —
in an effort to increase the sample size of certain statistical tests, so that specific scientifically in-
teresting hypotheses can be evaluated (e.g., the data at each site, by itself, may be underpowered
due to smaller sample size). Separate from statistical analysis, we may seek to train richer machine
learning models for prediction or other clinical purposes on such pooled datasets. However, be-
cause of privacy laws that differ between countries (e.g., Europe, United States), it may not always
be possible (or may be logistically difficult) to pool/transfer data collected at different sites. One
may perform meta-analysis (Haidich, 2011) to aggregate individual models inferred from different
datasets/sites. Alternatively, one can choose to run or train ‘similar’ statistical models at each site
independently (respecting each country’s data sharing laws), and later combine the models or the
estimates (e.g., weighted by the sample sizes or the moments of the sample distribution). Assuming
that the models of interest are rich classes of neural networks, the ability to learn the same or com-
parable networks across all the datasets is very useful — it makes the downstream aggregation or
interpretation task significantly simpler.
If the underlying physical characteristic of the datasets are consistent, it makes sense to learn
comparable deep network models across multiple (similar) datasets. This will enable models that are
transferable across multiple data centers ensuring that similar network models, with similar degrees
of freedom, will be constructed on both data acquisition sites, respecting geographical data transfer
constraints. Observe that an inherent component of statistical estimation is to assess the confidence
of the produced estimates, typically, via computing the error bars (or confidence intervals) using
some bootstrapping with/without replacement. Clearly, for this bootstrapping to be sensible, each
realization, i.e., each set of deep networks from all the sites, will need to be learned up to the “same”
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level of convergence or generalization. In this way, any posthoc statistical procedure, like field of
experts Roth and Black (2005), non-nested model selection Pesaran and Weeks (2001), or simply
the information criteria like AIC, BIC etc. Arlot et al. (2010), can then be used to select the best or
aggregated model across the datasets/sites. Our framework will facilitate only only the multi-center
design choice problem, but also provide guidance on how the bootstrapping will be performed in
practice.
Main Contributions: (a) Motivated by the recent idea of randomly stopping gradient updates
from (Ghadimi and Lan, 2013), we present a framework for analyzing mini-batch stochastic gradi-
ents on arbitrary multi-layer deep networks. We prove gradient convergence of multi-layer networks
learned via dropout with/without layer-wise pretraining. (b) Building upon the framework, we de-
rive explicit relationships between the network structure, gradient learning parameters and input
data statistics. Our results are consistent with many empirical studies, but further guide the choices
of network/learning hyper-parameters for modeling a given data set. (c) We present extensive ex-
periments evaluating and visualizing the trends from the derived bounds. (d) We present systematic
design procedures for constructing deep networks that achieve certain level of convergence and gen-
eralization, and discuss a case study using such optimal design choices in learning deep networks on
medical imaging data. (e) We provide an interactive webpage which recommends sensible choices
of network structure for a given task or application at hand, based on some user defined input.
1.2 Related Work
The body of literature addressing backpropagation in neural networks, and deep networks in gen-
eral, is vast and dates back at least to the early 1970s. Here, we restrict the discussion only to
those works that fall immediately within the context of this paper. While there are a number of
early seminal papers addressing variants of backpropagation and stochastic gradients, and studying
the convergence of neural networks training (Becker and Le Cun, 1988; LeCun et al., 1998; Vogl
et al., 1988; Magoulas et al., 1999), a number of recent works (Ngiam et al., 2011; LeCun et al.,
2012; Bengio, 2012; Dauphin et al., 2014; Janzamin et al., 2015; Hardt et al., 2015; Andrychowicz
et al., 2016) provide a fresh treatment of these problems and analyze efficient learning schemes in
the context of deep networks specifically. The solution space of backpropagation in this setting has
also been addressed in recent results (Castillo et al., 2006; Shao and Zheng, 2011), providing new
insights into the types of functions learnable by deep networks (Livni et al., 2014; Bach, 2014).
Hardt et al. (2015) have shown that better generalization can be achieved by ensuring smaller train-
ing times, while Dauphin et al. (2014) describe, in detail, the non-convex landscape of deep learning
objectives and the goodness of local optima. Beyond these optimization related works, several au-
thors have independently addressed the regularization and learnability aspects of deep networks.
For example, Wager et al. (2013); Baldi and Sadowski (2014) extensively analyzed the properties
of dropout learning, and Patel et al. (2015) develops a comprehensive probabilistic theory of deep
learning. Arora et al. (2014) study the existence and construction of deep representations by ex-
ploiting the structure of the network, and Arora et al. (2015) presents a generative model for ReLU
type deep networks with the assumption that the network weights are random. The number of linear
regions computable by deep networks is studied by Montufar et al. (2014). Very recently, Wei et al.
(2016) have studied the equivalence of arbitrary deep networks. Complimentary to these, Janzamin
et al. (2015) use a tensor decomposition perspective to offer guarantees on training certain types of
networks.
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2. Preliminaries
Our goal is to relate the structural aspects of arbitrary deep networks (including the number of layers,
length of each layer and activation function types) to the corresponding learning hyper-parameters
(like dropout rates, gradient iterations, stepsizes, and so on) using non-trivial information about the
input data distribution (e.g., moments). We first present some basic notations to setup the analysis
and then provide a roadmap to our framework before describing it in the next sections.
2.1 Notation
Let x ∈ Rdx and y ∈ Rdy denote the input feature vector and the corresponding output (or label)
respectively. Given multiple {x,y} ∈ X , the unknown input-to-output mapping is modeled by a
L-layered neural network (L-NN). An L-NN comprises the input (or visible) unit x, followed by
L − 1 hidden representations h1, . . . ,hL−1 and the output (or final) unit y (Bengio, 2009). The
lengths of these L + 1 representations are d0 = dx, d1, . . . , dL−1, dL = dy respectively. Each
layer transforms the representations from the previous layer by first applying an affine transform,
followed by a non-linear function which may be non-convex (in general) but not necessarily point-
wise (Bengio, 2009; Bengio et al., 2013). The layer-wise transformation matrices are denoted by
Wl ∈ Rdl×dl−1 for l = 1, . . . , L. The hidden representations are given by hl = σ(Wl,hl−1) for
l = 1, . . . , L − 1 (h0 = x), and the output layer is y = σ(Wl,hL−1), where σ(·) represents the
non-linear function/mapping between layers. For a single-layer network with no hidden layers, we
have y = σ(W,x) where W’s are the unknowns. Note that the bias in the affine transformation
is handled by augmenting features with 1 whenever necessary. The distributional hyper-parameters
of interest are µx = 1dx
∑
j Exj and τx =
1
dx
∑
j E2xj , which correspond to the average first
moment and average squared first moment of the inputs respectively (the average is across the dx
dimensions). For simplicity we assume x ∈ [0, 1]dx and y ∈ [0, 1]dy , and so µx ∈ [0, 1] and
τx ∈ [0, 1].
Consider the following minimization performed via mini-batch stochastic gradients (Bottou,
2010),
min
W
f(W) := Ex,yL(x,y; W) (1)
where L(·) denotes some loss function parameterized by W and applied to data instances {x,y}.
Denote η := {x,y} ∼ X . The mini-batch stochastic gradient update using B samples η1, . . . , ηB
and gradient stepsize γ is
W←W − γG(η; W) (2)
where the gradient G(η; W) computed at W using the sample set η1, . . . , ηB is given by
G(η; W) =
1
B
B∑
i=1
∇WL(ηi; W) (3)
Depending on L(·), the expression in (1) corresponds to backpropagation learning of different
classes of neural networks using stochastic gradients. To address many such broad families, we
develop our analysis for three interesting and general classes of deep networks, starting with single-
layer networks, followed by unsupervised pretraining via box-constrained denoising autoencoders
(Vincent et al., 2010), and finally multi-layer deep networks with dropout (Srivastava et al., 2014),
both the layer-wise pretrained and fully supervised versions. For each of these settings, the loss
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function L(·) is defined below and additional details for these classes of networks can be found in
(Bengio, 2009; Vincent et al., 2010; Srivastava et al., 2014).
• 1-NN: Single-layer Network
L(x,y; W) = ‖y − σ(Wx)‖2 (4)
where W ∈ Rdy×dx . One can induce feature denoising into this 1-NN learning via a dropout
scheme Srivastava et al. (2014). We discuss this single-layer dropout network shortly after
presenting the multi-layer loss functions.
• DA: Box-constrained Denoising Autoencoder
L(x,y; W) = ‖x− σ(WTσ(W(x ◦ z)))‖2 ; W ∈ [−wm, wm]dh×dv (5)
where ◦ denotes element-wise product and z is a binary vector of length dx. Given the de-
noising rate ζ˜, the binary scalars z1, . . . , zdx ∼ Bernoulli(ζ˜) are indicators for “nullifying”
the input layer units, i.e., whenever zi = 0, the ith element of the input in forced to be equal
to 0. Denoting x ◦ z as x˜, this implies that x˜i = 0 whenever zi = 0. Here, [−wm, wm] is the
box-constraint on the unknowns W, which forces the learned representations to not saturate
around 0 and/or 1, and has been widely used in variants of both autoencoder design and back-
propagation itself. The nature of this constraint is similar to other regularization schemes like
(Bengio, 2012) and (Ngiam et al., 2011; Srivastava et al., 2014). Although feature dropout
based fully-supervised models have been shown to achieve good generalization accuracy, un-
supervised pretraining was important in many early papers (Bengio, 2009; Erhan et al., 2010).
Here, we analyze DA not only due to its broad usage for pretraining, but also because of its
relationship to dropout — both schemes inject noise into the input and/or hidden features.
• L-NN: Multi-layer Network
h0 = x; hl = σ
(
Wl(hl−1 ◦ zl)
)
L(x,y; W) = ‖y − σ (WL(hL−1 ◦ zL)) ‖2 (6)
where l = 1, . . . , L − 1. Recall the dropout scheme in training deep networks which focus
on the overfitting problem (Srivastava et al., 2014). In each gradient update iteration, a ran-
dom fraction of the hidden and/or input units are dropped based on the (given) dropout rates
ζ0, . . . , ζL−1 (Srivastava et al., 2014). Similar to DA, the dropped out units for each layer are
denoted by a set of binary vectors z1, . . . , zL such that zli ∼ Bernoulli(ζl) for l = 1, . . . , L.
Within each iteration, this results in randomly sampling a smaller sub-network with approx-
imately
∏L−1
l=0 ζl fraction of all the transformation parameters. Only these
∏L
l=1 ζl fraction
of weights are updated in the current iteration, while the remainder are not. Then, the re-
sampling and updating process is repeated. We draw attention to the notation here: ζ˜ denotes
the denoising rate, while ζ0, . . . , ζL−1 denote the dropout rate.
– A L-NN may be pretrained layer-wise before supervised tuning (Bengio, 2009; Vincent
et al., 2010; Erhan et al., 2010). Here, the L − 1 hidden layers are first pretrained,
for instance, using the box-constrained DA from (5). This gives the estimates of the
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L − 1 transformations W1, . . . ,WL−1, which together with the ys are then used to
initialize the L-NN. This ‘pretrained’ L-NN is then learned using dropout as in (6).
This is the classical regime (Bengio, 2009; Erhan et al., 2010), and we discuss this
case separately from the fully-supervised version which has no layer-wise pretraining.
Several studies have already shown interesting empirical relationships between dropout
and the DA (Wager et al., 2013), and we complement this body of work by providing
explicit relationships between them.
– 1-NN with dropout:
Given ζ0, the loss function for the dropout version of 1-NN is
L(x,y; W) = ‖y − σ(W(x ◦ z0)‖2 (7)
Although the loss here is a function of the dropout rate ζ0, we avoid including this in
the notation to reduce clutter. The two cases of 1-NN with and without dropout are
considered separately in our analysis.
Observe that backpropagation (stochastic gradients on deep networks) proceeds sequentially
from the last layer to the input (or first) one updating the L different transformations one at a
time (Bottou, 2010). The stepsizes used in the lth layer to update Wl is denoted by γl, and,
we use Wk,l to represent the kth gradient update of the lth layer transformation Wl. To keep
the presentation simple, while discussing L-NN, whenever appropriate, we refer to the set of
unknowns {W1, . . . ,WL} simply as W.
Remark: These three classes broadly encompass both the classical regime where the network is
pretrained first using unlabeled data followed by supervised fine tuning (Vincent et al., 2010; Erhan
et al., 2010, 2009), and the more recent fully supervised dropout learning (Srivastava et al., 2014;
Krizhevsky et al., 2012). In general, these classes include any deep network trained using noise
injection schemes (Matsuoka, 1992; Bishop, 1995; Rifai et al., 2011). Further, the framework pre-
sented here is not specific to any specific choice for the non-linearity σ(·). Nevertheless, we derive
results using the sigmoid non-linearity, σ(x) = 1/(1 + e−x), as a running example because of its
simplicity. The results derived for L-NN are then used to adapt the framework to the more popu-
lar convolutional and recurrent networks with more sophisticated non-linearities including rectified
linear units (ReLUs) (Nair and Hinton, 2010) or max-outs (Goodfellow et al., 2013) that have been
widely used in computer vision. While discussing these complex networks, we show that our anal-
ysis and the resulting implications, are applicable broadly with very minimal assumptions on the
non-linearities. Note that feature denoising based networks are used only as a starting point for our
analysis, instead of the more complicated convolutional networks.
2.2 Roadmap
The gradient update in (3) is central to the ideas described in this paper. By tracking the behavior of
these gradients as they propagate across multiple layers of the network, with minimal assumptions
on the loss function L(η; W), we can assess the convergence of the overall parameter estimation
scheme while taking into account the influence (and structure) of each of the layers involved. Since
the updates are stochastic, ideally, we are interested in the “expected” gradients over a certain num-
ber of iterations, fixed ahead of time. Motivated by this intuition, our main idea adapted from
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(Ghadimi and Lan, 2013), is to randomly sample the number of gradient update iterations. Specif-
ically, let N denote the maximum possible number of iterations that can be performed keeping in
mind the memory and time constraints (in general,N is very large). The stopping distribution PR(·)
gives the probability that kth (k = 1, . . . , N ) iteration is the last or stopping iteration. We denote
this randomly samples stopping iteration as R ∈ {1, . . . , N}, and so,
PR(·) := p
k
R∑N
k=1 p
k
R
where pkR = Pr(R = k) ; k = 1, . . . , N (8)
PR(·) can either be fixed ahead of time or learned from a hyper-training procedure. An alternate
way to interpret the stopping distribution is by observing that pkR represents the probability that the
estimates (W’s) at the kth iteration are the desired final solutions returned by the learning proce-
dure. This interpretation will be used in the deriving the results. By proceeding with this random
stopping mini-batch stochastic gradients, and using some Lipschitz properties of the objective and
certain distributional characteristics of the input data, we can analyze the three loss functions in (4),
(5) and (6). The stopping iteration R is random and the loss function in (1) includes an expectation
over data instances η = {x,y}. Therefore, we are interested in the expectation of the gradients
∇Wf(Wk) computed over R ∼ PR(·) and η ∼ X . This seemingly small variation to the stan-
dard backpropagation leads to gradient convergence bounds that incorporate the network depth and
lengths, and other learning choices like dropout or denoising rate in a very natural manner.
An important hyper-parameter of interest is the variance of G(η; W) in (3), which in turn de-
pends on the number of free parameters in the given network. This is denoted by es, eda and
em for single-layer, pretraining and multi-layer cases respectively with appropriate subscripts. Be-
yond these parameters, the distributional hyper-parameters including µx and τx, and the denois-
ing/dropout rate ζ along with the box-constraint also play a role. Apart from the convergence
bounds, we also derive sample sizes required for large deviation estimates of W’s so as to marginal-
ize the influence of the random stopping iteration. This estimate directly relates the dataset size to
the number of backpropagation training epochs, where one epoch represents using each training
instance at most once to compute the mini-batch gradient update from (3). This leads to bounds on
training time and the minimum required training dataset size, which in turn can be used to ensure
a certain level of generalization using existing results (Hardt et al., 2015). Our treatment for the
simple case of single-layer networks is presented first, which serves as a basis for the more general
settings. The proofs for all the results are included in the appendix.
Why gradient norm? One may ask if characterizing the behavior of the gradients is ideal or if
we can do better in terms of characterizing the interplay more directly. There are more than a few
reasons why this strategy is at least sensible. First, note that it is NP-hard to check local minima
even for simple non-convex problems (Murty and Kabadi, 1987) — so, an analysis using the norms
of the gradients is an attractive alternative, especially, if it leads to a similar main result. Second,
a direct way of approaching our central question of the architecture and convergence interplay is
by analyzing the gradients themselves. Clearly, learnability of the network will be governed by
the goodness of the estimates, which in turn depend on the convergence of stochastic gradients.
In most cases, this naturally requires an asymptotic analysis of the norm, which, for nonconvex
objectives with minimal assumptions (like Lipschitz continuity) was unavailable until very recently
(Ghadimi and Lan, 2013). Third, working with the gradient norm directly allows for assessing
faster convergence times, which, as argued in (Hardt et al., 2015), is vital for better generalization.
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Lastly, post-hoc checks about the local optimality of the solution provides some empirical evidence
supporting the use of gradient norms as will be presented in Section 7.
3. Single-layer Networks
Consider a single-layer neural network (1-NN) with visible (x) and output (y) units alone (and
no hidden layers). Recall the objective f(·) from (1) and the corresponding loss function from
(4). We learn this 1-NN via the random stopping mini-batch stochastic gradients. The batch size
is denoted by B and the randomly chosen stopping iteration R is sampled from the given PR(k)
(k = 1, . . . , N ). This learning procedure is summarized in Alg. 1; which we refer to as single-layer
randomized stochastic gradients, single-layer RSG. The special case where ζ = 1 corresponds to
using no dropout in the input layer. Recall that X denotes the training dataset, dx and dy are the
input and output layer lengths, and ◦ in Alg. 1 refers to element-wise product. W1 denotes the
estimate/initialization at the first iteration, WR is the final estimate and γk represents the stepsize
at the kth iteration. Our first set of results correspond to this single-layer RSG from Alg. 1.
Algorithm 1 Single-layer Randomized Stochastic Gradients (Single-layer RSG)
Input: dx, dy, B, N , γk, PR(·), X , W1
Output: WR ∈ Rdy×dx
R ∼ PR(·) z1, . . . , zdx = 1 I = 1dh×dv
for k = 1, . . . , R− 1 do
{xi,yi} ∼ X , i = 1, . . . , B
if dropout then
z1, . . . , zdx ∼ Bernoulli(ζ0) , I·,j = 0∀j ∈ 1, . . . , dv; zj = 0}
end if
xi ← xi ◦ z, ηi := {xi,yi}
Wk+1 ←Wk − I ◦
(
γk
B
∑B
i=1∇WL(ηi; Wk)
)
where L(η; W) is from (7)
end for
With no prior information about how to setup the stopping distribution, we may want to simply
choose R uniformly between 1 and N i.e., PR(k) := Unif [1, N ]. The first result summarizes the
decay of the expected gradients for this setting. Let Df = f(W1)− f∗ denote the initial deviation
of the objective from unknown optimum W∗.
Theorem 1 (Single-layer Network with Constant Stepsize) Consider a single-layer RSG with no
dropout (ζ0 = 1) from Alg. 1 and constant stepsize γk = γ∀k. Let esγ = (1 − 1316γ) and R ∼
Unif [1, N ]. The expected gradients are given by
ER(‖∇Wf(WR)‖2) ≤ 1
esγ
(
Df
Nγ
+
esγ
B
)
(9)
and the optimal constant stepsize is γo =
√
Bf(W1)
esN where e
s =
13dxdy
256 .
Remarks: We point out that the asymptotic behavior of gradients in backpropagation, including
variants with adaptive stepsizes, momentum etc. has been well studied (Magoulas et al., 1999;
Becker and Le Cun, 1988; Castillo et al., 2006; Shao and Zheng, 2011). This aspect is not novel
12
to our work, as discussed in Section 1. However, to our knowledge, relatively few explicit results
about the convergence rates are known; although imposing restrictions on the objective does lead to
improved guarantees (Ahmad et al., 1990). Part of the reason may be the lack of such results in the
numerical optimization literature for general nonconvex objectives. The recent result in (Ghadimi
and Lan, 2013) presents one of the first such results addressing general nonconvex objectives with
a first-order oracle. Consequently, we believe that Theorem 1 gives non-trivial information and, as
we will show in later sections, leads to new results in the context of neural networks. This result
serves as a building block for analyzing feature denoising and multi-layer dropout later in Section 4
and 5. We now explain (9) briefly.
While the first term corresponds to the goodness of fit of the network (showing the influence of
the deviation Df ), the second term encodes the degrees of freedom of the network (via es), and is
larger for big (or fatter) networks. Clearly, the bound decreases as N (and/or B) increase, and it
is interesting to see that the effect of network size (dxdy) is negligible for large batch sizes. Note
that the second term of the bound induces a kind of bias, which depends on the variance of the
noisy gradients es and batchsize B. As B increases, the gradient update is averaged over a large
number of samples, and (3) will be much closer to a full-batch gradient update, a classical property
of mini-batch stochastic gradients (LeCun et al., 2012; Bengio, 2012). The constant esγ depends on
the stepsize and increases the overall bound as γ increases. The second term in the bound suggests
that larger batch sizes are necessary for fatter networks with large dx or dy. One caveat of the
generality of (9) is that it might be loose in the worst case where Df ∼ 0 (i.e., when W1 is already
a good estimate of the stationary point). The optimal constant stepsize γo in Theorem 1 is calculated
by balancing the two terms in (9). Using this γo, it is easy to see that the expected gradients have
the following rates.
Corollary 2 (Rates of Single-layer Network) For a single-layer RSG with no dropout from Alg. 1
with optimal constant stepsize γo from Theorem 1, we have
ER(‖∇Wf(WR)‖2) :=
{
O
(
1√
N
)
for a given network
O(√dxdy) for a given N (10)
An interesting relationship between specifying constant stepsizes and choosing a uniform stop-
ping distribution can be seen from the proof of Theorem 1 (see Appendix in Section 10.1). Specifi-
cally, using constant stepsizes directly corresponds to choosing a uniform stopping distribution i.e.,
they are equivalent in some sense. One can nevertheless use any PR(·) with constant stepsizes.
Clearly, whenever N is very large, one may want to allow the stopping iteration R to be as close to
N as possible – a uniform PR(·) does not necessarily allow that. Such alternate PR(·)s in tandem
with constant stepsizes will be discussed shortly in Corollary 4, where we show that they lead to
a different set of constants in (9), but the high-level dependence on the hyper-parameters includ-
ing N and the network size dxdy will remain the same. Before analyzing these general stopping
distributions, we first address another common setting in stochastic gradients where decaying γks
(as k increases) are used. Theorem 3 summarizes the decay of the expected gradients using such
monotonically decreasing stepsizes γk = γkρ for some given ρ > 0. Here, HN (·) is the generalized
harmonic number defined asHN (θ) =
∑N
i=1
1
iθ
.
Corollary 3 (Single-layer Network with Decreasing Stepsize) Consider a single-layer RSG with
no dropout from Alg. 1 and stepsizes γk = γkρ . Let the probability of stopping at the k
th iteration
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pkR = γ
k(1− 1316γk). The expected gradients are given by
ER(‖∇Wf(WR)‖2) ≤ 16
3HN (ρ)
(
Df
γ
+
esγHN (2ρ)
B
)
(11)
and the optimal γ is
√
Bf(W1)
esHN (2ρ) where e
s =
13dxdy
256
Remarks: The influence of N on the bound in (11) is via HN (ρ). The interaction of ρ with
N and other hyper-parameters, and its eventual dependence on expected gradients decay is com-
plicated. Nevertheless, broadly, as ρ increases, the bound first decreases and eventually increases
becoming looser. This trend is expected and not surprising. First observe that, whenever ρ ≈ 0, the
stepsizes are approximately constant (i.e, γk ≈ γ,∀k). Here, we have HN (ρ) ≈ N , and assuming
that γ < 1, the bound in (11) is at least as large as the bound from (9) making Corollary 3 consistent
with Theorem 1. Alternatively, large ρ implies strong decay of the stepsizes. For sufficiently small
γ, this results in a stopping iteration probability pkR that decreases at a fast rate as k increases (see its
definition from Corollary 3), i.e., large ρ results in R  N . Hence, the bound is simply implying
that the expected gradients are going to be large whenever the gradient updating is stopped early.
For a given ρ, the influence of network size and B is the same as discussed earlier for Theorem
1. Overall, these observations clearly imply that the bounds from (9) and (11) are capturing all the
intuitive trends one would expect to see from using stochastic gradients, in turn, making the analysis
and results more useful.
Observe that Corollary 3 enforces a specific structure on PR(·), and R ∼ Unif [1, N ] (from
Corollary 1) is restrictive, in the sense that, one may want to chooseR as close toN as possible. The
following result shows the decay of expected gradients whenever PR(·) is monotonically increasing,
i.e., pkR ≤ pk+1R ,∀k, thereby pushing R towards N with high probability.
Corollary 4 (Single-layer Network with Monotonic PR(·)) Consider a single-layer RSG with no
dropout from Alg. 1 and constant stepsize γk = γ∀k. Let esγ = (1 − 1316γ) and pkR ≤ pk+1R ∀k =
1, . . . , N . The expected gradients are given by
ER,η(‖∇Wf(WR)‖2) ≤ p
N
R
γesγ
(
Df +
esN
B
γ2
)
(12)
and the optimal constant stepsize is
√
Bf(W1)
esN where e
s =
13dxdy
256
Remarks: The uniform stopping distribution is a special case with pNR = 1/N , where the bound in
(12) reduces to (9). Clearly, in the extreme case where R = N with probability approaching one,
(12) is loose. One can ensure that R ≈ N while the bound is reasonably tight by choosing PR(·) to
have more mass on the last few iterations. For instance, consider the following stopping distribution
for some given ϑ > 1.
pkR =
{
0 for k = 1, . . . , N(1− 1ϑ)
ϑ
N for k = 1 +N(1− 1ϑ), . . . , N
(13)
Using this specification and (12), we then have
ER,η(‖∇Wf(WR)‖2) ≤ ϑ
esγ
(
Df
Nγ
+
esγ
B
)
(14)
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ϑ may be chosen so that PR(·) has non-zero mass over the last few hundred iterations. For a given
N and B, the bound in (14) can be made as tight as possible by appropriately choosing ϑ, thereby
ensuring convergence of expected gradients of Alg. 1, while forcing R to be as large as possible
(unlike the setting from Theorem 1). The cost of enforcing such a PR(·) (like (13)) is only a slight
modification over the typical stochastic gradients used to learn deep networks in practice. The
interplay of ϑ, B and N on the network size dxdy is nevertheless complex, and we visualize such
trends in Section 7.1. Further, the broad structure of (12) is similar to those from (9) and (11), and
so, the inference we draw about the influence of B and network size still apply here. Non-constant
step sizes and complex stopping distributions are interesting from the modeling perspective, but,
to ensure less notational clutter from constants while retaining the broad trends, we focus more on
the constant stepsize setting (with uniform and monotonic PR(·)) for the DA based pretraining and
dropout L-NN analysis in the later sections.
Choosing PR(·): It is evident that the convergence is sensitive to the choice of PR(·), and Theorem
1, Corollaries 3 and 4 cover the typical choices of stopping criteria. From a practical stand-point,
one can instead use multiple PR(·)s from a pre-defined dictionary of distributions P , and choose
the best one via cross-validation on some reasonable performance measure. For instance, the best
PR(·) ∈ P can be selected based on a validation dataset either by directly computing the empiri-
cal average of the gradients, or using alternate measures like generalization performance. This is
a valid operation because several recent results justify using the number of training iterations as a
‘surrogate’ for the generalization performance (Hardt et al., 2015). Further, the analysis also allows
probing the nature of R after fixing PR(·). Specifically, depending on the Hessian at Rth iteration,
gradient updates can be continued for a few more iterations. The results presented here will still
hold for this post-hoc increase in iterations. The visualization of trends from the presented results
(see Section 7.1) and additionally in Section 8 provide more insights into these choices from an
empirical perspective, including the issue of relating convergence iterations to expected generaliza-
tion. Observe that our statements about PR(·) hold for more pretraining and multi-layer networks
including the more complex convolutional and recurrent networks, and so, we focus more on the
architecture and other hyper-parameters when discussing these complex networks.
Theorems 1, 3 and 4 describe convergence of a single-layer network for one run of stochastic
gradient. In practice, we are more interested in a large deviation bound over multiple runs, especially
because of the randomization over η and R (see (9)). We define such a large deviation estimate,
using WR1 , . . . ,WRT computed from T > 1 independent runs of single-layer RSG, and compute
the minimum N required to achieve such an estimate.
Definition 5 ((, δ)-solution) Given  > 0 and 0 < δ  1, an (, δ)-solution of a single-layer
network is given by arg mint ‖∇Wf(WRt)‖2 such that Pr
(
mint ‖∇Wf(WRt)‖2 ≤ 
) ≥ 1− δ.
We can then state the following result for the single-layer RSG with no dropout using constant
stepsize (the settings from Theorems 1 and 4).
Theorem 6 (Single-layer RSG Computational Complexity) Consider a single-layer RSG with no
dropout. Let δ¯ = 13Bδ
1/T
32es . To compute a (, δ)-solution with γ
k = γ and monotonic stopping dis-
tribution pkR ≤ pk+1R ∀k with pNR = ϑN , Alg. 1 needs
N(, δ) ≥ 4e
sf(W1)
Bδ2/T 2
(
δ¯ + ϑ
)2 (15)
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Remarks: For the special case of uniform stopping distribution, ϑ would simply be 1. To illustrate
the practical usefulness of this result, consider an example network with dx = 100, dy = 5 and
say f(W1) ≈ dy. To compute a (0.05, 0.05)-solution with T = 10 runs and a batchsize B = 50,
(15) gives N > 7.8 × 103. If the number of epochs is C = 200, then under the (reasonable)
assumption that SC ≈ BN (where S is sample size), the aforementioned result asks for ∼ 2000
instances. Also, (15) implies that N increases as the network size (dxdy) and the initial deviation
(f(W1)) increase. Similarly, for obtaining good large deviation estimates (i.e., very small  and δ),
the number of required iterations is large. Corollary 6 does not use any information about the input
data statistics (e.g., moments), and so expectedly, (15) may overestimate N , and therefore S. Later,
we make use of such data statistics to analyze networks with hidden layers, while the rest of the
procedure will generalize what is presented here (for the single-layer setting).
Single-layer RSG with Dropout: Recall the dropout induced single-layer network from (7). In
each iteration, the input units are dropped based on a given dropout rate ζ, i.e., the transformation
parameters for these dropped units are not updated. The following result summarizes the expected
gradients in this setting, where a random subset of (1 − ζ)dxdy parameters (of all the dxdy un-
knowns) are updated in each iteration.
Corollary 7 (Single-layer Network with Dropout) Consider a single-layer RSG with input dropout
rate ζ from Alg. 1 and constant stepsize γk = γ∀k. Let esγ = (1− 1316γ), es = 13dxdy256 , δ¯ = 13Bδ
1/T
32es
and R ∼ Unif [1, N ]. The expected gradients are given by
ER(‖∇Wf(WR)‖2) ≤ 1
esγ
(
Df
Nγζ
+
esγ
B
)
N(, δ, ζ) ≥ 4f(W
1)es
ζBδ2/T 2
(1 + δ¯)2
(16)
with optimal constant stepsize
√
Bf(W1)
ζesN
Remarks: Since approximately ζdxdy unknowns are not updated in each gradient iteration, the
dropout operation induces noise into the loss function (see (7)). This results in a solution path that
is a noisy approximation of the non-dropout version. Hence, the stochastic gradients procedure
needs to work ‘harder’ in some sense, to optimize the loss: (16) shows this behavior via 1/ζ in the
first term. Correspondingly, in comparison to (15) (from Theorem 6), many more gradient iterations
i.e., larger N , are required to compute the same (, δ) solution. In the extreme case where ζ ≈ 0,
the bound from (16) is loose. Although the single-layer dropout may not be not interesting by
itself from the perspective of generalization, this setup, and the above result, are key to multi-layer
networks in Section 5 where we analyze dropout in L-NNs.
4. Unsupervised Pretraining
Building upon Theorems 1–7, we now consider single-layer networks that perform unsupervised
learning. One widely used pretraining scheme is analyzed in detail here – feature denoising based
autoencoders (DA) (Vincent et al., 2010). As discussed in Section 2, these schemes belong to
to a broader family of input/feature corruption based regularization procedures (Matsuoka, 1992;
Bishop, 1995), which have been widely used for layer-wise pretraining of deep networks. The
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setting we consider is a box-constrained DA (see the loss function from (5)). The random stop-
ping mini-batch stochastic gradients learning for this box-constrained DA is summarized in Alg.
2. PW denotes the Euclidean projection operator onto the constraint set [−wm, wm]dh×dx . Unlike
the single-layer setting, because of the constraint on W, our interest now is in the expected pro-
jected gradients denoted by ∇Wf˜(W), which simply correspond to the Euclidean projection of
∇Wf(W) on W ∈ [−wm, wm]dh×dx .
Algorithm 2 Box-constrained Denoising autoencoder Randomized Stochastic Gradients (DA RSG)
Input: dx, dh, B, N , γk, ζ˜, wm, W1, PR(·)
Output: WR ∈ Rdh×dx
R ∼ PR(·);
for k = 1, . . . R− 1 do
zi1, . . . , z
i
dx
∼ Bernoulli(ζ˜)
xi ∼ X , ηi := {xi ◦ zi}, i = 1, . . . , B
Wk+1 ← PW(Wk − γkB
∑B
i=1∇WL(ηi; W)) where L(η; W) is from (5)
end for
As mentioned in the remarks of Corollary 4, we restrict the discussion to constant stepsizes, first
for the uniform stopping distribution and later for the more general one, to simplify our discussion,
while noting that the trends remain the same even with alternate stepsizes and choices of PR(·).
The following result bounds∇Wf˜(W) for DA RSG procedure from Alg. 2. Df denotes the initial
deviation from the optimum, while eda and edaγ are the hyper-parameters representing the network
structure and learning constants.
Theorem 8 (DA with constant stepsize) Consider the DA RSG with W ∈ [−wm, wm]dh×dx . Let
eda =
dxdh
16
[
1 +
ζ˜dxwm
4
µx +
(
5ζ˜
16
− ζ˜
2
4
)
(ζ˜dxwm)
2τx
]
(17)
and Uda denote the Lipschitz constant of ∇Wf(W) for the loss from (5). Using constant stepsize
γ < 2Uda with R ∼ Unif [1, N ] and denoting edaγ = 1−
Uda
2 γ, the expected projected gradients is
ER(‖∇Wf˜(WR)‖2) ≤ Df
Nγedaγ
+
eda
B
(
1 +
1
edaγ
)
(18)
and the optimal stepsize is
√
2Bf(W1)
UdaedaN .
Remarks: Similar to the bound from (9) for the single-layer RSG, the above result in (18)
combines the contributions from the output goodness of fit (Df ), the number of free parameters
(dhdx) and the stepsize choice (γ, edaγ ). Here, Df is balanced out by the number of iterations N
in the first term. The second term involving the variance of gradients (eda) and the batchsize B
controls the ‘bias’ from the network’s degrees of freedom – the remarks from Theorem 1 still apply
here. However, here we find that the dependence on the network structure is more involved. The
input and hidden layer lengths do not contribute equally (see eda from (17)) which can be partly
explained by the structure of the loss function (see (5)). For smaller constraint sets i.e., small wm,
and therefore small eda, we expect the projected gradients to typically have small magnitude, which
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is clearly implied by (18). In practice, wm is reasonably small, and, in general, several studies have
shown that Wij’s tend to emulate a ‘fat’ Gaussian distribution with mean approximately around
zero (Bellido and Fiesler, 1993; Blundell et al., 2015). All the interpretations about the influence of
stopping distributions, and the viable choices to ensure faster convergence, that were discussed in
Section 3 in the context of single-layer RSG still hold true for DA RSG. Hence, we focus more on
the DA-specific hyper-parameters including the data moments.
4.1 From Denoising Rates and Network structure to (18)
We see that (17) and its resulting structure in the bound from (18) seems to imply a non-trivial
interplay between the network size dhdx, the data statistics (via µx and τx where µx = 1dx
∑
j Exj
and τx = 1dx
∑
j E2xj) and the denoising rate ζ˜. A direct observation from the bound in (18)
is that it is always useful to use smaller (or thinner) networks, which results in faster decay of
expected gradients as iterations increase. This trend, in tandem with observations from Hardt et al.
(2015) about generalization imply the superiority of thinner networks compared to fatter ones –
Romero et al. (2014) and others have already shown evidence of this behavior. As was observed
with single-layer networks from (9), fatter DAs will need a large batchsizeB. We further discuss this
trade-off of thinner versus fatter networks later in Section 5 when presenting multi-layer networks
(sections 7 and 7.1 show some interesting plots summarizing the interplay from (18)). Beyond
these visualizations and evaluations, we intend to interpret this interaction and its corresponding
influence on the decay of (18) for a few of the commonly encountered cases. Here, we assume that
the batchsize B and the maximum allowable iterations N are reasonably large.
• Small data moments, µx ≈ 0, τx ≈ 0:
In this trivial case, the signal is very weak and there may not be much to learn. Clearly, eda
will be close to its minimum which will directly result in faster convergence in terms of the
expected projected gradients. Recall that smaller ζ˜ implies more noisy gradients (across multiple
iterations). However, ζ˜’s influence on the bound is nullified because µx, τx ≈ 0. This implies
that independent of the complexity of the task being learned, there is no reason for using large
denoising rates whenever the average of input across all features is small. This is sensible because
the small irregularities, in the form of noise or dampening of inputs, which would be induced by
the DA corruption process might in fact correspond to class-specific changes in the data. So,
using a smaller ζ˜ will require many more gradient iterations to convergence to some solution (as
implied by (18)), while also resulting in poor hidden representations. With larger ζ˜, the only
contributing factor for convergence is the network size.
• Small denoising rate, 0  ζ˜ < 1:
When ζ˜ is large, the input corruption is very small and x ◦ z ≈ x (refer to the loss from (5), ◦
denotes element-wise product). Here, the noise in the gradients ∇WL(η; W) is almost entirely
governed by the data statistics. Within this setting,
– Small data moments: Small µx and τx can lead to faster convergence, and as they increase, the
bound becomes loose. The trend here is similar to small data moments case discussed earlier.
– Large data moments: When µx and τx are reasonably large however, the bound can be con-
trolled only if stepsize is small enough, with a large batchsize and reasonably small lengths
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of inputs. This setting is closer to the classical non-regularized autoencoder, and hence, the
representations learned might not be useful – (18) predicts this same behavior, albeit from a
parameter convergence perspective. To see this, observe that faster convergence time is de-
sired for better generalization Hardt et al. (2015). Such faster times cannot be guaranteed,
here, whenever the network is reasonably large (even with large dx and small dy) with large
data moments, because the number of gradient iterations will need to be correspondingly large
according to (18). Clearly, if the convergence bound is forced to be very small, the result-
ing representations are almost surely overfitting the inputs. Note that in the pathological case
where µx ≈ 1, τx ≈ 1 with ζ˜ ≈ 1, the bounds are too loose to be relevant.
• Large denoising rate, 0 < ζ˜  1:
In the opposite scenario, with small a ζ˜, we see that eda is going to be close to dxdh16 .
– Not-so-large data moments: Whenever the data moments are not too large, their influence is
almost surely mitigated because of the presence of large corruptions induced by small ζ˜ (see
(5)). This is the ‘good’ DA regime – where the aim is to perturb the data without necessarily
destroying all the class-specific information. As suggested by the interplay in (18), there might
be good combinations of dh, B, γ and N that will lead to good decay of expected gradients
while also generating very useful representations – these trends have been analyzed empirically
in Vincent et al. (2010); Erhan et al. (2010).
– Large data moments: If the data moments are quite large (≈ 1), the convergence is almost
entirely controlled by ζ˜, which in turn will be faster for thinner networks with large B (the
only other hyper-parameters playing a non-trivial role within this setting). Here, the trends are
similar to the large data moments regime discussed earlier with small ζ˜ mainly because eda
cannot be controlled anymore. The worst scenario is when µx ≈ 1, τx ≈ 1, in which case the
improvement resulting from a small last term in eda will be compensated by the second term,
naturally leading to a loose bound.
• Size of constraint set, Choice of wm:
For small wm, the projected gradients are expected to have small magnitude, which is intuitive
because the magnitude of the projected gradients will be bounded by the diameter of the constraint
set. Notice that (18) also predicts this behavior via the structure of eda, which is quadratic in wm
and decreases as wm decreases. On the other hand, as one increases the set size wm, for a
given network size and ζ˜, we are clearly forced to increase N and/or B correspondingly. Since
the choice of wm is independent of data statistics and other hyper-parameters, all the earlier
statements (for the three other cases) about the distributional and learning constants including
network sizes will come into play as wm increases.
Beyond these prototypical settings, for small stepsizes γ, edaγ will be as large as possible making
the bound tighter. Clearly, the influence of both data moments and ζ˜ on the decay of gradients will
be mitigated by increasingB andN alone, but, as suggested in Hardt et al. (2015), this will be at the
cost of poorer generalization. The above discussed regimes are some of the widely used ones, but the
interplay of all the terms used in Theorem 8 and (18) is more involved. There are certain situations
where (18) (and (9), as well, from Theorem 1) will be loose. For instance, across all regimes, the
case of µx ≈ 1 and τx ≈ 1 seems to be pathological. In such a case, the data dimensions may
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be un-informative and highly correlated to begin with. Similarly, as we keep increasing dx and dh
(or dy for 1-NN) to very large values, at some point, the bounds will become loose but depending
on γ, ζ˜ and data moment, it may be the case that the learned representations are still meaningful.
Further, edaγ decreases as γ increases, and when the stepsize becomes too large (beyond reasonable
values), the resulting bounds are not very informative even if empirically the architecture may still
work well. Finally, (18) is less useful for the unconstrained case. We note that, our framework does
handle this, but the corresponding analysis may not provide any new insights on the interplay of
structure and learning beyond what is predicted by Theorem 8.
Recall the discussion about faster convergence time versus generalization performance from
Section 2 and also Hardt et al. (2015). Using the above guidelines one can ensure smallest possible
N for good generalization. For completeness, the following result presents the decay of expected
gradients for DA RSG using constant stepsize with monotonically increasing PR(·) (the setting from
Corollary 4) with pkR ≤ pk+1R ∀k.
Corollary 9 (DA with Monotonic PR(·)) Consider the DA RSG with W ∈ [−wm, wm]dh×dx . Let
eda be given by (17) and Uda denote the Lipschitz constant of ∇Wf(W) with loss from (5). Using
constant stepsize γ < 2Uda with p
k
R ≤ pk+1R ∀k and denoting edaγ = 1− Uda2 γ, the expected projected
gradients is
ER(‖∇Wf˜(WR)‖2) ≤ p
N
RDf
γedaγ
+
eda
B
(
1 +
pNRN
edaγ
)
(19)
and the optimal stepsize is
√
2Bf(W1)
UdaedaN
Remarks: Under the special case where PR(·) is uniform, the bound in (19) reduces to (18).
Also as observed earlier with Corollary 4, one can ensure that R ≈ N in tandem with a tighter (and
the smallest possible) bound for the given N and B by choosing PR(·) as in (13), where more mass
is accounted by the last few iterations. Using (13), (19) reduces to (recall that ϑ > 1)
E(‖∇Wf˜(WR)‖2) ≤ ϑDf
Nγedaγ
+
eda
B
(
1 +
ϑ
edaγ
)
(20)
The cost of enforcing such a PR(·) is just a minor modification on DA learning procedures (see
Alg. 2). Several other observations made earlier about the viable and interesting choices of PR(·)
(see Remarks of Corollary 4, and Section 3) still hold true for the above result, and hence for
noise-injection based autoencoder learning in general. Finally, the following result presents the
computational complexity of DA RSG, similar to Theorem 6 which computes the number of gra-
dient iterations N required for estimating a (, δ) solution (see Definition 5) for single-layer RSG.
Here, we assume that SC ≈ BN where S is the sample size (training dataset size) and C denotes
the number of epochs. Note that the same assumption was used in the Remarks of Theorem 6 to
discuss some example sample sizes.
Theorem 10 (DA RSG computational Complexity) Consider a DA RSG learned with constant
stepsize γ, denoising rate ζ˜ and uniform stopping iteration. To compute a (, δ)-solution, we need
B ≥ 2e
da
δ1/T
(
1 +
1
edaγ
)
and for such a choice of batchsize N ≥ max
{
SC
B
,
2dx
γedaγ δ
1/T
}
(21)
where C is the number of backpropagation epochs and S is the number of unsupervised training
instances available.
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Remarks: The above result provides a recipe for setting the batchsize and maximum number of
iterations for the DA RSG. As the network size increases, eda increases which in turn implies larger
batchsize B, and larger input size dx increases the maximum iterations N . Observe that f(W1) is
replaced by dx there by making (21) computable in practice. Once B and N are fixed using (21),
the T different random stopping iterations corresponding to the T different DA RSGs can be chosen
independently. This result will be used in one of the steps of the design procedures presented in
Section 8.
5. Multi-layer Networks
We now extend our analysis to multi-layer networks. Using Theorem 8 as a starting point, which
analyzes a single hidden layer network using feature denoising, we first consider a L-layered multi-
layer network that performs layer-wise pretraining before backpropagation based supervised fine-
tuning. As discussed in Section 2 while discussing the L-NN loss in (6), this two-fold learning
mechanism corresponds to the classical deep learning regime where large amounts of unsupervised
data is used to initialize the network transformations. The resulting bound allows us to incorpo-
rate feature dropout in both the input and hidden layers during the supervised tuning stage, and
eventually leads to our final result on the most general case of dropout learning for L-NNs. A con-
sequence of this general result is a clear and intuitive relation between dropout based supervised
learning, layer-wise pretraining and other structural and distributional parameters. Alg. 3 presents
the random stopping stochastic gradients for multi-layer networks, referred to as multi-layer RSG.
5.1 Layer-wise Pretraining
The L − 1 hidden layers are pretrained using box-constrained denoising autoencoders from Alg.
2, resulting in estimates of the unknowns W1, . . . ,WL−1 denoted by W1,1, . . . ,W1,L−1 (the su-
perscripts (1, ·) simply correspond to the first iteration of L-NN learning, see description of L-NNs
from Section 2). These estimates, along with a random estimate of WL, denoted by W1,L, will
then initialize the L-NN. The final estimates are then learned via supervised back-propagation us-
ing {y}s and the loss (6). For notational convenience we collectively denote the final estimate
WR,1, . . . ,WR,L simply as WR in the results. Since the pretraining stage uses box-constraints,
we are still interested in the expected projected gradients accumulated across all the layers. The
following result shows the decay of these expected projected gradients. Df here denotes the initial
deviation of the objective from (6) after the L− 1 layers have been pretrained. Similar to eda from
Theorem 8, eml s for l = 1, . . . , L encode the structural and learning hyper-parameters of the net-
work. We assume that all the hidden layers are pretrained to the same degree i.e., each of them is
pretrained to a given (α, δα) solution (see Definition 5).
Theorem 11 (Multi-layer Network) Consider a multi-layer RSG with no dropout from Alg. 3
learned via box-constrained layer-wise pretraining from Alg. 2 and supervised backpropagation
with constant stepsizes γl∀l. Let eml = γ
l
4 dl−1dldl+1w
l
m for l = 1, . . . , L−1 and emL = 13dL−1dLγ
2
L
256 .
Whenever γl < 20αdl+1wlm , and the hidden layers are pretrained for a (α, δα) solution (from Defini-
tion 5), we have
ER‖∇Wf˜(WR)‖2 ≤ 1
emγ
(
Df
N
+
1
B
(emL + α
L−1∑
l=1
eml )
)
(22)
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Algorithm 3 Multi-layer Randomized Stochastic Gradients (Multi-layer RSG) – Dropout
with/without layer-wise pretraining
Input: d1, . . . , dL, B, N , γk1 , . . . , γkL, PR(·), X , w1m, . . . , wL−1m , W1,L, ζ0, . . . , ζL−1
Output: WR,l ∈ Rdl+1×dl for l = 1, . . . , L− 1
for l = 1, . . . , L− 1 do
if pretrain then
W1,l ← Algorithm 2
else
W1,l ← Random Initialization
end if
end for
R ∼ PR(·); I l = 1dl+1×dl for l = 1, . . . , L− 1
for k = 1, . . . R− 1 do
{xi,yi} ∼ X
if dropout then
zl1, . . . , z
l
dx
∼ Bernoulli(ζl) l = 0, . . . , L− 1
I l·,k = 0 ∀ k = {i ∈ 1, . . . , dl; zli = 0}
end if
x← x ∗ z0 hl ← hl ◦ zl
ηi := {xi,yi}
Wk+1,L ←Wk,L − IL ◦ γkLB
∑B
i=1∇WlL(ηi; Wk,l)
for l = L− 1, . . . , 1 do
∇pq
Wl
L(ηi; Wl) = hl−1q hlp(1− hlp)〈P ·pWl+1(ηi; Wk+1,l+1),W
k+1,l+1
·p 〉 ∀p,q
Wk+1,l ← PWl(Wk,l − I l ◦ γ
k
l
B
∑B
i=1∇WlL(ηi; Wk,l))
end for
end for
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where emγ = min
{
γL − 1316(γL)2, γl − αdl+1w
l
m
20 (γl)
2
}
for l = 1, . . . , L− 1
Remarks: The structure of the bound in (22) is, in principle, similar to those from (9) and (18).
Hence, the trends suggested by the interplay of the hyper-parameters – the deviationDf , the network
depthL and sizes (d0, . . . , dL) including stepsizes,N andB for learningL-NN are clearly similar to
those observed from the Theorem 1 and Corollary 8 (from (9) and (18) respectively). Specifically,
the discussions about denoising rates and data statistics, and their role in parameter convergence
will still apply here for the layer-wise pretraining stage. It is interesting to see that the output layer
influence (the second term in (22)) needs to be completely compensated by the batchsize. Note that
this bias is, in principle, similar to the terms in (9) and (18). Also (22) uses the same (α, δα) for all
layers i.e., all the L − 1 hidden layers are pretrained to the same (α, δα) solution. Instead, one can
use different αls for each of these layers. The modified decay of gradients bound, which follows
from simple adjustments in the steps involved in constructing (22) (see Section 10.10) is,
ER‖∇Wf˜(WR)‖2 ≤ 1
emγ
(
Df
N
+
1
B
(emL +
L−1∑
l=1
αle
m
l )
)
with emγ = min
{
γL − 13
16
(γL)
2, γl − αldl+1w
l
m
20
(γl)
2
} (23)
This setting is of interest when comparing two networks (in Section 5.3) and later in Section 8 where
we discuss the design choice problem. Because of the presence of composition of multiple layers,
the interplay of network structure and decay of expected projected gradients is much more involved
than for 1-NN or DA. The easiest way to interpret them is, clearly, by visualizing the trends, as will
be presented in Section 7.1, but following the presentation in Section 4, we discuss some typical
L-NN settings of interest before moving on to dropout.
5.2 Goodness of Pretraining
We see from Definition 5 and Theorem 11 that α and δα control the goodness of layer-wise pre-
training. Hence, the influence of the L− 1 DAs, and the relevant hyper-parameters (from Theorem
8), are subsumed within α, δα and Df . For fixed network lengths and stepsizes, eml are constants
and encode the variance of gradients within the lth layer and the corresponding free parameters.
As implied by the terms in (22), α ≈ 0 will ensure that the backpropagation is not influenced by
the structure of these L− 1 pretrained layers. With such a small α, consider two different learning
regimes depending on the deviation of the pretrained network Df .
• Small Df : If the deviation is small, then the supervised tuning is mostly confined to mapping
hL−1 to the outputs y. This is the ideal multi-layer NN setting where the (learned) higher level
representations are already very good (even before tuning them to the corresponding ys) in pre-
dicting the output labels. Here, (22) predicts that both B and N may be reasonably small, and
under the assumption that SC ≈ BN (which was used in the Remarks of Theorem 6), this im-
plies that a small number of labeled instances are sufficient. However, forcibly restricting the
backpropagation to only learning the last layer is not necessarily good, and one may instead want
to allow for all hls (l = 1, . . . , L−1) to change if needed (Vincent et al., 2010; Saxe et al., 2011).
23
• Large Df : In the alternate setting with large Df , although the pretrained hls are good enough
abstract representations of the inputs, the desired outputs are not well modeled yet. In such a
case, aggressive tuning is needed, as suggested by (22), with large N and B.
Overall, (22) implies that the goodness (or the lack thereof) of pretraining will be passed on
to the tuning stage convergence via α and Df . Clearly, as network size increases, eml s increase
proportionally, thereby requiring largeN and batchsizesB. Recently, Yosinski et al. (2014) showed
empirical evidence that aggressive pretraining (i.e., α ≈ 0), especially in higher layers, results in
hls that cannot be translated across multiple arbitrary tasks. Theorem 11 suggests the same – to
allow for aggressive tuning instead of aggressive pre-training, α and Df should not be small. So,
if the goal is to generate representations that are general enough to be applicable to a wide-variety
of related, but reasonably distinct tasks, then it makes sense to perform weak pretraining with large
α 6≈ 0, while increasing the supervised gradient iterations N .
5.3 Comparing arbitrary networks
Yosinski et al. (2014) and others have investigated empirically whether the lower level represen-
tations or the higher ones are better translatable across tasks. From the convergence perspective,
Theorem 11 provides a clear answer to this, including other open questions listed in Section 1, for
instance, whether two given deep architectures are equivalent and when can one truncate the hidden
layers without compromising the expected gradients (and eventual parameter estimation). Very re-
cently, Wei et al. (2016) addressed such equivalence and morphism properties of deep networks. To
pursue these questions, consider a more general setting where the L− 1 hidden layers are trained to
αl (l = 1, . . . , L− 1) different goodness levels. Such a setting with different αls is only interesting
when comparing two networks, and therefore, was not used for Theorem 11 and the discussion in
Section 5.2. Without loss of generality, let γl = γ, wlm = w∀l and Df ≈ dL (since y ∈ [0, 1]dL).
With this setup, a deep networkD is parameterized by the remaining hyper-parameters (αl, dl)s, B,
N and the stopping distribution PR(·).
Consider learning two different deep networks D1 and D2 for datasets sampled from an under-
lying data generating distribution i.e., for a fixed d0 and the data statistics (µx and τx). Clearly,
when comparing different networks that learn the same concept, it is reasonable to estimate the dif-
ference in objectives by comparing their generalization errors. However, in addition, we look at the
parameter estimation (and the resulting convergence) aspect as well. So, we instead use the bound
in (22) to decide whether D1 and D2 are close enough in terms of learning the underlying concept.
While presenting the design principles (Section 8) and resulting evaluations on designing networks
for a given task we discuss comparing the learning objectives and generalization error. We have the
following definition.
Definition 12 (Parameter convergence of two deep networks) Two arbitrarily different networks
D1 and D2 learned on two datasets sampled from some data generating distribution are equivalent
in terms of parameter convergence, denoted by D1 ≡e D2, whenever the bound in (22) is the same
for both.
Our discussion of which families of networks offer no better convergence guarantees over the other
will be driven by the above definition. It should nevertheless be noted that, whenever (22) is loose,
such insights might not hold – we discuss these issues in Section 8.
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5.3.1 DIFFERENT NETWORKS OF SAME DEPTH
There are many different settings for αls, dls and other hyper-parameters for which two equal depth
networks will be equivalent (according to Definition 12). The following result summarizes two such
general families of networks that guarantee the same decay of expected gradients, pointing out a few
special cases of interest. To restrict the comparison to pretraining and structural aspects, we fix B,
N and PR(·) across different networks (including the nature/type of activation functions used). For
this result, we fix the output layer and the hidden layer that feeds into it (dL−1 and dL), which will
be relaxed later when comparing dropout networks in Section 6.3.1.
Corollary 13 (Equivalence of networks) Consider the family of depth L deep networks that learn
datasets from an underlying distribution (i.e., given d0, µx and τx) using multi-layer RSG with no
dropout and a given B, N , γl, wlm and stopping iteration R. All such networks D := (αl, dl), with
αldl+1 <
65
4 for l = 1, . . . , L− 1 and
αldl−1dldl+1 =
1
Ψl
for a given Ψ1, . . . ,ΨL−1, dL and dL−1 (24)
are equivalent to each other according to Definition 12.
Remarks: The terms on the left hand side in (24) come from the structural hyper-parameters eml
(see Theorem 11). Hence, the constants Ψ1, . . . ,ΨL−1 correspond, in some sense, to the contribu-
tion of each of 1-layered networks that compose a L-NN to the eventual parameter convergence.
Any network that belongs to the family of Corollary 13 i.e., any choice of αls and hidden layer
lengths dls that satisfy (24), for a given B, N , d0 and dL will have the following decay of expected
gradients (let γl = γ and wlm w∀l),
ER‖∇Wf˜(WR)‖2 ≤ 1
emγ
(
Df
N
+
1
B
(
emL +
γw
4
L−1∑
l=1
1
Ψl
))
(25)
where both emγ = γ − 1316γ2 and emL = 13dL−1dLγ
2
256 are constants for all networks of this family.
Thereby, Ψ1, . . . ,ΨL−1 can be interpreted as the tuning goodness criteria, and (24) can be used to
design the network i.e., choose hidden layer lengths to attain a given convergence level. Specifically,
given Ψls and the pretraining goodness criteria αls, (24) can be used to recursively compute dls.
Such strategies are discussed in detail in Section 8 where (24), along with its dropout counterpart
from Section 6.3.1, provide a systematic way to address the design choice problem from Section
1.1. Observe that dL−1 and dL were fixed when discussing the equivalence of networks in the
above result. This is because Corollary 13 is driven by the layer-wise pretraining regime, where,
the influence of L− 1 pretrained layers is passed on to the tuning stage via the L− 1 constraints in
(24). This restriction is relaxed when discussing equivalence of dropout networks later in Section
6.3.1. We note that, beyond Corollary 13, there are several alternate settings of (αl, dl)s that lead to
equivalent networks but do not belong to the family characterized by the above result.
Here, we list out one interesting network design ‘modulations’ that one applies while seek-
ing to identify the best deep network for a given problem, which provide the same level of con-
vergence, independent of the generalization. Let D1 := (αl,1, dl,1) be the original network, and
D2 := (αl,2, dl,2) be the modulated one.
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• Scaling dl,1s and αl,1s : For any ϕ > 0, D1 ≡e D2
dl,2 = ϕdl,1 for l = 1, . . . , L− 2 and dL−1,2 = dL−1,1
α1,2 =
α1,2
ϕ2
αl,2 =
αl,1
ϕ3
for l = 2, . . . , L− 2 and αL−1,2 = αL−1,1
ϕ
(26)
These choices of (αl, dl)s follow from Corollary 13. Recall that there is very strong evidence
for choosing large hidden layers (Bengio, 2009; Hinton, 2010; Bengio, 2012). The identity in
(26) suggests that depending on how the pretraining criteria are changed, the newer network with
changed hidden layer lengths might not necessarily improve the parameter convergence. Alter-
natively, using (26) (and its parent (24)) the choices of αl and ϕ that do not guarantee improved
convergence may be avoided if needed. It is not reasonable to use very large or very small ϕ
(networks with too small hidden layers are unnatural and very restrictive), and the equivalence
suggested by (26) is non-informative for such unreasonable (and uncommon) networks. An in-
teresting observation from (26) is that any change in small set of layers in the network can, in
principle, be compensated with appropriate changes in the other layers. In other words, arbitrarily
scaling up the layer lengths is not beneficial. A more closer discussion about this observation fol-
lows shortly. Some of these trends inferred from (26) seem intuitive, and the above set of results
(Corollary 13, (25) and (26)) are, to our knowledge, the first to summarize such observations.
Corollary 13 fixes the hidden layer that feeds into the output layer (i.e., dL−1 is fixed). Building
upon the observations made earlier, i.e., the convergence (expected gradients) gains because of
changes in some layers may, inadvertently, be compensated by changes in the rest, the following
result removes this restriction on the L − 1th layer. It presents the interesting scenario where one
layer can, in principle, be a bottleneck for the entire network. Yosinski et al. (2014) among others
analyze the importance of lower layers and their learnability in producing representations that are
generalizable. To that end, we consider the setting where (αl, dl)s for the two networks D1 and D2
are chosen arbitrarily such that αl,1dl+1,1 = %1 < 654 and αl,2dl+1,2 = %2 <
65
4 for l = 1, . . . , L−2
(for some given %1 and %2). Comparing the resulting (22) for D1 and D2, we get the following
dL−1,2 =
1
Υ2
(Υ1dL−1,1 + Υ3)
Υ1 =
13
256
dL +
%1
4
dL−2,1 Υ2 =
13
256
dL +
%2
4
dL−2,2
Υ3 =
L−2∑
l=1
(%14dl−1,1dl,1 − %24dl−1,2dl,2)
(27)
The above set of equalities follow by rearranging terms in (22). Although (27) shows the re-
lationship between the two L − 1th hidden layers of D1 and D2, a similar set of equalities can
be obtained for any other hidden layer. First, (27) implies that, for a given B, N and dataset, the
convergence can be very sensitive to the choices of hidden layer lengths. The strong dependence of
(9), (16), (18) and (22) on the layer lengths does provide some evidence for this sensitivity, but the
above set of equalities summarize it in much finer detail. Second, (27) says that two arbitrary equal
depth networks with possibly different αls and hidden layer lengths, can be ‘forced’ to be equivalent
to each other in terms of parameter convergence by simply choosing one of the layers according to
(27). Beyond the remarks for Corollary 13, this is further evidence that arbitrary (reasonably large)
choices of hidden layers are not necessarily good.
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Further, (27) predicts several of the observations made earlier in Yosinski et al. (2014); Long
et al. (2015), where the authors present empirical evidence explaining the influence of lower versus
higher layers on generalization. In particular, observe that (27) simply says that any gain in pa-
rameter convergence by changing lower layers can, in principle, be undone by changing the higher
layers – in the worst case, one layer can act as the bottleneck. Now, because of the structure of the
loss function, the backpropagation algorithm moves the lower layer estimates slower than higher
ones. Hence, the lower layers, from the view point of parameter convergence, are more translatable
across tasks. The specific rate of this translatability may be computed using the constants Υ1, Υ2
and Υ3 – the higher they are, the more sensitive they are to predicting ys, and hence less translat-
able. The argument for which layers regularize the network better may not be directly answerable
by this discussion. The authors of Erhan et al. (2010) argue that pretraining is an unusual form of
regularizer, while being an efficient warm-start for backpropagation. Definition 12, Corollary 13
and the resulting discussion in this section categorizes some such families of pretrained networks
that provide the same warm-start behavior, which as one may expect, should facilitate addressing
the deep network design choice problem (see Section 8).
5.3.2 FATTER VS. THINNER VS. TALLER VS. SHORTER NETWORKS:
The observations made earlier, in Section 4.1, about thinner networks being preferable to fatter ones
can be seen from eml s in (22), which clearly suggests that the network depth should not be increased
beyond necessary – similar to Occam’s Razor. Such a minimum depth will depend on the trade-
off between convergence, here in the form of expected gradients from (22), and some performance
measure like generalization (Hardt et al., 2015). To explore these insights more closely, we now
consider the case where the two networks under comparison are of different depths, and loosely
define four categories of L-NNs:
Fat network: Large dl, Large L Thin network: Small dl, Small L
Tall network: Small dl, Large L Short network: Large dl, Small L
Here l corresponds to the hidden layers (input and output layer lengths are given). Clearly, this is
not a formal definition – the terms large and small are not absolute, and will be used in the context
of comparing two networks. A simple observation from (24) and (25) is that, for a given dataset, N ,
B and other learning parameters, fatter networks have a much slower decay of gradients compared
to others. To compare a tall network Dt to a short one Ds (with Ls < Lt and larger hidden layer
lengths) consider the setting where all hidden layers are of the same length, denoted by dt and ds
respectively (with ds > dt). With this definition we have the following result for their equivalence,
Corollary 14 (Taller vs. Shorter networks) Given a short network Ds := (α, ds) of depth Ls.
Consider a tall network Dt := (α, ds1+δst ) of depth Lt > Ls ≥ 3 with δst > 1. Both networks learn
datasets from the same distribution with a given d0, dL, µx and τx, using multi-layer RSG with the
same B, N , γ, w and stopping iteration R. Let αds < 654 (1 + δst). Dt is better than Ds in terms of
≡e from Definition 12, only if
Ls < Lt ≤ Ls + 3δst(Ls − 3) + ∆ (28)
where ∆ = δst(1 + δst)2
(
em1 +e
m
L−1
em2
+
emL
αem2
)
, and em1 , e
m
2 , e
m
L−1 and e
m
L are the structural constants
of Ds.
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Remarks: This is an interesting result which says that in certain cases taller networks have faster
convergence than shorter ones. Stacking up large number of layers is one of the extensively used
design criteria to improve the generalization performance of deep networks. First, (28) implies that,
whenever the depth of the larger network Dt is within a certain limit (and when the hidden layers
of the Dt are smaller than Ds), the taller network has a faster decay of gradients. This leads to
a faster training time (smaller N ) for Dt, which using the result from Hardt et al. (2015), implies
that generalization improves. From the perspective of parameter convergence, this is the first clear
justification for the necessity of adding more layers. Second, (28) says that the gains in performance
can only be retained if the depth is below a certain upper limit. This is an interesting insight, with
practical implications when applying deep networks on new tasks or changing the existing network
for better performance. For instance, consider a depth Ls = 5 network Ds := (0.01, 100) learned
on a dataset with d0 = 100, dL = 10 (let γ = 0.5 and w = 0.1). A new network Dt with say
dt =
2ds
3 ) will be better in terms of parameter convergence only if its depth Lt . 9.
Apart from the results in the previous sections, it is clear from (22), that we can control the con-
vergence of multi-layer nets (in terms of parameter estimation) by preceding the backpropagation
tuning with layer-wise pretraining. There is already strong empirical evidence for the generalization
performance of pretraining (Erhan et al., 2010; Vincent et al., 2010; Saxe et al., 2011; Bengio et al.,
2007), and Theorem 11 complements these studies with guaranteed convergence of gradients. The
trends and trade-offs predicted in Sections 5.2 and 5.3.2 can be related to the bounds on training
times (derived from generalization (Hardt et al., 2015)). In Sections 7.1 and 7 we show more evi-
dence for these bounds, deriving more subtle trends which are, for the most part, not observable in
broad empirical studies by simulating the bounds. We now adapt the result in Theorem 11 to the
most general L-NN learning setting, leading to new and interesting observations about multi-layer
deep networks.
6. Multi-layer with Dropout
Using ReLUs and dropout, Nair and Hinton (2010); Krizhevsky et al. (2012); Szegedy et al. (2014)
and others have shown that whenever large amounts of labeled data are available, pretraining might
not be necessary, and can be completely by-passed, to achieve good generalization, This can be
partly seen from (22) in Theorem 11 (and the corresponding remarks). The experiments reported in
these studies clearly suggests a potential relationship between dropout and layer-wise pretraining.
To explore this interplay, the following result summarizes the convergence of expected projected
gradients in the most general setting. Here, the hidden layers are first pretrained (as in Section 5.1),
and the pretrained network is then tuned via supervised backpropagation in tandem with dropout
induced in the input and hidden layers. Observe that dropout is only used during this tuning phase.
A special case of this general setting will be fully-supervised L-NN dropout learning with no pre-
training and random initializations for {W1, . . . ,WL} from Srivastava et al. (2014). As mentioned
while introducing the loss in (6), ζ0, . . . , ζL−1 denotes the dropout (i.e., w.p. 1 − ζl the activation
is 0: it is dropped) of the input and the L − 2 hidden layers. Since α controls the goodness of
pretraining (see Theorem 11), it is reasonable to expect some interaction between α and ζ.
28
Theorem 15 (Pretraining vs. Dropout) Given the dropout rates ζ0, . . . , ζL−1, for learning the L-
layered network from Theorem 11 which is pretrained to a (α, δα) solution, we have
ER‖∇Wf˜(WR)‖2 ≤
(
Df
Nemγ ζ
2 +
1
emγ B
(
ζBemL
ζ
+ αζ2Be
m
L−1 + αζ
2
B
L−2∑
l=1
eml
))
(29)
where ζ = minl ζl and ζB = maxl ζlminl ζl for l = 0, . . . , L− 1
Remarks: This is our most general result. Although, the concepts of layer-wise pretraining and
dropout have been studied independently, to our knowledge, this is a useful (and possibly the first)
result that explicitly combines these two regimes. Specifically, (29) relates these regimes in a sys-
tematic way, and their joint influence on the convergence of the gradients, and to the ‘achievable’
generalization. Recall that em1 , . . . , e
m
L encode the degrees of freedom of the L-NN. Hence, the first
term in (29) corresponds to the goodness-of-fit of the outputs, while the other terms represent the
effective ‘reduction’ in the number of free parameters because of pretraining.
An important hyper-parameter in Theorem 15 is ζB, the ratio of the maximum and minimum
dropout rates. Clearly, ζB ≥ 1, and as the variance of ζls increases, ζB increases accordingly, re-
quiring larger batchsizes and iterations. We refer to ζB as the dropout bottleneck ratio, or simply the
bottleneck ratio, since it corresponds to the variability in the fraction of unknowns (i.e., the fraction
of dropped units) being updated across the L layers. The last three terms of (29) show that, ζB, ζ
(the smallest dropout rate across all layers) and the pretraining goodness α are critical in reducing
this number of free parameters (and consequently, the induced bias from the stochastic gradients)
after pretraining. For a fixed dataset (and B, N ), the bottleneck ratio can be used as a surrogate
to how ‘bad’ the estimates W may be, or more specifically, how much variability there might be
across different runs of multi-layer RSG. In the special case where ζl = ζ for l = 0, . . . , L−1, (29)
reduces to
ER‖∇Wf˜(WR)‖2 ≤
(
Df
Nemγ ζ
2
+
1
emγ B
(
emL
ζ
+ αemL−1 + α
L−2∑
l=1
eml
))
(30)
but as we show later in Corollary 16, a tighter bound can be derived for this constant dropout setting.
Note that (29) is not the most general form of the decay bound for pretraining versus dropout.
Instead of using ζ and ζB, as was done in Theorem 15, one can construct the bound by directly using
the dropout rates ζ0, . . . , ζL. Such a bound is harder to interpret and involves an influence from all
the different hyper-parameters, and has little to offer over (29) (see Section 10.11 for a discussion).
To better interpret (29), while deriving interesting trends and inferences about pretraining versus
dropout in the context of convergence, we further simplify Theorem 15 by using the same dropout
rate across all the layers i.e., ζl = ζ for l = 0, . . . , L− 1. The following result summarizes the new
bound. This is tighter than simply imposing ζl = ζ in (29), because the relaxation in the proof of
Theorem 15 (see Section 10.11) to make the result more interpretable can now be removed.
Corollary 16 (Pretraining vs. Dropout (ζl = ζ)) Whenever the input and hidden layers have the
same dropout rate ζl = ζ for l = 0, . . . , L − 1, for learning the L-layered network from Theorem
11 which is pretrained to a (α, δα) solution, we have
ER‖∇Wf˜(WR)‖2 ≤ 1
emγ
(
Df
Nζ2
+
1
B
(
emL
ζ
+ αemL−1 + αζ
L−2∑
l=1
eml
))
(31)
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We see that (31) has the same structure as (29) but is simpler. Given the network structure (L and
d0, . . . , dL) and stepsizes (γ1, . . . , γL), the hyper-parameter functions em1 , . . . , e
m
L are constants (see
Theorem 11). Df does depend on the goodness of pretraining, but will nevertheless be large because
the loss is calculated over the extra output layer between the predicted and the observed ys (see (6)).
With the above result, consider the two standard learning mechanisms — dropout learning with and
without layer-wise pretraining.
• Pretraining + Dropout:
– Small α: If the network is pretrained to a reasonably small α, the last two terms in (31) are
already as small as they can be, and will be dominated by the first two terms. In this setting,
for a given B and N , the best choice for ζ will then be ≈ 1 i.e., very minimal or dropout. It is
known that this procedure works very well — this is essentially “good” layer-wise pretraining
followed by supervised fine-tuning (Hinton and Salakhutdinov, 2006; Erhan et al., 2010). The
bound in (31) presented a clear theoretical argument for the initial use of pretraining in deep
networks from the perspective of convergence and eventually, generalization.
– Largeα: Alternatively, if the pretraining is poor (i.e., large α), and we still operate in the ζ →
1 regime, the fine-tuning process will update the full network in each iteration and may result
in overfitting. This is the fundamental argument that motivated the work on dropout learning
(Srivastava et al., 2014). This argument was made empirically earlier in this work and others
(Baldi and Sadowski, 2014), and our result in Corollary 16 provides a complete justification for
it. The cost of using dropout though is slower convergence because the first and second terms
will rapidly increase depending on ζ. This is expected since dropout essentially adds ‘noise’
to the solution path, forcing backpropagation to work with a subset of all activations (Wager
et al., 2013), and overall, this involves more work. Dropout dynamics studied in Rifai et al.
(2011); Baldi and Sadowski (2014) also make this observation but not from the perspective of
parameter convergence.
Independent of the precise dropout rate ζ, (31) clearly implies that pretraining always improves
convergence (since α will reduce). Abdel-Hamid et al. (2013); Lee et al. (2009); Srivastava et al.
(2014) have shown empirically that this is especially true for improving generalization. The
optimal choices of ζ are discussed later in this Section 6.2.
• Only Dropout: When pretraining is not allowed, there is a complicated trade-off between the
terms involving ζ in (31). Specifically, the optimal ζ will depend on balancing the variance from
the hidden layers (the last term) versus the goodness of approximation of the outputs (first and
second terms). For certain values of Df and eml ’s, the best ζ will be ∼ 0.5, which was recently
reported as the best rate as per dropout dynamics (Baldi and Sadowski, 2014). The visualizations
in Section 7.1 will provide more insight into this interplay. Large values of B and N will ensure
that the bound is small, and a large N will, in turn, demand a large training dataset size (refer
to the setup from Theorems 6, 8 and 11). Put another way, if large amounts of labeled data are
available, one can by-pass pretraining completely and only perform supervised backpropagation
forcing all the terms in (31) to reduce with reasonably large B and number of epochs. This was
the argument put forth by recent results in deep learning (Krizhevsky et al., 2012; Szegedy et al.,
2014; Ciregan et al., 2012) — performing fully supervised dropout with very large amounts of
training data where pretraining has been for the most part discarded completely.
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6.1 Computational Complexity of multi-layer RSG
Theorems 6 and 10 described the iteration complexity, i.e., the number of maximum allowable
gradient iterations N , for single-layer and DA RSG respectively. As observed in Theorem 15 and
Corollary 16, the convergence bound for multi-layer dropout is complicated involving a multitude
of learning and network hyper-parameters. Nevertheless, under the reasonable assumption that
SC ≈ BN where S is the sample size (training dataset size) and C denotes the number of epochs,
the following result calculates the minimum number of training instances required to ensure a (, δ)
solution (see Definition 5) for multi-layer RSG with dropout. Note that the same assumption was
used in the Remarks of Theorem 6 to discuss some example sample sizes.
Theorem 17 (Multi-layer RSG Computational Complexity) Consider a multi-layer RSG from
Theorem 11 with input and hidden layer dropout rate of ζ and the network is pretrained to a (α, δα)
solution. To obtain a (, δ)-solution, we need
B ≥ 2Π
mγ δ
1/T
and for such a choice of batchsize N ≥ max
{
SC
B
,
2dL
mγ ζ
2δ1/T
}
(32)
where C is the number of backpropogation epochs, S is the number of labeled training instances
and Π =
(
emL
ζ + αe
m
L−1 + αζ
∑L−2
l=1 e
m
l
)
Remarks: As mentioned in the remarks of Theorem 10, larger networks entail large batchsizes.
Nevertheless, if the networks is pretrained to small α this requirement can be relaxed (see (32)).
Similar to (21), Df has been replaced by DL there by making the bounds in (32) deployable in
practice. The design procedures in Section 8 will use this for computing the required B and N .
6.2 Choosing the dropout rates
The authors in Baldi and Sadowski (2014) exhaustively analyzed the learning dynamics of the
dropout algorithm. They suggest that, independent of the network lengths or size, ζ = 0.5 is
optimal in the learning theoretic sense i.e., the resulting dropped representations are unbiased and
asymptotically equivalent to the ideal ‘noise-injected’ representations. Our results in (29) and (31)
suggest that choosing 0.5 dropout is good but may not always be ideal to guarantee the best de-
cay of expected gradients. Such an optimal ζ clearly depends on the network structure and data
statistics. To analyze (31) (which assumes ζl = ζ for l = 1, . . . , L − 1) more closely, we use the
running example from Section 5.3, with constant stepsizes γl = γ, a fixed box-constraint across all
layers wlm = w∀l (for some w > 0) and assume Df ≈ dL (since y ∈ [0, 1]dL). The following
result presents the best 0 < ζ < 1 for the network with same hidden layer lengths dl = d for
l = 1, . . . , L− 1.
Corollary 18 (Optimal dropout rate) The best constant dropout rate ζ = ζl ∀l for learning a
L-NN with a constant hidden layer length d, using multi-layer RSG from Alg. 3 with γl = γ,
wlm = w > 0∀l and d 1κe number of epochs, is given by
median
{
0, 3
√
C1
C2
, 1
}
where C1 =
(
dL +
13d2γ2
256κ
)
and C2 =
αγw
4κ
(
d0d
2 + (L− 3)d3 + d2dL
) (33)
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Remarks: We visualize these optimal rates in Section 7.1 for several choices of the hyper-parameters
involved in C1 and C2. Clearly, a too small or a too large ζs may not be reasonable from the
perspective of dropout dynamics (Baldi and Sadowski, 2014). The interaction of α and ζ, discussed
above in (33) formalizes several such observations. A large α clearly pushes the best ζ to be closer
to zero, i.e., the network will need to use large dropout rates when either (1) the pretraining is
not effective or (2) the layers have not been pretrained to begin with. Consider a network with a
reasonably large d (compared to dL) and number of epochs d 1κe. In this setting, the constants C1
and C2 from (33) can be approximated as
C1 =
13d2γ2
256κ
and C2 =
αγw
4κ
(L− 3)d3 and hence, the best ζ ≈ 3
√
0.2γ
αw(L− 3)d (34)
For instance, for the example network Ds used in the remarks of Corollary 14 with d = 100,
γ = 0.5, w = 0.1 and α = 0.01, using (34), the optimal ζ is approximately 0.79 i.e., in each
iteration of the backpropagation, only 20% of all units can be nullified and the updates can be
restricted to the remaining 80% of the whole network. When pretraining is poor (or not utilized) and
α increases to, say 2, from 0.01 (the latter is the well pretrained network), the optimal ζ decreases
to 0.13 and updates must be restricted to a much smaller part of the whole network.
6.3 Comparing arbitrary networks – with dropout
In Section 5.3, we used Theorem 11 to analyze the equivalence (see Definition 12) of arbitrary layer-
wise pretrained multi-layer networks. Based on the discussion, equivalence results of equal length
networks (Corollary 13) and arbitrary networks (Corollary 14) were obtained. We replicate this set
of results for dropout networks using Theorem 15 and Corollary 16. Such results from Theorem
15, because of the presence of unequal dropout rates ζls, lead to more complicated trends, and the
resultant interpretation may not necessarily provide any new additional insight towards addressing
the central question of comparing and designing deep networks on data generated from a given
distribution. Hence, we use the constant dropout setting from Corollary 16. Similar to the setup
from Section 5.3, consider learning two different deep networks for datasets sampled from some
distribution, i.e., for a fixed d0 and the data statistics (µx and τx). We stick to the same general
setting from Section 5.3 where the L− 1 hidden layers have different pretraining goodness criteria
αls. Following Definition 12, for dropout L-NNsD1 ≡e D2 whenever the bound in (31) is the same
for either of them. Within this setting, we have the following result that characterizes two general
families of networks that are equivalent.
6.3.1 DIFFERENT NETWORKS OF SAME DEPTH – WITH DROPOUT
Corollary 19 (Equivalence of dropout networks) Consider the family of depth L deep networks
that learn datasets from an underlying distribution (i.e., given d0, µx and τx) using multi-layer
RSG with dropout ζ and a given B, N , γl, wlm and stopping iteration R. All such networks D :=
(ζ, αl, dl), with αldl+1 < 654 for l = 1, . . . , L− 1 and
ζαldl−1dldl+1 =
1
Φl
αL−1dL−2dL−1dL =
1
ΦL−1
dL−1dL
ζ
=
1
ΦL
dL
ζ2
=
1
Φf
for a given Φ1, . . . ,ΦL and Φf
(35)
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are equivalent (≡e) to each other according to Definition 12.
Remarks: The setup of Corollary 19 is similar to Corollary (13). Similar to Ψls from (24), Φls and
Φf denote the contribution of the structural hyper-parameters eml s to the convergence bound – the
tuning goodness criteria. Specifically, Φ1, . . . ,ΦL correspond to the contribution of the L different
1-NNs that compose the multi-layer network, and Φf corresponds to the contribution from the initial
deviation. Note that (35) has a total of L+ 1 such constraints. In the earlier non-dropout case from
Corollary (13), Ψf and ΨL type terms were not used because dl and dL−1 were fixed. The above
result removes this restriction. Recall the remarks of Corollary 13 and (25) discuss how (24) can be
used to design the network. Similarly, the more general form in (35) can also be used for designing
dropout networks for a given d0 and the pretraining and tuning criteria αls, Φls and Φf . Any family
of networks satisfying (35) will have the following decay of gradients
E‖∇Wf˜(WR)‖2 . 1
emγ
(
1
ΦfN
+
1
B
(
13γ2
256ΦL
+
γw
4
L−1∑
l=1
1
Φl
))
(36)
We defer the discussion on actually designing such families of networks to Section 8.
6.3.2 FATTER VS. THINNER VS. TALLER VS. SHORTER NETWORKS:
The discussion in the previous section focused on networks of the same depth. Similar to Section
6.3.2 and Corollary 14, we have the following result for the taller versus shorter dropout networks,
following the setup and discussion from Section 5.3.2. As observed with the non-dropout case in
Section 6.3.2, fatter dropout networks have the slowest convergence.
Corollary 20 (Taller vs. Shorter dropout networks) Given a short dropout networkDs := (ζ, α, ds)
of depth Ls. Consider a tall dropout network Dt := (ζ, α, ds1+δst ) of depth Lt > Ls ≥ 3 with
δst > 1. Both networks learn datasets from the same distribution with a given d0, dL, µx and τx,
using multi-layer RSG with the same B, N , γ, w and stopping iteration R. Let αds < 654 (1 + δst).
Dt is better than Ds in terms of ≡e from Definition 12, only if
Ls < Lt ≤ Ls + 3δst(Ls − 3) + ∆ (37)
where ∆ = δst(1 + δst)2
(
em1
em2
+
emL−1
ζem2
+
emL
αζ2em2
)
, and em1 , e
m
2 , e
m
L−1 and e
m
L are the structural
constants of Ds.
Remarks: The earlier statement about taller versus shorter networks (see remarks of Corollary 20)
still applies here. In closing, we briefly summarize the main message. To our knowledge, (37)
is potentially the first result justifying the increase of the network depth, in order to improve the
convergence bound and consequently, the training timeN , which, as pointed out for Corollary 20, in
tandem with Hardt et al. (2015), implies a better generalization. Consider the example network used
earlier in the remarks of Corollary 14 but with a dropout rate ζ = 0.5, i.e., Ds := (0.5, 0.01, 100)
with Ls = 5 learned on a dataset with d0 = 100, dL = 10 (let γ = 0.5 and w = 0.1). A new
dropout network Dt with say dt = 2ds3 ) will be better in terms of parameter convergence only if its
depth Lt . 10.
Overall, the results in Sections 4 and 5 corroborate many existing observations about pretrain-
ing and dropout, and provides new tools to guide the learning procedure, in general. They provide
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insights into the convergence behavior, and allow us to explicitly calculate the best possible set-
tings for all hyper-parameters. After evaluating the bounds in Section 7 and 7.1, we return to the
design choice problem, motivated in Section 1.1, providing design guidelines for deep networks
to guarantee certain level of parameter convergence and generalization on new learning tasks. Ob-
serve that the three algorithms presented in this work are only minor modifications over the classical
autoencoder and backpropagation pipeline, and so, are very easy to implement.
7. Experiments
Data: We empirically evaluated the bounds suggested by (18), (22) and (31) using the following
four different datasets.
• Mnist: The handwritten digits (0− 9) dataset with 70000 binary (black and white) images of size
28 × 28 (LeCun et al., 1998). This dataset is well studied and was also used in the early papers
on deep networks.
• Cifar: An object recognition dataset with 60000 color images, each of size 32× 32 (Krizhevsky
and Hinton, 2009). We use CIFAR-10 which has 10 different classes.
• Caltech: The CALTECH 101 dataset includes images of objects belonging to 101 categories, and
approximately 40 to 800 images per category (Fei-Fei et al., 2007). A total of 5000 images across
the 101 classes are used, which were rescaled to 32× 32 pixels.
• neuro: This dataset comprises of 3D Magnetic Resonance Images (MRI) of 412 subjects/patients,
which were acquired as a part of Alzheimer’s disease Neuroimaging Initiative (ADNI) for Alzheimer’s
disease (AD) research (Jack et al., 2008). The images belong to two classes – healthy and dis-
eased. Standard brain imaging pre-processing has been applied to these images (using Statistical
Parametric Mapping toolbox, see Ashburner et al. (2008)). Data corresponding to 10000 most
discriminating voxels (3D-pixels) were used in the experiments which were selected based on a
t-test between healthy and non-healthy classes.
The datasets were rescaled appropriately for training networks with different input layer lengths
(d0). All features were normalized to [0, 1]. Figures 1, 2, 3 and 4 summarize the behavior of
expected gradients (or projected gradients) for the four datasets considered here, in order, using
different architectures and learning parameters. Figure 5 shows the influence of the stopping distri-
bution, and Figure 6 shows the gap in the predicted versus observed trends. The y-axis (and colorbar,
whichever appropriate) in the plots has been scaled by the corresponding maximum values to allow
interpretation of the trends rather than the actual values. The batchsize B = min{d0.1Ne, 100}
for all the experiments, and the expected gradients is simply the empirical average of gradients
computed over the last min{N, 50} iterations (recall that N is the maximum number of allow-
able iterations). For the four datasets, the data statistics (µx, τx) are given by (0.13, 0.11) (mnist),
(0.43, 0.30) (cifar), (0.52, 0.35) (caltech) and (0.14, 0.09) (neuro).
Convergence versus dx, dh, wm, ζ: Figures 1–4(a) show the expected projected gradients of DA
pretraining versus network sizes (hidden and input layer lengths). As predicted in (9) and (18),
the convergence is slower for large networks, and visible and hidden layer lengths have unequal
influence on the convergence (see remarks of Theorem 8). Here, wm = 1/
√
dvdh for all networks.
The influence of denoising rate and wm is shown in Figures 1–4(b) (dh = dv for these networks).
34
Number of iterations
0 1000 2000 3000 4000
Ex
pe
ct
ed
 g
ra
di
en
ts
0
0.2
0.4
0.6
0.8
1
dv=4096,dh=75
dv=4096,dh=350
dv=1024,dh=75
dv=1024,dh=350
dv=256,dh=75
dv=256,dh=350
(a)
Number of iterations
0 1000 2000 3000 4000
Ex
pe
ct
ed
 g
ra
di
en
ts
0.2
0.4
0.6
0.8
1
zeta=0.95,wm=0.06
zeta=0.95,wm=0.15
zeta=0.65,wm=0.06
zeta=0.65,wm=0.15
zeta=0.45,wm=0.06
zeta=0.45,wm=0.15
zeta=0.25,wm=0.06
zeta=0.25,wm=0.15
(b)
Number of iterations
0 1000 2000 3000 4000
Ex
pe
ct
ed
 g
ra
di
en
ts
0
0.2
0.4
0.6
0.8
1
(1024,350),zeta=1
(1024,350),zeta=.75
(1024,75),zeta=1
(1024,75),zeta=.75
(256,350),zeta=1
(256,350),zeta=.75
(256,75),zeta=1
(256,75),zeta=.75
(c)
Number of iterations
0 1000 2000 3000 4000
Ex
pe
ct
ed
 g
ra
di
en
ts
0
0.2
0.4
0.6
0.8
1
(1024,350),L=2
(256,350),L=2
(256,75),L=2
(1024,350),L=3
(256,350),L=3
(256,75),L=3
(d)
Number of iterations
0 500 1000 1500 2000
Ex
pe
ct
ed
 g
ra
di
en
ts
0
0.2
0.4
0.6
0.8
1
zeta=1
zeta=0.85
zeta=0.65
zeta=0.5
zeta=0.3
zeta=0.15
(e)
Dropout Rate (zeta)
1 0.8 0.6
Pr
et
ra
ni
ng
 it
er
at
io
ns 200
300
400
500
600 0.2
0.4
0.6
0.8
1
(f)
Figure 1: Decay of expected gradients (mnist) Expected gradients in pretraining (a,b) and multi-layer networks (c-
e). (f) Pretraining vs. dropout. B is set to 100. All y-axes are scaled by corresponding maximum values.
The plots show that the trends predicted by the proposed framework are observed in practice – the decay of
expected gradients versus several hyperparameters. Convergence is faster for smaller and thinner networks
(a,c,d). Changes in visible layer length dominates the hidden layer lengths for DA (a). Dropout rate has less
influence (e). Pretraining compensates for dropout (f). Strong pretraining and dropout rate around 0.5 gives
fastest empirical gradients (dark blue region in (f)).
As suggested by (18), the convergence is faster for small wms. It is interesting that across all cases,
the choice of ζs has almost a negligible influence. Figures 1–4(c), show the interaction of network
sizes vs ζ, and as observed in Figures 1–4(a), the networks lengths dominate the convergence with
the visible layer length being the most influential factor. The data moments of caltech and cifar are
larger than mnist and neuro, and as suggested by (17) and (18), this results in a stronger influence
of ζ, wm and the network sizes on the decay of gradients – which can be seen from Figures 1–
4(b,c). Figures 1–4(d) shows the influence of the network depth with wm = 1/
√
dvdh and ζ = 0.5.
Clearly, the expected gradients are influenced more by the layer lengths than the number of layers
itself, as predicted by (22).
Does dropout compensate pretraining? Figures 1–4(e) show the effect of changing the dropout
rate in a 3-layered network. The influence of µx, τx and wm can be seen clearly where the trends
are much stronger for caltech and cifar (Figures 2, 3(e)) than the rest. Although the overall effect is
small, the convergence is slower for very small (red curve) and very large (cyan, magenta curves) ζs
(see (31)), and the trends are noisy for the neuro dataset (Figure 4(e)). This is not surprising because,
unlike the other computer vision datasets, neuro data includes co-registered features with very small
data moments and small changes in feature values correspond to class difference. Figures 1–4(f)
evaluates Theorem 16, by comparing pretraining (rows) to dropout (columns). Across all datasets,
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Figure 2: Decay of expected gradients (cifar) Expected gradients in pretraining (a,b) and multi-layer net (c-e). (f)
Pretraining vs. dropout. B is set to 100. All y-axes are scaled by corresponding maximum values. The
plots show that the trends predicted by the proposed framework are observed in practice – the decay of
expected gradients versus several hyperparameters. Convergence is faster for smaller and thinner networks
(a,c,d). Changes in visible layer length dominates the hidden layer lengths for DA (a). Dropout rate has less
influence (e). Pretraining compensates for dropout (f). Strong pretraining and dropout rate around 0.5 gives
fastest empirical gradients (dark blue region in (f)).
expected gradients clearly decrease as pretraining iterations increase, while for small and large
dropouts, the convergence is slower. The best regimes, as predicted by (31), are large pretraining
with small dropout (bottom-right region on Figures 1–4(f)) and ζ ≈ 0.5 with less pretraining (center
of the image).
Influence of PR(·): The different choices of PR(·) used in Section 3 for Theorem 1 and Corollar-
ies 3 and 4 are evaluated in Figure 5. The rows correspond to the four datasets while the columns
correspond to using different PR(·). For the networks in the first column, R is uniformly distributed
over the last 15 iterations. The second column used a Gamma distribution peaking at the last iter-
ation and decreasing monotonically from the last to first iteration (an instance of the PR(·) used in
(12)). The last column calculated expected gradients over a randomly chosen iteration from the last
15 iterations. Beyond the fact that the decay in the last column is noisier than the others, these types
of plots are useful in choosing the best PR(·) from a dictionary of distributions.
Predicted versus observed trends: The discrepancy between the trends predicted by our results
relative to the empirical observations are shown in Figure 6. Each row is a dataset. The first column
shows pretraining and the second one corresponds to pretraining + supervised tuning. Clearly, the
predicted trends (dotted lines) follow the observed ones (thick lines). Overall, across all the datasets
and architectures, the predicted bounds from the results in the paper are larger than the observed
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Figure 3: Decay of expected gradients (caltech) Expected gradients in pretraining (a,b) and multi-layer net (c-e). (f)
Pretraining vs. dropout. B is set to 100. All y-axes are scaled by corresponding maximum values. The
plots show that the trends predicted by the proposed framework are observed in practice – the decay of
expected gradients versus several hyperparameters. Convergence is faster for smaller and thinner networks
(a,c,d). Changes in visible layer length dominates the hidden layer lengths for DA (a). Dropout rate has less
influence (e). Pretraining compensates for dropout (f). Strong pretraining and dropout rate around 0.5 gives
fastest empirical gradients (dark blue region in (f)).
ones, but the trends nevertheless are consistent. There is a bias in the predicted bounds, coming
from the terms (that do not contain N ) involving the network degrees of freedom (i.e., network
lengths). The estimate of their contribution is larger, suggesting that there is some redundancy.
Gradient norms and Local optima: Recall that it is NP Hard to check local optimality even for
simple nonconvex problems (Murty and Kabadi, 1987). As this may be important for a practitioner,
we address it empirically. Specifically, after performing N iterations (suggested by our theoretical
results), we randomly sampled points around our final estimate WR (i.e., perturbed estimate). We
observed that the fraction of such points that were better (by 0.02% of the objective value) than
our estimate WR rapidly decreases as N increases. These fractions represent the probability that
WR empirically satisfies first order local optimality conditions. Overall, these evaluations, when
considered together with observations from Bengio (2009); Erhan et al. (2010); Baldi and Sadowski
(2014) provide empirical evidence that the results in Section 3–5 are sensible.
7.1 Visualizing trends
The interplay of all the structural and learning parameters shown by the decay bounds in (9), (18)
and (22) are complicated to interpret towards designing new networks. Although the experiments
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Figure 4: Decay of expected gradients (neuro) Expected gradients in pretraining (a,b) and multi-layer net (c-e). (f)
Pretraining vs. dropout. B is set to 100. All y-axes are scaled by corresponding maximum values. The
plots show that the trends predicted by the proposed framework are observed in practice – the decay of
expected gradients versus several hyperparameters. Convergence is faster for smaller and thinner networks
(a,c,d). Changes in visible layer length dominates the hidden layer lengths for DA (a). Dropout rate has less
influence (e). Pretraining compensates for dropout (f). Strong pretraining and dropout rate around 0.5 gives
fastest empirical gradients (dark blue region in (f)).
presented above provide empirical support for these results, the decay trends were measured mainly
as a function ofN . To better understand the bounds, Figures 7–9 visualize the trends predicted. Note
that here we simulate the bounds derived earlier in the technical results from Sections 3–6, unlike
the results presented above which were based on the networks learned via Alg. 1–3. Except Figures
7(b,d) and 9(b) which show the gradient iterations and optimal dropout rates respectively, all the
other images are scaled to the corresponding maximum values since they are essentially computing
the decay bound. The hyper-parameters N , B, γ and w are fixed for constructing Figures 7–9, and
so, increasing N may resolve some of the outcomes/issues that will be pointed out.
• Figure 7(a) shows the trivial trend where the decay bound increases as the input and output
layer lengths increase. Small denoising rate i.e., large ζ˜s in (18) lead to larger bounds, which
is shown in Figure 7(c). Observe that for a reasonably small dx, the influence of the denoising
rate is almost negligible (top half of Figure 7(c)). The iteration estimates from Figures 7(b,d)
are interesting. Recall the parameters  and δ from Definition 5. With repeated runs of the
random stopping stochastic gradients, 1− δ denotes the probability that the maximum allowable
norm of the gradients at the stopping iteration is . Figures 7(b,d) show that  plays a far more
influential role than δ. Specifically, this implies that even small changes in  require adjusting N
appropriately to maintain the same level of convergence.
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Figure 5: Choice of stopping distribution: Expected gradients computed using three different stopping iterations
(corresponding to three columns) for 2 and 3 hidden layer networks. B is set to 100. The plots show that the
whenever PR is chosen reasonably (first and second columns; third column is delta stopping distribution), the
decay trends are consistent, as predicted by the analysis. Such plots can be used as surrogates for choosing
when to stop the gradient updates – an alternative for measuring performance on some validation set.
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Figure 6: Predicted vs. observed trends: Predicted decay of expected gradients (dotted lines in the plots) vs. the
observed decay (think lines) for the four datasets (one per each column). B is set to 100. The plots clearly
show the validity (and correctness) of our analysis. The theoretical and empirical expected gradients decay
trends are similar across several choices of hyperparameters and network architecture.
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• The top and bottom rows in Figure 8 show the trends predicted by the bounds for non-dropout
and dropout networks respectively. Figure 8(a) shows the strong influence of the network depth
and the hidden layer lengths. This is not surprising from the structure of the bound in (22). Figure
8(b) clearly shows the necessity of pretraining, especially in networks with large layer lengths.
It is interesting to see that large hidden layer lengths completely dominate any changes in the
dropout rate (Figure 8(d)). Figure 8(e) shows that the dropout rate has a much smaller influence
than the pretraining goodness (see discussion below about Figure 9(b)). Figures 8(c,f) show that
hidden layer lengths are more influential than d0. This may be seen from (22) and (31) because
the depth parameter L inherently puts more weight on the hidden layer constants eml .
• The optimal denoising rate will be given by the solutions of (17). Figure 9(a) plots eda as the
denoising rate (x-axis) and dx (y-axis) are changed. ζ˜ smaller than 0.5 seems to be the ‘good’
regime, however, dx has a much stronger influence. For very large dx, the ranges of eda do not
seem to be influenced by ζ (see the top half vs. bottom half of Figure 9(a)). This is in agreement
with the interpretations made earlier in Section 4.1.
• Figure 9(b) shows the optimal dropout rate ζ (from (33)) as αls and dls are changed appropriately.
The interpretations made earlier in the remarks of Corollary 18 can be seen here, e.g., ζ is small
whenever αls is large. Further, (33) seems to indicate that very large hidden layer lengths need
large dropout rates independent of how good the pretraining is. If one marginalizes the influence
of pretraining (i.e., summing up columns of Figure 9(b)), with no extra information of the net-
work depth and also, the layer lengths are reasonable (or large), the go to choice of dropout is
simply 0.5. The authors in Baldi and Sadowski (2014) proved that 0.5 dropout rate is optimal for
dropout dynamics, and Figure 9(b) shows that such a rate is really the default choice even from
the perspective of convergence. While presenting design strategies in Section 8.1, we show that
other choices are optimal when extra information about data and network structure are allowed
to be used.
8. Discussion
Building upon the evaluations in Section 7 where the technical results from Sections 3–5 are as-
sessed empirically, we now turn to the design choice problem presented in Section 1.1 for con-
structing design strategies or ground rules to drive the construction and learning of deep networks.
We approach this problem in a few different ways – motivated mostly by the arguments in Section
1.1. Once the network structure is set up, we then compute the minimum required number of train-
ing instances and the batchsize using other learning hyper-parameters and input data statistics – all
of which come from Theorems 8, 11, 15, Corollaries 13, 18, 19, and the corresponding discussion
in Sections 4.1, 5.2, 5.3, 6.2 and 6.3. Corollary 19 guides the overall design procedure.
8.1 Revisiting the design choice problem
By design of deep network, we mean the task of choosing all the network hyper-parameters (see
Section 1.1 for a discussion). For convenience, we first list the key hyper-parameters involved in
different stages of the network design in Table 1. The pretraining hyper-parameters (the denoising
rates for the L−1 DAs, the pretraining batchsize and iterations) are not included in this list because
they are inherently controlled by αls. Once αls are chosen, these can be picked appropriately based
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Figure 7: Decay trends of Single-layer Networks: Theoretical trends of 1-NN (top row) and DA (bottom row).
Columns show decay of gradients and number of iterations. (a,c) show that expected trend that network size
influences the gradient decay. (b,d) show that  plays a far more influential role than δ, implying that small
changes in  require adjusting N appropriately to maintain the same level of convergence.
on the discussion in Section 4.1. Depending on the task at hand, we are at liberty to change the
output layer length dL, if needed. Specifically, for classification or regression on a fixed set of
outcomes y, it is reasonable to fix dL together with d0. On the other hand, when the networks
are used for learning representations, allowing dL to be chosen by the design procedure is more
sensible. So, we include dL within the design choice as well.
The motivation in Section 1.1, especially the multiple sites setup in Section 1.1.1, deals with
the comparability of different network designs. We make a few remarks about the criteria and the
availability (or the lack thereof) of unsupervised data before describing the procedure. We see from
empirical observations that Ws can be interpreted as “filters” transforming the given signals. For
instance, the transformation maps in deep Boltzmann machines can be interpreted as representation
‘stubs’ which the network tries to identify in the inputs, e.g., the binary Ws learned with MNIST
data (Nair and Hinton, 2010). In convolutional networks, Ws directly correspond to the filter maps
that are sequentially applied on the transformed inputs (Kavukcuoglu et al., 2010; Lee et al., 2009).
Therefore, it is reasonable that we ask that the dimensions of these filters Ws or hidden layer lengths
dls be the same to ensure that networks are comparable via the transformation maps. We refer to this
setting by saying that the network design needs to be “transferable”. Alternatively, if one is more
concerned with generalization, then such a restrictive control on dls is not necessary, and in certain
cases may also lead to sub-optimal networks. Further, for each of these settings, depending on the
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Figure 8: Decay trends of Multi-layer Networks: Theoretical trends of L-NNs without (top row) and with (bottom
row) dropout. (a) shows influence of network depth. (b) visualizes the necessity of pretraining. (e) shows
that dropout rate has smaller influence than pretraining goodness. (c,f) show that hidden layer lengths are
more influential than input layer length.
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Figure 9: Denoising and Dropout Trends: (a) Influence of denoising rates by plotting eda. ζ˜ smaller than 0.5 si the
good regime, however, the input data length has much stronger influence (b) Optimal dropout rates. Too
large hidden layer lengths ask for stronger dropout rate.
availability of unlabeled data, the multi-layer RSG in Alg. 3 may either include a layer-pretraining
procedure or may not. So, we have a total of four different design procedures.
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Table 1: The hyper-parameters involved in the design choice of multi-layer RSG (from Alg. 3)
Structural Hyper-parameters
L Network depth
d0, . . . , dL Input, hidden and output layers length
Learning Hyper-parameters
γ1, . . . , γL Stepsize choices
w1m, . . . , w
L
m Box-constraints for each DA
ζ1, . . . , ζL−1 Dropout rates for L− 1 hidden layers
d 1κe Number of epochs
N1u , . . . , N
L−1
u L− 1 DA iterations
Ns Backpropagation iterations
Su and Ss Unlabeled and Labeled instances
Goodness Criteria
(α1, δα1), . . . (αL−1, δαL−1) Pretraining goodness for L− 1 hidden layers
Ψ1, . . . ,ΨL−1 Convergence goodness (Non-dropout network)
Φ1, . . . ,ΦL and Φf Convergence goodness (Dropout network)
(, δ) Goodness of solution/estimate
At a high level, the convergence and pretraining goodness criteria are used to bound the hidden
layer lengths (using input and output layers), which are then used to decide the learning hyper-
parameters. For convenience, the constraints from (24) and (35) are summarized in Table 2 (see
the remarks for Corollaries 13 and 19). Based on Table 2, Tables 3 presents the design procedure
for datasets with unlabeled data whereas Table 4 presents the fully-supervised design. The inputs
to Tables 3 and 4 are the pretraining and convergence goodness criteria (see Table 1), the desired
depth of the network, number of epochs allowed and the input data. The specific steps within
these procedures are self-explanatory – using these inputs, the procedures first decide the network
structure followed by the appropriate learning hyper-parameters. Wherever appropriate, some free
hyper-parameters like γ and wml s are listed in Tables 3 and 4 which can be set to reasonable values.
Note that we do not claim that these strategies are ideal – instead, they are the simplest ones directly
implied by our results with no additional assumptions.
8.1.1 INTERPRETING AND CHOOSING αlS, δαl S,  AND δ
These goodness criteria influence the large deviation estimates of the pretraining and dropout learn-
ing and their choice is vital towards the structure of the network. Recalling the definition of (, δ)-
solution from Definition 5, and further using Theorem 11, we have the following constraints on
these criteria.
0 < αl < 1, 0 < δαl < 1 for l = 1, . . . , L− 1
0 <  < 1, 0 < δ < 1
(38)
(α1, δα1), . . . , (αL−1, δαL−1) determine the large deviation pretraining estimates of the L−1 hidden
layers – see (23), Theorem 11, Theorem 16 and the corresponding remarks. (, δ) governs the large
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Table 2: Design constraints from (24) and (35) in Corollaries 13 and 19
U.1 log(ζ) + log(d0) + log(d1) + log(d2) = log( 1Ψ1α1 )
U.2 log(ζ) + log(d1) + log(d2) + log(d3) = log( 1Ψ2α2 )
...
...
...
U.L-2 log(ζ) + log(dL−3) + log(dL−2) + log(dL−1) = log( 1ΨL−2αL−2 )
U.L-1 − log(ζ) + + log(dL−1) + log(dL) = log( 1ΦL )
U.L −2 log(ζ) + + log(dL) = log( 1Φf )
S.1 log(ζ) + log(d0) + log(d1) + log(d2) = log( 1Φ1 )
S.2 log(ζ) + log(d1) + log(d2) + log(d3) = log( 1Φ2 )
...
...
...
S.L-2 log(ζ) + log(dL−3) + log(dL−2) + log(dL−1) = log( 1ΦL−2 )
S.L-1 − log(ζ) + + log(dL−1) + log(dL) = log( 1ΦL )
S.L −2 log(ζ) + + log(dL) = log( 1Φf )
deviation estimate of the supervised backpropagation. Since these four sets of criteria come from
large deviation estimates (see Definition 5), these are straightforward to setup:
• Choose αls and  such that 0 < αl,  1
• Choose δαls and δ such that 0 δαl , δ < 1
8.1.2 INTERPRETING AND CHOOSING ΨlS, ΦlS AND Φf
We find that Ψls, Φls and Φf govern the contribution of each of the 1-NNs that compose the L-NN
to the decay of projected gradients – see Corollaries 13, 19 and the corresponding remarks. Unlike
the goodness criteria from Section 8.1.1 which are directly related to the overall large deviation
gradient norm of the network (and so easier to interpret and choose), the meta-parameters Ψls, Φls
and Φf are not straight forward to set up. They come out of the terms in the decay bounds – see (24)
and (35) – and one will want them to be as small as possible which in turn leads to small expected
gradients. Using (24) and (35) have,
Ψl > 0 for l = 1, . . . , L− 1
Ψl > 0 for l = 1, . . . , L and Ψf > 0
(39)
Recall that given Ψls, Φls and Φf , the network is guaranteed to achieve the convergence level from
(25) and (36) (the quantities are not upper bounded).
A simple way to interpret them is by thinking of them, loosely, as significance levels. If the
pre-specified threshold is large, the test is liberal and on the other hand, a smaller threshold makes
the test very conservative. Too small values for Ψls, Φls and Φf lead to large networks, which
requires large N , batchsize and sample sizes (too liberal). On the other hand, we also want to avoid
prohibitively smaller networks that may not generalize (too conservative). Since Ψls, Φls and Φf
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Table 3: Deep network design – Su and Ss available
Given the goodness criteria αls, δαls, Ψls, ΦL, Φf ,  and δ from Table 1
depth L, input length d0, number of epochs d 1κe
If dL and ζ are not fixed
If dls need to be transferable, use dL = d 654αL−1 e;
else pick any dL < d 654αL−1 e;
solve the linear system U.1, . . . , U.L from Table 2
If either dL or ζ is given/fixed
solve the linear system U.1, . . . , U.L from Table 2
If dL and ζ are fixed
solve the linear system U.1, . . . , U.L-1 from Table 2
Pretraining: For each of the l = 1, . . . , L− 1 DAs
Select denoising rates, wm and stepsizes appropriately (No restriction)
Compute N lu from (21) for (αl, δαl) solution
Backprop using Alg. 3:
Compute em1 , . . . , e
m
L
Choose γ and wm1 , . . . , w
m
L appropriately (No restriction)
If ζ ≈ 0 or ≈ 1
use (33) with d = 1L−1
∑L−1
l=1 dl, or simply set ζ = 0.5
Estimate required Ns using (32) for (, δ) solution
are proportional to 1
d−3 where d denotes the average hidden layer length (see Table 1), their typical
ranges seems to be closer to 0, and therefore, without loss of generality, we restrict ourselves to
[0, 0.01].
• 0 < Ψl,Φl,Φf  1 : The smaller these criteria are, the larger the hidden and output layer
lengths will be, which directly follows the equalities U.l and S.l (or (24) and (35)). Following the
overwhelming evidence for large hidden layers (Bengio, 2009; Hinton, 2010; Bengio, 2012), one
may clearly choose Ψl, Φls and Φf to be small (→ 0). Such small values will make the network
liberal i.e., given sufficient training data and N , the network may model any complex concept
but will be computationally very expensive.
• 0 Ψl,Φl,Φf < 1 : However, Corollaries 14 and 20 showed that the taller networks may not
always generalize better than shorter ones. In this alternate regime where the Ψl, Φls and Φf are
reasonably larger than 0, the hidden layer lengths may be small i.e., the network is conservative
and can achieve faster convergence with small training size and N but may not be able to learn
complex concepts.
• Ψlαl ≈ Φl As described earlier, αls are easier to choose compared to Ψls, Φls and Φf . Further,
the linear systems, U.ls and S.ls from Table 1 suggest an interesting relation between these criteria
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Table 4: Deep network design – Su not available
Given the goodness criteria Φls, Φf ,  and δ from Table 1
depth L, input length d0, number of epochs d 1κe
If dL and ζ are not fixed
If dls need to be transferable; pick ζ = 0.5
else choose any 0 < ζ < 1
solve the linear system S.1, . . . , S.L from Table 2
If either dL or ζ is given/fixed
solve the linear system S.1, . . . , S.L from Table 2
If dL and ζ are fixed
solve the linear system S.1, . . . , S.L-1 from Table 2
Backprop using Alg. 3:
Compute em1 , . . . , e
m
L . Estimate αls with random network initialization
Choose γ and wm1 , . . . , w
m
L appropriately (No restriction)
If ζ ≈ 0 or ≈ 1
use (33) with d = 1L−1
∑L
l=1 dl and α =
1
L−1
∑L−1
l=1 αl
or simply set ζ = 0.5
Estimate required Ss using (32) for (, δ) solution
αlΨl ≈ Φl l = 1, . . . , L− 2 (40)
Since αl  1, the good regimes of Φls are much smaller than Ψls.
This list of regimes gives a clear strategy to choose the appropriate Ψls and Φls. Using these
prototypical ranges for αls, Ψls, Φls and Φf , we present a few example designs in the next section
to demonstrate the practicality of our design procedures from Tables 3 and 4,
8.1.3 EXAMPLE DESIGNS:
• Example 1. d0 = 100, 10 epochs, L = 5, No Su: Designs from Table 4 are applicable here.
– dL = 5, ζ = 0.5:
Φ1 = Φ2 = Φ3 = 10
−5 Φ5 = 10−3
=⇒ d1 = 100, d2 = 20, d3 = 100, d4 = 100
(41)
– dL = 5:
Φ1 = Φ2 = Φ3 = 10
−5 Φ5 = 10−3 Φf = 0.01
=⇒ ζ = 0.25, d1 = 50, d2 = 80, d3 = 100, d4 = 50
(42)
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– No dL, No ζ:
Φ1 = Φ2 = Φ3 = 10
−5 Φ5 = 10−3 Φf = 0.01
=⇒ with ζ = 0.5, d1 = 50, d2 = 80, d3 = 100, d4 = 50, d5 = 25
(43)
• Example 2. d0 = 100, 10 epochs, L = 5: The designs from Table 3 are applicable here.
– dL = 5, ζ = 0.5:
Ψ1 = Ψ2 = Ψ3 = 10
−3 α1 = α2 = α3 = 10−2 Φ5 = 10−3
=⇒ d1 = 100, d2 = 20, d3 = 100, d4 = 100
(44)
– dL = 5:
Ψ1 = Ψ2 = Ψ3 = 10
−3 α1 = α2 = α3 = 10−2 Φ5 = 10−3 Φf = 0.01
=⇒ ζ = 0.25, d1 = 50, d2 = 80, d3 = 100, d4 = 50
(45)
– No dL, No ζ:
Ψ1 = Ψ2 = Ψ3 = 10
−3 α1 = α2 = α3 = 10−2 Φ5 = 10−3 Φf = 0.01
=⇒ with ζ = 0.5, d1 = 50, d2 = 80, d3 = 100, d4 = 50, d5 = 25
(46)
• Example 3. d0 = 100, 10 epochs, L = 5, No dropout: Designs from Table 3 are applicable here
with ζ = 1.
– dL = 5:
Ψ1 = Ψ2 = Ψ3 = 10
−4 α1 = α2 = α3 = 10−2 Φ5 = 10−3
=⇒ d1 = 200, d2 = 50, d3 = 100, d4 = 200
(47)
– No dL:
Ψ1 = Ψ2 = Ψ3 = 10
−4 α1 = α2 = α3 = 10−2 Φ5 = 10−3 Φf = 0.1
=⇒ d1 = 100, d2 = 100, d3 = 100, d4 = 100, d5 = 10
(48)
Note that the later half of the design procedure (from Tables 3 and 4) is not shown in these
examples. The examples here assume that some of the Φls and Ψls are the same, although there is
no such restriction. Specifically, the ranges of ΦL and Φf plays a role in deciding the regimes of
higher layer lengths. Figure 10 shows more evidence of this behavior including some good strategies
to choose ΦL and Φf based on (the rest of) the criteria. The designs in Figure 10 construct a network
of depth L = 5 (shown in the top row), with the second row using Φ5 =
√
Φ1 and the bottom row
using Φ5 = 3
√
Φ1. When Φ5 = 3
√
Φ1 the hidden layer lengths have high variance compared to
Φ5 =
√
Φ1. This variance is much higher when d5 (the output layer length) is fixed while allowing
ζ to change (middle column in Figure 10).
Shiny-based Interactive Webpage for design choices: The design procedures from Tables 3 and
4 are packaged in an accompanying HTML document, using R-based SHINY interactive webpages,
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for both with and without pretraining regimes (i.e., unsupervised data available and the fully-
supervised setting). Apart from the network architectures, this interactive webpage computes the
batchsize B and maximum number of gradient iterations N required to setup the multi-layer RSG
(as demanded by the results constructed in this work). The ranges of the allowable hyper-parameters
in these applets (like input and output layer lengths) can be modified by editing the corresponding R
Markdown code. This web interface can also be found at https://vamsiithapu.shinyapps.io/designchoicessup/
and https://vamsiithapu.shinyapps.io/designchoicesunsup/ for the fully-supervised and pretraining
followed by fine-tuning cases respectively.
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Figure 10: Designs (Network Lengths) Example hidden and output layer lengths using Table 4 design of a L = 5 net-
work (shown at the top). Columns correspond to d5, ζ known; ζ unknown and both unknown respectively.
x-axis shows Φ1 = Φ2 = Φ3. Top row uses Φ5 =
√
Φ1 and bottom row uses Φ5 = 3
√
Φ1. Φf = 10Φ5.
y-axis shows layer lengths in log10 scale.
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8.2 Multi-center Studies: Network design, Resource Allocation and Savings
The plots in Figure 10 and the network lengths in Section 8.1.3 show some evidence of how the
designs in Table 3 and 4 will be deployed in practice. Building upon these results, we now tackle the
design choice problem for neuro data considered earlier in Section 7 and Figure 4. We first construct
several sets of designs for this dataset – both transferable and not (see Section 8.1), perform learning
and then compare their expected gradients trends to assess the usefulness of the proposed design
procedures. Once this is done, we then evaluate the multi-center setting described in Section 1.1.1
where multiple sets of learning models that are comparable – are constructed on different (but
related) datasets across multiple sites. Specifically, for a two-center setting we present resource
savings using the proposed design procedures.
Setup: For a given set of goodness criteria (similar to those used in Example 2, Section 8.1.3),
three different deep networks are designed using Tables 3 and 4 respectively. These three designs
correspond to a transferable design (i.e., hidden layer lengths are same) and changing dropout rates
Once the designs are computed, each is then trained using 10 different stopping iterations (where
the stopping iteration is sampled uniformly from the last 50 iterations). This leads to 20 different
networks for one set of goodness criteria – a total of 5 different sets of goodness criteria are used.
Note that all these 100 learned networks are trained on the same neuro dataset. The goal then is
to quantify the discrepancy within and across these 5 sets of deep networks. Clearly, for a fixed
goodness criteria, we expect the designs to achieve the same level of empirical expected gradients
and similar generalization. On the other hand, we expect the empirical parameter convergence to
show some interesting trends as the goodness criteria vary.
8.2.1 COMPARING DESIGNS WITH A given GOODNESS CRITERIA
The simplest choice for a direct discrepancy measure comparing two models is to compute the test
set error (generalization), or some form of a stability measure as reported in Hardt et al. (2015).
The design procedures in Tables 3 and 4 are entirely motivated by parameter convergence, which
is neither quantified by the test set error, nor the empirical stability. Also the empirical stability
computes the difference in the risk computed on two datasets that differ at most in one instance,
whereas we are interested in comparing networks which learn data generated from the same under-
lying distribution. Hence we use the following measures.
(D1) the difference in the learning objective (or loss)
Since the goal is generalization in the context of parameter convergence, quantifying the absolute
difference of the learning objective is a reasonable measure to evaluate
(D2) the norm of the difference of gradients at the stopping iteration
Because of the use of stochastic gradients, it is sensible to quantify the discrepancy between
networks by comparing the parameter neighborhood at the stopping iteration. If such neighbor-
hoods are similar between the replicates, then the estimates converged to ’similar’ regions of the
parameter spaces. The norm of the difference in gradients evaluates this measure which is only
applicable for the transferable design where the network structure (and the number of parameters)
is the same across designs.
For certain networks, computing (D2) is cheaper than (D1). As pointed out earlier in the results
from Sections 3–6, any lower bound on N , will lead to a lower bound on the training time, which
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then leads to a sense of generalization achievable such that overfitting is avoided. This is supported
by Hardt et al. (2015), and other empirical studies that have exhaustively studied stochastic gradients
in deep networks (Bottou, 2010; Dauphin et al., 2014). Hence, these discrepancy measures will be
evaluated against the gradient iteration count N .
8.2.2 RESULTS
Figures 12 and 13 show the results of transferable designs (same network structure) for depth 3 and
4, and Figure 14 shows the case where hidden layer lengths are not transferable allowing for fatter
and thinner networks for the same depth. Unlike the plots in Section 7, the y-axes in these plots are
not scaled and the absolute difference is presented.
• Same hidden layer designs: Figure 12 shows the average difference of the learning objective
across the two sets of networks, while Figure 13 shows the norm of difference in gradients.
Clearly, these discrepancy measures decrease as the iterations N increase. However, as shown by
Figures 12(c,f) compared to Figures 12(a,b,d,e), the objective at stopping iterations are different
whenever the dropout rate is small (i.e., large ζ) – an indicator of overfitting. Larger depth
networks (bottom row versus the top row in Figure 12) seem to have a higher disagreement among
the estimates learned, which is expected because the iterations needs to be increased as network
depth increases. The norm of difference in gradients shown in Figure 13 seems to decrease as N
increases, but saturates for certain designs (Figure 13(e)).
• Different hidden layers designs: A similar set of trends are observed for non-transferable de-
signs from Figure 14 which permit differences in hidden layer lengths. Note that a total of 10
different sets of networks are designed for each set, each of which is learned with 10 stopping
iterations i.e., the comparisons in Figure 14 are between two sets of 100 learned networks. The
dropout rate still seems to play a key role, with differences between the two sets of networks in-
creasing as the dropout rate decreases (red versus black curves). As observed earlier, the bottom
row with (L = 4) has larger discrepancy measures compared to the top row (L = 3).
Although for the networks used in Figures 12–14 the dropout rate and the output length are fixed, a
similar set of trends can be produced any other alternate designs from Tables 3 and 4.
8.3 Two-center resource savings
Building upon the validation experiments in Sections 8.2.1 and 8.2.2, we now look at the two cen-
ter scenario where the goal is to design multiple comparable models for datasets coming in from
two sites – see the discussion from Section 8.2. Figure 11 shows the two center scenario. When-
ever the two set of models M11 , . . . ,M
1
G and M
2
1 , . . . ,M
2
H are designed using Table 3 and 4, the
corresponding discussion and results from Section 8.2.2 ensure that they are comparable.
To see the resource benefits assume that the models M11 , . . . ,M
1
G and M
2
1 , . . . ,M
2
H are rich
with large hidden layer lengths and large depth. Tables 3 and 4 provide the smallest possible designs
for the given goodness criteria. Specifically, this is either in terms of the size of the network (i.e.,
number of parameters to be learned) which will influence storage/memory requirements, or the
minimum number of iterations required which summarizes the cost (and time) allocated to learn the
models. To quantify this resource saving aspect of the design presented here, consider the setting
where the models are learned on a workstation or a cloud platform. Every “compute hour” or
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Dataset 1 Dataset 2
M1G
M21
M22
M2H
Design Choices
Tables 3 and 4
Design Choices
Tables 3 and 4
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Model Selection
Figure 11: Two-center learning An example setup of learning the best model from datasets collected at two data
acquisition sites. The datasets may have some covariate shift. Models are learned independently at each
center/site and the best one may be chosen among them (as in meta-analysis).
calculation has a financial cost associated with it. Even in the modest setting where, for a given
set of goodness criteria, the design choices reduce the number of computations for learning the
models by 10%, and the dollar cost is say $1 per hour, the computational savings can be substantial.
For example, if G = H = 50, the financial resources need to be allocated to learn the models is
reduced by at least a factor of 90. Although a more systematic empirical study is required to further
explore this aspect of savings in resource allocation, the above hypothetical example provides some
justification for the applicability of Tables 3 and 4 from the monetary perspective.
8.4 The open questions – Revisited
Apart from the design choice, several open questions were listed in Section 1. Having constructed
and validated the technical results, we summarize the list again while pointing out the corresponding
results and discussions from the earlier sections, including the aspects which fall outside the scope
of the current paper.
(Q1) The technical results in Section 3–6 and the discussion in Section 8 cumulatively tackles this
set of questions.
(Q2) Fully supervised dropout does compensate for unsupervised pretraining and lack of unlabelled
data. See Theorem 15 and the corresponding remarks, the discussion in Section 5.2, 6 and
6.2, Corollary 18, the evaluations in Section 7 and the discussion from Section 8.1.2.
(Q3) The design strategies from Tables 3 and 4, the corresponding discussion in Section 8.1, and
Corollaries 14 and 20 addresses the issue of choosing the best architecture (or network design)
from a family of networks.
(Q4) Sections 4.1, 5.2, 6 and 6 explore the situations where the network may not be able to learn
the underlying concepts, while also pointing out the regimes where the technical results in
this work tend to be loose.
(Q5) This aspect has not yet been answered by the analysis in this paper, and will be addressed in
future work.
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Figure 12: Difference in objective (Transferable design) Difference in learning objective for depth 3 (a,b,c) and
depth 4 (d,e,f) networks. Columns represent different dls and ζs. The stopping iterations is chosen ran-
domly from the last min(N, 15) iterations.
(Q6) The discussion in Sections 5.3 and 6.3, Corollaries 13, 19, 14 and 20 address the issue of
comparing arbitrary networks. The design procedures in Section 8.1 further explore these
results.
(Q7) Theorems 6, 8, and 11 and Corollary 7 summarizes the sample size estimates. The corre-
sponding remarks and the design in Section 8 provide insights into small sample deep learn-
ing. A more in depth study is still needed here.
9. Conclusion
Understanding the relationship and influence of network structure and learning parameters on the
parameter estimation, and eventually, the generalization performance is vital in designing new and
more specialized deep networks. This line of work also facilitates a better understanding of deep
learning architectures in general. In this work, we studied the behavior of stochastic gradients, and
their role in parameter convergence as a function of network structure and dataset. We showed that
there is non-trivial dependence of the architecture and input data distribution on parameter estima-
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Figure 13: Difference in Gradients (Transferable design) The norm of the difference in the gradients computed at
the stopping iteration (chosen randomly from the last min(N, 15) iterations) for depth 3 (a,b,c) and depth
4 (d,e,f) networks. Columns represent different dls and ζs.
tion, and we studied this relationship. We provided decay bounds of gradient norms as the depth
and the lengths of layers in multi-layer networks including unsupervised pretraining and fully super-
vised versions. Overall a general framework is presented that analyzes these relationships, and the
resulting trends, on arbitrary deep networks. Based on this framework, we derived some interesting
observations about deep network learning, several of which have empirical evidence independent
of our work (but little associated theoretical analysis). The results presented provide at least partial
answers to some of the open questions related to deep learning theory. We visualized the trends
implied by our results and our experiments provide empirical justification to the derived bounds.
Finally, we presented systematic design procedures for constructing the network architecture that
is guaranteed to achieve a certain level of convergence (and generalization). These design proce-
dures are evaluated on a medical imaging dataset where some of the issues (different sites, data
pooling problematic) are serious and yet systematic deployment of deep learning methods (perhaps
facilitated by some strategies presented in this work) has a potential for impact.
10. Appendix
The proofs for all the technical results are presented here.
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Figure 14: Difference in objective (Non-transferable design) Difference in learning objective for depth 3 (a,b,c)
and depth 4 (d,e,f) networks. Columns represent different dls and ζs. The stopping iterations is chosen
randomly from the last min(N, 15) iterations.
10.1 Proof of Theorem 1
This proof for the 1-layer NN serves as a template for the results corresponding to DA and multi-
layer NN. The proof relies on two inequalities concerning the behaviour of the noisy gradients. We
first derive these inequalities.
Let δ = G(η; W)−∇Wf(W), where by definition
f(W) = EηL(η; W) G(η; W) = 1
B
B∑
i=1
g(η; W) with g(η; W) = ∇WL(η; W) (49)
Recall that in the single layer NN case η = {x,y} ∼ X . The Lipschitz constant of the activation
function σ(·) is 14 following the fact that {σ(·)(1− σ(·))} ≤ 14 .
The first inequality that we derive computes an upper bound on the variance of noisy gradients
g(η; W) i.e., Eη‖g(η; W)−∇Wf(W)‖2. The second inequality quantifies the Lipschitz continuity
of∇Wf(W) using continuity and boundedness properties of σ(·).
For the first inequality, denote δ to be the length dxdy vector with δij = gij(η; W) −∇Wijf(W)
where i = 1, . . . , dy and j = 1, . . . , dx. Hence
Eη‖δ‖2 = Eη
∑
ij
|δij |2 =
∑
ij
Eη
(
gij(η; W)−∇Wijf(W)
)2
(50)
55
where gij(η; W) is noisy gradients with respect to Wij . We upper bound this by computing the
maximum variance of gij(η; W)s.
For the 1-layer NN, L(η; W) = ‖y − σ(Wx)‖2. Hence
gij(η; W) = ∇ijWL(η; W) = −2(yi − σi(Wx))σi(Wx)(1− σi(Wx))xj (51)
Since x ∈ [0, 1]dx , y ∈ [0, 1]dy and σ(·) ∈ [0, 1], we have
|gij(η; W)| = 2|yi − σi(Wx)||σi(Wx)(1− σi(Wx))||xj | ≤ 1
2
(52)
Hence Eηgij(η; W) ≤ 12 . Using the definition of variance and (52) we then have
Varη(g
ij(η; W)) = Eη(gij(η; W))2 − (Eηgij(η; W))2
≤ Eηgij(η; W)(1
2
− Eηgij(η; W)) ≤ 1
16
(53)
which follows from the fact that the global maxima of t(c− t) is c24 .
Using this in (50), we get
Eη‖δ‖2 ≤ dxdy
16
(54)
We now derive the second inequality required. Since∇Wf(W) = Eη∇WL(η; W), we have
‖∇Wf(W)−∇Wf(Wˆ)‖ ≤ Eη‖∇WL(η; W)−∇WˆL(η; Wˆ)‖
≤ supη‖∇WL(η; W)−∇WˆL(η; Wˆ)‖
(55)
Consider |∇ijWL(η; W) − ∇ijWL(η; Wˆ)| where ∇ijWL(η; W) is from (51). Adding subtracting
2(yi − σi(Wx))σi(Wˆx)(1− σi(Wˆx))xj , and using triangle inequality we get
|∇ijWL(η; W)−∇ijWL(η; Wˆ)| ≤ 2|(yi − σi(Wx))σi(Wx)(1− σi(Wx))xj
− 2(yi − σi(Wx))σi(Wˆx)(1− σi(Wˆx))xj |
+ 2|(yi − σi(Wx))σi(Wˆx)(1− σi(Wˆx))xj
− (yi − σi(Wˆx))σi(Wˆx)(1− σi(Wˆx))xj |
(56)
Rearranging the terms within each | · | we have
|∇ijWL(η; W)−∇ijWL(η; Wˆ)|
≤ 2|xj ||yi − σi(Wx)||σi(Wx)(1− σi(Wx))− σi(Wˆx)(1− σi(Wˆx))|
+ 2|σi(Wx)− σi(Wˆx)||σi(Wx)(1− σi(Wx))xj |
(57)
Using triangle inequality again and recalling that xj , yi and σi(cot) lie between 0 and 1, we have
|∇ijWL(η; W)−∇ijWL(η; Wˆ)|
≤ 2|σi(Wx)− σi(Wˆx)|+ 2|σ2i (Wx)− σ2i (Wˆx)|
+ 2|σi(Wx)− σi(Wˆx)||σi(Wx)(1− σi(Wx))xj |
≤ 2|σi(Wx)− σi(Wˆx)|+ 2|σ2i (Wx)− σ2i (Wˆx)|
+
1
2
|σi(Wx)− σi(Wˆx)|
(58)
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where in the last step we used the fact that σi(Wˆx)(1− σi(Wˆx)) ≤ 14 .
Splitting the second term as |σ2i (Wx) − σ2i (Wˆx)| = (σi(Wx) + σi(Wˆx))|σi(Wx) − σi(Wˆx)|
we have
|∇ijWL(η; W)−∇ijWL(η; Wˆ)| ≤
13
2
|σi(Wx)− σi(Wˆx)|
≤ 13
8
|Wi·x− Wˆi·x| = 13
8
|
∑
j
Wijxj −
∑
j
Wˆijxj | = 13
8
|Wij − Wˆij |
(59)
where the second inequality above uses the Lipschitz constant of σ(·), and the third one uses
Cauchy-Schwartz and the fact that W and Wˆ differ only in ijth entry.
Using this in (55) we have
‖∇Wf(W)−∇Wf(Wˆ)‖ ≤ supη‖∇WL(η; W)−∇WˆL(η; Wˆ)‖
= supη
√∑
ij
|∇WijL(η; W)−∇WˆijL(η; Wˆ)|
≤
√∑
ij
(
13
8
)2|Wij − Wˆij |2 = 13
8
‖W − Wˆ‖
(60)
A significant part of the rest of the proof adapts that of Theorem 2.1 in Ghadimi and Lan (2013)
with several adjustments. We first start with f(W). Using (60), which corresponds to the Lipschitz
constant for f(W), we have
f(Wk+1) ≤ f(Wk) + 〈∇Wf(Wk),Wk+1 −Wk〉+ 13
16
‖Wk+1 −Wk‖2 (61)
where 〈·, ·〉 denotes inner product. k denotes the iteration index k = 1, . . . , N .
Substituting for the update Wk+1 ← Wk − γkG(ηk; Wk) (where γk is the stepsize) and using
G(ηk; Wk) = 1B
∑B
b=1 g(η
b,k; Wk), we get
f(Wk+1) ≤ f(Wk)− γk〈∇Wf(Wk), G(ηk; Wk)〉+ 13
16
(γk)2‖G(ηk; Wk)‖2
≤ f(Wk)− γ
k
B
B∑
b=1
〈∇Wf(Wk), g(ηb,k; Wk)〉+ 13
16B2
(γk)2‖
B∑
b=1
g(ηb,k; Wk)‖2
(62)
where b = 1, . . . , B represents indices within the mini-batch. ηb,k denotes the {x,y} ∈ X sampled
for bth noisy gradient computation (within the mini-batch) at kth iteration.
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Let δb,k := g(ηb,k; Wk) − ∇Wf(Wk), and so we denote δk = 1B
∑B
b=1 δ
b,k = G(ηk; W) −
∇Wf(W). The above inequality then reduces to
f(Wk+1) ≤ f(Wk)− γk‖∇Wf(Wk)‖2 − γ
k
B
B∑
b=1
〈∇Wf(Wk), δb,k〉
+
13
16B2
(γk)2‖B∇Wf(W) +
B∑
b=1
δb,k‖2
f(Wk+1) ≤ f(Wk)− γk‖∇Wf(Wk)‖2 − γ
k
B
B∑
b=1
〈∇Wf(Wk), δb,k〉
+
13
16B2
(γk)2
(
B2‖∇Wf(W)‖2 + 2B
B∑
b=1
〈∇Wf(Wk), δb,k〉+ ‖
B∑
b=1
δb,k‖2
)
f(Wk+1) ≤ f(Wk)−
(
γk − 13
16
(γk)2
)
‖∇Wf(Wk)‖2
− 1
B
(
γk − 13
8
(γk)2
) B∑
b=1
〈∇Wf(Wk), δb,k〉+ 13
16B2
(γk)2‖
B∑
b=1
δb,k‖2
(63)
Adding up the above inequalities over the iterations k = 1, . . . , N , we get
N∑
k=1
(
γk − 13
16
(γk)2
)
‖∇Wf(Wk)‖2 ≤ f(W1)− f(WN+1)
−
N∑
k=1
1
B
(
γk − 13
8
(γk)2
) B∑
b=1
〈∇Wf(Wk), δb,k〉+ 13
16B2
N∑
k=1
(γk)2‖
B∑
b=1
δb,k‖2
(64)
N∑
k=1
(
γk − 13
16
(γk)2
)
‖∇Wf(Wk)‖2 ≤ f(W1)− f∗
− 1
B
N∑
k=1
B∑
b=1
(
γk − 13
8
(γk)2
)
〈∇Wf(Wk), δb,k〉+ 13
16B2
N∑
k=1
(γk)2‖
B∑
b=1
δb,k‖2
(65)
where W1 is the initial estimate. The second inequality follows from the fact that at the optimum
W∗, we have f∗ ≤ f(WN+1).
Now observe that the above inequality comprises of two sets of random variables – sampling over
η for constructing noisy gradients, and N := R ∼ PR(·) which denotes the stopping iteration
(which is independent of η). We now marginalize out these variables from (65). Observe that, by
definition, ηb,k for different b’s and k’s are independent of each other. However, Wk+1 depends on
all G(ηb,l; Wl)s (being functions of ηb,k) for l = 1 to k. Further, all the information needed for
k+1th update comes from the “state” at kth iteration, implying that the updates Wk form a Markov
process. Hence we take the expectation with respect to p(η[B,N ], R) = p(η[B,N ])p(R) where η[B,N ]
is the random process generating η·,1, . . . , η·,N .
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Taking expectation over η[B,N ], the second to last term of (65) becomes
Eη[B,N ]
[
N∑
k=1
B∑
b=1
(
γk − 13
8
(γk)2
)
〈∇Wf(Wk), δb,k〉
]
=
N∑
k=1
B∑
b=1
(
γk − 13
8
(γk)2
)
Eη[b,k](〈∇Wf(Wk), δb,k〉|η1,1, . . . , ηb,k) = 0
(66)
where the last equality follows from the definition of δb,k = g(ηb,k; Wk)−∇Wf(Wk) and the fact
that Eηg(η; Wk) = ∇Wf(Wk).
To bound the last term in (65) consider the inner product 〈∑B−1b=1 δb,k, δB,k〉. Taking the expectation
with η[B,k] (for a given k), we have the following
Eη[B,k]
[
〈
B−1∑
b=1
δb,k, δB,k〉|η1,k, . . . , ηB−1,k
]
= 〈
B−1∑
b=1
δb,k,Eη[B,k]δ
B,k〉|η1,k, . . . , ηB−1,k = 0 (67)
which follows from the fact that Eηδb,k = ∇Wf(W). Using this we have the following (the
superscripts of η· will be dropped hence forward so as to avoid reduce the clutter),
Eη‖
B∑
b=1
δb,k‖2 = Eη
[
‖
B−1∑
b=1
δb,k‖2 + Eη‖δB,k‖2
]
+ 2〈
B−1∑
b=1
δb,k, δB,k〉
= Eη‖
B∑
b=1
δb,k‖2 + Eη‖δB,k‖2 =
B∑
b=1
Eη‖δb,k‖2
(68)
Further, from (54) we have Eη‖δ‖2 ≤ dxdy16 . Using this and (68), and taking the expectation over
η[B,N ] of the last term in (65), we get
Eη
[
13
16B2
N∑
k=1
(γk)2‖
B∑
b=1
δb,k‖2
]
=
13
16B2
N∑
k=1
(γk)2Eη‖
B∑
b=1
δb,k‖2 ≤ 13dxdy
256B
N∑
k=1
(γk)2 (69)
Using (66) and (69) and the inequality in (65) we have
N∑
k=1
(
γk − 13
16
(γk)2
)
Eη‖∇Wf(Wk)‖2 ≤ f(W1)− f∗ + e
s
B
N∑
k=1
(γk)2 (70)
where the definition es are used. Clearly for the above bound to make sense for any stepsize γk < 1.
Recall that we are intersted in bounding the expected gradients ER,η‖∇Wf(Wk)‖2. Apart from η,
this expectation is over the stopping iteration R, where R ∼ PR(k) (i.e., sampled from the stopping
distribution PR(·)). Hence we intend to bound
ER,η‖∇Wf(Wk)‖2 := 1∑N
k=1 p
k
R
(
pkREη‖∇Wf(Wk)‖2
)
(71)
where pkR is the probability of choosing k
th iteration to be the stopping iteration R (note that k =
1, . . . , N ). Following the left hand side in (70), we see that pkR would depend on the stepsizes γ
k.
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Specifically, by choosing pkR = γ
k − 1316(γk)2, we can compute the desired ER,η‖∇Wf(Wk)‖2 as
follows (clearly, whenever γk < 1, γk − 1316(γk)2 > 0, and hence it makes sense to use it as pkR),
ER,η‖∇Wf(Wk)‖2 :=
∑N
k=1
(
γk − 1316(γk)2
)
Eη‖∇Wf(Wk)‖2∑N
k=1(γ
k − 1316(γk)2)
≤ f(W
1)− f∗ + esB
∑N
k=1(γ
k)2∑N
k=1(γ
k − 1316(γk)2)
(72)
Observe that for the current result, however, we are interested in the constant stepsize case where
γk = γ ∀k. Here the bounds, and the corresponding results, are a litlle more messier compared to
the constant γ case, nevertheless, as will be shown in the proof of Corollary 3, the overall recipe for
deriving the bound is the same even in the non-constant stepsize setting.
Using γk = γ in (70) and (72) we get
ER,η‖∇Wf(Wk)‖2 := 1
Nγesγ
(
f(W1)− f∗ + e
sNγ2
B
)
≤ 1
esγ
(
Df
Nγ
+
esγ
B
) (73)
where Df = f(W1) − f∗ is the initial deviation from optimum. Recall the discussion in the
remarks of Theorem 1 (from Section 3), where we argue that using constant stepsizes with no other
constraint on the stopping distribution is equivalent, from the perspective of the bound, to choosing
the stopping distribution to be uniform over all the N iterations.
Observe that between the two terms within the paranthesis in (73), the first term decreases as γ
increases, while the second term increases as γ increases. Balancing these two, we obtain the
optimal constant stepsize γo (in the regime γ < 1613 ) as follows
γo =
√
BDf
esN
≈
√
Bf(W1)
esN
(74)
where without loss of generality we used the approximation that f∗ ∼ 0 and hence Df ≈ f(W1).
Observe that instead of balancing these terms, we could have explicitly worked with the entire term
in the bound and differentiated w.r.t γ, which will result in a quadratic involving γ. Note that unlike
the above expression for γo, this latter case is much messier with no significant advantage.
10.2 Proof of Corollary 2
Using the result of Theorem 1 and substituting the optimal stepsize γo =
√
Bf(W1)
esN in (73), with
es =
13dxdy
256 and Df replaced by f(W
1), we have
ER,η(‖∇Wf(WR)‖2) ≤ dxdy
√
13f(W1)
8
√
B
(√
dxdyN −
√
13Bf(W1)
) (75)
Observe that γ < 1613 ensures that dxdyN > 13Bf(W
1) thereby making sure the denominator
in the above inequality makes sense. We first derive the convergence rates of the above bound at
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this optimal choice of stepsize, followed by estimating the corresponding sample complexity using
setup of (, δ)-solution which is based on choosing the best estimate from multiple runs of the Alg.
1.
Although the right hand side above is non-trivial to interpret, the rates (vs. N and dx, dy) can be
obtained as follows. For a given network (i.e., for a fixed dxdy) and batch size B, we have
ER,η(‖∇Wf(WR)‖2) ≤ P√
N
∀ N > No > 13Bf(W
1)
dxdy
where P =
a
√
No√
No − b
a =
√
13dxdyf(W1)
64B
b =
√
13Bf(W1)
dxdy
(76)
ER,η(‖∇Wf(WR)‖2) ≤ Q
√
dxdy ∀ dxdy > do > 13Bf(W
1)
N
where Q =
√
do
a(
√
do − b)
a = 8
√
BN
13f(W1)
b =
√
13Bf(W1)
N
(77)
10.3 Proof of Corollary 3
The proof for this result follows the same recipe as that of Theorem 1. We only point out the
differences here.
In the non-constant stepsize case, using the stopping probability distribution such that pkR = γ
k −
13
16(γ
k)2 and (70), and computing the expected gradients both over R and η, we get the following
ER,η‖∇Wf(Wk)‖2 ≤
f(W1)− f∗ + es
∑N
i=1(γ
k)2
B∑N
k=1(γ
k − 1316(γk)2)
(78)
Whenever γk < 1, we have γk(1 − 13γk16 ) > 3γ
k
16 , using which we have (and denoting Df =
f(W1)− f∗)
ER,η‖∇Wf(Wk)‖2 ≤
Df +
es
∑N
i=1(γ
k)2
B
3
16
∑N
k=1 γ
k
=
16
3
∑N
k=1 γ
k
(
Df +
es
∑N
k=1(γ
k)2
B
)
(79)
Now using γk = γkα for some α > 1, we get
ER,η‖∇Wf(Wk)‖2 ≤ 16
3γ
∑N
k=1 k
−α
(
Df +
esγ2
∑N
k=1 k
−2α
B
)
≤ 16
3HN (α)
(
Df
γ
+
esγHN (2α)
B
) (80)
where Hn(m) =
∑n
i=1
1
im (m > 1) is the generalized harmonic number. Comparing this to (73)
we see that the change in the bound is with respect to some constants. Similar the computation for
optimal stepsize as in (74), we have the following here (approximating Df with f(W1))
γo =
√
Bf(W1)
esHN (2α) (81)
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10.4 Proof of Corollary 4
The proof for this result follows the same recipe as that of Theorem 1. We only point out the
differences here.
Recall (70) from the proof of Theorem 1 earlier. Using constant stepsizes γk = γ and the definitions
of es and esγ , this would reduce to
N∑
k=1
Eη‖∇Wf(Wk)‖2 ≤ 1
γesγ
(
f(W1)− f∗ + e
sN
B
γ2
)
(82)
Following a similar recipe as that of (71)-(73), we have the following, where, without the loss of
generality, we assume that the probabilites pkR are normalized i.e.,
∑N
k=1 p
k
R = 1 and p
k
R ≤ 1,
ER,η‖∇Wf(Wk)‖2 :=
N∑
k=1
(
pkREη‖∇Wf(Wk)‖2
)
(83)
and using the condition that pkR ≤ pk+1R for all k = 2, . . . , N and replacing f(W1)− f∗ with Df ,
we have
ER,η‖∇Wf(Wk)‖2 ≤ p
N
R
γesγ
(
Df +
esN
B
γ2
)
(84)
Depending on pNR , the right hand side above can be very lose, and hence it does not necessarily
make sense to compute the optimal stepsize for any general PR(·). Nevertheless, following the
optimal stepsize computation above in (74), we have (using Df ≈ f(W1))
γ1o = γ =
√
Bf(W1)
esN
(85)
10.5 Proof of Theorem 6
Recall that, for a given  > 0 and 0 < δ  1), the (, δ)-solution is defined as follows:
W∗ = arg min
t
‖∇Wf(WRt)‖2 s.t. Pr
(
min
t
‖∇Wf(WRt)‖2 ≤ 
)
≥ 1− δ (86)
where WR1 , . . . ,WRT correspond to estimates from the T independent runs of Alg. 1. Without
loss of generality we assume that N and B are the same across all these T runs.
Using some basic probability properties,
Pr
(
min
t
‖∇Wf(WRt)‖2 ≤ 
)
= Pr
(∃t = 1, . . . , T s.t. ‖∇Wf(WRt)‖2 ≤ )
= 1− Pr (‖∇Wf(WRt)‖2 ≥  ∀ t = 1, . . . , T )
= 1−
T∏
t=1
Pr
(‖∇Wf(WRt)‖2 ≥ )
(87)
Observe that we want the above probability to be larger than a given 1− δ. Hence we require
T∏
t=1
Pr
(‖∇Wf(WRt)‖2 ≥ ) ≤ δ (88)
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Now recall the constraint on the stepsizes and stopping distribution i.e., γk = γ, pkR ≤ pk+1R ∀k,
pNR =
ϑ
N . Using this and the optimal value for γ from (85) with Df ≈ f(W1), and substituting it
in (84), we get
pNR
γo(1− 1316γo)
(
Df +
1
B
esNγ2o
)
with γo =
√
Bf(W1)
esN
gives
32pNR e
sN
√
f(W1)√
B(16
√
esN − 13√Bf(W1))
(89)
where the definition of esγ = 1− 13γ16 was used.
Now using Markov inequality and optimal stepsize reduced bound from (89), we have the following
Pr
(‖∇Wf(WRt)‖2 ≥ ) ≤ E(∇Wf(WRt)‖2)

≤ 32e
sϑ
√
f(W1)

√
B(16
√
esN − 13√Bf(W1)) (90)
Noting that the T different runs of Algorithm 1 are independent, we can ensure (88) as follows(
32es
√
f(W1)

√
B(16
√
esN − 13√Bf(W1))
)T
≤ δ ⇐⇒ 16
√
esN − 13
√
Bf(W1) ≥ 32e
sϑ
√
f(W1)
δ1/T
√
B
⇐⇒ N ≥ f(W
1)
256es
(
13
√
B +
32esϑ
δ1/T
√
B
)2
(91)
Using δ¯ = 13Bδ
1/T
32es , and observing that the denominator in (89) is positive for any stepsize γ < 1
(because for such stepsizes we will have (1− 1316γ) > 0), we finally have
N ≥ 4f(W
1)es
Bδ2/T 2
(δ¯ + ϑ)2 (92)
10.6 Proof of Corollary 7
Inducing dropout into the setting of 1-NN from Theorem 1 corresponds to adjusting the terms in
(50)–(73).
To see this, first observe that dropout corredponds to dropping out units, and we consider the setting
where this dropping is in the inputs/visible layer, and there is no dropout in the output layer. Specifi-
cally, in each iteration of Algorithm 1, an input feature/dimension is dropped with probability 1−ζ.
Hence, within each iteration, out of the dxdy number of unknowns, only ζdxdy are updated. If J
denotes the ζdx non-dropped dimensions, then within a given iteration, the following statements
will hold.
∇ijW f(W) = 0 ; gij(η; W) = ∇ijWL(η; W) = 0 j ∈ J C (93)
The first and second equalities are due to the fact that, within an iteration we have a network of
ζdx and dy outputs, and the transformation matrix will be of size dy × ζdx. These imply that the
variance bound in (54) would change from dxdy16 to
ζdxdy
16 .
Further, the inequalities from (61)–(63) and (64)–(65) would have to be corrected for this change
in the number of unknowns being updated within each iteration. This can be done by observing
changing the left hand side of (70).
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Note that the ζdxdy unknowns across different iterations are independent, and a given edge is
dropped w.p. 1 − zeta. Hence, whenever N is reasonably large, the effective number of times
a given Wij is updated is ζN i.e., a given Wij appears ζN times in the left hand side of (70)
(instead of N as in the non-dropout setting).
Overall, this amounts to the following changes. First, the constants es would need to be scaled down
to ζes (recall the definition of es here). Second, the left hand side in the inequality from (70) would
change to
ζ
N∑
k=1
(
γk − 13
16
(γk)2
)
Eη‖∇Wf(Wk)‖2 (94)
Incorporating these into (70)–(73), we have
ER,η‖∇Wf(Wk)‖2 := 1
ζNγesγ
(
f(W1)− f∗ + ζe
sNγ2
B
)
≤ 1
esγ
(
Df
Nγζ
+
esγ
B
) (95)
whereDf = f(W1)−f∗ is the initial deviation from optimum. The corresponding optimal stepsize
would simply be
γo =
√
BDf
ζesN
≈
√
Bf(W1)
ζesN
(96)
To compute the computational complexity, following the steps from the proof of Corollary 6 from
Section 10.5, we have the following. Using (86)–(88), and (95) and (96) from above, we have
1
(1− 1316γo)
(
Df
Nγoζ
+
esγo
B
)
with γo =
√
Bf(W1)
ζesN
gives
32es
√
f(W1)√
B(16
√
ζesN − 13√Bf(W1))
(97)
Using this, the definition of δ¯ and following the steps from (90)–(92), we get
N ≥ 4f(W
1)es
ζBδ2/T 2
(1 + δ¯)2 (98)
10.7 Proof of Theorem 8
This proof structure closely follows that of Theorem 1. Following the setup there, we first derive
the inequality concerning the behaviour of the noisy gradients (refer to (54)). Using this, we then
bound the expected gradients taking into account that, unlike the single-layer case, the minimization
is over box constrained set Wij ∈ [−wm, wm] (∀i, j; refer to Alg. 2). The update step in Alg. 2
comprises of projecting the parameter update onto this feasible set.
The loss function for DA pretraining is L(η; W) = ‖x − σ(WTσ(Wx˜))‖2 (recall the objective
f(W) = EηL(η; W)). The minimization is over Wij ≤ wm for i = 1, . . . , dh and j = 1, . . . , dx
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with x˜j = xj w.p ζ and 0 otherwise. For some I = 1, . . . , dh and J = 1, . . . , dx, consider the
gradient of this loss with respect to WIJ , given as follows
gIJ(η; W) = ∇IJWL(η; W)
=
dx∑
j=1
−2(xj − σj(WTσ(Wx˜)))σj(WTσ(Wx˜))(1− σj(WTσ(Wx˜)))
[IJσI(Wx˜) +WIjσI(Wx˜)(1− σI(Wx˜))x˜J ]
(99)
where IJ = 1 for j = J and 0 else.
Separating the cases of x˜J = 0 and x˜J = xJ , and using the properties of σ(·), and the fact that
x ∈ [0, 1]dx we have the following
|gIJ(η; W)| |{x˜J = 0}
= |2(xJ − σJ(WTσ(Wx˜)))σJ(WTσ(Wx˜))(1− σJ(WTσ(Wx˜)))σI(Wx˜)| ≤ 1
2
|gIJ(η; W)| |{x˜J = xJ}
= |2(xJ − σJ(WTσ(Wx˜)))σJ(WTσ(Wx˜))(1− σJ(WTσ(Wx˜)))
(σI(Wx˜) +WIJσI(Wx˜)(1− σI(Wx˜))xJ)
+ 2
∑
j 6=J
(xj − σj(WTσ(Wx˜)))σj(WTσ(Wx˜))(1− σj(WTσ(Wx˜)))
WIjσI(Wx˜)(1− σI(Wx˜)x˜J |
≤ 1
2
|xJ − σJ(WTσ(Wx˜))||σI(Wx˜) +WIJσI(Wx˜)(1− σI(Wx˜))xJ |
+
1
2
xJ
∑
j 6=J
|xj − σj(WTσ(Wx˜))|1
4
|WIj |
≤ 1
2
|xJ − σJ(WTσ(Wx˜))|+ |xJ − σJ(WTσ(Wx˜))||WIJ |1
4
xJ
+
1
2
xJ
∑
j 6=J
|xj − σj(WTσ(Wx˜))|1
4
|WIj | ≤ 1
2
+
xJ
8
dx∑
j=1
|WIj |
(100)
Taking expectation over x ∈ X for a given corruption of J th unit (i.e., independent of the input x,
x˜J is always 0), we get
Ex(gIJ(η; W)) ≤
{
1
2 whenever x˜J = 0
1
2 +
µJdxwm
8 otherwise
(101)
where the second case follows from the fact that Ex(xJ
∑dx
j=1 |WIj |) ≤ Ex(xJdxwm) = µJdxwm
which uses the max-norm boundary (or box) constraint for the parameters i.e.,Wij ≤ wm∀i, j (refer
to the update from Alg. 2). Here µj = Exxj .
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Further, using the definition of variance we have
Varx(g
IJ(η; W)) ≤ Ex(gIJ(η; W))
(
supx(g
IJ(η; W))− Ex(gIJ(η; W))
)
≤

1
16 whenever x˜J = 0
1
16
(
1 + µJdxwm4
)2
otherwise
(102)
Note that we are interested in Varη(Gij(η; W)) for some i, j. Here µj = Exxj is the average
(across all inputs from X ) first moment at the jth input unit. Hence using the variance decomposi-
tion, we get
Varη(g
ij(η; W)) = Varx,x˜(g
ij(η; W))
= Ex˜|x[Varx(gij(η; W))|{x˜|x}] + Varx˜|x[Ex(gij(η; W))|{x˜|x}]
= Ex˜j |xj [Varx(g
ij(η; W))|{x˜j |xj}] + Varx˜j |xj [Ex(gij(η; W))|{x˜j |xj}]
(103)
Now applying (102) and (103) and using the fact that x˜j = 0 w.p 1− ζ, we have
Ex˜j |xj [Varx(g
ij(η; W))|{x˜j |xj}] ≤ 1− ζ
16
+
ζ
16
(
1 +
µjdxwm
4
)2
(104)
Varx˜j |xj [Ex(g
ij(η; W))|{x˜j |xj}] ≤ Ex˜j |xj [E2x(Gij(η; W))]− (Ex˜j |xj [Ex(gij(η; W))])2
≤ 1− ζ
4
+ ζ
(
1
2
+
µjdxwm
8
)2
−
(
1− ζ
2
+
ζ
2
+
ζµjdxwm
8
)2
(105)
Combining these we finally get
Varη(g
ij(η; W)) ≤ 1
16
[
1 +
ζµjdxwm
4
+
(
5ζ
16
− ζ
2
4
)
(ζµjdxwm)
2
]
(106)
Following the setup from (50), (53) and (54) from the proof of Theorem 1 in Section 10.1, and
replicating the same here, we have
Eη‖δ‖2 ≤ 1
16
dxdh + ζdxwm
4
∑
ij
µj +
(
5ζ
16
− ζ
2
4
)
(ζdxwm)
2
∑
ij
µ2j

=
1
16
dxdh + ζdxdhwm
4
∑
j
µj +
(
5ζ
16
− ζ
2
4
)
(ζdxwm)
2dh
∑
j
µ2j

=
dxdh
16
[
1 +
ζdxwm
4
µx +
(
5ζ
16
− ζ
2
4
)
(ζdxwm)
2τx
]
(107)
where µx = 1dx
∑dx
j=1 µj and τx =
1
dx
∑dx
j=1 µ
2
j correspond to the average moment of the inputs
across all dx units/dimensions. Note that τx is not the second moment, and instead is a function of
the first moments (µj’s) themselves. Recall that δ = g(η; W)−∇Wf(W).
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The rest of the proof follows the recipe from Section 10.1 and builds the expected bounds for Alg.
2 following the update
Wk+1ij ← PW(Wkij − γkG(ηk; Wkij)) (108)
Observe that PW(·) denotes the Euclidean projection on [−wm, wm]. We will be needing the fol-
lowing results about the Euclidean projection for constructing the convergence bound.
(a) hTPW(W, h, γ) ≥ ‖PW(W, h, γ)‖2
(b) ‖PW(W, h1, γ)− PW(W, h2, γ)‖ ≤ ‖h1 − h2‖
(109)
for some h, h1, h2 ∈ Rdhdx . We do not discuss their proofs here, which can be found in Rockafellar
and Wets (2009) (and Lemma 1 and Proposition 2 in Ghadimi et al. (2016)). (109)(b) corresponds
to the general inequality that projection does not reduce distances. For simplicity we have the
following notation for the projected versions of g(η; W), G(η; W) and ∇Wf(η; W).
PW(W, g(η; W), γ) := g˜(η; W)
PW(W, G(η; W), γ) := G˜(η; W)
PW(W,∇Wf(W), γ) := ∇Wf˜(W)
(110)
(i.e, by adding an additional tilde).
We now follow the recipe from (61)–(73), from the proof of Theorem 1. Using the Lipschitz con-
stant Uda (and denoting it by L(dh, wm)), we have the following
f(Wk+1) ≤ f(Wk) + 〈∇Wf(Wk),Wk+1 −Wk〉+ Uda
2
‖Wk+1 −Wk‖2
where Uda =
(
(dh − 1)
[
wm
20
+
13w2m
640
]
+
16
20
+
73wm
480
) (111)
By the definition of prox operation, and using some abuse of notation, we have Wk+1 ← Wk −
γkG˜(ηk; Wk), and recall that δk = G(ηk; Wk)−∇Wf(Wk).
Using these we get
f(Wk+1) ≤ f(Wk) + 〈∇Wf(Wk),Wk+1 −Wk〉+ Uda
2
‖Wk+1 −Wk‖2
= f(Wk)− γk〈∇Wf(Wk), G˜(ηk; Wk)〉+ Uda
2
(γk)2‖G˜(ηk; Wk)‖2
= f(Wk)− γk〈G(ηk; Wk), G˜(ηk; Wk)〉+ Uda
2
(γk)2‖G˜(ηk; Wk)‖2
+ γk〈δk, G˜(ηk; Wk)〉
(112)
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and using (109)(a) with h = G(ηk; Wk), we get
f(Wk+1) ≤ f(Wk)− γk‖G˜(ηk; Wk)‖2 + Uda
2
(γk)2‖G˜(ηk; Wk)‖2
+ γk〈δk, G˜(ηk; Wk)〉
= f(Wk)− γk‖G˜(ηk; Wk)‖2 + Uda
2
(γk)2‖G˜(ηk; Wk)‖2
+ γk〈δk,∇Wf˜(ηk; Wk)〉+ γk〈δk, G˜(ηk; Wk)−∇Wf˜(Wk)〉
= f(Wk)−
(
γk − Uda
2
(γk)2
)
‖G˜(ηk; Wk)‖2
+ γk〈δk,∇Wf˜(ηk; Wk)〉+ γk‖δk‖‖G˜(ηk; Wk)−∇Wf˜(Wk)‖
(113)
where the last term in the third inequality above is obtained using Cauchy-Schwartz. Using (109)(b)
with h1 = G(ηk; Wk) and h2 = ∇Wf(η; W) in the last inequality above, we have
f(Wk+1) ≤ f(Wk)−
(
γk − Uda
2
(γk)2
)
‖G˜(ηk; Wk)‖2
+ γk〈δk,∇Wf˜(Wk)〉+ γk‖δk‖2
(114)
Adding up the above inequalities over the iterations k = 1, . . . , N , we get
N∑
k=1
(
γk − Uda
2
(γk)2
)
‖G˜(ηk; Wk)‖2 ≤ f(W1)− f(WN+1)
+
N∑
k=1
[
γk〈δk,∇Wf˜(Wk)〉+ γk‖δk‖2
] (115)
We now take the expectation of the above inqeuality over the two sets of random variables – the
stopping iteration R and the data instance η (similar to the setup from (66)-(70))
Note that δk = G(ηk; Wk)−∇Wf(Wk) and recall the steps (66)-(68) (from the proof of Theorem
1) which were used to bound the expectations of the last two terms on the right hand side of (70).
Replicating a similar set of steps here and using (107), we have the following
Eη
(
N∑
k=1
γk〈δk,∇Wf˜(Wk)〉
)
=
N∑
k=1
γkEη
(
〈δk,∇Wf˜(Wk)〉|η1, . . . , ηk−1
)
= 0 (116)
Eη‖δk‖2 = 1
B2
Eη‖
B∑
b=1
δb,k‖2 =
B∑
b=1
Eη‖δb,k‖2 ≤ e
da
B
where eda :=
dxdh
16
[
1 +
ζdxwm
4
µx +
(
5ζ
16
− ζ
2
4
)
(ζdxwm)
2τx
] (117)
Using (116) and (117) after taking the expectation (over η) of (115) and using the fact that f(WN+1) ≤
f∗, we have
N∑
k=1
(
γk − Uda
2
(γk)2
)
Eη‖G˜(ηk; Wk)‖2 ≤ Df + e
da
B
N∑
k=1
γk (118)
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where Df = f(W1)− f∗.
Observe that the inequality to makes sense we need γk < 2Uda . With this, and following the setup
described using (71) for arriving at (73) using constant stepsizes γk = γ < 2Uda (refer to the proof
of Theorem 1), we have the following
(
γ − Uda
2
γ2
) N∑
k=1
Eη‖G˜(ηk; Wk)‖2 ≤ Df + e
daNγ
B
and hence
ER,η‖G˜(ηk; Wk)‖2 := 1
N
N∑
k=1
Eη‖G˜(ηk; Wk)‖2 ≤
Df +
edaNγ
B
N(γ − Uda2 γ2)
=
(
Df
Nγ
+
eda
B
)
1
1− Uda2 γ
(119)
Recall that in all the derivations above η essentially corresponds to sampling a data instance x ∈ X
and then corrupting it to get x˜. The above inequality governs the decay of G˜(ηk; Wk), however, we
are interested in bounding the expectation of∇Wf˜(η; W). To that end, we have the following (the
subscript of expectation is dropped to reduce the clutter),
ER,η‖∇Wf˜(W)‖2 = ER,η‖∇Wf˜(W) + G˜(ηk; Wk)− G˜(ηk; Wk)‖2
≤ ER,η‖G˜(ηk; Wk)‖2 + ER,η‖∇Wf˜(W)− G˜(ηk; Wk)‖2
≤
(
Df
Nγ
+
eda
B
)
1
1− Uda2 γ
+ ER,η‖∇Wf(W)−G(ηk; Wk)‖2
(120)
where the last inequality uses (119) for the first term, and (109)(b) with h1 = ∇Wf(W) and
h2 = G(η
k; Wk) for the second term.
Recalling that Eη‖∇Wf(W)−G(ηk; Wk)‖2 is simply Eη‖δk‖2, and using (117) and the definition
of edaγ , we finally get
ER,η‖∇Wf˜(W)‖2 ≤ Df
Nγedaγ
+
eda
B
(
1 +
1
edaγ
)
(121)
The bound in (121) is very large whenever the stepsizes lie closer to the left and right extremes of
the allowed range 0 < γ < 2Uda . Hence, the optimal γo is given by the derivative of the right hand
side above. Noting that B  N for the regimes of interest, γo is given by
UdaedaNγ2o + 2BDfUdaγo − 2BDf = 0
=⇒ γo = −BDf
edaN
+
√(
BDf
edaN
)2
+
2BDf
UdaedaN ≈
√
2BDf
UdaedaN
(122)
where Df ≈ f(W1). Observe that for reasonable values of wm and dh, Uda < 2, and intandem
with B  N this result is of practical use, instead of just being for theoretical interest. Clearly we
need 2Uda >
BDf
edaN
for the above stepsize to make sense, and in the B  N setting with reasonable
wm and dh, this would be satisfied.
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10.8 Proof of Corollary 9
Recall the proofs of Theorem 1 and Corollary 4 from Sections 10.1 and 10.4 respectively, and
modifications required in Section 10.4 over the calculations from Section 10.1. The proof of this
result entails a similar set of changes over the recipe and inequalities from Section 10.7. Hence, we
just list down the changed set of inequalities and the resulting change in the final bound.
Using pkR ≤ pk+1R ∀k, (119) would change as follows,
ER,η‖G˜(ηk; Wk)‖2 :=
N∑
k=1
pkR
(
Eη‖G˜(ηk; Wk)‖2
)
≤ pNR
N∑
k=1
(
Eη‖G˜(ηk; Wk)‖2
)
≤ pNR
Df +
edaNγ
B
γ − Uda2 γ2
=
(
Df
γ
+
edaN
B
)
pNR
1− Uda2 γ
(123)
The rest of the derivation would follow the structure in (120)–(122), and hence we have the follow-
ing
ER,η‖∇Wf˜(W)‖2 ≤ p
N
RDf
γedaγ
+
eda
B
(
1 +
pNRN
edaγ
)
(124)
Re-computing the optimal stepsize from the above bound, following (122), we would still get (with
B  N ),
γo = −BDf
edaN
+
√(
BDf
edaN
)2
+
2BDf
UdaedaN ≈
√
2BDf
UdaedaN (125)
10.9 Proof of Theorem 10
The expected gradients bound for DA RSG is (121). Now recall the large deviation estimate proof
procedure for single layer RSG from Section 10.5, specifically the derivation of (90) and (91).
Applying similar steps for (121), we get the following
Df
Nγedaγ
+
eda
B
(
1 +
1
edaγ
)
≤ δ1/T (126)
Under the assumption that SC ≈ BN , the two terms in the left hand side above decrease and
increase respectively as N increases. Hence, we can balance them out by forcing each to be smaller
than δ
1/T
2 , which then gives
B ≤ 2e
da
δ1/T
(
1 +
1
edaγ
)
and N ≥ 2f(W
1)
γedaγ δ
1/T
(127)
Observe that f(W1) is at most dx which follows from the loss function of DA in (5) and the
fact that x ∈ [0, 1]dx . Using this in the second inequality above and also the fact that SC ≈ BN ,
we get
N ≥ max
{
SC
B
,
2f(W1)
γedaγ δ
1/T
}
(128)
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10.10 Proof of Theorem 11
Observe that the setup of Alg. 3 is to first pretrain the L − 1 hidden layers, followed by running
backpropagation through these layers using the outputs y (which correspond to the Lth layer).
Hence, the analysis of expected gradients for this L-layered network (denoted by W1, . . . ,WL),
starts from Theorem 8 where we bound the expected gradients of a single pretrained layer. Note the
abuse of notation here: W1, . . . ,WL denote the parameters of the network while Wk,1, . . . ,Wk,L
correspond to their estimates at kth iteration of back propagation fine-tuning.
Consider the term ‖g˜(η; W)‖ = ‖PW(W,∇WL(η; W), γ‖, and the event Pr(supη‖g˜(η; W)‖ ≤
α) = 1−Pr(supη‖g˜(η; W)‖ ≥ α). We intend to make this probability as small as possible. Using
Jensen and Markov inequalities, we have the following
supη‖g˜(η; W)‖ ≥ Eη‖g˜(η; W)‖ ≥ ‖Eη g˜(η; W)‖ (129)
Pr
(
supη‖g˜(η; W)‖2 ≥ ‖Eη g˜(η; W)‖2 ≥ α2
) ≤ ER‖Eg˜(η; W)‖2
α2
=
1
α2
ER‖∇Wf˜(η; W)‖2
(130)
and using (18), we then get
Pr(supη‖g˜(η; W)‖ ≤ α) ≥ 1− cu
α2
cu =
1
Cγ
(
Df
Nγ
+
Vda
B
)
+
Vda
B
(131)
Consider a L-layered multi-layer network with lengths d0, d1, . . . , dL. Recall that d0 and dL corre-
spond to the input (x) and output (y) layers respectively. Alg. 3 pretrains the L − 1 hidden layers
(corresponding to h1, . . . ,hL−1). If the expected gradients bounds resulting from pretraining these
layers are denoted by c1u, . . . , c
L−1
u , then we have the following with δα =
1
α2
max{c1u, . . . , cL−1u }
Pr(supη‖g˜l(η; W)‖ ≤ α) ≥ 1− δα for l = 1, . . . , L− 1 (132)
We then operate in this setting where hidden layers are pretrained (refer Alg. 3); α, δα and the
corresponding pretraining hyper-parameters (refer to Theorem 8 and Corollary 10) are chosen such
that the probability bound in (132) is satisfied.
We now setup the proof for bounding expected gradients for ‘tuning’ the network. Recall the pro-
jected back propagation setting used in Alg. 3, where the gradients of l − 1th take the following
from based on the updates and gradients from lth layer.
gij(η; Wl) = hl−1q h
l
p(1− hlp)
dl+1∑
m=1
g˜m,il+1(η; W
l+1)W l+1ij (133)
where hl = σ(Wlhl−1) is the lth hidden layer output, i = 1, . . . , dl and j = 1, . . . , dl−1 (h0 = x).
Using this, and following the setup of proof from Theomem 1 we first compute the variance of the
noisy gradients gij(η; Wl). Since the network is pretrained, using (132)
|gij(η; Wl)| = |hl−1j hli(1− hli)||
dl+1∑
m=1
g˜m,il+1(η; W
l+1)||W l+1ij | ≤
αdl+1w
l
m
4
(134)
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and denoting δl = Gl(η; Wl)−∇Wlf(η; Wl), we have
Eη‖δl‖2 ≤ αdl−1dldl+1w
l
m
4
(135)
Following the recipe Theorem 1, we then compute the Lipschitz constants for the hidden layer
gradients g˜l(η; Wl). Using (133) and rearranging few terms, we have
‖gijl (η; W)− gijl (η; Wˆ)‖ ≤ |hl−1j σi(Wlhl−1)(1− σi(Wlhl−1))
dl+1∑
m=1
g˜m,il+1(η; W
l+1)W l+1ij
− hl−1j σi(Wˆlhl−1)(1− σi(Wˆlhl−1))
dl+1∑
m=1
g˜m,il+1(η; W
l+1)W l+1ij |
≤ |σi(Wlhl−1)(1− σi(Wlhl−1))− σi(Wˆlhl−1)(1− σi(Wˆlhl−1))|
dl+1∑
m=1
|g˜m,il+1(η; Wl+1)||W l+1ij | ≤
αdl+1w
l
m
10
|W lij − Wˆ lij |
(136)
Using (135) and (136), we now follow the recipe for the proofs of Theorem 1 and Theorem 8
to derive the expected gradients. Recall the update steps from Alg. 3, which essentially is back
propagating the errors from the output layer L to the first/input layer. Within a single iteration of
the backprop all the layers are updated i.e., {Wk+1,l} ← {Wk,l} ∀l. Further, the objective for each
of the L updates within this iteration is f(Wl) = E‖hl − σ(Wlhl−1)‖2 (hL = y, h0 = x).
Using this intuition and recalling that is no pretraining for the output (Lth) layer, we start with the
following inequality concerning the final layer (based on (61)),
f(Wk+1,l) ≤ f(Wk,l) + 〈∇Wlf(Wk,l),Wk+1,l −Wk,l〉+
13
16
‖Wk+1,l −Wk,l‖2 (137)
Applying the same set of steps as in (61)–(63), and recalling that δk,L = G(η; WL)−∇WLf(WL)
we get
f(Wk+1,L) ≤ f(Wk,L)−
(
γkL −
13
16
(γkL)
2
)
‖∇WLf(Wk,L)‖2
−
(
γkL −
13
8
(γkL)
2
)
〈∇WLf(Wk,L), δk,L〉+
13
16
(γkL)
2‖δk,L‖2
(138)
Once the Lth layer is updated, the remaining L − 1 layers are updated from top to bottom (refer
Alg. 3).
Based on the set of inequalities derived in (111)–(114), the corresponding bounds on the layer-wise
objectives f(Wl) will be as follows
f(Wk+1,l) ≤ f(Wk,l)−
(
γkl −
αdl+1w
l
m
20
(γkl )
2
)
‖G˜(ηk; Wk,l)‖2
+ γkl 〈δk,l,∇Wl f˜(Wk,l)〉+ γkl ‖δk,l‖2 ; l = L− 1, . . . , 1
(139)
where the Lipschitz bound from (136) was used and δk,l = G(η; Wl)−∇Wlf(Wl).
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Observe that the final layer has no constraints imposed on the parametersWLij , and so∇WL f˜(Wk,L) =
∇WLf(Wk,L) and G˜(ηk; Wk,l) = G(ηk; Wk,L). Denoting F (Wk) :=
∑L
l=1 f(W
k,l), and
adding up (138) and (139), we get
F (Wk+1) ≤ F (Wk)−
(
γkL −
13
16
(γkL)
2
)
‖∇WLf(Wk,L)‖2
−
L−1∑
l=1
(
γkl −
αdl+1w
l
m
20
(γkl )
2
)
‖G˜(ηk; Wk,l)‖2
−
(
γkL −
13
8
(γkL)
2
)
〈∇WLf(Wk,L), δk,L〉
+
L−1∑
l=1
γkl 〈δk,l,∇Wl f˜(Wk,l)〉+
13
16
(γkL)
2‖δk,L‖2 +
L−1∑
l=1
γkl ‖δk,l‖2
(140)
We restrict to the constant stesizes case, i.e., γkl = γl∀k (for a given layer). Now, summing the
above inequality over the N iterations and rearranging terms, we get
(
γL − 13
16
(γL)
2
) N∑
k=1
‖∇WLf(Wk,L)‖2 +
L−1∑
l=1
(
γl − αdl+1w
l
m
20
(γl)
2
) N∑
k=1
‖G˜(ηk; Wk,l)‖2
≤ F (W1)− F ∗ −
(
γL − 13
8
(γL)
2
) N∑
k=1
〈∇WLf(Wk,L), δk,L〉
+
L−1∑
l=1
γl
N∑
k=1
〈δk,l,∇Wl f˜(Wk,l)〉+
13
16
(γL)
2
N∑
k=1
‖δk,L‖2 +
L−1∑
l=1
γl
N∑
k=1
‖δk,l‖2
(141)
where W1 represents the initial estimate – W1,L for the final layer, and the pretrained estimates for
the remaining L− 1 layers.
We now take the expectation of the above inequality with η, followed by the stopping iteration R.
Recall the set of inequalities from (66) and (116). Replicating a similar set of analysis, the terms
involving 〈·, ·〉 from the right hand side above will vanish. Further, from (67)–(69) and (117), the
last two terms in the above inequality will reduce to
Eη
(
13
16
(γL)
2
N∑
k=1
‖δk,L‖2
)
≤ 13dL−1dL
256B
Nγ2L
Eη
(
L−1∑
l=1
γl
N∑
k=1
‖δk,l‖2
)
≤ Nα
4B
L−1∑
l=1
γldl−1dldl+1wlm
(142)
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The second inequality uses (135). Here the size of mini-batchB is the same across all layers. Using
(142) after applying the expectation to (137), we have the following
(
γL − 13
16
(γL)
2
) N∑
k=1
E‖∇WLf(Wk,L)‖2 +
L−1∑
l=1
(
γl − αdl+1w
l
m
20
(γl)
2
) N∑
k=1
E‖G˜(ηk; Wk,l)‖2
≤ DF + N
4B
(
13dL−1dLγ2L
64
+ α
L−1∑
l=1
γldl−1dldl+1wlm
)
(143)
To allow for ‘simpler’ summarization of the above inequality before taking the expectation with
respect to the stopping iteration, denote
γ˜ = min
[
γL − 13
16
(γL)
2, γl − αdl+1w
l
m
20
(γl)
2
]
l = L− 1, . . . , 1 (144)
With this, we have
γ˜
N∑
k=1
(
E‖∇WLf(Wk,L)‖2 +
L−1∑
l=1
E‖G˜(ηk; Wk,l)‖2
)
≤
(
γL − 13
16
(γL)
2
) N∑
k=1
E‖∇WLf(Wk,L)‖2
+
L−1∑
l=1
(
γl − αdl+1w
l
m
20
(γl)
2
) N∑
k=1
E‖G˜(ηk; Wk,l)‖2
(145)
Using the decomposition of ER‖f˜(Wk,l)‖2 based on (120), the above inequality gives
ER,η‖∇W1,...,WL f˜(W)‖2 :=
L∑
l=1
ER,η‖∇Wl f˜(W)‖2
= ER,η‖∇WLf(W)‖2 +
L−1∑
l=1
ER,η‖∇Wl f˜(W)‖2
= ER,η‖∇WLf(W)‖2 +
L−1∑
l=1
ER,η‖G˜(ηk; Wk,l)‖2 +
L−1∑
l=1
‖∇Wl f˜(W)− G˜(ηk; Wk,l)‖2
=
1
N
N∑
k=1
Eη‖∇WLf(Wk,L)‖2 +
1
N
N∑
k=1
L−1∑
l=1
Eη‖G˜(ηk; Wk,l)‖2
+
L−1∑
l=1
‖∇Wl f˜(W)− G˜(ηk; Wk,l)‖2
(146)
where the last inequality uses the fact that the stopping iteration is uniformly chosen over the k =
1, . . . , N iterations and (135).
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Clearly, by the definition of F (W) from above, we see that DF = Df (since f l(W1,l) = 0 for
l = 1, . . . , L− 1). Using this, (137) and (145), we finally have
ER,η‖∇W1,...,WL f˜(W)‖2 ≤
Df
Nemγ
+
1
4Bemγ
(
13dL−1dLγ2L
64
+ α
L−1∑
l=1
γldl−1dldl+1wlm
)
=
1
emγ
(
Df
N
+
1
B
(emL + α
L−1∑
l=1
eml )
)
where eml =
γl
4
dl−1dldl+1wlm (l = 1, . . . , L− 1) and emL =
13dL−1dLγ2L
256
(147)
10.11 Proof of Corollary 13
The proof of this result directly follows from (23), which is presented below for reference.
E‖∇Wf˜(WR)‖2 ≤ 1
emγ
(
Df
N
+
1
B
(emL +
L−1∑
l=1
αle
m
l )
)
with emγ = min
{
γL − 13
16
(γL)
2, γl − αldl+1w
l
m
20
(γl)
2
} (148)
Under the assumption that γl = γ∀l, and whenever αldl+1 < 654 , we have
αldl+1
20
γ2 <
13
16
γ2 for any γ
and hence emγ = γ −
13
16
γ2 will be a constant
(149)
Now, for a given B and N , and approximating Df ≈ dL, the term that will be different across the
neworks D := (αl, dl) in the decay bound from (148) is the following (using the definition of eml s
from Theorem 11),
13γ2
256
dL−1dL +
γ
4
L−1∑
l=1
αldl−1dldl+1 (150)
Now all the networks that satisfy the following condition, will have the same (150), and hence the
decay bound would be the same i.e., they all are equivalent according to Definition 12.
αldl−1dldl+1 =
1
Ψl
for a given Ψ1, . . . ,ΨL−1, dL and dL−1 (151)
10.12 Proof of Corollary 14
The proof follwos by comparing the decay bound from (22) for the two networks Ds (depth Ls)
and Dt (depth Lt). Recall that d0 and dL are given. dt = ds1+δst with Lt > Ls and the pretraining
goodness is α for both (for all the layers) networks. Since we are interested in the regime where the
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taller network Dt is better than the shorter one Ds, we have the following using (22),
1
emγ
(
dL
N
+
1
B
(
13dsdLγ
2
256
+
αγw
4
(d2sdL + d
2
sd0) +
αγw
4
(Ls − 3)d3s
))
≥ 1
emγ
(
dL
N
+
1
B
(
13dtdLγ
2
256
+
αγw
4
(d2tdL + d
2
td0) +
αγw
4
(Lt − 3)d3t
)) (152)
where emγ = γ − 1316γ2 and the definition of eml s was used from Theorem 11.
Rearranging and cancelling several terms will give
13dLγ
2
256
(ds − dt) + αγw
4
(dL + d0)(d
2
s − d2t )
≥ αγw
4
(
(Lt − 3)d3t − (Ls − 3)d3s
) (153)
Using ds = dt(1 + δst) in the above inequality, we get
13dLγ
64
δst + αwδst(2 + δst)(dL + d0)dt
≥ αwd2t
(
(Lt − 3)− (Ls − 3)(1 + δst)3
) (154)
which then gives
Lt − 3 ≤ (Ls − 3)(1 + δst)3 + 1
αwd2t
(
13dLγ
64
δst + αwδst(2 + δst)(dL + d0)dt
)
(155)
Recall that δst > 0, and so any Lt that satisfies the following upper bound will satisfy the above
inequality,
Lt ≤ (Ls − 3)(1 + 3δst) + 3 + δst
(
13dLγ
64αwd2t
+
(1 + δst)(dL + d0)
dt
)
= (Ls − 3)(1 + 3δst) + 3 + δst
(
13dtdLγ
2
256
αγw4 d
3
t
+ (1 + δst)
( γw
4 d
2
tdL
γw
4 d
3
t
+
γw
4 d
2
td0
γw
4 d
3
t
)) (156)
where in the second inequaity several terms are adjusted to get the expression into a form of interest
(that will be clear shortly). Now using the fact that dt = ds1+δst , and the definitions of e
m
l from
Theorem 11, we finally have (recall that under the assumptions em2 = . . . = e
m
L−2 for Ds),
Lt ≤ Ls + 3δst(Ls − 3) + δst(1 + δst)2
(
13dsdLγ
2
256
αγw4 d
3
s
+
γw
4 d
2
sdL
γw
4 d
3
s
+
γw
4 d
2
sd0
γw
4 d
3
s
)
= Ls + 3δst(Ls − 3) + δst(1 + δst)2
(
emL
αem2
+
emL−1
em2
+
em1
em2
) (157)
10.13 Proof of Theorem 15
Inducing dropout into the setting of Corollary 11 corresponds to adjusting the terms in (143)–(147).
The arguments follow through what was presented in the proof of Corollary 7 in Section 10.6.
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Those same observations hold for the multi-layer setting as well, and we follow the derivative ar-
guments presented for 1-NN above. Since the setting for this results, assumes that the network has
been pretrained layer-wise, the results from Corollary 11 will hold. We now adapt them (specifically
(137)–(147)) to this multi-layer dropout case.
Firstly the constants em1 , . . . , e
m
L would change as follows (refer to the statement of Corollary 11),
eml ;
γl
4
dl−1dldl+1wlm →
γl
4
ζl−1ζlζl+1dl−1dldl+1wlm (l = 1, . . . , L− 2)
emL−1;
γl
4
dL−2dL−1dLwlm →
γl
4
ζL−2ζL−1dL−2dL−1dLwlm
emL ;
13dL−1dLγ2L
256
→ 13ζL−1dL−1dLγ
2
L
256
(158)
Secondly, the left hand side in (143) changes to
ζL
(
γL − 13
16
(γL)
2
) N∑
k=1
E‖∇WLf(Wk,L)‖2
+
L−1∑
l=1
ζl−1ζl
(
γl − αdl+1w
l
m
20
(γl)
2
) N∑
k=1
E‖G˜(ηk; Wk,l)‖2
(159)
Note that this basically follows from the correction for effective number of times Wij’s are getting
updated in the dropout setting (refer to the discussion about (93) and (94) from Section 10.6). Using
the fact that ζ2l < ζl and denoting ζ = minl ζl, we get
ζ2
((
γL − 13
16
(γL)
2
) N∑
k=1
E‖∇WLf(Wk,L)‖2
)
+ ζ2
(
L−1∑
l=1
(
γl − αdl+1w
l
m
20
(γl)
2
) N∑
k=1
E‖G˜(ηk; Wk,l)‖2
)
<
ζL
(
γL − 13
16
(γL)
2
) N∑
k=1
E‖∇WLf(Wk,L)‖2
+
L−1∑
l=1
ζl−1ζl
(
γl − αdl+1w
l
m
20
(γl)
2
) N∑
k=1
E‖G˜(ηk; Wk,l)‖2
(160)
Lastly, the hyper-parameter emγ would also need to be changed, but assuming that the stepsizes γ
ls
and α are reasonably small, so that, emγ would be approximately the same as in the non-dropout
case. If this is not the case, then the analysis and the inequalities derived become very messy, with
a lot of clutter, and in the end, nothing new to infer from comapred to the case where emγ would
simply depend on the γls instead of dls. Hence, we use the same emγ as was used in Theorem 11.
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With the changes in (158) and (160), and using ζ¯ = maxl ζl, we finally have (from (147))
ER,η‖∇W1,...,WL f˜(W)‖2 ≤
DF
Nζ2emγ
+
1
4Bζ2emγ
(
13ζL−1dL−1dLγ2L
64
)
+
1
4Bζ2emγ
(
αγlζL−2ζL−1dL−2dL−1dLwL−1m + α
L−2∑
l=1
γlζl−1ζlζl+1dl−1dldl+1wlm
)
≤ DF
Nζ2emγ
+
1
4Bζ2emγ
(
13ζ¯dL−1dLγ2L
64
)
+
1
4Bζ2emγ
(
αγlζ¯
2dL−2dL−1dLwL−1m + α
L−2∑
l=1
γlζ¯
3dl−1dldl+1wlm
)
(161)
Using the definitions of eml ∀l (refer to the statement of Theorem 11) reduces to
ER,η‖∇Wf˜(W)‖2 ≤ 1
emγ
(
Df
Nζ2
+
1
B
(
ζ¯emL
ζ2
+
αζ¯2emL−1
ζ2
+
αζ¯3
ζ2
L−2∑
l=1
eml
))
(162)
which further reduces to the following, using that fact that ζ¯3 < ζ¯2 and recalling the definition of
ζB from the Theorem statement,
ER,η‖∇Wf˜(W)‖2 ≤ 1
emγ
(
Df
Nζ2
+
1
B
(
ζBemL
ζ
+ αζ2Be
m
L−1 + αζ
2
B
L−2∑
l=1
eml
))
(163)
10.14 Proof of Corollary 16
The proof corresponds to some adjustments in (158)–(163) from Section 10.11. We list them here,
followed by the changed bound.
The constants em1 , . . . , e
m
L would change as follows,
eml ;
γl
4
dl−1dldl+1wlm →
γl
4
ζ3dl−1dldl+1wlm (l = 1, . . . , L− 2)
emL−1;
γl
4
dL−2dL−1dLwlm →
γl
4
ζ2dL−2dL−1dLwlm
emL ;
13dL−1dLγ2L
256
→ 13ζdL−1dLγ
2
L
256
(164)
The left hand side in (143) changes to
ζ
(
γL − 13
16
(γL)
2
) N∑
k=1
E‖∇WLf(Wk,L)‖2
+ ζ2
L−1∑
l=1
(
γl − αdl+1w
l
m
20
(γl)
2
) N∑
k=1
E‖G˜(ηk; Wk,l)‖2
(165)
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Using these and the fact that ζ2 < ζ, we have (from (147))
ER,η‖∇W1,...,WL f˜(W)‖2 ≤
DF
Nζ2emγ
+
1
4Bζ2emγ
(
13ζdL−1dLγ2L
64
)
+
1
4Bζ2emγ
(
αγlζ
2dL−2dL−1dLwL−1m + αζ
3
L−2∑
l=1
γldl−1dldl+1wlm
) (166)
which then reduces to
ER,η‖∇Wf˜(W)‖2 ≤ 1
emγ
(
Df
Nζ2
+
1
B
(
emL
ζ
+ αemL−1 + αζ
L−2∑
l=1
eml
))
(167)
10.15 Proof of Theorem 17
The proof for this result is similar to that of Theorem 10 from Section 10.9. The only difference is
instead of using the expected gradients for DA, we will now be using the bound for multilayer RSG
from (167), and everything else follows the setup from Section 10.9.
10.16 Proof of Corollary 18
The proof follws by working with the terms in the decay bound from (31) in Theorem 16. Using
the definitions of eml s from Theorem 11, and the assumption that γ
l = γ, wlm = w > 0∀l and
Df ≈ dL, (31) reduces to
E‖∇Wf˜(WR)‖2 . dL
emγ Nζ
2
+
1
emγ B
(
13γ2
256ζ
dL−1dL + ζ
L−2∑
l=1
αγw
4
dl−1dldl+1 +
αγw
4
dL−2dL−1dL
) (168)
Using the fact that ζ ≤ 1, the bound in (168) can be further reduced to
E‖∇Wf˜(WR)‖2 . 1
emγ ζ
2
(
dL
N
+
13d2γ2
256B
)
+
ζαγw
4emγ B
(
d0d
2 + (L− 3)d3 + d2dL
)
(169)
Balancing the terms involving ζ, we then have the following (using the fact that ζ ∈ (0, 1])
1
emγ ζ
2
(
dL
N
+
13d2γ2
256B
)
≈ ζαγw
4emγ B
(
d0d
2 + (L− 3)d3 + d2dL
)
and hence the optimal ζ := median
{
0, 3
√
C1
C2
, 1
}
where C1 =
(
dL
N
+
13d2γ2
256B
)
C2 =
αγw
4B
(
d0d
2 + (L− 3)d3 + d2dL
)
(170)
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10.17 Proof of Corollary 19
The proof for this result follws very closely to that of Corollary 13 from Section 10.11. We will be
usig (31) instead of (22), and (149) would still hold.
Unlike in Corollary 13, here we do not fix up dL among the family of netowrks considered. Hence,
following the recipe from Section 10.11, similar to (150), the term that would be different across
the two networks is
dL
Nζ2
+
1
B
(
13γ2
256ζ
dL−1dL + αL−1dL−2dL−1dL +
γ
4
L−2∑
l=1
αldl−1dldl+1
)
(171)
Now all the networks that satisfy the following condition, will have the same (171), and hence the
decay bound would be the same i.e., they all are equivalent according to Definition 12.
ζαldl−1dldl+1 =
1
Ψl
αL−1dL−2dL−1dL =
1
ΨL−1
dL−1dL
ζ
=
1
ΨL
dL
ζ2
=
1
Ψf
for a given Ψ1, . . . ,ΨL and Ψf
(172)
10.18 Proof of Corollary 20
The proof follows exactly the same set of steps of comparing the bound for DS and Dt, as in (152)–
(157) from the proof for Corollary 14. The only change is the presence of the dropout rate ζ, which
then implies that, instead of the bound from (22) for constructing (152) we use (31). This then gives
the following, similar to (152),
1
emγ
(
dL
Nζ2
+
1
B
(
13dsdLγ
2
256ζ
+
αγw
4
(d2sdL + ζd
2
sd0) +
αγζw
4
(Ls − 3)d3s
))
≥ 1
emγ
(
dL
Nζ2
+
1
B
(
13dtdLγ
2
256ζ
+
αγw
4
(d2tdL + ζd
2
td0) +
αγζw
4
(Lt − 3)d3t
))
where emγ = γ −
13
16
γ2
(173)
Following the same recipe from (153)–(157), we will arrive at
Lt − 3 ≤ (Ls − 3)(1 + δst)3 + 1
αζwd2t
(
13dLγ
64ζ
δst + αwδst(2 + δst)(dL + ζd0)dt
)
(174)
Since δst > 0, any Lt that satistifes the following set of inequalities will follow the above one
(where we used the definitions of eml s and the fact that dt =
ds
1+δst
).
Lt ≤ Ls + 3δst(Ls − 3) + δst(1 + δst)2
(
13dsdLγ
2
256
αζ2 γw4 d
3
s
+
γw
4 d
2
sdL
ζ γw4 d
3
s
+
γw
4 d
2
sd0
γw
4 d
3
s
)
= Ls + 3δst(Ls − 3) + δst(1 + δst)2
(
emL
αζ2em2
+
emL−1
ζem2
+
em1
em2
) (175)
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