Abstract-The massive amount of medical data accumulated from patients and healthcare providers has become a vast reservoir of knowledge source that may enable promising applications such as risk predictive modeling, clinical decision support, disease or safety surveillance. However, discovering knowledge from the big medical data can be very complex because of the nature of this type of data: they normally contain large amount of unstructured data; they may have lots of missing values; they can be highly complex and heterogeneous. To address these challenges, in this paper we propose a Collaborative Filtering-Enhanced Deep Learning approach. In particular, we estimate missing values based on patients' similarity, i.e., we predict one patient's missing features based on the values of similar patients. This is implemented with the Collaborative Topic Regression method, which tightly couples topic model and probability matrix factorization and is able to utilize the rich information hidden in the data. Then a deep neural networkbased method is applied for the prediction of health risks. This method can help us handle complex and multi-modality data. Extensive experiments on a real-world dataset have been performed and the results show improvements of our proposed algorithm over the state-of-the-art methods.
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I. INTRODUCTION
Vast quantities of medical data have been created by the mass adoption of the digitization of all sorts of information, such as clinical data (physician's notes, prescriptions, laboratory, medical images), electronic patient records (EPRs), Internet of Things (IoT) generated real-time big data (such as vital signs), and social media data. To find valuable knowledge from this large amount of digital data captured from various healthcare domains, artificial intelligence-based approaches have been used to analyze the big medical/healthcare data to enhance the quality of healthcare delivery and improve the outcome of patient treatment, and optimize healthcare practice.
However, to use the big medical data, researchers must address several important challenges of healthcare data:
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(1) A significant amount of medical data may contain unstructured data, such as text document, audio voice, and email messages. Unstructured data typically requires a human touch to read, capture and interpret properly. Traditional classification/ regression tools have difficulty to use this part of the data in analysis. (2) Medical data are normally highly complex and heterogeneous. Lots of clinical data are very difficult to understand and the pathologies behind the data are complicated. A major challenge of analyzing big medical data is the generation of appropriate feature set from various large number of complex features without human intervention. (3) Medical data are typically scattered or sparse. Due to various human factors, for instance, human subjects occasionally miss their blood glucose testing, patients' data may have large volumes of missing values.
To address the aforementioned three challenges, we propose a novel approach that seamlessly integrates deep neural network (DNN) with collaborative filtering (CF) to realize a personalized risk prediction. Deep neural network is employed in our approach because of its advanced capability on integrating feature learning, and handling complex and multimodality data [1] . The proposed approach utilizes multiple layers of many hidden neurons of deep neural network to learn data representations or features with multiple levels of abstraction. By using the backpropagation algorithm, deep learning can detect complex structure of big medical data, and then automatically adjust its internal parameters of the different layers [1] . It can select and generate sophisticated features that cannot be effectively explained by humans from the complex medical data set.
To enable deep learning to better interface with healthcare/ medical data, our approach needs to address the other two challenges relating to the characteristics of healthcare data (i.e. sparse and unstructured). For this reason, we employ collaborative filtering (CF) [2] as an assistance. CF has been widely used to predict a person's preferences based on other similar persons' preferences. The rationale behind this technique is that users with common preferences are more likely to have additional common preferences. CF-based technologies (such as [3] ) can handle very sparse dataset pretty well, and they are also capable of utilizing and processing unstructured data.
Inspired by these advantages of CF and by the analogy between predicting users' preference to predict patients' health risk, we use CF techniques to assist the health risk prediction. In particular, we match patients and health factor to adverse outcomes like traditional CF finds similarities between users and items. To overcome the data sparsity problem which conventional CF-based methods may suffer, auxiliary information such as the info stored in the unstructured data (patient's demographic data, social economic data) will be utilized. This information will help us discover unexpected relationships. We choose collaborative topic regression (CTR) [3] approach to tightly couple the patients' disease and patients demographical, social economical information. CTR is a probabilistic model combining topic model and probabilistic matrix factorization (PMF). Since the CTR can utilize the hidden information in the unstructured data and estimate missing data based on patients' similarity, we integrate the CTR into deep learning to enhance the efficiency and accuracy of deep neural network. By integrating the combined strength of CRT-based CF with deep learning, we expect to overcome the shortcomings of existing approaches and provide a more efficient results.
In this paper, we apply our proposed methodology to a real-life dataset to predict risk of hospital readmission for diabetic patients. Diabetes is one of the most common and costly chronic diseases. It is estimated that 23.1 million people in the U.S. are diagnosed with diabetes at a cost of more than $245 billion per year [4] . Hospital inpatient care accounts for the largest proportion of medical expenses of diabetes care are(about 43% ) [5] . With about 25% patients being readmitted within 30 days of discharge [6] , unplanned sessions have become a serious issue. For lots of hospitals, diabetic patients' readmission is becoming one of the biggest concerns. Therefore,it is very important to study the possibility and risks of diabetes patients' readmission. To save hospital cost, diabetic patients' readmission should be given highpriority. This has made healthcare professionals, scientists, and policymakers increasingly focus on the readmission rates to determine the complexity of patient populations, prepare for procedures and interventions, and eventually improve healthcare quality and reduce cost. Although there is increasing interest in hospital readmission rate, not much research effort has been applied to study the readmission rate of diabetes patients.
Although this paper's experiments focus on diabetes case, we believe that the proposed methodology would be general enough to be used more broadly.
The rest of the paper is organized as follows. We survey the related work in Section II. We present our proposed collaborative filtering-enhanced deep learning algorithm in Section III. Experimental results and detailed analysis of the results are brought in Section IV. We conclude our work and point our the future research direction in Section V.
II. RELATED WORK
Nowadays the healthcare sector has generated a huge volume of patient data. Machine learning provides a way to automatically find patterns and make predictions about data. There are many recent works on data mining and data analytics with different types of digital patient data.
To deal with the complex feature selection problem, deep learning has been used as an analysis approach. As pointed out in [7] , deep learning has been applied in medical data to automatically select and generate complex features from the input data. For example, Cheng et al. [8] proposed a deep learning-based prediction model using Electronic Health Records (EHRs). In this model, EHRs for patients were represented as a matrix with multiple dimensions including time and event. They employed a convolutional neural network (CNN) of four layers to extract features and assess risks.
In another work, to make healthcare decisions Liang et al. [9] applied a deep learning model to EHRs database to enhance feature representations. They proposed an approach that integrates both unsupervised and supervised learning. Specifically, they apply deep belief network (DBN) to extract complex features, and then performed support vector machine (SVM). In their work, Nie et al. [10] proposed a deep learning scheme to infer people's possible diseases given the questions of that people asks online. The proposed scheme constructed a deep neural network with three hidden layers which are connected sparsely. These three layers were constructed through an iterative process by alternating signature mining and pre-training. At first, medical signatures were discovered from raw features. Then the raw features and their signatures were passed to one layer as input nodes and the next layer as hidden nodes. This process repeated until the model was well tuned. The relations between these two layers can be learned from this process. More applications of deep learning can be found in medical informatics and public health domains [11] - [15] .
Various methods have been studied to address the data sparsity problem of medical data. For example, to process sparse and non-vector input data, Wang et al. [16] proposed a high order extension of sparse logistic regression model, MulSLR, (for Multilinear Sparse Logistic Regression) to predict clinical risk. Unlike conventional logistic regressions, their approach solved K classification vectors.
To determine patient acuity using incomplete, sparse and heterogeneous clinical data, Ghassemi et al. [17] proposed an approach that transformed this clinical data into a new latent space using the hyperparameters of multi-task GP (MTGP) models. In this way, patients can be compared based on their similarity in the new hyperparameter space. Information in this hyperparameter space could be viewed as timeseries data, and abstracted features can represent the series dynamics. This approach has been approved to increase classification performance on mortality prediction of ICU patients, however, the computational cost of this approach was very high.
Lipton et al. [18] proposed an approach to model missing clinical data using recurrent neural networks (RNNs). Unlike classical approaches that treat missing data via heuristic imputation, in their approach, the authors modeled missingness as a feature. The proposed RNN can use only simple binary indicators for missingness. GRU-D [19] , a deep learning models, was developed to exploit the missing patterns of missing data for effective imputation and improving prediction performance. GRU-D was developed based on the Gated Recurrent Unit (GRU) which is a recurrent neural network. GRU-D took masking and time interval as two representations of missing patterns, and then integrate them into a deep model architecture. This model can capture the long-term temporal dependencies in time series. In addition, it can estimate the missing value patterns to achieve better prediction results.
In spite of the numerous efforts and achievements of existing research in analyzing digital medical data, analyzing medical data is still an important and challenging task. Accurate and efficient risk prediction has always been an important topic attracting many researchers' interests.
III. METHODOLOGY
In this section we present the detailed methodology of our proposed Collaborative Filtering-enhanced Deep Learning (CFDL) approach . y 3 ) , . . . , (x P , y P )} be the data set, where P is the number of patients; x i ∈ R d is the i-th instance; and y i ∈ {1, . . . , Q} represents its label, where Q 2 is the number of classes. (x i ) j is the j-th feature of patient i; for example, it can be one of a patient's demographic features, or disease symptoms, or vital signs. y i represent the target label, for example, it can be a particular health risk.
A. Problem formulation
To model the missing data, we divide the dataset X into an observed part X o and a missing part X m . Similarly, for a particular data vector, x i is divided into (x Given these data, we have two goals. Firstly, we aim to learn the missing data of X m from the observed data X o and unstructured data of M documents {w 1 , w 2 , . . . , w M }. Secondly, we want to predict the estimated label for the dataset. To realize these two goals, we propose the methodology presented in the following subsections.
B. Identify missing data
The goal of this step is to learn the missing data X m from the existing observed and unstructured data. The main idea is that if an important feature is missing for a particular instance, it can be estimated from similar data that are present. Consider we have the unstructured data, we hypothesize that there is rich information within the unstructured data, which can provide additional source of information for the estimation.
We apply the topic model on the unstructured data of M documents. To do this, we assume that there exists a fixed number of latent topics that appears across multiple documents. Each topic is characterized by a multinomial distribution over the vocabulary of the corpus D, drawn from a Dirichlet distribution denoted as φ k ∼ Dir(β). Each document is characterized by a multinomial distribution over the set of topics in the corpus, which is also assumed to have a Dirichlet prior denoted as θ j ∼ Dir(α). The topic distribution has the following probability density:
where the parameter α is a k-vector with components α i > 0, and where Γ(x) is the Gamma function.
We follow the CF-based recommendation algorithm, the matrix of patient and health-related features can be decomposed by Matrix Factorization (MF). By denoting a set of values correspond to a set of patients with index i ∈ {1, 2, . . . , N } to a set of health factors with index j ∈ {1, 2, . . . , M }, each entry of the value X ij can be expressed as the inner product of a patient matrix and a health factor matrix:
where U i , V j represents the k-dimensional patient-specific and health factor-specific latent feature vectors of patient i and health factor j, respectively. Collaborative topic regression (CTR) additionally molds the health factor vector as the combining of a latent variables that offsets the topic proportion. According to CTR, for each v j
where θ j is the topic proportion computed by latent Dirichlet allocation (LDA), therefore the values can be expressed as:
CTR places prior distribution on U, V. Specifically zeromean, independent Gaussian priors are imposed on patient and health factor vector:
where I is the D−by−D identity matrix.
The conditional distribution over the observed ratings and the prior distributions are given by
In this way, the original complex matrix can be decomposed into simpler computations involving the corresponding patient related matrix and health factor related matrix, as well as the topic proportions.
CTR integrate the matrix factorization with the topic modeling together to predict missing values and to learn topics. After we have trained our LDA implementation on a separate training corpus and learned the model parameters α and β, the complete model can be learned by optimizing (maximizing) the following log-posterior distribution:
in the above equation C is a constant number that would not change with the parameter. Maximizing the log-posterior distribution can be converted to the following minimization of sum-of-squared-errors objective functions:
where After the parameters have been learned, we can do the prediction for the missing data. For one data instance if only some parts of the feature data are missing, the point estimate can be used to approximate their expectations as:
If the whole data instance is lost, E[ε t j |X] = 0 and the missing values can be predicted as: Fig. 1 . The deep neural network
Using this approach, the missing data can be estimated and added back to the dataset for further processing.
C. Deep neural network training and prediction process
After the missing values have been filled by CTR, deep neural network can be used for the model prediction. Fig.  1 presents the deep neural network architecture that we have used for prediction. As we have filled the missing values, no further preprocessing is needed. The feature vector is directly fed into the input nodes of the network. Each node generates an output with an activation function, and the linear combinations of the outputs are linked to the next hidden layers. The activation functions among different layers are different. The training data is defined as {(x 1 , y 1 ) , (x 2 , y 2 ) , (x 3 , y 3 ) , . . . , (x P , y P )} of P samples. x is the input feature vector, y is the class label information. Next, the features are retrieved and the retrieved features are concatenated to form a new feature vector. Finally, the new feature vector is inputed into a softmax classifier to get the confidence of each relation. In this way, the classifier can get the output vector. The dimension of the output vector is the number of classes; while the confidence of each classification equals to the value of each dimension.
In the training process, the input feature goes through the input nodes at the bottom of the deep learning network, where the weights are initialized with random values. Thereafter the weight vectors are fine-tuned in sequence. The training goal of this process is to minimize a comprehensive cost function given as the mean squared error function between the prediction value and the real output value:
where w is the set of weights in the deep learning network, which needs to be trained in this phase, y is the label, h w (x) is a hypothesis function which will yield an estimated output, and • denotes the Frobenius norm. The overall cost function for a batch training is defined as:
We want to obtain the optimal parameter set to achieve the minimization of the objective function as:
This can be achieved by the back propagation algorithm. In the back propagation algorithm, we use the stochastic gradient method to update the weight vectors from the top layer to the bottom layer as
where η is an adaption parameter. After the neural network structure and the weighted parameter are determined, the deep neural network can make prediction directly.
D. Algorithm design and implementation
Given i for the number of patients, j for health-related items/factors and K for topics, the proposed Collaborative Filtering-enhanced Deep Learning (CFDL) algorithm is summarized as:
IV. EXPERIMENTS
In this section, we present our initial efforts on evaluating the proposed methodologies.
A. Datasets
We applied our proposed methodology on the UCI dataset [20] . This dataset contains hospital records of diabetic patients. These records were collected from more than one hundred U.S. hospitals over more than ten years. Each patient record contains more than fifty attributes, among them there is a label identifying if the patient was readmitted to the hospital, and how soon the patient was readmitted again. The dataset includes 11% of patients who are readmitted within thirty days, and 35% patients who are admitted more than thirty days, and 54% patients who are not readmitted anymore. Altogether, there are 101,765 patients medical records that can be analyzed.
B. Pre-processing
For the 10173 patients, they have 24 medicine features, which have four kinds of discrete values, No, Up, Down, and Steady. we map these values to numerical values from 1 to 4 respectively. To verify the performance of our proposed method on dealing with missing values, we intentionally removed 20% of these medicine values. We molded the medicine feature matrix as a collaborative filtering problem with 10173 users and 24 items. Therefore, in this step, 1,791,064 points of data were used for training and 447,766 points of data were used for prediction of the CTR model. As there is no unstructured data in our dataset, our model has been degenerated to a PMF (probability matrix factorization) problem.
To avoid over-fitting the model, we remove some of the attributes in the original dataset such as a patient's Encounter for each word w jn do 8: Draw topic assignment z jn ∼ M ult(θ) 9: Draw word assignment w jn ∼ M ult(β zjn ) 10: end for 11: end for 12: for each patient-health-related item pair (i, j) do 13: Draw the rating
, where c ij is a confidence parameter for rating x ij , a > b . c ij = a. (higher confidence), if x ij = 1 and c ij = b, if x ij = 0. 14: end for 15: while the iteration number is greater than 0 do 16: for each of the input data 17: y 3 ) , . . . , (x P , y P )} do 18: Form the vector of input, run the network forward with the input data to get the network output 19: end for 20: for each output node do end for 26: end while 27: return the network structure and weights ID and patient number. The features we used are summarized in Table I . Some of the features are processed, for example, age is divided into 10 ranges and is calculated as the mean of the interval. The target variable (class label) is readmission or not.
C. Training and Testing
We train a five-layer deep neural network that has one input layer, one output layer and three hidden layers. The output layer's active function is softmax. Each layer consists of some neurons. After pre-processing, the input feature forms a vector of 139 dimensions. The number of neurons of the input layer is the same as the input feature dimension, and the number of neurons of the output layer is the same as the output classes. For the neurons in the input layer, they receive a single value on their input and are sent to all of the hidden nodes. The nodes of the hidden and output layers are active, and each layer is fully interconnected. The output layer is responsible for producing and presenting the final network outputs, which are generated from the procedure performed by neurons in the previous layers. In the deep learning prediction step, we split the dataset into two parts: a training dataset (70%) and a testing dataset (30%). We have run the experiment ten times and have used 10 folds cross validation on the original dataset.
D. Result and discussion
To measure the performance of the proposed algorithm, CFDL, we compare it with the state-of-the-art classification approaches, namely Support Vector Machine (SVM), Decision Tree, and Naive Bayes. The result is represented based on the most commonly used metrics: accuracy, precision, recall, micro-averaged F1, macro-averaged F1, which are defined as follows: All these measurements are being calculated using the confusion matrix in Fig. 2 based on two possible outcomes: positive (p) and negative (n).
Summaries of these performance measurements for the above-mentioned approaches can be found in Table II and III.  Table II shows the prediction results using the original UCI dataset, while Table III presents the prediction results using a dataset that were intentionally deleted 20% of the random selected medication data from the UCI dataset. For both scenarios, CFDL is the winner among all of these comparisons. The findings in these two tables clearly indicate that the proposed approach CFDL outperforms other approaches in almost all of the five metrics.
Although the experiments performed on the UCI dataset demonstrate the good performance of our proposed approach, we expect that the proposed method would performs even better compared with other approaches on more complex, heterogeneous, and unstructured data, as our algorithm was designed to overcome the challenges of such dataset.
V. CONCLUSION
In this paper, we presented a novel approach to analyze big complex medical data to make accurate predictions. In particular, we proposed a collaborative filtering-enhanced deep learning algorithm (CFDL). This algorithm can effectively utilize both structured and unstructured data and find hidden relationship from these data; it can accurately estimate missing values of the data set; and finally it can integrate feature learning, and handle complex and multimodality data.
We evaluated the proposed method using a real-world diabetes readmission dataset. We observed that the proposed method outperformed many other approaches. As we explained, due to the limitation of the dataset the advantages of our algorithm cannot be fully demonstrated with the experiments. In the future, we will continue to evaluate and improve the proposed algorithm based on more complex and larger-scale dataset. We also plan to add more context dimensions (such as time) to the algorithm. 
