We introduce a class of deterministic lattice models of failure, Abelian avalanche (AA) models, with continuous phase variables, similar to discrete Abelian sandpile (ASP) models. We investigate analytically the structure of the phase space and statistical properties of avalanches in these models. We show that the distributions of avalanches in AA and ASP models with the same redistribution matrix and loading rate are identical. For AA model on a graph, statistics of avalanches is linked to Tutte polynomials associated with this graph and its subgraphs. In general case, statistics of avalanches is linked to an analogue of a Tutte polynomial defined for any symmetric matrix.
Another class of lattice models of failure, slider block models introduced in [7] and studied in [8] , as well as models [9] [10] [11] [12] [13] which are equivalent to quasistatic block models, have continuous time and some quantity which accumulates and is redistributed at lattice sites. This quantity is called the slope, height, stress or energy by different authors. In slider block models it corresponds to force [11] . We use the term height as in [3] .
We introduce here a class of deterministic lattice models with continuous time and height values at the sites of the lattice, and with an arbitrary redistribution matrix. For a symmetric matrix, these models are equivalent to arbitrarily interconnected slider block systems. One of these models, which in the case of a uniform lattice coincides with models studied in [10] and in [13] (as series case a), is characterized by the same Abelian property as ASP models. We call this the Abelian avalanche (AA) model.
The stationary behavior of the AA model is periodic or quasiperiodic, depending on the loading rate vector. We show however that the distribution of avalanches for a discrete, stochastic ASP model is identical to the distribution of avalanches for an arbitrary quasiperiodic trajectory (or to its average over all periodic trajectories) of a continuous, deterministic AA model with the same redistribution matrix and loading rate. For the AA model on a graph, the combinatorial structure of the phase space and the corresponding statistics of avalanches is described in terms of the invariants of the graph and its subgraphs called "Tutte polynomials" [14] . In the general case, the same is true for an analogue of a Tutte polynomial defined for any symmetric matrix.
In the first section, we introduce different types of avalanche models. In the second section, we investigate the properties of AA models. In the third section, we study the structure of the set of recurrent configurations and derive analytic formulas for the mean number of avalanches in the AA model. Some of our results are new also for ASP models.
In the fourth section, we establish the equivalence of distributions of avalanches for AA and ASP models. In the fifth section, we describe the structure of the phase space for AA models on a graph in terms of Tutte polynomials. In the sixth section, we describe the distribution of avalanches in the AA model in terms of an analogue of a Tutte polynomial for an arbitrary symmetric matrix. The proofs of the different statements are given in the Appendix.
1. Avalanche models.
Let V be a finite set of N elements (sites), and let ∆ be a N × N real matrix with indices in V , with the following properties:
∆ ii > 0, for all i; ∆ ij ≤ 0, for all i = j;
The value s i is called the dissipation at a site i.
At every site i, we define a positive real value h i (height). The set h = {h i } is called the configuration of the system. For every site i, a threshold H i is defined, and configurations with h i < H i are called stable. For every stable configuration, the height h i increases in time with a constant rate v i ≥ 0 until it exceeds a threshold H i at a site i.
Then the site i breaks, and the heights are redistributed as follows.
h j → h j − ∆ ij , for all j.
If after this redistribution, any heights exceed thresholds at some other sites, these sites also break according to (3) , and so on, until we arrive at a stable configuration and the loading resumes. The sequence of breaks is called an avalanche.
The model (3) has the important Abelian property (see below): the stable configuration of the system after an avalanche, and the number of breaks at any site during an avalanche, do not depend on the order of breaks during the avalanche. We call this model an Abelian avalanche (AA) model.
It may happen that an avalanche continues without end. We can avoid this possibility by suggesting that the system is weakly dissipative in the following sense. We require that from every non-dissipative site i, s i = 0, there exists a path to a dissipative site j, s j > 0, i.e. a sequence i 0 , . . . , i m with i 0 = i, i m = j and ∆ i k−1 i k < 0, for k = 1, . . . , m. It is easy to show that in a weakly dissipative system every avalanche is finite.
We suppose also that the system is properly loaded, i.e. for every site j, there exists a path from a loaded site i, v i > 0, to the site j. If this is not the case, some parts of the system do not evolve in time. For a properly loaded system, the rate of breaks at every site is positive.
In the case of a symmetric matrix ∆ and v i = s i , for all i, this model is equivalent to a system of blocks where i-th block is connected to j-th block by a coil spring of rigidity ∆ ij and to a slab moving with a unit rate by a leaf spring of rigidity s i . For every block, a static friction force H i is defined, and a block is allowed to move by one unit of space when the total force h i applied to this block from other blocks and the moving slab, exceeds H i .
The dissipation property means that the loading rate is positive at least for one block in every connected component of the system.
Remark 1.
The previous definition can be also reformulated for the model where
at a break of i-th site, studied in [11, 12] and in [13] as series case b. This corresponds to a system of blocks in which every block stops when the total force acting on it vanishes.
In this case, in addition to the redistribution rule, the choice of one or several (e.g. all)
possible breaks in fast time should be specified.
Finally, we can introduce a system with parallel redistribution by [13] considering continuous fast time θ and redistribution rules
when the i-th element breaks at h i = H i , and
when the i-th element heals at h i = 0. This corresponds to a system of blocks where several blocks are allowed to slip simultaneously during an avalanche.
These two models, i.e. specified by (4) and by (5) and (6), are not Abelian.
Remark 2.
All the models introduced here are deterministic. If we replace uniform loading in time by random loading then a class of stochastic models can be defined. Many of the properties of the deterministic AA model are valid also for the stochastic case.
Abelian avalanches.
We want to establish the Abelian properties of the model (3) . Many of our arguments are similar to those in [3] .
The dynamics of the model does not change if we replace the values H i by some other values, and add the difference to all configuration vectors. For convenience we take
In this case, h i ≥ 0 for any trajectory of the system when the i-th element has been broken at least once. Hence only configurations with non-negative heights at all sites are relevant for the long-term dynamics. Let S = {0 ≤ h i < ∆ ii } be the set of all stable
Let h(t) be a trajectory of the model (3), and let n = {n i (t), i ∈ V } be the number of breaks of a site i during a time interval t. It is easy to show (see Appendix A) that the average rate of breaks per unit time r = n(t)/t satisfies ∆ r → v, for t → ∞.
Here ∆ is transpose of ∆, and v is the loading rate in a deterministic model, or the mean loading rate in a stochastic model.
As the rate of breaks at every site is positive for a properly loaded system, this implies
In particular, ∆ is nonsingular. He have also det(∆) > 0 because the set of all weakly dissipative matrices satisfying (1) and (2) is a convex domain containing a unit matrix.
Let h be any configuration in R V + . Let i 1 , . . . , i m be an avalanche started at h, i.e. a sequence of consecutive breaks (3) such that configurations after all breaks but the last are unstable and the configuration h ∈ S after the m-th break is stable.
It can be shown (see Appendix B) that h = Ah does not depend on the possible choice of breaks, and is completely determined by the initial configuration h. More precisely, let n i be the number of times the site i breaks during the avalanche. Then n i depends only on h, for all i.
Hence an avalanche operator
is defined.
For any vector u ∈ R V + we define a loading operator B u h = h+u. We call C u = A•B u a load-avalanche operator.
We claim that every pair of load-avalanche operators commute. More precisely, for
The proof (see Appendix B) follows arguments of [6] for chip-firing games.
Following [3] , we define recurrent configurations of AA model as those stable configurations that can be reached after arbitrary long time intervals.
We claim that for a weakly dissipative, properly loaded system the set R of all of these configurations does not depend on v and has volume det(∆).
. . , ∆ iN ) be the i-th row vector of the matrix ∆. Integer combinations of vectors δ i generate a lattice L in R V . Two configurations h and h , are called equivalent
configuration h ∈ R V , it contains exactly one configuration equivalent to h. The volume of every fundamental domain is equal to det(∆).
The rule (3) for breaks can be rewritten as
Ah is equivalent to h and belongs to S. Hence S contains a fundamental domain for L.
It can be shown (see Appendix C) that
The Abelian property (10) implies that the intersection of images of any two loadavalanche operators C u and C v contains a fundamental domain for L, because it contains C u+v (S), hence the two images coincide when both vectors u and v have large enough components.
This proves that R is a fundamental domain for L, hence its volume is det(∆), when all components of the loading rate vector v are positive, because all components of vt are large enough for large values of t. If some of v i are 0, the proper loading condition guarantees that, for large t, there exists an avalanche starting at vt and passing through a vector with large enough components-hence R is a fundamental domain for L also in this case.
The dynamics of the system on R in a deterministic model is defined by the break rate vector r = ∆ −1 v. If this vector is collinear to an integer vector, T r = n, then vT = ∆ n, hence every trajectory is periodic, with a period T , and a site i breaks n i times during a period T , for every periodic trajectory. Otherwise, every trajectory is quasiperiodic.
In any case, the measure dh = i∈V dh i on R is invariant under the dynamics of the system. This is also true for the random loading.
As a result, (7) has the following implication.
where n(h) = {n j (h)}, and n j (h) is the number of breaks at a site j during an avalanche started at h.
be the set of (unstable) configurations where the recurrent avalanches with a first break at i start. Here R is the closure of R. For any quasiperiodic trajectory of the system (in the periodic case, for a randomly chosen periodic trajectory), the mean (per unit time)
number of times it crosses a domain D ⊂ R i is equal to
Here Vol(D) is the volume in
In particular, the mean number of avalanches started at i is equal to
The mean number of breaks at a site j per unit time can be computed from (14) as
where dh i = dh/dh i is the measure on R i and n j (h) is the number of breaks at a site j during an avalanche started at h.
Due to (7),
and the mean (per avalanche) number of breaks at a site j during avalanches started at a site i is
The value of Vol(R i ) is found in the next section, for the case when every site breaks at most once during an avalanche.
Remark. In the periodic case, a single trajectory can contain avalanches of different sizes, and for a large system, in a time interval shorter than its period, it can be indistinguishable from a chaotic trajectory. This effect (called "periodic chaos") was found in [13] for a uniform lattice.
3. Recurrent configurations.
To investigate the structure of the set R of recurrent configurations, we note first that, for any h ∈ R and any vector u ∈ R V + , configuration h + u belongs to R if it belongs to S.
For an integer vector n, let P = Q n = Q − ∆ n be a configuration equivalent to Q, and let V n = {h i < P i } be an open negative octant with a vertex at P. It can be shown (see Appendix D) that
where the union ∪ is taken over all n with at least one positive component. If 0
for all i, the sets S ∩ V n coincide with stable forbidden subconfigurations [3]
Here X is the set of sites i with n i = 1. Dhar [3] argues that the union of sets (20) over all nonempty subsets of V coincides with S \ R.
In general, this is not true. For a 2 × 2 matrix ∆ with δ 1 = (2, −1) and δ 2 = (−3, 4)
we have Q (2,1) = (1, 2) . Hence configurations with h 1 < 1 and h 2 < 2 are not recurrent, and only configurations with h 2 < 1 are forbidden.
It can be shown, however (see Appendix E) that
i.e. all allowed stable configurations (i.e. those that do not contain any forbidden subcon-
In particular, this is true when ∆ is symmetric.
In this case, the configuration Q − i∈V δ i is stable. Hence every site can break at most once in an avalanche started at any configuration h with h i ≤ ∆ ii , for all i.
Let R i be the set (13) of recurrent configurations initiating avalanches with a first break at i. If (23) holds, the values of h = {h j , j ∈ V, j = i} in R i are defined, due to 
Due to (15), the mean number of avalanches started at a site i per unit time is
Hence the mean number of avalanches in the system per unit time is equal to
Due to (18), we have
where m ij is the mean (per avalanche) number of breaks at a site j during avalanches started at a site i.
Remark.
In case (22) holds but (23) is not valid, the volume of R j is less than det(∆(j)). Due to (21), for every subset F ⊂ V \ {j} such that ∆ jj + i∈F ∆ ij = 0, configurations with h j = ∆ jj and h ν < −∆ jν − i∈F ∆ iν , for ν ∈ F , do not belong to R j . It can be shown, however, that the formulas (25)- (27) are still valid for the following modification of the model.
We allow every site to break at most once in an avalanche. At the end of an avalanche started at a site i, the value h i can be still at the threshold level ∆ ii . In this case we immediately start a new avalanche at a site i, and so on until finally we arrive at a stable configuration.
For the original model, (25)- (27) are true if we count every avalanche with the multiplicity of the number of breaks at its starting site.
Distributions of avalanches in AA and ASP models.
There is obvious similarity between the properties of the deterministic, continuous AA model and the stochastic, discrete ASP model. We want to show that, for a matrix ∆ with integer elements, the distribution of avalanches in the AA model is identical to the distribution of avalanches in the ASP model with the same matrix ∆ and the same loading rate vector v.
For a matrix ∆ with integer elements satisfying (1) and (2), and a loading vector v with v i = 1, ASP model is defined as follows. The height h i at every site i ∈ V is an integer, 0 ≤ h i < ∆ ii . At every (discrete) time step, we choose a site i with a probability v i and add a particle at the site i, i.e. add 1 to the height h i . If h i = ∆ ii after this operation, we start an avalanche according to the rule (3). After termination of an avalanche, we proceed with adding the next particle. Only uniform loading (all v i equal) was considered in [3] . However, the generalization to any proper loading rate vector is straightforward.
As it is shown in [3] , the recurrent configurations for the ASP model are precisely the integer points in the set R of recurrent configurations of the AA model with the matrix ∆, every point is attended with equal probability, and the total number of these points #(R)
is equal to det(∆) = Vol(R).
For the ASP model, a recurrent configuration with h i = ∆ ii starting an avalanche at a site i belongs to the set of integer points in the set R i defined in (13) . For a randomly chosen configuration in R, the probability of initiating an avalanche at a site i at any time step is equal to p i = v i #(R i )/ det(∆). Due to (19), the number of integer points #(R i ) in R i is equal to Vol(R i ). Hence p i = p i (R i ) coincides with the mean number of avalanches initiated at i defined in (15) for AA model. For any integer vector k = {k j }, the set of points R i,k ⊂ R i where an avalanche with k j breaks at a site j, for all j ∈ V , starts coincides with
where δ j is the j-th row vector of ∆. Due to (19), the number of integer points in (28) coincides with its volume. Hence the mean number per time step of avalanches started at a site i, with k j breaks at a site j, which is equal to
with the mean number per unit time of avalanches of the same type for a quasiperiodic trajectory (in the periodic case, for a randomly chosen periodic trajectory) in AA model, which is equal to
according to (14) .
This equivalence implies, in particular, that the size distributions of avalanches in AA and ASP models, with the same matrix ∆ and loading rate v, coincide.
Avalanches on graphs.
A graph G is a set V (G) of vertices and a set E(G) of edges with a relation or rule of incidence which associates with every edge in E(G) two the ends of the edge e ν . A n-circuit is a n-arc with additional edge e n with ends i n and i 1 . A graph G is connected if any two of its vertices belong to an arc in G. A tree is a connected graph without circuits.
The tree number T (G) of a graph G is defined as the total number of different spanning trees of this graph. T (G) > 0 only for connected graphs, T (G) = 1 for any tree, and T (G) = n for a circuit of order n.
For every edge e in a graph G, the operation of deletion G − e is defined by removing e from E(G), and the operation of contraction G/e is defined by removing e and identifying the ends of e in V (G). It is easy to show [14, p.40] that
for every link e of G. The functions with this property are often called Tutte polynomials.
We consider only loopless graphs, with multiple edges, and define G/e as a graph with loops removed after contraction of e. The property (30) of T (G) remains valid for this operation. We define the order |G| = |V (G)| of a graph G as the number of its vertices.
The Laplace matrix ∆(G) of a graph G is defined as ∆(G) ii = d i and −∆(G) ij equal to the number of links between vertices i and j, for i = j. We have j ∆(G) ij = 0, for all i.
With any diagonal matrix S, with non-negative elements S ii = s i , we can associate an avalanche model with a symmetric matrix ∆ S = ∆(G) + S. (The models with nonsymmetric matrices can be associated with directed graphs, but we do not consider this here.)
Let v = {v i , i ∈ V (G)} be a loading vector for this model. Suppose that v i = s i , for all i, as in a slider block model. Then every recurrent trajectory of the AA model with matrix ∆ S and loading rate v is periodic, with a period T = 1, and every vertex of G breaks once during this period.
Let G 1 , . . . , G m be an arbitrary partition of G into induced subgraphs, and i ν a selected vertex in G ν . We claim (see Appendix F) that the total volume occupied by recurrent configurations generating periodic trajectories with an ordered sequence of avalanches covering sets V (G 1 ), . . . , V (G m ) initiated at sites i 1 , . . . , i m is equal to
In particular, this volume does not depend on the order of G ν .
Hence the total volume occupied by periodic trajectories with avalanches constituting a partition of G into induced subgraphs G 1 , . . . , G m is equal to
where
As the total volume of all recurrent configurations is det(∆ S ), we have
where the sum is taken over all partitions of G into induced subgraphs.
The linear term in S in this expression appears for m = 1 and G 1 = G. It is equal to
S(G)T (G). Hence
Here ∆ i (G) is the matrix ∆(G) with the i-th row and column removed. This is the Matrix-Tree Theorem for graphs [14, p.141] .
The mean number of avalanches in a randomly chosen periodic trajectory is equal to
Comparing expressions (35) and (26) for the mean number of avalanches, we have an
where the sum in the left part is taken over all partitions of G into induced subgraphs.
Let H be an induced subgraph of G, and let G \ H be an induced subgraph of G with
For i ∈ V (H), the total volume of all periodic trajectories with an avalanche started at i covering H is equal, due to (31), to
where the sum is taken over all partitions of G \ H into induced subgraphs.
Applying (33) to G \ H, we have
Here ∆ S (G \ H) is the Laplace matrix of G \ H with s ν added to diagonal elements, for
We have also X(i, H) = s i Vol(R i,H ), where R i,H is the subset of R i where the avalanches covering H start. Hence, if s i > 0 then
Due to (14) , the mean (per unit time) number of avalanches started at i covering H
, for arbitrary loading rate v.
for arbitrary loading rate vector. Due to section 4, this is also equal to the mean (per one time step) number of avalanches started at i and covering H in ASP model if all s ν are integer.
Finally, we have the following expression for the mean number of avalanches of size k, both in the AA and ASP models.
This gives a purely combinatorial expression for the distribution of the avalanches of different sizes. Explicit formulas for this distribution are found in [13] for a circuit of arbitrary order.
Remark. The formulas (40) and (41) every site is allowed to break at most once during an avalanche.
Tutte polynomials for matrices.
For any symmetric matrix ∆ with indices in a set V , we define a symmetric matrix ∆ = D ij (∆) (deletion of (i, j)) as
with other elements of ∆ unchanged, and a symmetric matrix ∆ = C ij (∆) (contraction of (i, j)) as
with the j-th row and column of ∆ removed and other elements of ∆ unchanged.
For ∆ = ∆(G), the Laplace matrix of a graph G, the matrix D ij (∆) is the Laplace matrix of G after deletion of all edges connecting i and j, and C ij (∆) is the Laplace matrix of G after contraction of all edges with ends at i and j.
For every symmetric matrix ∆, let s i = j ∆ ij , and let ∆ 0 be the matrix ∆ with diagonal terms ∆ ii replaced by ∆ ii − s i , for all i. Then
the operation C ij does not change the values of s ν , and the operation D ij replaces s i by s i + s j leaving the other values s ν unchanged.
We call a function F (∆) on the set of symmetric matrices a Tutte polynomial if the following properties hold.
(A) For every pair of distinct indices i and j,
(B) Let∆ and ∆ be two matrices with indices in V and V , and let ∆ = ∆ × ∆ be a matrix with indices in disjoint union of V and V , ∆ ij = ∆ ij , for i, j ∈ V , ∆ ij = ∆ ij for i, j ∈ V , ∆ ij = 0 otherwise. Then
Let T (∆) be a function of a symmetric matrix which does not depend on the values of s i , satisfies (A), and is equal to 1 for a 1 × 1 matrix ∆ and to zero for any diagonal matrix of size greater than 1. Then T (∆) coincides with the tree number T (G) of a graph
Let ∆ satisfy (1) and (23). Consider the set of periodic trajectories of the AA model with the matrix ∆ and the loading rate v ν = s ν , for all ν. The same arguments as in Appendix F show that the volume X(∆; V 1 , . . . , V m ; i) occupied by all recurrent configurations generating periodic trajectories with an ordered set of avalanches covering subsets
when V ν = {i ν }, for all ν. Hence
where ∆ ν is the minor of ∆ with indices in V ν .
Let f m (∆) be the volume of all periodic trajectories with m avalanches. Due to (49),
Here the sum is taken over all partitions of V into m subsets, S(V ν ) = i∈V ν s i .
Let F (z)(∆) = m f m (∆)z m . Due to (50), F (z)(∆) satisfies (45) and (46)
is a Tutte polynomial. In particular, the total volume of all periodic trajectories is equal to F (1) = det(∆). Hence det(∆) satisfies (45). This implies, in particular, the following identity.
where s is a diagonal matrix with s ii = s i .
Computing linear terms in S in the expression for F (1), we have the Matrix-Tree Theorem
Here ∆ 0 (i) is the matrix ∆ 0 with the i-th row and column removed.
Finally, the mean number of avalanches per unit time in a randomly chosen periodic trajectory is equal to
7. Conclusions. We introduce a class of deterministic lattice models of failure with continuous phase variables, Abelian avalanche (AA) models, with Abelian properties similar to those of the discrete, stochastic Abelian sandpile (ASP) models. We investigate analytically the dynamics, distributions of avalanches and the structure of the phase space of AA models. Depending on the loading rate vector, the steady state dynamics of the AA model can be periodic or quasiperiodic. However, periodic trajectories can contain sequences of avalanches with non-trivial time-space-size distributions. We call this phenomenon "periodic chaos". We show, in particular, that the distribution of avalanches for an ASP model is identical to the distribution of avalanches for an AA model with the same redistribution matrix and loading rate vector, after averaging over all periodic trajectories. We present a proof of Dhar's conjecture on the description of the set of recurrent configurations of an Abelian model in terms of forbidden subconfigurations. Recurrent combinatorial formulas for the distributions of avalanches are given, in terms of operations on matrices corresponding to deletion and contraction operations in graph theory.
Corresponding combinatorial expressions are known in graph theory as Tutte polynomials.
Several identities for these combinatorial expressions, in terms of determinants of various matrices, are derived.
APPENDIX
A. Proof of (7). Let n = {n i , i ∈ V } where n i is the number of breaks of a site i during a time interval t, starting from a stable configuration h, and let h be the stable configuration after these breaks. Then h = h +vt−∆ n where v is the loading rate vector in a deterministic model or its mean value during a time interval t in a stochastic model.
As both configurations h and h belong to S, the distance between h and h remains bounded, hence
B. Proof of (8) . We want to prove that any two avalanches starting at a point in R V + terminate at the same stable point. In this case the two avalanches automatically contain equal number of breaks for every site. Let i = (i 1 , . . . , i l ) be an avalanche of minimum size l such that there exists another avalanche j = (j 1 , . . . , j m ) starting at the same point q with a different end. Let q = q be the ends of i and j. Then i 1 = j 1 , otherwise l is not a minimum. We want to show that p = q −δ i 1 −δ j 1 belongs to R at q − δ i 1 has size l − 1, hence an avalanche (j 1 , k) initiated at q − δ i 1 has the same end q and size l − 1 as i . Next, its end coincides with the end of the avalanche (i 1 , k) initiated at q − δ j 1 , As the size of this last avalanche is l − 1, the avalanche (j 2 , . . . , j m ) initiated at q − δ j 1 has the same end q , i.e. q = q in contradiction with our hypothesis.
If an avalanche contains a loading vector v with v i ≥ 0, for all i at some site, the same argument shows that an avalanche with the vector v displaced one site towards the starting point always belongs to R V + . This proves commutativity of loading-avalanche operators.
C. Proof of (11) . Let h be a configuration in S u , and let h be any configuration with large enough components equivalent to h. We want to show that
This shows that avalanches started at any two equivalent configurations in S u terminate at the same stable configuration, hence A(S u ) is a fundamental domain for L.
To prove (54), we note that condition of (11) implies that h − Ah = n i δ i where all n i are non-negative. Because the components of h and Ah and the values of n i are bounded, we can suppose that any sequence of breaks, with at most n i breaks at a site i, applied to h = h +h−Ah is contained in R V + (this is the exact meaning of "large enough"
components of h ). Hence there exists an avalanche started at h passing through h . Due to the Abelian property (8) , this yields Ah = Ah . At the same time, an avalanche from h to Ah shifted by h−Ah (due to the condition of (11), all components of this vector are non-negative) connects h with h. Due to the Abelian property (8) , this yields Ah = Ah.
Hence, Ah = Ah, q.e.d.
D. Proof of (19).
We call a (stable or unstable) configuration h reachable if there exists an avalanche passing through h and starting at a configuration with arbitrarily large components.
Let us show first that configurations in V n are not reachable. If some of the configurations in V n are reachable, then all configurations in V n close to Q n are reachable. There exists a configuration h in R arbitrarily close to Q. The configuration h n = h − ∆ n is equivalent to h, belongs to V n and is close to Q n . Any avalanche starting at a configuration with large enough components that passes through h n should terminate at h ∈ R.
But this is possible only if all components of n are non-positive. Hence R ⊂ S \ ∪ V n . It is easy to show that for any two equivalent configurations in S at least one belongs to ∪ V n .
As R is a fundamental domain for the lattice L, this yields R = S \ ∪ V n E. Proof of (21). Due to (19),
Hence it is enough to show that the volume of the right side in (55) is det(∆) if (22) holds.
We have
Here the sum is taken over all unordered collections X 1 , . . . , X l of distinct nonempty subsets of V . If (22) holds then, for any two subsets X and X of V ,
This implies that only terms with
can be left in (56).
To show this, let ≺ be any ordering of subsets of V such that X ≺ X when |X | < |X | and the sets of equal size are arbitrarily ordered. Then X j in (56) can be arranged in increasing order
Let X j be the first term in (59) such that X j ⊂ X j+1 . Then X j+1 ≺ X j ∪ X j+1 . If the sequence (59) contains X j ∪ X j+1 , we remove it from the sequence, otherwise we add it to the sequence. Due to (57) this operation does not change the value of the corresponding term in (56) but does change its sign. Hence all terms but (58) annihilate in (56).
If (22) holds then
for X 1 ⊂ . . . ⊂ X l , appears in (56) with the sign (−1) l . If we add an empty set ∅ as X 0 to every sequence (58) and define F ∅ = S, then (56) can be rewritten as
We claim that this is equal to det(∆), for any matrix ∆.
Expanding all the sums and products in (61) we can rewrite it in the following way:
where ϕ runs over all maps from V to itself, and the coefficient ε(ϕ) is defined as follows.
Let V ϕ = {j ∈ V : ϕ(j) = j} be the set of fixed points of ϕ. Then
where the sum is taken over all ϕ-invariant flags
and l(X) = l is the length of X. Here the ϕ-invariance of X means that ϕ(
If ϕ is a permutation of V then every ϕ-invariant set in V \V ϕ is identified by a subset of the set W of cycles of ϕ with length greater than 1.
All subsets of W can be identified with vertices of an |W |-dimensional cube if we set an Hence ε(ϕ) is equal to (−1) |V |−k where k is the number of all cycles of ϕ which is the usual sign of a permutation.
In case ϕ is not a permutation, there exist two ϕ-invariant subsets A ⊃ B in V \ V ϕ such that |A| = |B| + 1, ϕ(A) = B and B does not contain non-trivial ϕ-invariant subsets.
For every flag X, we find i such that
If X i = Y we remove it from the flag, otherwise we add Y to the flag between X i and X i+1 . This operation defines a sign-changing isomorphism of the set of terms in the sum (63). Hence ε(ϕ) = 0.
F. Proof of (31). First, it is obvious that (31) is positive only when all subgraphs G ν are connected. Also, avalanches covering a non-connected graph have zero measure, because to start such an avalanche at least one site at every connected component have to be at the threshold level.
Configurations generating trajectories with a sequence of single breaks i 1 , . . . , i N occupy a simplex
where t ν are the time moments of breaks at i ν . Its volume is equal to s i 1 · · · s i N /N !. Hence (31) is true in this case.
For partitions where at least one subgraph has order greater than 1, we proceed by induction on the number of edges of the graph G and suppose that the statement is true for both G − e and G/e where e is any edge of G.
Let G 1 , . . . , G m be a partition of G into induced connected subgraphs, |G ν | > 1, and i ν ∈ G ν a site starting an avalanche. Then there exists an edge e of G with one end i ν and another end j ∈ G ν .
Let h(t) = {h i (t), i ∈ V (G)}, be a periodic trajectory with avalanches G 1 , . . . , G m and starting sites i 1 , . . . , i m , and let h = {h i } = h(t ν ) where t ν is the time moment of the avalanche G ν . Then h i ν = ∆ i ν i ν .
There are two possibilities.
(a) h j < ∆ jj − 1.
Replacement of h i ν (t) by h i ν (t) − 1 defines a one-to-one correspondence between trajectories for the system on G satisfying (a) and all trajectories for a system on G − e, with the same values of s i , generating the partition induced from G, with the same starting points and time moments of breaks. Due to inductional conjecture, the volume of the configurations generating trajectories satisfying (a) is equal to
(b) ∆ jj > h j ≥ ∆ jj − 1.
We can identify the trajectory h(t) with a periodic trajectory for a system on G/e, with the site j removed and all the edges adjacent to it connected to the site i ν , passing at the time moment t ν through the configuration obtained from h replacing h i ν = ∆ i ν i ν by the threshold value ∆ i ν i ν +∆ jj +2∆ i ν j −s j for G/e. This trajectory generates the partition of G/e induced from G, with the same starting points and time moments of breaks. The correspondence represent the set of trajectories for G satisfying (b) as a prism of height 1 over the set of trajectories for G/e generating partition induced from G, with the same starting points and time moments of breaks. From the induction conjecture, the volume of the configurations generating trajectories satisfying (b) is equal to
Then, due to (30), the sum of (66) and (67) is equal to (31). This proves our claim.
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