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RESUME 
Ce memoire propose un algorithme de compression sans perte des indices binaires d'un 
quantificateur algebrique encastre utilise par le codec AMR-WB+ pour encoder certaines 
des trames d'un signal audio. Une etude detaillee des statistiques a ete menee dans le but 
de developper un algorithme efficace de compression et reduire par consequent la longueur 
moyenne du code binaire utilise par le codec AMR-WB+. En se basant sur cette etude 
des statistiques, deux techniques ont ete combinees : l'encodage par plage et l'encodage 
par contexte qui se sont montres tres efficaces pour estimer les probabilites des differents 
indices. 
En utilisant l'encodage arithmetique en version entiere pour generer le code binaire, l'al-
gorithme propose permet de reduire sans perte jusqu'a 10% de la longueur du code utilise 
par le AMR-WB+ tout en respectant la contrainte d'une application temps reel destinee 
a des terminaux GSM. 
Mots-c les : codec AMR-WB+, quantification algebrique encastree, TCX, compression 
sans perte, encodage entropique, encodage par plage, encodage arithmetique 
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CHAPITRE 1 
Introduction 
Le souci des applications de telecommunication, et plus particulierement des systemes de 
codage des signaux audios, est d'offrir a l'utilisateur la meilleure satisfaction et le meilleur 
confort possible, et ce, en restituant un message audio qui soit le plus fidele au signal 
naturel. 
Particulierement, un signal de parole est tres riche en informations et emotions qu'on 
cherche a preserver lors du processus de codage. Si on analyse un signal de parole en 
terme d'informations presentes dans celui-ci, on peut degager deux aspects, qui reunis 
permettent de definir correctement le message contenu dans un signal de parole. Le pre-
mier aspect est lie aux mots, a savoir leur sens et leur intelligibilite. Le second aspect 
peut etre interprets comme les emotions degagees par le signal de parole, telles que les 
intonations et les tonalites. 
Un codec (Codeur/ Decodeur) efficace est celui qui permet de preserver aussi bien l'intel-
ligibilite du message que les emotions et tonalites, mais comme les ressources des systemes 
de traitement sont limitees a savoir la vitesse des processeurs, tailles des memoires et 
bandes passantes des systemes de communications, la priorite est toujours donnee a l'in-
telligibilite du signal de parole. 
Generalement un codec est compose de deux blocs : un codeur dont la tache se resume 
a analyser le signal audio, en extraire un nombre d'informations frequentielles ou tempo-
relies et les representer sous forme de symboles binaires. A l'autre bout de la chaine de 
codage se trouve le decodeur, qui a partir des symboles binaires issus du codeur fait prati-
quement le processus inverse d'un codeur pour synthetiser le signal de parole en restituant 
les informations frequentielles ou temporelles a partir des symboles binaires. Definissant le 
debit comme etant la quantite de bits utilisee pour representer ces informations frequen-
tielles/temporelles par unite de temps, il est evident que plus cette quantite est grande, 
plus la qualite de synthese du signal sera meilleure pour un codec efficace. Mais comme 
on est limite en ressources, generalement on dispose d'un debit limite qu'on ne peut de-
passer, et par consequent l'utilisation du debit disponible doit etre optimale pour pouvoir 
en profiter pleinement. 
Sur la plupart des codeurs, le passage d'une information frequentielle/temporelle a un 
symbole binaire se fait par recherche dans un dictionnaire. Ce dictionnaire (presentement 
dans le cadre de ce travail c'est la RE8), dont la taille est limitee, est construit de sorte 
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qu'il contient les elements qui representent de la meilleure fagon les statistiques d'un signal 
audio. II est evident que plus la taille du dictionnaire est grande plus il est fidele aux sta-
tistiques de la source (signal audio) et done sera plus fidele aux signaux d'origine, mais en 
contrepartie, on aura a utiliser plus de debit pour representer tous les elements de ce dic-
tionnaire. L'utilisation d'un dictionnaire de taille elevee presente de serieuses limitations 
pratiques, vu que le codeur et le decodeur doivent les deux en posseder une copie. Meme 
si le probleme du stockage du dictionnaire a ete surmonte avec les travaux de J.P.Adoul 
(Quantification algebrique encastree), le probleme du debit par contre reste non resolu et 
les mots binaires sont transmis sans compression permettant de reduire le debit. Ce travail 
est consacre a la reduction de la quantite de bits necessaire pour representer les elements 
du dictionnaire sans pour autant introduire de degradation sur la qualite du signal restitue 
et ce en utilisant un codage entropique sans perte des indices binaires transmis entre le 
codeur et decodeur. La quantite de bits gagnee par ce codage entropique sera utilisee pour 
envoyer plus d'informations au decodeur permettant ainsi d'ameliorer la qualite. 
Le premier chapitre aura pour but de presenter le codec concerne par ce projet a savoir 
le AMR-WB+ et detailler les differents blocs utilises pour encoder un signal audio. La 
quantification algebrique encastree utilisee par le module TCX sera detaillee dans le but 
d'expliquer son fonctionnement ainsi que le processus de generation des indices binaires. 
Le second chapitre constitue un survol des techniques de compression sans pertes les plus 
courantes. La premiere partie de ce chapitre est consacree aux problemes d'estimation des 
probabilites et le lien qui les relient a la compression alors que la deuxieme partie a ete 
dediee a la presentation des algorithmes de construction de code binaire. 
Le troisieme chapitre presente une etude detaillee des statistiques des indices binaires de 
la quantification algebrique encastree. Cette etude a ete menee dans le but de verifier 
l'optimalite du processus utilise par le codec AMR-WB+. La deuxieme partie, presente 
l'algorithme propose dont la tache consiste a chercher les redondances presentes dans ces 
indices et de les exploiter pour compresser ces derniers sans perte. Une version adaptative 
a ete developpee pour tenir en compte des variabilites des statistiques selon le type de 
signal audio traite et selon le debit d'encodage. 
Le chapitre quatre quant a lui presente les performances de la solution proposee. Trois 
criteres ont ete mesures a savoir l'occupation memoire, le temps de calcul (mesure en mil-
lions d'operations par seconde) et les taux de compression realisee. Les resultats obtenus 
affirment que les objectifs de ce projet ont ete atteints puisque la solution presentee per-
met de reduire jusqu'a 10% du debit pour la meme qualite de codage et est techniquement 
faisable et implementable sur un terminal a ressources limitees. 
CHAPITRE 2 
Le Codec A M R - W B + 
Dans ce chapitre, on va presenter le codec concerne par ce travail, a savoir le codec AMR-
WB+. C'est un codec qui permet de compresser avec perte les signaux audios, et ce, dans 
le but de les stocker sur un support informatique ou bien pour les envoyer sur une chaine 
de communication numerique. C'est une extension de son predecesseur a savoir l'AMR-
WB. L'extension ajoutee inclut la possibility de coder des signaux stereo, et ce, avec des 
frequences d'echantillonnage plus elevees. L'extension inclut aussi le codage par extension 
de largeur de bande (Band Width Extention, BWE). 
Un autre ajout majeur consiste dans l'integration d'un module qui utilise l'excitation codee 
par transformer (Transform Coded Excitation, TCX), additionnellement a la prediction 
lineaire excitee par code algebrique (Algebraic Code Excited Linear Prediction, ACELP). 
La commutation automatique entre ces deux modes permet d'exploiter les differentes pro-
prietes des signaux audios, ce qui permet d'avoir de meilleures qualites d'encodage. 
Dans le but de compresser le flux binaire genere par ce codec, il est essentiel de comprendre 
et d'analyser les modules intervenant dans la generation des indices binaires pour le mode 
TCX. Les sections suivantes presentent ce codec et detaillent en particulier le module TCX 
ainsi que la procedure de generation des mots binaires utilisee par ce dernier. 
2.1 Fonctionnement du codec A M R - W B + 
Le codec AMR-WB+ est un codec a debit variable operant avec des debits allant de 6kb/s 
a 36kb/s pour les signaux mono et entre 7kb/s et 48kb/s pour les signaux stereo. II traite 
les signaux d'entree sous forme de trames de 2048 echantillons echantillonnes avec une 
frequence interne allant de 12.8kHz a 38.4 kHz. Ces 2048 echantillons sont subdivises en 
deux bandes egales a savoir hautes (HF) et basses frequences (BF). Les signaux BF sont 
decomposes en quatre paquets (sous-trame) de meme taille de 256 echantillons chaque , 
avant d'etre analyses par le module ACELP/TCX. 
Le signal HF est code en utilisant la technique d'extension de largeur de bande, alors que 
le signal BF est code en se basant sur une commutation entre 1'ACELP [Guyader et al., 
1995; Salami et al., 1994] et la TCX. Le choix entre ces deux modes est base sur une 
analyse en boucle ouverte ou fermee dans le but de determiner quel module permettant 
d'avoir une meilleure qualite de codage est a utiliser. 
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Quand le signal d'entree est stereo et quand le mode de codage selectionne est mono, 
les deux canaux droit et gauche sont combines en un seul signal mono pour le mode 
ACELP/TCX, alors que l'encodage stereo regoit les deux canaux separes. La figure 2.1 
represente la structure du codec AMR-WB+ [3GPP, 2007-03]. Le codec ACELP, similaire 
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Figure 2.1 Schema-bloc du codec AMR-WB+ [3GPP, 2007-03] p.12 
(a)Codeur, (b) Decodeur 
a celui existant sur l'AMR-WB, utilise une analyse par predicteur a long terme (Long 
Term Predictor, LTP) et l'excitation du dictionnaire algebrique. Pour le module ACELP 
seules des trames de 256 echantillons sont permises. Pour le codec TCX, la transformer 
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de Fourier est calculee pour 256, 512 ou 1024 echantillons passes a travers une fenetre 
de ponderation. Les coefficients ainsi obtenus sont quantifies par la suite en utilisant la 
quantification algebrique encastree. Pour permettre au decodeur de reconstruire le signal 
orignal, certains parametres lui sont transmis de la part du codeur. Independamment de 
la longueur de la fenetre d'analyse utilisee, ces parametres sont multiplexes sous forme de 
trame binaire dont le format, pour le mode TCX, est donne par la figure 2.2 [3GPP, 2005-
07]. Les tableaux 2.1, 2.2 et 2.3 donnent la largeur de chaque bloc de la trame en fonction 
ISP Facteur de bruit 
Gain 
global 
Parametres du quantificateur algebrique 
encastre ISF Gain 
- - •4 -
Parametres BF Parametres HF 
Figure 2.2 Format de la trame binaire pour le module TCX 
du debit [3GPP, 2007-03]. Ces tableaux mettent en evidence la grande occupation de 
Tableau 2.1 Allocation du debit pour une trame de 256 echantillons 
Parametre 
Bits de mode 
Parametres ISP 
Facteur de bruit 
Gain global 
Correction du gain 
Indices de quantification algebrique 
Parametres HF ISF 
Gain pour les HFs 
Correction du gain 
Debit (Bit/Trame) 
Nombre de bits 
2 
46 
3 
7 
<P 
134 166 198 230 262 310 342 408 
9 
7 
4> 
208 240 | 272 | 304 | 336 384 416 480 
Tableau 2.2 Allocation du debit pour une trame de 512 echantillons 
Parametre 
Bits de mode 
Parametres ISP 
Facteur de bruit 
Gain global 
Correction du gain 
Indices de quantification algebrique 
Parametres HF ISF 
Gain pour les HFs 
Correction du gain 
Debit (Bit/Trame) 
Nombre de bits 
2+2 
46 
3 
7 
6 
318 382 446 510 574 | 670 734 862 
9 
7 
8 x 2 
416 480 544 608 672 768 832 960 
la trame binaire par les indices de la quantification algebrique. En effet, le pourcentage 
occupe par ces indices est de 64% a bas debits contre 92% a hauts debits. 
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Tableau 2.3 Allocation du debit pour une trame de 1024 echantillons 
Parametre 
Bits de mode 
Parametres ISP 
Facteur de bruit 
Gain global 
Correction du gain 
Indices de quantification algebrique 
Parametres HF ISF 
Gain pour les HFs 
Correction du gain 
Debit (Bit/Trame) 
Nombre de bits 
2+2+2+2 
46 
3 
7 
3+3+3 
695 823 951 1079 1207 | 1399 | 1527 1783 
9 
7 
16 x 3 
832 | 960 | 1088 1216 1344 1536 1664 1920 
2.2 Le module hybride T C X / A C E L P 
L'algorithme d'encodage au coeur du codec AMR-WB+ est base sur un module hybride 
TCX/ACELP. Pour chaque bloc du signal en entree, le codeur decide (soit en boucle 
ouverte ou fermee) lequel des deux modules (ACELP ou TCX) est plus approprie. Le 
module ACELP, etant un encodage dans le domaine temporel et utilisant la prediction 
lineaire, est plus approprie pour les signaux de parole. Le module TCX, utilisant une 
transformation dans le domaine des frequences (DFT), est plus approprie pour les signaux 
de musique. 
Comme vu precedemment, en mode ACELP seules des sous-trames de 256 echantillons 
sont possibles alors qu'en mode TCX (developpe plus loin dans le document), on peut avoir 
differentes longueurs de sous-trames i.e 256, 512 et 1024. Done, pour une trame de 1024 
echantillons, il est alors possible d'utiliser differents modes d'encodage a savoir : ACELP, 
TCX256, TCX512 et TCX1024. 
Sur le codec AMR-WB+ 26 modes de combinaisons sont possibles. Designons par (m0, mi, 
1^2, WI3) les combinaisons possibles ou m^ designe le mode que prend la keme sous-trame 
avec : 
- nik = 0 : Le mode selectionne est ACELP 
- mfc = 1 : Le mode selectionne est TCX256 
- rrik = 2 : Le mode selectionne est TCX512 
- mfc = 3 : Le mode selectionne est TCX1024 
Les modes ainsi dermis sont representes sur le tableau 2.4. 
Par exemple, le mode (2, 2,1,1) indique que les deux premieres sous-trames de 256 echan-
tillons chacun, doivent etre combinees en une seule sous-trame de 512 echantillons pour 
la TCX512 alors que les deux dernieres sous-trames de 256 sont encodees separement en 
2.2. LE MODULE HYBRIDE TCX/ACELP 
Tableau 2.4 Modes de combinaisons possibles entre ACELP et TCX 
(0,0,0,0) 
(1,0,0,0) 
(1,1,0,0) 
(0,0,1,0) 
(1,0,1,0) 
(0,1,1,0) 
(1,1,1,0) 
(0,0,0,1) 
(1,0,0,1) 
(1,1,0,1) 
(0,0,1,1) 
(1,0,1,1) 
(0,1,1,1) 
(1,1,1,1) 
(2,2,0,0) 
(2,2,1,0) 
(2,2,1,1) 
(0,0,2,2) 
(1,0,2,2) 
(0,1,2,2) 
(1,1,2,2) 
(2,2,2,2) 
(3,3,3,3) 
mode TCX256. 
La meilleure des 26 combinaisons du tableau 2.4 est determinee suite a une analyse en 
boucle ouverte ou fermee. Le critere de decision est le rapport signal a bruit (Signal-to-
Noise Ratio, SNR) donne par : 
/ 
N-l 
NST-1 
SNR = —J2 201°Sio 
X^(") \ 
N-l 
V o 
(2.1) 
avec xw le signal audio pondere en entree, xw le signal audio resynthetise soit avec le 
module TCX ou ACELP, NST le nombre de sous-trames et N la longueur de la sous-
trame analysee. Un SNR plus eleve implique une meilleure qualite de codage. 
2.2.1 Selection en boucle fermee 
Le tableau 2.5 represente les essais, effectues en boucle fermee pour choisir entre les diffe-
rentes possibilites d'encodage. 
STi correspond a la ieme sous-trame de longueur 256 echantillons. La premiere sous-trame 
ST0 est encodee en mode ACELP ensuite en mode TCX256 au cours des deux premieres 
iterations. Selon le SNR calcule par l'equation (2.1), le meilleur de ces deux modes est 
choisi. Les iterations 3 et 4 consistent a choisir entre ACELP et TCX256 pour la deuxieme 
sous trame STi. Ayant ainsi determine la meilleure des 4 combinaisons possibles pour les 
deux premieres sous-trames i.e (ACELP,ACELP), (ACELP,TCX256), (TCX256, ACELP) 
et (TCX256,TCX25), le mode TCX512 sera teste pour ST0 et STX considerees comme une 
seule sous-trame de 512 echantillons. Le choix issu de la 5 e m e iteration est alors soit un des 
4 modes precedemment presentes ou bien le mode TCX512. Les iterations 6 a 10 refont 
les memes tests que ceux appliques pour STQ et STi mais cette fois-ci pour 572 et 5T3. 
La derniere iteration (11) permet de choisir entre les modes choisis au cours des iterations 
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Tableau 2.5 Selection en boucle fermee des modes ACELP/TCX 
Iteration STQ STI ST2 ST3 
ACELP 
TCX256 
TCX512 
TCX1024 
ACELP 
TCX256 
TCX512 
TCX1024 
ACELP 
TCX256 
TCX512 
TCX1024 
ACELP 
TCX256 
TCX512 
TCX1024 
5 et 10 et le mode 7X7X1024. A Tissue de ces iterations, le module hybride ACELP/TCX 
permet de choisir la meilleure configuration permettant d'avoir le meilleur SNR. 
2.2.2 Selection en boucle ouverte 
Une methode alternative pour la selection des modes ACELP/TCX consiste a utiliser des 
iterations en boucle ouverte. Sachant qu'un signal de parole est mieux code en ACELP 
qu'en TCX et qu'un signal de musique est mieux code en utilisant le TCX que l'ACELP, 
la selection en boucle ouverte exploite les proprietes temporelles et spectrales des deux 
types de signaux. Cette methode en boucle ouverte est subdivisee en trois grandes etapes : 
- Classification de l'excitation : Au cours de cette etape des parametres decrivant 
l'energie de chaque sous-trame de 256 echantillons sont calcules (essentiellement la 
deviation standard des energies des hautes et basses frequences). Un seuillage est 
ensuite applique en se basant sur ces parametres pour choisir soit un des modes 
TCX notes TCXs ou l'ACELP. II se peut qu'au cours de cette etape, on ne puisse 
trancher entre les deux modules alors un mode 'incertain' est selectionne. 
- Amelioration de la classification de l'excitation : Quand le mode selectionne est 'in-
certain' ou ACELP, de nouveaux parametres temporels sont calcules. Basee sur ces 
nouveaux parametres ainsi que les parametres frequentiels issus de l'etape prece-
dente, le mode ACELP est alors reverifie et une decision binaire est alors prise soit 
TCXs ou ACELP. 
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- Selection des modes TCX : Cette etape n'est declenchee que si le mode choisi est 
TCXs. Quand c'est le cas, une analyse identique a celle utilisee en boucle fermee est 
appliquee pour choisir un des trois modes possibles de la TCX. 
2.3 Le module T C X et la quantification algebrique 
Le signal a l'entree du module ACELP/TCX est filtre par un nitre passe-haut, ensuite un 
filtre d'accentuation (emphasis-filter) est utilise avec la fonction de transfert suivante : 
P{z) = 1 - 0.68z_1 (2.2) 
Ce filtre a l'avantage de reduire l'energie du signal audio en basses frequences et de l'aug-
menter en hautes frequences. Le resultat est alors un signal ayant une dynamique spectrale 
moins elevee, ce qui permet d'ameliorer les performances du codage independamment du 
mode choisi. La pre-accentuation permet aussi d'effectuer une analyse LPC plus efficace. 
2.3.1 Le module TCX 
Cette section presente en detail le codeur TCX qui est un mode d'encodage possible du 
signal mono basses frequences. La figure 2.3 presente le diagramme fonctionnel du mode 
TCX. Le principe utilise par le mode TCX est le meme pour les sous-trames de longueur 
256, 512 et 1024 echantillons avec une difference mineure concernant le fenetrage utilise. Le 
signal audio x est filtre par un filtre perceptuel donne par (2.3) et dont les coefficients sont 
variables au cours du temps pour obtenir un signal pondere xw. Si la sous-trame passee 
est codee en utilisant le module ACELP, la reponse impulsionnelle du filtre perceptuel au 
repos est soustraite au signal xw. 
Le signal ainsi obtenu est ensuite fenetre en utilisant une fenetre d'anticipation (looka-
head) et transforme dans le domaine des frequences en utilisant la transformee de Fourrier 
discrete (Discrete Fourrier TYansform, DFT) donnee par : 
L-\ .2?r 
X(k) = jJ2xMe~Ji;nk (2-4) 
o 
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Figure 2.3 Diagramme fonctionnel du module TCX 
Source : [3GPP, 2007-03] p.29 
Ou L represente le nombre de points utilises selon la longueur de la sous trame c'est a dire 
256 + 32 echantillons d'anticipation pour la TCX256, 512 + 64 echantillons d'anticipation 
pour la TCX512 et 1024 + 128 echantillons d'anticipation dans le cas de la TCX1024. 
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Dans le domaine de la transformee, le signal X(k) est normalise pour minimiser les ar-
tefacts en basses frequences. Cette normalisation permet aussi de minimiser les bruits de 
quantification en basses frequences. La quantification algebrique encastree (section 2.3.2) 
est ensuite appliquee aux coefficients spectraux normalises. Apres quantification, les coef-
ficients spectraux quantifies X(k) sont denormalises et la transformee de Fourier discrete 
inverse (Inverse Discrete Fourier Transform, IDFT) est appliquee pour obtenir un signal 
quantifie dans le domaine temporel xw. Le gain pour cette sous-trame est alors optimise 
pour avoir une meilleure correlation entre le signal temporel xw et le signal quantifie xw. 
La valeur optimale g* pour ce gain est donnee par (2.5) : 
L - l 
y^xw(n)xw(n) 
9* = £ (2-5) 
y^xw(n)xw(n) 
o 
Apres l'optimisation du gain, le signal quantifie xw est passe a travers une fenetre dont la 
forme depend de la longueur de la sous-trame passee. Un recouvrement est applique avec 
la trame passee, et les coefficients du numerateur A(z) du filtre perceptuel W(z) sont mis 
a jour. Le coefficient de Fourrier a la frequence de Nyquist est mis a zero. 
Si L represente le nombre de points utilises pour le calcul de la TFD, les N — L/2 valeurs 
complexes des coefficients sont groupees dans des blocs formes par quatre coefficients com-
plexes chacun, ce qui donne des blocs de dimension huit formes par des coefficients reels. 
La taille huit de ces blocs a ete choisie pour coincider avec la dimension du quantificateur 
algebrique en dimension huit utilise pour quantifier ces blocs. La section suivante presente 
ce quantificateur particulier et detaille les etapes qui permettent de quantifier n'importe 
quel vecteur de R8. 
2.3.2 La quantif ication algebrique 
Quand le nombre des valeurs distinctes generees par la source est infini, il est impossible de 
les representer sur un systeme informatique a memoire limitee. La compression avec perte 
et plus precisement la quantification permet de resoudre ce probleme, et ce, en tolerant 
des pertes d'information controlees. Dans plusieurs applications la perte de l'exactitude de 
l'information est toleree. Par exemple sur le codec AMR-WB+, a haut debit, les valeurs 
des echantillons audios peuvent ne pas etre exactes sans pour autant degrader la qualite du 
signal. La quantification consiste alors a representer un ensemble fini ou infini de valeurs 
de la source par un seul indice dans un dictionnaire representant un element qui soit le 
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plus proche de cet ensemble. La reconstruction par contre consiste a lire a partir de l'indice 
recu Pelement du dictionnaire approprie. La quantification utilisee dans le module TCX 
est la quantification vectorielle qui consiste a coder les symboles successifs de la source 
sous forme de bloc. La figure 2.4 represente le principe de la quantification vectorielle. A 
Source 
Grouper en 
vecteur 
Codeur 
Trouver l'element 
le plus proche 
' • 
E 
, 
Indice 
• 
tictionnaii re 
i 
••* 
Decodeur 
Recherch 
Indice 
1
— • • 
Dictionnaire 
- » • 
Reconstruction 
Separer 
Figure 2.4 Principe de la quantification vectorielle 
l'entree du bloc 6 de la figure 2.3, et dans le but de quantifier les coefficients spectraux 
de la DFT, une methode basee sur la quantification vectorielle est utilisee. Cette methode 
est appelee « quantification vectorielle spherique » a cause de la forme geometrique que 
prennent les vecteurs du dictionnaire utilise. Le dictionnaire utilise par cette quantification 
est le reseau de Gosset RE%. La section suivante presente ce dictionnaire particulier ainsi 
que les methodes de codage/decodage mises en oeuvre. 
2.3.3 Le reseau de Gosset RE% 
Le reseau Dn contient les points de Z n dont la somme des coordonnees est paire. En 
dimension 2 ce reseau correspond a un damier 2.5(a), alors qu'en dimension 3 les points 
de Dz forment un cube a faces centrees 2.5(b). Le reseau de Gosset est defini comme 
l'union de deux reseaux obtenus par translation du reseau 2D8 par les deux mots a code 
de repetition a savoir [0,0,0,0,0,0,0,0] et [1,1,1,1,1,1,1,1] [Lamblin et Adoul, 1988], 
soit : 
RE8 = (2£>8) U (2£>8 + [1,1,1,1,1,1,1,1]) (2.6) 
D8 etant le reseau de points a coordonnees entieres et dont la somme est paire. Done tout 
point x appartenant a RE& possede les proprietes suivantes : 
1. x € Z8 (x a composantes entieres) 
2. La somme des coordonnees de x est multiple de 4. 
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o 
O 
• o 
o 
o 
•o 
o 
-o (a) Reseau Z?2 (b) Roseau D3 
Figure 2.5 Reseau Dn en dimensions 2 et 3 
3. Les huit composantes ont la raeme parite. i.e. toutes paires ou impaires. 
Les points de REg sont repartis sur des spheres centrees a l'origine et de rayon 2\/2m 
avec m un entier naturel. Done un point de RE$(m), a l'addition des trois proprietes 
precedemment citees, jouit de la propriete suivante : 
x e 5(0, 2v/2m) => ] T x? = 8 m (2.7) 
i = l 
Une propriete tres interessante du reseau de Gosset est que toute permutation des coor-
donnees d'un point de ce reseau donne un point qui y appartient. Cette propriete permet 
de definir la relation d'equivalence suivante : 
x ~ y <$• S'il 3 une permutation des coordonnes de x qui donne y 
Par exemple (1, 0, —1,0,0,0,0, 0) ~ (0,0, —1,0,0,1,0,0). Cette relation d'equivalence rea-
lise une partition de REs(m) en P8(m) classes d'equivalence. Dans RE8(m), on definit une 
relation d'ordre > definie par : 
x>y 
3j € [ 1 , . . . , 8] /V7, Xi > yt et Xj > yj 
x = y 
ou Xi (respectivement y;) sont les composantes du vecteurs x (respectivement y). ">" est 
une relation d'ordre total. En effet chaque classe peut etre definie par son element maximal 
ou son leadeur. Soit x le leadeur de sa classe a q composantes distinctes (ao, a\,..., ag_i). Si 
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wl est le nombre de repetitions de la composante a ,^ alors le nombre d'elements de chaque 
classe est donne par la formule denombrant les permutations avec repetition donnee par 
[Lamblin et Adoul, 1988] : 
K = 
8! 
w"\w i | ,wi-
l\ 
(2.8) 
Le tableau 2.6 presente la liste des leadeurs des 8 classes d'equivalence de la sphere m = 1 
dont le nombre d'elements est K(j), H(j) etant le cumul des classes precedentes. La 
Tableau 2.6 Liste des leadeurs des 8 classes d'equivalence de la sphere m = 1 
j 
1 
2 
3 
4 
5 
6 
7 
8 
m 
28 
56 
1 
28 
70 
28 
28 
1 
H(j) 
0 
28 
84 
85 
113 
183 
211 
239 
2 
2 
1 
1 
1 
1 
0 
-1 
2 
0 
1 
1 
1 
1 
0 
-1 
Leadeurs 
0 0 
0 0 
1 1 
1 1 
1 1 
-1 -1 
0 0 
-1 -1 
(m 
0 
0 
1 
1 
-1 
-1 
0 
-1 
= 1) 
0 
0 
1 
1 
-1 
-1 
0 
-1 
0 
0 
1 
-1 
-1 
-1 
-2 
-1 
0 
-2 
1 
-1 
-1 
-1 
-2 
-1 
formule de Schalkwijk [Schalkwijk, 1972], permet de donner le rang t d'un vecteur x parmi 
les K(j) elements de sa classe. 
- Soit q le nombre de valeurs differentes des composantes de x : a,Q, a\, • • •, a9_i avec 
<20 > O-l > m • • > CLq-l 
- A x = (xi,x2, • • • ,xs), on fait correspondre l'octuplet q—aire D = (d\, • • • , efe) tel 
que dk = d si et seulement si Xk = at, 0 < d < q — 1 
- Soit wf. le nombre de repetitions de la valeur an dans le vecteur x qui se trouvent 
dans les positions fca8. 
Le rang t de x est alors donne par : 
(8-fc)! d(fe)-i 
' = £^(2> f c d) (2.9) 
i=0 
Algorithme de codage 
Soit x = (xi, • • • , Xs) un vecteur quelconque de R8 a quantifier par RE&(m). L'algorithme 
de codage se decompose en cinq etapes : 
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1. Etape 1 : Recherche du leader x de x. 
Les relations d'equivalence "~" et l'ordre total "<" peuvent etre etendues sur M8. 
II suffit alors pour trouver le leader x de x de reordonner les composantes de x par 
ordre decroissant. 
2. Etape 2 : Recherche du plus proche voisin ijj* de x. 
On demontre [Berger et al., 1972], que le plus proche voisin de x, leader dans R8, est 
un leader de RE$(m). Ceci revient a chercher parmi les Ps(m) leaders de RE8(m) 
yj* qui permet de maximiser le produit scalaire : 
x
Tyj*= max (xTyj) (2.10) 
3. Etape 3 : Determination de y le plus proche voisin de x dans REs(m). 
Pour trouver y il suffit d'appliquer a y~j* l'inverse de la transformation qui a permis 
d'aller de x k x [Berger et al., 1972]. 
4. Etape 4 •' Determiner le rang t de y dans sa classe j * par la formule de Schalkwijk 
(2.9). 
5. Etape 5 : Determiner l'indice / du vecteur y dans RE8(m) donne par : 
I(y) = t(y) + J2 KH) (2-n) 
Algorithme de decodage 
A partir de l'indice I(y) il est possible de retrouver y en suivant ces trois etapes : 
1. Etape 1 : Recherche de la classe j * (recherche dans le tableau 2.6 ). 
j * est tel que H(j*) < I(y) < H(j * +1) 
2. Etape 2 : Retrouver le rang t de j * 
t = I(y)-H(j*) 
3. Etape 3 : Retrouver y sachant son rang dans la classe j * 
Ayant determine la classe j * et done son leadeur y^, on connait q le nombre de 
composantes distinctes, leurs valeurs aQ, ai, • • • , aq_i et le nombre w% de repetitions 
de chaque valeur a* dans y^ et par consequent dans y. Pour trouver y, il suffit de 
16 CHAPITRE 2. LE CODEC AMR-WB+ 
determiner di(xi), d2(x2) jusqu'a d8(xg) ou dk est tel que : 
t=0 i=0 i=0 
Acceleration de la recherche par passage aux valeurs absolues 
Les points a composantes paires ont leurs 8 signes libres alors que les points impairs 
8 
ont sept signes libres, le tantieme etant fixe pour assurer /_]#» ^ ®l^\- Cette propriete 
1 
implique que le changement d'un nombre quelconque des signes des composantes d'un 
point pair de REs(m) donne un point de RE8(m). Inversement, pour un point impair un 
changement pair de ses composantes donne un point de RE%{rn). Cette propriete permet 
de definir une nouvelle relation d'equivalence « entre les point de RE%(m) : x « y si et 
seulement si les valeurs absolues des composantes des deux vecteurs, une fois arrangees 
dans l'ordre decroissant, sont identiques. Les classes d'equivalence de cette relation sont 
des surclasses de celles definies a la section 2.3.3, au sens qu'elles les englobent. Le tableau 
2.7 presente les leadeurs absolus et signes pour REs(m = 1). On appelle leadeur absolu, 
Tableau 2.7 Liste des leadeurs absolus et signes de la sphere m = 1 
Leadeurs absolus 
2 2 0 0 0 0 0 0 
1 1 1 1 1 1 1 1 
Leadeurs signes 
2 2 0 0 0 0 0 0 
2 0 0 0 0 0 0 - 2 
0 0 0 0 0 0-2-2 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 - 1 - 1 
1 1 1 1-1-1-1-1 
1 1-1-1 -1 -1 -1 -1 
-1 -1 -1-1-1-1-1-1 
le plus grand vecteur, au sens lexicographique, qu'on obtient en ordonnant les valeurs 
absolues dans l'ordre decroissant. Pour les differencier des leadeurs definis sur la section 
2.3.3, on appellera ces derniers des leadeurs signes. Vu que les leadeurs absolus sont moins 
nombreux que les leadeurs signes, l'etape 2 de l'algorithme de codage donne a la section 
2.3.3 peut etre optimisee. En effet, il suffit d'effectuer la recherche sur les P^(m) leadeurs 
absolus et non sur les leadeurs signes. Pour coder un point x quelconque de R8, cinq 
nouvelles etapes sont a suivre : 
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1. Etape 0 : Passage du vecteur x = (xi, • • • ,x8) a \x\ = (\xi\, • • • , |x8 |). Soit Npar, la 
parite du nombre des composantes negatives. 
2. Etape 1 : Recherche du leadeur \x\ de |:r| 
3. Etape 2 : Recherche du plus proche voisin \y~\j* de\x\ 
Recherche parmi les P^(m) leaders absolus de REs(m) celui qui maximise le produit 
scalaire modifie donne par : 
Pmod = \x\T\y\j. - 2e (2.13) 
avec : e = < 
0 Si le leadeur est pair ou si Npar(x) = A ^ d y ^ * ) 
| a?g | r | ys |^ " Le produit des dernieres composantes sinon 
4. Etape 3 : Determination du plus proche voisin \y\, de |x| dans REs(m) par permu-
tation inverse de celle effectuee a l'etape 1. Dans le cas ou e ^ 0, on change le signe 
de la plus petite composante de \y\j*-
5. Etape 4 '• Passage de \y\ k y. II suffit de changer le signe des composantes de y qui 
correspondent a des composantes negatives de x. 
Sur le module TCX de TAMR-WB+, la quantification algebrique a ete appliquee. La 
section suivante decrit l'algorithme de quantification utilise pour coder les differents coef-
ficients spectraux. 
2.4 Application de la quantification spherique 
La quantification spherique ou la quantification par treillis est connue comme etant une 
technique de quantification efficace. Dans ce type de quantification, le dictionnaire est 
un reseau regulier de points. Cette structure bien definie des points fait en sorte que la 
recherche et l'indexation du voisin le plus proche soient tres rapides et efficaces. L'aspect 
le plus interessant avec ce type de quantification est que les mots du dictionnaire peuvent 
ne pas etre sauvegardes parce qu'ils peuvent etre generes par une simple regie algebrique. 
2.4.1 Quantif ication algebrique encastree 
Le codec AMR-WB, etant un codec multi-debit, il fallait aussi que son successeur le soit 
aussi. Pour cela, la quantification algebrique encastree est appliquee. Le quantificateur 
algebrique encastre (QAE) est un quantificateur a debit variable en 8 dimensions qui 
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contient l'origine Q0 et 3 sous-quantificateurs spheriques a savoir Q2, Qs et Q± [Xie et 
Adoul, 1996; Ragot et al, 2004] dont les tailles sont respectivement 256, 4096 et 65536 et 
qui ont ete construits par l'inclusion de plusieurs quantificateurs spheriques (Table 2.8). 
La table 2.8 presente les leadeurs absolus de ces quantificateurs qui ont ete selectionnes 
Figure 2.6 Structure du quantificateur algebrique encastree 
selon leurs frequences d'apparition pour une longue sequence d'entrainement de signaux 
audios. Chaque vecteur de R8 est alors indexe par deux indices a savoir : 
Tableau 2.8 Liste des leadeurs absolus pour QQ, Q2, Q3 et Q4 [Ragot et al, 
2004] 
Taille 
1 
112 
16 
128 
1120 
1344 
112 
224 
16 
1024 
7168 
1792 
3584 
8960 
6720 
448 
1024 
4480 
2688 
112 
1344 
224 
224 
16 
7168 
1024 
256 
8960 
112 
1024 
224 
224 
224 
16 
7168 
112 
224 
Qa 
• 
Q2 
/ / / 
Qs 
/ / / / / / 
• 
s 
/ 
QA. 
s 
s 
s 
V 
s 
s 
s 
s 
s 
s 
V 
V 
• / 
•s 
• / 
• / 
•f 
V 
V 
s 
• / 
s 
• / 
V 
s 
s 
• / 
0 
2 
4 
1 
2 
4 
4 
6 
8 
3 
4 
2 
3 
4 
4 
4 
5 
6 
6 
6 
8 
8 
10 
12 
5 
7 
2 
3 
8 
9 
10 
12 
14 
16 
3 
10 
12 
0 
2 
0 
1 
2 
2 
4 
2 
0 
1 
2 
2 
3 
2 
4 
4 
1 
2 
4 
6 
2 
4 
2 
0 
3 
1 
2 
3 
8 
1 
6 
4 
2 
0 
3 
10 
8 
Lead 
0 
0 
0 
1 
2 
2 
0 
0 
0 
1 
2 
2 
1 
2 
2 
4 
1 
2 
2 
0 
2 
0 
0 
0 
1 
1 
2 
3 
0 
1 
0 
0 
0 
0 
3 
0 
0 
eurs absolus 
0 0 0 
0 0 0 
0 0 0 
1 1 1 
2 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
1 1 1 
2 2 2 
2 2 2 
1 1 1 
2 2 0 
2 0 0 
0 0 0 
1 1 1 
2 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
1 1 1 
1 1 1 
2 2 2 
3 1 1 
0 0 0 
1 1 1 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
1 1 1 
0 0 0 
0 0 0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
1 
2 
0 
1 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
1 
1 
2 
1 
0 
1 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
1 
0 
0 
1 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
1 
1 
2 
1 
0 
1 
0 
0 
0 
0 
1 
0 
0 
- Un indice representant l'etage de quantification n utilisant exactement n bits. 
2.4. APPLICATION DE LA QUANTIFICATION SPHERIQUE 19 
- Un indice / representant l'indice du vecteur en question dans cet etage code sur 4n 
bits. 
Quand le mode TCX est selectionne, la quantification algebrique encastree est utilisee pour 
determiner les differents parametres a envoyer au decodeur. Pour un debit fixe, et pour un 
mode fixe (TCX256, TCX512 ou TCX1024), un nombre de bit donne Nut est alloue pour 
la sous-trame en cours. Le codec doit alors indexer les differents parametres sans depasser 
ce debit donne. Notons par X(k) le spectre a l'entree de l'etage de quantification, et par 
Bk les Nsv (36, 72, 144 selon le mode TCX selectionne) blocs successifs de 8 echantillons 
chaque. L'algorithme de quantification contient cinq etapes : 
1. Etape 1 : Trouver Ek l'energie de chaque bloc Bk 
7 
Eh = max(2, ^ Bk[m]Bk[m]) (2.14) 
m=0 
Ensuite obtenir une premiere estimation i?jt(l) = 51og 2 (^) du budget de bit en 
supposant que le gain g vaut 1. La formule de -Rfc(l) est basee sur les proprietes 
du reseau E8 [Lamblin et Adoul, 1988]. A moins que l'energie de la trame soit 
faible, l'energie des blocs Bk est tres elevee ce qui cree un depassement du debit 
alloue pour chaque trame. Pour remedier a ce probleme, une estimation d'un gain 
de normalisation est effectuee dans l'etape 2. 
2. Etape 2 : Estimation d'un gain global g 
L'estimation du gain g se fait en plusieurs iterations donnees par l'algorithme 2.1. 
Algorithme 2.1 : Algorithme d'estimation du gain g 
Entrees : Bk G E 8 k = [1 : N] et Nsv : Nombre de blocs de longueurs 8 
coefficients 
Sorties : g : € R. 
Donnees : fac= 128, offset= 0, nbitmax = 95% x (Nut - Nsv), NIt = 10 
pour j=l :NJt faire 
offset=offset+fac; 
nbits = 53x max(0, Rk(l) — offset) ; 
si nbits < nbitmax alors 
off set=offset-fac; 
fac=fac/2; 
fin 
g = 10°ffsetxlogio(2)/10. 
fin 
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A Tissue de cet algorithme, un gain g a ete estime. Le spectre X alors est normalise 
avec ce gain avec l'hypothese que la quantification utilisera un debit proche du celui 
qui lui est alloue. 
3. Etape 3 : Recherche du plus proche voisin dans RE$ 
Un algorithme rapide et efficace de recherche du plus proche voisin a ete implements 
sur TAMR-WB+ [3GPP, 2007-03; Ragot et a/., 2004; Conway et Sloane, 1982]. Soit 
B'k le bloc a quantifier, le plus proche voisin yk peut etre trouve suivant l'algorithme 
2.2. A Tissue de cette etape, le plus proche voisin de B'k a ete trouve au cours 
Algorithme 2.2 : Algorithme de quantification rapide 
Entrees : B'k : Vecteur de R8. 
Sorties : yk : Vecteur de Z8 . 
Donnees : 1 : Vecteur de 1 dans Z8 
pour j=0 :1 faire 
Zk = l/2(B'k-jxl); 
zk = E(zk) Ou E est la partie entiere; 
yjk = 2zj~; 
s
 = E i yjk; 
si S ^ 0[4] alors 
Trouver i pour le quel \zk{i) — Vjk(i)\ est le plus grand ; 
si zk(i) > ylk alors 
I Vjk(i) = Vjk{i) + 2 
sinon 
I Vjkii) = yjk(i) - 2 
fin 
fin 
Vjk = Vjk + j x l ; 
ejk = \\B'k- yjk\\ ; 
fin 
Vk = Vj'k tel que / = arg min ejk 
9=0:1 
des deux iterations. A noter que dans l'algorithme 2.2 le cas j = 0 correspond a la 
recherche dans 2Ds alors que le cas j = 1 correspond a 2Dg + [1,1,1,1,1,1,1,1]. 
4. Etape 4 '• Estimation et quantification du bruit de confort g 
Le bruit de confort est un bruit artificiel dont le but est d'ameliorer la qualite du 
son pergu. Le bruit de confort ne sera ajoute qu'aux composantes spectrales non 
quantifiees. 
5. Etape 5 : Quantification dans RE$ et extension de Vorono'i 
Cette etape cherche a trouver des indices dans RE$ pour les yk trouves a TEtape 3. 
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Comme vu precedemment, si x/k £ Qn alors la formule de Schalkwijk [Schalkwijk, 
1972] permet de trouver I l'indice de y^ dans Qn. Quand y^ n'est dans aucun des 
8 
Qn (i.e yjyfc(i)2 > 32), une methode basee sur l'extension de Voronoi est utilisee 
*=i 
pour ramener y^ a un vecteur qui serait dans un des dictionnaires de base. 
2.4.2 L'extension de VoronoY 
L'extension de Voronoi est basee sur les similitudes des treillis (dans le sens des 
fractales). Pour un treillis de rang plein A, on a [Ragot et al, 2004] 
A = mA + Vm= | J mc + v (2.15) 
C€\,v€Vm 
Ou V m = A n (mV(A) 4- a) est un code Voronoi derive de A avec log2m bits par 
dimension [Conway et Sloane, 1983]. L'extension de Voronoi' d'un dictionnaire de 
base C a R bit par dimension est donnee par [Ragot et al, 2004] : 
II est done possible d'indexer n'importe quel point dans A, il suffit de trouver un 
r € R et un v e R8 qui permettent de respecter l'equation 2.16. Sur l'AMR-WB+ 
l'algorithme permettant d'indexer n'importe quel point de RE& est presente par 
l'algorithme 2.3. 
Ainsi un point de REg qui se trouve a l'exterieur de Q± est indexe par un indice compose 
de trois parties : 
- n
n
 indice du dictionnaire de base (Q3 ou Q4) et l'ordre d'extension de Voronoi . 
- / indice de c/. dans Q3 ou Q4. 
- Les 8 indices du vecteur de Voronoi k calcule dans l'algorithme 2.3 ou chaque com-
posante prend exactement r bits. 
L'algorithme utilise pour decoder l'indice / est simple et presente par l'algorithme 2.4. 
Ayant determine les differents indices des sous-vecteurs des coefficients spectraux, la 
prochaine etape consiste a les empaqueter. La section suivante presente la procedure mise 
1
n' (respectivement / ' ) sera utilise comme notation dans le cas ou n (respectivement /) est multiplexe 
avec r ordre de l'extension de Voronoi (respectivement avec k indice de l'extension de Voronoi). 
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Algorithme 2.3 : Algorithme de calcul des indices n' et I' par l'extension de 
Voronoi' 
Entrees : yk : Vecteur de RE$ 
Sorties : n' : Etage de quantification, I' : Indice de yk dans Qni 
Donnees : r = 0 
si yk G Qn alors 
| Calculer / l'indice de yk (equation 2.9 ) 
sinon 
tant que c £ Qn ou n = 3,4 faire 
r = r + l ; 
Trouver v G V2r tel que yk € 2rRE8 + v; 
Calculer c = ^(y — v); 
fin 
n' = n + 2r; 
Calculer / indice de c dans Qni\ 
Calculer k indice de Voronoi de v dans V?r [Conway et Sloane, 1983]; 
Multiplexer I et k pour avoir l'indice i7 de y dans Qnr, 
fin 
Algorithme 2.4 : Algorithme de decodage de 1'indice I 
Entrees : n : Entier € 0, 2, • • •, J : Entier dans N 
Sorties : y : Vecteur de RE8 
si n < 4 alors 
| Decoder I directement dans Qn 
sinon 
r = (n- 3)/2; 
n' = n — 2r; 
Demultiplexer j et k; 
Decoder j en c dans Q„/; 
Decoder k indice de Voronoi en v dans VV; 
y = 2rc + v ; 
fin 
en oeuvre sur le codec AMR-WB+. On s'interessera dans la section suivante a la procedure 
qui permet d'ecrire les indices binaires (n' et / ' ) dans une table binaire. 
2.5 Empaquetement des indices binaires du quantifi-
cateur algebrique 
Dans le codec AMR-WB+, les indices n' des etages de quantification sont encodes avec 
un code unaire alors que les indices I' sont codes suivant un code binaire a longueur fixe 
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(section 3.2.1). Le code unaire utilise est le suivant (section 3.3.1 du present document) 
0 
10 
110 
1110 
11110 
111110 
QA 
Q3 Avec l'extension de Voronoi r = 1 
Q4 Avec l'extension de Voronoi r = 1 
Chaque n' prend exactement n' bits a l'exception de QQ qui prend un bit. Les indices / 
prennent An bits, en effet si n' < 4 alors I se decode directement dans Qn. Q2 contenant 
256 vecteurs, Q3 4096 vecteur et Q4 65636 vecteurs, 8 = 2 x 4 , 12 = 3 x 4 et 16 = 4 x 4 
bits sont respectivement necessaires pour indexer n'importe quel vecteur de Z8. Quand 
n' > 4, k (vecteur de Voronoi a 8 composante) utilise r bits par composantes, sachant que 
r = (n' — n) /2 , indexer I' utilise 4n + 8(n' — n) /2 = 4n' bits. En total 5n' bits sont utilises 
pour indexer n'importe quel vecteur, a l'exception de QQ qui utilise 1 bit. 
Cette partie explique comment les parametres du codeur TCX sont multiplexes dans des 
paquets en vue de transmission. Pour le mode TCX256 un seul paquet est utilise, par 
contre pour le mode TCX512 ( respectivement TCX1024 ) 2 (respectivement 4) paquets 
sont utilises. Pour distribuer les differents parametres issus de la quantification, le spectre 
est divise en plusieurs pistes, chaque piste contenant un ensemble de fragments du spectre 
quantifie (Tableau 2.9). Les indices binaires issus de la quantification algebrique encastree 
Tableau 2.9 Subdivision du spectre en differents fragments en vue d'empaque-
tement 
TCX256 
TCX512 
TCX1024 
Numero du fragment 
Pistel 
Pistel 
Piste2 
Pistel 
Piste2 
Piste4 
Piste5 
0, 
0, 
1, 
0, 
1, 
2, 
3, 
1, 
2, 
3, 
4, 
5, 
6, 
7, 
2, 
4, 
5, 
8, 
9, 
10, 
11, 
3, 4, • 
6, 8, • 
7, 9, • 
12, 16, • 
13, 17, • 
14, 18, • 
15, 19, • 
sont ecrits en allant des basses frequences vers les hautes frequences en ecrivant les n' sous 
forme de code unaire en commengant de droite a gauche et les / ' sont ecrits par bloc de 4 
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bits en allant de gauche a droite sur les differents paquets et ce en suivant ce format : 
[I0,h,l2,--- ,n2,ni,n0} (2.17) 
Cette forme permet de tenir en compte de la sensibilite des differents bits des indices / ' 
et n'. En effet, n' etant l'indice le plus sensible, il est ecrit a la fin du paquet binaire 
permettant ainsi de mieux le proteger contre les bruits de transmission. 
2.6 Conclusion 
On a presente dans la premiere section de ce chapitre le codec AMR-WB+ ainsi que 
le module TCX. Ce dernier utilisant la quantification algebrique encastree, la deuxieme 
section a ete consacree a detailler le fonctionnement de ce module ainsi que la generation 
des indices binaires. La quantification mise en oeuvre par ce codec permet d'adapter 
automatiquement le nombre de bits utilises par chaque coefficient spectral pour un debit 
donne, et ce, en predisant le nombre de bits necessaires a la quantification. Cette methode 
d'estimation de debit, basee sur les proprietes des reseaux de treillis dans REs, se base sur 
l'hypothese que les differents indices sont codes avec des mots binaires de longueur fixe. 
Cette hypothese suppose implicitement aussi que les indices binaires sont uniformement 
distribues pour chaque dictionnaire Qn. 
Ce projet etant consacre a developper un module de compression des indices binaires de 
la quantification algebrique, le chapitre suivant aura pour but d'enoncer le fondement de 
la theorie d'information ainsi que les algorithmes de compression les plus presents dans la 
litter ature. 
C H A P I T R E 3 
Compression sans pertes 
Compresser revient a representer les messages de la source avec un nombre de bits plus 
petit que celui utilise au depart. La compression sans perte est, comme l'indique son nom, 
sans perte d'information. Si un message a ete compresse sans perte alors il n'y a pas de 
difference entre le message original et le message reconstruit. La compression de texte est 
un domaine d'application important pour la compression sans perte. En effet, il est tres 
important que le message de depart et le message reconstruit soient identiques. Une petite 
difference peut generer une grande difference dans le sens du message ( « Viens prendre 
la marchandise » et « Viens vendre la marchandise »). Suivant le raeme raisonnement, sur 
TAMR-WB+, les indices de la quantification representant les coefficients spectraux de la 
TCX doivent etre compresses sans perte. Une erreur peut generer un message audio bruite 
voir incomprehensible. 
Un algorithme de compression peut etre evalue selon plusieurs criteres. On peut mesurer 
sa complexity, son occupation de la memoire et son taux de compression. Ce dernier 
depend de plusieurs facteurs dont le plus important est les caracteristiques de la source a 
compresser : « Plus le message est predictable, plus il est compressible ». 
Le developpement des algorithmes de compression peut etre subdivise en deux etapes. 
Une etape de modelisation qui consiste a extraire tout type de redondance presente dans 
le message de la source. La deuxieme etape, appelee encodage, cherche a representer ces 
messages par un ou plusieurs mots d'un alphabet binaire. La premiere partie de ce chapitre 
sera consacree aux techniques de modelisation des donnees alors que la seconde partie aura 
pour but d'enoncer les algorithmes de compression sans perte les plus repandus dans la 
litterature. 
3.1 Theorie d'information : Entropie de Shannon 
Bien que l'idee de mesurer la quantite d'information a ete presente depuis longtemps, ce ne 
fut qu'avec les travaux de Shannon [Shannon, 1948] que cette idee prit une forme mathe-
matique. Soit une source San symboles S; de probability pi alors la quantite d'information 
25 
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HSi presente dans l'evenement s^ est : 
HSi = \og2- (3.1) 
Pi 
alors que la quantite d'information Hs (entropie) de la source est donnee par : 
n 
Hs = - X ) Pi log2 (Pi) (3.2) 
i 
Shannon dans [Shannon, 1948] a montre que le meilleur encodage sans perte d'une source 
utilisera un code binaire dont la longueur moyenne est egale a l'entropie de la source. 
L'equation 3.1 permet alors de calculer une borne inferieure pour la longueur du code 
binaire. II faut cependant retenir que cette borne stipule que les symboles de la source sont 
consideres independants. Si ce n'est pas le cas alors on peut exploiter cette dependance 
pour reduire Interpretat ion de l'entropie et obtenir un meilleur taux de compression. 
Prenons a titre d'exemple cette sequence S — [1,2,1, 2,1,2, 3,1,2,3]. On a alors p(l) = 
p(2) = 4/10 et p(3) = 2/10 done Hs = 1.52 bits/ Symbole et done encoder S revient a 
utiliser 15.2 bits. Si par contre on considere la source etant comme S' = [{1,2} — {1,2} — 
{1, 2} - {3} - {1,2} - {3}] alors p({l, 2}) = 4/6 et p({3}) = 2/6 et Hs> = Hs = 1.521 
bits alors qu'encoder S' prend 9.131 < 15.219 bits ce qui permet d'achever un taux de 
compression rc = 60%. Le fait d'avoir un taux de compression de 60% provient de la 
fagon avec laquelle l'entropie de la source est interpretee : est-ce que les symboles qu'elle 
genere sont independants ? Existe-il une structure dans la source qui permet d'ameliorer 
les performances de la compression ? Autrement dit quelle est la meilleure fagon d'estimer 
l'entropie ? Une fois que la structure dans la source a ete determinee comment generer un 
code binaire efficace pour representer les symboles de la source ? 
3.2 Estimation de l'entropie 
Comme vu dans la section 3.1, avoir un bon modele pour la source peut s'averer tres utile 
pour estimer son entropie. Comme on verra dans les chapitres suivants, plus le modele est 
fidele a la source, plus les algorithmes de compression sont efficaces. Generalement, pour 
pouvoir manipuler les symboles de la source, un modele mathematique est essentiel. La 
construction de ce modele peut se faire suivant plusieurs approches. 
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3.2.1 Modeles probabilistes 
Le modele statistique le plus simple pour une source est de considerer les symboles qu'elle 
genere comme etant independants les uns des autres, et que chaque symbole se produit 
avec la meme probabilite. Ce modele est appele modele d'ignorance [Sayood, 2000] qui 
n'est utile que si on ne connait rien sur la source. C'est ce genre de modele qui a ete utilise 
par le AMR-WB+ pour coder les indices / ' , en utilisant un code binaire de longueur An' 
par indice, n' etant l'etage de quantification utilise. La prochaine etape en complexity 
consiste a garder l'hypothese d'independance des symboles de la source et d'assigner une 
probabilite a chaque symbole. Pour une source S on peut avoir le modele de probabilite 
suivant P = {P(si),P(s2), • • • ,P(sm)} et utiliser l'equation 3.2 pour calculer l'entropie 
de la source definissant ainsi une borne inferieure pour la compression sans perte. On verra 
dans les sections suivantes comment, en utilisant ce modele de probabilite, il possible de 
construire des codes binaires efficaces i.e. leur longueur moyenne tend vers l'entropie de 
la source quand le message a compresser devient plus long. Si l'hypothese d'independance 
ne correspond pas aux observations des symboles, on peut generalement omettre cette 
derniere hypothese et avoir de meilleurs resultats, et ce, en trouvant une fagon de decrire 
l'independance entre les symboles. 
3.2.2 Chaines de Markov 
Une des fagons les plus populaires pour decrire la dependance entre les donnees est la 
chaine de Markov discrete [Cormack et Horspool, 1986]. Soit la sequence {sn} de symboles 
generes par la source. Cette sequence est dite chaine de Markov d'ordre k ssi : 
P\sn\sn—1) " ' " > *n—fcj = P(,Sn|Sn_i, • • • , Sn_fc, • • • J \A^) 
Autrement dit, la connaissance des derniers k symboles est equivalente a la connaissance 
du passe entier de la source. Les valeurs {s„_i, • • • , sn-fc} sont appeles etats de la source 
et si le nombre de symboles differents generes par la source est n alors on a nk etats. Le 
modele le plus couramment utilise est le modele premier ordre donne par P(s n | s n_i) = 
P(sn\sn-i, • • •). Cette ecriture affirme la dependance entre les differents symboles, mais 
ne decrit pas le type de dependance. On peut alors developper differents modeles de 
Markov de premier ordre. Par exemple, on peut supposer que les donnees sont lineairement 
dependantes, sn = sn_i + en ou en est un bruit blanc. L'entropie d'un processus a etats 
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finis Si de nombre n est donne par l'equation 3.4 
H = J2PsMsi) (3-4) 
i = l 
Supposons une source a deux symboles s0 et Si avec les probabilities pSa — 9/10 et pSl = 
1/10 alors Hs = 0.469 bit. Supposons maintenant que pSo/So = 99/100, pSl/So — 1/100, 
Ps1/s0 
PsO/sO ( S o S i ) Psi/s1 
Figure 3.1 Modele de Markov discret a deux etats 
psi/si = 10/100 et pso/si = 90/100 alors : 
H(s0) = - 1 / 1 0 0 xlog2( l /100) -(99/100) x log2(99/100) = 0.0808 
H(Sl) = - 10/100 x log2(10/100) -(90/100) x log2(90/100) = 0.4690 
H's = + 9/10 xO.0808 +1/10 xO.4690 = 0.1196 
En utilisant l'equation (3.4), on a trouve que l'entropie pour le modele de Markov est de 
0.1196 bit, 75% plus petite que l'entropie calculee avec Phypothese d'independance des 
symboles. 
3.2.3 Transformations reversibles de la source 
Les performances d'un algorithme de compression etant tres liees a l'entropie de la source, 
borne inferieure pour la compression sans perte sous l'hypothese de l'independance, l'ame-
lioration de cette borne peut se faire a travers diverses transformations reversibles de la 
source. On peut soit rearranger les symboles dans le but de creer de la redondance exploi-
table, soit reduire la longueur du message lui-meme. 
Codage par plages 
Le codage par plage ou le Run Length Coding, consiste a coder le nombre d'occurrences 
successives d'un symbole [Sayood, 2000]. 
Soit la sequence binaire S = [1 ,1,1,1,0,0,0,0,0,0,0,0,1,1,1,1] dont l'entropie est 1 
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bit/Sym. Au lieu de coder S telle que generee par la source, on peut penser a une autre 
strategic On peut coder le nombre d'apparitions de chaque symbole suivant cette strate-
gic :[1 x 4,0 x 8,1 x 4]. On peut utiliser alors 1 bit pour encoder les symboles « 1 » et 
« 0 » et 4 bits pour coder le nombre d'occurrences. Encoder toute la sequence utilisera 
alors 3 + 12 = 15 bits < 16 bits. Decoder la sequence regue [1 x 4,0 x 8,1 x 4] est tres 
simple. Le decodage se fait par alternance, un symbole ensuite un nombre d'occurrences. 
Cette methode est souvent utilisee pour le codage du texte en noir et blanc si le document 
est considere comme un long vecteur, et ou il y a souvent de tres longues plages de zero 
et de un. 
Cette methode est assez facile a mettre en oeuvre et peut etre combinee avec d'autres 
algorithmes de transformation. Cependant, si cette methode de transformation est mal 
choisie, elle peut resulter en une augmentation de la taille du message. II suffit pour com-
prendre cette idee de considerer le message suivant [1, 2,3]. 
La transformation de Burrows-Wheeler 
Pour que l'algorithme de codage par plages soit efficace, il est preferable que les sym-
boles identiques soient successifs. La transformation de Burrows-Wheeler [Burrows et al., 
1994], est une transformation reversible qui permet d'augmenter les probability que des 
caracteres identiques initialement eloignes les uns des autres se retrouvent cote a cote. 
Considerons l'exemple de la sequence suivante : S = [1,2,1, 3]. La transformation est faite 
en triant par ordre lexicographique les rotations de la sequence S ensuite en prenant la 
derniere colonne. Le resultat de la rotation est une sequence S' = [3, 2,1,1] dont le codage 
1 II I 1 2 1 3 <-! 
1 3 1 2 1 3 1 2 
2 1 3 1 
2 1 3 1 Z l 6 l
 3 2 1 1 
par plages est efficace grace a la presence de symboles identiques consecutifs. Pour retrou-
ver S, le depodeur a besoin evidement de S' mais aussi de l'indice de S dans la table des 
rotations tiree. Dans notre cas cet indice correspond a 1. 
Reconstruire la sequence initiale S a partir de S' et l'indice 1 est facile. En effet, S' contient 
tout les caracteres contenus dans S. II suffit de la trier et ensuite de la juxtaposer a S'. 
Ayant obtenu ainsi un vecteur forme par des pairs, il suffit de le trier, ensuite de juxtaposer 
S' et ainsi de suite. L'indice 1 permet de trouver S sur la derniere colonne. La transfor-
mee de Burrows-Wheeler permet de transformer de fagon bijective la source pour creer 
une redondance exploitable en compression. Cependant, cette technique souffre de deux 
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3 31 312 3121 1213 <-
2 21 213 2131 1312 
1 12 121 1213 2131 
1 13 131 1312 3121 
inconvenients majeurs a savoir la necessite d'avoir toute la sequence a encoder avant de 
commencer la transformation. II est aussi difficile de predire le resultat avant d'effectuer 
la transformation. 
3.3 Construction du code binaire 
3.3.1 Codage de Huffman 
Une chaine de transmission numerique stipule l'utilisation de symboles binaires pour en-
coder les differents messages. Dans la suite de ce document, encoder fera reference a la 
representation des messages de la source par des symboles binaires, la sequence binaire 
est alors appele code et les membres individuels sont appeles mots binaires. La mission du 
decodeur consiste alors a recuperer (decoder) les messages a partir du code. Dans cette sec-
tion on va discuter differents algorithmes qui permettent de coder de fagon efficace (dans 
le sens de l'entropie) les differents messages de la source. Par exemple, le code utilise pour 
representer l'alphabet est le code ASCII qui utilise 8 bits par lettre ou ponctuation. Par 
exemple le code ASCII du "a" est 01100001 alors que celui du "A" est "01000001". Ce code 
utilise un nombre fixe de bits pour tous les 256 caracteres. Ce code est alors appele code 
a longueur fixe. Un autre exemple serait le code binaire utilise par le AMR-WB+ pour 
representer les indices I' de la quantification algebrique (section 2.5). Si on veut reduire 
le nombre de bit utilise pour representer differents messages, on a besoin d'utiliser diffe-
rents nombres de bits pour chaque symbole. Si on utilise moins de bits pour les symboles 
les plus frequents, en moyenne on va utiliser moins de bits par symbole. Le nombre de 
bits/Symbole est appele debit binaire par symbole qui peut etre un nombre non entier. 
L'idee de representer les symboles moins frequents par un nombre de bits plus eleve est la 
meme utilisee par le code Morse ou le "A" est represente par : " ._" alors que le "Y", moins 
frequemment utilise, est represente par "_ . _ _ _ " [Hale, 1858]. La longueur moyenne 
d'un code n'est pas seulement la plus importante propriete lors de la construction du code 
binaire. Tous les codes sans pertes se partagent trois proprietes importantes a savoir : 
- La non-singularite : C'est a dire que deux mots differents seront codes differemment. 
- Chaque symbole est uniquement decodable. 
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- Chaque symbole n'est le prefixe d'aucun autre symbole. 
Ces proprieties peuvent se resumer dans l'inegalite de Kraft-McMillan. Pour un code C a 
N mots binaires de longueur ^ bits chacun, une condition necessaire pour que ce code soit 
uniquement decodable est donnee par l'equation (3.5). 
N 
K(C) = J2 2~k < 1 (3-5) 
L'inegalite de McMillan fournit une condition necessaire pour que le code soit un code 
a prefixe. Le theoreme interessant qui permet d'exploiter cette condition est celui donne 
par [McEliece, 1977]. Pour un ensemble d'entier Zj qui verifient l'inegalite de McMillan, il 
existe toujours un code a prefixe dont la longueur des mots binaires est /*. Done si on a 
un code uniquement decodable, les longueurs des mots binaires doivent verifier l'inegalite 
de McMillan, et si cette inegalite est satisfaite on peut toujours trouver un code a prefixe 
avec ces longueurs. Un code entropique a mots binaires de longueurs variables cherche a 
minimiser la longueur de ces mots en se basant sur les statistiques de la source, i.e. plus 
un symbole est utilise, plus le mot binaire qui lui est associe est court, permettant ainsi de 
reduire le debit total moyen. Un code typique inspire de ce principe est le code de Huffman 
[Huffman, 1952]. Ce code est base sur deux observations : 
- Dans un code optimal, les symboles qui se produisent plus frequemment auront des 
mots binaires de longueurs plus petites que les symboles moins frequents. 
- Dans un code optimal, les deux symboles qui se produisent le moins frequemment 
ont la meme longueur de mot binaire. 
La premiere remarque est evidente. Pour comprendre la deuxieme, un raisonnement par 
absurde s'impose. Soit un code optimal C pour lequel les deux symboles les moins fre-
quents ont des mots binaires mi et m-2 et dont les longueurs different de k bits. Comme 
e'est un code a prefixe, le mot le plus court m,\ ne peut etre un prefixe du mot m.2. Ce 
qui veut dire que meme si on enleve les k bits du mot binaire le plus long, les deux mots 
mi et rri2 restent encore distincts! Comme ces deux mots sont les moins probables, aucun 
autre mot ne peut etre plus long que mi et m2 . En plus en enlevant ces k bits, on obtient 
un code de longueur moyenne plus petite que celle de C, ce qui contredit l'hypothese de 
depart (C est un code optimal). 
Le code de Huffman est construit en ajoutant une autre contrainte a ces deux observations. 
Les deux mots binaires mi et rri2 ne different que par leur dernier bit. Cette contrainte 
ne viole pas les deux observations precedentes et permet de developper une procedure 
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d'encodage simple qu'on expliquera a travers l'exemple suivant. Soit les symboles ai, a2 
et a3 avec les probabilities respectives 0.2, 0.5 et 0.3. Cette source a une entropie de 1.485 
bit/symbole. Notons par C{ai) le code du mot a,. Les deux mots 03 et a\ sont les moins 
Symbole Probability Code 
0.5 
0.3 
0.2 
C(a2) 
C(a3) 
C(ai) 
probables done ils ont la meme longueur de mot et ne different que d'un seul bit. On 
peut done choisir C(a3) = a * 1 et C(ai) = a * 0 ou a est un mot binaire a determiner 
et * represente la concatenation. On se trouve alors avec un nouvel alphabet a2 et a! tel 
que p{a') = 0.5. Comme il ne reste que a2 et a' alors C(a2) = 0 et C(a) = 1. Donne 
Symbole 
a2 
a' 
Probabilite 
0.5 
0.5 
auver le reste du code. '. 
Symbole 
a2 
a3 
Probabilite 
0.5 
0.3 
0.2 
Code 
C(a2) 
a 
La longu 
Code 
0 
10 
11 
0.5 * 1 + 0.3 * 2 + 0.2 * 2 = 1.5. La redondance de ce code est donnee par la difference 
entre la longueur moyenne de ce code et l'entropie et vaut 0.014 bit/symbole. L'inegalite 
de McMillan est aussi verifiee puisque 2 _ 1 + 2~2 + 2 - 2 < 1. 
Le code de Huffman, meme s'il approche l'optimalite theorique donnee par Shannon e'est 
a dire qu'il ne necessite qu'un bit de plus que l'entropie de la source dans le pire des cas, 
presente deux inconvenients majeurs a savoir la necessite de connaitre a priori les statis-
tiques de la source et la necessite de transmettre au decodeur la table de correspondance 
entre symboles et messages. Pour remedier a cet inconvenient, differentes variantes du 
code de Huffman ont vu le jour dont la plus interessante est le code de Huffman adaptatif 
[Gallager, 1978; Javed et Nadeem, 2000; Desoky et Gregory, 1988]. Le code de Huffman 
adaptatif se base sur les occurrences d'apparition des symboles de la source pour esti-
mer les probabilites. Done lors de l'encodage du message les codes changent en fonction 
du nombre d'apparition de chaque symbole. Au niveau du decodeur, la meme tache est 
effectuee pour decoder le message et done plus besoin de transmettre la table de corres-
pondance entre les messages et les mots binaires. Meme si le code de Huffman adaptatif 
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atteint asymptotiquement l'optimalite [Gallager, 1978], il reste encore tres sensible aux 
erreurs au niveau du decodeur, en effet une erreur de decodage ou de transmission peut 
se propager tout au long du message vu que ce dernier processus se base sur l'occurrence 
de chaque symbole pour estimer les probabilites. 
II est aussi a noter que le code de Huffman ne permet d'utiliser qu'un nombre entier de bits 
par symbole. II n'est done optimal (i.e. longueur moyenne du code est egale a l'entropie) 
que si les probabilites des symboles sont des puissances negatives de 2. Quand l'ensemble 
des symboles de la source est infini, et que les probabilites sont des puissances negatives 
de 2, le code de Huffman se resume a encoder les symboles avec \og2(pi) de bits. Ce code 
est appele aussi code unaire represents par la table 3.1. II est facile de verifier que ce code 
Tableau 3.1 Le code unaire 
Symbole Probability Code 
a! V2 0 
a2 1/4 10 
a3 1/8 110 
a; 1/2' 1 , - -- ,10 
1-1 
est optimal sous ces dernieres hypotheses. En effet 
00
 1 1 
1=1 
00
 1 
= Longueur moyenne du code 
Ce code a ete utilise pour coder les indices n' sur le codec AMR-WB+ (Section 2.5). 
3.3.2 Codage a base de dictionnaire 
Dans la plupart des cas, la sortie d'une source consiste a reproduire des sequences redon-
dantes. Par exemple, dans un document texte le mot 'le' se trouve reproduit plusieurs fois 
compare au mot 'subterfuge'. L'idee de base du codage a base de dictionnaire est alors 
d'utiliser un dictionnaire et d'envoyer un indice a la place de la sequence entiere. Pour 
les sequences qui apparaissent moins frequemment, ils peuvent etre codes differemment. 
L'interet d'utiliser un dictionnaire est directement relie a la redondance des symboles de 
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la source. Done pour pouvoir choisir les sequences qui feront partie du dictionnaire, il faut 
connaitre les statistiques de la source. Si ces statistiques sont connues, alors un diction-
naire statique est suffisant. Dans le cas contraire, on peut former le dictionnaire de fagon 
adaptative. 
1. Codage a base de dictionnaire statique : Quand les statistiques de la source sont 
connues, le codage par dictionnaire se presente comme une methode assez intuitive 
puisque le dictionnaire va contenir les sequences redondantes. Le codage le plus 
commun base sur cette idee est le codage Digram [Sayood, 2000]. Le dictionnaire 
est construit de fagon a contenir tout les caracteres de la source et les sequences qui 
sont les plus probables a rencontrer. Le codeur decoupe le message a transmettre en 
sequences et les encode selon la strategic suivante : 
- a) Si la sequence a encoder est presente dans le dictionnaire alors elle est re-
presentee par un seul symbole binaire. 
- b) Si la sequence n'est pas dans le dictionnaire, alors elle decoupee en sous forme 
de sequences de longueurs plus petites et on refait l'etape a). 
L'inconvenient de ce type de codage est la dimculte de trouver les bonnes sequences 
qui sont redondantes ainsi que leurs longueurs. 
2. Codage a base de dictionnaire adaptatif : Quand les statistiques de la source 
ne sont pas connues, une technique pour construire le dictionnaire est de le faire 
de fagon adaptative. Les deux premiers algorithmes etaient donnes par Lempel-Ziv 
[Ziv et Lempel, 1978] et [Ziv et Lempel, 1977]. L'idee de base de cet algorithme 
est de subdiviser l'entree en plusieurs sequences qui ne se recouvrent pas et de les 
utiliser pour construire un dictionnaire. Dans ce type de codage, le dictionnaire est 
tout simplement des sequences des mots deja codees. Le codeur examine l'entree 
en se basant sur une fenetre glissante. La fenetre est composee de deux parties, 
une partie de recherche qui contient la partie codee et une partie look-ahead qui 
contient la partie a encoder (figure 3.2). Le codeur pour chaque symbole de la partie 
codee cherche a trouver sur la deuxieme partie le premier bloc qui commence avec 
ce meme symbole. Done pour chaque symbole on fait correspondre trois parametres 
a savoir la position du symbole qui correspond au symbole sur la partie recherche, la 
longueur du bloc correspondant et finalement le premier caractere de ce bloc. Si on 
suppose que la longueur du tampon de recherche vaut S, la longueur de la fenetre 
est notee W et que la longueur de l'alphabet de la source est A, alors on aura besoin 
de log2(W x A x S) bits [Ziv et Lempel, 1978]. Cet algorithme est tres simple, et 
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1 " 1 L_!i 
Tampon de recherche Tampon ({'anticipation 
Figure 3.2 Principe du codage Lempel-Ziv 
meme si les auteurs sont parvenus a montrer son optimalite asymptotique, sa mise 
en oeuvre peut etre amelioree pour donner plusieurs variantes telles que le LZ11 ou 
le LZ78. 
3.3.3 Codage arithmetique 
Dans [Gallager, 1978], la borne superieure de la longueur moyenne du code de Huffman a 
ete reduite pour devenir egale a pmax + 0.086 ou pmax presente la probability du symbole le 
plus souvent produit par la source. Si la source presente plusieurs symboles alors pmax sera 
petit ce qui implique Poptimalite du code de Huffman. Dans le cas ou la source ne presente 
pas un grand nombre de symboles (alphabet de petite taille), pmax sera grand ce qui va se 
traduire par une sous-optimalite du code de Huffman. Une solution possible a ce probleme 
est de coder les symboles de la source par bloc, mais cela presente l'inconvenient d'etre 
difficile a mettre en oeuvre pratiquement vu que pour coder une sequence de longueur 
m, par exemple, il faut disposer de m! probabilites d'ou une croissance exponentielle des 
tailles des dictionnaires. 
Le codage arithmetique utilise des etiquettes ou symboles particuliers pour separer les 
sequences. La virgule correspond a une fraction binaire, qui deviendra plus tard le code 
binaire de la sequence a encoder. Le processus de codage peut etre subdivise en deux 
grandes etapes : 
1. Pour chaque sequence de la source, une etiquette unique est attribuee. 
Dans le but de separer de fagon unique les sequences de la source, on peut utiliser 
les reels qui sont dans [0, 1). Comme le nombre de reels dans cet intervalle est infini, 
il est possible de separer toutes les sequences de la source. Pour parvenir a attribuer 
pour chaque sequence de la source une etiquette, on a besoin de definir une fonction 
qui definit la correspondance etiquette ^ Sequence de la source. Cette fonction est la 
probability cumulative de la source. Les premiers travaux qui ont traite cette methode 
de codage se sont toutes arretes a la mise en oeuvre pratique vu que les etiquettes 
etaient des valeurs reelles et done difficiles a encoder efficacement en virgule fixe. 
Ce ne fut qu'avec les travaux de [Rissanen, 1979] et [Rissanen et Langdon., 1979] 
que le probleme de la precision finie a ete surmonte. La procedure de generation des 
etiquettes se base sur la reduction de l'intervalle ou resident les etiquettes a fur et 
S3 S3 S2 
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a mesure que les symboles de la source sont regus par le codeur. A l'initialisation 
l'intervalle [0, 1) est subdivise en deux sous intervalles dont l'un correspond a la 
probabilite du premier symbole genere par la source et ou sera place V etiquette pour 
ce symbole. A la reception du second symbole de la source, le premier intervalle est 
subdivise lui meme en deux en respectant la probabilite d'apparition du 2nd symbole 
et ainsi de suite. 
Une ecriture mathematique de ce code peut etre trouvee dans [Sayood, 2000]. Si 
on suppose qu'une source S delivre des symboles s i , - - - s m alors on peut definir 
l'etiquette de chaque symbole S; par : 
i-i 
T(si) = J2P(sk) + 7:P(si) 
*=i Z 
= Fs(i - 1) + l-P{Si) 
Ou Fs presente la probabilite cumulative de la source S. 
2. L'etiquette sera representee par un mot binaire. 
Les etiquettes T(S) etant des reels dans l'intervalle [0, 1), un code binaire pour les 
representer peut etre obtenu en prenant la representation binaire de ces nombres 
et en les tronquant a la valeur de log2 ( -=77—r ) + 1 bits ce qui permet d'avoir 
\p{si)J 
un code unique et entierement decodable. L'etape de decodage consiste a faire le 
processus exactement inverse tout en garantissant que V etiquette reside toujours dans 
les bons intervalles. Meme si la tache de codage/decodage est relativement simple, 
une contrainte limitative de ce type de codage reside dans le fait qu'on doit disposer 
d'une connaissance exacte des probabilites des symboles de la source. Des versions 
adaptatives ont ete crees pour depasser cette limitation, mais l'augmentation de la 
quantite de la memoire occupee est inevitable en effet les probabilites des symboles 
sont evaluees a chaque fois ce qui induit implicitement Putilisation des tables pour 
compter les occurrences de chaque symbole. 
3.3.4 Codage par contexte ou Context-based coding 
Dans les sections precedentes, on a presente les techniques de codage dont les perfor-
mances sont plus evidentes quand les probabilites des symboles sont loin d'etre uniformes. 
i.e II existe des symboles a forte probabilite d'apparition. Dans le cas ou les probabilites 
d'apparition des symboles sont proches, une methode interessante pour les compresser ef-
ficacement est de considerer le contexte dans lequel se produisent ces symboles. Shannon 
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a montre dans [Shannon, 1951], en se basant sur des experiences linguistiques, que le 
contexte peut etre utile pour compresser les messages en biaisant localement les statis-
tiques. Autrement dit, on a l'entropie conditionnelle H(X/Y) est toujours inferieure ou 
egale a H(X). 
H(X/Y) < H{X) (3.6) 
En effet l'idee est simple, on demande a une personne (Codeur) de prevoir une lettre a 
chaque fois. Si la personne trouve la bonne lettre alors elle est informee du fait qu'elle 
est correcte et elle passe a la lettre suivante, dans le cas ou elle se trompe, la lettre 
lui est donnee et elle passe a la lettre suivante du message. Shannon est arrive dans 
[Shannon, 1951] a trouver des bornes limites pour le codage de l'alphabet anglais a savoir 
1.3 bits/lettre. La difficulte qui reside dans l'exploitation de ces resultats provient du fait 
qu'on ne peut developper un modele mathematique aussi precis et efncace qu'un humain. 
Si on dispose d'un alphabet de longueur L, alors le contexte d'ordre i sera de taille L1, si on 
veut monter en contexte la taille des dictionnaires va augmenter de fagon exponentielle se 
qui limite les performances de ce codage. Plusieurs auteurs ont trouve differentes fagons de 
contourner ce probleme, le plus elegant et le plus simple des algorithmes est le Prediction 
with Partial Match (PPM). Ce code [Cleary et Witten, 1984], au lieu de coder tout les 
contextes possibles (combinaisons des symboles de la source), se limite a encoder juste ceux 
qui sont rencontres au cours du processus de codage. L'algorithme en premiere approche 
cherche a utiliser le plus grand contexte possible. Si le symbole a coder n'est pas present 
dans le contexte alors la taille de ce dernier est reduite et ainsi de suite jusqu'a ce qu'on 
arrive a une des deux conclusions suivantes : Soit le symbole est present dans le contexte, 
soit non. Dans ce dernier cas, on utilise log2(M) bits pour coder ce symbole ou M presente 
la taille de l'alphabet de la source. 
3.4 Conclusion 
Dans cette section, on a presente la methodologie qu'il faut suivre pour compresser un 
message. Trois techniques de compression ainsi que differentes transformations ont ete 
detaillees dans le but de presenter differentes strategies possibles. Le choix d'une strategie, 
etant dicte essentiellement par la connaissance ou non des statistiques des symboles la 
source ainsi que l'uniformite de leurs distributions, il est essentiel dans ce projet, de pouvoir 
etudier avant tout les statistiques des indices binaires presents dans les frames echanges 
entre le codeur et le decodeur pour le cas du codec TCX. Une fois cette etape accomplie, les 
resultats obtenus vont permettre de choisir la bonne direction a prendre pour compresser 
ces indices. 
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C H A P I T R E 4 
Algorithme propose 
Le codec AMR-WB+ est un codec multi-debit destine a encoder aussi bien les signaux 
de parole que les signaux de musique. L'etude des statistiques des indices binaires de la 
quantification implique alors une analyse par rapport aux types de signaux ainsi que par 
rapport aux differents debits. La premiere partie de ce chapitre sera consacree a l'etude 
des indices n' et I, alors que la deuxieme partie aura pour role de presenter l'algorithme 
de compression propose. 
4.1 Etudes des statistiques 
Les signaux utilises dans cette partie sont des signaux de parole et de musique echantillon-
nes a 48 kHz et codes sur 16 bits par echantillon. On va traiter trois debits, a savoir bas 
(6 kbps), moyen (21 kbps) et haut (36 kbps). Les signaux sont encodes en mode mono, les 
resultats obtenus peuvent par la suite etre extrapoles pour le mode stereo. 
4.1.1 Etude des statistiques de n' 
Sur le codec AMR-WB+, les indices n' representent les etages utilises pour quantifier 
les differents vecteurs en 8 dimensions. La figure 4.1 presente les differentes probabilites 
pour ces indices en fonction du debit pour les signaux de parole et de musique. La valeur 
maximale de n' etant de 36 [Ragot et al, 2004], la figure represente les statistiques n' = 
{0, 2, • • • , < 5} pour raison de clarte. A partir de ces probabilites, on peut calculer Cni la 
longueur moyenne du code utilise pour representer les differentes valeurs de n' ainsi que 
l'entropie Hni. Cette longueur moyenne peut etre calculee par l'equation (4.1) puisqu'un 
code unaire est utilise pour encoder ces indices. 
36 
Cn> = P{n>=0} + Yl P{n'} X n> (4-1) 
n'=2 
La redondance du code peut etre evaluee par le rapport Rn> = ——. Cette quantite decrit de 
combien un code est loin de l'entropie definie comme borne inferieure pour la compression. 
Plus ce code est proche de zero plus ce code est loin de l'entropie et done non efficace. 
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Figure 4.1 Probabilities des indices n' en fonction du debit pour des signaux de 
parole et musique 
Un code optimal a un rapport egal a un. Bien sur, il ne peut exister des codes avec 
un rapport de redondance superieur a un sans violer une des hypotheses citees dans la 
section 3.3.1. Le tableau suivant resume ces differentes quantites en fonction du debit 
d'encodage et en fonction du type des signaux. En se basant sur le rapport de redondance 
Tableau 4.1 Entropie et longueur moyenne du code pour n' 
^ ^ ^ ^ Debit 
Signal ^ ^ ^ ^ ^ 
Parole Cn> 
Musique Cn> 
Bas 
1.03 
1.32 
0.78 
1.17 
1.38 
0.85 
Moyen 
1.58 
1.76 
0.90 
1.71 
1.85 
0.93 
Haut 
1.73 
2.02 
0.85 
1.80 
2.09 
0.86 
Rni, on peut cpnclure que le code unaire utilise pour representer n' n'est pas optimal. 
Avant de developper un modele de compression a partir des statistiques de ces indices, 
on peut se demander si la disposition de ces indices par rapport aux frequences peut etre 
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exploitee ? (La ieme position sur la sous-trame represente la ieme sous bande frequentielle 
de la TCX). La nature particuliere des signaux traites influencerait-elle sur les probabilites 
des valeurs de n' par rapport a la frequence? Les deux graphiques 4.2 et 4.3 representent 
la repartition des indices n! en fonction des sous bandes pour les trois debits etudies. 
Figure 4.2 Valeur des indices n' en fonction des frequences pour des signaux 
de parole 
La figure 4.2 montre que pour les signaux de parole, energetiquement localises en basses 
frequences, la probability d'avoir une valeur n' = 0 augmente avec la position. Ceci peut 
etre tres utile pour la technique basee sur le contexte ou l'estimation de la probability est 
faite en fonction des indices passes. II est aussi a noter qu'il y a des plages ou des indices 
identiques se succedent. Pour les signaux de parole, c'est plutot vers les basses frequences 
alors que pour les signaux de musique ce sont des zones intermittentes representant des 
creux frequentiels. Cela est surtout visible a bas debit ou la priorite d'encodage est donnee 
aux pics les plus prononces. Reste a noter aussi qu'une conclusion par rapport aux debits 
ne peut etre faite puisque ce ne sont pas forcement les memes trames qui sont traitees par 
le module TCX vu que le module hybride decide quel module utiliser. 
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Figure 4.3 Valeur des indices n' en fonction des frequences pour des signaux 
de musique 
4.1.2 Etude des statistiques de / 
Les indices / sont les indices generes a partir de la quantification algebrique encastree. 
Chaque indice, representant un vecteur en dimension 8, est code selon l'etage n utilise. 
Les figures 4.4 et 4.5 representent les probabilites des indices en fonction du debit pour 
les signaux de parole et musique. Sachant que les differents QV (Q2, Q3, QA) sont utilises 
Tableau 4.2 Entropie et longueur moyenne du code pour / pour les differents 
QV 
^ ^ ^ Debit 
Signal ^ ^ ^ \ ^ 
Ci 
Parole Hi 
Ri 
Musique 
Bas 
Q2 
8 
7.87 
0.98 
7.74 
0.97 
Qz 
12 
11.31 
0.94 
11.36 
0.95 
QA 
16 
13.38 
0.84 
14.14 
0.88 
Moyen 
Q2 
8 
7.89 
0.99 
7.88 
0.99 
Qs 
12 
11.48 
0.96 
11.52 
0.96 
QA 
16 
14.73 
0.92 
14.66 
0.92 
Haut 
Q2 
8 
7.90 
0.99 
7.91 
0.99 
Q3 
12 
11.53 
0.96 
11.57 
0.96 
QA 
16 
14.89 
0.93 
14.83 
0.93 
avec differentes probabilites, on peut alors calculer aussi bien la longueur moyenne du code 
4.1. ETUDES DES STATISTIQUES 43 
MQ2) Pi{Qz) 
20.10" 6.10" 
-•JUULJ.U^V 
« i n - 3 
PJ(<W 
.10 
20.10 
LMMlLriiM 
.10" 
20.10-3 5.10" 
I * " - • • • • • • 
1 2 6 2 7 2 8 1 2 1 0 2 1 1 2 1 2 1 2 1 4 2 1 5 2 1 
Figure 4.4 Probabilites des indices I pour les signaux de parole 
2 0 . 1 0 - 3 
m 
W 2 ) P/(Q3) 
5i.l0 - 3 
P/(Q0 
20.10Z,3 5.10-3 5.10-
2 0 . 1 0 - 3 - 5 . 1 0 - 3 
a x i l « l ' nfl-fl—r 1 
2 1 4 2 15 1I6 
Figure 4.5 Probabilites des indices / pour les signaux de musique 
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utilise par le codec AMR-WB+ pour encoder les indices / ainsi que leurs entropies. 
4 
Ci = Y^ Pn x 4 x n 
n=2 
L'entropie sera donnee par : 
H! = J2P"xHi 
(4.2) 
(4.3) 
n=2 
Le tableau 4.3 resume ces nouvelles quantites pour les trois debits etudies pour les signaux 
de parole et musique. A partir des deux tableaux 4.3 et 4.1 on peut calculer la longueur 
Tableau 4.3 Entropie et longueur moyenne du code pour / 
^ ^ ^ ^ D e b i t 
Signal ^ ^ ^ ^ ^ 
Ci 
Parole Hi 
Ri 
Musique Hi 
Ri 
Bas 
9.54 
9.07 
0.95 
10.45 
9.80 
0.94 
Moyen 
10.45 
10.03 
0.96 
10.68 
10.22 
0.96 
Haut 
10.80 
10.39 
0.96 
10.92 
10.49 
0.96 
moyenne du code utilise pour encoder les vecteurs de Rs sans extension de Voronoi. Cette 
nouvelle quantite est donnee par l'equation (4.4). 
Ci = 0 x P{n=0} + y ^ Pn x 5 x n (4.4) 
n=2 
Tableau 4.4 Entropie et longueur moyenne du code pour / et n' 
^ ^ ^ ^ ^ Debit 
Signal ^ ^ ^ ^ ^ 
Ci 
Parole Hi 
Ri 
CI 
Musique Hi 
Ri 
Bas 
3.98 
3.56 
0.89 
4.32 
3.85 
0.89 
Moyen 
7.85 
7.42 
0.95 
8.10 
7.64 
0.94 
Haut 
9.89 
9.30 
0.94 
10.14 
9.53 
0.94 
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4.1.3 Etude des statistiques de I'extension de VoronoT 
Les indices de Voronoi k sont des vecteurs de N8 dont chaque composante prend r bits r 
etant l'ordre de I'extension (Section 2.4.2). Le tableau 4.5 represente l'entropie des indices 
de Voronoi calculee par l'equation (4.5). 
16 
Hk = ^2p(r)H{k=r} (4.5) 
I 
Le rapport de redondance etant tres proche de 1 le code uniforme utilise pour representer 
Tableau 4.5 Entropie et longueur moyenne du code pour k indices de Voronoi 
^ ^ ^ ^ D e b i t 
Signal ^ ^ ^ ^ ^ ^ 
P(n > 4) 
Parole J 
Rk 
P{n > 4) 
Musique 
Hk 
Rk 
Bas 
0.01 
1.15 
1.14 
0.99 
0.03 
1.16 
1.15 
0.99 
Moyen 
0.06 
1.31 
1.25 
0.96 
0.10 
1.40 
1.34 
0.96 
Haut 
0.11 
1.46 
1.36 
0.93 
0.13 
1.49 
1.41 
0.94 
ces indices est globalement efficace a bas debit. Cependant a haut debit, les probabilites 
de ces indices deviennent non uniformes ce qui temoigne de la non-optimalite du code 
uniforme. Meme si ces indices ne sont sollicites qu'avec des probabilites proches de zero, 
leurs contributions sont assez importantes au debit total. En effet chaque indice prend 
8 x r bits ou r est l'ordre de I'extension de Voronoi. 
4.2 Algorithme propose 
On a choisi pour l'implementation de l'algorithme de compression la version entiere du 
codage arithmetique [Sayood, 2000]. Les deux avantages de cette version entiere sont : 
- La possibility de coder des sequences de longueurs infinies. 
- Ce code est incremental. On n'a pas besoin d'attendre la fin de la sequence pour 
commencer a decoder. 
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- Le code est physiquement absent sur le compresseur ainsi que sur le decompresseur. 
Seules les tables de probabilites sont necessaires pour encoder les differents symboles 
de la source. 
Le schema fonctionnel du compresseur propose est presente par la figure 4.6 ou les variables 
i, s et s3 sont des parametres du codage arithmetique et qui seront developpes dans la 
section suivante. Avant de detailler les differents blocs, on va presenter le fonctionnement 
du codage arithmetique en version entiere. 
n',I' a partir du QV 
S3 
s 
i 
-
n'T 
> 
*Tsv 
' Codage j . 
ri 
V 
• 
>ar plage 
' 
• * Encodage de V 
1 ™ 
i,s,s3 
• n i l 
-* rvncodage de n 
1 
* Flux binaire 
Figure 4.6 Diagramme fonctionnel du compresseur propose 
La figure 4.6 represente le schema fonctionnel de l'encodeur de la solution proposee. Les 
indices recus de l'etage de la quantification vectorielle sont traites par bloc de longueur Nsv 
(La valeur Nsv est determinee selon le mode TCX choisi). Les indices n' sont tout d'abord 
transformes par le codage par plage (section 4.2.3) pour donner une nouvelle sequence n 
dont le dernier element est toujours un zero. Cette sequence est encodee en utilisant le 
codage en version arithmetique incrementale (section 4.2.2) et le code binaire qui lui est 
associe est ecrit sur le flux binaire. Une fois le dernier element de n encode (de valeur zero), 
ce sont les indices I' qui vont etre encodes. Les variables i, s et S3 issues de l'encodage de 
n sont conservees et utilisees pour encoder I' conjointement avec les indices n' qui jouent 
cette fois ci le role de contexte et permettent de choisir la bonne table de probabilites 
cumulatives pour encoder / ' . Ayant encode tous les indices de la sous-trame en cours les 
valeurs des variables i ,s et S3 sont conservees pour la sous-trame suivante. 
La figure 4.7 presente la partie decodage de la solution proposee. La sequence h est decodee 
en premier en utilisant le flux binaire regu et la valeur de la variable Nsv. Une fois la 
valeur zero rencontree, la sequence n est transformee en utilisant l'algorithme donne dans 
la section 4.2.3 pour donner n'. Les valeurs n' retrouvees sont utilisees conjointement avec 
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Figure 4.7 Diagramme fonctionnel du decompresseur propose 
le flux binaire et Nsv pour decoder les valeurs de / ' . Une fois cette etape accomplie, les 
valeurs des indices n' et I' sont envoyes a l'etage de quantification vectorielle encastree 
pour decoder ces differents indices. Comme sur le compresseur propose, les valeurs i, s et 
celle de V etiquette sont conservees pour la sous-trame suivante. Les differents algorithmes 
et variables sont donnes dans les sections suivantes. 
Dans la section 3.3.3 on a presente le codage arithmetique en version flottante. Cette der-
niere version souffre d'un inconvenient majeur du a la nature flottante de l'implementation. 
En effet plus la sequence a encoder est longue plus il faut de bits pour la representer, ce qui 
implique l'utilisation de reels codes sur un nombre « infini » de bits. Une idee qui permet 
d'eviter cette saturation consiste a utiliser des « redimensionnements » chaque fois que 
le code a tendance a saturer. Les sections suivantes ont pour but, de presenter les deux 
versions du codage arithmetique ainsi que les redimensionnements utilises pour eviter la 
saturation, presentant ainsi une justification quant au choix du codage arithmetique en 
version entiere. 
4.2.1 Codage arithmetique en version f lottante et probleme de 
saturation 
L'exemple suivant permet de detailler le fonctionnement du codage arithmetique en version 
flottante. Soit l'alphabet X = {01,02,03} de taille N = 3 avec les probabilites suivantes : 
p(ai) = 0.6, p(a,2) = 0.3 et ^(03) = 0.1. Utilisant les probabilites cumulatives on obtient 
Fx{a>\) = 0-6, Fx(a,2) = 0.9 et Fx{a^) — 1. On commence par subdiviser l'intervalle unite 
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en sous intervalles [Fx(aj-i) , Fxidi))1 pour i = 1, • • • , 3. Pour chaque symbole a* on asso-
cie l'intervalle [Fx(a,_i), Fx(a,i)). L'apparition du premier symbole dans la sequence a en-
coder reduit l'intervalle contenant l'etiquette a un de ces sous intervalles. Supposons que le 
premier symbole est ak alors l'intervalle contenant l'etiquette est alors [Fx(ak-i), Fx(ak)). 
Ce dernier intervalle est alors partitionne de la meme fagon que l'intervalle originel [0,1) 
i.e pour le symbole a,j : 
Fx(ak-i) + 
Fx{a^x) 
Fx(ak) - F*(afc_i) 
,Fx(ak-!) + Fx(aj) Fx(ak) - Fx{ak^) il ) x(ak-i)J 
(4.6) 
Chaque nouveau symbole de la source reduit l'intervalle contenant l'etiquette a un in-
tervalle qui est lui-meme subdivise suivant Pequation (4.6). Supposons que la sequence a 
encoder est S = a2, Q2, a^. La figure 4.8 presente revolution des differents intervalles. Pour 
0.0 i 0.6Q 0.780, 0.8610 
a\ 
0,2 
a-3 
Figure 4.8 Generation de l'etiquette en version flottante 
representer alors la sequence S, il sufRt de choisir une etiquette qui reside dans l'intervalle 
[0.861,0.870) par exemple la valeur 0.861. A noter qu'avec chaque symbole a encoder l'in-
tervalle ou reside l'etiquette se trouve de plus en plus reduit. Avant d'expliquer comment 
representer sous forme binaire l'etiquette, on commencera par representer comment deco-
der la valeur de l'etiquette. 
Pour decoder la valeur de l'etiquette, il suffit de mimer ce que fait le codeur. Le processus 
de decodage consiste a trouver le sous-intervalle sur [0,1) note [i°, s°) et qui contient la 
valeur de l'etiquette. Pour la valeur de l'etiquette valant 0.861, le symbole est a2 puisque 
0.861 G [0.6,0.9). Apres avoir decode le premier symbole, l'intervalle ou reside l'etiquette 
est mis a jour de la meme fagon que celle utilisee par le codeur en utilisant Pequation (4.7) 
x
x £ [a,b) ^ a < x < b 
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ou aj represente le symbole decode et k sa position dans toute la sequence. 
p
 = Fx(ai-i)-i 
QfC — J. nK—J. s
k
 = 
Fx{oi) ,-fe 
QK— J. nK— J. 
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(4.7) 
L'algorithme de decodage est recursif et peut etre represente par la figure 4.1. On a montre 
Algorithme 4.1 : Algorithme de decodage arithmetique 
Entrees : etiquette G [0,1[ et Fx G RN+1 . 
Sorties : § : Vecteur de A. 
Donnees : i° = 0, s° = 1 
pour k—0 .-longueur de S faire 
etiquette — ik~x 
Calculer t* = QK—J. A K—X 
fin 
Trouver la valeur de ak pour laquelle Fx(di-i) <t*< Fx(a,i); 
Mise a jour de ik et sk suivant l'equation (4.7); 
dans cette partie comment le codage arithmetique a partir des tables de probabilites 
cumulatives permet de representer de fagon unique chaque sequence possible produite par 
la source. Cependant, deux problemes restent non resolus. Le premier concerne la fagon 
avec laquelle on peut representer de fagon unique et efficace l'etiquette sous forme binaire. 
Le second probleme concerne la reduction de l'intervalle ou reside l'etiquette a chaque 
apparition d'un nouveau symbole de la source. Si pour l'exemple la sequence a encoder est 
§ = {a2,a2,a3,a1,a2,a3,a2, a2,a3,ai,a3,a2,a2,a2,a3,a1,a2,a2,a2,a2,a3,a2,ai,a3,a3}, on 
finira avec les intervalles dont les bornes sont donnees par la figure 4.9. La version entiere 
0.0 i 0.86583834452569297 i 
0.6 
0.9 
1.0 J 
o.\ 
a2 
az 
0.86583834452569419 
0.86583834452569486 i 
0.86583834452569508 
ax 
a2 
03 
Figure 4.9 Generation de l'etiquette en version flottante et probleme de satu-
ration 
du codage arithmetique permet de repondre aux deux problemes cites plus haut. 
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4.2.2 Codage arithmetique en version entiere 
L'idee consiste a utiliser un nombre fixe de bits note m pour representer l'intervalle [0,1) 
avec 2m mots binaires. Les valeurs importantes de l'intervalle [0,1) sont representees par : 
m fois 
1/2-> 1 £0_^_g 
m—1 fois 
1 — > 1 1 - - - 1 
m fois 
L'equation de la mise a jour des intervalles reste la meme par contre les tables de proba-
bility cumulatives sont a changer puisqu'on va utiliser l'arithmetique entiere. 
Soit rij le nombre d'occurrence du symbole a,j sur une sequence de longueur Somme_Totale. 
On peut alors estimer Fx par : 
Fxiflj) = Ei«i 
Somme Totale 
Si on definit 
Somme_Cum(aj) = /]nj 
l 
on peut changer l'equation (4.7) par les equations (4.10) et (4.11). 
(s fc_1 — ife_1 — l) x Somme_Cum(afc — 1) 
(4.8) 
(4.9) 
ik = i*-1 + 
sk = i*'1 + 
Somme_Totale 
(s fc_1 — ik~1 — l ) x Somme_Cum(afc) 
Somme Totale 
- 1 
(4.10) 
(4.11) 
ou an est le nieme symbole a encoder, [x\ est le plus grand entier inferieur ou egal a x 
et l'ajout ou la soustraction de 1 permet de prendre en charge l'effet de l'arithmetique 
entiere2. 
2i : pour borne inferieure, s : pour borne superieure 
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Codage arithmetique en version entiere avec redimensionnement [Sayood, 2000] 
Dans Texemple donne par la figure 4.9 on a montre que lorsque la sequence devient de 
plus en plus longue, les intervalles deviennent de plus en plus etroits et done necessitent 
plus de bits a chaque fois. Par exemple, la sequence donnee dans l'exemple de la figure 4.9 
n'est pas pratiquement encodable puisqu'il faut plus que 16 bits pour la representee Pour 
eviter ce probleme, on a besoin de redimensionner l'intervalle a chaque fois ou il y a un 
danger de perte de precision. 
A chaque fois que l'intervalle devient de plus en plus etroit trois cas de figure sont possibles : 
1. L'intervalle est completement inclus dans [0,1/2). 
2. L'intervalle est completement inclus dans [1/2,1). 
3. L'intervalle chevauche le point milieu de l'intervalle [0,1). 
Si e'est le premier cas qui se produit, alors le bit le plus signifiant (Most Significant 
Bit, MSB) vaut 0. Si e'est le deuxieme cas qui se produit alors le MSB vaut 1. Done si 
l'intervalle est inclus dans [0,1/2) ou [1/2,1) alors le MSB est completement determine et 
done peut etre envoye au decodeur sans attendre la fin de la sequence. Puisque l'etiquette 
est finalement confinee dans soit la moitie inferieure de l'intervalle [0,1) soit la moitie 
superieure, l'autre moitie peut etre alors ignoree. Cela peut se faire en utilisant ces deux 
redimensionnements : 
Ex : [0,0.5) -> [0,1); E^x) = 2x (4.12) 
E2 : [0.5,1) -> [0,1); E2(x) = 2(x - 0.5) (4.13) 
Si e'est le cas 3 se produit e'est-a-dire que l'intervalle chevauche la moitie de [0,1) alors 
si l'intervalle est inclus dans [0.25,0.75) alors il a tendance a converger vers le point 1/2. 
Pour eviter cela on utilise un troisieme redimensionnement E3 : 
E3 : [0.25,0.75) ->• [0,1); E3(x) = 2(x - 0.25) (4.14) 
Un 1 a ete utilise pour representer E\ et un 0 pour representer E2 comment representer 
£3 ? Si le 3ieme cas se produit, il suffit de garder cela en memoire, si un E\ est a utiliser 
apres alors apres avoir envoye un 1 on transmet un 0 pour indiquer un E2 au decodeur. 
Inversement si e'est un E2 a utiliser apres alors un 1 est envoye. En effet, on peut montrer 
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[Bodden et al, May 25, 2007] que 
El0El = E\oEx E^oE3 = E± 0E2 (4.15) 
En version entiere ces differents redimensionnements sont traduits par des operations ele-
mentaires de decalage binaire. L'algorithme d'encodage est represents par la figure 4.2. 
Algorithme 4.2 : Algorithme du codeur arithmetique en version entiere 
Entrees : S : Vecteur de A. 
Sorties : Code binaire. 
Donnees : Somme_Cum G NN+1, m e N 
i = 0 et a = 2m ; 
pour k—0 .-longueur de § faire 
Obtenir le symbole afc; 
(s — i — 1) x Somme_Cum(afc — 1) 
i = i + 
s = i + 
Somme_Totale 
(s — % — 1) x Somme_Cum(afc) 
i; Somme_Totale 
tant que Le MSB de i et s sont egaux a b ou si la condition de E3 
est vraie faire 
si Le MSB de i et s sont egaux a b alors 
Envoyer b; 
Decaler i a gauche et inserer un 0 dans le LSB; 
Decaler s a gauche et inserer un 1 dans le LSB; 
tant que s3 > 0 faire 
Envoyer le complement de b; 
s3 = s3 - 1; 
fin 
fin 
si La condition de E$ est vraie alors 
Decaler i a gauche et inserer un 0 dans le LSB; 
Decaler s a gauche et inserer un 1 dans le LSB; 
Complementer le nouveau MSB de i et de s; 
s3 = s3 + 1; 
fin 
fin 
fin 
L'algorithme de decodage est assez simple et ne fait que mimer ce que fait l'encodeur et 
est donne par la figure 4.3. 
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Algorithme 4.3 : Algorithme du decodeur arithmetique en version entiere 
Entrees : Code bianire 
Sorties : S : Vecteur de A. 
Donnees : Somme_Cum e NN+1, m G N 
i = 0 et s = 2m ; 
Lire les m premiers bits dans l'etiquette t; 
pour k=0 -.longueur de § faire 
(t — i — 1) x Somme_ Totale — 1 
tant que ( 
s - i + 1 
, k = k + l ; ~ 
fin 
Decoder le symbole a; 
(s — i — 1) x Somme_Cum(a 
> Somme Cum\ <*)) faire 
i = i + 
s = i + 
1) 
Somme_Totale 
(s — i — 1) x Somme_Cum(a) 
i; Somme_Totale 
tant que Le MSB de i et s sont egaux a b ou si la condition de E3 est 
vraie faire 
si Le MSB de i et s sont egaux a b alors 
Decaler i a gauche et inserer un 0 dans le LSB; 
Decaler s a gauche et inserer un 1 dans le LSB; 
Decaler t a gauche et lire le bit suivant dans le LSB; 
fin 
si La condition de E3 est vraie alors 
Decaler i a gauche et inserer un 0 dans le LSB; 
Decaler s a gauche et inserer un 1 dans le LSB; 
Decaler t a gauche et lire le bit suivant dans le LSB; 
Complementer le nouveau MSB de i, de s et de t; 
fin 
fin 
fin 
4.2.3 Compression de n' 
Se referant a la figure 4.3, vu la presence des valeurs successives identiques pour la valeur 
de n', un encodage par plages est judicieux. Cependant, comme la longueur de la sous-
trame est connue et donnee par la variable Nsv, des modifications sur le codage par plage 
sont apportees. La valeur n' = 1 n'est jamais utilisee vu que Qi est ecarte pour moindre 
performance. La valeur de n' = 0 peut etre alors changee par n' = 1. Pour tenir compte 
de la presence des variables identiques et successives qui sont a la fin de la sous-trame 
pour des signaux de parole et en milieu de la sous-trame pour des signaux de musique, 
on a choisit de multiplexer la valeur de n' par son nombre d'occurrences Noccu successives 
54 CHAPITRE4. ALGORITHME PROPOSE 
suivant l'equation 
Sym = n' + (Noccu - 1) * a (4.16) 
ou a est un parametre qui permet de multiplexer la valeur de n' avec son nombre d'oc-
currence. Puisque max(n') = 36, le parametre a doit avoir la valeur 36. La valeur de la 
longueur de la sous-trame etant connue, la derniere valeur d'occurrence n'est pas enco-
dee et la valeur valant 0 est encodee pour indiquer la fin de la sous-trame. L'algorithme 
utilise pour transformer n' est donne par la figure 4.4. Cet algorithme propose prend 
Algorithme 4.4 : Algorithme du codage par plage 
Entrees : n' e NNsv , Nsv : Longueur de n' 
Sorties : n' : Vecteur e N 
Donnees : a et ,k = 1 
pour i=2 :Nsv faire 
si n'(i — 1) = n'(i) alors 
I TV = N +1 
I 1 v occu — 2 Y occu i^  *-
sinon 
si Noccu = 1 alors 
n'(k) = n'(t); 
k = k + l; 
N = r 
1 v
 OCCU L ) 
sinon 
n'(k + 1) = n'(i) + a x (A 0^C( 
k = k + l; 
N — 1 
fin 
fin 
fin 
n'(k) = n'(i); 
si Noccu>l alors 
i); 
n'(fc + l) = 0 ; 
fin 
en compte la presence des valeurs successives de n' qui se trouveraient soit au milieu de 
la sous-trame soit a la fin. L'exemple suivant explique le fonctionnement de l'algorithme 
presente. Supposons pour des raisons de clarte que Nsv=14 et que : 
n ' = [4 4 0 0 0 0 2 3 2 25 0 0 0 0 ] 
Apres transformation : 
n' = [4 4 1 1 1 1 2 3 2 25 1 1 1 1 ] 
En utilisant l'algorithme 4.4, on obtient n' = 
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Algorithme 4.5 : Algorithme du decodage par plage 
Entrees : n', Nsv : Longueur de n' 
Sorties : n' : Vecteur € N 
Donnees : a, Nsv et k 
tant que n'(i) > 1 faire 
si n'(i) = = n'{i + 1) alors 
n'(k) = n'(t); 
A; = fc + 1; 
i = i + 2; 
sinon 
Q = div{n'{i), a)1 ; 
i? = res(n'(i),a) ; 
pour s = 1 : (n'(«) — R)/a faire 
n'(i) =
 J R - ( i ? = = l ) ; 
/c = k + 1; 
fin 
fin 
i = i + l; 
pour s=fc :7Vsu faire 
| n ' ( t )=n'(*); 
fin 
fin 
[40 109 2 3 2 25 1 0] 
Apres avoir decode la sequence avec le decodeur arithmetique et en utilisant l'algorithme 
4.5 on obtient, div(n',P) = 
[4 1 2 3 2 25 1] 
n' — div(n', 36) 
Gt
 36 = 
[ 1 3 0 0 0 0 0] 
Ce qui permet de retrouver le nombre d'occurrence de chaque n'. Vu que la longueur de 
la sous-trame est connue et vaut 14 l'avant-dernier symbole est repete jusqu'a l'obten-
tion d'une sequence de longueur egale a 14. Dans cet exemple, ce symbole correspond a 1 
puisque la valeur zero est utilisee pour indiquer la fin de la sequence au decodeur arith-
metique, le nombre d'occurrences donne par n' — div(n',36) 
36 
+ 1 valant 12 on sait que le 
dernier zero est a recopier encore 3 fois. Ce qui donne au final la meme sequence de depart 
Q : quation de la division euclidienne de a par b. Ft etant le reste de cette division 
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n ' = [4 4 0 0 0 0 2 3 2 25 0 0 0 0 ] 
4.2.4 Compression de I' 
Plusieurs scenarios peuvent se produire lors de la compression de I'. Pour parcourir les 
Cas possible 
II n'y a pas de / ' (Cas de n' = 0) 
l'eQ2 
I'eQs 
I' eQ4 
I' e Qx avec n' > 4 
Contexte 
~^T 
1 
2 
3 
4 
differents scenarios possibles, une variable globale Contexte est utilisee. Cette variable 
calculee a partir de n' est utilisee conjointement avec le codeur arithmetique en version 
entiere presente dans la section 4.2.2. Cette variable permet aussi de serialiser le flux 
binaire. Le probleme avec le code arithmetique est que la longueur du code binaire n'est 
pas previsible a l'avance. Cela implique que deux codes issus de deux tables de probabilites 
ne peuvent etre concatenes et rester pour autant uniquement decodables. Cela est du 
essentiellement au redimensionnement E$ qui n'est encode que si un E\ ou E% est rencontre 
plus tard dans la sequence. Pour contourner ce probleme une idee consiste a commuter 
entre les tables de probabilites et de mettre a jour les bornes i, s et la valeur de l'etiquette. 
Soit c(n) le contexte a l'instant n et soit a le symbole courant a encoder ou a decoder, les 
equations de mise a jour des bornes inferieures et superieures sont modifiees pour tenir 
compte du changement du contexte : 
;n __ -n-1 , 
l
c(n) — lc(n-l) ^ 
n _ -n-1 , S
c(n) - lc(n-l) + 
(<(n-i) - *c(„-i) ~1)x Somme_Cumc (n )(a - 1) 
Somme Totale c{n) 
(sc(n-i) - C(n-i) - i ) x Somme_Cumc(n)(a) 
Somme_Totalec(n) 
fe-D - C ( ;-i) - l ) >< Somme_Totalec(n) - 1 
- 1 
„ n - l • n - 1 5 c ( n - l ) lc{n-l) + 1 
> Somme _Cumc(nj(n) 
(4.17) 
(4.18) 
(4.19) 
La valeur de c(n — 1) indique la valeur du contexte passe. Par exemple 2 pour un indice 
encode dans Q3, si l'indice suivant a encoder est dans Q4 alors c(n) prend 3 comme valeur. 
Dans le cas, ou cet indice est dans Q3, alors c(n) = c(n — 1) = 2, utilisant ainsi la meme 
table des probabilites pour l'encodage arithmetique. Quand le vecteur est a l'exterieur de 
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Q4, un indice de Voronoi k d'ordre d'extension r est utilise pour ramener ce vecteur soit 
dans Q3 ou dans Q4. L'indice de Voronoi k est un vecteur en dimension 8 dont chaque 
composante prend r bits. La valeur maximale de n' valant 36, la valeur maximale que peut 
prendre r est egale a 16. La probability P{n'=36} < 1%, allouer une table de probability de 
taille 216 par exemple pour les indices de Voronoi est injustifie. Pour eviter d'occuper la 
memoire pour des performances negligeables, on a choisi d'adopter deux strategies pour 
compresser les indices de Voronoi. Base sur les probabilites d'utilisation de ces indices, on 
a choisi d'utiliser un modele de probabilite uniforme quand r > 9. Pour le cas ou r < 8, 
deux cas de figure sont envisageables, soit k est calcule pour Q3 ou Q4. Done pour chaque 
r < 8, deux tables de tailles 2r sont utilisees, une pour le cas ou Q3 est utilise l'autre pour 
le cas ou Q4 est utilise. Aucune information supp lementa l n'est a encoder puisque n' deja 
encode contient la valeur de n et celle de r. Utiliser un modele de probabilite uniforme 
conjointement a un encodage arithmetique en version entiere permet d'eviter d'utiliser des 
tables de probabilite et par la suite d'optimiser l'utilisation de la memoire. Soit ki une des 
8 composantes de l'indice de Voronoi k d'ordre r. Les equations (4.17), (4.18) et (4.19) 
sont alors adaptees pour tenir compte du fait que les probabilites sont uniformes : 
•n _ -n-1 , 
l
c(n) — 'c(n-l) ^ 
n _ -n-1 , 
b
c(n) — 'c(n-l) ^ 
(fn-\ _ n - 1 
yc{n-l) tc(n-
_ 
Ac(n-1) 
A noter que les termes intervenant dans les dernieres equations sont des scalaires et done 
on evite d'allouer des tables de probabilites pour r > 9. A ce stade on a defini, les tables 
a utiliser pour estimer les probabilites d'ordre 1 des indices / . On peut se demander alors 
si on peut ameliorer cette estimation par exemple on utilisant un modele de probabilite 
d'ordre plus eleve. Intuitivement un signal de parole par exemple voise est redondant, 
cette redondance se retrouve aussi spectralement. i.e. II y a une structure particuliere sur 
le spectre (des harmoniques). On peut qualifier cette structure d'euclidienne, puisqu'elle 
reflete les distances euclidiennes entre les differents points de la transformee de Fourier. 
Pourquoi n'est-ce pas le cas pour les indices / , qui n'ont aucune structure particuliere? 
Deux aspects peuvent etre mis en cause : la structure du dictionnaire utilise et la procedure 
de quantification. Revenons a la procedure de generation des indices en question. L'indice 
^
Sc(n-l) ^c(n-l) 1J X k» 
2 r 
1) 'c(n-l) L ) X (ki + 1) 
x 2 r - l 
«•£-!) + 1 
> n 
(4.20) 
(4.21) 
(4.22) 
58 CHAPITRE 4. ALGORITHME PROPOSE 
/ n'est en fait que le rang lexicographique d'un vecteur de RE%, c'est a dire que les indices 
successifs decrivent des vecteurs qui different d'un nombre minimal de composantes. Cette 
distance dite de Hamming, decrit une norme sur RE& qui n'est autre qu'un espace vectoriel 
en dimension finie. Vu qu'en dimension finie, l'equivalence des normes est prouvee ce qui 
implique la conservation des topologies, ce n'est pas l'ordre lexicographique qui fait que 
les indices n'ont pas de structure particuliere. La reponse se trouve du dans la fagon 
avec laquelle les vecteurs en Rg sont construits. On rappelle que les coefficients de la 
transformee de Fourier sont separes en partie reelle et imaginaire. Prenons un exemple 
en dimension deux, ou on veut quantifier le vecteur [el* e~J4], meme si ce vecteur a une 
norme des composantes valant [1 1], separer les composantes reelles des imaginaires induit 
des indices sans correlations. Le fait de quantifier la norme et la phase ensemble fait que 
l'aspect aleatoire de la phase l'emporte sur l'aspect correle de la norme ce qui genere des 
indices pratiquement uniforme. En effet, en utilisant la meme procedure que celle utilisee 
/2 /2 
par le codec TCX, on se trouve a quantifier deux vecteurs -^-[1 1] et -z- [ l —1] qui 
Zi Zi 
auront des indices tres eloignes, voir decorreles. Vu la nature differente des signaux traites 
(Parole et musique) ainsi que la variability des statistiques en fonction des debits, une 
version adaptative s'impose. La section suivante presente les modifications apportees a 
l'algorithme principal ainsi que les differents parametres a utiliser pour le fonctionnement 
de l'algorithme propose. 
4.2.5 Taille de la table des probabilities pour le codage par plage 
Dans la section 4.2.3 on a presente l'algorithme utilise pour transformer n' avant de l'en-
coder avec l'encodage arithmetique. Ce dernier a besoin d'une table de probabilite qu'on a 
choisi de construire de facon adaptative dont il faut definir la taille. On rappelle l'equation 
utilisee pour multiplexer n', le nombre d'occurrence et a parametre fixe a 36. 
Sym = ri + (Noccu - 1) x a 
La taille Tpiage de la table de probabilite cherchee est egale au maximum de la valeur que 
peut prendre la variable Sym et ce par rapport a la longueur de la sous-trame (Nsv). 
rpia5e(Nsv,D) = max.(Sym) 
J V O C C U 
= max (n!) + max( (Noccu - l ) x a ) 
< 36 + max((./Voccu - 1)) x a 
Nsv v " 
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Pour pouvoir majorer Tpiage(Nsv) il suffit de trouver max((A^0CCU — 1)). Le max de Noccu 
pour une sous-trame de longueur Nsv est Nsv—1. En effet, il faut au moins que le dernier 
n' soit different des autres sinon la sous trame sera transforme en [nf 0). En utilisant ces 
donnes en peut trouver alors la valeur de Tpiage en fonction de Nsv donne par Tp;ase(Nsv) = 
a x (Nsv — 1). La table 4.6 donne les valeurs de Tpiage pour les differentes valeurs de Nsv. 
Sachant que la valeur de Nsv est communiquee entre le codeur et le decodeur AMR-WB+, 
cette variable permet de reduire la taille de Tpiage selon le mode TCX utilise permettant 
ainsi de gagner quelques bits. 
Tableau 4.6 Taille de Tpiage en fonction de Nsv 
Nsv 
36 
72 
144 
-* plage 
1260 
2556 
5148 
4.2.6 m nombre de bits pour I'encodage arithmetique 
Un parametre important a dimensionner est m qui represente le nombre de bits pour 
differencier les points de chaque table de probability. Ce parametre doit aussi permettre de 
differencier les symboles de la source. II faut done choisir un m qui permet de representer la 
plus petite difference entre les extremites des intervalles [i^k\ s^). Un redimensionnement 
est toujours utilise lorsque les intervalles deviennent plus petits. Afin de s'assurer que les 
extremites des intervalles restent distinctes, toutes les valeurs dans l'intervalle [i^k\s^) 
doivent etre uniquement representees sans declencher un redimensionnement. L'intervalle 
le plus petit, sans declencher un redimensionnement, est quand i^> est juste en dessous du 
point milieu et s^ est a trois quarts de l'intervalle ou lorsque s^ est a droite au milieu 
de l'intervalle et i^ est juste en dessous d'un quart de l'intervalle. Autrement dit, le plus 
petit intervalle sans declencher un changement d'echelle est le quart de la gamme totale 
disponible de 2m valeurs. Cette condition est exprimee par Tarnation (4.23). 
2m > 4 x Somme_Totale (4.23) 
Cette equation decrit la relation qui existe entre les probabilites cumulatives et le pa-
rametre m. Pour pouvoir choisir une valeur efneace pour ce parametre representatif de 
toutes les tables de probabilites, il faut non seulement respecter l'equation (4.23) mais 
aussi garder une bonne estimation des probabilites. La version entiere utilise des entiers 
pour representer les frequences d'apparition des differents symboles de la source. Pour 
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pouvoir differencier deux symboles de la source il faut que le minimum de distance entre 
leurs probabilites cumulatives soit egal a 1. 
min< Somme_Cum(ai) — Somme_Cum(a. ;) } l V i ^ j (4.24) 
min(p) etant fixe a 1 pour une table de probability entiere, une mesure de l'efficacite de 
cette estimation est le rapport ^ ^ ? qui par exemple vaut 1 pour une distribution uniforme. 
La meilleure estimation p des probabilites p par des entiers est celle qui satisfait l'equation 
(4.25). 
maxp maxp 
— — = — r 4 - = maxp (4.25) 
m m p minp 
Le cas extreme se produit lorsque toutes les probabilites sont egales sauf pour un symbole 
dont la probability vaut min(p). Done pour un alphabet de taille T, et un rapport 25*2; 
la somme totale Somme Totale se trouve bornee. 
T < Somme Totale < T x maxp 
minp 
(4.26) 
En combinant l'equation (4.26) et (4.23) on trouve une borne inferieure pour m donnee 
par l'equation (4.27) 
(4.27) / m maxp. m > l o g 2 ( T x —-rJ-) + 2 
minp 
Le nombre des tables les plus importantes a utiliser est de 4 et sont donnees par le tableau 
4.7. A partir de cette table on peut alors choisir la valeur du parametre m qui vaut 
29 + 2 = 31. On est sur avec cette valeur de bien estimer les probabilites des differentes 
tables. 
Tableau 4.7 Taille des differentes tables de probabilites 
Table 
J-He 
TQ2 
TQa 
TQi 
Taille 
5148 
256 
4096 
65536 
Rapport ^^ 
r r
 minp 325057 
130 • 
2057 
248 
Taille x^ 5£Le 
minp 230 
2is 
223 
2 24 
4.2.7 Adaptability de I'algorithme 
L'algorithme presente dans ce projet est adaptatif. Les probabilites des differents symboles 
(n', / ' ) de la source sont estimees a fur et a mesure. Dans un algorithme de compression 
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adaptatif, le codeur et le decodeur commencent avec des modeles de probabilities identiques. 
Les symboles rencontres par le codeur sont encodes ensuite les tables sont mises a jour, 
alors que sur le decodeur le symbole est decode ensuite les tables de probabilites sont mises 
a jour. La fagon la plus simple de mettre en oeuvre cette idee consiste a utiliser un modele 
uniforme de probabilites et de compter le nombre d'apparitions de chaque symbole, ensuite 
de mettre a jour les tables de probabilites. Le probleme de la mise a jour des probabilites de 
la source repose sur la construction des tables de probabilites cumulatives. Cela restreint 
par exemple la mise a jour a ne pas a se faire frequemment et done deteriorer l'estimation 
des probabilites et par consequent le rapport de redondance du code. La mise a jour des 
probabilites doit aussi satisfaire l'equation (4.23). 
Soit p la table des probabilites utilisee pour encoder les symboles de la source. Notons 
par P\ocaie la table des probabilites des k derniers symboles rencontres construite par un 
simple comptage du nombre d'apparitions des symboles. Mettre a jour le modele p peut 
se faire selon l'equation (4.28) 
p = OtiXp + a2X Plocale (4.28) 
ou ax decrit l'aspect stationnaire de la source et a2 decrit l'aspect evolutif de la source. 
Suite a des experiences, on a choisi de prendre ct^  = a 2 = 1/2, ce choix est aussi Justine 
par la stationnarite de la source. Apres la mise a jour, e'est la construction de la table des 
probabilites cumulatives. Une fois cette etape terminee, et quand Somme_Totale depasse 
la valeur de 2 m _ 2 , un redimensionnement est utilise suivant l'equation (4.29) 
p(ak) = PM + lVk (4.29) 
L'ajout de 1 sert a assurer que min{p) = 1. On a defini les operations necessaires a 
l'adaptabilite de l'algorithme propose, cependant on n'a pas defini quand la mise a jour 
des statistiques doit se faire. Deux fagons de le faire sont a envisager, soit de fagon statique 
en faisant la mise a jour de fagon cyclique apres un nombre fixe de symboles, soit de fagon 
adaptative en surveillant la redondance du code de fagon continue : si ce dernier descend en 
dessous d'un certain seuil la mise a jour se fait de fagon automatique. Cette methode bien 
qu'elle permet d'adapter la mise a jour des statistiques au taux de redondances locaux, 
souffre d'un inconvenient majeur : on n'a pas de controle sur la complexity que peut 
engendrer cette fagon de mise a jour, vu que la mise a jour implique la construction de 
plusieurs tables de probabilites a chaque fois. On a done opte pour la premiere methode 
de mise a jour. L'algorithme de mise a jour des probabilites est donne par la figure 4.6. 
La mise a jour etant declenchee par exemple toutes les 3 secondes du signal audio. Apres 
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Algorithme 4.6 : Mise a jour des tables de probabilities 
Sorties : Somme_Cum : Tables de probability cumulative 
Donnees : p : probabilites des symboles, pi0Caie '• probabilites locales des symboles 
tant que Encore des symboles a encoder/decoder faire 
Encoder/decoder ak en utilisant Somme_Cum ; 
Plocale(a>c) — Plocale{0'k) + 1 ', 
si Mise a jour alors 
p = v+pw^u
 + i-
Plocale = = - * - > 
si sum(p) > 2 m _ 2 alors 
I p = p/2 + l; 
fin 
Construire la table des probabilites cumulatives Somme_Cum a partir de p; 
fin 
f in 
une telle duree, on aura recueilli assez d'indices pour representer efficacement le contenu 
de la source. 
4.3 Conclusion 
On a presente dans ce chapitre l'algorithme dont le role est de reduire la longueur moyenne 
du code binaire utilise par le codec AMR-WB+ . En se basant sur les statistiques pour 
differents types de signaux et differents debits, on a developpe un algorithme de com-
pression/decompression sans perte qui prend en compte non seulement les probabilites 
d'apparition des differents indices, mais aussi leurs dispositions frequentielles. Les diffe-
rents blocs ainsi que les operations necessaires pour l'encodage/ decodage des differents 
symboles ont ete presentes. Une version adaptative a ete aussi developpee dans le but de 
prendre en compte la variabilite des statistiques par rapport aux debits et par rapport au 
type du signal. Le chapitre suivant a pour but d'evaluer les performances de cet algorithme. 
CHAPITRE 5 
Evaluation des performances 
Dans ce chapitre, on va evaluer les performances de l'algorithme propose. Un algorithme 
de compression est generalement evalue par rapport a son taux de compression. Etant 
dedie a un codec specifique, l'algorithme propose doit etre aussi evalue par rapport a 
d'autres criteres dont les plus importants sont la vitesse de traitement, et l'occupation de 
la memoire. Les sections suivantes permettent d'evaluer ces differents criteres. D'abord, 
l'occupation de la memoire est evaluee vu que la solution proposee utilise des tables de 
probabilites. Ensuite une evaluation de la complexite en nombre d'operations elementaires 
est effectuee. Finalement, les performances de la solution proposee seront evaluees pour 
differents types de signaux a differents debits. 
5.1 Evaluation de la complexite et l'occupation de la 
memoire 
La complexite du codec AMR-WB+ est caracterisee par les trois quantites suivantes 
[Speech, 1998]. 
- wMOPS (weighted Millions of Operations Per Second) 
- Taille occupee dans la RAM (Random Access Memory) 
- Taille occupee dans la ROM (Read Only Memory) 
ou RAM et ROM sont evalues en koctet (1 koctet= 512 mots de 16 bits). Le calcul 
de wMOPS est fait en utilisant un ensemble d'operations elementaires ponderees. Par 
exemple, une addition de deux mots sur 16 bits est ponderee par un coefficient valant 1, 
alors qu'une division est ponderee par un facteur de 18. La copie de donnee d'une variable 
vers une autre est aussi estimee, ainsi que les tests logiques et les tests arithmetiques. Ces 
operations ainsi que leurs ponderations peuvent etre trouvees dans [Speech, 2005, 1998]. 
Dans la plupart des applications, comme seul le decodeur est necessaire sur le cellulaire 
et que le codage peut etre effectue en temps differe, la complexite du codeur n'est pas 
vraiment importante. Par exemple dans le cas de la diffusion de la radio, des messages 
multimedias, seule la presence du decodeur (dans notre cas d'etude) AMR-WB+, sur le 
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terminal est exigee. La comparaison de l'algorithme propose se fera alors par rapport 
au decodeur AMR-WB+. Le tableau 5.1 resume l'occupation de la memoire utilisee par 
le decodeur AMR-WB+ [Salami et al, 2006]. Le tableau 5.2 donne une mesure de la 
Tableau 5.1 Utilisation de la memoire par le decodeur AMR-WB+ 
Condition 
Mono 
RAM(koctet) 
20 
ROM(koctet) 
13 
complexite du decodeur AMR-WB+ en terme de wMOPS [3GPP, 2008-12]. 
Tableau 5.2 Complexite du decodeur AMR-WB+ 
Condition 
14 kbps, 
24 kbps, 
36 kbps, 
18 kbps, stereo 
24 kbps, stereo 
32 kbps, stereo 
48 kbps, stereo 
wMOPS moyen 
8.415 
10.382 
12.463 
15.996 
17.654 
20.288 
22.960 
wMOPS pour le cas le plus complexe 
8.792 
10.981 
13.184 
16.603 
18.303 
21.081 
23.927 
5.1.1 Occupation de la memoire 
L'algorithme propose utilise deux tables pour chaque contexte : une table de probability 
et une table de probabilite cumulatives. On rappelle les tailles des tables utilisees. 
Tableau 5.3 Tailles des tables de probability utilisees 
Tables 
Codage par plage 
Qs 
QA 
Indices de Voronoi r < 8 
Somme 
Tailles 
5148 
256 
4094 
65536 
2r 
76056 
76056 variables encodees sur 16 bits et 76056 variables encodees sur 32 bits pour les 
probabilites cumulatives representent une enorme occupation de la memoire environ 445 
koctet comparee a celle qu'occupe le decodeur AMR-WB+. Devant cette occupation de 
la memoire, on a decide de presenter deux solutions une qui utilise la table de probabilite 
pour Q4 (Algorithme A\), une autre solution ou le codage de Q4 se fait de fagon uniforme, 
de la raeme fagon que celle pour les indices de Voronoi quand l'ordre d'extension est 
5.2. TAUX DE COMPRESSION 65 
superieur a 8 (Algorithme A2) (Section 4.2.4). Le deuxieme algorithme A2- permet de 
ramener l'occupation de la memoire a 62 koctet. 
5.1.2 Evaluation de la complexite 
Les memes regies que celles utilisees pour evaluer la complexite du decodeur AMR-WB+ 
ont ete utilisees pour evaluer la complexite de l'algorithme propose. Le tableau 5.4 resume 
Tableau 5.4 Complexite du decodeur propose 
Condition 
6 kbps(Parole) 
6 kbps(Parole) 
6 kbps(Musique) 
6 kbps(Musique) 
21 kbps(Parole) 
21 kbps(Parole) 
21 kbps(Musique) 
21 kbps(Musique) 
36 kbps(Parole) 
36 kbps(Parole) 
36 kbps(Musique) 
36 kbps(Musique) 
Ax 
A2 
A, 
A2 
Ax 
A2 
A, 
A2 
A, 
A2 
Ax 
A2 
wMOPS moyen 
0.124 
0.103 
0.378 
0.360 
0.511 
0.378 
2.782 
2.534 
0.358 
0.344 
12.463 
3.384 
wMOPS pour le cas le plus complexe 
2.157 
0.689 
2.217 
0.954 
5.119 
2.217 
11.324 
7.457 
3.144 
2.057 
13.184 
11.908 
les complexites des deux solutions proposees pour differents debits et types de signaux. 
Ces resultats justifient la pertinence de la deuxieme solution ou les indices pour Q^ sont 
compresses en utilisant un modele uniforme. En effet, le wMOPS pour le cas le plus 
complexe a ete reduit environ d'un pourcentage moyen de 40%. Cette quantite peut encore 
etre reduite, en effet il n'est pas obligatoire de faire la mise a jour de toutes les tables de 
probability a la fois. On peut par exemple faire la mise a jour sur plusieurs sous-trames 
ce qui va encore reduire le wMOPS pour le cas le plus complexe. En comparison avec la 
table 5.2, 1'integration de la solution proposee implique une minime augmentation de la 
complexite du codec AMR-WB+ (1% a bas debit) ce qui prouve la faisabilite technique 
de la solution proposee. 
5.2 Taux de compression 
On a presente dans la section 4.1.1 la notion de redondance d'un code dont rappelle la 
definition : 
R = % (5-1) 
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Ou C est la longueur moyenne du code C utilise pour representer les differents symboles 
de la source dont l'entropie vaut H. Si on note par C+ la longueur moyenne du code utilise 
par le AMR-WB+ donnee par le tableau 4.4, et par Ca la longueur moyenne du code utilise 
par Palgorithme propose on peut definir le taux de compression par : 
T = 9± (5.2) 
Pour un message M de longueur I code avec b bits, la longueur moyenne C du code C 
peut etre estimee par Pequation (5.3). 
C = lim -
l—>oo I 
(5.3) 
En utilisant Pequation (5.3), Pequation (5.2) peut etre remplacee par Pequation (5.4) 
bn 
T = lim (5.4) 
Le tableau suivant resume les valeurs de r tel que decrites dans Pequation (5.4). Les signaux 
utilises sont des signaux wav echantillonnes avec une frequence de 48 kHz,- de duree 100 
min repartie de maniere egale entre les deux types de signaux. Les signaux de parole sont 
des enregistrements de narration de texte en langue frangaise majoritairement. Les signaux 
de musique sont des morceaux contenant des percussions, chants et instruments a cordes. 
Tableau 5.5 Taux de compression r des indices binaires pour des signaux de 
parole et musique 
" ^ ^ ^ ^ ^ ^ Debit 
Condi t ion^^^^-^^ 
Parole (Mono) A\ 
Parole (Mono) A2 
Musique (Mono) Ai 
Musique (Mono) A2 
Bas 
90.4% 
90.7% 
95.5% 
96.6% 
Moyen 
96.4 % 
97.3 % 
98.6% 
99.8% 
Haut 
96.6% 
97.3% 
97.0% 
98.3% 
5.3 Conclusion 
On a presente dans ce chapitre les performances de Palgorithme propose dont le but est de 
compresser les indices binaires de la TCX utilises par le codec AMR-WB+. L'algorithme 
propose utilise des tables pour representer et estimer les probabilites des differents indices 
ce qui explique son occupation de la memoire. Une alternative a ete proposee pour ramener 
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l'utilisation de la memoire au meme ordre de grandeur que celle du decodeur AMR-WB+ 
sans pour autant introduire des degradations des performances, presentant ainsi une so-
lution techniquement exploitable. L'utilisation des ressources computationelles etant tres 
negligeable de l'ordre de 1% par exemple a bas debits pour des signaux de parole, un gain 
moyen de 10% sur le debit se revele tres utile par exemple pour rehausser la qualite du 
signal audio ou par exemple pour renforcer la robustesse du codec AMR-WB+ dans un 
environnement de transmission bruite. 
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C H A P I T R E 6 
Conclusion generale 
On a presente dans ce memoire un algorithme destine a compresser les indices binaires du 
quantificateur algebrique encastre utilise par le codec AMR-WB+ pour coder certaines 
trames du signal audio. On a commence par presenter le codec concerne ainsi que les diffe-
rents blocs intervenant lors de la generation de ces indices. Une revue de l'etat de l'art en 
compression conjointement a des contraintes de faisabilite technique ont permis d'orienter 
le choix des differents algorithmes proposes. L'etude des statistiques des differents indices 
a montre que le modele uniforme utilise pour les encoder n'est pas optimal et que certaines 
redondances peuvent etre exploitees dans le but de reduire la longueur moyenne du code 
binaire utilise. Les indices n', designant l'etage de quantification utilise, ont ete encodes 
en utilisant un algorithme de codage par plage alors que les indices / ' , representant les 
vecteurs en dimension 8, ont ete encodes en se basant sur un modele de probability sans 
memoire. Le choix d'un codage par plage s'explique par la presence d'indices n! successifs 
de meme valeurs. Le modele de probability d'ordre 1 pour la compression des indices / ' se 
justifie par des contraintes de memoire puisque par exemple pour Q2 utiliser un modele 
de probability conditionnelle d'ordre n prendra 28n cases memoire. 
Le codage arithmetique en version entiere a ete choisi pour sa vitesse et son occupation mi-
nimale de memoire comparee a d'autres algorithmes d'encodage puisque que le dictionnaire 
ou resident les mots binaires est absent suivant ainsi le meme principe que la quantification 
algebrique encastree. Les performances de l'algorithme sont telles qu'on peut economiser 
entre 10% a 4% sur le debit par exemple sur les signaux de parole. Dans le souci de pre-
senter une solution techniquement exploitable et implementable sur un terminal GSM, la 
compression pour les indices de Q4 peut etre exclue ce qui se traduit par une economie 
sur les ressources memoire et computationelles sans pour autant induire une degradation 
pergue sur les taux de compression. II est a noter aussi que la solution proposee n'introduit 
pas de delai additionnel puisque l'encodage arithmetique utilise est incremental. 
Les perspectives proposees peuvent etre orientees dans deux directions differentes. La pre-
miere va dans le sens de l'amelioration des performances de l'algorithme realise ou il serait 
par exemple judicieux d'utiliser le codage arithmetique sans multiplication [Fu et Parhi, 
1995]. On peut aussi envisager une solution ou la construction des tables de probabilites 
cumulatives est distribues sur plusieurs sous-trames permettant ainsi de reduire le wMOPS 
pour le cas le plus complexe. Quant a la deuxieme direction, elle consiste a etendre l'utili-
69 
70 CHAPITRE 6. CONCLUSION GENERALE 
sation de l'algorithme et l'adapter a un milieu bruite par exemple en reinitialisant le flux 
binaire a intervalles reguliers. Le debit gagne par le module de compression propose peut 
etre utilise par exemple pour introduire des codes correcteurs d'erreur ou plus simplement 
de reecrire dans le flux binaire les informations qu'on juge tres pertinentes par exemple 
les bits du mode TCX utilise ou bien le gain de la trame en question. 
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