Relating multiway discrepancy and singular values of graphs and
  contingency tables by Bolla, Marianna
ar
X
iv
:1
40
8.
64
43
v3
  [
ma
th.
CO
]  
2 F
eb
 20
15
Relating multiway discrepancy and singular values of graphs and
contingency tables
Marianna Bolla
Institute of Mathematics, Budapest University of Technology and Economics
E-mail: marib@math.bme.hu
Abstract
The k-way discrepancy disck(C) of a rectangular array C of nonnegative
entries is the minimum of the maxima of the within- and between-cluster
discrepancies that can be obtained by simultaneous k-clusterings (proper
partitions) of its rows and columns. In Theorem 1, irrespective of the size
of C, we give the following estimate for the kth largest non-trivial singular
value of the normalized table: sk ≤ 9disck(C)(k + 2 − 9k ln disck(C)),
provided disck(C) < 1 and k ≤ rank(C). This statement is the converse
of Theorem 7 of Bolla [10], and the proof uses some lemmas and ideas of
Butler [13], where only the k = 1 case is treated, in which case our upper
bound is the tighter. The result naturally extends to the singular values
of the normalized adjacency matrix of a weighted undirected or directed
graph.
Keywords: multiway discrepancy; normalized table; singular values;
weighted graphs; directed graphs; generalized random graphs.
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1 Introduction
In many applications, for example when microarrays are analyzed, our data are
collected in the form of an m × n rectangular array C = (cij) of nonnegative
real entries, called contingency table. We assume that C is non-decomposable,
i.e., CCT (when m ≤ n) or CTC (when m > n) is irreducible. Consequently,
the row-sums drow,i =
∑n
j=1 cij and column-sums dcol,j =
∑m
i=1 cij of C are
strictly positive, and the diagonal matricesDrow = diag(drow,1, . . . , drow,m) and
Dcol = diag(dcol,1, . . . , dcol,n) are regular. Without loss of generality, we also
assume that
∑n
i=1
∑m
j=1 cij = 1, since neither our main object, the normalized
table
Cnor = D
−1/2
row CD
−1/2
row , (1)
nor the multiway discrepancies to be introduced are affected by the scaling of
the entries of C. It is well known (see e.g., [10]) that the singular values of Cnor
are in the [0,1] interval. Enumerated in non-increasing order, they are the real
numbers
1 = s0 > s1 ≥ · · · ≥ sr−1 > sr = · · · = sn−1 = 0,
where r = rank(C). When C is non-decomposable, 1 is a single singular value,
and it is denoted by s0, since it belongs to the trivial singular vector pair, which
will be disregarded in some further calculations.
Our purpose is to find relations between the kth nontrivial singular value sk
of Cnor and the minimum k-way discrepancy of C defined herein.
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Definition 1 The multiway discrepancy of the rectangular array C of nonneg-
ative entries in the proper k-partition R1, . . . , Rk of its rows and C1, . . . , Ck of
its columns is
disc(C;R1, . . . , Rk, C1, . . . , Ck) = max
1≤a≤b≤k
X⊂Ra, Y⊂Cb
|c(X,Y )− ρ(Ra, Cb)Vol(X)Vol(Y )|√
Vol(X)Vol(Y )
,
(2)
where c(X,Y ) =
∑
i∈X
∑
j∈Y cij is the cut between X ⊂ Ra and Y ⊂ Cb,
Vol(X) =
∑
i∈X drow,i is the volume of the row-subset X, Vol(Y ) =
∑
j∈Y dcol,j
is the volume of the column-subset Y , whereas ρ(Ra, Cb) =
c(Ra,Cb)
Vol(Ra)Vol(Cb)
denotes
the relative density between Ra and Cb. The minimum k-way discrepancy of C
itself is
disck(C) = min
R1,...,Rk
C1,...,Ck
disc(C;R1, . . . , Rk, C1, . . . , Ck).
In Section 4, I will extend this notion to an edge-weighted graph G and
denote it by disck(G). In that setup, C plays the role of the edge-weight ma-
trix (symmetric in the undirected; quadratic, but usually not symmetric in the
directed case; and it is the adjacency matrix if G is a simple graph when the
eigenvalues of the normalized adjacency matrix enter into the estimates, in their
decreasing absolute values).
Note that disc(C;R1, . . . , Rk, C1, . . . , Ck) is the smallest α such that for
every Ra, Cb pair and for every X ⊂ Ra, Y ⊂ Cb,
|c(X,Y )− ρ(Ra, Cb)Vol(X)Vol(Y )| ≤ α
√
Vol(X)Vol(Y ) (3)
holds. Hence, in the k-partitions of the rows and columns, giving the minimum
k-way discrepancy (say, α∗) of C, every Ra, Cb pair is α
∗-regular in terms of the
volumes, and α∗ is the smallest possible discrepancy that can be attained with
proper k-partitions. It resembles the notion of ǫ-regular pairs in the Szemere´di
regularity lemma [26], albeit with given number of vertex-clusters, which are
usually not equitable; further, with volumes, instead of cardinalities.
Historically, the notion of discrepancy together with the expander mixing
lemma was introduced for simple, regular graphs, see e.g., Alon, Spencer, Hoory,
Linial, Widgerson [2, 21], and extended to Hermitian matrices in Bolloba´s, Niki-
forov [11]. In Chung, Graham, Wilson [15], the authors use the term quasir-
andom for simple graphs that satisfy any of some equivalent properties, some
of them closely related to discrepancy and eigenvalue separation. Chung and
Graham [16] prove that for simple graphs ‘small’ discrepancy disc(G) (with our
notation, disc1(G)) is caused by eigenvalue ‘separation’: the second largest sin-
gular value (which is also the second largest absolute value eigenvalue), s1, of
the normalized adjacency matrix is ‘small’, i.e., separated from the trivial sin-
gular value s0 = 1, which is the edge of the spectrum. More exactly, they prove
disc(G) ≤ s1, hence giving some kind of generalization of the expander mixing
lemma for irregular graphs.
In the other direction, for Hermitian matrices, Bolloba´s and Nikiforov [11]
estimate the second largest singular value of an n × n Hermitian matrix A
by Cdisc(A) log n, and show that this is best possible up to a multiplicative
constant. Bilu and Linial [4] prove the converse of the expander mixing lemma
for simple regular graphs, but their key Lemma 3.3, producing this statement,
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goes beyond regular graphs. In Alon et al. [3], the authors relax the notion
of eigenvalue separation to essential eigenvalue separation (by introducing a
parameter for it, and requiring the separation only for the eigenvalues of a
relatively large part of the graph). Then they prove relations between the
constants of this kind of eigenvalue separation and discrepancy.
For a general rectangular array C of nonnegative entries, Butler [13] proves
the following forward and backward statement in the k = 1 case:
disc(C) ≤ s1 ≤ 150disc(C)(1 − 8 ln disc(C)), (4)
where disc(C) is our disc1(C) and, with our notation, s1 is the largest nontrivial
singular value of CD (he denotes is with σ2). Since s1 < 1, the upper estimate
makes sense for very small discrepancy, in particular, for disc(C) ≤ 8.868×10−5.
The lower estimate further generalizes the expander mixing lemma to rectangu-
lar matrices, but it can be proved with the same tools as in the quadratic case
(see Proposition 2 in Section 4).
So far, the overall discrepancy has been considered in the sense, that disc(C)
or disc(G) measures the largest possible deviation between the actual and ex-
pected connectedness of arbitrary (sometimes disjoint) subsets X,Y , where un-
der expected the hypothesis of independence is understood (which corresponds
to the rank 1 approximation). Note than in [13, 14], disct(G) (or AltDisct(G)
for alternating walks in directed graphs) is also introduced, which measures
the minimum possible deviation between the actual and expected number of
walks of length t between the vertex-subsets. Similar notion appears in [16],
and other notions of discrepancy are also introduced in [17]; for example, the
skew-discrepancy for directed graphs. Notwithstanding, these papers consider
variants of the overall discrepancy, which corresponds to the one-cluster situa-
tion.
My purpose is, in the multicluster scenario, to find similar relations between
the minimum k-way discrepancy and the SVD of the normalized matrix, for
given k. In one direction, in Section 2, I will prove the following.
Theorem 1 For every non-decomposable contingency table C and integer 1 ≤
k ≤ rank(C),
sk ≤ 9disck(C)(k + 2− 9k ln disck(C)),
provided disck(C) < 1, where sk is the kth largest non-trivial singular value of
the normalized table Cnor introduced in (1).
Note that disck(C) = 0 only if C has a block structure with k row- and
column-blocks, in which case sk = 0 also holds. Likewise, disck(C) < 1 is
not a peculiar requirement, since in view of sk < 1, the upper bound of the
theorem has relevance only for disck(C) much smaller than 1; for example, for
disc1(C) ≤ 1.866 × 10−3, disc2(C) ≤ 8.459 × 10−4, disc3(C) ≤ 5.329 × 10−4,
etc.
In the other direction, in Theorem 7 of [10], I showed that (under some
balancing conditions on the margins and cluster sizes) a bit modified version of
this k-way discrepancy is O(
√
2kSk+sk), where Sk is the sum of the squareroots
of the k-variances of the optimal row- and column-representatives (they depend
on the normalized singular vectors corresponding to s1, . . . , sk−1). In fact, Sk
the smaller, the larger the gap between sk and sk−1 is. I will better explain
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this notion in Section 3. There I will also illustrate that Sk = 0 holds in many
special cases, and consequently, my upper estimate for the k-way discrepancy
boils down to Bsk with some absolute constant B. For example, in the simple
graph case, when k = 2 and our graph is bipartite, biregular, the discrepancy
between the two independent vertex-sets is estimated from above with Bs2 by
my result, and, up to a constant factor, this is the same as the estimate proved
in Evra et al. [18]. In Section 3, I will also mention some spectral relations to
the weak Szemere´di regularity lemma [12, 19, 20, 25].
2 Proof of Theorem 1
Before proving the theorem, I encounter some lemmas of others that I will use,
possibly with some modifications.
Lemma 3 of Bolloba´s and Nikiforov [11] is the key to prove their main result.
This lemma states that to every 0 < ε < 1 and vector x ∈ Cn, ‖x‖ = 1, there ex-
ists a vector y ∈ Cn such that its coordinates take no more than ⌈8πε ⌉ ⌈4ε log 2nε ⌉
distinct values and ‖x − y‖ ≤ ε. This is why logn appears in their estimate
for the second largest singular value of an n × n Hermitian matrix. Since I
do not want to appear the log-sizes in my estimate in the miniature world of
[0, 1], I will rather use the construction of the following lemma, which is indeed
a consequence of Lemma 3 of [11].
Lemma 1 (Lemma 3 of Butler [13]) To any vector x ∈ Cn, ‖x‖ = 1 and
diagonal matrix D of positive real diagonal entries, one can construct a step-
vector y ∈ Cn such that ‖x −Dy‖ ≤ 13 , ‖Dy‖ ≤ 1, and the nonzero entries of
y are of the form
(
4
5
)j
e
ℓ
29
2πi with appropriate integers j and ℓ (0 ≤ ℓ ≤ 28).
Note that starting with an x of real coordinates, we do not need all the 29 values
of ℓ, only two of them will show up, as it follows from a better understanding
of the construction of [13]. In fact, by the idea of [11], j’s come from dividing
the coordinates of D−1x/‖D−1x‖ in decreasing absolute values into groups,
where the cut-points are powers of 45 . With the notation x = (xs))
n
s=1, if xs
is in the j-th group, then the corresponding coordinate of the approximating
complex vector y = (ys)
n
s=1 is as follows. If xs = 0, then ys = 0, otherwise ys =(
4
5
)j
e(⌊
29θ
2π
⌋/29)2πi, where θ is the argument of xs, 0 ≤ θ < 2π, and therefore,
ℓ = ⌊ 29θ2π ⌋ is an integer between 0 and 28. However, when the coordinates of x
are real numbers, then only the values 0 and 14 of ℓ can occur, since θ can take
only one of the values 0 or π, depending on whether xs is positive or negative.
We will intensively use this observation in our proof.
Lemma 2 (Lemma 4 of Butler [13]) Let M be a matrix with largest singu-
lar value σ and corresponding unit-norm singular vector pair v,u. If x and y
are vectors such that ‖x‖ ≤ 1, ‖y‖ ≤ 1, ‖v − x‖ ≤ 13 , ‖u − y‖ ≤ 13 , then
σ ≤ 92 〈x,My〉.
Note that, in our case,M is a real matrix and so, v,u have real coordinates;
still, the approximating (step-vectors) x,y may have complex coordinates, and
so, 〈., .〉 denotes the (possibly complex) inner product. Note that in the posses-
sion of real (column) vectors x,y and matrix M, 〈., .〉 can be written in terms
of matrix-vector multiplications with transpositions: 〈x,My〉 = xTMy.
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Proof (of the main theorem). Assume that α := disck(C) < 1 and it is attained
with the proper k-partitionR1, . . . , Rk of the rows and C1, . . . , Ck of the columns
of C; i.e., for every Ra, Cb pair and X ⊂ Ra, Y ⊂ Cb we have
|c(X,Y )− ρ(Ra, Cb)Vol(X)Vol(Y )| ≤ α
√
Vol(X)Vol(Y ). (5)
Our purpose is to put Inequality (5) in matrix form by using indicator vectors
and introducing the m× n auxiliary matrix
F = C−DrowRDcol, (6)
where R = (ρ(Ra, Cb)) is the m × n block-matrix of k × k blocks with entries
equal to ρ(Ra, Cb) over the block Ra × Cb. With the indicator vectors 1X and
1Y of X ⊂ Ra and Y ⊂ Cb, Inequality (5) has the following equivalent form:
|〈1X ,F1Y 〉| ≤ α
√
〈1X ,C1n〉〈1m,C1Y 〉 (7)
where 1n denotes the all 1’s vector of size n and 〈., .〉 denotes the (possibly
complex) inner product. Note that in the possession of real (column) vectors
and matrices, 〈., .〉 can be written in terms of matrix-vector multiplications
with transpositions; for example, 〈1X ,F1Y 〉 = 1TXF1Y . At the same time,
Equation (6) yields
D−1/2row FD
−1/2
col = D
−1/2
row CD
−1/2
col −D1/2rowRD1/2col = Cnor −D1/2rowRD1/2col .
Since the rank of the matrix D
1/2
rowRD
1/2
col is at most k, by Theorem 3 of Thomp-
son1 [27], describing the effect of rank k perturbations for the singular values,
we obtain the following upper estimate for sk, that is the (k + 1)th largest
(including the trivial 1) singular value of Cnor:
sk ≤ smax(D−1/2row FD−1/2col ) = ‖D−1/2row FD−1/2col ‖,
where ‖.‖ denotes the spectral norm.
Let v ∈ Rm be the left and u ∈ Rn be the right unit-norm singular vector
corresponding to the maximal singular value of D
−1/2
row FD
−1/2
col , i.e.,
|〈v, (D−1/2row FD−1/2col )u〉| = ‖D−1/2row FD−1/2col ‖.
In view of Lemma 1, there are stepwise constant vectors x ∈ Cm and y ∈ Cn
such that ‖v −D1/2rowx‖ ≤ 13 and ‖u−D
1/2
col y‖ ≤ 13 ; further, ‖D
1/2
rowx‖ ≤ 1 and
‖D1/2col y‖ ≤ 1. Then Lemma 2 yields
‖D−1/2row FD−1/2col ‖ ≤
9
2
∣∣∣〈(D1/2rowx), (D−1/2row FD−1/2col )(D1/2col y)〉∣∣∣ = 92 |〈x,Fy〉|.
Now we will use the construction in the proof of the Lemma 3 [13] in the special
case when the vectors v = (vs))
m
s=1 and u = (us))
n
s=1, to be approximated, have
1Actually, Thompson stated the theorem for square matrices, but in the possession of
a rectangular one, we can supplement it with zero rows or columns to make it quadratic;
further, the nonzero singular values of the so obtained square matrix are the same as those
of the rectangular, supplemented with additional zero singular values that will not alter the
shifted interlacing facts.
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real coordinates. Therefore, only the following three types of coordinates of the
approximating complex vectors x = (xs))
m
s=1 and y = (ys)
n
s=1 will appear. If
vs = 0, then xs = 0 too; if vs > 0, then xs = (
4
5 )
j with some integer j; if vs < 0,
then xs = (
4
5 )
je
28
29
πi with some integer j. Likewise, if us = 0, then ys = 0 too;
if us > 0, then ys = (
4
5 )
ℓ with some integer ℓ; if us < 0, then ys = (
4
5 )
ℓe
28
29
πi
with some integer ℓ. With these observations, the step-vectors x and y can be
written as the following finite sums with respect to the integers j and ℓ:
x =
∑
j
(
4
5
)jx(j), x(j) =
k∑
a=1
(1Xja1 + e
28
29
πi1Xja2), where
Xja1 = {s : xs = (4
5
)j , s ∈ Ra} and Xja2 = {s : xs = (4
5
)je
28
29
πi, s ∈ Ra};
likewise,
y =
∑
ℓ
(
4
5
)ℓy(ℓ), y(ℓ) =
k∑
b=1
(1Yℓb1 + e
28
29
πi1Yℓb2), where
Yℓb1 = {s : ys = (4
5
)ℓ, s ∈ Cb} and Yℓb2 = {s : ys = (4
5
)ℓe
28
29
πi, s ∈ Cb}.
Then
|〈x(j),Fy(ℓ)〉| ≤
k∑
a=1
k∑
b=1
2∑
p=1
2∑
q=1
∣∣〈1Xjap ,F1Yℓbq 〉∣∣
(7)
≤
k∑
a=1
k∑
b=1
2∑
p=1
2∑
q=1
α
√
〈1Xjap ,C1n〉〈1m,C1Yℓbq 〉
≤ α2k
√√√√ k∑
a=1
k∑
b=1
2∑
p=1
2∑
q=1
〈1Xjap ,C1n〉〈1m,C1Yℓbq 〉
= 2kα
√√√√〈 k∑
a=1
2∑
p=1
1Xjap ,C1n〉〈1m,C
k∑
b=1
2∑
q=1
1Yℓbq 〉
= 2kα
√
〈|x(j)|,C1n〉〈1m,C|y(ℓ)|〉,
(8)
where in the first inequality we used that |e 2829πi| = 1, in the second one we used
(7), while in the last one, the Cauchy–Schwarz inequality with 4k2 terms. We
also introduced the notation |z| = (|zs|)ns=1 for the real vector, the coordinates of
which are the absolute values of the corresponding coordinates of the (possibly
complex) vector z. In the same spirit, let |M| denote the matrix whose entries
are the absolute values of the corresponding entries of M (we will use this only
for real matrices). With this formalism, this is the right moment to prove the
following inequalities that will be used soon to finish the proof:∑
ℓ
|〈x(j),Fy(ℓ)〉| ≤ 2〈|x(j)|,C1n〉,
∑
j
|〈x(j),Fy(ℓ)〉| ≤ 2〈1m,C|y(ℓ)|〉. (9)
6
Since the two inequalities are of the same flavor, it suffices to prove only the
first one. Note that it is here, where we use the exact definition of F as follows.∑
ℓ
|〈x(j),Fy(ℓ)〉| ≤ 〈|x(j)|, |F|
∑
ℓ
|y(ℓ)|〉
≤ 〈|x(j)|, (C+DrowRDcol)1n〉| = 2〈|x(j)|,C1n〉
because |y(ℓ)| is a 0-1 vector andC+DrowRDcol is a (real) matrix of nonnegative
entries. We also used that the ith coordinate of the vector (C+DrowRDcol)1n
for i ∈ Ra is
drow,i
(
1 +
k∑
b=1
ρ(Ra, Cb)Vol(Cb)
)
= 2drow,i
(here we utilized that the sum of the entries of C is 1), and therefore,
(C+DrowRDcol)1n = 2C1n.
Finally, we will finish the proof with similar calculations as in [13]. Let us
further estimate
〈x,Fy〉 =
∑
j
∑
ℓ
〈(4
5
)jx(j),F(
4
5
)ℓy(ℓ)〉.
Put γ := log4/5 α; in view of α < 1, γ > 0 holds. Then we divide the above
summation into three parts as follows.
|〈x,Fy〉| ≤
∑
j
∑
ℓ
(
4
5
)j+ℓ|〈x(j),Fy(ℓ)〉|
=
∑
|j−ℓ|≤γ
(a)
(
4
5
)j+ℓ|〈x(j),Fy(ℓ)〉|+
∑
j−ℓ>γ
(b)
(
4
5
)j+ℓ|〈x(j),Fy(ℓ)〉|+
∑
j−ℓ<−γ
(c)
(
4
5
)j+ℓ|〈x(j),Fy(ℓ)〉|.
The three terms are estimated separately. Term (a) can be bounded from above
as follows:
∑
|j−ℓ|≤γ
(
4
5
)j+ℓ|〈x(j),Fy(ℓ)〉|
(8)
≤ 2kα
∑
|j−ℓ|≤γ
√
(
4
5
)2j〈|x(j)|,C1n〉(4
5
)2ℓ〈1m,C|y(ℓ)|〉
(∗)
≤ kα
∑
|j−ℓ|≤γ
[
(
4
5
)2j〈|x(j)|,C1n〉+ (4
5
)2ℓ〈1m,C|y(ℓ)|〉
]
(∗∗)
≤ kα(2γ + 1)

∑
j
(
4
5
)2j〈|x(j)|,C1n〉+
∑
ℓ
(
4
5
)2ℓ〈1m,C|y(ℓ)|〉

 ,
(∗∗∗)
≤ 2kα(2γ + 1),
where in the first inequality, the estimate of (8) and in (*), the geometric-
arithmetic mean inequality were used; (**) comes from the fact that in summa-
tion (a), for fixed j or ℓ, any term can show up at most 2γ+1 times, and (***)
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is due to the easy observation that
∑
j
(
4
5
)2j〈|x(j)|,C1n〉 = ‖D1/2rowx‖2 ≤ 1,
∑
ℓ
(
4
5
)2ℓ〈1m,C|y(ℓ)|〉 = ‖D1/2col y‖2 ≤ 1.
(10)
Terms (b) and (c) are of similar appearance (the role of j and ℓ is symmetric in
them), therefore, we will estimate only (b). Here j−ℓ > γ, yielding j+ℓ > 2ℓ+γ.
Therefore,
∑
j−ℓ>γ
(
4
5
)j+ℓ|〈x(j),Fy(ℓ)〉| ≤
∑
ℓ
(
4
5
)2ℓ+γ
∑
j
|〈x(j),Fy(ℓ)〉|
(9)
≤
∑
ℓ
(
4
5
)2ℓ+γ2〈1m,C|y(ℓ)|〉
= 2(
4
5
)γ
∑
ℓ
(
4
5
)2ℓ〈1m,C|y(ℓ)|〉
(10)
≤ 2(4
5
)γ .
where, in the second and third inequalities, (9) and (10) were used. Conse-
quently, (c) can also be estimated from above with 2(45 )
γ .
Collecting the so obtained estimates together, we get
sk ≤ 9
2
|〈x,Fy〉| ≤ 9
2
[
2kα(2γ + 1) + 4(
4
5
)γ
]
= 9α
[
2k
lnα
ln 45
+ k + 2
]
≤ 9α[2k(−4.5) lnα+ k + 2] = 9α(k + 2− 9k lnα),
that was to be proved. For k = 1, our upper bound is tighter than that of (4).
3 Some weaker results
Now about our first attempts to prove something like Theorem 1, because they
may be informative for the reader.
• First we wanted to use Lemma 3 of Bolloba´s and Nikiforov [11], since, in
addition, it specifies the number of distinct coordinates of the approxi-
mating step-vector. This lemma states that to every 0 < ε < 1 and vector
x ∈ Cn, ‖x‖ = 1, there is a vector y ∈ Cn such that its coordinates take
no more than ⌈
8π
ε
⌉⌈
4
ε
log
2n
ε
⌉
(11)
values and ‖x− y‖ ≤ ε.
Note that this lemma implies Lemma 3 of Butler [13], which states that to
any unit-norm vector x ∈ Cn and diagonal matrix D of positive diagonal
entries, one can construct a step-vector y ∈ Cn such that ‖x −Dy‖ ≤ ε
and ‖Dy‖ ≤ 1. Even the construction of the two lemmas are similar.
In our case, x ∈ Rn and we need 1/3 precision. Given the diagonal matrix
D of positive diagonal entries, we will now construct a step-vector y of
complex entries such that ‖x − Dy‖ ≤ 1/3, by merely using Lemma 3
of [11]. First set f := ‖D−1x‖ and d := ‖D‖ = maxi di. Then, by [11],
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to the unit-norm vector D−1x/f and to 0 < ε < 1 there is a step-vector
y ∈ Cn, with the same number of different coordinates as in (11), such
that ∥∥∥∥D−1xf − y
∥∥∥∥ ≤ ε.
The step-vector z = fy ∈ Cn, with the same number of different coordi-
nates as in y, will do for us, since with an appropriate ε we can reach that
‖x−Dz‖ ≤ 13 . Indeed,
ε ≥
∥∥∥∥D−1xf − zf
∥∥∥∥ = 1f ‖D−1(x−Dz)‖ ≥ 1f mini 1di ‖x−Dz‖ =
1
fd
‖x−Dz‖.
Therefore,
‖x−Dz‖ ≤ fdε = 1
3
holds with ε = 13fd that cannot exceed
1
3 , since fd ≥ 1. This can be seen
from the following argument:
1 = ‖x‖ = ‖DD−1x‖ ≤ ‖D‖ · ‖D−1x‖ = df.
Eventually, by the construction of [11], |yj| ≤ |xj |djf , j = 1, . . . , n. Therefore,
|zj| = f |yj| ≤ |xj|dj , and |djzj| ≤ |xj |, ∀j. Consequently, ‖Dz‖ ≤ ‖x‖ = 1.
The main implication of this fact is that the maximal number of distinct
coordinates of the step-vector in Lemma 3 of [13] is also of order logn,
and we wanted to make use of this fact in the first attempts of the proof
of some backward statement. For this purpose, we managed to prove the
following lemma, inspired by Lemma 4 of [11], though, in a more general
setup. We will give the proof too, since it may be of interest for its own
right.
Lemma 3 Let C be an m×nmatrix of nonnegative real entries and let the
rows and columns have positive real weights dr,i’s and dc,j’s (independently
of the entries of C), which are collected in the main diagonals of the m×m
and n×n diagonal matrices Dr and Dc, respectively. Let R1, . . . , Rk and
C1, . . . , Cℓ be proper partitions of the rows and columns; further, x ∈ Cm
and y ∈ Cn be stepwise constant vectors having equal coordinates over
the index sets corresponding to the partition members of R1, . . . , Rk and
C1, . . . , Cl, respectively. The k × ℓ real matrix C′ = (c′ab) is defined by
c′ab :=
c(Ra, Cb)√
VOL(Ra)VOL(Cb)
, a = 1, . . . k; b = 1, . . . , ℓ,
where c(Ra, Cb) is the usual cut of C between Ra and Cb, whereas VOL(Ra) =∑
i∈Ra
dr,i and VOL(Cb) =
∑
j∈Cb
dc,j. Then
|〈x,Cy〉| ≤ ‖C′‖ · ‖D1/2r x‖ · ‖D1/2c y‖,
where ‖C′‖ denotes the spectral norm, that is the largest singular value of
the real matrix C′, and the squared norm of a complex vector is the sum
of the squares of the absolute values of its coordinates.
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Note that here the row- and column-weights have nothing to do with the
entries of C, and the volumes are usually not the ones defined in Section 1;
this is why they are denoted by VOL instead of Vol.
Proof of Lemma 3 For the distinct coordinates of x and y we introduce
xi :=
x′a√
VOL(Ra)
if i ∈ Ra and yj := y
′
b√
VOL(Cb)
if j ∈ Cb
with x′a and y
′
b that are coordinates of x
′ ∈ Ck and y′ ∈ Cl. Obviously,
‖D1/2r x‖ = ‖x′‖ and ‖D1/2c y‖ = ‖y′‖. Then, using ¯ for the complex
conjugation,
|〈x,Cy〉| =
∣∣∣∣∣∣
m∑
i=1
n∑
j=1
xiy¯jcij
∣∣∣∣∣∣ =
∣∣∣∣∣
k∑
a=1
l∑
b=1
x′a√
VOL(Ra)
y¯′b√
VOL(Cb)
c(Ra, Cb)
∣∣∣∣∣
=
∣∣∣∣∣
k∑
a=1
l∑
b=1
x′ay¯
′
bc
′
ab
∣∣∣∣∣ = |〈x′,C′y′〉| ≤ smax(C′) · ‖x′‖ · ‖y′‖
= ‖C′‖ · ‖D1/2r x‖ · ‖D1/2c y‖
by the well-known extremal property of the largest singular value, which
finishes the proof.
Using this lemma and the starting steps of the proof of Theorem 1, with
the matrix F defined in (6) and the constructed step-vectors x ∈ Cm,
y ∈ Cn, we have
sk ≤ ‖D−1/2row FD−1/2col ‖ ≤
9
2
|〈x,Fy〉|.
We also know from [11] and the preliminary argument that x takes on
at most r1 = Θ(logm), and y takes on at most r2 = Θ(logn) distinct
values, which define the proper partitions P1, . . . , Pr1 of the rows and
Q1, . . . , Qr2 of the columns. Let us consider the subdivision of them with
respect to R1, . . . , Rk and C1, . . . , Ck. In this way, we obtain the proper
partition P ′1, . . . , P
′
ℓ1
of the rows and Q′1, . . . , Q
′
ℓ2
of the columns with at
most ℓ1 = kr1 and ℓ2 = kr2 parts.
Now, we apply Lemma 3 to the matrix F and to the step-vectors x and y,
which are also stepwise constant with respect to the above partitions. The
row-weights and column-weights are the drow,i’s and dcol,j’s, respectively.
In view of the lemma, the entries of the ℓ1 × ℓ2 matrix F′ are
f ′ab :=
f(P ′a, Q
′
b)√
Vol(P ′a)Vol(Q
′
b)
and
|〈x,Fy〉| ≤ ‖F′‖ · ‖D1/2rowx‖‖D1/2col y‖ ≤ ‖F′‖.
But by a well-known linear algebra fact,
‖F′‖ = smax(F′) ≤
√
ℓ1ℓ2 max
a∈{1,...,ℓ1}
max
b∈{1,...,ℓ2}
|f ′ab| ≤ ℓ · discR1,...,Rk
C1,...,Ck
(C),
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where ℓ =
√
ℓ1ℓ2 and we used Formula (2) for the discrepancy. Conse-
quently,
sk ≤ 9
2
ℓdisck(C)
follows. The drawback is that the upper bound contains ℓ = k
√
r1r2 which
is of order
√
logm logn. Therefore, we prefer the estimate of Theorem 1
that does not contain the sizes of C.
• Another dead-end was the attempt with the following matrix E instead
of F of (6):
E = C−DrowCˆDcol, (12)
where Cˆ =
∑k−1
i=0 sivˆiuˆ
T
i is an m × n block-matrix of k × k blocks with
entries equal to cˆab over the block Ra × Cb. The vectors vˆi ∈ Rm and
uˆi ∈ Rn are stepwise constant over the partitions of R1, . . . , Rk of the rows
and C1, . . . , Ck of the columns of C, obtained by spectral clustering tools.
The vectors vˆi and uˆi themselves were constructed via several SVDs in the
proof of the forward statement of [10] so thatD
1/2
rowvˆi andD
1/2
col uˆi be ‘close’
to vi and ui, respectively, for i = 1, . . . , k − 1 (for i = 0, they coincide),
where vi ∈ Rm,ui ∈ Rn is the unit-norm singular vector pair correspond-
ing to si (i = 1, . . . , r). In particular, v0 = (
√
drow,1, . . . ,
√
drow,m)
T and
u0 = (
√
dcol,1, . . . ,
√
dcol,n)
T .
The point is that the so-called error matrix E is close to the matrix
D
1/2
row(Cnor −
∑k−1
i=0 siviu
T
i )D
1/2
col , and ‖Cnor −
∑k−1
i=0 siviu
T
i ‖ = sk. If
now x ∈ Cm and y ∈ Cn are step-vectors such that ‖D1/2rowx‖ ≤ 1,
‖vk −D1/2rowx‖ ≤ 13 and ‖D
1/2
col y‖ ≤ 1, ‖uk −D1/2col y‖ ≤ 13 , then,
sk ≤ 9
2
〈(D1/2rowx), (D−1/2row CD−1/2col −
k−1∑
i=0
siviu
T
i )(D
1/2
col y)〉.
Here the upper bound is very close to 92 |〈x,Ey〉|. The problem is that
〈1X ,E1Y 〉 cannot be directly related to the discrepancy, like 〈1X ,F1Y 〉.
However, F and E are very ‘close’ to each other, since comparing Formu-
las (6) and (12), the difference between the corresponding entries of the
block-matrices R and Cˆ is
|ρ(Ra, Cb)− cˆab| = 1
Vol(Ra)Vol(Cb)
∣∣∣∣∣∣
∑
i∈Ra
∑
j∈Cb
ηij
∣∣∣∣∣∣ ,
which is the density of the error matrix E = (ηij) between Ra and Cb. If
this is small enough, we may expect a finer upper estimate for sk, based
on E.
4 Conclusions and applications
4.1 Undirected graphs
The notion of multiway discrepancy naturally extends to edge-weighted graphs.
A weighted undirected graph G = (V,W) is uniquely characterized by its
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weighted adjacency matrix W, which is symmetric of nonnegative entries and
zero diagonal. D = diag(d1, . . . , dn) is the diagonal degree-matrix (di =
∑n
j=1 wij),
Vol(U) =
∑
i∈U di is the volume of U ⊂ V , and for simplicity we assume that∑n
i=1 di = 1; it does not hurt the generality, because neither the normalized ma-
trixWD = D
−1/2WD−1/2, nor the multiway discrepancies to be introduced are
affected by the scaling of W. In case of a simple graph, WD is the normalized
adjacency matrix. Definition 1 extends to this case as follows.
Definition 2 The multiway discrepancy of the undirected, weighted graph G =
(V,W) in the proper k-partition V1, . . . , Vk of its vertices is
disc(G;V1, . . . , Vk) = max
1≤a≤b≤k
X⊂Va, Y⊂Vb
|w(X,Y )− ρ(Va, Vb)Vol(X)Vol(Y )|√
Vol(X)Vol(Y )
.
The minimum k-way discrepancy of the undirected weighted graph G = (V,W)
is
disck(G) = min
V1,...,Vk
disc(G;V1, . . . , Vk).
A result, analogous to that of Theorem 1 can now be formulated in terms of
the normalized modularity matrix of G, defined in [8] as follows. Denoting by
d = (d1, . . . , dn)
T the degree-vector (of entries summing to 1), the so-called
modularity matrix is M =W−ddT , the (i, j) entry of which just measures the
deviation of wij (actual connection of vertices i and j) from didj (their connec-
tion under independent attachment with the vertex-degrees as probabilities).
With the notation
√
d = (
√
d1, . . . ,
√
dn)
T , the normalized modularity matrix is
MD = D
−1/2MD−1/2 =WD −
√
d
√
d
T
.
The spectrum of MD is in the [-1,1] interval, and 0 is always an eigenvalue
with unit-norm eigenvector
√
d. All the other eigenvalues are the same as
those of WD, except the trivial one. Indeed, 1 is a single eigenvalue of WD
with corresponding unit-norm eigenvector
√
d, provided W is irreducible. This
becomes a zero eigenvalue of MD with the same eigenvector. In [9], I denoted
the eigenvalues of MD in decreasing absolute values by |µ1| ≥ · · · ≥ |µn−1| ≥
µn = 0. Then the absolute values of the eigenvalues ofWD are 1 = µ0 ≥ |µ1| ≥
· · · ≥ |µn−1|, and they are also the singular values: sk = |µk|, k = 0, . . . , n− 1.
Proposition 1 Let G = (V,W) be an edge-weighted, undirected graph. Then
|µk| ≤ 9disck(G)(k + 2− 9k ln disck(G)), (13)
where µk is the k-th largest absolute value eigenvalue of the normalized modu-
larity matrix MD (k = 1, . . . , n− 1).
Recall that Bilu and Linial [4] prove the following converse of the expander
mixing lemma for d-regular simple graphs on n vertices. Assume that for any
disjoint vertex-subsets S, T : |e(S, T ) − |S||T |dn | ≤ α
√
|S||T |. Then all but the
largest adjacency eigenvalue of G are bounded (in absolute value) by O(α(1 +
log dα )). Note that for a d-regular graph the adjacency eigenvalues are d times
larger than the normalized adjacency ones, and the deviation between e(S, T )
and the one what is expected in a random d-regular graph, is also proportional
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to our (1-way) discrepancy in terms of the volumes. Though they use disjoint
subsets S, T , their upper estimate for the absolute value of the second largest
(in absolute value) eigenvalue with the (1-way) discrepancy α is Cα(1−A logα)
with some absolute constants A,C. Hence, the upper estimate of (4) or that
of (13) in the k = 1 case are reminiscent of this.
In the other direction, for the k = 1 case, a straightforward generalization
of the expander mixing lemma for irregular graphs is the following.
Proposition 2
disc(G) = disc1(G) ≤ ‖MD‖ = s1 = |µ1|,
where ‖MD‖ is the spectral norm of the normalized modularity matrix of G.
Though, with different notation (sometimes even a stronger version of it) is
proved in [7, 13, 16], we give another short proof here.
Proof. Via separation theorems for singular values, s1 = |µ1| is the maximum
of the bilinear form vTMDu over the unit sphere. Let X,Y ⊂ V be arbitrary,
and denote by 1X ,1Y ∈ Rn the indicator vectors of them. Then
‖MD‖ = max
‖u‖=‖v‖=1
|vTMDu| ≥
∣∣∣∣∣
(
D1/21X
‖D1/21X‖
)T
MD
(
D1/21Y
‖D1/21Y ‖
)∣∣∣∣∣
=
|1TXM1Y |
‖D1/21X‖ · ‖D1/21Y ‖
=
|w(X,Y )−Vol(X)Vol(Y )|√
Vol(X)
√
Vol(Y )
.
Taking the maxima on the right-hand side over subsets X,Y ⊂ V , the desired
relation follows. Note that the estimate is also valid if we take maxima over
disjoint X,Y pairs only.
For an arbitrary k (between 1 and rankW), in Theorem 3 of [9] we proved
that under some balancing conditions for the degrees and the cluster sizes (when
n→∞), and denoting by V1, . . . , Vk the clusters obtained by spectral clustering
(see the forthcoming explanation), the (Va, Vb) pairs areO(
√
2kSk+|µk|)-volume
regular (a 6= b) and similar statement holds for the subgraphs induced by Va’s
too. In fact, inspired by [3], there we used a bit different notation and concept
of α-volume regular pairs, namely, for every X ⊆ Va, Y ⊆ Vb we required
|w(X,Y )− ρ(Va, Vb)Vol(X)Vol(Y )| ≤ α
√
Vol(Va)Vol(Vb).
In the above formula, the right had side contains the squareroots of the volumes
of the clusters, unlike (3), which contains the squareroots of the volumes of
X and Y . However, in the spirit of the Szemere´di regularity lemma [26], if
we require (3) to hold only for X,Y ’s satisfying Vol(X) ≥ εVol(Vi), Vol(Y ) ≥
εVol(Vj) with some fixed ε, then the so modified k-way discrepancy, disc
′
k(G), is
O(
√
2kSk+ |µk|), and so does disck(G). Here the partition V1, . . . , Vk is defined
so that it minimizes the weighted k-variance S2k of the vertex representatives
r1, . . . , rn ∈ Rk−1 obtained as row vectors of the n× (k − 1) matrix of column
vectors D−1/2ui, where ui is the unit-norm eigenvector corresponding to µi
(i = 1, . . . , k − 1). The k-variance of the representatives is defined as
S2k(X) = min
(V1,...,Vk)
k∑
a=1
∑
j∈Va
dj‖rj − ca‖2, (14)
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where ca =
1
Vol(Va)
∑
j∈Va
djrj is the weighted center of cluster Va. It is the
weighted k-means algorithm that gives this minimum, and the point is that
the optimum Sk is just the minimum distance between the eigensubspace cor-
responding to µ0, . . . µk−1 and the one of the suitably transformed step-vectors
over the k-partitions of V . In [9] we also discussed that, in view of subspace per-
turbation theorems, the larger the gap between |µk−1| and |µk|, the smaller Sk is.
So the message is, that here the eigenvectors corresponding to the largest abso-
lute value eigenvalues have to be used, unlike usual spectral clustering methods
which automatically use the bottom eigenvalues of the Laplacian or normalized
Laplacian matrix (latter one is just I −WD). The clusters or cluster-pairs of
small discrepancy behave like expanders or bipartite expanders. In another con-
text, they resemble the generalized random or quasirandom graphs of Lova´sz,
So´s, Simonovits [23, 24].
In some special cases, Sk = 0, and then, disck(G) ≤ B|µk| = Bsk fol-
lows from the above results. In particular, Sk = 0 whenever the vectors
D−1/2u1, . . . ,D
−1/2uk−1 are step-vectors over the same proper k-partition of
the vertices. Some examples:
• If k = 1, then the unit-norm eigenvector corresponding to µ0 = 1 is
u0 =
√
d, and D−1/2u0 = 1 is the all 1’s vector. Consequently, the
variance of its coordinates is S1 = 0. But in this case, by Proposition 2,
we already know that disc(G) can be estimated from above merely by
|µ1| = s1.
• If k = 2 and G is bipartite, then µ1 = −1, s1 = 1, and S22 , i.e., the 2-
variance of the coordinates of the transformed eigenvector corresponding
to µ1 can be small if |µ2| is separated from |µ1| = 1 (see also the bipartite
expanders of [1]).
• Let k = 2 and G be bipartite, biregular on the independent vertex-subsets
V1, V2. That is, all the edge-weights within V1 or V2 are zeros, and the
0-1 weights between vertices of V1 and V2 are such that di = k1 if i ∈ V1
and di = k2 if i ∈ V2 with the understanding that |V1|k1 = |V2|k2 (both
are the total number of edges in G). It is easy to see that the unit-norm
eigenvector corresponding to the eigenvalue µ1 = −1 is u1 = D1/21V1 −
D1/21V2 , and D
−1/2u1 = 1V1 − 1V2 . Therefore, the representatives of
vertices of V1 are all 1’s, and those of V2 are−1’s, so S2 = 0. Consequently,
disc2(G) ≤ B|µ2|, with some absolute constant B. Up to a constant, this
was another proof of Lemma 3.2 of Evra et al. [18]. They call their result
expander mixing lemma for bipartite graphs, and use cardinalities instead
of volumes, but in this special case, these cardinalities are proportional to
the volumes both within V1 and V2.
• Let Gn be a generalized random graph over the symmetric k × k pat-
tern matrix P = (pab), i.e., there is a proper k-partition, V1, . . . , Vk, of
its vertices such that |Va| = na (a = 1, . . . , k),
∑k
a=1 na = n, and for
any 1 ≤ a ≤ b ≤ k, vertices i ∈ Va and j ∈ Vb are connected indepen-
dently, with the same probability pab. This is the k-cluster generalization
of the classical Erdo˝s–Re´nyi random graph, see also [23] for their general-
ized quasirandom counterparts. In [6] we characterized the adjacency and
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normalized Laplacian spectra of such graphs, that extends to their nor-
malized modularity spectra as follows: both |µk| = sk and Sk tend to zero
almost surely when when n → ∞, under some balancing conditions for
the cluster sizes (nan ≥ c with some constant c, for a = 1, . . . , k). By our
results, it also holds for the k-way discrepancy in the clustering V1, . . . , Vk.
However, this is not surprising, since this almost sure limit for the k-way
discrepancy is easily obtained with large deviation principles too, see [5].
Summarizing, in the k = 1 case: when the second singular value |µ1| = s1 is
small (much smaller than s0 = 1), then the overall discrepancy is small. But for
k > 1, a small sk is necessary, but not sufficient for a small k-way discrepancy.
In addition, Sk should be small too. With subspace perturbation theorems, it is
small if sk is much smaller than sk−1. Hence, a gap in the normalized modularity
spectrum may be an indication for the number of clusters. The two directions
together may give a hint about the optimal choice of k if a practitioner wants to
find a k-clustering of the rows and columns (or just of the vertices of a graph)
with small pairwise discrepancies. If there not exists a fairly ‘small’ k with this
property, then in the worst case scenario, the Szemere´di regularity lemma [26]
with an enormously large number of clusters (which number only depends on
the maximum pairwise discrepancy to be attained, and does not depend on n)
comes into existence. Weak versions of this lemma (where V1, . . . , Vk are not
necessarily equitable) are also available, see e.g., [12, 22].
Note that MD corresponds to the compact operator taking conditional
expectation between the margins with respect to the symmetric joint distri-
bution embodied by W. In [9] we proved that for given k, the eigenvalues
µ1, . . . , µk−1 and the corresponding eigensubspace are testable, consequently Sk
is also testable, in the sense of [12]. This is important when we have a very
large network and want to estimate these quantities based on a smaller sample
selected with an appropriate randomization from the large one. We also remark
that spectral or operator proofs of the regularity lemma, together with low-rank
constructions, are at our disposal, for example, [19, 20, 25].
4.2 Directed graphs
A directed weighted graph G = (V,W) is described by its quadratic, but usually
not symmetric weight matrix W = (wij) of zero diagonal, where wij is the
nonnegative weight of the i→ j edge (i 6= j). The row-sums dout,i =
∑n
j=1 wij
and column-sums din,j =
∑n
i=1 wij of W are the out- and in-degrees, while
Dout = diag(dout,1, . . . , dout,n) and Din = diag(din,1, . . . , din,n) are the diagonal
out- and in-degree matrices, respectively. Now Definition 1 can be formulated
as follows.
Definition 3 The multiway discrepancy of the directed, weighted graph G =
(V,W) in the in-clustering Vin,1, . . . , Vin,k and out-clustering Vout,1, . . . , Vout,k
of its vertices is
disc(G;Vin,1, . . . , Vin,k, Vout,1, . . . , Vout,k)
= max
1≤a≤b≤k
X⊂Vout,a, Y⊂Vin,b
|w(X,Y )− ρ(Vout,a, Vin,b)Volout(X)Volin(Y )|√
Volout(X)Volin(Y )
,
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where w(X,Y ) is the sum of the weights of the X → Y edges, whereas Volout(X) =∑
i∈X dout,i and Volin(Y ) =
∑
j∈Y din,j are the out- and in-volumes, respec-
tively. The minimum k-way discrepancy of the directed weighted graph G =
(V,W) is
disck(G) = min
Vin,1,...,Vin,k
Vout,1,...,Vout,k
disc(G;Vin,1, . . . , Vin,k, Vout,1, . . . , Vout,k).
Butler [13] treats the k = 1 case, and for a general k, Theorem 1 implies the
following.
Proposition 3 Let G = (V,W) be directed edge-weighted graph. Then
sk ≤ 9disck(G)(k + 2− 9k ln disck(G)),
where sk is the k-th largest nontrivial singular value of the normalized edge-
weight matrix WD = D
−1/2
out WD
−1/2
in .
We applied the SVD based algorithm to find migration patterns in the set of 75
countries, and found 3 underlying immigration and emigrationin trait clusters.
Since the algorithm is the same as for rectangular matrices, I will describe it in
the next subsection.
4.3 Back to rectangular arrays
In multivariate statistics, sometimes our data are collected in an m× n matrix
C, where the entries are frequency counts corresponding to the joint distribu-
tion of two categorized random variables (taking on m and n discrete values,
respectively). Such a C is called contingency table in statistical language, and
the data are popularly said to be cross-tabulated. The χ2 statistic, which mea-
sures the deviation from independence, is N
∑r−1
i=1 s
2
i with my notation, where
N is the (usually ‘large’) sample size, but the second factor can be ‘small’ if s1
is ‘small’, and this corresponds to the existence of a good rank 1 approximation
of C. This fact is also supported by the disc(C) = disc1(C) ≤ s1 relation.
Otherwise, one may ask, whether there exists a ‘good’ rank k approximation for
some integer 1 < k < r = rank(C), which problem is treated in correspondence
analysis by the first k dyads of the SVD of CD. However, there it is not made
exact how sk is estimated by disck(C). Our Theorem 1 says that if the mini-
mum k-way discrepancy is very ‘small’, i.e., the sub-tables Ra ×Cb behave like
independent tables in the optimal k-partitions of the rows and columns, then
sk is small too.
In the other direction, in [10], we proved the following. Given the m ×
n contingency table C, consider the spectral clusters R1, . . . , Rk of its rows
and C1, . . . , Ck of its columns, obtained by applying the k-means algorithm
for the (k − 1)-dimensional row- and column representatives, defined as the
row vectors of the matrices of column vectors (D
−1/2
row v1, . . . ,D
−1/2
row vk−1) and
(D
−1/2
col u1, . . . ,D
−1/2
col uk−1), respectively, where vi,ui is the unit norm singu-
lar vector pair corresponding to si (i = 1, . . . , k − 1). In fact, these parti-
tions minimize the weighted k-variances S2k,row and S
2
k,col of these row- and
column-representatives (see (14)). Then, under some balancing conditions for
the margins and for the cluster sizes, we proved that disck(C) ≤ B(
√
2k(Sk,row+
16
Sk,col) + sk), with some absolute constant B. This is the base of our algorithm,
with fixed k.
We remark that the correspondence analysis uses the above (k−1)-dimensional
row- and column-representatives for simultaneously plotting the row- and column-
categories in Rk−1 (k = 2, 3 or 4 in most applications), and hence, the practi-
tioner can draw conclusions from their mutual positions. For example, in mi-
croarray analysis we can plot the genes and conditions together, and the biclus-
ters obtained by k-clustering the row- and column-representatives give clusters
of the genes and the conditions such that, every gene-cluster and condition-
cluster pair behaves like a random weighted bipartite graph in the sense, that
genes and conditions of the same cluster nearly independently influence each
other, which fact may have importance for practitioners. In [10] it is also shown
that when these k-variances are very ‘small’, then our construction (described
there with the modified dyads) for the rank k approximation produces a table
of nonnegative entries. On the contrary, a drawback of correspondence analy-
sis is that the automatic low-rank approximation of the table usually contains
negative entries.
In the possession of networks or microarrays, practitioners want to find a
fairly small k, such that there is a k-cluster structure behind the table or the
graph in the sense that the subgraphs and bipartite subgraphs have ‘small’
discrepancy. It depends on the table or the graph that how small discrepancy
can be attained and with what k. The above theory tells that we have to inspect
the normalized spectra, together with spectral subspaces, since the leading ones
carry a lot of information about the smallest attainable discrepancy.
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