A novel iterative localization algorithm with high accuracy and low anchor node dependency for large-scale wireless sensor networks is proposed in this paper. At each iteration, blind nodes are located using a weighted linear least squares-based algorithm. To prevent errors in the blind nodes from propagating and accumulating throughout the network, an anchor geometric feature-based error control mechanism is used to select the nodes that participate in the localization and to estimate the localization confidence. The simulation results show that the algorithm can be used when only a few anchor nodes are involved. This algorithm is more advanced than traditional methods, which often require a large number of well-placed anchor nodes to operate appropriately. By optimizing the decision parameter v of the algorithm, the average localization error of the algorithm is approximately 0.43 meters. When the ratio of anchor nodes (the ratio of the number of anchor nodes to the number of sensor nodes in the network) is 1.25% (i.e., 5 anchor nodes for 400 sensor nodes), the received signal strength indicator (RSSI) variance is 8 dBm, and the radio range is 50 meters. A comparison of the proposed algorithm with global localization methods, including multidimensional scaling (MDS), semidefinite programming (SDP), and shortest-path access (SPA), shows that the proposed algorithm achieves higher location accuracy and stability when the number of anchor nodes is varied. The efficiency of the proposed localization algorithm is evaluated in a real sensor network, and the accuracy is high and robust to radio channel variance.
Introduction
Wireless sensor networks (WSNs) are a basic component of the Internet of Things. Based on the development of mobile computing and embedded technologies, WSNs have been widely implemented in daily applications, such as health care monitoring, natural disaster prevention, and surveillance [1] [2] [3] . Sensor network services, such as mobile sinks, geographic routing, and location-based multicasting, rely on the physical location information of sensor nodes or the phenomena of interest. One method of accessing the locations of nodes is to use the Global Positioning System (GPS). However, installing a GPS chip on every sensor node is expensive. Moreover, the GPS is not always available because of environmental or hardware limitations, such as shadowing, energy, volume, or cost issues. Therefore, efficient and inexpensive localization technologies must be developed [4, 5] .
Various WSN localization approaches have been presented in the literature. Depending on the usage of the range information between nodes, node localization approaches can be classified into range-based localization and rangefree localization. In a range-based localization method, the blind nodes estimate the distance to each anchor node and then estimate the location based on the distance to and position of the anchor nodes. Anchor nodes are a special type of sensor node with known locations, with the help of GPS, or are predeployed. Blind nodes are sensor nodes with unknown positions. To estimate distance, blind nodes use radio channel information, such as the received signal strength indicator (RSSI) [6, 7] , time of arrival (ToA) [8, 9] , time difference of arrival (TDoA) [10, 11] , angle of arrival (AoA) [12] , or some combination of these methods. The RSSI-based distance estimation is attractive because of its low cost, long range, and simplicity. After determining the distance between blind nodes and anchor nodes, multilateration technology is used for position estimation [13, 14] . Trilateration is a particular form of multilateration that utilizes three anchor nodes to calculate the location of a blind node in two dimensions. For a given WSN, to estimate the position of all blind nodes, at least three anchor nodes are required in the communication range of the blind node. For a large-scale outdoor randomly deployed WSN, a large number of anchor nodes should be deployed to guarantee that every blind node is located. However, additional anchor nodes correspond to additional costs associated with hardware, deployment, maintenance, and so on.
Iterative node localization is a novel localization method that can decrease the dependence on anchor nodes by importing a blind node leveling-up scheme [15, 16] . For iterative node localization, the located blind node is upgraded to new anchor nodes (pseudoanchor) in which the location information of the initial anchor nodes is progressively propagated to other nodes. Theoretically, all blind nodes in a network can be located with three anchor nodes under an iterative localization method. In practical localization systems, measurement noise during node ranging is inevitable, and the location of a pseudoanchor is uncertain. As other blind nodes locate themselves and refer to the pseudoanchors with uncertain locations, the localization error increases as more pseudoanchors are introduced into the localization. This process is called the error propagation problem in iterative node localization [17] . Various methods have been proposed to mitigate the propagation error. Liu et al. [18] proposed an error control mechanism that tracks the estimation error and quantifies each location estimation with a given level of uncertainty. Based on the location certainty information, the algorithm introduces a neighbor selection procedure and an update criterion. The simulation results show that the localization accuracy and robustness are significantly improved with this approach. Yang and Liu [19] proposed the concept of the quality of trilateration (QoT), which considers both the geometric relationship and ranging errors. Based on the QoT, a confidence-based iterative localization (CIL) scheme can be designed. At each stage, the CIL selectively utilizes trilaterations and reduces the likelihood of using low-confidence references, which effectively halts error propagation. Wu et al. [20] considered the error control problem for non-Gaussian noise measurements. The proposed error control algorithm estimates the location error based on nonlinear least squares residuals. Additionally, a robust formulation of error control is proposed that can reduce the accumulated error. The simulations show that more anchors, less noise, and fewer iterations reduce the localization error. Hu et al. [21] derived an upper bound of error propagation for iterative localization that works well when the precise environmental noise distribution is unavailable. The minimum upper bound is adopted to evaluate the localization result. With this method, the algorithm constructs the proper linear least squares localization with high probability. The main concept underlying these methods is the estimation of the ranging error. The algorithms exhibit good localization accuracy when the noise is precisely estimated.
In this paper, we analyze the localization problem to reduce anchor node dependency in a large-scale WSN. A novel iterative localization algorithm with an anchor geometric feature-based error control mechanism is proposed. Compared with previous research that precisely modeled the localization error during each iteration, we formulate the error control problem as a classification problem. Based on node localization data under varying ratios of anchor nodes, RSSI variances, and radio communication ranges in a randomly deployed node environment, we characterize the localization condition by considering the number of anchor nodes, the anchor positions, the distance between the anchors and blind nodes, and the spatial distribution of anchors. Additionally, a one-class support vector decisionmaker is trained based on the selected features. The simulation results show that the algorithm can be used when only a few anchor nodes are involved, which is more advanced than traditional methods that often require a large number of well-placed anchor nodes to work well. We evaluate the performance of our algorithm with different numbers of anchor nodes and RSSI variances. The results show that the algorithm efficiently solves the error propagation problem. The average localization error of the algorithm is approximately 0.43 meters when the percentage of anchor nodes is 1.25%, the RSSI variance is 8 dBm, and the radio range is 50 meters. The location accuracy is better than those of certain global localization methods, including MDS, SDP, and SPA. The efficiency of the proposed localization algorithm is evaluated in a real sensor network, and the accuracy is high and robust to radio channel variance.
The remainder of this paper is organized as follows. In Section 2, we present the RSSI channel model and the weighted linear least squares location estimator. In Section 3, we present the anchor geometric features and the proposed error control mechanism. In Section 4, we evaluate the proposed localization algorithm with simulation experiments. In Section 5, we conclude the paper.
Localization Method
In this paper, we classify wireless sensor nodes as blind nodes, anchor nodes, pseudoanchor nodes, and reference nodes based on their localization duty. These names will be discussed in the following sections, and their respective duties are explained at the beginning of the paper. Anchor nodes are nodes that can access their absolute location at the beginning of the deployment. Blind nodes are nodes that do not know their location and attempt to estimate it based on the locations of the anchor nodes. A pseudoanchor node is a blind node that has an estimated location and is upgraded to an anchor node. The location of the pseudoanchor node always has an error, and the algorithm should be designed to stop the error from propagating throughout the network. The reference node is a node used by the blind node to locate itself. Both the anchor nodes and the pseudoanchor nodes can be used as reference nodes. Journal of Sensors applications [22] . In this paper, the log-normal shadowing model is used for RSSI-based localization because of its simplicity. Let P RX denote the received power and d denote the distance between the transmitter and the receiver. Then, the log-normal shadowing model is expressed as follows:
where A is the path loss at distance d 0 , η is the path loss exponent, and N~N 0, σ 2 is a zero mean random variable with variance σ. In general, d 0 is equal to 1 meter, and η is in the range of 2 to 4. The parameters A and η should be measured through real experiments. In this paper, we conduct the experiment based on the TI CC2650 sensor node in an outdoor environment. The results are shown in Figure 1 . This channel model is used in the following section. 
The localization problem finds the optimal x, y that minimizes ε. Formula (2) is a nonlinear function, and the optimal position is iteratively calculated using a searching method, such as a gradient search, as follows:
Searching methods require an initial estimate of the position, which is difficult in real environmental applications. Therefore, we prefer to translate the problem into a linear problem that can be solved with a least squares estimator. Based on the positions of the blind node and the references, the distance between them can be expressed as follows:
where d i is the real distance, which is different from the noisy estimation distance d i . By setting reference node 1 as an origin, we obtain d
Then, for the other references, we obtain the following equation:
where i > 1. Formula (5) can be expressed in matrix form as follows:
In a real RSSI-based localization system, the real distance between nodes is never obtained. Instead, a noisy distance estimation d i is obtained. Then, matrix G can be formulated as follows:
Now, the position of the blind node is calculated as the least squares solution of (6), which is expressed as follows:
The RSSI signal is sensitive to environmental interference. The linear least squares localization solution exhibits poor accuracy when the RSSI variance is increasing. To improve the localization accuracy, a weighted linear least squares estimator is introduced, in which the solution is weighted based on the variance of the distance estimation. 
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The weighted linear least squares solution is expressed as follows:
where matrix S is the covariance matrix of G. Assuming that the positions of the references are constant and that the distance measurements are independent, matrix S is expressed as follows:
where V is the variance of each distance measurement. The weighted linear least squares localization displays increased accuracy and robustness and less complexity than traditional methods.
Error Control Method
3.1. Geometric Features of Localization. Multilateration is infeasible when three references are collinear, and it is feasible when three references are not collinear [21] . In a largescale randomly deployed WSN, the references are rarely collinear. However, this does not mean that the blind node has a good localization result for any type of anchor node position. Therefore, we conduct a simulation to investigate the relationship between the reference node geometry and localization accuracy. In the simulation, the network includes 400 wireless sensor nodes that are randomly deployed in a square area with an edge equal to 200 m. The blind node is located based on (10) , and the RSSI measurement suffers from Gaussian noise with a mean of zero and a variance of 2 dBm. Additional simulation details are presented in Table 1 .
Based on the localization results of the simulation, six typical localization situations for a single blind node with different numbers of anchor nodes are plotted in Figure 2 In this pattern, the centroid of the anchor node may be close to the real position of the blind node, but the estimated position has a large variance in the direction from the centroid to the real blind node position.
As Figure 2 shows, the number of anchor nodes affects the localization accuracy of the blind node, and the result is more accurate when the number of anchor nodes is high. We collect the number of references of each blind node and the associated localization error during the simulation. The data are plotted in Figure 3 . The number of references has a large range from 3 to 25. Additionally, for most blind nodes, the number of references ranges from 10 to 15. The localization error decreases as the number of references increases. Moreover, the localization results exhibit considerable uncertainty when the number of references is less than 5, as the anchor nodes tend to display a bad geometric pattern. In this way, the number of references can be used as a feature for predicting localization errors that are larger than a specified threshold.
Our observations show that the number of references and the reference geometric pattern significantly affect the localization accuracy. When the references are not evenly distributed around the blind node or when the number of references is less than the threshold, the localization results will exhibit considerable uncertainty. Therefore, we believe 3.2. Feature Selection. The uncertain locations of the references, the distance estimation errors, and the reference geometry are the factors that affect the localization accuracy. These features can be used to predict the localization accuracy and inform the decision-making in the blind upgrading process.
The covariance matrix is used to describe the data distribution in a higher dimension, which is an extension of the variance. In our implementation, we construct the covariance matrix based on the coordinates of the references in a 2-dimensional plane. Given a blind node, let X = x 1 , x 2 , … , x m denote the x coordinates of the references and Y = y 1 , y 2 , … , y m denote the y coordinates of the references, where m represents the number of references. The covariance matrix of X and Y is given as follows:
where cov X, Y = E X − EX Y − EY , and E X is the expectation of X. Our geometric features are based on the eigenvalue of C. We denote the larger eigenvalue as λ 1 and the smaller one as λ 2 . Then, we define a feature ALC to describe the linearity of a set of references because this linearity causes unstable localization. ALC can be expressed as follows:
When the spatial location of a set of references is located on a line, ALC is equal to 1. However, when the set of references is located on a circle, ALC is equal to 0.
To describe the uniformity of the references, we define two features ALR and ALS. ALR is expressed as follows: 
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ALS is expressed as follows:
where x c , y c represents the centroid of the references, R is the communication range of the blind node, and d i is the distance from the blind node to each reference. When the references are uniformly located around the blind node, the values of ALR and ALS tend to be 0; however, the values here are 1 and R, respectively. In addition to the previously proposed features, several basic data features used in classification applications are shown in Table 2 . These basic features work on three signal channels, which are the X coordinates of the references, the Y coordinates of the references, and the distance measurement from each reference. Based on these features, a feature space is constructed, and the importance of the features is analyzed in the following section.
In total, 25 features are extracted, but some are irrelevant or redundant features. Therefore, feature selection and feature ranking are applied to identify the important features in the feature space. Feature selection methods can be classified as the wrapper method, the embedded method, and the filter method. In this paper, we apply a two-stage feature selection procedure. First, the maximal information coefficient (MIC) is used to score each feature. Then, the 10 best features are selected to form a feature subset, and a recursive feature elimination (RFE) method is used to select the 4 best features from the subset. The MIC is a measure of the strength of the linear relationship between two variables X and Y. The basic concept of the MIC is to use the relevant mutual information (MI). To obtain the MIC score, the values of two variables are separated into different numbers of bins to construct rectangular grids with different resolutions. Thus, the distribution of the cells in each grid is the fraction of points that fall into that cell. Then, the MI statistics for each grid are calculated, and the maximum is chosen as the MIC score. The MIC of two variables X and Y is defined as follows:
where N is the sample size; x n and y n denote the number of bins for the x-and y-axes, respectively; and MI x n ,y n are the MI statistics between the variables for an x n − by − y n rectangular grid. We calculate the MIC between the feature and the localization error based on (17) . The result is used to score the corresponding feature, as shown in Figure 4 . The 10 best features with their corresponding ranks are shown in Table 3 . The features proposed in this paper yield high MIC scores and are ranked 1, 2, and 4. In addition, the feature pLen is ranked 3, which means that the number of references is highly related to the localization error. For all possible combinations of up to four of these features, we test the classification accuracy based on a support vector machine (SVM). Table 4 details the accuracy of the three best and the three worst feature combinations. The feature combination with the most accurate results (ALC, ALR, ALS, and pLen) is used for further analysis.
3.3. Error Control Algorithm. As previously noted, in a largescale WSN localization problem, the percentage of anchor nodes is expected to be small, which results in a situation in which a small percentage of blind nodes can directly communicate with the anchor nodes. However, none of the blind nodes in the network may be able to find at least three anchor nodes to derive a location. To overcome this problem, a twophase localization algorithm that includes the initialization phase and the error control phase is proposed.
Considering the small number of anchor nodes, the initialization algorithm will find a series of pseudoanchor nodes and estimate their positions based on a distance vector-hop (DV-hop) [23] distance estimation. Initially, the anchor nodes in the network broadcast a packet that contains the unique ID and position of the node and hop information (equal to 0). All the neighbors surrounding the anchor node receive the packets. The RSSI, position of the anchor node, and hop information of 1 are recorded by the one-hop neighbors, and they then broadcast another packet containing the anchor position and hop information of 1. The nodes that receive the second packet and did not receive the first packet will record the anchor position and hop information of 2, and they then begin a new broadcast. The anchor nodes that receive a packet with hop information of 1 record the unique ID and the RSSI value of the packet to form a one-hop neighbor list. This process continues until each anchor position and the associated hop information have been spread to every node in the network. The nodes that receive hop information multiple times search for the smallest number of hops for each anchor node. This process improves the accuracy of a DV-hop distance estimation and reduces network traffic.
By determining the hop information associated with each anchor node, a blind node estimates the distances by multiplying the hop information by a shared average hop distance metric. The DV-hop distance estimation suffers from large Journal of Sensors error compared with those of channel model-based methods because the localization error of the DV-hop estimation process is large. Therefore, multiple blind nodes are selected as pseudoanchor nodes in the initialization phase. The blind nodes in the one-hop range of each anchor node are the best choices of pseudoanchor nodes because one reference distance can be estimated based on the channel model. Given the one-hop neighbors of an anchor, the blind nodes are sorted by their distance to the anchor node, and the nearest n_init blind nodes are the pseudoanchor nodes. Then, the positions of these pseudoanchor nodes are estimated with (10) . The initialization phase is summarized in Algorithms 1 and 2.
In an iterative localization scenario, the position of a pseudoanchor node is uncertain. This positional error may further affect the localization of the other nodes and increase the localization error, which represents the problem of error propagation in an iterative localization scenario. Therefore, an error control procedure must be implemented to improve the localization performance. In this paper, we use an error control method based on the neighboring geometric features 0.843 Blind node j begins localization by broadcasting a packet containing a localization request and its unique ID. The neighbor of the target that received the request packet will return a location packet that contains the position of the node and the node type. The target collects all the location packets and the associated RSSI during the communication. Then, the target counts the number of anchor nodes in its neighborhood, which is denoted as pLen. If the value of pLe n is greater than or equal to 3 (which is the minimum requirement for multilateration), the target calculates its geometric features (ALC j , ALR j , and ALS j ). Before calculating the features, the target should first estimate the distance to the anchors based on the RSSI values via (1). After determining the distances and positions of the anchor nodes, the geometric features of the current target node are estimated using (13), (14) , and (15) .
After discovering the current geometric features, a oneclass support vector classifier is used for the localization decision. Conventional binary classification methods require both positive and negative training samples. However, guaranteeing that most of the negative states are included in the training is difficult. The OC-SVM differs from traditional classifiers in that only one class of training samples is required. The OC-SVM has demonstrated good performance for anomaly and fault detection.
By detecting anomalies during location estimation, we treat the error control problem as a one-class classification problem in which the OC-SVM is used with a linear kernel to detect good reference geometries and reject the others. The OC-SVM maps the input samples to a highdimensional feature space with a kernel function and then searches for a hyperplane to separate the mapping points from the origin (in this feature space) [24, 25] . We take the training set D = p i , p i ∈ R K , AND 1 ≤ i ≤ n where p i represents the ith training sample, K is the number of visual features, and n denotes the total number of samples. A kernel function ϕ is assumed, and it maps from the original space R K to the infinite dimensional space χ, which satisfies ϕ p i ∈ χ. Thus, the hyperplane is used to perform the following classification:
where w is the normal vector of the hyperplane, ρ represents the interval between the hyperplane and the original point, ξ i is the slack variable corresponding to the ith sample that punishes the points that deviate from the hyperplane, and v ∈ 0, 1 indicates the compromise between the maximum interval and the penalty term. A Lagrange function is used to derive the hyperplane, and the decision equation is obtained as follows:
If f p ≥ 0, then p is assigned to the targets; otherwise, p is assigned to false alarms. Journal of Sensors
Localization Simulation
In this section, the localization algorithm described above is validated with a simulation experiment. First, we conduct a simulation in a grid sensor deployment that directly assesses the performance of the error control. Then, we further examine the algorithm performance in different environmental conditions for a randomly deployed sensor arrangement, including the number of anchor nodes, radio communication range, and RSSI variance. Finally, we compare the proposed algorithm to several global localization methods. In the simulation, 400 sensor nodes are deployed in a 2D square environment with an edge length equal to 200 meters. The details of the simulation parameters are shown in Table 1 . Not all the simulations in this section follow the value settings in the table. The differences will be described in the specific simulations.
Performance Metrics.
The localization error in a 2D plane is defined as follows:
where x i , y i is the true ground position of the blind node, andx i ,ŷ i is the estimated position. The relative localization error is defined as follows:
where M is the number of blind nodes and R is the radio communication range. This relative localization error is used to analyze the algorithm performance for different radio communication ranges R. The Cramer-Rao lower bound derived in [26] is used to evaluate the algorithm. Based on the log-normal channel model, the Fisher information matrix is as follows:
and
where m is the number of anchor nodes. Then, the CramerRao lower bound is given as follows: Figure 5 shows a heat map of the direct localization results. In the figure, each square represents a sensor node, and the center of the square is the true ground position of the node. The square with a white background and a triangle in its center is an anchor node, and the other colored squares are blind nodes. Different colors are used to represent the localization error of each blind node, as indicated by the color bar on the right. Large localization errors are reflected by colors close to magenta, which represents an error of two meters, and the black-colored squares have a localization error larger than two meters. The two subfigures display the localization error when the number of anchor nodes is equal to 3 and 10. Additionally, in each anchor node scheme, we present four stages of localization results, in which the percentage of located blind nodes is 25%, 50%, 75%, and 100%. As the figure shows, in the 100% stage, all the blind nodes in the network are located for each scheme, and the localization error is less than two meters, with the exception of a node in the corner of scheme (a). The localization starts from the neighborhood of the anchor nodes and then spreads all over the network. Certain blind nodes that have large localization error in the early stage exhibit a good localization result by the end of the localization. During the localization, a blind node with a bad localization result can be found and relocated with a better reference combination, thereby representing the effect of the proposed error control method. This method recognizes a bad localization condition based on the geometric features of the anchor node and improves the localization result by selecting a good reference combination.
Evaluation of Decision Parameter v.
The localization results shown in Section 4.2 can be further improved by tuning the localization parameter v, as discussed in Section 3.3. Simulation experiments are conducted to determine the effect of parameter v on the localization accuracy of the proposed algorithm. Figure 6 shows the localization error for parameter v when the RSSI variance is σ = 8. Additionally, four different anchor node schemes denoted as NA (number of anchor nodes) are considered to examine parameter v. Figure 6 shows that the error has a minimum value when v varies from 0.1 to 1. When v = 0, the algorithm makes looser localization decisions, which means that more blind nodes will be located, even if the associated location confidence is bad. When v = 1, the algorithm makes strict decisions. Figure 6 shows that the algorithm obtains the minimum localization error when parameter v is equal to 0.5 and that this value is stable for four different numbers of anchor nodes when the RSSI variance is equal to 8 dBm. Figure 7 plots the cumulative distribution function of localization errors for different numbers of anchor nodes and shows that the proposed error control algorithm (the curve with upward triangular markers) can largely increase the localization accuracy compared with the iterative localization algorithm 9 Journal of Sensors without error control (the curve with dot markers). The value in the legend is the ratio of anchor nodes (1.25% represents 5 anchor nodes for 400 sensor nodes). The localization error decreases with an increase in the number of anchor nodes.
Comparison with the Nonerror Control Method.
However, when the ratio of anchor nodes is larger than 2.5% (the number of anchor nodes is larger than 10), the performance gradually improves as the number of anchor nodes (24)) when the ratio of anchor nodes is equal to 5% (20 anchor nodes).
4.5. Evaluation of the RSSI Variance σ. Equation (8) displays that the variances in localization errors are caused by the variances in the ranging method. The ranging method used in the proposed algorithm is RSSI based. Therefore, the RSSI variances affect the uncertainty of the localization results. Simulation experiments are conducted, and the results are shown in Figure 8 . We set the RSSI variances to range from 1 dBm to 10 dBm and set the means of the RSSI errors to zero. We also vary the number of anchor nodes (indicated by NA) and the radio communication range (indicated by R). The results show that the accuracy of the algorithm gradually decreases as the value of σ increases. Increases in the environmental variance will cause variance in the RSSI signal, produce noise in the ranging results, and affect the localization results. When the number of anchor nodes (NA = 20) and the radio communication range (R = 50 m) are large, the algorithm is more stable relative to cases with fewer anchor nodes and a shorter radio range. More anchor nodes provide more localization references, which means that the proposed algorithm has a greater chance of selecting a better localization condition to minimize the localization error. A longer radio communication range can similarly increase the number of anchor nodes and improve the localization performance.
Comparison with Global Localization
Methods. Finally, we compare the proposed algorithm with several global localization algorithms for varying numbers of anchor nodes. These localization algorithms are MDS [27] , SDP [28] , and SPA [29] , which are global in nature, although heuristic algorithms have been used to calculate the associated distributions. Among these algorithms, SPA is simple and easy to implement in real sensor networks; thus, it is used as a baseline comparison. To compare the performances, 400 sensor nodes are randomly deployed in a 200 m × 200 m square area. The number of anchor nodes is varied from 3 to 10. The RSSI variance is set to 2 dBm, and the mean of the RSSI error is set to zero. The decision parameter v of our algorithm is set to 0.5. The values of the other simulation parameters are the same as those in Table 1 . The results of the simulation are shown in Figure 9 . The localization error obviously decreases with an increase in the number of anchor nodes. When the number of anchor nodes is small, the DSP and SPA algorithms perform poorly, and the MDS algorithm performs relatively well. Figure 10 plots the accuracy of each localization method when the number of anchor nodes is set to 10. The proposed algorithm has the best localization accuracy compared with the other three algorithms.
Performance Results for Experimental Data
In this section, we conduct some experimental analyses to evaluate the efficiency of the proposed localization algorithm based on a real WSN deployed in an outdoor football field.
There are two stages in the experiment. In the first stage, we deploy a sensor network with only one blind node to test the efficiency of the weighted least squares position estimator. In the second stage, a multihop sensor network is The sensor nodes are based on a TI CC2650 wireless radio transceiver, which runs a TI-RTOS real-time embedded system and is powered by a 4800 mAh battery bank. A 2.4 GHz whip antenna is attached to the sensor nodes, and the nodes are synchronized by an FTSP time synchronization algorithm.
Position Estimation Experiment.
In this experiment, four sensor nodes working as anchor nodes are deployed at the vertexes of a square, which are indicated by the blue circles in Figure 11 . The edge of the square is 10 meters, and 16 positions are selected as the test points in the square, which are indicated by the red dots. The test points are set in a grid with a 2-meter edge length, as the figure shows. Additionally, a blind node is established among the test points. There is also a sink node, which is set 10 meters from the test area; a laptop is connected to the sink node by a USB cable to store the data collected. During the experiments, the anchor nodes will send a message to each blind node. After receiving the message from the reference nodes, the blind node extracts the RSS value of the communication and stores the data in a local buffer for further use. When 10 RSS values from each anchor node are collected, the blind node estimates its position using linear least squares (LS) and weighted least squares (WLS) methods. Then, the RSS data and the position estimation results are uploaded to the sink node and stored in the laptop. On the laptop, a nonlinear position estimation method is implemented to estimate the position of the blind node, and the results are printed with the results from the blind node. For each test point, the procedure described above is repeated 50 times; then, the radio parameters are changed, and the experiment is repeated. After all the radio parameters have been tested, the blind node will be moved to the next position. Figure 12 shows the localization error for each test point with the different position estimation methods: WLS, LS, and nonlinear methods. The WLS position estimator exhibits the lowest error for all 16 test points (the average localization errors are 0.68 m for WLS, 0.72 m for nonlinear, and 0.85 m for LS); furthermore, the variance of the error is only 0.1 m. Moreover, the errors for different groups of test points display different trends. For test points 6, 7, 10, and 11, the localization errors are similar, with average errors of 0.63 m, 0.65 m, and 0.75 m for the WLS, nonlinear, and LS methods, respectively. These localization errors are lower than the average level for different methods, as these four test points are in the center of the test area, and the distances between the blind node and each anchor node are similar, which reflects a stable localization pattern, as discussed in Section 3.1. For test points 2, 3, 5, 8, 9, 12, 14, and 15, the average localization errors are 0.68 m, 0.72 m, and 0.84 m for the WLS, nonlinear, and LS methods, respectively. These errors are higher than the errors in the first group noted above. For test points 1, 4, 13, and 16, the average localization errors are 0.78 m, 0.82 m, and 0.97 m for the WLS, nonlinear, and LS methods, respectively, and these values are much higher than those of the other two groups, as these test points reflect an unstable localization pattern. Figures 13 and 14 show the average localization error in the experiment with different values of the log-normal channel model parameter. The WLS algorithm exhibits better localization accuracy than the LS algorithm. Additionally, the accuracy of the WLS method is better than that of the nonlinear method for most of the channel model parameters. Considering the high complexity of the nonlinear method, WLS displays good efficiency in localization procedures. The curves in the figures exhibit a valley, which reflects the optimal parameters for the current channel environment that minimizes the localization errors. In the current situation, the approximate values of the parameters are η = 3 7 and A = −34 dBm. In real applications of a WSN, the wireless radio channel model should not be constant, and WLS should exhibit higher robustness to channel model variance, which can help improve the localization accuracy of the localization algorithm.
Localization Experiment with Error
Control. In the second experiment, we deploy 16 sensor nodes in a 4 × 4 square grid area, as shown in Figure 15 . The positions of the nodes are indicated by red dots in the subfigure in Figure 15 , and the vertical or horizontal distance between neighboring nodes is 10 meters. To construct a multihop network in a relatively small area, we must modify the traditional sensor network. During the experiments, the transmission power of the sensor nodes is set lower than that in a traditional network, and a constant neighborhood is written into the nodes, which means that node 1 can only be heard by sensors 2, 5, and 6 (sensor 6 can only be heard by sensors 1, 2, 3, 5, 7, 9, 10, and 11). To test the efficiency of the iterative localization algorithm for different anchor setting conditions, we conduct the experiment following an experimental scheme, as shown in Table 5 . With different numbers of anchor nodes and different anchor node setups, the experiment is separated into 10 different schemes. In the first five schemes, three sensor nodes are selected as the anchor node. Not all the possible combinations of the anchor nodes are covered in these five schemes, as the layout of the network is symmetrical. In the last five schemes, the same considerations are applied.
During the experiments, the sensor nodes run the localization algorithm introduced in Section 3. Every time the blind node obtains a position estimation, it uploads the position results and the RSS value used for localization to the sink node. Additionally, the data received by the sink node are transmitted to the laptop through a USB cable. When the position of the blind node becomes stable, the experiment is stopped. For each experimental scheme, we run the experiment 50 times; then, we change the radio channel parameters and perform the experiment again. After all the radio parameters are assessed, the nodes are established for the next experimental scheme.
The distance estimation accuracy is important for the proposed localization algorithm. 
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The localization errors of all the schemes listed in Table 5 are shown in Table 6 . The results show that the average localization error for all the schemes is 1.23 m and that the variance of the error is 0.8 m. Moreover, a comparison of the results of the schemes with three anchor nodes (series T) with those of the schemes with four anchor nodes (series F) reveals that the average localization errors are similar. This finding suggests that the proposed localization algorithm displays similar performance for sensor networks with different anchor node settings because the error control mechanism of the proposed localization algorithm always tries to find a better localization reference to update the position estimation. The results of series F exhibit slightly less error variance because these schemes have one more anchor node, which can increase the localization stability. The errors of schemes T2 and T4 are higher than those of the other results in the T series, as the layout of the anchor nodes in these two schemes tends to be linear. Although the error control mechanism can reduce the localization error to 2.42 m (T4 1.9 m), the initial localization instability will affect the final results. Comparing schemes T3 and T5, the average error of T5 is lower than that of T3 because the anchor nodes in T3 are set in a corner. The anchor node layout of T3 can cause the blind nodes on the edge of the area to have a higher localization error because an unstable localization pattern exists. Additionally, the proposed algorithm is sensitive to the initial positions of the anchor nodes. However, in real applications of large-scale sensor node deployment, the network is always fully random with more than three anchor nodes; therefore, this situation would rarely occur.
Computational Complexity.
In some applications of WSNs, the computational ability is constrained, which requires the localization to be performed on chip. Computational complexity, which is defined as the number of operations performed by the algorithm, is used to evaluate the possibility of chip implementation.
The proposed localization algorithm has three parts, which are presented in Algorithms 1, 2, and 3. Algorithms 1 and 2 are the initialization phase of the localization algorithm. Additionally, the computational complexity is O n 2 for a numerical sorting algorithm and a linear LS algorithm. n is the number of anchor nodes used for position estimation. Algorithm 3 is more complex; it involves feature computation, OC-SVM prediction, and WLS position estimation. Thus, the computational complexity is O 3n 3 . This computational complexity is not high in real applications, as the value of n is never high (the average number of anchor nodes used by a blind node to perform localization is 9 in our simulation). An anchor node selection scheme can also be 
Conclusions
This paper presents a novel iterative localization algorithm that mitigates the effects of error propagation with an anchor geometric feature-based error control mechanism. The advantage of this approach is that it can be used when only a few anchor nodes are involved. Traditional methods often require a large number of well-placed anchor nodes to work well; this limitation is overcome by using a combination of DV-hop localization and a novel error control mechanism. First, we analyze the geometric relationships between the blind node and the anchor nodes. Several features are proposed to describe the geometric features. Then, an OC-SVM-based decision machine is trained to select a good localization condition for the blind node. The performance of the algorithm is assessed by simulation experiments as well as real-life outdoor experiments, and the results show that the localization accuracy is improved compared with that of several global localization methods.
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