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Abstract—This paper focuses on wireless energy transfer
(WET) to a pair of low complex energy receivers (ER), by
only utilizing received signal strength indicator (RSSI) values
that are fed back from the ERs to the energy transmitter (ET).
Selecting the beamformer that maximizes the total average energy
transfer between the ET and the ERs, while satisfying a minimum
harvested energy criterion at each ER, is studied. This is a non-
convex constrained optimization problem which is difficult to
solve analytically. Also, any analytical solution to the problem
should only consists of parameters that the ET knows, or the ET
can estimate, as utilizing only RSSI feedback values for channel
estimation prohibits estimating some channel parameters. Thus,
the paper focuses on obtaining a suboptimal solution analytically.
It is proven that if the channels between the ET and the ERs
satisfy a certain sufficient condition, this solution is in fact
optimal. Simulations show that the optimality gap is negligibly
small as well. Insights into a system with more than two ERs are
also presented. To this end, it is highlighted that if the number
of ERs is large enough, it is possible to always find a pair of
ERs satisfying the sufficient condition, and hence, a pairwise
scheduling policy that does not violate optimality can be used
for the WET.
I. INTRODUCTION
Wireless energy transfer (WET) using radio frequency (RF)
signals has emerged as a promising technology to deliver
energy to remotely located electronic devices over the air
interface [1]. Among several techniques that facilitate WET,
energy beamforming, that utilizes multiple antennas at the
energy transmitter (ET), has attracted considerable research
interest [2–6]. It is well known that the availability of channel
state information (CSI) is vital for the effectiveness of energy
beamforming [7]. This paper studies how the WET through
energy beamforming can still be performed effectively, when
perfect CSI is unavailable at the ET.
CSI is usually obtained through a channel estimation pro-
cess at the energy receiver (ER) in the training stage. However,
due to tight energy constraints as well as hardware limi-
tations, performing channel estimation at low complex ERs
may become infeasible. Hence, we avoid conventional pilot
based techniques, where the channel estimation or signal-to-
interference-plus-noise (SINR) ratio calculation is done at the
receiver [8–11], and focuses on channel estimation at the
transmitter [12–16]. To this end, [12] proposes a method to
estimate the channel, at the ET, using a one-bit feedback
algorithm, and [13] exploits channel reciprocity for channel
learning. [14–16] propose received signal strength indicator
(RSSI) based channel learning, and out of them, [15, 16] can
be considered to be the most related to our work. [15, 16]
propose a methodology for estimating the phase values of the
channels between an ER and each antenna of a multi-antenna
ET, using RSSI feedback values. These estimates are utilized
to employ equal gain transmit (EGT) beamforming for WET,
and the authors go on to show that the proposed low complex
methodology can be in fact implemented on hardware. Note
that RSSI values are already available in many receivers, and
no significant signal processing is needed to obtain them. In
this paper, we take a gradual step by introducing two ERs, and
focus on the fundamental question on how the beamformer can
be set at the ET in such a scenario, by only utilizing the RSSI
feedback values from the ERs.
To this end, we set the beamformer at the ET with a goal of
maximizing the total average energy transfer between the ET
and the ERs. However, we ensure that a minimum harvested
energy criterion for each ER is fulfilled, so that they can stay
operational. In this way, we guarantee some fairness in the
WET, while being conscious about the overall performance.
The problem is a non-trivial and non-convex constrained
optimization problem, and not having access to perfect CSI at
the ET also creates a bottleneck. This is because any analytical
solution that we obtain should only be a function of channel
parameters that the ET knows, or the ET can estimate using
the RSSI feedback values. Obviously, it will be impossible for
the ET to estimate all channel parameters by only utilizing the
RSSI feedback values. Hence, we focus on analytically obtain-
ing a suboptimal solution, that can be practically implemented
according to our setup. However, although being suboptimal,
simulations justify that the optimality gap is negligibly small.
To this end, we show that if the channels between the ET and
the ERs satisfy a certain sufficient condition, the solution will
be in fact optimal. Results also shed light into a system having
more than two ERs. It can be seen that we can always find a
pair of ERs satisfying the aforementioned sufficient condition
if the number of ERs in the network is large. Hence, we
can adhere to a pairwise scheduling policy without violating
optimality.
The paper is organized as follows. In Section II, we intro-
duce the system model and set up the optimization problem.
In Section III, we discuss how the optimization problem can
be solved, considering different scenarios. In Section IV, we
discuss how the required channel parameters can be estimated
using the RSSI feedback values. Then, in Section V, we
provide useful insights on the results through simulations.
Section VI concludes the paper.
II. SYSTEM MODEL AND PROBLEM SETUP
We consider the WET between an ET consisting of K
transmit antennas and two ERs having a single antenna each,
over the wireless medium. For simplicity and the clarity of the
analysis, it is assumed that K = 2. The ET utilizes M ≤ K
beams for the WET, and the transmit signal can be written as
x =
√
P
M
M∑
m=1
bms,
where bm =
√
1
2
[
1 ejθm
]⊤
is the beamforming vector of the
m-th beam, and s denotes the transmit symbol having unit
power. It is assumed that the maximum sum-power constraint
at the ET is P > 0, i.e., E(‖x‖2) = tr (Cxx) ≤ P , where
Cxx = E(xx
†) is the transmit covariance matrix. The ET
transmits using EGT beamforming similar to [15, 16], where
the ET equally splits the power among all transmit antennas,
and focuses on adding the transmitted signals coherently at the
ERs [17]. In practice, each transmit antenna has its own power
amplifier, which operates properly only when the transmit
power is below a pre-designed threshold. EGT can guarantee
that the transmit power will not exceed this threshold, unlike
with maximum ratio transmit (MRT) beamforming, where the
transmit power in some antennas may theoretically exceed
these threshold values. Because of this reason, EGT beam-
forming is still a preferred method in practice.
Let hi =
[|hi1|ejδi1 |hi2|ejδi2]⊤ be the random complex
multiple-input-single-output (MISO) channel vector between
the ET and the i-th ER. hi includes the effect of both path-
loss and multipath fading between the ET and the i-th ER, and
it is considered to be i.i.d. with an arbitrary distribution. We
assume a quasi-static block fading channel where the channel
is assumed to be fixed over a given block of transmission.
When both energy beams are being transmitted, the RSSI value
at the i-th ER can be written as
Ri (θ1, θ2) = h
†
iCxxhi. (1)
It is well known that CSI plays a vital role in beamforming.
Therefore, the WET process consists of two stages. Firstly,
we have the training stage that the ET uses for channel
learning. Then, the knowledge on the channel is used to
set the beamformer in the second stage where the actual
WET happens. We call this the wireless power beamforming
(WPB) stage. As we are focusing on applications with low
complex ERs having limited processing capabilities, the well
known method of estimating the channel at the ER, may
become infeasible. Channel estimation involves analog to
digital conversion and baseband processing, which require
significant energy. Therefore, we focus on the low complex
RSSI based channel learning technique introduced in [15, 16].
In this scheme, the ER will feed back a set of RSSI values back
to the ET, and these values are utilized for channel learning.
We will elaborate the channel estimation process in detail in
Section IV.
We focus on maximizing the average energy transfer in the
WPB stage, in each transmission block. However, we ensure
that a minimum harvested energy criterion for each ER is
fulfilled, so that they can stay operational. In this way, we
guarantee some fairness in the WET while being conscious
on increasing the overall performance of the WET. More
specifically, we set θ1 and θ2 in b1 and b2, respectively, to
maximize the average sum energy transfer in the WPB stage.
We formulate our optimization problem as follows.
maximize
θ1,θ2
2∑
i=1
Ri (θ1, θ2)
subject to Ri (θ1, θ2) ≥ ρi, i = 1, 2.
tr (Cxx) ≤ P
(2)
This is a non-convex optimization problem. Also, it is not hard
to see that the solution to this optimization problem will be a
function of various channel parameters such as channel phase
and amplitude. We should stress that perfect CSI is unavailable
at the ET. Therefore, any analytical solution should only be
a function of channel parameters that can be estimated using
the RSSI feedback values. Obviously, some parameters cannot
be estimated by only utilizing RSSI feedback values, and this
can be considered a major bottleneck.
III. SOLVING THE OPTIMIZATION PROBLEM
We start the analysis by obtaining a mathematically tractable
expression for the objective function of the optimization
problem of interest. To this end, by substituting for the channel
covariance matrix, (1) can be further simplified, and the RSSI
in a given transmission block at the i-th ER can be written as
Ri (θ1, θ2) = αi + βi cos (θ1 − θ2) + γig (θ1, θ2, φi) , (3)
where
g (θ1, θ2, φi) = cos (θ1 + φi) + cos (θ2 + φi) ,
αi =
P
8
(|2hi1|2+|hi2|2), βi = P8 |hi2|2, γi = P4 |hi1||hi2| and
φi = δi2 − δi1 (the phase difference between hi2 and hi1).
This can be utilized to obtain an expression for the objective
function, which is formally stated in the following lemma.
Lemma 1: Let k1 = γ1 cos (φ1) + γ2 cos (φ2) and k2 =
γ1 sin (φ1) + γ2 sin (φ2). The sum of the RSSI values at the
two ERs is given by
RT (θ1, θ2) = αT + βT cos (θ1 − θ2) + γT g (θ1, θ2, φT ) , (4)
where αT = α1 + α2, βT = β1 + β2, γT =
√
k21 + k
2
2 and
tan(φT ) =
k2
k1
.
Proof: We have the following:
RT (θ1, θ2) = αT + βT cos (θ1 − θ2) +
2∑
i=1
γig (θ1, θ2, φi) ,
g (θ1, θ2, φi) =
2∑
m=1
[cos(θm) cos(φi)− sin(θm) sin(φi)] .
Thus,
2∑
i=1
γig (θ1, θ2, φi) =
√
k21 + k
2
2
[
2∑
m=1
[cos(θm) cos(φT )− sin(θm) sin(φT )]
]
,
which completes the proof.
The form obtained for the objective function particularly
facilitates obtaining a solution for the optimization problem,
which we will see next.
A. Special case: ρ1 = ρ2 = 0
Firstly, we will consider solving an unconstrained optimiza-
tion problem, i.e., we consider ρ1 = ρ2 = 0. This means
the ET focuses on maximizing the harvested energy without
considering fairness in the network. We use this case to obtain
some interesting insights, and also, as an auxiliary result in
solving the general optimization problem.
Theorem 1: When ρ1 = ρ2 = 0, the average energy transfer
in the WPB stage is maximized when θ1 = θ2 = −φT .
Proof: It can be easily seen that setting θ1 = θ2 = −φT
maximizes all three cosine terms in the objective function
given in Lemma 1, which in turn maximizes the objective
function, completing the proof.
It is interesting to note that using the same vector for both
beams is optimal, which implies that transmitting one beam
is always optimal if there are no constraints on the harvested
energy of the individual ERs. To this end, when the constraints
are relaxed, we end up with a convex optimization problem,
which is easy to solve. Intuitively, we can expect the same
single beam optimality when there are more than two ERs,
and the idea is to allocate all the power to a single beam, and
transmit it in the direction of a centroid associated with the
channels between the ET and ERs. Finding this centroid will
depend on what sort of CSI can be obtained at the ET. In fact,
the result goes in line with [18], where the optimality of a
single beam is claimed for a scenario of broadcasting.
When a single beam is being transmitted, the result in
Lemma 1 can be further simplified as
RT (θ) = α
′
T + γ
′
T cos(θ + φT ), (5)
where α′T = αT + βT , γ
′
T = 2γT . Replacing index T with
index i in all the notations in (5) gives us Ri (θ), which is
the RSSI in the WPB stage for ER i given a single beam
is transmitted. To set the beamforming vector that maximizes
RT (θ), we should be able to estimate φT , and this will be
studied in Section IV. Next, we will consider the general
constrained optimization problem.
B. Solving the constrained optimization problem
We will now consider solving the two-dimensional con-
strained optimization problem of interest. As mentioned ear-
lier, this in general is a non-convex optimization problem,
and turns out to be convex if the constraints on the harvested
energy are omitted. Therefore, obtaining an analytical solution
for the general case is difficult. Also as highlighted previously,
the solution should be a function of channel parameters that
can be estimated at the ET. For an example, in Theorem
1, the solution was φT , and this value has to be estimated
to set the beamforming vector. Therefore, we focus on a
suboptimal solution. However, although being suboptimal, it
can be practically implemented in a system with low complex
ERs. To this end, we will assume that only one beam is
transmitted in the WPB stage, which simplifies the problem to
a single dimensional optimization problem. This assumption
will in deed lead to loss of optimality as there will be cases
where transmitting two beams will give better performance
compared to transmitting a single beam. However, we will
show that if the channels between the ET and the ERs satisfy
a certain condition, transmitting a single beam will be optimal,
and this condition is formally presented through the following
lemma.
Lemma 2: If |φ1 − φ2|≤ π2 , the average energy transfer
in the WPB stage is maximized when θ1 = θ2, that is, by
transmitting a single energy beam.
Proof: Let θ˜1 =
θ1+θ2√
2
and θ˜2 =
θ2−θ1√
2
, which leads to
Ri
(
θ˜1, θ˜2
)
= αi + βi cos
(√
2θ˜2
)
+ 2γi cos(
θ˜2√
2
) cos
(
θ˜1√
2
+ φi
)
for i ∈ {1, 2, T }. Without loss of generality, let us assume
−φ2 ≥ −φ1. When |φ1 − φ2|≤ π2 , that is, when the phase
difference of the two channels is an acute angle, it can be
shown that −φ1 ≤ −φT ≤ −φ2. We can also show that
−2φ1√
2
≤ θ˜1 ≤ −2φ2√
2
and −π
2
√
2
≤ θ˜2 ≤ −π
2
√
2
,
which imply
∣∣∣ θ˜1√
2
+ φi
∣∣∣ ≤ π2 and ∣∣∣θ˜2∣∣∣ ≤ π2√2 for i = {1, 2, T }.
By using these inequalities, we get
Ri
(
θ˜1, θ˜2
)
= αi + βicos
(√
2θ˜2
)
+ 2γ˜i cos
(
θ˜2√
2
)
,
where γ˜i = cos
(
θ˜1√
2
+ φi
)
≥ 0 for i = {1, 2, T }.
Assume ∃ a point
(
θ˜τ1 , θ˜
τ
2
)
, such that θ˜τ2 6= 0, and satisfies
both constraints. If we consider a point
(
θ˜τ1 , θ˜
τ
2 − ǫ
)
, we will
have
Ri
(
θ˜τ1 , θ˜
τ
2 − ǫ
)
> Ri
(
θ˜τ1 , θ˜
τ
2
)
≥ ρi
for i ∈ {1, 2}, and
RT
(
θ˜τ1 , θ˜
τ
2 − ǫ
)
> RT
(
θ˜τ1 , θ˜
τ
2
)
.
Therefore, RT
(
θ˜1, θ˜2
)
is maximized when θ˜2 = 0, and both
constraints are satisfied at this point. This implies θ1 = θ2,
completing the proof.
When this sufficient condition holds, we can obtain an
analytical solution to the optimization problem of interest, and
this solution is formally stated in the following theorem.
Theorem 2: Let ω1 =
∣∣∣cos−1 ( ρ1−α′1γ′
1
)∣∣∣ and ω2 =∣∣∣cos−1 (ρ2−α′2γ′
2
)∣∣∣. If |φ1 − φ2|≤ π2 , the average total energy
transfer in the WPB stage is maximized when θ1 = θ2 = θ
⋆,
where
θ∗ =
{
−φT , if − φT ∈ [ψ1, ψ2]
argmax{RT (ψ1) , RT (ψ2)} otherwise
,
in which
[ψ1, ψ2] ∈ [−φ1 − ω1,−φ1 + ω1] ∩ [−φ2 − ω2,−φ2 + ω2].
Proof: Firstly, we obtain intervals of θ that satisfy the
individual energy constraints. To this end, we have
cos(θ + φ1) ≥ ρ1 − α
′
1
γ′1
and
cos(θ + φ2) ≥ ρ2 − α
′
2
γ′2
.
By solving the above inequalities, we get [−φ1−ω1,−φ1+ω1]
and [−φ2 − ω2,−φ2 + ω2], which are convex sets over θ.
The intersection between these two regions gives us [ψ1, ψ2],
which is again convex over θ. If the maximum of the objective
function lies in this feasible region, it is achievable, and from
Theorem 1, we know that this point can be achieved by setting
θ⋆ = −φT .
Looking at the case of this maximum point being infeasible,
it is not hard to see according to (5) that when transmitting
a single beam, the objective function takes the form of a
generic one dimensional cosine function. In a given convex
region, a cosine function can take a maximum/minimum or it
can be strictly increasing/decreasing. Therefore, if the global
maximum point of the objective function is not in the feasible
region, the highest value that the objective function can achieve
should be at one of the boundary points in the region, i.e., ω1
or ω2, which completes the proof.
In practice, there can be WET requirements where there is
only a single priority ER with a minimum power constraint.
We can directly use the result in Theorem 2 for scenarios
like that, and the extension is presented through the following
corollary.
Corollary 1: Let ρ1 > 0, ρ2 = 0 and ω1 =∣∣∣cos−1 (ρ1−α′1γ′
1
)∣∣∣. If |φ1−φ2|≤ π2 , the average energy transfer
in the WPB stage is maximized when θ1 = θ2 = θ
⋆, where
θ∗ =
{
−φT , if − φT ∈ [ψ1, ψ2]
argmax{RT (ψ1) , RT (ψ2)} otherwise
,
in which [ψ1, ψ2] ∈ [−φ1 − ω1,−φ1 + ω1].
We will set our beamforming vector in the WPB stage
according to Theorem 2. This will be the optimal selection
of the beamforming vector if |φ1 − φ2|≤ π2 , and suboptimal
otherwise. Note that this is a sufficient condition, and not a
necessary condition, which means the optimality may in fact
hold for a larger region. We will get more insights on this
region through simulations in Section V. If the phase values
are uniformly distributed, the sufficient condition guarantees
optimality for 50% of all instances on the average.
Next, we will have to look at the feasibility of the solution.
Some of our suboptimal solutions can be infeasible, that is, we
might not be able to satisfy the individual energy constraints in
a given block of transmission, due to the channels being poor.
To this end, we propose Algorithm 1 as a suitable transmit
algorithm for the WPB stage. According to the algorithm, we
Algorithm 1 Transmit Algorithm
1: ρ1 ← constraint 1
2: ρ2 ← constraint 2
3: if [ψ1, ψ2] 6= ∅ then
4: use Theorem 2 and transmit
5: else
6: min (ρ1, ρ2) ← 0
7: if [ψ1, ψ2] 6= ∅ then
8: use Corollary 1 and transmit
9: else
10: ρ1 ← constraint 1, ρ2 ← constraint 2
11: max (ρ1, ρ2)← 0
12: if [ψ1, ψ2] 6= ∅ then
13: use Corollary 1 and transmit
14: else
15: ρ1 ← 0, ρ2 ← 0
16: use Theorem 1 and transmit
first try to satisfy both ERs. If this step is infeasible, we try to
satisfy only the ER with the higher energy requirement. If the
second step is infeasible as well, we try to satisfy only the ER
with the lower energy requirement, and if it is still infeasible,
we neglect both constraints and try to maximize the average
sum energy transfer.
C. Extension for multiple ERs
From the results in Theorem 2, we can get interesting
insights into a scenario with multiple ERs. In a scenario with
multiple ERs, we are more likely to have two ERs with
|φ1 − φ2|≤ π2 . This means, we can always find a pair of
ERs satisfying the sufficient condition in Theorem 2 if the
number of ERs is large enough. Hence, we can introduce
a pairwise scheduling policy without any loss of optimality.
Moreover, we can schedule two ERs which are closest to each
other in terms of channel phase, and the energy transfer will
be much efficient than trying to schedule two ERs that are
distant from each other (in terms of channel phase). However,
note that according to this scheduling policy, the constraints
of the ERs not being scheduled may be violated in a given
transmission block. Therefore, some sort of time averaging
should be introduced for the constraints, and they should be
set appropriately such that over time, the required energy
requirement is satisfied. Since the channel phase values are
i.i.d., each ER has equal chance of being scheduled. More
insights on this scheduling policy will be presented in Section
V with appropriate simulations.
We have already claimed that the main reason for going for
this suboptimal method is the lack of perfect CSI at the ET.
However, even to implement this proposed algorithm, the ET
has to know α′i, γ
′
i, φi for i = 1, 2, and φT . The estimation of
these seven parameters will be discussed in the next section.
IV. TRAINING AND CHANNEL ESTIMATION
We will first focus on obtaining the RSSI feedback val-
ues, or more specifically, the training stage of the proposed
methodology. The training stage is similar to the one proposed
in [15, 16]. In the training stage, the ET transmits a single
beam by sequentially changing the direction of the beam
(beamforming vector) according to a pre-defined codebook
of size N . To this end, the codebook will take the form of
B =
{
b
1
1, . . . , b
N
1
}
, which includes N beamforming vectors
where b
j
1 takes the form
[
1 ejθj
]⊤
and θj =
2(j−1)π
N
for
j ∈ {1, . . . , N}. The corresponding RSSI value for each
beamforming vector is fed back by the ERs to the ET. That
is, each ER will feed back N RSSI values. In [15, 16], only
φi had to be estimated, and it is shown that this codebook
allows the estimator of φi to achieve the Cramer-Rao-Lower-
Bound (CRLB). It can be shown that this is true for other
parameters that we need to estimate as well, thus, we use the
same structure.
The instantaneous RSSI value at the i-th ER corresponding
to the j-th beamforming vector in the codebook can be written
as,
Ri (θj) = α
′
i + γ
′
i cos(θj + φi) + zi, (6)
where i = 1, 2. Replacing index i with T in (6) gives us
an expression for RT (θj), and RT (θj) = R1 (θj) +R2 (θj).
Although we have assumed a quasistatic block-fading channel,
the RSSI value will change from one measurement to the other
due to the effect of noise. We have used random variable zi to
represent this effect. To this end, zi captures the effect of all
noise related to the measurement process such as noise in the
channel, circuit, antenna matching network and rectifier, and
we assume the random variables to be i.i.d. additive Gaussian
with zero mean and variance σ2. This means, we also assume
that in a given transmission block, the randomness in (6) is
caused only by zi. Based on these assumptions, estimating the
channel parameters becomes a classical parameter estimation
problem [19]. A maximum likelihood estimation can be carried
out by utilizing
Ei ,
N∑
j=1
[Ri (θj)− (α′i + γ′i cos(θj + φi))]2 (7)
for i ∈ {1, 2, T }. Moreover, differentiating Ei with respect to
α′i, γ
′
i and φi, respectively, and equating to zero gives us the
required estimates, which are stated in the following lemma.
Lemma 3: For a sample of N i.i.d. RSSI observations, the
maximum likelihood estimates of α′i, γ
′
i and φi are given by,
φˆi = tan
−1


−
N∑
j=1
Ri (θj) sin θj
N∑
j=1
Ri (θj) cos θj

 , (8)
αˆ′i =
N∑
j=1
Ri (θj)
N
, (9)
γˆ′i =
2
N∑
j=1
Ri (θj) cos(θj + φi)
N
, (10)
where θj =
2(j−1)π
N
and i = 1, 2. Expression for the estimate
of φT can be obtained by replacing index i in (8) with T .
Proof: Differentiating Ei with respect to α
′
i, γ
′
i
and φi, respectively, equating to zero, and using∑N
j=1 sin(θj + φi) =
∑N
j=1 sin [2(θj + φi)] =∑N
j=1 cos(θj + φi) =
∑N
j=1 cos [2(θj + φi)] =∑N
j=1 cos(θj + φi) = cos [2(θj + φi)] = 0, for simplification
completes the proof [20].
The obtained results for the estimates are remarkably sim-
ple, can be implemented easily at the ET, and require minimal
processing. However, in order to estimate γ′i, we have to
use estimates of φi obtained from (8), thus, φi has to be
estimated first. The ambiguity in φi can be resolved using
a similar method proposed in [16]. We should note that we
cannot estimate all required parameters in (3) and (4) using
RSSI based estimation. To be particular, we cannot estimate
βi for i = 1, 2 and βT . Therefore, we had to make a single
beam assumption which nullifies the βi terms in the objective
function. Now, we have all required variables estimated to
implement the transmit algorithm in Section III.
V. SIMULATION RESULTS AND DISCUSSION
In this section, we use numerical evaluations and simulation
results to provide further insights. Firstly, we present the
simulation result illustrated in Fig. 1. In Lemma 2, we obtained
a sufficient condition for the optimality of transmitting a
single beam, i.e., we showed that when |φ1 − φ2|≤ π2 , the
average energy transfer in the WPB stage is maximized when
θ1 = θ2. However, due to not having perfect CSI at the ET,
we resorted to the suboptimal solution of transmitting a single
beam even when |φ1 − φ2|> π2 . To this end, Fig. 1 illustrates
the performance of transmitting a single beam against different
values of |φ1 − φ2|. In the simulation, we have generated
the channel coefficients randomly and uniformly between the
φ1 − φ2
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Fig. 1. The optimality and sub-optimality regions when transmitting a single
energy beam.
amplitudes of 0.1 and 1, and channel phase differences of
0 and 2π. We have considered 10000 channel realizations,
and for each realization, we have considered 100 different
possible combinations of ρ1 and ρ2. We can see that when
|φ1 − φ2|≤ π2 , we get the optimal solution by transmitting a
single beam. However, the interesting thing to note here is that
the sub-optimality arises only when |φ1 − φ2| is close to π.
This means the optimality condition is true for a much larger
region. Also, by observing the solid line at zero error, we can
see that even when |φ1 − φ2| is close to π, we get optimality
for some combinations of ρ1 and ρ2.
For the same simulation, we have illustrated the average
harvested energy at each ER, and the total average harvested
energy, in Fig. 2. It can be seen that the loss of optimality
is negligibly small. After the training, one natural alternate
option is to transmit two beams directed at each ER, i.e.,
by setting θ1 = −φˆ1 and θ2 = −φˆ2. The figure shows
that our proposed method achieves a significant gain over
this method. It should be noted that there can be scenarios
where the ET is unable satisfy the minimum energy criterion
at each ER. To this end, in Section III, we have proposed
Algorithm 1, to continue WET by relaxing constraints. Fig 2
also illustrates the performance of this algorithm, as it shows
what is the harvested energy when the constraints are not
satisfied. In the sum, the infeasible part contains the amount
of harvested energy when at least one individual constraint is
not satisfied, where as the ER-wise infeasible part contains the
amount of harvested energy when its own energy constraint
is not satisfied. When having more than two ERs, the ET is
more likely to find a pair of ERs which satisfy the sufficient
condition. Also, since the ERs are more likely to be closer
to each other in terms of phase, the pairwise sum harvested
energy should increase. Satisfying the constraints will be
comparatively easier as well when the two ERs are closer
to each other, and hence, the infeasible region is expected to
shrink when the number of ERs increases. An extension that
stems on the idea presented in this paper on scheduling ERs
that are closer to each other in terms of their channel phase
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Fig. 2. The average harvested energy at each ER for different beamforming
methods.
can be found in [21].
VI. CONCLUSIONS
This paper has focused on transferring energy to a pair
of low complex energy receivers (ER) over the wireless
medium by using energy beamforming. The channel learn-
ing has been done at the energy transmitter (ET) by only
utilizing RSSI values that are fed back from the ERs to the
ET. Starting with two ERs, selecting the beamformer that
maximizes the total average energy transfer between the ET
and the ERs, while satisfying a minimum harvested energy
criterion at each ER, has been studied. Analytical solutions
to the optimization problem have been presented, together
with sufficient conditions for the optimality, and algorithms
for practical implementation. The proposed policy, although
being suboptimal, is suitable for ERs having tight energy
constraints and hardware limitations, and it has been shown
that the optimality gap is negligibly small. Insights on the
extension of results to an arbitrary number of ERs have been
presented through a pairwise scheduling policy, that does not
violate optimality. Performance gains have been highlighted
using numerical evaluations and simulations.
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