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Extending our previous work on the robustness of inflation to perturbations in the scalar field,
we investigate the effects of perturbations in the transverse traceless part of the extrinsic curvature
on the evolution of an inhomogeneous inflaton field. Focusing on small field models, we show
that these additional metric inhomogeneities initially reduce the total number of e-folds as the
amplitude increases, but that the reduction saturates and even reverses above a certain amplitude.
We present an argument that this is due to the presence of a large initial Hubble friction when
metric perturbations are large.
I. INTRODUCTION
Inflation [1–4] was proposed as a solution to problems
in standard Big Bang theory such as the horizon and
flatness problem. The solution relies on the ability of in-
flation to “inflate away” initial inhomogeneities, dynam-
ically generating a homogeneous and isotropic Universe
with a nearly scale-invariant power spectrum of primor-
dial perturbations consistent with observations. How-
ever, this is unlikely to succeed for all possible initial
conditions, and one may ask what the requirements on
the initial data are for inflation to succeed.
If general relativity coupled to a scalar field provides a
suitable description of our universe all the way to Planck-
ian energy densities the requirements are minimal [5–
7]. However, both observations of the cosmic microwave
background [8] and theoretical considerations motivate
a study of initial data that leads to successful inflation
assuming that this description only becomes appropriate
at sub-Planckian energy scales.
The question of “initial conditions” for inflation in var-
ious setting has been studied extensively using perturba-
tive and dynamical systems approaches, and there are
many analytic and semi-analytic [9–50] as well as numer-
ical studies [51–66] (see [67] for a short review). Recently
it has become possible to use numerical relativity codes to
evolve different initial configurations in the time domain
[63, 68]. The use of numerical relativity, in which the full
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Einstein equations are evolved, permits the exploration
of configurations beyond the perturbative regime, and
also gives useful insights into the mechanisms by which
the slow roll period can be disrupted.
In our previous paper [68], we studied the robustness
of large and small field inflationary models to inhomo-
geneities in the inflaton field. We allowed inhomogeneity
in the conformal factor and the trace of the extrinsic cur-
vature, but did not allow inhomogeneities in the traceless
part of the extrinsic curvature.
The transverse traceless part of the extrinsic curva-
ture heuristically describes a background of gravitational
waves. More precisely, in the limit in which the pertur-
bations in the transverse traceless part are small, they
correspond to the two gravitational wave polarization
modes. When their amplitudes are large, their energy
density does not scale like gravitational radiation and we
use the term gravitational wave background loosely to
include large inhomogeneities.
Setting these perturbations to zero on the initial slice
as in [63, 68] is natural in most applications of numerical
relativity, in particular for black hole mergers, because
one is interested in the gravitational waves produced by
the merger. However, for inflation one may expect a
gravitational wave background to be present. Setting
this background to zero is a strong assumption only made
in [63, 68] to simplify the computations. In this paper we
study more general inhomogeneities with non-zero trans-
verse traceless part of the extrinsic curvature.
We will largely focus on small field models, which are
subject to the failure mode in which the field “falls off the
potential hill”, and into minimum, when the fluctuations
become too large. We consider horizon scale modes in
the scalar field perturbations as these were found to be
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FIG. 1. Number of e-folds of inflation versus 〈ρAij 〉/V0 (relating to the amplitude of the tensor perturbations’) and ∆φ (the
amplitude of fluctuations in the inflaton field). The decrease in e-folds with increasing ∆φ is consistent with our previous work,
showing a power law decrease. The amount of inflation initially decreases as the gravitational wave fluctuations are increased,
but the decrease levels off and even recovers slightly at 〈ρAij 〉/V0 ∼ 1. Above 〈ρAij 〉/V0 ∼ 4 the fluctuations reach a level at
which they undergo gravitational collapse, and we are not able to evolve the simulations to the end of inflation.
the most problematic for the onset of inflation in our
previous work [68].
Our key results are shown in figure 1 and are sum-
marised here for convenience
• Inhomogeneities in the transverse traceless part of
the extrinsic curvature lead to a reduction in the
number of e-folds compared to the case in which
the inhomogeneities were confined to the inflaton
field and the conformal factor. This behaviour is
illustrated in figure 1.
• Scalar field inhomogeneities are required for failure.
Adding a tensor background to a spatially homoge-
neous inflaton field did not lead to failure even for
high amplitudes of tensor perturbations.
• There exists an upper bound on the effects of ten-
sor fluctuations on the robustness of inflation. For
energy densities in these inhomogeneities above the
inflationary energy density V0, the reduction in the
number of e-folds saturates and even reverses as the
amplitude of the fluctuations increases. We pro-
pose that this is mainly due to the increased Hubble
friction, as a result of which the oscillations of the
inflaton field are “damped” by the effective energy
density of the metric perturbations. We propose
that large tensor fluctuations could therefore miti-
gate the disruptive effect of a small non zero initial
value of φ˙.
• At higher amplitudes, increases in the extrinsic cur-
vature fluctuations result in local collapse. For en-
ergy densities in the homogeneities above ∼ 4V0 re-
gions of the spacetime begin to collapse. We expect
black holes to form from the collapses we observed
but we were not able to continue the simulations
long enough to observe the apparent horizons form-
ing. We do not expect these collapses to impede
slow roll inflation in the remaining spacetime.
• The failure of the critical point can be simply mod-
elled. We use insights from our simulations to pro-
pose a model for the failure of the critical point,
which allows us to recreate our results and explore
the behaviour of larger metric fluctuations. The
model could be applied to any additional energy
density component with a known scaling versus e-
folds.
• Large field inflation is robust to large tensor per-
turbations. We confirmed that large field models
3continue to inflate in the presence of tensor inho-
mogeneities.
This paper is organised as follows. In Section II we
present the theory and methodology of our approach with
reference to our previous work, with some of the code
detail contained in Appendix A to keep the discussion
clear. In Section III, we present the results, and discuss
their interpretation.
II. THEORY AND METHODOLOGY
As in [68], we consider a single inflaton field with a
canonical kinetic term
Lφ = −1
2
gµν∂µφ∂νφ− V (φ) . (1)
We choose a slow roll potential, illustrated in Figure 2,
with initial conditions so that inflation would last 100
e-folds or more the homogeneous case. Inhomogeneities
will in general reduce this number, and we will investigate
the reduction in the number of e-folds.
We decompose the metric into a spatial metric γij ,
lapse, and shift vector using the ADM formalism [69]
(see Appendix A for further details).
The initial conditions are subject to the usual Hamil-
tonian and momentum constraint equations Eqn. (A17)
and Eqn. (A18). The constraint equations are coupled
elliptic partial differential equations and are in general
challenging to solve. To make progress, we study re-
stricted classes of initial conditions for which these equa-
tions simplify and make them progressively more general.
In our previous work [68], we restricted ourselves to scalar
field profiles with spatially constant velocity and vanish-
ing transverse traceless part of the extrinsic curvature on
the initial slice.
In this paper, we also make the simplifying assumption
that the scalar field profiles have constant velocity on
the initial slice, but we free the transverse traceless part
of the extrinsic curvature. These inhomogeneities are
not sourced by the matter content, but rather represent
dynamical fluctuations in the metric.
In particular, we emphasise that there is no a priori
reason why these degrees of freedom should be vanishing.
These metric choices are described in section II B below.
The matter configuration is described in section II A.
We evolve these initial conditions forward in time using
the code GRChombo [70], using the BSSN formalism of
Numerical Relativity (NR). Key details on the evolution
setup are provided in section II C, and some, particularly
generic numerical details of the code, are provided in the
Appendix A. 1
1 Note that we now use a conformal factor defined by χ γij = γ˜ij .
We have updated the arXiv version of [68] to agree to the new
convention, since it is more consistent with the naming in other
literature in NR. We apologise for any confusion this may cause.
A. Initial Conditions - matter
We impose simple inhomogeneous initial conditions on
the matter sector of the form2
φ(t = 0,x) = φ0
+ ∆φ
(
cos
2pix
L
+ cos
2piy
L
+ cos
2piz
L
)
, (2)
and unless otherwise stated
∂φ(t = 0,x)
∂t
= 0 , (3)
where x is the spatial coordinate of a foliation labeled
by the time coordinate t, and ∆φ is a measure of the
amplitude of the initial inhomogeneities. The maximal
total amplitude of the fluctuations about φ0 in this case
is 3∆φ. The value φ0 is chosen such that we have 100
e-folds of inflation in the absence of inhomogeneities.
We set L to be the length of the simulation domain,
and use periodic boundary conditions to simulate a space
composed of periodic fluctuations of this length and am-
plitude. L is chosen to be the Hubble length in the ab-
sence of inhomogeneities (∆φ = 0), that is
L ≡ H−10 =
3MPl√
24piV0
, (4)
where
V0 ≡ V (φ0) (5)
is the potential energy density when φ(t = 0,x) = φ0.
In the small field case, which we mainly investigate, we
choose a potential with an extended flat plateau in one
direction, as shown in figure 2. As in [68], we model the
inflationary potential as
V (φ) =

V0 φ < 0
V0
(
1−
(
φ
µ
)4)
0 < φ < 0.023MPl
m2(φ− φ∗)2 φ > 0.023MPl
(6)
with µ = 0.0238MPl, V0 = 1.15949 × 10−22M4Pl,
m2 = 3.75× 10−18M2Pl and φ∗ = 0.025MPl. The Hub-
ble rate during inflation for this choice of parameters is
Hinf = 3.125×10−11MPl, and for a (homogeneous) initial
value of the field of φ0 = 0.001MPl, these values would
result in 100 e-folds of inflation.
In the large field case, we also use the same model and
choice of parameters as in [68], that is
V (φ) = m2φ2 , (7)
2 We limit ourselves to a single wavelength because we saw in
our previous work that inflation is least robust to the longest
wavelength modes.
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FIG. 2. Our toy slow roll potential, which corresponds to
“small field”, low-scale inflation.
with m = 1.07967× 10−7MPl. For an initial value of the
field of φ0 = 4MPl, this results in 100 e-folds of infla-
tion, a scale of inflation Hinf = 1.25× 10−6MPl, a scalar
perturbation amplitude ∆R = 10
−5 and scalar spectral
index ns ≈ 0.97 for modes that exit the horizon 60 e-folds
before the end of inflation.
In summary, our model of initial matter inhomo-
geneities depends on the amplitude of inhomogeneities
∆φ, and the potential V (φ0). The potential V (φ0) sets
the inflationary Hubble scale, which in turn sets the
wavelength of the perturbations. We also consider a case
where φ˙ is a small non zero constant on the initial spatial
slice, which is described further below.
B. Initial Conditions - metric
We define the conformal metric γ˜ij = χ
−1γij where χ
is a scalar conformal factor. In [68], we made the simpli-
fying assumption that the traceless part of the extrinsic
curvature was zero everywhere on the initial slice
Aij ≡ Kij − 1
3
γijK = 0 , (8)
where Kij = Lnγij is the extrinsic curvature and n the
normal vector to the spatial slices. In addition, we as-
sumed that the metric on the initial slice was conformally
flat
γ˜ij = δij . (9)
In this work we consider Aij 6= 0 but restrict ourselves
to variation of K that allows us to set the longitudinal
part of
A¯ij = χ−5/2Aij , (10)
to zero. Note that this conformal version is denoted by a
bar to differentiate it from the version used in the BSSN
conformal decomposition,
Aij = χA˜ij , (11)
which is denoted by a tilde over the A.
To see that this is possible notice that with this alterna-
tive conformal decomposition, the momentum constraint
can be written as
D˜jA¯
ij − 2
3
χ−3/2D˜jK = 8piGχ−5/2Si. (12)
Since the conformal metric γ˜ij = δij , the covariant
derivative D˜ reduces to a normal partial derivative.
For spatially constant K, and φ˙ = 0, the momentum
density vanishes, Si = 0, and we see that the longitudi-
nal part of A¯ij vanishes. More generally, for a constant
scalar field velocity on the initial slice, the longitudinal
part of A¯ij vanishes as long as the spatial variation of K
compensates for the spatial variation of the scalar field
as in [68].
Under these assumptions, the momentum constraint
reduces to
∂jA¯
ij = 0. (13)
Setting the longitudinal part to zero obviously provides
a solution, but let us also show that on a torus, as we
consider here, this is the only solution for our choice of
initial conditions.
To see this, we decompose A¯ij into a longitudinal and
transverse part
A¯ij = A¯ijTT + A¯
ij
L . (14)
where the transverse part AijTT satisfies
∂jA¯
ij
TT = 0. (15)
We can then express the longitudinal part in terms of a
vector W i
A¯ijL = ∂
iW j + ∂jW i − 2
3
δij∂kW
k . (16)
The momentum constraint then implies
∂j∂jW
i +
1
3
∂i∂jW
j = 0. (17)
On a torus, the only solution to this equation are constant
vector fields so that A¯ijL = 0.
3
Since we are working on a torus, we can Fourier de-
compose A¯ijTT . This reduces finding a transverse traceless
tensor to a problem in linear algebra. More specifically,
for the Fourier expansion
A¯ijTT =
∑
n1,n2,n3
cij(n1,n2,n3) exp
[∑
k
2piinkx
k
L
]
, (18)
3 In more general spacetimes non-trivial solutions exist. In asymp-
totically flat spacetimes the solutions are harmonic, as was used
in [71]. It would be interesting to consider the effect of such
perturbations in more general spacetimes.
5the conditions that A¯ijTT be transverse and traceless im-
ply∑
i
nic
ij
(n1,n2,n3)
= 0 and
∑
i
cii(n1,n2,n3) = 0 . (19)
We see that these equations impose four conditions on six
independent matrix elements, leaving us with two degrees
of freedom. In the linear regime, these are, of course, the
two polarization states of the graviton. To ensure A¯ijTT
is real we must choose
cij(−n1,−n2,−n3) = c
∗ ij
(n1,n2,n3)
. (20)
These equations are straightforward to solve for any
choice of n1, n2 and n3. Given a choice of A¯
ij , all quan-
tities appearing in the Hamiltonian constraint
D˜2χ− 5
4χ
γ˜ijD˜iχD˜jχ
+
χR˜
2
+
K2
3
− 1
2
A˜ijA˜
ij = 8piGρ , (21)
with the exception of the conformal factor χ are known,
and we can solve for χ numerically. (We do this by re-
laxation from a trial solution.)4
For compact spatial slices as we assume here, the value
of K is not independent, but is determined by the Hamil-
tonian constraint Eqn. (21)
K ' −
√
〈24piGρ+ 3
2
A˜ijA˜ij〉 , (22)
with
ρ =
1
2
(∂iφ)
2 + V (φ) , (23)
where 〈X〉 denotes the average of X over the spatial
spatial slice. Here the ‘'’ sign indicates that the ex-
act expression involves the values of χ which are not yet
known. For our choice of initial conditions, it can be ap-
proximated by unity. We then solve (by relaxation) the
Hamiltonian constraint for the spatially varying values
of χ, and check that this yields a consistent solution. To
improve the solution, this can be done iteratively, but in
the cases we consider this was not necessary as it did not
significantly change the solution obtained - for further
details see figure 15 in Appendix A 4 c.
4 Note that one must reconstruct the value of the evolution variable
A˜ij which appears in this expression from the chosen A¯ij and
the conformal factor (a procedure which must form part of the
relaxation, as the conformal factor is changing). In addition, as
was noted previously, the relaxation of χ could result in a profile
which is inconsistent with the initial value of K per Eqn. (22)
which was calculated assuming χ = 1. In principle we may need
to adjust the value of K to better satisfy the constraint, but in
practise this is rarely necessary.
As for the scalar perturbations, one expects short
wavelength modes of the transverse traceless part of the
extrinsic curvature to behave like radiation, and one ex-
pects modes with wave numbers comparable to the local
expansion rate to be the most problematic for the onset
of inflation. So in practice, we consider a simple super-
position of modes with wave numbers (n, 0, 0), (0, n, 0)
and (0, 0, n) with equal amplitudes of the form
A¯ijTT =
 0 f(z) f(y)f(z) 0 f(x)
f(y) f(x) 0
 (24)
with
f(t = 0, x) = ∆A cos
(
2pinx
L
)
. (25)
Here ∆A sets the amplitude of the fluctuations, n sets
the wavenumber of the fluctuations relative to the infla-
tionary Hubble scale H0 (see Eqn. (4), and we consider
the cases n = 1 and n = 6. In each case, we consider a
single mode, with a constant spatial K and ∆A. Note
that since the actual Hubble radius will be smaller due
to the presence of energy density from inhomogeneities,
n = 1 (and possibly n = 2) modes are superhorizon.
In addition, we consider the case of a superposition of
modes with wave vectors (1, 3, 5), (2, 4, 4), and (4, 3, 3).
Each mode is normalized to carry the same energy den-
sity as an individual mode in equations (24), (25). In par-
ticular, for this normalization the average energy density
〈ρAij 〉 carried by the superposition of the three modes
for a given ∆A is the same as for the initial conditions
in equations (24), (25). We will refer to this superposi-
tion as anisotropic and the superposition of wave vectors
(n, 0, 0), (0, n, 0), and (0, 0, n) as isotropic initial condi-
tions, respectively.
Finally, we consider whether the gravitational wave
background can mitigate the instability of small field
models to an initial non zero value of φ˙ 6= 0. While
in general this requires us to solve the momentum con-
straints for the initial conditions, it turns out that there
exists a special case where these constraints are trivially
solved when φ˙ = C/(12pi)M2Pl and the spatial variation
in K = Cφ + K0. Here, we choose C = 0.0005 and the
value of K0 is chosen as a constant value which permits
us to satisfy the Hamiltonian constraint with periodic
boundary conditions (see [68] for further details on this
approach). We report on the results of this case in section
III C.
C. Evolution of the initial conditions
We use the numerical relativity package GRChombo [70]
for the time evolution. Full details of the numerical im-
plementation, evolution equations and gauge choices are
provided in Appendix A, along with plots showing the
convergence and bounded constraint violation in typical
simulations.
6We ran three cases for the scalar perturbations, with
∆φ = 0.0006MPl, ∆φ = 0.0004MPl and ∆φ = 0.0002MPl,
scanning over the values for ∆A. These cases would have
resulted in over 40 e-folds of inflation (the maximum we
can follow in one simulation), in the absence of any per-
turbations in Aij . For each case we gradually increased
the value of ∆A from 0 to 2×10−10MPl and recorded the
number of e-folds at the point of failure. Above this level
of ∆A the spacetime undergoes gravitational collapse due
to the presence of the perturbations in the metric, and
we were not able to evolve the simulations until inflation
ended.
It is convenient to define the following local energy
density to encapsulate the amplitude of tensor inhomo-
geneities
ρAij ≡
1
16piG
A˜ijA˜
ij , (26)
in analogy with the density ρ for the matter content on
the right hand side of the Hamiltonian constraint Eqn.
(21). This is equivalent to the energy density of the Isaac-
son energy momentum tensor [72] t00 =
1
32piG 〈h˙µν h˙µν〉,
when the perturbations are small and one can average
over one period in spacetime.5 However, our simulations
are not in the perturbative limit, and the entire spacetime
contains only one mode over which to average. Neverthe-
less, we found it to be a useful concept for keeping track
of the level of perturbations, in practical aspects such as
setting the AMR regridding conditions near collapse, and
in our approximate model, which is described in section
III C.
We note that there are two main energy scales, H0
given by Eqn. (4) which is the scale of inflation in the
absence of any perturbations, and the actual Hubble scale
H2act = (8/3)piG(ρ+ρAij ), where ρ is given by Eqn. (23).
We will focus on small field inflation, and hence ρ ≈ V0,
thus H2act ≈ (8/3)piG(V0 + ρAij ). As we will see, our
simulations will scan through metric perturbations ∆A
such that ρAij ∼ O(few)×V0. As a rule of thumb, ∆A =
1×10−10MPl, gives an average for the metric fluctuations
approximately equal to 〈ρAij 〉 ≈ V (φ). We represent the
this scanning parameter as the absolute ratio ρAij/V0.
III. RESULTS
In this section we summarise our results and propose
an explanation for the effects observed.
5 We gain two factors of 2 from the definition −2αKij = ∂tγij ,
and then a further 1/2 from the averaging procedure (ie, the
RMS factor).
A. Key findings - small field
Our main result is shown in figure 1. Adding the ten-
sor background as described above results in fewer e-folds
than in the case in which the inhomogeneities were con-
fined to the inflaton field and the conformal factor. As
we mentioned in the introduction, inflations fail when the
scalar field falls out of the inflationary plateau into the
reheating minimum across the entire space, thus ending
the inflationary dynamics.
However, interestingly, a non-zero fluctuation in the
scalar field “seed” was required for early failure - simply
adding a tensor background to a spatially homogeneous
field was insufficient to cause failure even at large values
of ∆A. While in this case inhomogeneities in the field
did develop, they were extremely small and developed
slowly, by which time slow-roll was well established. This
is because the Klein-Gordon equation for the scalar field
couples to the metric only through the γij and K terms.
For 〈ρAij 〉 & V (φ0) the reduction in e-folds levels out,
and increases in the extrinsic curvature fluctuations do
not reduce inflation further. The downward trend even
reverses as the amplitude of the fluctuations increases,
which can be seen more clearly in figure 3.
Above 〈ρAij 〉/V0 ∼ 4 the perturbations reach a critical
level above which regions of spacetime undergo collapse.
The collapsing regions were roughly planar and difficult
to evolve until the end of inflation, possibly due to the
formation of coordinate singularities and other gauge is-
sues.6 However, as long as we can evolve them, they
do not appear to disrupt the inflation in surrounding ar-
eas. Intuitively, we expect the collapse to eventually lead
to formation of black holes which would “inflate away”
(as was seen in the large field case of [68]), although we
did not evolve them to their end states. To some extent
the difficulty arises because the initial conditions for the
inhomogeneities are too “regular”. For a more random
initial configuration (ie, a superposition of many modes
with random phases), we would expect that the collaps-
ing regions should be less planar and more contained in
roughly spherical regions, which should make simulating
the full collapse easier. We will investigate more general
inhomogeneities in future work.
In the case of fluctuations in A¯ij with n = 6, we saw
no significant qualitative difference in the results for the
number of e-folds, although the recovery with increasing
∆A was somewhat stronger, as we can see in figure 4.
This figure also shows the behaviour for the superposition
of modes, which is very similar to the simpler n = 6 case.
This shows that more anisotropic conditions do not give
a significantly different behaviour, justifying our use of
the simpler model of fluctuations in the rest of the work.
6 It is also not clear whether the 1 + log slicing condition used
should be able to stably evolve such collapses - see [73] for sim-
ulations in this direction.
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FIG. 3. Number of e-folds at the failure point (where infla-
tion first ends), versus the amplitude of the fluctuations in
A¯ij , for different values of ∆φ in the initial inflaton field in-
homogeneities (for n = 1). It can be seen that the initially
downward trend levels off and even reverses slightly as the
amplitude is increased.
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FIG. 4. Number of e-folds at the failure point (where infla-
tion first ends), versus the amplitude of 〈ρAij 〉/V0, for differ-
ent values of n in the initial inflaton field inhomogeneities (for
∆φ = 0.0006MPl). We compare the cases for tensor pertur-
bations for n = 6, n = 1, and the anisotropic superposition of
modes with n ∼ 6. It can be seen that the overall behaviour
and reduction in values is similar, although the recovery for
higher ∆A is stronger for the isotropic n = 6 case, and slightly
higher again for the anisotropic case.
Since the behaviour in each case is broadly similar, this
implies that the particular length scale and anisotropy of
the fluctuations does not have a strong effect - it is the
average initial energy density that has the strongest role
to play in reducing the number of e-folds. We will use this
observation in constructing a simple numerical model, in
section III C.
The resulting evolution of the average matter energy
density 〈ρm〉, and the metric energy density 〈ρAij 〉 are
shown in figures 5 and 6 respectively. We can see that
the matter evolution is somewhat affected by the gravita-
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FIG. 5. Evolution of the (matter) energy density versus the
average number of e-folds across the grid, in the cases of dif-
ferent initial amplitudes ∆A. One can see that the evoution
of the matter energy density is only weakly affected by the
presence of the gravitational wave fluctuations, and still set-
tles into the constant inflationary period within one e-fold.
tional wave background but not vice versa - the evolution
of 〈ρAij 〉 does not appear to depend on the perturbations
in φ, which is not surprising as the scalar field gradient
energy density is still strongly subdominant to V (φ).
At early times, 〈ρAij 〉 behaves irregularly though over-
all it roughly scales as a−6, while at later times, once de
Sitter expansion has begun, 〈ρAij 〉 ∝ a−4 consistent with
radiation. This is due to the fact that modes of Aij have
wavelengths comparable to Hubble, and do not support
a wave-like solution.
The same plot is given for n = 6, where we would
perhaps expect a more homogeneous evolution. We see in
figure 7 that the evolution of 〈ρAij 〉/V0 is again complex
in the early stages - now showing strong oscillations in
the average value, but scales as a−4 overall as one would
expect for subhorizon modes.
If 〈ρAij 〉 > V0 in the early stages, spacetime is either
dominated by scalar kinetic energy (ρ ∝ a−6) or radia-
tion dominated (ρ ∝ a−4), and one might suspect that
the inflaton – instead of slowly rolling – be attracted to
the dominant dynamic and roll coherently down the po-
tential resulting in the loss of total e-folds. However, it
is easy to check that this is not the case – in the limit
when 〈ρAij 〉  V0 and 〈ρAij 〉 = ρ0Aa−m, the homoge-
neous Klein-Gordon equation behaves as
φ′′ +
(
4− m
2
)
φ′a− 3am−2√ V0
ρ0A
= 0 (27)
where primes denote d/da,  is the slow roll parameter
and we have assumed that the scalar field rolls in the
positive direction down the potential). The middle term
acts as a friction, while the last term is proportional to
V0/ρ
0
A, i.e. the scalar field rolls even less when dominated
by the metric energy. Solving Eqn. (27) numerically
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FIG. 6. Evolution of the average tensor perturbation energy
density 〈ρAij 〉 versus the average number of e-folds across the
grid 〈N〉, in the cases of different fluctuations in A¯ij and φ,
with horizon sized modes in both (ie, n = 1). The behaviour
is unaffected by the gradient energy of the inflaton field - the
lines for ∆φ = 0 and ∆φ = 0.0006MPl with the same value of
∆A are indistinguishable.
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FIG. 7. Evolution of the average tensor perturbation energy
density 〈ρAij 〉 versus the average number of e-folds across the
grid 〈N〉, for n = 1 modes in the scalar field and smaller
wavelength, n = 6 modes for the metric perturbations. The
evolution of 〈ρAij 〉 is again complex in the early stages as
in the case of n = 1, now showing strong oscillations in the
average value, but still scales as a−4 overall.
shows that the early metric energy domination does not
change the coherent scalar dynamics significantly.
Rather, to understand the loss of e-folds, it is most
instructive to look at the evolution of the failure point
(the point at which inflation first ends, which initially
has the minimum value of φ). This is shown in figure
8. The failure mode in which the field falls off the po-
tential hill, happens quicker than in the absence of the
GW content, and there is a reduction in the initial pull-
back on the field. One can also look at both the initial
maximum and minimum points of the field in figure 9.
This behaviour helps us to explain the scaling of the e-
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FIG. 8. Evolution of the initial minimum point of φ in the
cases of different initial fluctuations in Aij . We can see that
as the fluctuations ∆A increase, the pullback of the field is
reduced.
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FIG. 9. Evolution of the initial maximum and minimum
points of φ in the cases of different initial fluctuations in Aij .
We can see that as the fluctuations ∆A increase, the pullback
of the field to a flat configuration is reduced, and there is a
more rapid failure at later times.
folds with increasing ∆A, given the model we propose in
section III C.
B. Key findings - large field
We also performed several simulations in the large field
inflation case, with an m2φ2 potential as described above,
to confirm that additional metric perturbations did not
interfere with large field inflation.
As expected, inflation still begins, and lasts the maxi-
mum number of e-folds in the majority of the spacetime,
with only locally collapsing regions of high density. Thus,
the behaviour was not strongly affected by the presence
of the tensor modes.
One difference, as illustrated in figure 10, was the for-
mation of black holes. In the absence of the tensor modes,
9we would form two identical black holes - one in the cen-
ter of the grid and one in the corners (the grid is periodic,
so the corners represent the same black hole). With the
presence of tensor perturbations the symmetry was bro-
ken, and while both regions still collapsed to some extent,
the corners now formed black holes more readily.
C. Interpretation of results
In our previous paper [68] we derived a limit on the size
of ∆φ above which inflation would immediately fail, as a
function of the features of the inflationary potential and
the size of the modes. Below this limit the field tended
to oscillate into a flat configuration, from which infla-
tion could proceed. The critical amplitude was based on
equating the pullback force from the initial field gradients
to the potential gradient, which tended to pull the field
down into the reheating minimum, and thus it should
remain unchanged by the presence of a background of
tensor perturbations.
However, as we have seen in this work, below this crit-
ical limit for ∆φ, the picture changes with the addition
of the tensor perturbations. The oscillations of the max-
imal points in the field get stuck at values further from
the flat configuration. These points do not initially re-
sult in failure and may still enter a slow roll period, but
they accelerate the failure at the critical point at later
times. As we continue to increase the amplitude of the
metric perturbations, things actually improve again with
the field stuck closer to the flat configuration.
To confirm this picture, we again consider the evolution
of the extremal points. The Klein-Gordon equation is
φ¨+ 3Hφ˙− γij∂i∂jφ = −V ′ , (28)
where we have included the gradient term in addition to
the usual friction term7.
We make the simplifying assumption that the gravita-
tional wave background can be modelled by a homogeneous
energy density, equal to the initial homogeneous average
across the spatial slice, and scales like
〈ρAij 〉/V0 = r−p , (29)
where r sets the initial value of the energy density relative
to the inflationary energy density V0, and p ∼ 4 is the
power law scaling of the field with the expansion. We
also assume that the initial spacetime is conformally flat,
and that χ is approximately constant around the critical
point, so that it can be represented by some spatially
homogeneous number of e-folds, a, with χ = 1/a2.
It is helpful to rewrite the Klein Gordon equation with
the derivatives taken with respect to the number of e-
folds. Defining the deviation from the average value at
7 Compared to our discussion of the pullback effect in [68], we have
included the friction term.
FIG. 10. Large field simulations showing the value of the ex-
trinsic curvature K. The red regions are collapsing and the
blue regions are inflating. We still see collapse in the cen-
tre and corner regions, as in the absence of tensor perturba-
tions, but these regions are less symmetric, and the black holes
(identified using an apparent horizon finder) tended to form
more readily in the corner regions. Overall the qualitative
behaviour of local collapses in a globally inflating spacetime
is unchanged.
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the critical failure point as x ≡ φ− φ0, and assuming φ˙0
is small, then the Klein Gordon equation becomes, for
our configuration with single horizon scale modes,
x¨+ 3Hx˙+
4pi2H20
a2
x = −V ′ (30)
which can be written with “time” instead measured by
the number of e-folds N as
H2
d2x
dN2
+A
dx
dN
+Bx = −V ′, . (31)
Here the values of the coefficients A and B are
A = 3H20
[
1 + re−pN
(
1− p
6
)]
(32)
and
B =
4pi2H20
e2N
. (33)
In analogy with a simple damped harmonic oscillator,
the value of A represents the (Hubble) friction, and the
value of B the restoring pullback force, while the poten-
tial gradient provides the driving force which pushes the
field down the hill. It is clear that for r > 0 the friction is
increased at early times, as well as the “mass” H20 , which
for large r reduces the “overshoot” in the initial transient
behaviour. At later times the values are consistent with
the case of r = 0, meaning that if the field survives the
inital period, it can still settle into slow roll.
Eqn. (31) may be solved very easily using numerical
integration. The results are shown in figure 11 for the
number of e-folds at failure (the point at which φ = φ∗)
versus the actual results obtained for the case of a single
mode n = 1. The evolution of the field is shown in figure
12. It is clear that the results are qualitatively the same
as the full evolution, and thus this fairly simple model
can indeed be used to gain intuition about the dynamics
of the system in the presence of inhomogeneous tensor
modes.
Note that while ρAij can vary significantly at differ-
ent locations, our simple model is qualitatively accurate,
which suggests that the main driver of the behaviour is
the change in the average Hubble expansion rate, rather
than the detailed dynamics of the tensor perturbations.
This observation raises the interesting possibility that
a gravitational wave background may be able to mitigate
the effect of an initial non zero value of φ˙. In general,
the addition of even a small velocity of the field down
the potential will disrupt slow roll for small field models.
By increasing the value of H initially using tensor per-
turbations, perhaps we can reduce this effect. Figure 13
shows the results of simulations to test this possibility.
We see that we can indeed mitigate the effect of a non
zero φ˙, with a tensor background increasing the number
of efolds from 8.6 in their absence to 11.0 with ∆A = 0.2
amplitude tensor perturbations present. As in our ear-
lier simulations we were limited in how large we could
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FIG. 11. Number of e-folds at the failure point (where in-
flation first ends), versus the amplitude of the fluctuations
in A¯ij . We compare the case of tensor perturbations with
n = 1 (horizon sized modes) to the simple numerical model
described in section III C with a p = 4 power law scaling for
the average energy density 〈ρAij 〉. We see that the model
recreates the qualitative shape of the curve.
FIG. 12. Evolution of the initial minimum point of φ in the
cases of different initial fluctuations in Aij , paraameterised by
r = 〈ρAij 〉/V0, using the simple numerical model with p = 4.
Comparing this with figure 8, we can see that the qualitative
behaviour of the full simulations is well reproduced by the
simple model.
make our fluctuations. However, our analytic model al-
lows us to probe the behaviour further, and we see that
it implies that we can continue to increase the number of
e-folds in cases with non zero φ˙, provided the field does
not immediately fail.
One additional approximation in our model is useful
to elucidate the findings referred to in our previous work
regarding convexity of the potential. If we expand the
potential gradient as a Taylor series about the average
value φ0
V ′ = V ′|φ=φ0 + V ′′|φ=φ0x+O(x2) , (34)
then equation 31 becomes
H2
d2x
dN2
+A
dx
dN
+ (B + V ′′|φ=φ0)x = −V ′|φ0 , (35)
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FIG. 13. Number of e-folds at the failure point (where infla-
tion first ends), versus the amplitude of the fluctuations in
A¯ij , with non zero φ˙. The simulation used the n = 6 case in
which a stronger recovery in the number of e-folds was seen
than for n = 1. The simple numerical model is that described
in section III C with a p = 4 power law scaling for the average
energy density 〈ρAij 〉, where we chose an initial value for φ˙
which gave the same number of e-folds in the ρAij = 0 case as
the actual simulations. We see the same trends in the analytic
and actual results, although as before the model appears to
be more conservative in estimating the number of e-folds.
This makes clear that a convex potential V ′′ > 0 serves
to increase the restoring force, making the model more
robust to inhomogeneities, while a concave one will re-
duce the restoring force, and so tend to destabilise the
slow roll. Thus a potentially useful distinction of models
of inflation when discussing stability is into convex and
concave potentials.
IV. CONCLUSIONS
In general, we find a somewhat complicated picture
on the effect of tensor perturbations. Unlike for per-
turbations in the scalar inflaton field, increased tensor
perturbations do not necessarily lead to a decrease in the
number of e-folds of inflation, and we see that they can
in fact mitigate other problematic initial conditions for
slow roll such as having a non zero value of φ˙.
As in our previous paper, we find that the scalar field
dynamics are the key driver of the behaviour in small
field/concave models, and that our more complex simu-
lations can be approximated by relatively intuitive toy
models.
Specific results were summarised in the Introduction,
section I, and illustrated in figure 1.
It would be interesting in future to consider more gen-
eral initial conditions with superpositions of modes with
different wavelengths, as there are hints in our results
that this may improve the recovery of slow roll when
increasing the amplitude of tensor fluctuations. More
random initial conditions would also allow us to probe
further the collapses which we observe at higher ampli-
tudes, to confirm that they result in black holes which
are then inflated out of the spacetime. In addition, it
would be interesting to refine the toy models to gain a
better analytic understanding.
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Appendix A: GRChombo code
This appendix summarises the key features of the nu-
merical relativity code GRChombo. For a more full dis-
cussion see [70], and the GRChombo website at http:
//grchombo.org, which includes links to movies of sim-
ulations using the code.
1. Numerical implementation
GRChombo is a multi-purpose numerical relativity
code, which is built on top of the open source Chombo
framework. Chombo is a set of tools developed by
Lawrence Berkeley National Laboratory for implement-
ing block-structured AMR in order to solve partial dif-
ferential equations [76].
The key features of Chombo are:
• C++ class structure: Chombo is primarily written
in the C++ language, using the class structure in-
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herent in that language to separate the various evo-
lution and update processes.
• Adaptive Mesh Refinement : Chombo provides
Berger-Oliger style [77, 78] AMR with Berger-
Rigoutsos [79] block-structured grid generation.
Chombo supports full non-trivial mesh topology
– i.e. many-boxes-in-many-boxes. The user is re-
quired to specify regridding criteria, which is usu-
ally based on setting a maximum threshold for the
change in a variable across a gridpoint.
• MPI scalability : Chombo contains parallel infras-
tructure which gives it the ability to scale efficiently
to several thousand CPU-cores per run. It uses an
inbuilt load balancing algorithm, with Morton or-
dering to map grid responsibility to neighbouring
processors in order to optimize processor number
scaling.
• Standardized Output and Visualization: Chombo
uses the HDF5 output format, which is supported
by many popular visualization tools such as VisIt.
In addition, the output files can be used as input
files if one chooses to continue a previously stopped
run – i.e. the output files are also checkpoint files.
The key features of GRChombo are:
• BSSN formalism with moving puncture:
GRChombo evolves the Einstein equation in
the BSSN formalism with scalar matter. Sin-
gularities of black holes are managed using the
moving puncture gauge conditions [80, 81]. These
evolution equations and gauge conditions are
detailed further below. There is an option to turn
on CCZ4 constraint damping terms if required,
but this was not used in this work.
• 4th order discretisation in space and time: We use
the method of lines with 4th order spatial stencils
and a 4th order Runge-Kutta time update. We use
symmetric stencils for spatial derivatives, except for
the advection derivatives (of the form βi∂iF ) for
which we use one-sided/upwinded stencils. In [70]
it was shown that the convergence is approximately
4th order without regridding, but reduces to 3rd
order convergence with regridding effects.
• Kreiss-Oliger dissipation: Kreiss-Oliger dissipation
is used to control errors, from both truncation and
the interpolation associated with regridding.
• Boundary conditions: We use either periodic
boundaries or Sommerfeld boundary conditions
[82], which allow outgoing waves to exit the grid
with minimal reflections. For many simulations,
the AMR ability allows us to set the boundaries
far enough away so that reflections do not affect
the results during simulation time. In this work
only periodic boundary conditions were used.
• Initial Conditions: In principle any initial condi-
tions can be used, for example, where solutions to
the constraints have been found numerically, these
can be read into the grid using a simple first order
interpolation. Note that GRChombo itself does
not currently solve the constraints for the initial
conditions, although it can be used to relax the
Hamiltonian constraint for the value of the confor-
mal factor χ where the other variables are assumed
to solve the momentum constraint and admit solu-
tions consistent with the boundary conditions.
• Diagnostics: GRChombo permits the user to
monitor the Hamiltonian and momentum con-
straint violation, find spherically symmetric appar-
ent horizons, extract gravitational waves and cal-
culate ADM mass and momenta values.
2. Gauge choice
GRChombo uses the BSSN formalism [71, 83, 84] of
the Einstein equation in 3+1 dimensions. This is sim-
ilar to the more well known ADM decomposition [85],
but is more stable numerically. The 4 dimensional space-
time metric is decomposed into a spatial metric on a 3
dimensional spatial hypersurface, γij , and an extrinsic
curvature Kij , which are both evolved along a chosen lo-
cal time coordinate t. Since one is free to choose what
is space and what is time, the gauge choice must also be
specified. The line element of the decomposition is
ds2 = −α2 dt2 + γij(dxi + βi dt)(dxj + βj dt) , (A1)
where α and βi are the lapse and shift, the gauge pa-
rameters. These parameters are specified on the initial
hypersurface (see below) and then allowed to evolve using
gauge-driver equations, in accordance with the puncture
gauge [80][81], for which the evolution equations are
∂tα = −µαK + βi∂iα , (A2)
∂tβ
i = Bi , (A3)
∂tB
i =
3
4
∂tΓ
i − ηBi , (A4)
where the constants η, of order 1/MADM , and µ, of order
1, may be varied by the user to improve stability. The
effect of the moving puncture gauge is to avoid resolving
the central singularity of any black hole that may form.
It was shown that in this gauge the central gridpoints
asymptote to a fixed radius within the event horizon,
the so-called “trumpet” solution described in [86]. Thus
explicit numerical excision of the central singularity is
not required. While constraint violation may occur at the
central point due to taking gradients across the puncture,
these remain within the horizon and do not propagate
into the outside spacetime.
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3. Evolution equations
In GRChombo the induced metric is decomposed as
γij =
1
χ
γ˜ij det γ˜ij = 1 χ = (det γij)
− 13 . (A5)
The extrinsic curvature is decomposed into its trace, K =
γij Kij , and its traceless part γ˜
ij A˜ij = 0 as
Kij =
1
χ
(
A˜ij +
1
3
K γ˜ij
)
. (A6)
The conformal connections Γ˜i = γ˜jk Γ˜ijk where Γ˜
i
jk are
the Christoffel symbols associated with the conformal
metric γ˜ij .
The evolution equations for BSSN are then
∂tχ =
2
3
αχK − 2
3
χ∂kβ
k + βk ∂kχ , (A7)
∂tγ˜ij = −2α A˜ij + γ˜ik ∂jβk + γ˜jk ∂iβk
− 2
3
γ˜ij ∂kβ
k + βk ∂kγ˜ij , (A8)
∂tK = −γijDiDjα+ α
(
A˜ijA˜
ij +
1
3
K2
)
+ βi∂iK + 4pi α(ρ+ S) , (A9)
∂tA˜ij = [−DiDjα+ χα (Rij − 8pi αSij)]TF
+ α(KA˜ij − 2A˜il A˜lj)
+ A˜ik ∂jβ
k + A˜jk ∂iβ
k
− 2
3
A˜ij ∂kβ
k + βk ∂kA˜ij , (A10)
∂tΓ˜
i = 2α
(
Γ˜ijk A˜
jk − 2
3
γ˜ij∂jK − 3
2
A˜ij
∂jχ
χ
)
− 2 A˜ij ∂jα+ βk∂kΓ˜i
+ γ˜jk∂j∂kβ
i +
1
3
γ˜ij∂j∂kβ
k
+
2
3
Γ˜i ∂kβ
k − Γ˜k∂kβi − 16pi α γ˜ij Sj . (A11)
The scalar field matter evolution equations are
∂tφ = αΠM + β
i∂iφ , (A12)
∂tΠM = β
i∂iΠM + α∂i∂
iφ+ ∂iφ∂
iα (A13)
+ α
(
KΠM − γijΓkij∂kφ+
dV
dφ
)
, (A14)
where the second order Klein Gordon equation has been
decomposed into two first order equations as is usual.
The stress energy tensor for a single scalar field is
Tab = ∇aφ∇bφ− 1
2
gab(∇cφ∇cφ+ 2V ) . (A15)
and the various components of the matter stress tensor
are calculated from this as
ρ = na nb T
ab , Si = −γia nb T ab ,
Sij = γia γjb T
ab , S = γij Sij . (A16)
The Hamiltonian constraint is
H = R+K2 −KijKij − 16piρ . (A17)
The momentum constraint is
Mi = Dj(Kij − γijK)− 8piSi . (A18)
4. Specific notes on the current simulations
Some further details regarding the simulations in this
paper are noted in the section below.
a. Shift, lapse and AMR conditions
The shift is set initially to zero. The lapse condition
was chosen so that the slicing was approximately loga-
rithmic in the scale factor, that is the lapse was driven
dynamically towards α = ln(a) with a = 1/χ2 the (local)
scale factor. The initial conditions for the lapse were set
according to this condition based on the relaxed value of
χ. This was not essential to the stability of the simula-
tions, but was found to give the most “smooth” and effi-
cient results, with certain other choices which were tested
resulting in local collapses of the coordinate observers be-
fore the maximum number of e-folds was reached. While
the choice of constant α = 1 slicing actually gave stable
results, it was rather inefficient as the timesteps did not
grow in line with the scale factor. On the other hand
approximately conformal time (α = a) tended to result
in instabilities developing.
For the majority of the simulation, during the infla-
tionary period, a fixed grid was sufficient. Regridding
was triggered by high gradients of ρAij , which was seen
in the cases of gravitational collapse of the wave back-
ground (and just below where the values almost collapsed
and then recovered), and by high gradients in φ, when
the value fell towards the reheating minimum φ∗ at the
end of inflation.
b. Meaurement of e-folds
We used the local value of χ at the first point of failure
of inflation to calculate the number of e-folds achieved,
and which are displayed in the figures. Failure was de-
fined by the value of φ reaching the reheating minimum
φ∗ at some point in the spacetime, and it was at this
point that the local number of e-folds was measured. As
in our previous work, we see that the rest of the space-
time is subsequently dragged down into the minimum by
the gradients formed. An alternative would have been to
calculate the average over the spatial slice at the point
of failure, although this would be more sensitive to the
gauge/slicing conditions, or to wait for the entire space-
time to be dragged into the minimum before measuring,
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FIG. 14. A convergence test which compares the difference in
the values of φ for the simulations for which ∆φ = 0.0006MPl
and ∆A = 1.5 × 10−11MPl. For these tests the resolution
was fixed, and set to 643, 1123 and 1283 in the low resolution
(LR), medium resolution (MR) and high resolution (HR) runs
respectively. The differences are taken at 125 different points
on the grid and the L2 norm taken of all the values. The
HR-MR and MR-LR cases are compared to check the order
of convergence. The reduction in the error in the MR-HR case
is consistent with 4th order convergence. Only the evolution
period is shown, since the values are fixed for the relaxation
period.
but this was computationally more expensive. The ex-
act measure of e-folds, local or average across the grid,
should not affect the results obtained, except to change
the exact numerical values, which in any case are strongly
model dependent.
c. Convergence and constraint violation
The results of an example convergence test for the sim-
ulation (∆φ = 0.0006MPl, ∆A = 1.5 × 10−11MPl) is
shown in figure 14 for the field value. The tests used
a fixed mesh with the resolution set to 643, 1123 and
1283 respectively in the low resolution, medium resolu-
tion and high resolution runs. The plots indicates that
level of convergence is approximately 4th order for most
of the simulation. In the simulations for which we present
our results we used the highest resolution as our coars-
est grid, although we permitted regridding with the full
AMR capabilities of the code. In practise the resolution
did not often go above the coarsest refinement, except
during periods where the tensor fluctuations collapsed,
or the field fell into the reheating minimum at the end of
the simulations. This would normally reduce the order
of convergence to 3rd order or lower. While this has the
potential to introduce additional sources of error, we did
not see any indication of significant problems in compar-
ison to the fixed mesh case.
Figure 15 shows detail relating to the constraint vi-
olation as a result of the relaxation procedure. During
the relaxation period the Hamiltonian constraint should
converge towards zero (by adjusting the spatial profile of
χ), but in fact relaxes towards a small non zero value if
no iteration of the initial value of K is performed. This
error is the dominant contribution to the constraint vio-
lation during the evolution, (above numerical truncation
errors), but remains stable and bounded throughout. It
arises from setting K2 = 〈3/2A˜ijA˜ij + 24piρ〉, assuming
that χ = 1 everywhere in the calculation of A˜ij , whereas
we then solve for a spatially varying χ. As noted in foot-
note 4, in order to remove this error we would need to
re-solve for the correct value of K with the new profile for
χ, and then iterate the procedure. We show in the figure
that the iteration makes no significant difference to the
outcome of the results compared to the case used in the
simulations, where a relaxation period of 200 timesteps
was used but no iteration of the value of K. Compared
to the iterated case, the difference in both K and the
measured number of e-folds to the end of inflation were
less than 1%, which is well below the accuracy to which
they are presented in our results. However, it is clear
that an iterated relaxation does improve the accuracy of
the results, and thus would be required for more accurate
work in, for example, cosmological parameter estimation.
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