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ABSTRACT 
The decorrelating and minimum mean squared error data 
detectors for direct sequence code division multiple access 
(DS-CDMA) communications systems are known to exhi- 
bit low vulnerability to the near-far problem. Nevertheless, 
the performance of these algorithms is highly sensitive to 
accurate knowledge of the user propagation delays as well 
as inter-symbol and/or inter-chip interference such as that 
produced by frequency-selective fading channels. In this 
paper, a new sub-optimum symbol-by-symbol detector is 
presented which is robust in the presence of these two ef- 
fects. 
1. INTRODUCTION 
Direct-sequence code division multiple access (DS-CDIVIA) 
communications systems have recently received increased 
attention as a promising candidate for emerging mobile 
digital radio networks. For this reason, much work has 
been reported on the problem of multi-user detection in 
DS-CDMA. For asynchronous systems, the standard matc- 
hed filter-bank detector is known to fail for users of widely 
disparate power (the so-called “near-far problem”). More- 
over, the unrealistically high computational complexity of 
the optimum (i.e., minimum probability of error) detector 
[l] has motivated research on sub-optimum multi-user de- 
tectors [2]-[3]. 
Such systems rely on exact knowledge of additional pa- 
rameters such as carrier phase, signal strength, and pro- 
pagation delay for each user. However, such receivers can 
exhibit high sensitivity to errors in estimates of these para- 
meters, especially propagation delay, as was shown to be the 
case for the decorrelating detector in [4]. Similar probllems 
would be observed for frequency-selective fading chanmels. 
This issue has been addressed in [5] where a detection sc- 
heme relying on a multipath ray model was proposed. The 
technique requires estimation of the propagation delays of 
the individual rays of each user, and data detection is nubse- 
quently performed by forming a linear combination of sym- 
bol estimates associated with each ray. 
This paper presents a simple, direct approach Itcl ro- 
bust data detection in the presence of uncertain propaga- 
tion delay estimates and/or frequency selective fading. The 
technique is based on a generalization of a maximum sig- 
nal to interference plus noise ratio (MSINR) symbol-by- 
symbol detector (the generalization to’ a block approach is 
straightforward). The multipath/propagation time uncer- 
tainty is taken into account by a simple statistical model. 
The resulting detectors are shown to be near-far resistant 
and insensitive to “small” errors in propagation delay esti- 
mation and/or frequency selective multipath channels with 
“small” delay spread. The technique may also be useful in 
cases where accurate timing estimates are available but can 
be updated with relatively low frequency. In this case, the 
receiver is robust is the presence of small changes in timing 
which take place over the propagation time up-date inter- 
val. As with other sub-optimum approaches computational 
comp1exit:y is linear in the number of users. 
2. PROBLEM FORMULATION 
Consider a K user asynchronous DS-CDMA system nomi- 
nally operating over a channel with additive white Gaus- 
sian noise (AWGN). Binary Phase Shift Keying (BPSK) 
modulation is used. Using the notation of [4, 51, the sym- 
bol interval will be denoted as T and the chip interval as 
T, = “/AT, where N is the number of chips per symbol. 
The kth user’s code waveform is of unit amplitude and is 
denoted b:y b k ( t ) .  It can be expressed as a pulse amplitude 
modulation of {ck (n)}::: the pseudo-noise (PN) sequence 
associated with the kth user: 
N - 1  
b k  (t)  = -E ck. ( n ) p ( t  - nT,) 
n = O  
where p(t1) is a pulse whose duration, in general, exceeds 
the chip interval, T,. The data sequence for the kth user, 
d k ( m )  E {-l,+l}] is pulse amplitude modulated by a sin- 
gle period of the corresponding code waveform resulting in 
a baseband signal written as: 
W 
S k ( t )  = dk.(m)bk.(t - mT). 
m=-W 
The transmitted signal is the product of the baseband signal 
and the ctarrier: &cos (w,t + 0;) where wc, yk, and 6; 
respectively denote carrier frequency, kth user power and 
carrier phase. 
In general, the channel associated with the kth user can 
be modeled as a linear time-varying system hk ( t ,  T )  which 
denotes the channel response at timet to an impulse applied 
T seconds in the past. The received signal is: 
r ’( t)  = n’(t) + (3) 
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where n‘(t) is AWGN of two-sided power spectral density 
level, No/2. The equivalent complex baseband representa- 
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tion of the signal is given as: 
K W 
r ( t )  = n(t) +E a/ hk(trT)Sk(t- - )e’(-wcT+e’)dT 
- W  k=l 
(4) 
If the channel is modeled as a simple constant delay (pos- 
sibly not precisely known) then its impulse response can be 
written as hk(t,T) = S ( t  -%) whereit will be assumed that 
r k  E [-T/2,T/2). In this case the received signal is: 
K 
T ( t )  = n(t) + &ejekSk (t - Tk) (5) 
k=l 
where = -&Tk + 6 i .  It is this model that will be used 
throughout the paper. 
Next define the received signal vector as r(m) E C Q N  
as the sum of a signal vector s(m) and noise vector n(m): 
= s(m)+n(m) ( 6 )  
where (.)T denotes transpose. It is not difficult to verify 
that the signal vector can be expressed as: 
where the subscripts on the square zero and identity matri- 
ces in (8) denote the dimension of these matrices, and [ . I n  
denotes the nth element of a vector. The above expression 
can be written more compactly in matrix form: 
1 
s(m) = J B(T+iT)d(m+i )  
i=-1 
B (r + iT) = [bi ( 7 1  + iT) , . . e ,  b K  (TK + iT)] 
T = [Tl , . . . ,TK] ,  T = T  [ I , . . . , I ]  -
K elements 
The correlation matrix of the received vector is: 
R = E [r(m)rH(m)] 
1 
= JB (T + iT) rBH (7 + iT) JH + 0’1 (11) 
i=-1 
= E [d(m+i)dH(m+i) ]  (12) 
where E [ ]  is the expectation operator. It is assumed that 
each user’s symbols are uncorrelated with those of other 
users (implying that I? is diagonal with diagonal elements 
equal to user powers). 
Let us define the signal-to-interference-and-noise-ratio 
(SINR) and the mean-squared-error (MSE) as: 
The “signal” correlation matrix R,, is defined as the cor- 
relation matrix of the signal vector in the presence only of 
the mth symbol of the kth user: 
%, = YkJbk (0 )  bf (0) JH (14) 
where it is noted that, without loss of generality, the asso- 
ciated propagation delay is set to zero: T k  = 0. conversely, 
the interference-plus-noise correlation matrix R~i+~l , ,  is de- 
fined as the correlation matrix of the received vector in the 
presence only of the noise, the remaining K - 1 users and 
the (m - 1)th and (m + 1)th symbols of the kth user: 
Consider now the maximum SINR (MSINR) symbol-by- 
symbol receiver for user k. It is well known that this pro- 
blem can be solved using generalized eigenanalysis. The 
general solution of the MSINR receiver can then be written 
as: 
where emax denotes the generalized eigenvector associated 
with the maximum eigenvalue of the above matrix pencil, 
and CY is an arbitrary (non-zero) constant. We can also 
consider a minimum mean squared error (MMSE) symbol- 
by-symbol receiver for user k similar to [6]: 
min MSE(wk) (17) - 
w o k  (MMSE) - argU’kccQN 
where P is a constant. In the particular case of a rank-one 
matrix R,,, it is well known 
It is also well known that if the noise power is very low 
compared to powers of the interferering users, the MMSE 
receiver acts as a decorrelator completely nulling the effect 
of the interferering users. That is to say, the magnitude 
of receiver output for the kth user will he approximately 
zero for each of the interfering users at the times for which 
the output provides an estimate for the kth user’s symbols. 
However, under these low noise conditions, it has recently 
been shown that inaccurate timing estimates for the users 
can drastically reduce performance resulting in high receiver 
sensitivity to near-far effects [4]. The problem addressed in 
this paper is the design of near-far resistant receivers that 
are robust in the presence of such timing errors. 
= 
3. EFFECT O F  TIMING ERRORS 
In practice, since T is not directly available, estimates of the 
propagation delays, ? = [?I,. . . ,?KIT, are used in the design 
522 
of the receivers. In this section, the effects of timing error 
on output SINR and MSE as defined in (13) are quantifLed. 
It will be assumed that the timing estimates, 6,  can be 
expressed as a sum of the true propagation delay, Tk, amd a 
zero mean Gaussian random variable, Ek of variance U & .  
where E, is the expectation over the 6: propagation delay 
errors. The above model also accounts for the multipath. eF- 
fects appearing in frequency selective fading channels (:with 
small delay-spread). Then, in presence of timing errors, a 
corresponding average output SINR can be defined as: 
(39) 
- - 
Rs, = E,[%,] R[i+n], = E, [R[i+nI*: I(Y) 
Similarly, a corresponding average MSE can be defined as: 
MSE(wk) = E,E &(m) - vtfr(m)12] (211) 
We propose the definitions (19) and (21) as measures of 
performance in presence of timing uncertainty. 
[I 
- 
4. ROBUST DETECTOR 
In the absence of timing errors, the decorrelating cletec- 
tor (and the MMSE detector as o2 +b 0) completely null 
out the influence of all interfering signature waveform,s at 
their specified timings (as defined by their propagation de- 
lays). In the presence of timing errors, such nulling is not 
guaranteed. Even for small errors the reduction in perfor- 
mance as measured by decrease in average SINR (19) or by 
increase in average MMSE (21) can be very significant, es- 
pecially for high near-far scenarios. The effect of the timing 
errors as seen by averaging over the pralpagation delays cor- 
responds to a sort of temporal smearing of each of the K 
user's signals. A detector which is designed to be robiist in 
the presence of timing errors should take this smearing ef- 
fect into account in order to create broad temporal nulls for 
the interfering users. To this end, we can define the robust 
MSINR and robust MMSE receivers as: 
Due to the expectation over the kth propagation del,ay er- 
ror, ~ k ,  the "signal" correlation matrix, R,,, has lost the 
rank-one property and, therefore, the two solutions are not 
equal in this case: wrk ( M S I N R )  # wPk ( M M S E ) .  
Finally, transformation to the Fourier domain, ,where 
a time-shift corresponds to a linear phase, will aid in for- 
mulation of simple closed form expressions for the average 
correlation matrices (20). In particular, we define a Discrete 
Fourier Tkansform (DFT) matrix as: 
... 
M = ( 3 Q N -  1)/2. 
Now, resorting to the time-shift property, the DFT of the 
users' code waveforms can be witen as: 
A (T + E) = FB (T + E) = A (7) 0 V(E) 
A(7) = A(O)@V(T) (24) 
where 0 denotes the element-wise Schur product, and the 
linear-phase matrix V(x) and vector v (z) are defined res- 
pectively as: 
V(x) = [v ( a )  , v (572) , ' ' * , v (ZK)] (25) 
v ( z )  = [e- 7 , ,  ej2nMx/3T1 j Z n M x / 3 T  e-j2n(M-l)x/3T . . . 
The unitary property of F and the linearity of the expecta- 
tion operator imply: 
- 
R=JFH[ (A (7) PAH (7))o SO& ( C ; ~ , , , ) ~ J ~  + ( ~ ~ 1  
1 
S = v (iT)vH (iT) (26) 
R[i+n]k = - RSk (28) 
i=-I - 
Rsk = y k J F H  [ (ak (0) a: (0)) @ Q (O.".na,)] FJH (27) 
- - -  
where as in [7]: 
The problem of the exact propagat@ delays appearing in 
the parameterized computation of R in (26) can be ad- 
dressed by simply using the estimated delays, ?k, in the 
arguments of the V(.) and v(.) in the computation of A (7) 
using (24) and (25). 
Thus, in summary, the new robust MSINRreceiver filter 
is formed by using (27) and (28) with estimated propagation 
delays in 1(22). The robust receiver (22) offers, as verified 
in the next section, the following compromise with respect 
to the optimum receiver defined in (16): 
SINR(w,,,) > SINR(wTk) x SINR(w,,) >> m ( w , , )  - 
5. RESULTS 
In this section, results of computer simulations of the per- 
formance of the new technique (22) and comparison with 
that of th'e ordinary MMSE/MSINR receiver (17) are pre- 
sented. Consider a K = 3 user with Q = 2 samples per 
chip and N = 31 chips per symbol. Nyquist pulses with 
roll-off 0.5 are used, and, for convenience T = 1. The perfor- 
mance of :receiver's for user k = 1 are consider with TI = 0, 
7 2  = T/3, and 5 = -T/3 and user powers 71 = 1, 7 2  = 50, 
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and 7 3  = 50. TO gain insight into the effect of the new 
procedure, consider Fig. 1, the output of the conventional 
receiver (designed for the above scenario) for user one when 
only one symbol of user two is present at its input. The re- 
ceiver succeeds in placing two sharp null at times t = 0 and 
t = T over the interfering user. Now, consider the same 
experiment but with the robust receiver of (22) as shown 
in Fig. 2. This time two broad temporal nulls are placed at 
times t = 0 and t = T .  These broad nulls are what provides 
the robustness to timing uncertainty. 
Next, for the above user powers and noise power u2 = 
3.1, Fig. 3 shows the output SINR as defined in (19) for 
the ordinary receiver (assumed timing error variance zero) 
and the robust receiver (assumed timing error variance, 
IT:,,,,, = 0.003) as the true timing error variance is va- 
ried. The curves indicate that, even for relatively low near- 
far and low timing error variance, the conventional recei- 
ver is highly sensitive to uncertainty in the propagation 
delays while the robust receiver offers nearly constant per- 
formance with timing error variance. Lastly, Fig. 4 shows 
performance for the conventional and robust receivers as a 
function of the ratio of interferer power, 7 2  = 7 3 ,  to desired 
user power, 71. The true timing error variance as well as 
that used in the design of the the robust receiver are again 
set to  IT:^^^ = 0.003. The conventional receiver is far more 
sensitive to interferer power than the robust technique. 
6. CONCLUSIONS 
A new method for the design of multi-user detectors which 
are robust in the presence of propagation time estima- 
tion errors and/or frequency selective multipath (with delay 
spread on the order of a few chips) has been presented. The 
new detector is near-far resistant and offers greatly impro- 
ved performance over the conventional detector for a variety 
of scenarios. The technique is also useful for robust detec- 
tion in cases where highly accurate timing estimates are 
available but can only be updated relatively infrequently. 
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