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Introduction
The interplay between commutative algebra, combinatorics and algebraic
geometry has been widely exploited in the last decades, providing very
deep and interesting results, as well as unlocking completely new fields
of mathematics, such as toric geometry and combinatorial optimization,
that found applications in areas that were classically considered very far
from abstract mathematics, for example in statistics and physics.
Motivations and history
A key role in combinatorial commutative algebra and combinatorial al-
gebraic geometry is played by monoids and their algebras, that represent
the interface between combinatorics and algebra in the playground of
toric geometry.
Although toric geometry is very powerful and gives many explicit results,
the class of toric varieties is rather small; indeed affine toric geometry tells
us mainly about ideals that are generated by binomials of the form Xα−
Xβ . But many other ideals have interesting combinatorial properties, for
example Stanley-Reisner ideals are related to simplicial complexes, and
(strongly) stable ideals are related to posets of monomials.
In this direction, many efforts have been spent on trying to adapt and
extend the methods of toric geometry to other classes of varieties and
ideals; for example the toric face rings and the concepts of log geometry,
although from different directions and with completely different methods,
go in this direction of expanding the field of applications of toric methods.
The introduction of binoids (also known as pointed monoids) allows us
to unify the description of toric geometry and monomial ideals, both
reduced and not. We refer to the PhD thesis of Simone Böttger [Böt15]
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for basic definitions and properties of binoids.
Binoids are of interest in many active areas of mathematics, and they go
often under various names. For example, Jaret Flores in his PhD thesis
[Flo15] developed homological algebra for pointed monoids, including in
his work the paper [FW14] written with Charles Weibel. This links bin-
oids with F1, the field with one element, and algebras over it. Geometry
and algebra over F1 has been developed a lot recently; a good review of
the land of F1 geometry is the article by Javier López Peña and Oliver
Lorscheid [LPL11]. The last author introduced the concept of blueprints
in [Lor12], in order to unify the description of binoids and their algebras
and produce a common scheme theory.
We are interested in a geometric invariant of the binoids and their binoid
algebras, namely their Picard group, the group of line bundles defined
on their spectrum. Although the study of the Picard group goes a while
back (Steven L. Kleiman in [Kle05] even says ”The Picard scheme has
roots in the 1600s”), we are interested in a more direct application to
algebras and rings, for example the results on factoriality of Dedekind
domains, that date back to the 19th century.
More recently, the Picard group has been studied in relation to positively
graded and seminormal rings; it is worth quoting the paper from M.
Pavaman Murthy in 1969 [Mur69] where it is shown that for a positively
graded normal ring the Picard group is trivial, and the papers from Carlo
Traverso in 1970 [Tra70], Richard G. Swan in 1980 [Swa80] and David F.
Anderson [And81] where the seminormal case is covered, and it is shown
that in this case Pic(A) = Pic(A[X1, . . . ,Xn]).
These results are about rings and their affine spectra, but we will mainly
look at what we call the punctured spectrum of a binoid algebra. Every
binoid is local, and its spectrum (the collection of its prime ideals), that
is finite and can be equipped with a very natural partial order, has a
unique maximal point, that we call M+. Although its algebra is not
always local, it contains the special ideal K[M+], usually referred to as
the irrelevant ideal, that is often a singularity; in order to study it, we
remove this point, and we call what is left the punctured spectrum of the
binoid algebra, i.e. Spec•K[M ] = SpecK[M ] r K[M+], where K[M+] is
the irrelevant ideal.
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Recall that the Picard group can be defined for any scheme X as the
group of line bundles on X with operation the tensor product over OX ,
and it is denoted by Pic(X). We call the Picard group of the punctured
spectrum of a binoid (resp. a binoid algebra) its local Picard group,
and we denote it by Picloc(M) (resp. Picloc(K[M ])). One of the main
goal of this project was to address the question on whether there are
relations between the Picard group of the punctured spectrum of the
binoid (Picloc(M)) and the Picard group of the punctured spectrum of its
algebra (Picloc(K[M ])). In some cases, we are able to give closed formulas
for the computation of these groups, in terms of the combinatorics of
some common objects underlying the binoid and its algebra, through the
study of the cohomology of the sheaf of units O∗. Clearly the field does
not play any role for a binoid, but we see that it does when we consider
K[M ].
The idea of studying a singularity by removing it and looking at the
remaining space, dates a while back in time and it proves to be a powerful
one; for example, this is what we do when we study singular points on
curves and we approximate them with tangent lines; or we could cite
the famous result by Mumford in [Mum61], where he proves that a point
P in a normal complex projective surface V is smooth if and only if
π1(V r {P}) = 0. Also, it happens often that affine varieties have trivial
invariants, while by removing a point we get many of them, that give us
informations on the geometric and algebraic structures of the variety we
started with. Moreover, if R is a N-graded ring, its punctured spectrum
Spec•R and its projectivization ProjR have much in common, and we
can give a map from the first to the second, that we can’t from the
complex spectrum itself, and most of binoid algebras here considered are
of this type.
SinceO∗ is not a quasi-coherent sheaf, the well known vanishing theorems
of these sheaves do not apply. However, in some cases there are some
vanishing results for the positive cohomology of this sheaf, that depend
on the algebraic property of the underlying ring that we are considering.
In more details, it is know that the Picard group of a normal affine toric
variety and the cohomology of the sheaf of units in higher degrees are
trivial, so we can produce an acyclic covering of the punctured spectrum
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of a normal toric ring, that allows us to compute cohomology of O∗
via Čech cohomology. We will prove that the same can be done for
Stanley-Reisner rings and, moreover, we will be able to write the groups
of cohomology of O∗ purely in terms of some simplicial cohomology of
the underlying simplicial complex.
Main results
In this thesis we introduce some combinatorial tools referring to com-
mutative and finitely generated binoids, in order to use them to produce
some results related to their algebras.
We begin by introducing schemes of binoids, invertible OM -sets and co-
homology of sheaves of abelian groups defined on schemes of binoids. An
interesting result in this setting is Theorem 1.67, that shows that the
cohomology of a sheaf of abelian groups on an affine scheme of binoids
vanishes in degree at least one, thus proving that any affine open covering
of a scheme of binoids is acyclic for any sheaf of abelian groups. We use
this result to define the so-called punctured combinatorial Čech-Picard
complex in Definition 1.78, whose first cohomology computes Picloc(M),
the local Picard group of a binoid. We then talk about the divisor class
group of a (sufficiently nice) binoid and in Proposition 1.113 we show
isomorphisms between Weil divisor class groups and the class group of
suitably defined Cartier divisors defined on the set of points of height at
most one. We then extend this result in Proposition 1.128, showing that
Pic(V ) ∼= Cl(V ) for a subset V of SpecM that is regular enough.
We look then at a particular type of binoids that arise from simplicial
complexes, namely simplicial binoids, whose spectrum presents very nice
combinatorial properties. In Proposition 2.12 we show that the inter-
section pattern of the open subsets D(xi) is given by the faces of the
simplicial complex, thus leading us to prove, in Theorem 2.18 that the
cohomology of a constant sheaf can be computed entirely in terms of
simplicial cohomology. In Theorem 2.3 we show that the localization of
a simplicial binoid at a face is isomorphic to the smash product of the
simplicial binoid of the link of that face and a free group on that face.
This opens the door to Theorem 2.39, where we show that we can re-
write the sheaf O∗M△ as a direct sum of smaller sheaves, indexed by the
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vertices. These sheaves are actually defined as extensions by zeros of the
constant sheaf Z on D(xi), that is proved to be homeomorphic to the
spectrum of the link of the corresponding vertex. This brings us to the
main theorem of the chapter, Theorem 2.53, where we prove that we can
compute sheaf cohomology (and thus the local Picard group) by meaning
of reduced simplicial cohomology, via the formula
Hj
(
Spec•M△,O∗M△
) ∼=⊕
i∈V
H˜j−1 (lk△(i),Z) .
We then move to the computations of Pic(V ) for different open subsets
V of Spec•M△, where we are able to rewrite the groups involved in the
Čech complex in terms of crosscut complexes of faces in the simplicial
complex.
We then try to use the tools developed so far in order to understand
binoid algebras and cohomology of their sheaf of units. In order to do so,
we introduce a new topology in Definition 3.20, namely the combinatorial
topology on SpecK[M ], that presents some interesting properties. For
example, in Proposition 3.34 we show that if M is a reduced, torsion-free
and cancellative binoid in this topology we can decompose the sheaf of
units of its algebra in a direct sum
(O∗K[M ])comb ∼= (K∗)comb ⊕ (i∗O∗M )comb,
where K∗ is the constant sheaf, as usual. Since the functor between
binoids and their algebra induces a continuous map between SpecM and
SpecK[M ] (with the Zariski topology) we are able to look at pushforward
of sheaves along this map. Indeed, in Theorem 3.44 we are able to prove
that this pushforward is exact, thanks to the combinatorial topology.
This leads us to prove in Proposition 3.46 that the Zariski cohomology of
any pushforwarded sheaves vanishes on the affine spectrum SpecK[M ].
We talk about the non-reduced case and in Theorem 3.71 we show that
cohomology in higher degree of the sheaf of unipotent units vanishes for
affine noetherian schemes, i.e. Hi(SpecR, 1 +N ) = 0 for all i ≥ 1.
We then move to the case of the Stanley-Reisner rings, for which we are
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able to prove a vanishing result for the affine case, in Theorem 4.21,
Hj(K[△],O∗) = 0,
for all j ≥ 1. We then prove in Theorem 4.28 that for a Stanley-Reisner
ring the sheaf of units splits in a constant part and in the pushforward
of the combinatorial units in the combinatorial topology
O∗K[△] = K∗ ⊕ i∗O∗M△ .
This leads us to prove Theorem 4.37, that states that we can compute
the Zariski cohomology of the sheaf of units entirely in terms of simplicial
cohomology, both usual and reduced as
Hj(Spec•(K[△]),O∗K[△]) = Hj(△,K∗)⊕
⊕
v∈V
H˜j−1(lk△(v),Z),
for j ≥ 0. This ultimately leads to a generalization to any monomial ideal,
and we prove in Theorem 4.40 that we can compute the cohomology of the
sheaf of units on the punctured spectrum of K[M ], X, with the Zariski
topology, as simplicial cohomology, reduced simplicial cohomology and
Čech cohomology on a nice covering,
Hj(X,O∗X ) = Hj(△,K∗)⊕
⊕
v∈V
H˜j−1(lk△(v),Z)⊕ Hˇj({D(Xi)}, 1+N )
for any j ≥ 0, thus yielding us some purely combinatorial non-vanishing
results for PiclocK[M ] in Corollary 4.46.
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Outline of the work
We describe here and summarize what is in every chapter and, right after
its outline, we report some of the main results that it contains, as an easy
reference for the reader.
The first chapter of the thesis is devoted to introduce the notion
of scheme of binoids, in a fashion similar to the classical description
for rings. We introduce prime ideals, affine schemes, Zariski topology
and structure sheaves. Then we talk about more general binoid schemes,
namely schemes of finite type, and we introduce sheaves of abelian groups
on them. We exploit the combinatorics of schemes of binoids in order
to prove some vanishing results of the cohomology of these sheaves, that
lead us to prove that any affine covering of a scheme of binoids can
be used to compute sheaf cohomology through Čech cohomology on it.
Since a binoid has only one maximal ideal, we introduce the notion of
punctured spectrum of the binoid and we discuss its punctured Čech-
Picard complex, i.e. the Čech complex of the sheaf of units O∗M with
respect to the covering {D(xi)} of Spec•M . We conclude the chapter
with a discussion about Cartier divisors, Weil divisors, and some results of
isomorphism, leading us to a definition of divisor class group of a general
binoid as the Picard group of a specific open subset of its spectrum.
Results. In Proposition 1.35 we prove that the stalk of OM at a prime
ideal p can be computed directly as the image of the sheaf on the open
subset defined by the variables outside p,
OM,p =Mp = OM (D(xk+1 + · · ·+ xn)),
where xk+1, . . . , xn /∈ p.
In Theorem 1.67 we then prove for binoids a result already known for
monoids, namely that
Hj(SpecM,F ) = 0
for any binoid M , any sheaf of abelian groups F and any j ≥ 1.
In Proposition 1.122 we prove that for any two open subsets of SpecM
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that contain the same prime ideals of height one, there is an injection
Pic(U) Pic(U ′).
In Proposition 1.123 we prove that if M is normal of dimension at least
2 and regular in codimension 1 then
Picloc(M ∧ N∞) = 0.
In Proposition 1.128 we extend this result and show that Picard group
and divisor class group might agree on larger open subsets, i.e. if Mp is
regular for all p ∈ V open subset of SpecM then
Pic(V ) ∼= Cl(V )
and we get, as Corollary 1.130, that if M is an isolated singularity of
dimension at least 2, then Cl(M) ∼= Picloc(M).
The second chapter of the thesis introduces the notion of simpli-
cial binoid, whose algebra is the Stanley-Reisner algebra of a simplicial
complex. We talk thoroughly about the deep combinatorics involved in
the spectra of simplicial binoids, relating prime ideals and faces of the
simplicial complex. We can also describe the sheaf of units in term of the
combinatorics of the simplicial complex, and we will present a decompos-
ition of the sheaf O∗M△ into smaller sheaves O∗v indexed by the vertices
in the simplicial complex. We then show how this smaller sheaves can be
seen as the extension by zeros of the constant sheaf Z along the embed-
ding D(v) →֒ Spec•M△, and how the open set D(v) is homeomorphic
to SpecMlk△(v), the spectrum of the link of v in the simplicial complex
△. Then we sum up the results and state an explicit formula for the
computations of the cohomology of O∗v in terms of reduced simplicial co-
homology of lk△(v) with coefficients in Z. Lastly, we carry on explicit
computations on many examples, and we conclude with the description
of the Picard group for some special subsets of SpecM△, including the
one to compute the divisor class group defined at the end of the first
chapter.
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Results. In Corollary 2.15 we prove that the nerve of the covering
{D(xi)} of Spec•M△ is the simplicial complex itself. This leads us to
Theorem 2.18, where we prove, through a direct study of the involved
chain complexes, that the Čech cohomology of the constant sheaf Z on
the covering {D(xi)} of Spec•M△ is simplicial cohomology
Hi(△,Z) = Hˇi({D(xi)},Z)
and then in Corollary 2.20 we notice that the latter actually computes
sheaf cohomology, so we are successfully computing sheaf cohomology as
simplicial cohomology
Hi(Spec•M△,Z) = Hi(△,Z).
In the next Corollary 2.21 we extend this to any open subset, obtaining
that, for a specific cover V of U ⊆ SpecM open subset, we can compute
sheaf cohomology as simplicial cohomology
Hi(U,Z) ∼= Hˇi(V ,Z) ∼= Hi(nerve(V ),Z).
In Theorem 2.33 we relate the localization of a simplicial binoid M△ at
a face F with the link of that face in △, thus proving that
(M△)xF ∼=Mlk△(F ) ∧ (ZF )∞.
In Theorem 2.39 we prove that, for any semifree binoids (like simplicial
binoids), we can split the sheaf of units into smaller sheaves, indexed by
the elements of the semibasis
n⊕
i=1
O∗xi O∗M .
By putting this things together we are able, several pages later, to prove
the main result of this chapter, Theorem 2.53, namely that the cohomo-
logy of the sheaf of units of a binoid can be computed entirely in terms
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of (reduced) simplicial cohomology
Hj
(
Spec•M△,O∗M△
) ∼=⊕
i∈V
H˜j−1 (lk△(i),Z) ,
for j ≥ 0.
The third chapter of the thesis contains results about interactions
and interplays between the combinatorial side of binoids and the algeb-
raic side of their rings. We present a functor between M -sets and K[M ]-
modules, that give rise to an injection between the spectra. This allows
us to describe a new topology on SpecK[M ], that we call combinator-
ial topology, that is coarser than the Zariski topology. Thanks to the
injection of SpecM into SpecK[M ] we can talk about pushforward of
sheaves, and when the second space is equipped with the combinatorial
topology we have that the sheaf O∗K[M ] splits into a part which depends
on the field and a combinatorial part that is independent from it. Since
we are interested in O∗K[M ] and its cohomology with respect to the Zariski
topology, we relate the cohomology of this sheaf in the Zariski and in the
combinatorial topology and we show that in some cases (namely, when
the combinatorial open subsets define and acyclic covering) the second
is fine enough to compute sheaf cohomology in the Zariski topology via
Čech cohomology on a combinatorial covering. We cover here the cases
of the affine space and the affine normal toric varieties, and we provide a
counterexample of a non normal toric variety in which the combinator-
ial topology is not enough. We conclude the chapter with some explicit
results about the sheaf O∗K[M ] in the non reduced case, and we write
down some vanishing condition on the reduction that allow us to use
the combinatorial topology for the computations also in the non reduced
case.
Results. In this Chapter the main result is the introduction of the
combinatorial topology, followed by the proof in Proposition 3.34 that
for a reduced, torsion-free and cancellative binoid M with binoid algebra
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K[M ] there is a splitting of sheaves in the combinatorial topology
(O∗K[M ])comb ∼= (K∗)comb ⊕ (i∗O∗M )comb.
The next important result is Proposition 3.35, that states that if U =
D(A) is a combinatorial open subset of SpecK[M ] with an acyclic cov-
ering of combinatorial open subsets, then
HjZar(U,F ) = H
j
comb(U,F ),
for all j ≥ 0.
There is a continuous injection i of SpecM in SpecK[M ] and in The-
orem 3.44 we prove that the pushforward of a sheaf along this embedding
is exact. This allows us to prove in Proposition 3.46 that
Hj(SpecK[M ], i∗F ) = 0
for all j ≥ 1 and all sheaves of abelian groups F on SpecM .
The last part of the Chapter is devoted to the non-reduced case, where
we are able to prove in Theorem 3.71 that cohomology of the sheaf of
unipotent units vanishes in higher degrees
Hi(X, 1 +N ) = 0,
for all i ≥ 1.
The fourth chapter, last of this work, deals mainly with explicit res-
ults about Stanley-Reisner rings. We study the spectra of these rings,
explicitly relating them with combinatorial properties of the simplicial
complexes. We follow the steps of the second chapter, on simplicial bin-
oids, in order to write down the punctured Čech-Picard complex of a
Stanley-Reisner ring. We prove that cohomology of positive degree of
the sheaf of units vanishes for an affine spectrum of the Stanley-Reisner
rings, then we show that it vanishes on affine open subsets D(Xi0 · · ·Xik)
and this proves that {D(Xi)} is an acyclic covering of Spec•K[M ] for this
sheaf, like it was for the simplicial binoid. We are able to split the sheaf
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of units on the combinatorial topology as a direct sum of smaller sheaves,
and to prove that computing cohomology in the combinatorial topology
is the same as computing it in the Zariski topology. This allows us to
give again explicit formulas for the computation of the cohomology of
O∗K[M△], that relates sheaf cohomology of O∗K[M△] with (reduced) simpli-
cial cohomology. Since we are dealing with K-algebras, this time also
the field will play a role, but again we are able to tame it and reduce
it to simplicial cohomology. The last part of the Chapter is devoted to
some results about the non reduced monomial case, and we give some
examples that show how harder it can become, but still our methods will
provide us some tools to determine when this cohomology is non zero,
allowing us to prove some non vanishing results.
Results. In Proposition 4.13 and Corollary 4.14 we prove that the cov-
ering {D(Xi)} of the punctured spectrum of the Stanley-Reisner ring has
the same intersection pattern as the covering {D(xi)} of the punctured
spectrum of the simplicial binoid, thus proving that the nerve of the
covering {D(Xi)} of Spec•K[△] is again the simplicial complex itself.
In Theorems 4.21 and 4.23, we prove that
Hj(K[△],O∗) = Hj(K[△][y±11 , . . . , y±1m ],O∗) = 0,
for all j ≥ 1, thus yielding the very special case Pic(K[M ]) = 0.
In Lemma 4.25 we prove that, for a face F in △,
K[△]XF ∼= K[△′][ZF ]
where △′ = lk△(F ).
This leads us to Theorem 4.28, where we prove that in the combinatorial
topology the sheaf of units of a Stanley-Reisner ring splits as
O∗K[△] = K∗ ⊕ i∗O∗M△ .
In Theorem 4.37 we give again a description of the cohomology of O∗M△ in
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the Zariski topology entirely in terms of (reduced) simplicial cohomology
Hj(Spec•(K[△]),O∗K[△]) = Hj(△,K∗)⊕
⊕
v∈V
H˜j−1(lk△(v),Z),
for any j ≥ 0.
In the last Section of this Chapter we deal with some results in the
monomial non-reduced case, where we are able to split again the co-
homology of the sheaf of units in a part that is purely combinatorial.
Although we cannot describe combinatorially the unipotent units, we are
able to address the problem of computing their via Čech cohomology on
a particular covering. The last Corollary 4.46 gives some non-vanishing
results that are again entirely combinatoric for the cohomology of the
sheaf of units in this situation.
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Notations and general assumptions
In what follows, we try to stick to the following notations.
• When we write small caps x’s, we usually denote variables in the
binoid, while big caps X’s are reserved for variables in the binoid
algebras.
• The same goes with prime ideals, small Fraktur letters (like p) are
for prime ideals in the binoids, while big cap Fraktur letters (like
P) are for (prime) ideals in the ring; if there is no confusion, we
might just use I for ideals.
• We tend to oppose ”combinatorial” and ”algebraic”; with the first
we refer to properties of the binoids or of the underlying combinat-
orial objects (simplicial complexes, polytopes, monoids, etc.), while
with the second we refer to properties of rings and algebras.
• When we refer to a scheme X, either combinatorial or algebraic,
we are referring to a subscheme of some affine scheme (of finite
type), e.g. X = SpecRr Y , for some Y subscheme, with the usual
restriction of sheaves.
• The previous assumption will save us to repeat always the hypo-
thesis that we would assume anyway, because we are always con-
sidering separated schemes of finite type.
• Unless otherwise specified, moreover, we are always considering fi-
nitely generated, commutative binoids and finitely generated algeb-
ras.
• The binoids that we are considering, unless otherwise specified, are
also always torsion-free and cancellative. We do not assume that
they are integral, reduced or normal. Indeed, most of the binoids
considered do not satisfy any of these hypothesis
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Chapter 1
Schemes of binoids
In our attempt to study some classical objects in Algebraic Geometry in the context
of binoids, we will need to define combinatorial counterparts to these objects. As
classically done for rings, we start by defining the spectrum of a binoid, then we define
the Zariski topology, what a sheaf of binoids is and then we investigate other sheaves.
We will also prove some vanishing Theorems for the cohomology of sheaves of abelian
groups.
Unless otherwise stated, we always assume that our binoids are finitely generated.
This condition is not necessary in many points, but these are the objects that we are
interested in, because they yield finitely generated binoid algebras.
1.1 Definitions
Our basic objects will be schemes of binoids. We start from a binoid and we try to
develop a kind of algebraic geometry revolving around binoids instead of rings.
1.1.1 Spec M
The first object that we want to define is the spectrum of a binoid. For an extended
treatment we refer the reader to [Böt15, Chapter 4].
Definition 1.1. An ideal p ⊆ M is prime if M r p is a monoid. Equivalently, if for
any a, b ∈M such that a+ b ∈ p we have that a ∈ p or b ∈ p.
Definition 1.2. Let M be a binoid. The set of prime ideals of M is the spectrum of
M , denoted by SpecM .
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The spectrum of M is naturally a poset ordered by inclusion, as the next Proposition
shows.
Definition 1.3. M+ is the maximal ideal of M , M+ = M rM∗, where M∗ is the
group of units of M . This is a prime ideal, because if a and b are both units with
respective inverses c and d, then a+ b has inverse c+ d.
Proposition 1.4 ([Böt15, Proposition 2.2.3]). The union of a set of prime ideals is
again prime, so SpecM is a join-semilattice with largest element M+.
Remark 1.5. It is elementary to prove that every prime ideal is generated by a subset
of the generators of the binoid. This fact allows us to write the next criterion for prime
ideals of semifree binoids.
Definition 1.6. LetM be a nonzero commutative binoid. We say that M is semifree
with semibasis (ai)i∈I if M is generated by {ai | i ∈ I} and every element f ∈M can
be written uniquely as f =
∑
i∈I niai with ni = 0 for almost all i ∈ I. The set of ai
such that ni 6= 0 is called the support of f , supp(f) = {ai | ni 6= 0}.
Proposition 1.7. Let M = (G | R) be a positive semifree binoid. A subset of the
generators G ⊆ G generates a prime ideal if and only if for every relation rL = rR ∈ R,
G ∩ supp rL 6= ∅ if and only if G ∩ supp rR 6= ∅.
Remark 1.8. This criterion gives rise to a naive algorithm to compute the spectrum
of a positive semifree binoid. Namely, we check the criterion for all the subsets of G,
starting from the singletons. If we find that p and q are two different prime ideals, we
can avoid checking the criterion for p ∪ q, thanks to Proposition 1.4.
An application of this criterion will be presented in Example 1.10 below.
Example 1.9 (The affine space). We begin our series of Examples with a very fun-
damental one, namely the combinatorial equivalent of the n-dimensional affine space.
The binoid we consider is (Nn)∞ = (x1, x2, . . . , xn | ∅). Since there are no relations
involved, we can easily see that any subset of {x1, . . . , xn} generates a prime ideal. In
particular then the spectrum of this binoid is isomorphic to the power set of [n]. When
n = 3 we can easily draw it as a ⊆-poset like
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Spec (N3)∞ =
〈x1, x2, x3〉
〈x1, x2〉 〈x1, x3〉 〈x2, x3〉
〈x1〉 〈x2〉 〈x3〉
〈∞〉
⊳
Example 1.10. We study the spectrum of the binoid M = (x, y, z, w | x+ y = z+w).
By meaning of the Algorithm in Remark 1.8 we can easily build the spectrum of this
binoid and represent it as a ⊆-poset.
Let us start from a subset of the generators, for example the singleton {x}. There
exists a relation such that x is in the left hand side, but not in the right hand side. So
{x} does not generate a prime ideal. Let us consider {x, z}. The unique relation in this
binoid has elements from this set on both sides of the equal sign, so this set defines a
prime ideal.
With a single relation it is easy to see the prime ideals, because is suffices to select all
the possible combinations of at least one element from each side.
In this case, the spectrum of M is
SpecM =
〈x, y, z, w〉
〈x, y, z〉 〈x, y,w〉 〈x, z, w〉 〈y, z, w〉
〈x, z〉 〈x,w〉 〈y, z〉 〈y,w〉
〈∞〉
⊳
Example 1.11. We study now the spectrum of a reduced non-integral binoid, the
simplicial binoid M△ = (x1, x2, x3 | x1 + x2 + x3 = ∞) that we will study in more
details in Chapter 2.
This spectrum is very similar to the one of Example 1.9 except for the point {∞},
because this binoid is not integral.
SpecM△ =
〈x1, x2, x3〉
〈x1, x2〉 〈x1, x3〉 〈x2, x3〉
〈x1〉 〈x2〉 〈x3〉 ⊳
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Definition 1.12. Let M be a binoid. An element f ∈M is called nilpotent if nf =∞
for some n ≥ 1. The set of all nilpotent elements will be denoted by nil(M) and it is
easy to show that this is an ideal. We say that M is reduced if nil(M) = {∞}.
The following result shows us that nilpotents and torsion elements do no play a role
when we consider the spectrum of the binoid
Proposition 1.13 ([Böt15, Corollary 2.2.11, Lemma 1.7.11]). For any binoid M ,
SpecM ∼= SpecMred ∼= SpecMtf .
It is possible to endow the spectrum of a binoid with the usual Zariski topology.
Definition 1.14. Let A ⊆M . The Zariski closed set defined by A in SpecM is
V (A) := {p ∈ SpecM | A ⊆ p}.
The complement of the closure of A is called Zariski open set defined by A in SpecM
and it is denoted, as usual, by
D(A) := SpecM r V (A).
If A = {f}, we denote these subsets by V (f) and D(f) respectively.
Remark 1.15. It is easy to see that the sets D(A) define a topology on SpecM ,
because
• ⋃i∈I D(Ai) = D (⋃i∈I Ai)
• D(f) ∩D(g) = D(f + g)
• D(0) = SpecM
• D(∞) = ∅
Remark 1.16. When A = {f} ⊆ M then D(f) = {p ∈ SpecM | f /∈ p} and
{D(f) | f ∈M} is a basis for this topology.
Definition 1.17. This topology is called the Zarisk topology on the spectrum of M .
The open subsets
{D(f)}f∈M
are called fundamental open subsets.
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Remark 1.18. D(f) = ∅ if and only if f ∈ nil(M), and D(f) = SpecM if and only
if f ∈M∗.
Proposition 1.19 ([Böt15, Remark 4.1.6]). S ⊆ SpecM is closed (respectively open)
if and only if it is superset closed (respectively subset closed).
Example 1.20. Let M = (x, y, z, w | x + y = z + w). From Example 1.10 we know
that its spectrum is
SpecM =
〈x, y, z, w〉
〈x, y, z〉 〈x, y,w〉 〈x, z, w〉 〈y, z, w〉
〈x, z〉 〈x,w〉 〈y, z〉 〈y,w〉
〈∞〉
Let f = x + w, then D(f) = D(x) ∩ D(w), that is the subset of prime ideals that
contain neither x nor w, as illustrated in the following picture
〈x, y, z, w〉
〈x, y, z〉 〈x, y,w〉 〈x, z, w〉 〈y, z, w〉
〈x, z〉 〈x,w〉 〈y, z〉 〈y,w〉
〈∞〉
D(x + w)
D(w) D(x)
Its complement is V (x + w) = V (x) ∪ V (w), i.e. the set of prime ideals that contain
either one or the other, since x + w ∈ p if and only if x ∈ p or w ∈ p, because p is
prime.
〈x, y, z, w〉
〈x, y, z〉 〈x, y,w〉 〈x, z, w〉 〈y, z, w〉
〈x, z〉 〈x,w〉 〈y, z〉 〈y,w〉
〈∞〉
V (x + y)
From these pictures, we can easily see that open subsets are subset-closed and closed
subsets are superset-closed. ⊳
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Proposition 1.21. Let M be a binoid. For any prime ideal p ∈ SpecM there exists a
unique minimal open set that contains it.1
Proof. Let x1, . . . , xk, xk+1, . . . , xn be the generators ofM+. Without loss of generality,
we can assume that p = 〈x1, . . . , xk〉 and that p does not contain any other generator
of M+. Let
V = D(xk+1 + · · · + xn) = {q ∈ SpecM | {xk+1, . . . , xn} * q}.
Clearly p ∈ V . Moreover, V is subset closed, because it is open, and p is the unique
maximal element of V . In order to prove this last statement, assume that there exists
another maximal element in V , q 6= p. Then there exists a xj ∈ qr p and j has to be
bigger than k, so q /∈ V . Since p is the unique maximal element of V , the latter is the
unique minimal open subset that contains p. In order to see this, let U be any open
subset that contains p. Then U is again subset closed, so V ⊆ U .
Remark 1.22. The open subset V in the Proposition above is homeomorphic to
SpecMp.
Remark 1.23. There is no closed proper subset of SpecM that contains {∞}. Con-
versely, there is no open proper subset that contains M+.
1.1.2 Binoid schemes
Now that we have understood the basic Zariski topology for the spectrum of a binoid,
we are going to introduce the concepts of scheme of binoids, structural sheaf, affine
scheme and other objects of algebraic geometry in this combinatorial setting.
Definition 1.24. Let X be a topological space. A presheaf of binoids on X is a
controvariant functor from the topology of X to the category of binoids
F : TopX Bin
U F (U)
A sheaf of binoids on X is a presheaf of binoids on X that respects locality and gluing
axioms.2
Definition 1.25. A binoided space is a pair (X,OX ) where X is a topological space
and OX is a sheaf of binoids on X, called structure sheaf of the space.
1 Remember that we assumed at the beginning of the Chapter that M is finitely generated.
2 See for example [Har77, Chapter II.1] or [Per08, Definition III.1.3]. Locality and glueing axioms are
together also called Serre conditions, for example in [PS10, Definition 4.A.2].
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Like with rings, we have very special binoided spaces, namely the schemes.
Definition 1.26. Let M be a binoid. The affine binoid scheme defined by M is the
binoided space (SpecM,OSpecM ), where OSpecM is the unique sheaf associated to the
presheaf defined on the basis {D(f)} as
OSpecM (D(f)) = Γ(D(f),OSpecM ) =Mf ,
called the structure sheaf of SpecM .
Since there is no confusion, for ease of notation we usually denote it by OM and call it
simply the structure sheaf of the binoid M .
Remark 1.27. Like for rings, we can explicitly describe the presheaf OSpecM as
D(f1, . . . , fr) Γ
(⋃
D(fi),OM
)
=
{
(s1, . . . , sr) ∈Mf1 × · · · ×Mfr
∣∣∣ si = sj in Mfi+fj} ,
so the image is a subbinoid of Mf1 × · · · ×Mfr .
Definition 1.28. The binoided space (X,OX ) is a binoid scheme or scheme of binoids
if there exist an open cover {Ui}i∈I of X and a collection of binoids {Mi}i∈I such that
Ui ∼= SpecMi and OX ↾Ui∼= OMi .
Proposition 1.29. For any binoid M , evaluating the structure sheaf of M on the
empty set yields the trivial binoid, OM (∅) =∞.
Proof. We have that ∅ = D(∞), so OM (∅) =M∞, that is the trivial binoid ∞.
Proposition 1.30. Let U be an open subset of SpecM . Then
(U,OM ↾U )
is a scheme of binoids.
Proof. We have to prove that there exists an affine open cover that respects Defini-
tion 1.28. Mimicking [EH00, Section I.2.1], it is enough to prove it for U = D(f).
Consider the cover of D(f) given by the D(g)’s such that D(g) ⊆ D(f). We have to
prove that
OM ↾D(f) (D(g)) = OMf (D(g)).
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Since D(g) ⊆ D(f), we have that
OM ↾D(f) (D(g)) = OM (D(f) ∩D(g)) = OM (D(g)) =Mg.
At the same time, we have that
OM (D(f) ∩D(g)) = OM (D(f + g)) =Mf+g = (Mf )g = OMf (D(g)),
that proves our statement.
A particular scheme that we are interested in, is the punctured spectrum of a binoid
Definition 1.31. Let M be a binoid. Its punctured spectrum is the scheme
(Spec•M,OM ↾Spec•M ).
Remark 1.32. This is a scheme thanks to Proposition 1.30, considering U = Spec•M .
Proposition 1.33. Let M be a binoid. Let {xi}i∈I be the generators of the maximal
ideal M+. Then Spec•M = ∪i∈ID(xi).3
Proof. We begin by proving that M+ is not in this union. If it was, then there is at
least a D(xi) such that M+ belongs to it. This implies that xi /∈M+, a contradiction.
On the other side, let p ∈ Spec•M+. Since p ( M+, there exists xk such that xk /∈ p,
i.e. p ∈ D(xk), and p ∈ ∪i∈ID(xi).
Example 1.34. LetM be a binoid and let M+ = 〈x1, . . . , xn〉. It is not true in general
that 〈x1, . . . , x̂i, . . . , xn〉 belongs to SpecM . Two counterexamples to this are the two
binoids
• M = (x, y | 2x = 3y), where M+ = 〈x, y〉 but 〈x〉 and 〈y〉 are not in SpecM ,
• M = (x, y, z | x + y = 2z), where M+ = 〈x, y, z〉 but 〈x, y〉 is not in SpecM . This
last example shows us also that the cover in the statement of the Proposition is not
minimal, since
Spec•M = {〈∞〉, 〈x, z〉, 〈y, z〉}
can be covered by just two open subsets instead of three, namely
D(x) = {〈∞〉, 〈y, z〉} and D(y) = {〈∞〉, 〈x, z〉}. ⊳
3 This result, with the same proof, is true also for binoids that are not finitely generated.
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Proposition 1.35. Let (SpecM,OM ) be the affine scheme of binoids defined by M ,
let M+ be generated by x1, . . . , xk, xk+1, . . . , xn and let p = 〈x1, . . . , xk〉 be a prime ideal
such that p does not contain any other generator of M+. The stalk of OM at the point
p is
OM,p =Mp = OM (D(xk+1 + · · ·+ xn)).
Proof. This is clear because, thanks to Proposition 1.21, we know thatD(xk+1+· · ·+xn)
is the unique minimal open subset of X that contains p.
Assuming that p is generated by the first k generators does not reduce the generality
of the result, but also for this result we need that the binoid is finitely generated.
Remark 1.36. The previous proposition extends to any scheme of binoids, provided
some finiteness conditions, because (X,OX ) is locally isomorphic to a scheme of binoids,
and the minimal open subset that contains a point p is then the spectrum of the
localization at this point.
Proposition 1.37. An open subset W ⊆ SpecM is affine if and only if there exists
f ∈M such that W = D(f).
Proof. If W is affine, there exists a binoid N such that W ∼= SpecN , in particular
there exists a maximal ideal N+ in W . Again like in Proposition 1.21, without loss
of generality we can assume that N+ = 〈x1, . . . , xk〉 and that it does not contain any
other generator of M+. Then clearly D(xk+1+ · · ·+ xn) and W are both subset-closed
in SpecM with the same unique maximal point N+, so W = D(xk+1 + · · ·+ xn).
Remark 1.38. Obviously all affine subsets of SpecM will define open affine subsets
of K− SpecM , but the contrary is not true. For example let M = (x, y | x+ y =∞).
Then Spec•M = {〈x〉, 〈y〉} is not affine as a scheme of binoids, because it does not
have a unique closed point. But K − Spec•M = K − SpecM r 〈x, y〉 is defined by
D(X + Y ) ⊆ Spec•K[M ]. The point is that the element X + Y is not combinatorial,
since it involves explicitly the operation +.
1.1.3 Closed affine subschemes
We introduce now affine schemes and affine subschemes of the combinatorial affine
space.
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Definition 1.39. The combinatorial affine space of dimension n is the binoid scheme
An =
(
Spec (Nn)∞,O(Nn)∞
)
.
Remark 1.40. As we have seen in Example 1.9, its underlying topological space is
isomorphic to the power set of [n], with the topology induced by the inclusions.
Definition 1.41. A closed subscheme of an affine binoid scheme (SpecM,OM ) is an
affine binoid scheme (SpecN,ON ) such that N =MupslopeI, for some I ideal of M .
Remark 1.42. SpecN can be identified with V (I) in SpecM , because it contains
exactly the prime ideals that contain I.
Unlike what happens with rings, an integral binoid can not always be defined as a
quotient of (Nr)∞ by a prime ideal, in which case it does not define a closed subscheme
of the affine space. Vice versa, there can be ideals that define integral binoids, and the
following example shows both behaviours.
Example 1.43. The integral binoid M = (x, y | 2x = 3y) does not define a closed
subset of Spec
(
N2
)∞. In order to show this, it is enough to notice that SpecM =
{〈∞〉, 〈x, y〉} is not superset-closed in Spec (N2)∞ = {〈∞〉, 〈x〉, 〈y〉, 〈x, y〉}.
On the other hand, M ′ = (x, y | ∅)upslope〈x〉 is an integral binoid, because it is isomorphic
to N∞, but it is defined by an ideal relation. ⊳
There are some positive results relating closeness of SpecNr{∞} to the combinatorics
of the relations involved in N , but they are in a rather convoluted form and not so
interesting for the scope of this work.
1.2 Sheaves
The arguments covered in this Section can be introduced and studied in more general
terms. We will concentrate on a rather specific situation, that allow us to ignore most
technicalities and provide results that are useful for the main Chapters of this work.
The interested reader will find more general studies in [Pir15] and [FW14].
Let M be a finitely generated binoid. From now on, we concentrate on schemes of the
type (U,OM ↾U ), where U is an open subset of the affine scheme SpecM . When U is
a proper subset, we refer to it with the name quasi-affine scheme.
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1.2.1 Sheaves of M-sets
Definition 1.44. An M -set is a punctured set (S, p) together with an action of M ,
that satisfies the usual properties. If there is no ambiguity about the special point, we
just call it S.4
Remark 1.45. For any f ∈M , Sf is an Mf -set.
Definition 1.46. Let (X,OX ) be a binoid scheme. A sheaf of OX -sets on X, or OX-
sheaf is a sheaf F on X such that F (U) is a OX(U)-set for any open subset U of
X.
Definition 1.47. Let S be an M -set. The sheafification of S is the OSpecM -sheaf S˜
associated to the presheaf defined on fundamental open subsets as
S˜(D(f)) = Γ(D(f), S˜) = Sf .
Remark 1.48. Like for binoids, that we saw in Remark 1.27, we can explicitly describe
the presheaf S˜ as
D(f1, . . . , fr) Γ
(⋃
D(fi), S˜
)
⊆ Sf1 × · · · × Sfr ,
where Mf1 × · · · ×Mfr acts on Sf1 × · · · × Sfr and we have again the compatibility
conditions on the intersections.
Similarly, we can look at the stalk S˜p at a point p ∈ SpecM and it is easy to see that
S˜p = Sp = S +Mp, so Mp acts naturally on S˜p.
Remark 1.49. If the M -set is an ideal I, then I˜ is a sheaf of ideals on SpecM .
Proposition 1.50. The sheafification of the maximal ideal of M and OM are iso-
morphic as sheaves on the punctured spectrum, i.e.
M˜+ ↾Spec•M∼= OM ↾Spec•M .
Proof. From M+ →֒M we get an injective morphism of sheaves
M˜+ OM
The above morphism is also surjective on Spec•M , because for any f ∈ M+ (thus for
4 For more properties of M -sets, refer to [Böt15, Section 1.10].
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any proper fundamental open subset) we have
M˜+(D(f)) = (M+)f Mf = OM (D(f)).
The induced inclusion is locally surjective, because we reach 0 in Mf , since 0 = f −f ∈
(M+)f . From this, we get the wanted isomorphism.
Remark 1.51. It is not true in general that M˜+ ∼= OM on the whole spectrum, since
their global sections are different.
Definition 1.52. Let (X,OX ) be a binoid scheme and F a sheaf of OX -sets on X.
We say that F is locally free of rank n if there exist an n ∈ N and a cover {Ui}i∈I of
X such that for every i
F ↾Ui
∼= (OX ↾Ui)∪
· n .
If n = 1 we say that the sheaf is invertible.5
Remark 1.53. Locally free sheaves on X are also referred to as vector bundles on X,
and if n = 1 they are called line bundles. We will use both terms indistinctly in this
work.
Definition 1.54. The category of locally free sheaves of rank n on X is denoted by
Locn(X). The set of their isomorphism classes of rank n on X is denoted by Locn(X).
The smash product and pointed union of M -sets induce the corresponding operations
on the sheaves
∧OX : Locm(X) × Locn(X) Locmn(X)⋃· : Locm(X)× Locn(X) Locm+n(X)
Definition 1.55. Loc1(X), equipped with the operation ∧OX is a group, called the
Picard group of X and it is denoted by Pic(X).
Example 1.56. Let M = (x, y, z | x + y = 2z). We are going to show a non-trivial
line bundle on U = Spec•M . The space that we are considering is
U = {〈∞〉, 〈x, z〉, 〈y, z〉}
its topology does not have many open subsets, namely D(x),D(y),D(x) ∪ D(y) = U
and D(x) ∩ D(y) = {〈∞〉}. So, any line bundle (or locally free sheaf of rank 1) is
5 Refer to [Böt15, Definition 1.9.2] for the definition of the pointed union of M -sets
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trivialized by the covering {D(x),D(y)}. Let L be such a line bundle. We know that
L ↾D(x)∼=Mx as Mx-set and L ↾D(y)∼=My as My-set.
We know that we have isomorphisms Mx = Γ(D(x),OM ) ∼= Γ(D(x),L) and My =
Γ(D(y),OM ) ∼= Γ(D(y),L).
On D(x), we invert x and the relation defining Mx becomes y = 2z − x = z + (z − x).
Similarly on D(y), we have that x = 2z − y = z + (z − y). Let L be 〈˜x, z〉, i.e. the
sheafification of this ideal, considered on U . Then
Γ(D(x),L) = 〈x, z〉x = 〈0〉Mx
Γ(D(y),L) = 〈x, z〉y = 〈z〉My
So Lx is exactly Mx, because it contains an invertible element (namely x) and Ly is
isomorphic to My via the My-set isomorphism
ϕy :My Γ(D(y),L)
0 z
∼
So L = 〈˜x, z〉 is a line bundle on U . In order to prove that it is not trivial, we have
to show that 〈x, z〉 is not a principal ideal un U , thus it will not be principal in M .6
Assume that there exists f ∈ M such that 〈x, z〉 = 〈f〉. This means that there exist
g, h ∈M such that f + g = x and f + h = z. Since M is positive and cancellative, the
only possibility is f = 0, g = x and h = z and the equality of the ideals does not hold.
So L is non trivial.
What is L ∧OU L? Since we have a nice global description as the sheafification of an
ideal, we have that
L ∧OU L = 〈˜x, z〉 ∧OU 〈˜x, z〉 ∼= ˜〈x, z〉 ∧M 〈x, z〉.
What is this smash product?
〈x, z〉 ∧M 〈x, z〉 = 〈x ∧M x, x ∧M z, x ∧M z, z ∧M z〉.
From the map I −→M and the properties of the smash product, we get a map
I ∧M I M
f ∧M g f + g
whose image is the ideal 〈2x, x + z, 2z〉 ∼= 〈2x, x + z, x + y〉 ∼= 〈x〉 +M+ ∼= M+. This
6 The converse is not true, for example M+ is principal on U but usually not in M .
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map is not globally injective because, for example, x ∧ z and z ∧ x are mapped to the
same element x+z. But it is injective on the punctured spectrum, because Ix ∼=Mx on
D(x) and Iy ∼=My on D(y), and it is an easy computation to show injectivity in these
cases. So we proved that these objects are congruent on the punctured spectrum, i.e.
Γ
(
U, ˜〈x, z〉 ∧M 〈x, z〉
)
∼= Γ
(
U, M˜+
)
Now, since M˜+ ↾U∼= OM ↾U= OU , thanks to Proposition 1.50, we get that
L ∧OU L ∼= ˜〈x, z〉 ∧M 〈x, z〉 ∼= OU ,
so the order of L as an element of Pic(U) is 2. In general, there is an inclusion between
ideals of height one modulo principal divisors into the Picard group of a particular open
subset, that we explore in Section 1.3.4. ⊳
1.2.2 Sheaves of abelian groups
Another important type of sheaves that we want to consider is sheaves of abelian groups
on a binoid scheme. We introduce them briefly here, but we do not define cohomology.
Instead, we refer the reader to [Har77, Chapter III] for a compact but extensive treating
of the subject.
Definition 1.57. Let X be a topological space. A presheaf of groups on X is a
contravariant functor from the topology of X to the category of abelian groups
F : TopX Ab
U F (U)
A sheaf of groups on X is a presheaf of groups on X that respects locality and gluing
axioms.
Definition 1.58. The sheafification of a constant presheaf is called a constant sheaf,
and we will often denote it by the same symbol as the group.
Example 1.59. Important examples of constant sheaves are Z, (K,+), (K∗, ·) for a
field K and the difference group of a binoid M , that we denote by Γ•. ⊳
Definition 1.60. Let M be an integral, cancellative binoid. In this case, the subset
M• is a monoid. The difference binoid of M is Γ = (−M• +M). The difference group
of M is the group Γ•.
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Remark 1.61. When constructing Γ, what we are doing is inverting all the elements
in M•.
Remark 1.62. On Spec•M , if M is integral then the constant presheaf is already a
sheaf. If M is not integral, then the sheafification is not trivial.
Remark 1.63. If M is an integral and cancellative binoid, then the structure sheaf of
Remark 1.27 can be defined as
D(f1, . . . , fr) 7−→
r⋂
i=1
Mfi ⊆ Γ.
Example 1.64. Let M = (x, y | x + y = ∞). Spec•M can be covered by the two
disjoint open subsets D(x) and D(y). Let G be an abelian group, and consider the
constant presheaf7
G− : TopX Ab
U G
Clearly Γ(D(x) ∪D(y), G−) = G because it is a constant presheaf. But if we consider
its sheafification G we have that Γ(D(x)∪D(y), G) = Γ(D(x), G)⊕Γ(D(y), G) = G⊕G
because D(x) ∩D(y) = ∅. ⊳
Remark 1.65. Let U be a subset of SpecM and let G be a constant sheaf, so the
sheafification of a constant presheaf. Then G(U) = Gk where k is the number of
connected components of U . In the previous example, U = Spec•M and k = 2 because
V (〈x〉)∩U and V (〈y〉)∩U are the two components (disjoint closed subsets) from which
U is made.
Clearly if M is integral then every non-empty open subset is again integral, hence
connected, and so the constant presheaf is already a sheaf.
The sheaf we are most interested to study is the sheaf of units of a binoid scheme, that
is non constant.
Definition 1.66. Let (X,OX) be a binoid scheme. Its sheaf of units is the sheaf of
abelian groups on X
O∗X : TopX Ab
U (OX(U))∗
Where, given a binoidM ,M∗ denotes the group of its units. If X = SpecM , we denote
O∗X with O∗M .
7 We denote G− the constant presheaf, so that (G−)+ = G is its sheafification.
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There are some important results on the cohomology of sheaves of abelian groups on
schemes of binoids. The next Theorem follows almost entirely the proof of [Pir15,
Proposition 2.2.i], where it is proved for schemes of monoids. We will see later in
Proposition 1.72 that not all the properties that hold for monoid schemes hold for
binoid schemes, because even in an affine situation the binoid scheme might not have
a unique minimum element, that is always present in the monoid case.
Theorem 1.67. Let M be a binoid and F be a sheaf of abelian groups on SpecM .
Then
Hi(SpecM,F ) = 0
for any i ≥ 1.
Proof. Recall from Remark 1.23 that, since X = SpecM is affine, there is only one
open subset that covers the maximal ideal M+, that is X itself. So for any sheaf F we
have that F (X) = FM+ , i.e. the evaluation of the global sections functor equals the
stalk at M+. Since F 7−→ FM+ is an exact functor from the the category of sheaves
to the category of groups, we see that the global sections functor is exact. Since i-th
cohomology is the i-th derived functor of the global sections, that is an exact functor,
we get the claim.
Theorem 1.68 (Leray’s Theorem, [Har77, Exercise III.4.11]). Let X be a topological
space, F a sheaf of abelian groups on X, U = {Ui}i∈I an open cover of X. Assume that
for any finite intersection V = Ui0 ∩ · · · ∩ Uip of sets in the cover we have Hk(V,F ↾V
) = 0 for all k ≥ 1. Then for all p ≥ 0 the natural maps
Hˇp(U ,F ) −→ Hp(X,F )
from Čech cohomology to sheaf cohomology are isomorphisms.
Definition 1.69. A cover U that respects the hypothesis in the theorem is called
acyclic for F on X.
Corollary 1.70 ([Pir15, Proposition 2.2.ii]). Let (X,OX ) be a separated binoid scheme,
U an affine cover of X and F a sheaf of abelian groups on X. Then H∗(X,F ) =
Hˇ∗(U ,F ).
Proof. The intersection of affine binoid subschemes is again affine, thanks to separ-
ateness, and cohomology vanishes on any intersection, thanks to Theorem 1.67. So
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any affine cover is acyclic, we can apply Leray’s Theorem 1.68 and obtain the wanted
result.
Remark 1.71. Since, in this work, we are considering open subschemes of an affine
spectrum of a finitely generated binoid, we are always considering separated schemes
of finite type.
Proposition 1.72. [Pir15, Lemma 2.4] Let M be an integral binoid. For any open
subscheme U of SpecM and any constant sheaf of abelian groups G on U we have that
Hi(U,G ) = 0
for all i ≥ 1.
Remark 1.73. The proof of the previous Proposition relies on the fact that a constant
sheaf of abelian groups on an open subset of the spectrum of an integral binoid is
flasque, hence it has trivial cohomology in degree higher than 0. This is not true if
the binoid is not integral, essentially because there is not a unique minimal element in
open subsets of its spectrum. This implies that the cohomology of a constant sheaf of
abelian groups on the spectrum of a non integral binoid is not always zero. Indeed, it
is a meaningful object, and this will be exploited in Corollary 2.21.
The following Proposition motivates all our subsequent studies on the Picard group of
a binoid.
Proposition 1.74 ([Pir15, Proposition 3.1]). There is a natural bijection
Locn(X) ∼ H1(X,GL(n,OX ))
and an isomorphism of groups
Pic(X) ∼= H1(X,O∗X).
Definition 1.75. Let M be a binoid. Its local Picard group is the Picard group of its
punctured spectrum, Picloc(M) = Pic(Spec•M).
Remark 1.76. If M is torsion-free, cancellative and reduced, the sheaf O∗M can be
embedded in a flasque sheaf
O∗
⊕
p minimal
prime ideal of M
M∗p .
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If M is integral, the sheaf above is just Γ.
Example 1.77. Let us consider the binoid M = (x, y, z, w | x + y = z + w) and
compute its local Picard group. Its punctured spectrum can be covered by the four
open subsets {D(x),D(y),D(z),D(w)} and, thanks to the intersection pattern, we have
the following Čech complex
Cˇ0 Cˇ1 Cˇ2 Cˇ3 0∂0 ∂1 ∂2 ∂2
We begin with the localizations at the variables and their unit groups, that form Cˇ0
Mx ∼= (x,−x, y, z, w | y = z + w − x) M∗x ∼= Z
My ∼= (x, y,−y, z, w | y = z + w − x) M∗y ∼= Z
Mz ∼= (x, y, z,−z,w | y = z + w − x) M∗z ∼= Z
Mw ∼= (x, y, z, w,−w | y = z + w − x) M∗w ∼= Z
In the intersections, we have either Z3 or Z2, depending on the variables that we are
considering. For example, when we invert both x and y, also z and w get inverted, but
thanks to the relation we can write one in term of the others and we get a Z3. These
are the groups that contribute to Cˇ1
Mx+y ∼= (x,−x, y,−y, z, w | 0 = z + w − x− y) M∗x+y ∼= Z3
Mx+z ∼= (x,−x, y, z,−z,w | y − z = w − x) M∗x+z ∼= Z2
Mx+w ∼= (x,−x, y, z, w,−w | y − w = z − x) M∗x+w ∼= Z2
My+z ∼= (x, y,−y, z,−z,w | x− z = w − y) M∗y+z ∼= Z2
My+w ∼= (x, y,−y, z, w,−w | x− w = z − y) M∗y+w ∼= Z2
Mz+w ∼= (x, y, z,−z,w,−w | x+ y − z − w = 0) M∗z+w ∼= Z3
When we intersect further, we get a Z3 everywhere, because we can rewrite one variable
in term of the others, and these are the groups in Cˇ2 and the group in Cˇ3
M∗x+y+z
∼= Z3 M∗x+y+w ∼= Z3
M∗x+z+w
∼= Z3 M∗y+z+w ∼= Z3
M∗x+y+z+w
∼= Z3
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It is easy to see that
Z⊕ Z⊕ Z⊕ Z Z3 ⊕ Z2 ⊕ Z2 ⊕ Z2 ⊕ Z2 ⊕ Z3
(α1, α2, α3, α4) ((−α1, α2, 0), (−α1, α3), (−α1, α4), (−α2, α3), (−α2, α4), (−α3, α4, 0))
∂0
has trivial kernel, so H0(O∗M ) = 0. We are interested in H1, so we start by observing
that we have some equalities of the open subsets
D(x+ y) = D(x+ y + z) = D(x+ y + w) = D(x+ y + z + w)
= D(x+ z + w) = D(y + z + w) = D(z + w).
The Čech complex now looks like
Z4 Z14 Z12 Z3 0∂
0 ∂1 ∂2 ∂2
and since −4 + 14 − 12 + 3 = 1 we know that the rank of H1 will be 1. It is not hard
to examine the relations between elements in the kernel of ∂1 and in the image of ∂0
to conclude that this group has to be free, so, in particular,
Picloc(M) = Z.
In a later Section we will compute the divisor class group of this binoid, and we will see
that these two groups coincide. A generator of this group is represented by the ideal
〈x, z〉, that is invertible because on each affine combinatorial open subset it is generated
by only one element. ⊳
1.2.3 Čech-Picard complex
In this Section we are going to study the Čech complex for the sheaf O∗X on the covering
of Spec•M given by {D(xi)}.
Definition 1.78. Let (X,OX) be a binoid scheme. Let U = {Ui}i∈[n] be a finite affine
covering of X.8 The Čech-Picard complex of X is the Čech co-chain complex of O∗X
with respect to U
C(U ,O∗X) : C0(U ,O∗X) C1(U ,O∗X) . . . Cp(U ,O∗X) . . .∂
0 ∂1 ∂p−1 ∂p
8 It always exists affine and finite because we are assuming that X is quasiaffine.
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where the groups are
Cp(U ,O∗X ) =
⊕
1≤i0<i1<···<ip≤n
O∗X
(
Ui0 ∩ Ui1 ∩ · · · ∩ Uip
)
and the coboundary maps are defined, as usually like in [Har77, Section III.4],
(
∂p−1(σ)
)
i0,...,ip
=
p∑
k=0
(−1)kσ
i0,...,îk,...,ip
↾Ui0,...,ip .
Example 1.79. Let M = (x, y, z | x + y = 2z) as in Example 1.56 above. Let again
X = Spec•M . We know that there exists at least an invertible sheaf in Pic(X), and it
has order 2.
Thanks to the Theorems and Propositions so far in this Chapter, we know that we
can obtain Pic(X) as the first cohomology group of the sheaf O∗X and, in turn, we can
compute this on any affine open covering of X. Let U be the covering {D(x),D(y)}.
To build the Čech complex of O∗X on U we need first to evaluate the sheaf on the open
subsets D(x), D(y) and D(x) ∩D(y) = D(x+ y).
O∗X(D(x)) = (Mx)∗
O∗X(D(y)) = (My)∗
OX(D(x) ∩D(y)) = (Mx+y)∗
In details, Mx = (x,−x, y, z | x + (−x) = 0, y = 2z + (−x)) and so M∗x = (x,−x |
x+ (−x) = 0) ∼= Z, where this integer represents the coefficient of x. Similarly for y.
On the intersection, when we invert both x and y, also z gets inverted. So we have
Mx+y = (x,−x, y,−y, z | x+ (−x) = 0, y + (−y) = 0, z + (z − y − x) = 0)
∼= (x,−x, z,−z, y | x+ (−x) = 0, z + (−z) = 0, y = 2z − x)
∼= (x,−x, z,−z | x+ (−x) = 0, z + (−z) = 0) ∼= Z2
The maps of the Čech complex come from the localizations Mx
ιy−→Mx+y and My ιx−→
Mx+y when restricted to the units. In particular, when restricting a unit defined on
D(x), namely f = mx to the intersection of D(x) and D(y), this stays the same. Vice
versa, a unit defined on My, say βy goes to 2βz − βx in Mx+y, so the complex looks
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M∗x ⊕M∗y M∗x+y 0∼= ∼= ∼=
Z ⊕ Z Z⊕ Z 0
( α , β ) (α− β, 2β)
∂0 ∂1
To compute the first cohomology, we need to compute the quotient ker(∂
1)upslopeim(∂0)
∼=
M∗x+yupslopeim(∂0), so we need to understand the image of ∂
0. The image is generated by
(1, 2) as a subgroup of Z2, so the quotient is ZupslopeZ⊕ Zupslope2Z ∼= Z2.
So we have proved that Pic(X) ∼= Z2, and we already found a representative of the only
non-trivial class in this group, in Example 1.56. ⊳
Remark 1.80. Since Spec•M can be covered by {D(xi)} and we know that O∗M is
acyclic on these affine open subsets, we can compute the local Picard group of M as
the first cohomology group of the Čech-Picard complex on {D(xi)},
PiclocM = Hˇ1({D(xi)},O∗).
Lemma 1.81. Let M be a binoid. Then M∗ ∼=M∗red.
Proof. Let ϕred : M −→ Mred be the reduction morphism. We will prove that it is an
isomorphism when restricted to the group of units. We have that ker(ϕred) = nil(M),
ϕred is a bijection outside this ideal and nil(M) ∩M∗ = ∅. So we only have to prove
that ϕred(M∗) ⊆M∗red, but this is true for any binoid homomorphism.
This Lemma proves that, unlike for rings, the nilpotent elements do not enter at all
when computing the units of a binoid. We will use this fact in later discussions in
Chapter 3.
Example 1.82. The above is not true for Mtf . Let n ∈ N, n ≥ 2 and let M = (x |
nx = 0). Then M∗ ∼= Zn, but Mtf ∼= {0,∞}, so M∗tf ∼= 0. ⊳
Proposition 1.83. Let (X,OX ) be a binoid scheme. Then O∗X ∼= O∗Xred .
Proof. This follows from the previous Lemma 1.81.
Remark 1.84. Since O∗X ∼= O∗Xred , also their cohomologies will be the same. So we
can concentrate on studying it in the reduced case, in order to study line bundles and
higher cohomology of the sheaf of units.
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Example 1.85. Let M = (x, y, z, w | x+ y = 2z, 3w =∞). Its punctured spectrum is
X = {〈w〉, 〈x, z, w〉, 〈y, z, w〉}
and its reduction is Mred = (x, y, z, w | x + y = 2z,w = ∞) ∼= (x, y, z | x + y = 2z),
whose local Picard group we already studied in Example 1.79. Since D(w) = ∅, we
can easily see that the groups involved in the computation of Čech cohomology of
O∗X = O∗Xred are exactly the same for X and its reduction. ⊳
1.3 The divisor class group
In this Section we will first review some results that can be found in [FW14], while
rewriting them in our language, and then generalise the concept of Divisor Class Group
to arbitrary quasiaffine binoid schemes.
Definition 1.86. Let p be a prime ideal of a binoid M . The height of p, denoted
ht(p), is the maximum n ∈ N such that there exists a strictly increasing chain of prime
ideals p0 ( p1 ( · · · ( pn = p. The set of points of height k in SpecM is denoted by
SpecM (k).
Remark 1.87. In the previous definition, p0 = 〈∞〉 if and only if the binoid is integral.
Definition 1.88. A binoid M is called regular if M ∼= G∞ ∧ (Ns)∞ for some abelian
group G and s ∈ N.
Definition 1.89. An integral binoid M is called regular in codimension s if, for any
p ∈ SpecM of height at most s, the localization Mp is a regular binoid.
Remark 1.90. IfM is torsion free and regular in codimension 1, thenMp ∼= (Zr)∞∧N∞
for some r ∈ N and all the p’s, prime ideals of height 1.
Remark 1.91. For a binoid, normal, torsion free and cancellative implies regular in
codimension 1.
Example 1.92. Let us again consider M = (x, y, z | x + y = 2z). Its prime ideals of
height one are just p1 = 〈x, z〉 and p2 = 〈y, z〉. Let us study the regularity of Mpi . By
definition Mp1 = −(M r p1) +M but, from the evaluation of OM , we have also that
Mp1 = OM (D(y)) =My, thanks to Proposition 1.35. My = (x, y,−y, z | x = 2z − y) ∼=
Z∞ ∧ N∞. The same holds for p2, so M is regular in codimension 1. ⊳
Proposition 1.93. Let M be an integral, cancellative and torsion-free binoid. Then its
difference binoid is Γ =M〈∞〉 ∼= (Zr)∞ for some r and the map M −→ Γ is injective.
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1.3.1 Pic(U)
Assume that M is an integral, cancellative, torsion-free, positive and regular in codi-
mension 1 binoid of dimension at least 1 and X = Spec•M . We study the set of line
bundles defined on the open subset of the prime ideals of height at most 1.
Definition 1.94. Let U be an open subset of SpecM . Then Pic(U) is the group of
invertible OM -sheaves defined on U . A sheaf in Pic(U) is called U -invertible.
Remark 1.95. Recall from Proposition 1.74 that Pic(U) = H1(U,O∗M ↾U ).
Proposition 1.96. Let W be the subset of SpecM that consists of the prime ideals of
height at most 1. Then W is an open subset.
Proof. W is an open subset because it is the union of the minimal open subsets that
contain these prime ideals defined in Proposition 1.21.
Proposition 1.97. Every L ∈ Pic(W ) defines an M -set. Vice versa, every M -set S
such that Sp ∼=Mp for every p of height 1 defines a line bundle on W .
Proof. Let L be a line bundle defined onW . Then its sections Γ(W,L) can be considered
as an M -set. On the other side, Let S be an M -set with this property. Then Mp ∼=
Sp = S˜(U) where U is the unique minimal subset of SpecM than contains p and S˜ is
the sheafification of S.
Remark 1.98. The M -set defined by L is possibly not locally free as a OM -set on the
whole X.
1.3.2 Cartier Divisors
We introduce the notion of Cartier Divisor of a scheme of binoids and we prove an
isomorphism with its Picard group. Assume that M is an integral, cancellative binoid
and X = Spec•M .
Recall from Proposition 1.93 that there is an injectionM →֒ Γ. Moreover, Γ• = Γr{∞}
defines a constant sheaf on SpecM , that contains the sheaf of units O∗M as a subsheaf.
Definition 1.99. Let U be an open subset of SpecM . A Cartier Divisor on U is a
global section of the sheaf of groups Γ
•
upslopeM∗. The group of this global sections is denoted
by CaDiv(U).
Definition 1.100. A Principal Cartier Divisor is a divisor that can be globally repres-
ented on U by a g ∈ Γ•. They form a subgroup with the usual sum operation, denoted
by CaPrin(U).
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Definition 1.101. The Cartier divisors Class Group of U is
CaCl(U) = CaDiv(U)upslopeCaPrin(U)
The next Proposition follows the same proof as in [FW14, Proposition 6.1], adapted to
our setting.
Proposition 1.102. For any open subset U of X there is an isomorphism CaCl(U) −→
Pic(U).
Proof. Consider the short exact sequence of abelian groups
0 M∗ Γ∗ Γ
∗
upslopeM∗ 0
Since M is integral and Γ∗ is a constant sheaf on U , from Proposition 1.72 we get that
H1(U,Γ∗) = 0. From Proposition 1.74 we know that H1(U,O∗M ) = Pic(U), so when we
take cohomology we get the exact sequence
0 O∗M (U) Γ∗(U) CaDiv(U) Pic(U) 0.
=
Γ∗
div δ
Since the image of div is exactly the subgroup of principal Cartier divisors defined in
Definition 1.100, we get the statement.
Remark 1.103. On each affine open subset D(f) a Cartier divisor on D(f) is given
by a γf ∈ Γ• up to a unit in M∗f , since H1(D(f),O∗) = 0 and the shorth exact
sequence above. So on U =
⋃
D(f) we have the usual representation where a Cartier
divisor {D(f), γf} is given by a collection of open sets D(f) and sections γf ∈ Γ∗, with
γf − γg ∈M∗f+g.
The sequence that we use in the Proposition is parallel to the sequence that occurs in
algebraic geometry
0 O∗ K∗ K∗upslopeO∗ 0
what we will use later in Lemma 3.57.
There is an explicit description of δ in the Proof of the Proposition above. Given
a Cartier divisor D = {(D(f), γf )}, we define a U -invertible subsheaf L(D) of the
constant sheaf Γ∗ by letting its restriction to D(f) to be generated by −γf . This con-
struction is well defined, and it is an isomorphism from CaDiv(U) to the U -invertible
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subsheaves of Γ∗. The map δ in the Proposition above sends exactly D to the corres-
ponding isomorphism class of L(D). In particular, if W is an open subset of U and U
is covered by Ui, we have that W ∩ Ui 6= ∅ because the binoid is integral, and we can
describe the evaluation of L(D) as
Γ(W,L(D)) = {q ∈ Γ | q ∈ (γi) on Ui ∩W} =
⋂
i
γi +Mfi
In particular then
Γ(U,L(D)) =
⋂
i
γi +Mfi ⊆ Γ.
The operation is then the one induced by the embedding in Γ, i.e. if (Ui, γi) and (U ′i , γ
′
i)
are two Cartier divisors, that correspond to invertible sheaves L and M respectively,
then (Ui, γi) + (U ′i , γ
′
i) corresponds to L+M where, for any open subset V ⊆ U ,
(L+M)(V ) = {s+ t | s ∈ L(V ), t ∈M(V )}.
Remark 1.104. Every Cartier divisor can be realized as an ideal in the following
way. Let (Ui, γi) be a Cartier divisor. We can assume that Ui = D(fi), as above, so
γi = gi − hi for some gi ∈M and hi ∈ Γ. Let f =∑i hi. Clearly (Ui, γi) ∼ (Ui, γi + f)
because γi − (γi + f) = −f ∈ Γ and γi + f ∈ M . The ideal that realizes it is then
generated by the collection of the (γi + f)’s, 〈{γi + f}〉 ⊆M .
An example of this behaviour can be seen in the case M = (x, y, z | x+ y = nz), that
will be fully explored in Example 1.115.
1.3.3 Weil divisors
We introduce now Weil divisors of M and their class group, and we will later see that
this group is isomorphic to Pic(W ) and to the class group of Cartier divisors on W .
Assume again that M is an integral, cancellative, torsion-free, positive and regular in
codimension 1 binoid of dimension at least 1 and X = Spec•M . 9
Definition 1.105. Let M be a binoid that satisfies all the hypothesis above. The
group of Weil divisors of M is the free abelian group on X(1)
Div(M) =
⊕
p∈X(1)
Zp.
9 A binoid that satisfies these assumptions is locally factorial in the sense of [FW14].
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SinceM is regular in codimension 1, for any prime ideal p of height 1 there is a natural
injection M•p ∼= Zr−1 ∧ N −→ Zr−1 ∧ Z ∼= Γ•. Compose it now with the projection on
the last factor (Zr−1) ∧ Z −→ Z and call this vp.
Definition 1.106. Let q ∈ Γ•. We call vp(q) the valuation of q at p.
Remark 1.107. This is a indeed like a valuation in the ring case, and the following
Proposition shows it.
Proposition 1.108. 1. vp is a morphism of monoids.
2. vp(q) ∈ N if and only if q ∈M•p .
3. vp(q) = 0 if and only if q is a unit in Mp.
Proof. 1. This is true because vp(q1 + q2) = vp(q1) + vp(q2).
2. This follows directly from the definition.
3. If q is a unit in Mp then 0 = vp(0) = vp(q) + vp(−q) and this last values are both in
N, so they are both 0. On the other side, if vp(q) = 0 then we can see it inM•p ∼= Zr⊕N
as (α1, . . . , αr, 0), that has inverse (−α1, . . . ,−αr, 0).
Remark 1.109. Since M is normal, it is known that
M = ∩p∈X(1)Mp.
Since M is toric (see [FW14] and [CHWW15, Construction 4.2]), then these prime
ideals of height 1 correspond also to the facets of the cone defined by M .
Proposition 1.110. Let X(1) = {p1, . . . , pl} be the set of all prime ideals of height 1
in a toric normal positive binoid M . There is an injective morphism
Γ• Div(M)
q (vp1(q), . . . , vpl(q))
ϕ
Proof. Let q ∈ Γ• such that ϕ(q) = 0. Then q is a unit in any stalk Mp. In particular,
then, −q belongs to all these stalks. Since M is normal, we have the equality above
M =
⋂
p∈X(1)
Mp
so q is invertible in M . But M is positive, so q = 0.
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Remark 1.111. If M is not positive, one can prove that this map has in its kernel
exactly the elements of M∗, so we can then prove the injectivity between Γ
•
upslopeM∗ and
Div(M). So we assume that M is positive without losing too much information, see
also [FW14, Lemma 4.2].
This map in general is not surjective, and we define the divisor class group as follows.
Definition 1.112. Let M be a normal toric binoid. The group of principal divisors is
the image of ϕ, a subgroup of Div(M), Prin(M) = im(ϕ). The Divisor Class Group of
M is defined as the quotient
Cl(M) = Div(M)upslopePrin(M).
1.3.4 Isomorphisms
Assume again all the hypothesis on M , including normality. We are going to prove
isomorphisms between three groups that we just described, namely Pic(W ),CaCl(W )
and Cl(M). Recall that we have already proved in Proposition 1.102 that CaCl(U) and
Pic(U) are isomorphic for any open subset U of X, and that W is indeed open thanks
to Proposition 1.96. What is left, is to prove that Cl(M) is isomorphic to any of these
two. Again, we follow [FW14] in order to prove it.
Proposition 1.113. There is an isomorphism of groups CaCl(W ) ∼= Cl(M).
Proof. We start by proving that CaDiv(W ) is a subgroup of Div(M). We can cover
W with the minimal open subsets that cover the prime ideals of height 1 defined in
Proposition 1.21, so every Cartier divisor D = {D(f), γf} defined on W determines a
Weil divisor, namely
∑
p∈X(1) vp(γf )p. This correspondence is well defined, because γf−
γg is a unit defined on D(f)∩D(g), so the valuations have the same values. A principal
Cartier divisor is mapped to a principal Weil divisor, because it is globally defined by
an element of Γ, so we proved that there is a well-defined map CaDiv(W ) −→ Div(W )
that sends principal divisors to principal divisors. This map is trivially injective. Let
D =
∑
p∈X(1) npp be a Weil divisor on W . For each p ∈ X(1) let D(fp) be the minimal
open subset that covers it, namely D(fp) = {p, 〈∞〉}. SinceM is regular in codimension
1, we know that Mp ∼= (Zl)∞ ∧ N∞, so let tp be a generator of the principal maximal
ideal (Mp)+ (namely, tp generates N∞). The Cartier divisor associated to D is then
{(D(fp), nptp)}. So, this map is also surjective. It is easy to see that it is also surjective
on the principal divisors, namely every principal Weil divisor comes from a principal
Cartier divisor, so when we look at the class groups we have the wanted isomorphism
CaCl(W ) ∼= Cl(M).
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So we just proved that for an integral, cancellative, torsion-free, positive, normal and
regular binoid, there are isomorphisms Pic(W ) ∼= CaCl(W ) ∼= Cl(M).
Remark 1.114. The Proposition above can be generalized to any regular open subset,
and we will discuss this in Proposition 1.128.
Example 1.115. Consider M = (x, y, z | x + y = nz), for some n ∈ N. This is
a slightly more general situation that what we already discussed in Example 1.79.
X(1) = {〈x, z〉, 〈y, z〉}, so Div(M) = Z〈x, z〉⊕Z〈y, z〉. In the localizations, the relations
we have are
M〈x,z〉 = (x, y, z | x = nz − y)
M〈y,z〉 = (x, y, z | y = nz − x)
Let us focus on the first ideal, and have a look at the valuation v〈x,z〉
M〈x,z〉 Z∞ ∧N∞ N∞
x = nz − y (−1, n) n
y (1, 0) 0
z (0, 1) 1
∼
And a similar thing goes for v〈y,z〉, where the roles of x and y are inverted.
So, now consider M as a subset of Γ ∼= (Z2)∞, where the generators of this last group
are exactly the inverted x and z. The image of ϕ = (v〈x,z〉, v〈y,z〉) will be generated, as
a subgroup, by the images of the three generators x, y and z. So
Prin(M) = 〈ϕ(x), ϕ(y), ϕ(z)〉
= 〈(v〈x,z〉(x), v〈y,z〉(x)), (v〈x,z〉(y), v〈y,z〉(y)), (v〈x,z〉(z), v〈y,z〉(z))〉
= 〈(n, 0), (0, n), (1, 1)〉
and the divisor class group will then be
Cl(M) = Div(X)upslopePrin(X)
∼= Z
2
upslope〈(n, 0), (0, n), (1, 1)〉 ∼= Zn.
Thanks to the Theorems above, we also know that this is the local Picard group of our
binoid. Moreover, recall from Remark 1.104 that the elements of this group all have a
description as ideals, namely
CaCl(M) = {〈x, iz〉 | i = 0, . . . , n− 1}
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and the operation is just their sum. ⊳
Example 1.116. Let our binoid be M = (x, y, z, w | x+ y = z + w). We have seen in
Example 1.20 that X(1) = {〈x, z〉, 〈x,w〉, 〈y, z〉, 〈y, w〉}.
Then, for example, M〈x,z〉 ∼= My+w and the relation here becomes x = z + w − y, so
M〈x,z〉 ∼= (Z2)∞∧N∞. By symmetry, we have the same for all the other ideals of height
1, so we have that this binoid is regular in codimension 1. Like in the previous example,
it is easy to see the map, that simply goes to the coefficients (the N, again, refers to
the coefficient of z, that is not invertible).
M•〈x,z〉 (Z
2)∞ ∧ N∞ N∞
x = z + w − y (−1, 1, 1) 1
y (1, 0, 0) 0
z (0, 0, 1) 1
w (0, 1, 0) 0
∼
By symmetry arguments, again, we can see that the subgroup of principal divisors is
generated by the 4 vectors in Z4
(1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 1, 0), (0, 1, 0, 1).
If {e1, e2, e3, e4} are the generators of Z4, when we quotient by the principal divisors
we get the relations
e1 ∼ −e3 e1 ∼ −e3 e1 ∼ −e4 e2 ∼ −e4
So the divisor class group of M is
Cl(M) ∼= Z
4
upslope〈(1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 1, 0), (0, 1, 0, 1)〉 ∼= Z. ⊳
1.3.5 Relations between Pic(V ) and Cl(V )
The first generalization that we want to do is to an arbitrary open subset V of SpecM ,
and the next Definition goes exactly in this direction. Later on, we will generalize
the results of Proposition 1.113 to a more general open subset of the Spectrum of
M . Let M be a integral, cancellative, regular in codimension 1 binoid and let again
W = X(1) ∪X(0) be the open subset of prime ideals of height at most 1.
Definition 1.117. Let V be an open subset of SpecM . The group of Weil divisors of
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V is
Div(V ) =
⊕
p∈V
ht p=1
Zp.
Thanks to Remark 1.111 the map ϕ is still injective when restricted to these compon-
ents, so we call its image Prin(V ). The Divisor Class Group of V is
Cl(V ) = Div(V )upslopePrin(V ).
Remark 1.118. If W ⊆ V then Cl(V ) = Cl(W ) = Cl(M).
The following results are preliminary to a counterexample that follows, where we show
that, even in very nice situations, we might have Pic(U) 6= Cl(U), where U will be the
punctured spectrum of a binoid.
Lemma 1.119. Let G be a group, then
Cl(M ∧G∞) = Cl(M).
Proof. From [Böt15, Corollary 2.2.12] we know that SpecM∧G∞ ∼= SpecM×SpecG∞,
but SpecG∞ = {〈∞〉}, so Div(M ∧G∞) ∼= Div(M).
Moreover, thanks to Remark 1.111, we know that G is entirely contained in the kernel
of ϕ, so its image in Div(M∧G∞) is trivial and it does not contribute to Prin(M∧G∞),
so
Cl(M ∧G∞) = Cl(M).
Lemma 1.120. If M is regular, then ClM = 0.
Proof. Since M is regular, we know that there is an isomorphism M = G∞ ∧ (Nr)∞,
with G a group. In particular, the prime of height one are of the form 〈ei〉 with
ei = (0, . . . , 1, . . . , 0) generator of (Nr)∞ for i = 1, . . . , r. Then the map ϕ
G× Zr ∼= Γ• Div(M) ∼= Zrϕ
is surjective, so its cokernel is trivial.
Lemma 1.121 ([FW14, Corollary 5.5]). For every binoid scheme
Cl(X × A1) ∼= Cl(X).
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In particular, if X = SpecM then
Cl(M ∧ N∞) ∼= Cl(M).
Proposition 1.122. Let M be a normal toric binoid. Let U ′ ⊆ U be any two open
subsets of SpecM such that U (1) = U ′(1). Then there is an injection
Pic(U) Pic(U ′).
Proof. Let U = {D(fi)} be an affine covering of U . Then we can compute Pic(U) via
Čech cohomology on these affine open subsets. Since M is normal
Γ(U,OM ) =
⋂
ht p=1
p∈U
Mp.
Since U ′ and U have the same points of height one, we have that Γ(U ′,OM ) = Γ(U,OM )
and the same is true for intersections of U ′ with the given covering of U , so
Γ(U ′ ∩D(fi),OM ) = Γ(U ∩D(fi),OM ) = Γ(D(fi),OM ) =Mfi .
In particular, then, the Čech complexes to compute cohomology on U and on U ′ are
the same.
Recall that, in general, there is an injection from the first Čech cohomology on any
covering to the first sheaf cohomology, because if we have a non-trivial cohomology
class in Hˇ1 and a covering that realizes it, then this non trivial class will also be non
trivial in lim−→ Hˇ
1 = H1.
So, whenever we have a non trivial cohomology class in Pic(U), it is computed by the
Čech complex on U . This Čech complex is the same as the one on the covering U ∩U ′
of U ′, so it will be non trivial there, and so it will be non trivial in Pic(U ′).
Proposition 1.123. Let M be a normal binoid of dimension 2. Then
Picloc(M ∧N∞) = 0.
Proof. Let t be the generator of N∞. From [Böt15, Corollary 2.2.12] we know that
Spec(M ∧ N∞) ∼= SpecM × SpecN∞ ∼= SpecM × {〈∞〉, 〈t〉} ∼= D(t) ⊎ V (t).
On one hand, V (t) ∼= SpecM and, on the other hand, D(t) ∼= Spec(M ∧ N∞)t ∼=
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Spec(M ∧ Z∞) ∼= SpecM , so topologically SpecM ∧ N∞ ∼= SpecM ⊎ SpecM .
Let M ext+ be the extension of M+ to M ∧ N∞. Then V (M ext+ ) ∼= SpecN∞.
Let U ′ = Spec•M , U = Spec•(M ∧ N∞) and V = D(M ext+ ) ∼= U ′ × A1, i.e. V is
homeomorphic to two copies of U ′, as we can see in the picture below.
Let L be a line bundle defined on U . Then L ↾V ∈ Pic(V ). M is regular at any point
in U ′, so M ∧ N∞ is regular at any point in V and, thanks to Lemma 1.121, we get
Pic(V ) ∼= Cl(V ) ∼= Cl(U ′ × A1) ∼= Cl(U ′) ∼= Cl(M), so L ↾V ∈ Cl(M). Let D ∈ Cl(M)
be the divisor such that D = L ↾V .
Let (V (t))• = V (t) r (M ∧ N∞)+ ∼= U ′. Again from Lemma 1.121 we get that
Cl((V (t))•) ∼= Cl(U ′) ∼= Cl(U ′ × A1) = Cl(V ).
We have a diagram of inclusions
V (t)
(V (t))• U
V
Clearly, since (V (t))• ⊆ V and L ↾V= D, we have that L ↾(V (t))•= D. On the other side,
V (t) ∼= SpecM is affine, so every line bundle on it is trivial. In particular, L ↾V (t)= 0.
Since, lastly, V (t)• ⊆ V (t), we have that D = 0.
Now, W = U (1) ∪ U (0) ⊆ V , so in particular V (1) = U (1) and we can apply Proposi-
tion 1.122 above to obtain an injection Pic(U) →֒ Pic(V ), but we just proved that the
latter is trivial, so our claim follows.
Remark 1.124. The following picture of Spec(M ∧N∞) might help in understanding
what is going on in the proof of the Proposition above. For clarity, we represent SpecM
with a plane, although it is just a finite number of points, and V (M ext+ ) is represented
by a line, although it is just the two points that lie on the planes.
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V (t)
D(t)
V (M ext+ )
M ext+
(M ∧N∞)+
Example 1.125. Let M = (x, y, z | x + y = nz). We know that it is regular in
codimension 1 and we showed in Example 1.115 that Pic(W ) = Cl(M∧N∞) = Cl(M) =
Zn. On the other side, we just proved that Picloc(M ∧N∞) = 0. Morally, the problem
is that M is not regular at M+, that has height 2, so M ∧ N∞ is not regular at
M ext+ ∈ D(t) ⊆ U . A more geometric way to interpret this result comes from the fact
that M ∧ N∞ is not an isolated singularity. ⊳
Remark 1.126. This is not in contradiction with [FW14, Corollary 5.5], that states
that for every binoid scheme Pic(X) ∼= Pic(X × A1), because10
Spec•M × A1 ≇ (SpecM × A1)• = Spec•(M ∧ N1).
Remark 1.127. Proposition 1.122 gives us a way to extend the proof of Proposi-
tion 1.123 to any binoid scheme, provided that there exists an open subset that contains
all its prime ideals of height 1 that has trivial Picard group.
The next Proposition shows that, under some regularity conditions, Picard group and
Divisor Class group agree on subsets bigger than W .
Proposition 1.128. Let V be an open subset of SpecM such that Mp is regular for
all p ∈ V . Then Pic(V ) ∼= Cl(V ).
10 It is worth noting that this is true for any binoid scheme, without other hypothesis, unlike in the ring
case.
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Proof. Thanks to Propositions 1.102, 1.113 and 1.122, we know that there is an injective
map
Pic(V ) Cl(V ) = Pic(V ∩W ).
To prove that it is surjective, we extend a line bundle on the right to a line bundle on
the left. Let p1, . . . , pr be the maximal prime ideals belonging to V and let D(fi) be
the minimal open subset that covers pi, so clearly V ⊇ W ∪ D(fi). For any of these
primes, let Ni = Mpi . By hypothesis, Ni is regular, so by Lemma 1.120 we know that
Cl(Ni) = 0. Let V0 = V ∩W and Vi = Vi−1 ∪D(fi). If all the maximal prime ideals
have height 1, then V = V ∩W = V0 and then there is nothing to prove. So, assume
that there exists at least one maximal prime ideal with height bigger than 1, ht(pi) ≥ 2,
and assume that the Proposition is true for Vi−1. Let L′ be a line bundle defined on
SpecNi ∩ Vi−1. Then we know that L′ ∼= 0, and L′ extends trivially to SpecNi.
Let Li−1 be a line bundle defined on Vi−1, then Li−1 extends to a line bundle Li on
Vi, since Li−1 ↾Vi is trivial. So,by induction, every line bundle defined on V0 = V ∩W
extends to a line bundle on Wr = V . So the map above is surjective, and Pic(V ) ∼=
Cl(V ).
Remark 1.129. The main point in the previous Proposition is whether we can extend
a line bundle defined on V ∩W to the whole V or not, and in the regularity assumptions
of the hypothesis, indeed we can.
Corollary 1.130. Let M be an isolated singularity of dimension at least 2. Then
Cl(M) ∼= Picloc(M)
Proof. Since it is an isolated singularity, its spectrum is regular outside the maximal
point M+, so we can apply the Proposition above with V = Spec•M to obtain our
claim.
Recall from Proposition 1.102 that CaCl(V ) ∼= Pic(V ) for any open subset V ⊆ SpecM .
If we don’t have all the hypothesis that we assumed so far, Cartier divisors and Weil
divisors might not agree in general, so we define the divisor class group of a general
binoid as the Picard group of W .
Definition 1.131. Let M be any binoid and let W be the set of its prime ideals of
height at most one. We define its Divisor Class Group Cl(M) to be Pic(W ).
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Example 1.132. Let M△ = (x, y, z | x + y + z = ∞). Its punctured spectrum
X = Spec•M△ is made of only prime ideals of height zero or one, so its Divisor Class
Group is exactly its local Picard group, Cl(M) = Picloc(M). This is a special case of a
more general property that holds for graphs, that we will exploit in Section 2.4. ⊳
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Chapter 2
Simplicial Binoids
In this chapter we will concentrate on the case of binoids arising from simplicial com-
plexes, namely simplicial binoids, through the study of the relations between the subsets
of the combinatorial spectrum and the simplicial complex from whom the binoid comes.
Then we will look at the sheaf of groups O∗M△ restricted to the quasi-affine case and, by
exploiting some properties of the Čech-Picard complex introduced in Definition 1.78,
we will provide explicit formulas for the computation of Hi(Spec•M△,O∗M△). The last
part of the Chapter is devoted to the computation of the divisor class group (as defined
in Definition 1.131) of a simplicial binoid.
2.1 The Spectrum of a Simplicial Binoid
Recall that a simplicial complex is a subset △ of the power set of the finite vertex
set V that is closed under taking subsets, i.e. G ∈ △ and F ⊆ G implies F ∈ △. Its
elements are called faces and the maximal faces (under inclusion) are called facets. The
dimension of a face is the number of vertices in it minus 1 and the dimension of △ is
the maximal dimension of its faces. A simplicial subcomplex △′ of △ is a subset of △
that is again a simplicial complex. If W ⊆ V is a subset of the vertices the restriction
of △ to W is △W = {F ∈ △ | F ⊆ W}. When we say that △ is a simplicial complex
on V , we assume, unless otherwise specified, that the singletons are faces, so {v} ∈ △,
for every v ∈ V .1
Definition 2.1. Let △ be a simplicial complex on V = [n]. Its simplicial binoid is the
1 Refer to [BH93] for a starting point about simplicial complexes and their role in algebra and geometry.
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binoid with presentation
M△ =
(
x1, . . . , xn
∣∣∣ xi1 + · · ·+ xij =∞ where {i1, . . . , ij} ∈ P([n]) r△) .
Definition 2.2. A special situation arises when △ = ∅, in which case we obtain the
zero binoid M{∅} := {0,∞}.
Simone Böttger, in [Böt15, Corollary 6.5.13], proved that there exists an order-reversing
correspondence between faces of the simplicial complex and prime ideals of the binoid.
In particular, the minimal prime ideals correspond to the (complements of) facets.
Remark 2.3 ([Böt15, Corollary 6.5.13]). Let △ be a simplicial complex on the vertex
set V . There exists an inclusion-reversing semibinoid isomorphism2
(△,∩,∅) (SpecM△,∪,M△,+)
F 〈xi | i ∈ V r F 〉
∼
(2.1)
Example 2.4. Let V = [4] and let
△ =

∅, {1}, {2}, {3}, {4},
{1, 2}, {1, 3}, {2, 3}, {3, 4}
{1, 2, 3}

1
2
3
4
Its associated simplicial binoid is
M△ = (x1, x2, x3, x4 | x1 + x4 =∞, x2 + x4 =∞)
whose spectrum is
SpecM△ =

〈x4〉, 〈x1, x4〉, 〈x2, x4〉, 〈x3, x4〉, 〈x1, x2〉,
〈x1, x2, x3〉, 〈x1, x2, x4〉, 〈x1, x3, x4〉, 〈x2, x3, x4〉
〈x1, x2, x3, x4〉

that we can represent as a ⊆-poset as follows
2 A semibinoid is a binoid in which there might not be a neutral element.
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SpecM△ =
〈x1, x2, x3, x4〉
〈x1, x2, x3〉 〈x1, x2, x4〉 〈x1, x3, x4〉 〈x2, x3, x4〉
〈x1, x2〉 〈x1, x4〉 〈x2, x4〉 〈x3, x4〉
〈x4〉
and see that it is the same as the ⊇-poset defined by △
△⊇ =
∅
{4} {3} {2} {1}
{3, 4} {2, 3} {1, 3} {1, 2}
{1, 2, 3}
⊳
2.1.1 Closed and Open Subsets of Spec M△
We want to study the subsets of SpecM in the simplicial case. Recall from Propos-
ition 1.19 that a subset of the spectrum of any binoid is closed if and only if it is
superset-closed. This Proposition and the correspondence in Remark 2.3 induce a cor-
respondence between simplicial subcomplexes of △ and closed subsets of SpecM△ that
goes as follows
Closed subsets
of SpecM△
Radical ideals of M△ Subcomplexes of △
V
I = p1 ∩ · · · ∩ pr
pi minimal prime in V
{F1, . . . , Fr}
Where {F1, . . . , Fr} are the facets of the corresponding simplicial subcomplex. In par-
ticular, V (xi) corresponds to the subsimplicial complex △′ = △[n]r{i}, restriction of △
to [n]r {i}.
Example 2.5. Going back to the previous Example 2.4, we can easily see, for example,
that V (x1) corresponds to △{2,3,4}
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〈x1, x2, x3, x4〉
〈x1, x2, x3〉〈x1, x2, x4〉〈x1, x3, x4〉〈x2, x3, x4〉
〈x1, x2〉 〈x1, x4〉 〈x2, x4〉 〈x3, x4〉
〈x4〉V (x1)
∅
{4} {3} {2} {1}
{3, 4} {2, 3} {1, 3} {1, 2}
{1, 2, 3}△{2,3,4}
⊳
Since our goal is to discuss sheaves and, in particular, to build the Čech complex of the
sheaf of units on the punctured spectrum, we are interested in study open subsets of
SpecM△.
Thanks to the correspondence between closed subsets and simplicial subcomplexes, we
know that an open subset corresponds to the complement of a simplicial subcomplex,
but we would like to have something more. We begin by considering the fundamental
affine open subsets, that we define in Definition 1.14 as
D(f) := {p ∈ SpecM | f /∈ p} .
In the simplicial case that we are considering now, this might be exploited better as
follows. We start by recalling that a simplicial binoid is semifree and reduced. See
Definition 1.6 and 1.12 for the definitions of semifree and reduced respectively.
Theorem 2.6 ([Böt15, Theorem 6.5.8]). Let △ be a simplicial complex on V . The
binoid M△ is finitely generated by #V = n elements, semifree and reduced. Conversely,
every commutative binoid M satisfying these properties is a simplicial binoid. More
precisely, M is isomorphic to M△, with △ = {F ⊆ W |
∑
w∈F w 6= ∞} for a minimal
generating set W .
Definition 2.7. Let f ∈ (M△)• be a non-infinity element in a simplicial binoid.
Its reduction red(f) is
red(f) :=
∑
xi∈supp(f)
xi.
Remark 2.8. It is the same to look at the affine fundamental open set defined by f
or by red(f), since we have
D(f) = D(red(f)) =
⋂
xi∈supp(f)
(D(xi)),
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that follows from three facts:
1. M△ is semifree,
2. supp(f) = supp(red(f)),
3. f /∈ p = 〈xi1 , . . . , xik〉 if and only if xij /∈ supp(f) for every ij
Thanks to this remark, we can not only restrict to consider open affine subsets defined
by reduced elements but, moreover, to consider intersections of the fundamental open
subsets defined by the variables xi’s.
Example 2.9. We go back to Example 2.5 and we try to understand D(x1+x3). This
is, indeed, the intersection of D(x1) and D(x3)
〈x1, x2, x3, x4〉
〈x1, x2, x3〉 〈x1, x2, x4〉 〈x1, x3, x4〉 〈x2, x3, x4〉
〈x1, x2〉 〈x1, x4〉 〈x2, x4〉 〈x3, x4〉
〈x4〉 D(x1)D(x3)
So D(x1+x3) is {〈x2, x4〉, 〈x4〉}. Its complement corresponds to the simplicial complex
△′ = △r {{1, 3}, {1, 2, 3}}. ⊳
2.1.2 Covering Spec• M△
As we have seen in Proposition 1.33 we can cover the punctured spectrum of any binoid
with the affine fundamental open subsets {D(xi)}. While in general it might be the
case that we don’t need all the variables, for simplicial binoids we do.
With 〈x1, . . . , x̂i, . . . , xn〉 we denote the prime ideal generated by all the variables except
xi, in a way similar to the standard notation for sets.
Lemma 2.10. Let △ be a simplicial complex on V = [n]. Then 〈x1, . . . , x̂i, . . . , xn〉 ∈
Spec•M△ for every i ∈ V .
Proof. Thanks to the correspondence stated in Remark 2.3, it is enough to notice that
{i} is a face of △ for every i ∈ V .
Proposition 2.11. {D(xi)} is a covering by affine subsets of Spec•M△ that is minimal
among all the possible affine coverings.
Proof. We already know that this is a covering. To prove that it is minimal, it is enough
to observe three things.
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First, thanks to the lemma above, we need to cover 〈x1, . . . , x̂i, . . . , xn〉.
Second, D(xi) is the only affine open subset here that covers 〈x1, . . . , x̂i, . . . , xn〉.
Third, thanks to Remark 2.8, any other affine open subset that covers 〈x1, . . . , x̂i, . . . , xn〉
needs to come from an element f that has the same support of xi, i.e. f = mxi, for
some m ∈ N, and D(f) = D(xi).
Proposition 2.12. Let {D(xi)} be the covering of Spec•M△ as above. Then D(xi1)∩
· · · ∩D(xij ) 6= ∅ if and only if {i1, . . . , ij} is a face of △.
Proof. Thanks to the correspondence between prime ideals and faces, we can describe
D(xi1) ∩ · · · ∩D(xij ) in term of faces, in the following way. D(xi) = {p ∈ SpecM△ |
xi /∈ p} = {F ∈ △ | i ∈ F}. Then D(xi1) ∩ · · · ∩D(xij) = {F ∈ △ | {i1, . . . , ij} ⊆ F}.
If {i1, . . . , ij} is a face of △ then this set is not empty. On the other hand, if this set is
non empty, then there exists a face G ∈ △ such that {i1, . . . , ij} ⊆ G. Since a subset
of a face is a face, {i1, . . . , ij} is itself a face.
Definition 2.13. Thanks to the previous Proposition, we can introduce the following
notation. Let F = {i1, . . . , ij} ∈ △, then
D(F ) := D(xi1 + · · ·+ xij ) =
⋂
i∈F
D(xi).
Definition 2.14. Let {Ui}i∈I be a finite collection of open subsets of a topological
space X. The nerve of {Ui} is the simplicial complex, written nerve({Ui}i∈I), defined
on vertex set I as follows
• ∅ ∈ nerve({Ui}),
• for any J ⊆ I, J ∈ nerve({Ui}) if and only if
⋂
j∈J
Uj 6= ∅.
Corollary 2.15. The nerve of the covering of Spec•M△ given by {D(xi)} is the sim-
plicial complex itself.
The above Definition can be restated using directly I as vertex set, since V and I have
the same cardinality, but in this form is more clear that we are defining a new simplicial
complex which, unless we are in the case of the Corollary, will be different from what
we started with.
The following Lemma generalizes Proposition 2.11.
Lemma 2.16. Let U ⊆ Spec•(M△) be an open subset. Then U can be minimally
covered by V = {D(F1), . . . ,D(Fj)} for some F1, . . . , Fj ∈ △.
2.1. THE SPECTRUM OF A SIMPLICIAL BINOID 43
Proof. Let p1, . . . , pk be the maximal prime ideals in U . Then F1, . . . , Fj are the faces
corresponding to these prime ideals via the map in Remark 2.3. Minimality can be
proved as in Proposition 2.11.
2.1.3 Constant sheaves
In this Section we explore the relation between Čech cohomology on the covering
{D(xi)} of a constant sheaf of abelian groups on Spec•M△ and simplicial cohomo-
logy of △ with coefficients in that group.
Remark 2.17. Let G be a constant sheaf of abelian groups on a subset U of SpecM .
We already know that
Γ(U,G) =
G
#{connected components of U}, if U 6= ∅,
0, otherwise.
Moreover, if {D(xi)} is the usual covering of the punctured spectrum given by the
combinatorial open subsets, we can use it to compute cohomology via Čech cohomology,
and we can explicitly write the groups in the Čech complex as
Cˇ (D(Xi0) ∩ · · · ∩D(xik), G) =
G, if D(Xi0) ∩ · · · ∩D(xik) 6= ∅,0, otherwise,
because this intersection is either empty or connected.
In the proof of the next Proposition, we will compare some Čech complexes with the
complex used by Miller and Sturmfels in [MS05, Section 1.3]. There, they study re-
duced simplicial cohomology with coefficients in a field K and explicitly write the maps
between the groups. They study reduced simplicial cohomology because they talk
about Betti numbers and Hochster formula. Here, instead, we are interested in the
usual simplicial cohomology , so we just cut their simplicial complex and keep only the
parts with non negative degree.
Theorem 2.18. Let △ be a simplicial complex on V = [n]. Let {D(xi), 1 ≤ i ≤
n} be the usual acyclic covering of Spec•M△ and let Z be the constant sheaf on this
space. Then Čech cohomology and simplicial cohomology are described by the same
chain complexes
C•(△,Z) = Cˇ•({D(xi)},Z).
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In particular, the cohomology groups are the same
Hi(△,Z) = Hˇi({D(xi)},Z)
for all i ≥ 0.
Proof. We understand what we have on the right. Thanks to the previous Lemmata,
Cˇj({D(xi)},Z) = Z△j , i.e. we have a Z for any face in △ of dimension j. The maps
are the usual maps of the Čech complex.
On the left hand side, we can follow a reasoning similar to [MS05, Section 1.3].
The first thing to note is that the only difference between the complex for simplicial
cohomology stated here and the one stated by them is the degree −1, since they are
considering reduced simplicial cohomology.
We can now easily see that the complex C•(△,Z), dual to the homology complex
C•(△,Z), has the same groups as Cˇ•({D(xi)},Z): in every degree j ≥ 0 this group is
Z△j .
As for the maps, it is again easy to see that the map for vector spaces that Miller and
Sturmfels describe in their book, can be written instead for Z and, when we restrict
their complex to the non negative degrees, it is exactly the map of the Čech complex
described above.
Corollary 2.19. The same holds for any abelian group G, since HomZ(Z, G) ∼= G ∼=
Z⊗ZG and so Hom(C•, G) ∼= C•⊗ZG. In particular, we will use this fact in Chapter 4,
where the constant sheaf K∗ will contribute to the cohomology of the units of a ring.
Corollary 2.20. Since {D(xi)} is an acyclic covering of Spec•M△ for every sheaf of
abelian groups, the cohomology in the theorem above is also equal to the sheaf cohomo-
logy Hi(Spec•M△,Z).
The previous Corollary relates sheaf cohomology, Čech cohomology and simplicial co-
homology in the case of a simplicial binoid. The next one, extends these results to any
open subset of the spectrum.
Corollary 2.21. Let U ⊆ Spec•(M△) be an open subset minimally covered by the
covering V = {D(F1), . . . ,D(Fj)} for some F1, . . . , Fj ∈ △. We have
Hi(U,Z) ∼= Hˇi(V ,Z) ∼= Hi(nerve(V ),Z).
Proof. The first isomorphism is easy because D(F ) is affine and Z is a sheaf of abelian
groups, hence acyclic on the covering V . Moreover, thanks to the previous Theorem,
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we know that Hi(nerve(V ),Z) = Hi(Spec•Mnerve(V ),Z). It is enough to show that
Spec•Mnerve(V ) ∼= U as topological spaces. This is easily done thanks to the corres-
pondences above between prime ideals and faces of the simplicial complex.
Example 2.22. Let us consider again
△ =

∅, {1}, {2}, {3}, {4},
{1, 2}, {1, 3}, {2, 3}, {3, 4}
{1, 2, 3}

1
2
3
4
The pointed spectrum of the associated binoid is
Spec•M△ =
 〈x4〉, 〈x1, x4〉, 〈x2, x4〉, 〈x3, x4〉, 〈x1, x2〉,〈x1, x2, x3〉, 〈x1, x2, x4〉, 〈x1, x3, x4〉, 〈x2, x3, x4〉

as we have seen in Example 2.4. Consider the open subset
U = {〈x4〉, 〈x1, x2〉, 〈x1, x4〉, 〈x2, x4〉, 〈x3, x4〉, 〈x2, x3, x4〉}
as shown in picture
〈x1, x2, x3, x4〉
〈x1, x2, x3〉 〈x1, x2, x4〉 〈x1, x3, x4〉 〈x2, x3, x4〉
〈x1, x2〉 〈x1, x4〉 〈x2, x4〉 〈x3, x4〉
〈x4〉 U
This can be minimally covered by the affine covering
V = {D(x3 + x4),D(x2 + x3),D(x1)} = {D({3, 4}),D({2, 3}),D({1})}
〈x1, x2, x3, x4〉
〈x1, x2, x3〉 〈x1, x2, x4〉 〈x1, x3, x4〉 〈x2, x3, x4〉
〈x1, x2〉 〈x1, x4〉 〈x2, x4〉 〈x3, x4〉
〈x4〉 D(x1)D(x2, x3)D(x3, x4)
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As we have seen in Theorem 1.67, we can use this covering to compute the cohomology
of the any sheaf of abelian groups on U .
Let U1, U2 and U3 be D(x3 + x4),D(x2 + x3) and D(x1) respectively. Then
U1 ∩ U2 = U1 ∩ U3 = ∅
U2 ∩ U3 = {〈x4〉}
So the nerve of this covering is the simplicial complex on V = [3]
nerve(V ) = {∅, {1}, {2}, {3}, {2, 3}}
Consider the constant sheaf Z. We know already that Hi(U,Z) ∼= Hˇi(V ,Z), and we can
compute the latter by meaning of the Čech complex
Cˇ• : Cˇ01 ⊕ Cˇ02 ⊕ Cˇ03 Cˇ12,3 0
Z⊕ Z⊕ Z Z 0
( α , β , γ ) (γ − β)
∂0 ∂1
where Cˇji0,...,ij = Γ(Ui0 ∩ · · · ∩ Uij ,Z), that is either 0 or Z. This is exactly the cochain
complex needed to compute simplicial cohomology of nerve(V ). ⊳
2.1.4 The Link Complex and its Spectrum
We want to study Mlk△(F ) and relate it to M△, for a any face F ∈ △.
Definition 2.23. Given a simplicial complex △ and a face F ∈ △, the link of F in △
is
lk△(F ) = lk△(F ) = {G ∈ △ | F ∪G ∈ △, F ∩G = ∅}
or, equivalently,
lk△(F ) = lk△(F ) = {Gr F | F ⊆ G ∈ △}.
For a subset I of [n], denote by xI the set of variables {xi | i ∈ I}. We can write M△
as
M△ =
x[n]
∣∣∣∣∣∣
∑
g∈G
xg =∞, for all G /∈ △
 .
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For a face F ∈ △, we denote by xF the set of variables {xi | i ∈ F} and by (M△)xF =
(M△)∑
i∈F
xi
the binoid localized at the variables corresponding to the elements of F .
Lemma 2.24. Let M△ = (x[n] | R), where R is the set of minimal relations of M△,
i.e.
R =
∑
g∈G
xg =∞,∀G minimal non-face of △
 .
Then Mlk△(i) = (xJ | R′), where J is the set of elements that share a face with i, i.e.
J = {j ∈ [n] | {j, i} ∈ △}
and
R′ =
∑
k∈K
xk =∞
∣∣∣∣∣∣
∑
k∈K∪{i}
xk =∞ ∈ R
⋃
∑
k∈K
xk =∞ ∈ R
∣∣∣∣∣∣ i /∈ K

Proof. For the generators, this follows almost straightforward from the definition of
link complex above, since F ∈ lk△(i) if and only if F ∪ {i} ∈ △. So the generators of
Mlk△(i) are indexed by the vertices j ∈ [n] with exactly this property.
For the relations, the first step is to prove that the relations in R that do not involve
xi will still be valid as relations in R′. Let xj1 + · · ·+ xjk =∞ ∈ R be a relation such
that i /∈ {j1, . . . , jk}. So {j1, . . . , jk} is a (minimal) non-face, and it will also not be a
face in the link, so the relation will still be valid.
The second step is to see what happens to relations of the type xj1+· · ·+xi+· · ·+xjk =
∞ ∈ R. All the maximal proper subsets of {xj1, . . . , xi, . . . , xjk} are faces of △ and
all but one (namely {xj1 , . . . , x̂i, . . . , xjk}) give rise to faces in lk△(i). The only one
that gives rise to a non-face is exactly the one we are interested in, and so we set
xj1 + · · · + x̂i + · · · + xjk = ∞ ∈ R′. This relation is also minimal, because each of
the proper subsets of {xj1 , . . . , x̂i, . . . , xjk} is contained in another (k − 1)-subset of
{xj1, . . . , xi, . . . , xjk}, that defines a face in the link complex, and so all its subsets are
faces themselves.
Notation. Let F ∈ △ and let A be an abelian group. We denote as usual by AF the
set morphisms from F to A. It is easy to prove that AF ∼= A|F |.
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Proposition 2.25. Let F be a face of △. There exists an injective binoid morphism
(ZF )∞ (M△)xF∑
v∈F
nvv
∑
v∈F
nvxv
ψ
Proof. Since xv is a unit on the right for any v ∈ F , this is a well-defined morphism.
Moreover, apart from∞ this maps is clearly injective, because different vertices on the
left are map to different vertices on the right. About ∞, since F is a face in △ all its
subsets are faces and so all the sums
∑
v∈F
nvv are different from ∞.
We now recall some definitions about morphisms involving simplicial complexes from
[Böt15].
Definition 2.26 ([Böt15, Definition 6.2.2]). Let △ and △′ be two simplicial complexes
on vertex sets V and V ′ respectively, and let λ : V −→ V ′ be a set map. We say that
λ is
simplicial if every image of a face is a face;
α-simplicial if it satisfies one of the two equivalent conditions
1. every image of a non-face is a non-face,
2. every preimage of a face is a face;
β-simplicial if every preimage of a non-face is a non-face.
Notation. Since the simplicial properties of a set map depend on the simplicial com-
plexes involved, we follow the abuse of notation in [Böt15] and denote the map by
λ : (V,△) (V ′,△′)
v λ(v)
thus including the simplicial complexes in its definition.
Lemma 2.27. The map
ι : (V r F, lk△(F )) (V,△)
v v
is simplicial and β-simplicial.
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Proof. In order to prove that the map is simplicial, we have to show that the image of
a face is a face. Let G be a face of lk△(F ). Then G ∪ F ∈ △, as well as all its subsets.
In particular, λ(G) = G ⊆ G ∪ F , so G ∈ △ and the map is simplicial.
In order to show that it is β-simplicial, we have to prove that the preimage of a non-face
is a non-face. Let H be a non-face of △. Then λ−1(H) = H ∩ (V r F ). Assume that
the latter is a face of lk△(F ). This is the case if and only if (H ∩ (V r F )) ∪ F ∈ △
and (H ∩ (V r F )) ∩ F = ∅. In particular,
(H ∩ (V r F )) ∪ F = (H ∪ F ) ∩ ((V r F ) ∪ F ) = (H ∪ F ) ∩ V = H ∪ F
In particular, H ⊆ H ∪F ∈ △, H ∈ △, so λ−1(H) has to be a non-face of lk△(F ).
Remark 2.28. The map above is not α-simplicial. Let △ be the complex on V = [5]
with facets {1, 2, 3} and {3, 4, 5}, i.e. the ”butterfly”
1
2
3
4
5
Consider F = {1}, so lk△(F ) = {∅, {2}, {3}, {2, 3}}. The preimage of {3, 4, 5} under
the map above is {3, 4, 5} ∩ V r {1} = {3, 4, 5} ∩ {2, 3, 4, 5} = {3, 4, 5} that it is clearly
not a face in lk△({1}).
Lemma 2.29 ([Böt15, Example 6.2.11]). Let F be a face of the simplicial complex △
on vertex set V . lk△(F ) can be seen as a simplicial complex on V and the identity is
an α-simplicial map:
Id : (V,△) (V, lk△(F ))
v v
This map is not simplicial.
Our goal is to prove in the next section that Mlk△(F ) ∧ (ZF )
∞ ∼= (M△)xF .
In order to use the universal property of the smash product (see [Böt15, Proposition
1.8.10]) to get a map Mlk△(F ) ∧ (ZF )
∞ −→ (M△)xF in the following diagram,
Mlk△(F ) ∧ (ZF )
∞ (ZF )∞
Mlk△(F ) (M△)xF
i
ψj
ϕ
(2.2)
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we first need all the other maps. i and j are the maps that come from the smash
product, so we are just missing ϕ and ψ. We gave already ψ above in Proposition 2.25,
and we can give ϕ as follows, although it does not come from simplicial properties (they
would go the other way around, see [Böt15, Corollary 6.5.18]).
Proposition 2.30. Let F be a face of △. There exists a binoid homomorphism
Mlk△(F ) (M△)xF∑
w∈G
nwxw
∑
w∈G
nwxw
Proof. From [Böt15, 6.5.16], for any binoid N , any N -point ρ : V r F −→ N factors
through Mlk△(F ). In particular, the map
ρ : V r F (M△)xF
w w
is a (V rF )-point, since it respects the condition
∑
i∈I
wi =∞ if I /∈ lk△(F ), so it factors
through Mlk△(F ), thus yielding us the map in the statement.
We now have all the maps that we need in the diagram above, and we are ready to
prove the isomorphism in the next section.
Proposition 2.31. SpecMlk△(i) is homeomorphic to D(xi) via the injection
SpecMlk△(i) SpecM△
p p
j
Proof. From the definitions and Remark 2.3, it is just an easy computation
SpecMlk△(i) =
{
p ∈ SpecMlk△(i)
}
= {([n] r {i})rG | G ∈ lk△(i)}
= {[n]r (G ∪ {i}) | G ∪ {i} ∈ △, i /∈ G}
= {[n]r F | i ∈ F ∈ △}
= {p ∈ SpecM△ | xi /∈ p} = D(xi)
Example 2.32. We go on with our favourite Example 2.9 and we describe its link
complexes. Recall
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△ =

∅, {1}, {2}, {3}, {4},
{1, 2}, {1, 3}, {2, 3}, {3, 4}
{1, 2, 3}

1
2
3
4
and its simplicial binoid is
M△ = {x1, x2, x3, x4 | x1 + x4 =∞, x2 + x4 =∞}.
Then the link of the vertices in the simplicial complex and their simplicial binoids are
lk△(1) =
∅,{2}, {3},{2, 3}

2
3
Mlk△(1) = (x2, x3 | ∅)
lk△(2) =
∅,{1}, {3},{1, 3}
 1 3 Mlk△(2) = (x1, x3 | ∅)
lk△(3) =
∅, {1}, {2},{4}, {1, 2}

1
2
4 Mlk△(3) =

x1, x2, x4
x1 + x4 =∞,
x2 + x4 =∞

lk△(4) =
{
∅, {3}
}
3
Mlk△(4) = (x3 | ∅). ⊳
2.1.5 OM△(D(xi))
From the definition of the structure sheaf of a binoid, Definition 1.26, we know that in
general OM (D(f)) =Mf , the localization of M at f .
Theorem 2.33. For any face F ∈ △ there is an isomorphism
(M△)xF ∼=M△′ ∧ (ZF )∞ (2.3)
where △′ = lk△(F ).
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Proof. We just have to prove that the map Mlk△(F ) ∧ (ZF )
∞ −→ (M△)xF , that we get
from diagram (2.2), is an isomorphism. In order to do so, we give an explicit description
of it. In the diagram
Mlk△(F ) ∧ (ZF )
∞ (ZF )∞
Mlk△(F ) (M△)xF
ζ
i
ψj
ϕ
we know the maps ϕ and ψ, we know that i and j are the inclusions in the smash
product and we know that the triangles commute, so ζi = ψ and ζj = ϕ. We can then
explicitly describe ζ on the generators of Mlk△(F ) ∧ (ZF )
∞ as
Mlk△(F ) ∧ (ZF )
∞ (M△)xF
w ∧ 0 ϕ(w) = w
0 ∧ v ψ(v) = v
ζ
more in general,
ζ
(∑
w∈G
nwxw ∧
∑
v∈F
mvxv
)
=
∑
w∈G
nwxw +
∑
v∈F
mvxv
and this is not ∞ because G ∪ F ∈ △, since G ∈ lk△(F ). Apart from ∞, this map is
injective because the maps ψ and ϕ are injective themselves.
Moreover, it is surjective because every element f ∈ (M△)xF has a unique description
(the binoid is semifree) with respect to the semibasis
f =
∑
w∈V rF
nwxw +
∑
v∈F
nvxv.
If f =∞, since xv is a unit for any v ∈ F , we have that
∑
w∈VrF
nwxw =∞,
that is true if and only if {xw | nw 6= 0} /∈ lk△(F ) so, in particular, f = ζ(∞∧ 0) (and,
by the properties of the smash product, this is also ζ(0 ∧∞)).
If f 6= ∞, then it is clear that f = ζ(∑w∈G nwxw ∧∑v∈F nvxv) for G = {xw | nw 6=
0} ∈ lk△(F ).
So, ζ is an isomorphism and we get our result.
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The following Example shows in full details that the localization at a face F of △ yields
a free part ZF of rank equal to the cardinality of F .
Example 2.34. Let’s have another look at our favourite Example 2.32, whose simplicial
binoid is
M△ = {x1, x2, x3, x4 | x1 + x4 =∞, x2 + x4 =∞}.
Let us compute its localization at x1
Mx1 =
(
x1,−x1, x2, x3, x4 | x1 + x4 =∞, x2 + x4 =∞, x1 + (−x1) = 0
)
But x4 = (−x1+ x1) + x4 = −x1+ (x1+ x4) = −x1+∞ =∞, and the second relation
becomes trivial, x2 +∞ =∞. So the minimal generators and relations are now
Mx1 =
(
x1,−x1, x2, x3, x4 | x4 =∞, x1 + (−x1) = 0
)
=
(
x1,−x1, x2, x3 | x1 + (−x1) = 0
)
=
(
x2, x3 | ∅
) ∧ (x1,−x1 | x1 + (−x1) = 0)
=Mlk△(1) ∧ Z∞.
By chance, here we can eliminate the dependence from the link, since Mlk△(1) =
MP({2,3}) ∼= (N2)∞, and obtain
Mx1
∼= (N2)∞ ∧ Z∞.
Mx2 is exactly the symmetric situation, so Mx2 =Mlk△(2) ∧ Z∞ ∼= (N2)
∞ ∧ Z∞.
x3 is not involved in any of the relations, so these do not change when localizing and
they stay exactly as they are, giving us Mx3 =Mlk△(3) ∧ Z∞.
The next case is again interesting
Mx4 =
(
x1, x2, x3, x4,−x4 | x1 =∞, x2 =∞, x4 + (−x4) = 0
)
=
(
x3 | ∅
) ∧ (x4,−x4 | x4 + (−x4) = 0)
=Mlk△(4) ∧ Z∞ ∼= N∞ ∧ Z∞
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When we localize two times we end up with the following binoids
Mx1+x2 = (Mx1)x2 =
(
x2,−x2, x3 | x2 + (−x2) = 0
) ∧ (x1,−x1 | x1 + (−x1) = 0)
=
(
x3 | ∅
) ∧ (x2,−x2 | x2 + (−x2) = 0) ∧ (x1,−x1 | x1 + (−x1) = 0)
=Mlk△({1,2}) ∧ Z∞ ∧ Z∞ =Mlk△({1,2}) ∧ (Z2)∞ ∼= N∞ ∧ (Z2)∞
Mx1+x3 =
(
x2 | ∅
) ∧ (x3,−x3 | x3 + (−x3) = 0) ∧ (x1,−x1 | x1 + (−x1) = 0)
=Mlk△({1,3}) ∧ (Z2)∞ ∼= N∞ ∧ (Z2)∞
Mx2+x3 =
(
x1 | ∅
) ∧ (x2,−x2 | x2 + (−x2) = 0) ∧ (x3,−x3 | x3 + (−x3) = 0)
=Mlk△({2,3}) ∧ (Z2)∞ ∼= N∞ ∧ (Z2)∞
Mx3+x4 =
(
x3,−x3 | x3 + (−x3) = 0
) ∧ (x4,−x4 | x4 + (−x4) = 0)
=Mlk△({3,4}) ∧ (Z2)∞ =M{∅} ∧ (Z2)∞ = (Z2)∞
It is worth pointing out that inverting {x1, x4} – or any other non-face in △ – would
yield the degenerate case Mx1,x4 =∞, because we are inverting the infinity.3
The last localization that gives us a non-degenerate situation is Mx1,x2,x3 ∼= (Z3)∞. ⊳
2.2 The punctured Čech-Picard Complex
Our goal is to compute the cohomology of the sheaf of units O∗ in the simplicial case.
In order to do so, we should look for an appropriate Čech covering of the punctured
spectrum. We proved in Theorem 1.67 that the cohomology of O∗ vanishes on affine
pieces, since it is a sheaf of abelian groups, so in particular we can use {D(xi)} as an
affine open cover to compute cohomology of O∗M△ on Spec•M△ via Čech cohomology.
In what follows, assume thatM is a positive semifree binoid with semibasis {x1, . . . , xn}.4
Definition 2.35. Let Z be the constant sheaf on D(xi) and let ji : D(xi) −→ Spec•M
be the usual open embedding. Denote by O∗xi the extension by zero of Z along j, that
3 Recall from Definition 2.2 that M{∅} = {0,∞} 6=∞
4 See Definition 1.6 for the definition of semifree binoid.
2.2. THE PUNCTURED ČECH-PICARD COMPLEX 55
is the sheafification of the presheaf on Spec•M5
G : U
Z, if U ⊆ D(xi),0, otherwise.
Notation. Since xi is a unit of OM onD(xi), we would think of Z onD(xi) as multiples
of xi, thus denoting this group with Zxi.
Remark 2.36. We can easily describe the stalk of O∗xi at p as follows
(
O∗xi
)
p
= lim−→
p∈U
O∗xi(U) =
Zxi, if p ∈ D(xi),0, otherwise.
Proposition 2.37. There exists a morphism of sheaves
O∗xi O∗M .
Proof. There is a morphism of presheaves
G O∗M
because if U ⊆ D(xi) then G (U) = Z and xi is a unit of OM (U), so we just send 1 7→ xi.
If U * D(xi) then the value of the presheaf is 0, so we send it to 0 in O∗M (U). Thanks
to the universal property of the sheafification, we have the following diagram
G O∗M
O∗xi
that yields the desired morphism O∗xi −→ O∗M .
Example 2.38. Consider the binoid M = (x, y | x+ y =∞). Its punctured spectrum
is U = {〈x〉, 〈y〉}, that we can cover with D(x) and D(y), that have empty intersection.
Indeed, O∗x(D(x)) = Z and O∗x(D(y)) = 0, so O∗x(U) = Z. ⊳
Theorem 2.39. There exists an isomorphism of sheaves
n⊕
i=1
O∗xi O∗M .
5 This sheaf would usually be denoted by ji!Z, but we simplify the notation since there is no confusion.
See [Har77, Exercise II.1.19.b] for the definition of the operation !.
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Proof. This map exists because it is induced component-wise by the maps obtained by
the previous Proposition applied to the different xi’s.
In order to show that it is an isomorphism, recall from [Har77, Exercise II.1.2] that a
morphism ϕ : F −→ G between two sheaves on a topological spaceX is an isomorphism
if and only if it is an isomorphism for the stalks of these sheaves.
Let p ∈ SpecM . Thanks to Lemma 1.21, there exists a unique minimal open subset
that contains p, namely the fundamental open subset D
(∑
xj /∈p xj
)
On the right hand side,
O∗M,p = O∗M
D
∑
xj /∈p
xj
 ∼= Zr,
where r is the cardinality of {xj | xj /∈ p}.
On the other hand,
(
n⊕
i=1
O∗xi
)
p
∼=
n⊕
i=1
(
O∗xi
)
p
∼=
n⊕
i=1
O∗xi
D
∑
xj /∈p
xj
 ∼= Zs
where s is the cardinality of {i ∈ [n] | xi /∈ p}, so s = r, and the isomorphism between
them is the identity.
Thanks to this Theorem, we already know that we can decompose the Čech complex
for O∗ on the covering {D(xi)} in the direct sum of the Čech subcomplexes of this
decomposition. In this section, we are going to give explicit descriptions of these com-
plexes.
Example 2.40. We illustrate with a counter example why we use the extension by
zeros and not the pushforward of Z.
Consider the simplicial binoid M = (x1, x2, x3 | x1 + x2 + x3 = ∞). Its simplicial
complex is the open triangle, with 3 sides and no 2-dimensional face. The simplicial
binoid of the link of 1 is Mlk△(1) = (x2, x3 | x2 + x3 = ∞), whose spectrum is homeo-
morphic to D(x1). When we consider U = D(x3), we have a non-empty intersection
D(x1) ∩ U = {{x2}}, and then, when we try to compare the evaluations of O∗x1 , ji∗Z˜
and ji!Z, we get
O∗x1(D(x3)) = O∗x1(D(x3) ∩D(x1)) = 0
ji!Z(D(x3)) = 0
ji∗Z(D(x3)) = ji∗Z(D(x3) ∩D(x1)) = Z,
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thus showing that the pushforward is not the right sheaf to consider here. ⊳
2.2.1 The Groups
We will now investigate the groups involved in the punctured Čech-Picard complex
Cˇ• = Cˇ•({D(xi)},O∗),
i.e. the Čech complex of the sheaf of units w.r.t. the combinatorial affine covering of
Spec•M .
Theorem 2.41. Let M△ = (x1, . . . , xn | R) be the simplicial binoid associated to the
simplicial complex △ on the vertex set V = [n] and let F ⊆ [n]. Then
O∗M△
(⋂
i∈F
D(xi)
)
∼=
Z
F if F ∈ △,
0 otherwise.
(2.4)
Proof. Thanks to Proposition 2.12 and Proposition 1.29 we have
OM△
(⋂
i∈F
D(xi)
)
∼=
 (M△)xF if F ∈ △,0 otherwise.
Recall from Theorem 2.33 the Equation (2.3) that states
(M△)xF ∼=Mlk△(F ) ∧ ZF .
Lastly, after recalling that any simplicial binoid is positive, we obtain our result.
Remark 2.42. This group ZF is generated by inverting the j variables in xF that have
no relations between themselves, thanks to the fact that they correspond to vertices
contained in a face.
Remark 2.43. Another proof of this Theorem comes from Theorem 2.39 and Defin-
ition 2.35. Since
⋂
i∈F
D(xi) ⊆ D(xi) for any i ∈ F and O∗ =
⊕
i∈[n]
O∗xi , we get a Z for
any i in F , thus giving us the thesis.
Example 2.44. Let’s go back again at our Example 2.34, whose simplicial binoid is
M△ = {x1, x2, x3, x4 | x1 + x4 =∞, x2 + x4 =∞}.
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We already computed the localizations, and so we are able to describe the values of the
sheaf of units O∗M△ on these open subsets
O∗M△(D(x1)) =M∗x1 ∼=
(
x1,−x1, x2, x3 | x1 + (−x1) = 0
)∗
=
(
x1,−x1 | x1 + (−x1) = 0
)∗ ∼= Z,
O∗M△(D(x2)) ∼=M∗x2 ∼= Z,
O∗M△(D(x3)) ∼=M∗x3 ∼= Z,
O∗M△(D(x4)) ∼=M∗x4 ∼= Z,
on intersections of two of them
O∗M△(D(x1) ∩D(x2)) =M∗x1,x2 ∼=
(
Mlk△({1,2}) ∧ (Z2)∞
)∗ ∼= Z2,
O∗M△(D(x1) ∩D(x3)) =M∗x1,x3 ∼= Z2,
O∗M△(D(x1) ∩D(x4)) ∼= 0,
O∗M△(D(x2) ∩D(x3)) =M∗x2,x3 ∼= Z2,
O∗M△(D(x2) ∩D(x4)) ∼= 0,
O∗M△(D(x3) ∩D(x4)) =M∗x3,x4 ∼= Z2,
and intersections of three (or more) of them
O∗M△(D(x1) ∩D(x2) ∩D(x3)) =M∗x1,x2,x3 ∼= Z3,
O∗M△(D(x1) ∩D(x2) ∩D(x4)) ∼= 0,
O∗M△(D(x1) ∩D(x3) ∩D(x4)) ∼= 0,
O∗M△(D(x2) ∩D(x3) ∩D(x4)) ∼= 0,
O∗M△(D(x1) ∩D(x2) ∩D(x3) ∩D(x4)) ∼= 0. ⊳
So we can explicitly describe the groups of the Čech complex for the sheaf of units on
the combinatorial affine covering {D(xi)}, defined in general in Definition 1.78, as6
Cˇj =
⊕
F∈△
|F |=j+1
Zj+1 =
⊕
F∈△j
ZF . (2.5)
We have indeed an even nicer description of the groups, where we can index them on
6 Recall that △j is the set of faces of △ of dimension j.
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the single vertices, using the results from Theorem 2.39 above.
Theorem 2.45. There exist groups Cˇji indexed by the vertices i ∈ V such that Cˇj is a
direct sum of them
Cˇj =
⊕
i∈V
Cˇji . (2.6)
Proof. M△ is semifree, so Theorem 2.39 applies, and we can decompose
O∗M△ =
⊕
i∈V
O∗xi .
Remark 2.46. Consider a face F of dimension j. The evaluation O∗xi(D(F )) is non
zero if and only if F contains i, so we can define
Cˇji =
⊕
{F∈△j | i∈F}
O∗xi(D(F )) =
⊕
{F∈△j | i∈F}
Z.
Taking the sum over the vertices, we get an explicit description
Cˇj =
⊕
i∈V
( ⊕
{F∈△j | i∈F}
Z
)
=
⊕
i∈V
Cˇji .
So we can write explicitly any group in the Čech-Picard complex as a sum of groups
indexed by the vertices. In what follows it will be convenient to use an uncommon
notation, so we will take some time now to explain it, then we will do an Example to
understand it better.
Notation. Let F = {i0, . . . , ij} be a face in the simplicial complex △. Thanks to what
we just proved, O∗M△(D(F )) = ZF = Zj+1. When we have a section of O∗(D(F )), we
would like to be able to recover F , so we denote such a section with
σF ∈ O∗M△(D(F )).
This σF is indeed a j-tuple of integers, where j is the cardinality of F . We want to
be able to address its components. To do so, we place indices in the usual lower right
corner, making our general section a j-uple indexed by elements of F , that looks like
σF =
(
σFi1, σ
F
i2 , . . . , σ
F
ij
)
=
(
σFi
∣∣∣ i ∈ F) .
A particular case is when F is a vertex, say F = {i}, so that σF =
(
σFi1
)
. In this case
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we will often omit the subscripted index.
Example 2.47. To better explain this notation, let’s have a look again at our usual
Example 2.44, whose simplicial binoid is
M△ = {x1, x2, x3, x4 | x1 + x4 =∞, x2 + x4 =∞}.
We computed the localizations, and we computed the images of O∗ on the intersections
of the coordinate affine fundamental open subsets.
Let us describe Cˇ1. We know by definition that
Cˇ1 =
⊕
1≤i<j≤4
O∗M△(D(xi) ∩D(xj))
Thanks to what we already did, we know that we can rewrite this as
Cˇ1 ∼=
⊕
F∈△1
Z2
Let us fix for example F = {1, 2}. Then Z2 describes the invertible elements of the
form αx1 + βx2, with (α, β) ∈ Z2. So we denote the groups in Cˇ1 with the face they
correspond to
Cˇ1 ∼= Z{1,2} ⊕ Z{1,3} ⊕ Z{2,3} ⊕ Z{3,4}
and we can write a general element of σ ∈ Cˇ1 as
σ =
(
σ{1,2}, σ{1,3}, σ{2,3}, σ{3,4}
)
=
(
(σ{1,2}1 , σ
{1,2}
2 ), (σ
{1,3}
1 , σ
{1,3}
3 ), (σ
{2,3}
2 , σ
{2,3}
3 ), (σ
{3,4}
3 , σ
{3,4}
4 )
)
.
In this way we know that, for example, σ{1,3}3 is the coefficient of x3 in O∗(D({x1, x3}))
and σ{3,4}3 is the coefficient of x3 in O∗(D({x3, x4})).
In our re-indexing of the groups, what we are doing is actually grouping together the
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coefficients related to the same coordinate. So, the Cˇ1i ’s will be
Cˇ11 = Z2 =
{(
σ
{1,2}
1 , σ
{1,3}
1
)}
Cˇ12 = Z2 =
{(
σ
{1,2}
2 , σ
{2,3}
2
)}
Cˇ13 = Z3 =
{(
σ
{1,3}
3 , σ
{2,3}
3 , σ
{3,4}
3
)}
Cˇ14 = Z =
{(
σ
{3,4}
4
)}
⊳
We now understand the groups in the Čech-Picard complex, and we have a way to
describe them in terms of membership of a vertex to a face. What about the maps?
Can we split them too?
2.2.2 The Maps
An explicit description of the coboundary map is rather easy. Consider two faces G 6= F
such that G = {i0, . . . , ij−1} and F = G∪{il}, and an element σG ∈ O∗M△(D(G)). Then
σG ∈ Zj is
σG =
(
σGi0 , σ
G
i1 , . . . , σ
G
ij−1
)
and we can then restrict it to D(F ) to obtain
σG ↾F=
(
σGi0, σ
G
i1 , . . . , 0il , . . . , σ
G
ij−1
)
.
Indeed, due to this observation, the image of the j-th coboundary map (as defined in
Definition 1.78 following [Har77, Section III.4])
∂j : Cˇj Cˇj+1
σ τ := ∂j(σ)
(2.7)
can be described component-wise.
To make the situation a bit more clear, we are working with the following groups
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⊕
i0<...<ij
Γ
(
D(xi0) ∩ · · · ∩D(xij),O∗
) ⊕
i0<...<ij+1
Γ
(
D(xi0) ∩ · · · ∩D(xij+1),O∗
)
= =⊕
i0<...<ij
{i0,...,ij}∈△
Γ
(
D(xi0) ∩ · · · ∩D(xij ),O∗
) ⊕
i0<...<ij+1
{i0,...,ij+1}∈△
Γ
(
D(xi0) ∩ · · · ∩D(xij+1),O∗
)
= =⊕
G∈△j
ZG
⊕
F∈△j+1
ZF
∂
Theorem 2.48. Let F = {i0, . . . , ij} ∈ △. Then we can write the above map component-
wise as
τFik =
j∑
l=0
(−1)l
(
σFr{il} ↾F
)
ik
(2.8)
for every k ∈ {0, 1, . . . , j}.
Proof. This is just a straightforward computation, since the description of the map in
the complex is
(
∂j(σ)
)F
: =
j+1∑
l=1
(−1)l−1
(
σFr{il} ↾F
)
=
j+1∑
l=1
(−1)l−1
((
σFr{il} ↾F
)
i1
, . . . ,
(
σFr{il} ↾F
)
ik
, . . . ,
(
σFr{il} ↾F
)
ij+1
)
=
. . . , j+1∑
l=1
(−1)l−1
(
σFr{il} ↾F
)
ik
, . . .

Remark 2.49. By the definition of the restriction we have
(
σFr{i} ↾F
)
i
= 0, while
everything else is untouched. So we can rewrite the above formula as
τFi =
∑
il∈Fr{i}
(−1)l−1
(
σFr{il} ↾F
)
i
=
∑
il∈Fr{i}
(−1)l−1
(
σ
Fr{il}
i
)
.
This means that the maps split on the vertex-wise indexing that we introduced above
and the Čech-Picard complex splits in the following complexes indexed by the vertices
Cˇ•i : 0 Cˇ0i Cˇ1i . . . Cˇji . . . 0
∂0i ∂
1
i ∂
j−1
i
∂j
i (2.9)
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where by ∂ji we denote the map of the Čech complex that we described above. So we
have a decomposition in smaller complexes
Cˇ• =
⊕
i∈V
Cˇ•i
where, in case they don’t have all the same length, we extend these complexes on the
right with enough 0’s.
We will prove in the next Section that this decomposition is the same as the decom-
position that we get from Theorem 2.39 for a general semifree binoid. In the case of
a simplicial binoid, we will be able to relate this to the links of the vertices of the
simplicial complex we started with.
Example 2.50. Let’s go back to our usual Example 2.47, whose simplicial binoid is
M△ = {x1, x2, x3, x4 | x1 + x4 =∞, x2 + x4 =∞}.
We computed the localizations, we computed the images of O∗ on the intersections of
the coordinate affine fundamental open subsets and we computed the groups Cˇji . Let’s
put together these results to build up the Čech-Picard complex.
The complex is
Cˇ• : Cˇ0 Cˇ1 Cˇ2 0∂0 ∂1 ∂2
that we can explicitly write as
Z{1} ⊕ Z{2} ⊕ Z{3} ⊕ Z{4} (Z2){1,2} ⊕ (Z2){1,3} ⊕ (Z2){2,3} ⊕ (Z2){3,4}
(Z3){1,2,3} 0
∂0 ∂1
∂2
and we know that it is the direct sum of the chain complexes
Cˇ• : Cˇ0i Cˇ1i Cˇ2i 0∂
0 ∂1 ∂2
with i = 1, . . . , 4.
2.2. THE PUNCTURED ČECH-PICARD COMPLEX 64
The groups in these smaller complexes are7
Cˇ01 = Z =
{(
σ{1}
)}
Cˇ02 = Z =
{(
σ{2}
)}
Cˇ03 = Z =
{(
σ{3}
)}
Cˇ04 = Z =
{(
σ{4}
)}
Cˇ11 = Z2 =
{(
σ
{1,2}
1 , σ
{1,3}
1
)}
Cˇ12 = Z2 =
{(
σ
{1,2}
2 , σ
{2,3}
2
)}
Cˇ13 = Z3 =
{(
σ
{1,3}
3 , σ
{2,3}
3 , σ
{3,4}
3
)}
Cˇ14 = Z =
{(
σ
{3,4}
4
)}
Cˇ21 = Z =
{(
σ
{1,2,3}
1
)}
Cˇ22 = Z =
{(
σ
{1,2,3}
2
)}
Cˇ23 = Z =
{(
σ
{1,2,3}
3
)}
Cˇ24 = 0
where all the σ{∗}∗ are integer numbers.
Now that we split the groups, we turn to the maps. We start with ∂0(
σ{1}, σ{2}, σ{3}, σ{4}
) (
(−σ{1}, σ{2}), (−σ{1}, σ{3}), (−σ{2}, σ{3}), (−σ{3}, σ{4})
)
∂0
that we can write as the direct sum of the maps ∂0i of the complexes Cˇ•i
Z{1} Z{1,2}1 ⊕ Z{1,3}1(
σ{1}
) (
−σ{1},−σ{1}
)∂
0
1 Z{2} Z{1,2}2 ⊕ Z{2,3}2(
σ{2}
) (
σ{2},−σ{2}
)∂
0
2
Z{3} Z{1,3}3 ⊕ Z{2,3}3 ⊕ Z{3,4}3(
σ{3}
) (
σ{3}, σ{3},−σ{3}
)∂
0
3 Z{4} Z{3,4}4(
σ{4}
) (
σ{4}
)∂
0
4
We deal now with ∂1(
(σ{1,2}1 , σ
{1,2}
2 ), (σ
{1,3}
1 , σ
{1,3}
3 ), (σ
{2,3}
2 , σ
{2,3}
3 ), (σ
{3,4}
3 , σ
{3,4}
4 )
)
(
−σ{1,3}1 + σ{1,2}1 , σ{2,3}2 + σ{1,2}2 , σ{2,3}3 − σ{1,3}3 , 0
)
∂1
That again we can split as the sum of
7 Recall from our choice of notation that, since there is not any ambiguity, we omit the subscript index
when F is a vertex.
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Z{1,2}1 ⊕ Z{1,3}1 Z{1,2,3}1(
σ
{1,2}
1 , σ
{1,3}
1
) (
−σ{1,3}1 + σ{1,2}1
)∂
1
1 Z{1,2}2 ⊕ Z{2,3}2 Z{1,2,3}2(
σ
{1,2}
2 , σ
{2,3}
2
) (
σ
{2,3}
2 + σ
{1,2}
2
)∂
1
2
Z{1,3}3 ⊕ Z{2,3}3 ⊕ Z{3,4}3 Z{1,2,3}3(
σ
{1,3}
3 , σ
{2,3}
3 , σ
{3,4}
3
) (
σ
{2,3}
3 − σ{1,3}3
)∂
1
3 Z{3,4}4 0(
σ
{3,4}
4
)
0
∂14
So we recover that we can describe the original complex as a direct sum of the smaller
ones, like we proved in general above. ⊳
2.2.3 The Link Complex and its Chain Complex
In the previous Section we described the Čech-Picard complex for the covering D(xi) of
the punctured spectrum of a simplicial binoid completely in terms of the combinatorics
of the simplicial complex itself. In this Section, we will relate it to the chain complex
used to compute simplicial cohomology with coefficients in Z of the link of a vertex in
our simplicial complex.
Lemma 2.51. We have8
Cˇ•i = C˜•−1(lk△(i),Z)
as cochain complexes.
Proof. From Definition 2.35 we have the isomorphism O∗xi ∼= ji!Z, induced by the open
embedding. Let mi be the maximal ideal (w.r.t. inclusion) of D(xi), i.e. mi = 〈xj | j 6=
i〉. Let D•(xi) be the punctured spectrum of the link, i.e. D•(xi) = D(xi) r {mi} ∼=
Spec•Mlk△(i).
We can cover ji(Spec•Mlk△(i)) with the affine open subsets D(xi+xj) = D(xi)∩D(xj),
with i 6= j, on which we know that Z is an acyclic sheaf, because it is a sheaf of abelian
groups on an affine scheme of binoids.
D(xi) is the only coordinate affine open subset of Spec•M△ that covers mi, and this is
the only point not covered by another coordinate affine open subset, i.e. mi /∈ D(xj),
for any j 6= i.
When we look for cohomology, we can use the following complexes to compute the
simplicial cohomology of the link lk△(i), the cohomology of the sheaf Z on D•(xi) and
8 Recall that C˜• is the extended complex that computes reduced simplicial cohomology.
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the cohomology of O∗xi on Spec•M△, respectively
C•(lk△(i),Z), Cˇ•({D(xi) ∩D(xj)}j 6=i,Z), Cˇ•(Spec•M△,O∗xi).
We have that the first two are the same, thanks to Theorem 2.18. The third is different,
because there is one more open subset (namely D(xi)) on which this sheaf evaluation
is Z.
What we have is indeed that, for any k ≥ 1,
Cˇk(Spec•M△,O∗xi) =
⊕
F∈△k
Γ(D(F ),O∗xi)
=
⊕
i∈F∈△k
Γ(D(F ),O∗xi)⊕
⊕
i/∈G∈△k
Γ(D(G),O∗xi)
=
⊕
i∈F∈△k
Γ(D(F ),O∗xi)⊕ 0
=
⊕
i∈F∈△k
Γ(D(F r {i}) ∩D(xi),O∗xi)
=
⊕
i∈F∈△k
G=Fr{i}
Γ(D(G) ∩D(xi), ji!Z)
=
⊕
i∈F∈△k
G=Fr{i}
Γ(D(G) ∩D({i}),Z)
=
⊕
G∈(lk△(i))k−1
Γ(D(G),Z)
= Ck−1(lk△(i),Z).
So we just proved that, assuming k ≥ 1,
Cˇk(Spec•M△,O∗xi) = Cˇk−1({D(xi) ∩D(xj)}j 6=i,Z) = Ck−1(lk△(i),Z).
For k = 0 these groups are trivially the same
Cˇ0(Spec•M,O∗xi) = Z ∼= C˜−1(lk△(i),Z).
Applying Theorem 2.45 we then get our thesis
Cˇ•i = Cˇ•(Spec•M,O∗xi) = C˜•−1(lk△(i),Z).
Patching together what we proved in the previous sections we get the following result,
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that makes the final step towards the next section, where we will finally relate sheaf
and simplicial cohomology.
Theorem 2.52. We can rewrite the punctured Čech-Picard complex as direct sum of
the reduced simplicial cochain complexes of the links of vertices in △
Cˇ• =
⊕
i∈V
C˜•−1(lk△(i),Z).
Proof. This follows from the previous Lemma and from the sheaf decomposition
O∗M△ = O∗x1 ⊕ · · · ⊕ O∗xn ,
already exploited in Theorem 2.45.
2.3 Cohomology
Summing up what we did until now, we can produce the following Theorem that allows
us to compute sheaf cohomology n term of reduced simplicial cohomology.
Theorem 2.53. Let △ be a simplicial complex on the finite vertex set V = [n]. We
have the following explicit formula for the computation of the cohomology groups of its
Čech-Picard complex
Hj
(
Spec•M△,O∗M△
) ∼=⊕
i∈V
H˜j−1 (lk△(i),Z) (2.10)
for j ≥ 0.
Proof. Recall from the results in this chapter that we can use the open subsets defined
by the variables {D(xi)} as a Čech covering for Spec•M△ (Proposition 2.11) and we
can associate to any non empty intersection in this covering a face of the simplicial
complex (Proposition 2.12). This allows us to index the components of the sections
with faces and their elements (Notation on page 59), making us able to index the groups
appearing in the Čech-Picard complex with the vertices in the simplicial complex and
finally allowing us to split the cochain complex into smaller ones (Theorem 2.45 for the
groups and Theorem 2.48 for the maps), and obtain
Cˇ• =
⊕
i∈V
Cˇ•i .
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On the other hand, in Theorem 2.39 we proved that there exists an isomorphism of
sheaves
O∗M△ = O∗x1 ⊕O∗x2 ⊕ · · · ⊕ O∗xn
where O∗xi is isomorphic to ji!Z, where ji is the open embedding D(xi) −→ Spec•M△.
In Lemma 2.51 we observed that
Cˇ•
(
Spec•M,O∗xi
)
= C˜•−1 (lk△(i),Z) .
By putting all these things together, we obtain that
Hj
(
Spec•M△,O∗M△
)
= Hj
(
Spec•M△,
⊕
i∈V
O∗xi
)
=
⊕
i∈V
Hj
(
Spec•M△,O∗xi
)
=
⊕
i∈V
H˜j−1 (lk△(i),Z) ,
(2.11)
where H˜ is the usual reduced simplicial cohomology.
Corollary 2.54. The 0-th and 1-th cohomology groups are always free and they have
the following form
H0(Spec•M△,O∗) = Z#{0−dim facets of △}
H1(Spec•M△,O∗) = Zr
where
r =
∑
v∈V
rk(H˜0(lk△(v),Z))
=
∑
v∈V
rk(H0(lk△(v),Z))−#{0-dim non-facets of △}
Corollary 2.55. Hj
(
Spec•M△,O∗M△
)
= 0, for j ≥ dim△+ 1.
Proof. Let m be the dimension of △, so the facets of maximal dimension have m + 1
vertices. Each intersection of m + 2 subsets in {D(xi)} will then be empty, because
there are no faces with m + 2 vertices, so Cˇm+1
(
{D(xi)},O∗M△
)
= 0 and the results
follows trivially.
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Remark 2.56. Another proof of the previous Corollary can be achieved through the
dimension of the link complexes, that have dimension at most m− 1, so their reduced
cohomology is trivial in degree higher than that.
Remark 2.57. The previous Corollary is an expected result, particularly in view of
the known Theorem of Grothendieck in the famous Tohoku paper, [Gro57, Theorem
3.6.5], where he shows it for any abelian sheaf on a topological space X and degree
j ≥ n + 1, where n is the combinatorial dimension of X, i.e the maximum length of
strictly decreasing chains of closed subsets.
2.4 Special cases
In this section we will study some special cases and examples, for which we carry on
explicit computations of the cohomology groups.
2.4.1 The 0-dimensional case
Corollary 2.58 (dim△ = 0). For a 0-dimensional simplicial complex on V = [n] the
only non trivial cohomology is H0(Spec•M△,O∗) = Zn.
Proof. We observe that the complex is just n isolated vertices, then we apply the
previous Corollary 2.54 and we get our thesis.
2.4.2 The affine space
Corollary 2.59 (The affine space). If △ is an (n − 1)-dimensional simplex, then
M△ ∼= (Nn)∞. If n ≥ 2, we have that lk△(i) ∼= ∆n−2, the (n− 2)-dimensional simplex,
whose reduced cohomology is trivial, so
Hk(Spec•M△,O∗) = 0
for all k ≥ 0. On the other hand, if n = 1 then △ is a point, the 0-dimensional simplex,
so lk△(i) = {∅} and we can either use the result above or the property of reduced
simplicial cohomology to get that H0(Spec•M△,O∗) = Z, Hk(SpecM△,O∗) = 0 for
k ≥ 1.
The affine (N3)∞
The simplicial complex △ is
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△ =

∅, {1}, {2}, {3},
{1, 2}, {1, 3}, {2, 3},
{1, 2, 3}

1
2
3
M△ = (x1, x2, x3 | ∅)
Its spectrum is
Spec•M△ =
{∞, {x1}, {x2}, {x3}, {x1, x2}, {x1, x3}, {x2, x3}}
Thanks to the symmetry of this complex, we can describe any of the O∗xi and then use
it for all the others. The link of x1 is the simplex on {x2, x3}, so we can see that the
complex for simplicial cohomology of this link is
C˜lk△(1) : Z∅ Z{2} ⊕ Z{3} Z{2,3} 0
α (α,α)
(α2, α3) −α2 + α3
and has trivial cohomology groups, so the cohomology Hi(Spec•M△,O∗) is 0 in every
degree. The details of the computations of the complex of the link are carried over in
Subsection 2.4.7, where we have a similar situation.
2.4.3 Graphs
Corollary 2.60 (dim△ = 1). Let △ = (V,E) be a simple graph. Then H0(Cˇ•) =
Zs, where s = #{v ∈ V | ∄e ∈ E, v ∈ e} is the number of isolated vertices of the
graph and H1(Cˇ•) = Zr, where r =
∑
v∈V
v not isolated
(#{e ∈ E | v ∈ e} − 1), the sum over
all non-isolated vertices of the number of edges containing them, minus 1. All higher
cohomologies vanish.
Remark 2.61. It is important to highlight that, in this case with this very explicit
description, again we are able to compute cohomology via indexing on the vertices,
but we are not able to transform this in an index that depends on the edges. Mor-
ally, vertices give generators and edges give relations between them, although not in a
completely straight-forward way.
Definition 2.62. Let (V,E) be a graph. The degree of a vertex v ∈ V is the number
of neighbours of v, i.e. the number of edges that contain v. A graph is k-regular if every
vertex has the same degree k.
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Remark 2.63. Let kv be the degree of v ∈ V in △. The Corollary above for the H1
of a graph can be rewritten as H1(Cˇ•) = Zr, where r =
∑
v∈V
v not isolated
(kv − 1) .
Remark 2.64 (k-regular graph). Let V = [n]. In the case k = 0, we are looking at
the case in Corollary 2.58. Let k > 0, so any vertex i is contained in k edges. There
are no isolated vertices, so H0(Cˇ•) = 0. About the first cohomology, the link of each i
is exactly k disjoint vertices, so
H1(Cˇ•) = Zn(k−1).
Remark 2.65 (Complete graph). A particular case is the complete graph Kn, that is
(n− 1)-regular and for which we get
H1(Cˇ•) = Zn(n−2).
Remark 2.66 (Cycle graph). The cycle graph on V = [n] is the graph with edges
E = {{i, i+ 1} | i ∈ [n − 1]} ∪ {1, n}. This graphs is 2-regular, so
H1(Cˇ•) = Zn.
Remark 2.67 (Path graph). The path graph on V = [n] is the acyclic graph with
edges E = {{i, i + 1} | i ∈ [n− 1]}. In this case all but two vertices (1 and n, the
extremal ones) have degree 2, and the two extremal have degree 1, so
H1(Cˇ•) = Zn−2.
During the presentation of a poster in October 2015 in Osnabrück, professor Gunnar
Fløystad asked us what is the relation, if there is any, between this local Picard group
of a simplicial binoid of a graph and the graph-theoretical Picard group of the graph,
also knows as Jacobian group, Sandpile group and Critical group. The latter is defined
to be the torsion part of Z
V
upslopeim(L), there L is the adiacency matrix of the graph. One
can prove that this group is finite, see for example [Big97, Proposition 32.2] and [Big99,
Theorem 7.3]. So, as far as we know, there is no relation between our (free) groups and
the graph-theoretical ones.
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2.4.4 An example with isolated vertices
Let △ be the simplicial complex on V = {1, 2, 3, 4} with facets {1, 2}, {3} and {4}.
△ =
∅, {1}, {2}, {3}, {4},{1, 2}

1
2
3
4
with simplicial binoid
M△ =
x1, x2, x3, x4
∣∣∣∣∣∣∣∣∣
x1 + x3 =∞, x1 + x4 =∞
x2 + x3 =∞, x2 + x4 =∞
x3 + x4 =∞
 .
The Čech-Picard complex on the punctured spectrum looks like
Cˇ : 0
⊕
{i}∈△
Z
⊕
{i,j}∈△
Z2 0
(α1, α2, α3, α4) (−α1, α2)
∂0
So we have H0(Cˇ) = Z2,H1(Cˇ) = 0 and these are the results that we were expecting
from Corollary 2.60.
2.4.5 The case x1 + x2 + x3 = ∞
The (one-dimensional) simplicial complex △ is
△ =
∅, {1}, {2}, {3},{1, 2}, {1, 3}, {2, 3}

1
2
3
(x1, x2, x3 | x1 + x2 + x3 =∞)
and its spectrum is
Spec•M△ =
{{x1}, {x2}, {x3}, {x1, x2}, {x1, x3}, {x2, x3}}
From what we did above, we know that the cohomology groups are H0 = 0 and H1 = Z3.
In this case we have a nice explicit description of the elements of H1 with M△-sets that
are invertible on the punctured spectrum.9 Indeed, they have a global description as
9 Recall that an invertible M -set S on an open subset U is such that S˜ is invertible as a OM△ -sheaf on
U , see Definition 1.52 for the latter.
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M△-sets of the form
S =
e1, e2, e3
∣∣∣∣∣∣∣∣∣
e1 + ax2 = e2 + bx1,
e1 + cx3 = e3 + dx1,
e2 + ex3 = e3 + fx2

with a, b, c, d, e and f natural strictly positive numbers (so they yield global objects).
For all xi’s we have Sxi = 〈ei〉M△xi , so for every choice of (a, b, c, d, e, f), the M△-set S
is invertible on the punctured spectrum.
To study the isomorphism classes, we focus on x1 and x2 and then other cases will
follow similarly, thanks to the symmetry of the problem.
We have isomorphisms Mx1 ∼= Sx1, where e2 = e1 + ax2 − bx1, e3 = e1 + cx3 − dx1, so
it is clear that we need b and d strictly positive in order to compute these localisations.
Similarly we have that Mx2 ∼= Sx2 , that gives us other positivity conditions on the
coefficients. When we intersect, we have that the second localizations are equal
(Sx1)x2 = Sx1+x2 = Sx2+x1 = (Sx2)x1
and we can draw the following diagram
Mx1 Sx1 Sx2 Mx2
Mx1+x2 Sx1+x2 Mx2+x1
0 ax2 − bx1
∼ ∼
∼
∼
∼
By symmetry we now know that locally, on the double intersections, we have the
relations
D(x1) ∩D(x2) e1 = e2 + bx1 − ax2
D(x1) ∩D(x3) e1 = e3 + dx1 − cx3
D(x2) ∩D(x3) e2 = e3 + fx2 − ex3
Now, since every cocycle in H1 represents a local isomorphism ϕ of the vector bundles,
we can try to express these relations by studying the cohomology.
Thanks to symmetry, we can concentrate on one particular variable, say x1, and study
O∗x1 . The link of 1 in the complex is {∅, {2}, {3}}. This gives us the chain complex for
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reduced simplicial cohomology10
C˜lk△(1) : Z∅ Z{2} ⊕ Z{3} 0
α (α,α)
∂−1 ∂0
Thus inducing the relation in H1
(β1, β2) ∼ (β′1, β′2)⇐⇒ β1 − β2 = β′1 − β′2
When reporting this back to the original simplicial complex, this means that two M△-
sets S and S′ are in the same isomorphism class if the coefficients of x1 in the face
{1, 2} and {1, 3} have the same difference.
So, such class ϕ ∈ H1 corresponds to the 6-uple (b,−a, d,−c, f,−e) of coefficients up
to the equivalence relation given by the subgroup (α, β, α, γ,−β, γ).
So, all the possible M△-sets invertible on Spec•M△ are of the same form as S, varying
the parameters (a, b, c, d, e, f) with isomorphism given by the relations stated above.
To explain more clearly, consider another invertible M△-set
S′ =
e1, e2, e3
∣∣∣∣∣∣∣∣∣
e1 + a′x2 = e2 + b′x1,
e1 + c′x3 = e3 + d′x1,
e2 + e′x3 = e3 + f ′x2

Then S′ ∼= S if and only if
b− d = b′ − d′ a− f = a′ − f ′ c− e = c′ − e′.
We can see the line bundles that correspond to the vertex x1 in the cohomology of O∗x1 ,
H1(O∗x1) ∼= Z, as the subgroup of Z
6
upslopeZ3 generated by (1, b, 1, d, 1, 1). Similarly for x2
the subgroup is generated by (a, 1, 1, 1, 1, f) and for x3 by (1, 1, c, 1, e, 1).
2.4.6 The star graph
Consider the simplicial complex on V = [n] with facets {1, k} for any k = 2, . . . , n, and
no other facets
10Here ∅ on Z is an index, the object Z∅ is not the set of maps, that would be empty.
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△ =
∅, {1}, {2}, {3}, . . . , {n}{1, 2}, {1, 3}, . . . , {1, n}
 1
2
3
...
n
From above we know that H0 = 0 and H1 = Zn−2. We can use an argument similar
to the previous example to show that the line bundles can be globally represented by
M -sets of the form
S =
e1, e2, e3, . . . , en
∣∣∣∣∣∣∣∣∣∣∣∣
e1 + x2 = e2 + a2x1,
e1 + x3 = e3 + a3x1,
. . .
e1 + xn = en + anx1
 ,
with ak a strictly positive integer. It is easy to check that on any D(xi), Sxi is generated
by ei. The intersections D(xi) ∩D(xj) are empty if and only if at least one of i and j
is different from one. Assume that i = 1, then over D(x1) ∩D(xj) = D(x1 + xj) the
cohomology class is given by ajx1 − xj . In particular, we can easily see how
H1 ∼= Zn−2 ∼= Z
n−1
upslope∆Z,
where ∆Z is the diagonal. We can understand this if we think of adding (λ, λ, . . . , λ)
as a scaling of the variables by the same factor, i.e. S, defined by (a2, . . . , an) and
S′, defined by (b2, . . . , bn), are isomorphic if and only if (a2, . . . , an) − (b2, . . . , bn) =
(λ, . . . , λ) ∈ Zn−1.
So, the cohomology classes are generated by the elements (0, . . . , 0, 1, 0, . . . , 0), but if
we pick ai = 1 and aj = 0 for j 6= i, the M -set
S =

e1, e2, e3, . . . , en
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
e1 + x2 = e2,
e1 + x3 = e3,
. . .
e1 + xi = ei + x1
. . .
e1 + xn = en

∼= (e1, ei | e1 + xi = ei + x1)
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does not define a line bundle because, for example, it is not trivial on D(x2). So, a
representation of the generators is given by (1, 1, . . . , 2, . . . , 1), that is clearly in relation
with (0, 0, . . . , 1, . . . , 0), but the latter does not define a line bundle.
Moreover, since smashing line bundles corresponds to adding the classes of the vectors
(a2, . . . , an) in H1, we get that S ∧ S′, restricted to the punctured spectrum, is given
by (a2 + b2, . . . , an + bn), where all this ai’s and bi’s are strictly positive.
2.4.7 Our favourite Example
Let us go back one more time to our favourite Example 2.50
△ =

∅, {1}, {2}, {3}, {4},
{1, 2}, {1, 3}, {2, 3}, {3, 4}
{1, 2, 3}

1
2
3
4
with simplicial binoid
M△ = {x1, x2, x3, x4 | x1 + x4 =∞, x2 + x4 =∞}.
of which we computed the simplicial binoids of the links of the vertices in Example 2.32
lk△(1) =
∅,{2}, {3},{2, 3}

2
3
Mlk△(1) = (x2, x3 | ∅)
lk△(2) =
∅,{1}, {3},{1, 3}
 1 3 Mlk△(2) = (x1, x3 | ∅)
lk△(3) =
∅, {1}, {2},{4}, {1, 2}

1
2
4 Mlk△(3) =

x1, x2, x4
x1 + x4 =∞,
x2 + x4 =∞

lk△(4) =
{
∅, {3}
}
3 Mlk△(4) = (x3 | ∅)
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Their reduced simplicial cohomology complexes look like
C˜lk△(1) : Z∅ Z{2} ⊕ Z{3} Z{2,3} 0
α (α,α)
(α2, α3) −α2 + α3
C˜lk△(2) : Z∅ Z{1} ⊕ Z{3} Z{1,3} 0
α (α,α)
(α1, α3) −α1 + α3
C˜lk△(3) : Z∅ Z{1} ⊕ Z{2} ⊕ Z{4} Z{1,2} 0
α (α,α, α)
(α1, α2, α4) −α1 + α2
C˜lk△(4) : Z∅ Z{3} 0
α α
So we have the cohomology groups
C˜lk△(1) C˜lk△(2) C˜lk△(3) C˜lk△(4)
H−1(·) 0 0 0 0
H0(·) Z Z Z2 Z
H1(·) 0 0 0 0
and we can apply the formula in Theorem 2.53 and its specialization of Corollary 2.54
to obtain the cohomology groups for the Čech-Picard chain complex
H0(Spec•M△,O∗) = Z0 = 0
H1(Spec•M△,O∗) = Z(1+1+2+1)−4 = Z1
Hj(Spec•M△,O∗) = 0 for j ≥ 2
A generator of the group H1 is given by the ideal I = 〈x1, x2, x4〉, and we can easily
see that locally Ixi ∼=Mxi for any variable.
The inverse of I in PiclocM△ is its dual I∨, as in general for ideals.
2.4. SPECIAL CASES 78
2.4.8 An example with torsion cohomology
We know already that H0 and H1 are always free groups. Consider the following well-
known minimal triangulation of P2R
12
3
1 2
3
4
5
6
with 6 vertices, 15 edges and 10 faces. Now we extend it to obtain an example with
torsion cohomology. To do so, we add one new vertex to every face of the previous
triangulation and then we close it under the subset operation. We obtain the following
complex
△ =

∅, {1}, {2}, {3}, {4}, {5}, {6}, {7},
{1, 2}, {1, 3}, {1, 4}, {1, 5}, {1, 6}, {1, 7}, {2, 3}, {2, 4}, {2, 5}, {2, 6},
{2, 7}, {3, 4}, {3, 5}, {3, 6}, {3, 7}, {4, 5}, {4, 6}, {4, 7}, {5, 6}, {5, 7}, {6, 7},
{1, 2, 4}, {1, 2, 5}, {1, 2, 7}, {1, 3, 5}, {1, 3, 6}, {1, 3, 7}, {1, 4, 6}, {1, 4, 7},
{1, 5, 7}, {1, 6, 7}, {2, 3, 4}, {2, 3, 6}, {2, 3, 7}, {2, 4, 7}, {2, 5, 6}, {2, 5, 7},
{2, 6, 7}, {3, 4, 5}, {3, 4, 7}, {3, 5, 7}, {3, 6, 7}, {4, 5, 6}, {4, 5, 7}, {4, 6, 7}, {5, 6, 7},
{1, 2, 4, 7}, {1, 2, 5, 7}, {1, 3, 5, 7}, {1, 3, 6, 7}, {1, 4, 6, 7},
{2, 3, 4, 7}, {2, 3, 6, 7}, {2, 5, 6, 7}, {3, 4, 5, 7}, {4, 5, 6, 7}
that, from a geometrical point of view, corresponds to (a triangulation of) a cone over
P2R.
We have 7 simplicial complexes given by the links of the points. The first 6 are iso-
morphic to each other thanks to the properties of the projective space (they are trian-
gulations of fundamental affine open subsets of this cone) while the 7th is nothing else
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than the triangulation of the projective space we started with.
lk△(1) =

∅, {2}, {3}, {4}, {5}, {6}, {7},
{2, 4}, {2, 5}, {2, 7}, {3, 5}, {3, 6}, {3, 7}, {4, 6}, {4, 7}, {5, 7}, {6, 7},
{2, 4, 7}, {2, 5, 7}, {3, 5, 7}, {3, 6, 7}, {4, 6, 7}
lk△(2) =

∅, {1}, {3}, {4}, {5}, {6}, {7},
{1, 4}, {1, 5}, {1, 7}, {3, 4}, {3, 6}, {3, 7}, {4, 7}, {5, 6}, {5, 7}, {6, 7},
{1, 4, 7}, {1, 5, 7}, {3, 4, 7}, {3, 6, 7}, {5, 6, 7}
lk△(3) =

∅, {1}, {2}, {4}, {5}, {6}, {7},
{1, 5}, {1, 6}, {1, 7}, {2, 4}, {2, 6}, {2, 7}, {4, 5}, {4, 7}, {5, 7}, {6, 7},
{1, 5, 7}, {1, 6, 7}, {2, 4, 7}, {2, 6, 7}, {4, 5, 7}
lk△(4) =

∅, {1}, {2}, {3}, {5}, {6}, {7},
{1, 2}, {1, 6}, {1, 7}, {2, 3}, {2, 7}, {3, 5}, {3, 7}, {5, 6}, {5, 7}, {6, 7},
{1, 2, 7}, {1, 6, 7}, {2, 3, 7}, {3, 5, 7}, {5, 6, 7}
lk△(5) =

∅, {1}, {2}, {3}, {4}, {6}, {7},
{1, 2}, {1, 3}, {1, 7}, {2, 6}, {2, 7}, {3, 4}, {3, 7}, {4, 6}, {4, 7}, {6, 7},
{1, 2, 7}, {1, 3, 7}, {2, 6, 7}, {3, 4, 7}, {4, 6, 7}
lk△(6) =

∅, {1}, {2}, {3}, {4}, {5}, {7},
{1, 3}, {1, 4}, {1, 7}, {2, 3}, {2, 5}, {2, 7}, {3, 7}, {4, 5}, {4, 7}, {5, 7},
{1, 3, 7}, {1, 4, 7}, {2, 3, 7}, {2, 5, 7}, {4, 5, 7}
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lk△(7) =

∅, {1}, {2}, {3}, {4}, {5}, {6},
{1, 2}, {1, 3}, {1, 4}, {1, 5}, {1, 6}, {2, 3}, {2, 4}, {2, 5}, {2, 6}, {3, 4},
{3, 5}, {3, 6}, {4, 5}, {4, 6}, {5, 6}
{1, 2, 4}, {1, 2, 5}, {1, 3, 5}, {1, 3, 6}, {1, 4, 6},
{2, 3, 4}, {2, 3, 6}, {2, 5, 6}, {3, 4, 5}, {4, 5, 6}
In particular, it is really easy to compute the cohomology of the Čech-Picard chain
complex of △, since reduced simplicial cohomology of the above smaller complexes is
well known
lk△(i) lk△(7)
H˜−1(·) 0 0
H˜0(·) 0 0
H˜1(·) 0 0
H˜2(·) 0 Zupslope2Z
So we have that H0(Cˇ△) = H1(Cˇ△) = H2(Cˇ△) = 0 but H3(Cˇ△) = Zupslope2Z and we obtained
torsion cohomology, as expected.
2.5 The Picard group of an open subset of Spec M△
Recall from Definition 1.131 that we defined the divisor class group of a general binoid
to be Pic(W ), where W is the set of prime ideals of height at most one. Obviously if
dim△ ≤ 1 then W = Spec•M△, so we already computed it above.
In what follows, we consider an arbitrary dimension of the simplicial complex, and we
will see that without strong assumptions, like in the next Proposition, we have little
hope to find an easy description of Pic(V ) for some open subset V of SpecM△ and
even of the simpler Cl(M△).
Proposition 2.68. Let △ be a pure simplicial complex of dimension m.11 Let W be
the subset of SpecM of prime ideals of height at most 1. Then W can be covered by
{D(G)}G∈△m−1 .
Proof. Thanks to the correspondence between prime ideals and faces, we know that the
prime ideals of height zero correspond exactly to the facets, all of dimension m thanks
to the pureness of the simplicial complex, and so the prime ideals of height 1 correspond
to all the faces of dimension m− 1. Thanks to Proposition 1.21 we know that each of
11Recall that a simplicial complex is pure if all its facets have the same dimension.
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this prime ideals is minimally covered by only one open subset. Let x1, . . . , xn be the
generators of M△, let p be a prime of height 1 and assume without loss of generality
that it corresponds to the face G = {x1, . . . , xm} ∈ △m−1. The minimal open subset
covering it is then D(x1 + · · ·+ xm) = D(G).
Thanks to the correspondences proven in this Chapter, it is easy to prove the next
result.
Proposition 2.69. Let F be a face of dimension k in a simplicial complex △ of di-
mension m and let p be its corresponding prime ideal. Let h be the maximal dimension
of a facet that contains F . Then ht(p) = h− k.
Proof. An increasing chain of prime ideals that has p as maximal element, corresponds
to a decreasing chain of faces that has F as minimal element. Clearly the facet with
the maximal dimension that contains F gives the longest chain, that has length exactly
h− k + 1, so ht p = h− k.
Example 2.70. Let us continue with our favourite Example 2.50
△ =

∅, {1}, {2}, {3}, {4},
{1, 2}, {1, 3}, {2, 3}, {3, 4}
{1, 2, 3}

1
2
3
4
and recall that its spectrum is the poset
SpecM△ =
〈x1, x2, x3, x4〉
〈x1, x2, x3〉 〈x1, x2, x4〉 〈x1, x3, x4〉 〈x2, x3, x4〉
〈x1, x2〉 〈x1, x4〉 〈x2, x4〉 〈x3, x4〉
〈x4〉
The prime ideals of height 0 correspond to the facets of the simplicial complex, so they
are
X(0) = {〈x4〉, 〈x1, x2〉}
and the prime ideals of height 1 are
X(1) = {〈x1, x2, x3〉, 〈x1, x4〉, 〈x2, x4〉, 〈x3, x4〉}
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so the minimal cover of W is
V = {D(x4),D(x2 + x3),D(x1 + x3),D(x1 + x2)}.
The intersections of these open subsets are
D(x4) ∩D(xi + xj) = ∅, ∀i, j 6= 4
D(xi + xj) ∩D(xj + xk) = {〈x4〉}, ∀i 6= k
D(x2 + x3) ∩D(x1 + x3) ∩D(x1 + x2) = {〈x4〉}
so the Čech complex that we have to consider is
Z{4} ⊕ Z{2,3} ⊕ Z{1,3} ⊕ Z{1,2}
Z{1,2,3} ⊕ Z{1,2,3} ⊕ Z{1,2,3} Z{1,2,3} 0
δ0
δ1 δ2
Since we know that we can decompose O∗M△ in the direct sum of O∗xi ’s, we can decom-
pose this chain complex into the direct sum of the chain complexes
Cˇ• : Cˇ0i Cˇ1i Cˇ2i 0∂
0 ∂1 ∂2
with i = 1, . . . , 4.
The groups in these smaller complexes are
Cˇ01 = Z2 =
{(
σ
{1,2}
1 , σ
{1,3}
1
)}
Cˇ02 = Z2 =
{(
σ
{1,2}
2 , σ
{2,3}
2
)}
Cˇ03 = Z3 =
{(
σ
{1,3}
3 , σ
{2,3}
3
)}
Cˇ04 = Z =
{(
σ
{4}
4
)}
but for higher degree we have to be careful, because any face con be represented many
times. Here {1, 2, 3} has to be taken in account 3 times for Cˇ1, so for clarity we index
it with a subscript a, b or c, that correspond to the intersections D({1, 2}) ∩D({1, 3}),
D({1, 2}) ∩D({2, 3}) and D({1, 3}) ∩D({2, 3}) respectively.
Cˇ11 = Z3 =
{(
σ
{1,2,3}
1,a , σ
{1,2,3}
1,b , σ
{1,2,3}
1,c
)}
Cˇ12 = Z3 =
{(
σ
{1,2,3}
2,a , σ
{1,2,3}
2,b , σ
{1,2,3}
2,c
)}
Cˇ13 = Z3 =
{(
σ
{1,2,3}
3,a , σ
{1,2,3}
3,b , σ
{1,2,3}
3,c
)}
Cˇ14 = 0
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for Cˇ2, the face {1, 2, 3} has to be taken in account only once, so we get
Cˇ21 = Z =
{(
σ
{1,2,3}
1
)}
Cˇ22 = Z =
{(
σ
{1,2,3}
2
)}
Cˇ23 = Z =
{(
σ
{1,2,3}
3
)}
Cˇ24 = 0
where all the σ{∗}∗ are integer numbers.
Now that we split the groups, we turn to the maps. We start with ∂0(
(σ{1,2}1 , σ
{1,2}
2 ), (σ
{1,3}
1 , σ
{1,3}
3 ), (σ
{2,3}
2 , σ
{2,3}
3 ), (σ
{4}
4 )
)
(
σ
{1,3}
1 − σ{1,2}1 , −σ{1,2}2 , σ{1,3}3 ,
−σ{1,2}1 , σ{2,3}2 − σ{1,2}2 , σ{2,3}3 ,
−σ{1,3}1 , σ{2,3}2 , σ{2,3}3 −σ{1,3}3
)
∂0
That we can split as the sum of
Z{1,2}1 ⊕ Z{1,3}1 Z{1,2,3}1 ⊕ Z{1,2,3}1 ⊕ Z{1,2,3}1(
σ
{1,2}
1 , σ
{1,3}
1
) (
σ
{1,3}
1 − σ{1,2}1 ,−σ{1,2}1 ,−σ{1,3}1
)∂
0
1
and the equivalent diagrams for the vertices 2 and 3.
We look at the map ∂1 only in the simpler case when we concentrate on the vertex 1.
This map looks like
Z{1,2,3}1,a ⊕ Z{1,2,3}1,b ⊕ Z{1,2,3}1,c Z{1,2,3}1(
σ
{1,2,3}
1,a , σ
{1,2,3}
1,b , σ
{1,2,3}
1,a
) (
σ
{1,2,3}
1,a − σ{1,2,3}1,b + σ{1,2,3}1,c
)
∂11
So we recover that we can describe the original complex as a direct sum of the smaller
ones, like we proved in general above. ⊳
Definition 2.71. Let△ be a simplicial complex and let {Gi}i∈I ⊆ △ be a subset of the
faces. The crosscut complex of {Gi}i∈I in △ is the simplicial complex CCC({Gi}i∈I ,△)
on vertex set I such that
• ∅ ∈ CCC({Gi}i∈I ,△),
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• for any J ⊆ I, J ∈ CCC({Gi}i∈I ,△) if and only if
⋃
j∈J
Gj ∈ △.
This definition is a special case of the more general crosscut complex of a join-semi-
lattice, where we see {Gi}i∈I as generating a sub-lattice of △∞∪ = (△ ∪ {V },∪,∅, V ).
The interested reader might refer to [Böt15, Section 6.4] for more details on △∞∪ and
to [Bjö95, Section 10] for more applications of the crosscut complex.
It is worth noting the similarity between the definition of the crosscut complex and the
nerve of a covering, given in Definition 2.14, where we use the intersection instead of
the union.
Remark 2.72. Clearly if {Gi} is the set of vertices {v}v∈V of △, then
CCC({Gi}i∈I ,△) = △.
The following Proposition generalizes Corollary 2.15.
Proposition 2.73. Let {D(Gi)} be a collection of fundamental open subsets of SpecM△.
Then nerve({D(Gi)}) = CCC({Gi}i∈I ,△).
Proof. From Proposition 2.12 and Definition 2.14 we know that D
⋃
j∈J
Gj
 6= ∅ if
and only if
⋃
j∈J
Gj ∈ △, and the latter is true if and only if J ∈ CCC({Gi}i∈I ,△) by
definition.
Recall from Lemma 2.16 that any open subset V of Spec•M can be minimally covered
by some D(Fj) corresponding to maximal primes in V .
Theorem 2.74. Let V be an open subset of Spec•M△ with maximal primes p0, . . . , pr.
We can compute the cohomology of O∗M△ ↾V through Čech cohomology using the minimal
open covering V = {D(F0), . . . ,D(Fr)} defined in Lemma 2.16. In particular we have
that
Cˇk(V ,O∗M△) ∼=
⊕
J∈(CCC({Fi},△))k
Z
⋃
j∈J
Fj .
Proof. Since V is a covering of V with affine open subsets, it is acyclic for any sheaf of
abelian groups, in particular for O∗M△ , so we can use it to compute its cohomology.
Thanks to Proposition 2.73,
⋂
j∈J
D(Gj) 6= ∅ if and only if
⋃
j∈J
Gj ∈ △ if and only if J ∈ CCC({Fi},△)
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and, thanks to the results in Theorem 2.41, for J ∈ CCC({Fi},△),
O∗M△
⋂
j∈J
D(Gj)
 = O∗M△
D
⋃
j∈J
Gj
 ∼= Z⋃j∈J Gj ,
where we use again the notation introduced at page 59.
Corollary 2.75. If △ is pure of dimension m, △m−1 = {F1, . . . , Fr} and W is the set
of primes of height at most one, then
Cˇ0(W,O∗M ) ∼=
⊕
F∈△m−1
ZF ∼=
⊕
F∈△m−1
Zm
Cˇj(W,O∗M ) ∼=
⊕
F0∪···∪Fj∈△m
ZF0∪···∪Fj ∼=
⊕
F0∪···∪Fj∈△m
Zm+1
for 1 ≤ j ≤ m and Cˇj(W,O∗M ) = 0 for any j ≥ m+ 1.
Proof. The first part is clear from the Theorem above, so we have just to prove that
Cˇj(W,O∗M ) = 0 for any j ≥ m+1. Let G be a facet of dimension m, so its cardinality is
m+1. There exist m+1 faces in G that define primes of height one, namely we remove
one vertex at a time from G to obtain them, call them {Fi}. These define open subsets
that cover part of W , namely V (G)∩W , so in the chain of intersections between these
open subsets that give rise to the cochain complex above, we have that Cˇj ↾V (G)∩W is
determined by the intersection of j + 1 of these {Fi}. In particular, Cˇm is determined
by the intersection of all the Fi’s and Cˇj = 0 for every j ≥ m + 1 because we have
nothing to intersect more.
Proposition 2.76. Let △ be any simplicial complex of dimension m. Then
Cˇj(W,O∗M ) = 0
for any j ≥ m+ 1.
Proof. We can use the same proof as for the Corollary above, where we select G to be
a facet of maximal dimension.
Remark 2.77. Since we are still talking about units of localizations ofM△, it is easy to
see that again these groups can be split, together with the maps, into groups regarding
one vertex at a time, and so also the Čech complex can be again split into smaller ones.
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Example 2.78. Let △ be the pure simplicial complex of dimension 2 on 5 vertices
△ =

∅, {1}, {2}, {3}, {4}, {5},
{1, 2}, {1, 3}, {2, 3},
{1, 4}, {1, 5}, {4, 5},
{1, 2, 3}, {1, 4, 5}
 12
3
4
5
Then the primes of height at most one are
W (0) = {〈4, 5〉, 〈2, 3〉} W (1) =
 〈3, 4, 5〉, 〈2, 4, 5〉, 〈1, 4, 5〉,〈2, 3, 5〉, 〈2, 3, 4〉, 〈1, 2, 3〉
 .
W is then covered by
W =
D({1, 2}),D({1, 3}), D({2, 3}),D({1, 4}),D({1, 5}), D({4, 5})

and the chain complex looks like
Cˇ0(W,O∗M ) ∼=
⊕
F∈△1
ZF
∼= Z{1,2} ⊕ Z{1,3} ⊕ Z{2,3}
⊕ Z{1,4} ⊕ Z{1,5} ⊕ Z{4,5}
Cˇ1(W,O∗M ) ∼=
⊕
F0∪F1∈△2
ZF0∪F1
∼= (Z){1,2}∪{1,3} ⊕ (Z){1,2}∪{2,3} ⊕ (Z){1,3}∪{2,3}
⊕ (Z){1,4}∪{1,5} ⊕ (Z){1,4}∪{4,5} ⊕ (Z){1,5}∪{4,5}
∼= (Z){1,2,3} ⊕ (Z){1,2,3} ⊕ (Z){1,2,3}
⊕ (Z){1,4,5} ⊕ (Z){1,4,5} ⊕ (Z){1,4,5}
Cˇ2(W,O∗M ) ∼=
⊕
F0∪F1∪F2∈△2
(Z2)F0∪F1∪F2
∼= (Z){1,2}∪{1,3}∪{2,3} ⊕ (Z){1,4}∪{1,5}∪{4,5}
∼= (Z){1,2,3} ⊕ (Z){1,4,5}
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and then, whenever we try to unite 4 faces, we end up outside of the facets, so the
higher groups are all trivial.
As we said, since we are looking at the restriction of the units sheaf of M△, we can
concentrate on the single vertices and look in more details at the complex Cˇ•i (W,O∗M ).
Thanks to the symmetry of the problem, we can treat 2, 3, 4 and 5 similarly and then
it will suffice to add the results. 1 is a particular case, and we start from it.
Cˇ01(W,O∗M ) ∼= (Z){1,2}1 ⊕ (Z){1,3}1 ⊕ (Z){1,4}1 ⊕ (Z){1,5}1
Cˇ11(W,O∗M ) ∼= (Z){1,2}∪{1,3}1 ⊕ (Z){1,2}∪{2,3}1 ⊕ (Z){1,3}∪{2,3}1
⊕ (Z){1,4}∪{1,5}1 ⊕ (Z){1,4}∪{4,5}1 ⊕ (Z){1,5}∪{4,5}1
Cˇ21(W,O∗M ) ∼= (Z){1,2}∪{1,3}∪{2,3}1 ⊕ (Z){1,4}∪{1,5}∪{4,5}1
Let us start from ∂01 : Cˇ01 −→ Cˇ11 . Let (α1, . . . , α4) ∈ Cˇ01(W,O∗M ). Then
∂01(α1, . . . , α4) = (−α1 + α2,−α1,−α2,−α3 + α4,−α3,−α4)
that is clearly injective, so H01(W,O∗M ) = 0, and has image
im(∂01) = {(β1, . . . , β6) ∈ Cˇ11(W,O∗M ) | β2 = β1 + β3, β5 = β4 + β6}.
What about ∂11 : Cˇ11 −→ Cˇ21? Let (β1, . . . , β6) ∈ Cˇ11(W,O∗M ). Then
∂11(β1, . . . , β6) = (β1 − β2 + β3, β4 − β5 + β6)
that is clearly surjective, so H21(W,O∗M ) = 0, and has kernel
ker(∂11 ) = {(β1, . . . , β6) ∈ Cˇ11(W,O∗M ) | β2 = β1 + β3, β5 = β4 + β6}
Since ker ∂11 = im ∂
0
1 we have that H
1
1(W,O∗M ) = 0.
When we concentrate on another vertex, say 2, we get a situation similar to the vertex
2 in Example 2.70, for which we already showed the maps. It is easy to see that also
in this case H12(W,O∗M ) = 0 so, by the symmetry properties of the problem, we can
conclude that Pic(W ) = 0. ⊳
Morally, what happens in the previous example is that the intersection between sim-
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plexes happens in codimension 2 (at a point), and this does not provide elements in
the Picard group.
Proposition 2.79. Let △ be a pure dimensional simplicial complex of dimension m
with (m − 1)-dimensional faces {Fi}. Then we can again relate sheaf cohomology on
W and simplicial cohomology, and prove this vanishing result
Hj(W,O∗M△) = Hj(CCC({Fi},△),Zm+1)
for all j ≥ 2.
Proof. Thanks to Corollary 2.75 we know that the image of the sheaf on D(Fi0) ∩
· · · ∩D(Fij ) is the constant sheaf Zm+1, provided j ≥ 1. Thanks to Proposition 2.73,
D(Fi0)∩· · ·∩D(Fij ) 6= ∅ if and only if {vFi0 , . . . , vFij } is a face in the crosscut complex,
so the groups in the cochain complex are the same on the right and on the left for any
j ≥ 1. Moreover, thanks to Corollary 2.15, we can relate the covering of W to the
covering of Spec•(MCCC({Fi},△)) in a very easy way, since
nerve({D(Fi)}) ∼= CCC({Fi},△) ∼= nerve {vFi}.
Finally, thanks to Theorem 2.18, we have that
Cˇ•(Spec•(MCCC({Fi},△)),Zm+1) ∼= Cˇ•(CCC({Fi},△),Zm+1)
for any j ≥ 0. When we take cohomology in degree higher of equal 2, we get the
isomorphism.
The previous proposition cannot be extended to degree 0 or 1, because Hˇ0 = ker ∂0,
Hˇ1 = ker ∂
1
upslopeim(∂0) but C0 is the product of some Zm’s, not Zm+1’s, so the map ∂0
is not part of the complex used to compute simplicial cohomology with coefficients in
Zm+1, and this leaves out exactly the first two cohomologies. The next results show,
indeed, that these are actually the only non trivial ones.
Lemma 2.80. Let V be any subset of SpecM△ of dimension k. Then
Hj(V,O∗M△) = 0,
for all j ≥ k + 1.
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Proof. By the vanishing Theorem of Grothendieck, [Gro57, Theorem 3.6.5], we obtain
our thesis.12
Corollary 2.81. For all j ≥ 2,
Hj(W,O∗M△) = 0.
Proof. Since W is the set of primes of height at most 1, it has dimension 1 and from
the previous Lemma we get the result.
Remark 2.82. The previous Corollary leaves out j = 0, 1, and it shows clearly that it
might be hard to compute the divisor class group, even in simple cases.
Example 2.83. Let △ be the simplex on V = [n + 1]. Then M△ ∼= (Nn+1)∞ and
Cl(M△) = 0. ⊳
Proposition 2.84. Let △ be a pure simplicial complex of dimension m whose (m−1)-
dimensional faces are △m−1 = {F0, . . . , Fr}, and let △′ be the crosscut complex of
these faces in △, △′ = CCC({Fi}i=0,...,r,△). In order to compute H0(W,O∗M△) and
H1(W,O∗M△) it is enough to consider the cohomology of the smaller chain complex
0
⊕
v∈△′0
Zm
⊕
{v0,v1}∈△′1
Zm+1
⊕
{v0,v1,v2}∈△′2
Zm+1 0∂
0 ∂1 ∂2
where the maps are the usual maps that arise when restricting the units to smaller
subsets in SpecM△.
Proof. This result is trivial thanks to Corollary 2.75 and the definition of the crosscut
complex.
12Recall from Remark 2.57 that the combinatorial dimension is the maximum length of strictly decreasing
chains of closed subsets.
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Chapter 3
From Combinatorics to Algebra
In this Chapter we investigate some relations between the local Picard group of binoids
and the local Picard group of binoid K-algebras. We will address the problem by
trying to understand how the sheaf of units behave on the combinatorial side and on
the algebraic side, and if there is any relation between O∗M (U) and O∗K[M ](V ) for some
U ⊆ SpecM and V ⊆ SpecK[M ] that have a common description. We are going to
recall some functors between binoids and rings,M -sets and K[M ]-modules, and sheaves.
In general the sheaves will be different, because the algebraic side will depend on K,
and so the cohomologies can be different too. Maybe some will vanish on one hand but
not on the other, maybe it depends on the field, maybe not. We will address some of
these behaviours in this and in the next Chapter.
In what follows, when we say scheme, we always refer to a subscheme of an affine
scheme SpecR of some noetherian and finitely generated K-algebra R. This will save
us to repeat every time some hypothesis that we would assume anyway, like separateness
and noetherianity.
For simplicity, with K we denote any field and we always consider K-algebras, but many
results presented here are true for a wider class of base rings.
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3.1 Injections between Spec M and SpecK[M ]
The faithful functor1
K[ ] : Binoids Rings
M K[M ]
(3.1)
induces other functors of spectra, sheaves and then cohomology groups, that we are
going to exploit in what follows. We note that this functor is only faithful. It is neither
full, essentially injective nor surjective.
The second functor that we want to consider is between finitely generated M -sets and
finitely generated K[M ]-modules:
K[ ] :M -Sets K[M ]-Modules
S K[S]
(3.2)
where K[S] is the free K-module on Sr {p}, where p is the special point of S, together
with the natural action of K[M ]. It is easy to see that this functor is again faithful.
Lemma 3.1 ([Böt15, Corollary 3.2.8]). The functor K[ ] respects localizations, i.e. let
E be an additive subset of M , that defines the multiplicative subset E = {T a | a ∈ E}
of K[M ]. Then K[ME ] = E
−1K[M ].
From now on, assume that M is torsion-free up to nilpotence and cancellative.
Lemma 3.2. If M is a torsion-free up to nilpotence, integral and cancellative binoid,
then K[M ] is an integral domain.
Proof. Under this conditions, the map M → Γ is an injection and this injection reflects
on the rings, K[M ] →֒ K[Γ].2 Moreover, Γ ∼= (Zr)∞ for some r. Since K[(Zr)∞] is an
integral domain, also K[M ] is such.
Lemma 3.3. p is a prime ideal of M if and only if P = K[p] is a prime ideal of K[M ].
Proof. ⇐= trivial, since K[p] ∩M = p.
=⇒ P is prime if and only if K[M ]upslopeP is an integral domain. We know that K
[
MupslopeI
] ∼=
K[M ]upslopeK[I] for any ideal, and
Mupslopep is integral because p is a prime ideal. We can apply
the Lemma above and get the result.
1 Recall that a functor F : C −→ D is faithful (resp. full) if for any two objects X, Y ∈ C, the induced
map FX,Y HomC(X, Y ) −→ HomD(C(X), C(Y )) is injective (resp. surjective).
F is essentially injective (resp. essentially surjective) if it is injective (resp. surjective) on the objects.
2 See Definition 1.60 for a definition of Γ.
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The functor (3.2), together with Lemma 3.3, gives rise to an injection of sets
i : SpecM SpecK[M ]
p K[p]
(3.3)
Lemma 3.4. i is a continuous map between the two spaces equipped with the respective
Zariski topologies.
Proof. It suffices to prove that the preimage of a fundamental open subset D(F ) is an
open subset in SpecM . Indeed, i−1(D(F )) = {p ∈ SpecM | F /∈ K[p]}.
Let F =
∑
µ∈M αµT
µ. Then F ∈ K[p] if and only if suppF ⊆ p. So F /∈ K[p] if and
only if there exists µ ∈ suppF such that µ /∈ p. This happens if and only if p ∈ D(µ).
So
i−1(D(F )) =
⋃
µ∈suppF
D(µ).
Remark 3.5. i is not a closed injection.
Lemma 3.6. For any non empty open subset ∅ 6= U ⊆ SpecK[M ] the intersection
U ∩ i(SpecM) is non empty.
Proof. IfM is integral then 〈0〉 = i(〈∞〉) ∈ U . IfM is non integral, consider a minimal
prime ideal P ∈ SpecK[M ]. Then P = i(p), see [Böt15, Corollary 3.3.5]. Thanks to
the correspondence between prime ideals in K[M ] that contain P and prime ideals in
K[M ]upslopeP and thanks to the fact that
K[M ]upslopeP is integral, we can apply the previous
case and obtain our result.
What about sheaves? Since the map in (3.3) is continuous, we can pushforward a sheaf
from the combinatorial spectrum to the algebraic spectrum
K[ ] : SheavesSpecM SheavesSpecK[M ]
F K[F ] := i∗F
(3.4)
Remark 3.7. If F is a sheaf of M -sets (resp. sets, abelian groups, . . . ) on SpecM ,
then K[F ] is a sheaf of M -sets (resp. sets, abelian groups, . . . ) on SpecK[M ], because
K[F ](U) = F (i−1(U)) by definition of the pushforward i∗.
This restricts in a natural way to the punctured situation we are mainly interested in.
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The next step is to say something more explicit about the relation between the corres-
ponding topologies. The injection (3.3) induces a functor between the two topologies
K[ ] : TopSpecM TopSpecK[M ]
D(I) D(K[I])
(3.5)
Thus this functor maps affine open subsets of the form D(I) to affine open subsets of
the same form, namely D(K[I]), inducing another topology on SpecK[M ], coarser than
the Zariski topology, that we exploit in detail below.
Definition 3.8. The covering D(Xi) of Spec•K[M ] is called affine combinatorial cov-
ering.
Indeed, the image of this functor gives rise to a new topological space
(SpecK[M ],K[TopSpecM ]),
subspace of (SpecK[M ],TopSpecK[M ]). In some situations, like in the Stanley-Reisner
rings in the next Chapter, we are able to show that this last topology is fine enough
for us, in the sense that these open sets are acyclic for O∗K[M ] and so we can com-
pute cohomology of this sheaf through Čech cohomology on a nice finite combinatorial
covering induced by this combinatorial topology K[TopSpecM ].
Via i and K[ ] we obtain also an identification of the finite topological spaces
(SpecM,TopSpecM )←→ (i(SpecM),K[TopSpecM ] ↾i(SpecM)).
The topology on the right is the same as the one induced on these points by the
restriction of TopSpecK[M ], so we have that
(i(SpecM),K[TopSpecM ] ↾i(SpecM)) = (i(SpecM),TopSpecK[M ] ↾i(SpecM))
is a subspace of (SpecK[M ],TopSpecK[M ]).
Definition 3.9. Let Î be an ideal in K[M ]. We say that Î is combinatorial if Î = K[I]
for some I ideal of M .
Remark 3.10. Any combinatorial ideal is monomial.
Definition 3.11. Given a prime ideal P ∈ K[M ] we denote by Pmon the ideal of
K[M ] generated by the monomials in P, and by Pcomb the ideal in M such that
Pmon = K[Pcomb].
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Remark 3.12. The ideal Pmon is clearly combinatorial.
Remark 3.13. Every monomial G ∈ Pmon corresponds uniquely to an element g in
Pcomb, so we will abuse the notation and say that Pcomb = P ∩M . Moreover, Pcomb
is a prime ideal in M .
Lemma 3.14. Let P =
∑
αjPj ∈ K[M ] with Pj monomials. Then i−1(D(P )) =⋃
D(pj), where pj is the element in M corresponding to the monomial Pj (i.e. the sum
of exponents).
Example 3.15. Let M = (x, y | x + y = ∞). Let P = 2X + 4Y 2 ∈ K[M ]. Then
D(P ) = {P | P /∈ P} and D(P ) ∩ i(SpecM) = {〈X〉, 〈Y 〉} = i(D(y) ∪D(x)). ⊳
All the above restricts naturally to Spec•K[M ], the punctured situation we are inter-
ested in.
Definition 3.16. We denote by Spec•K[M ] the punctured spectrum of K[M ], i.e.
Spec•K[M ] := SpecK[M ]r {K[M+]}.
In local cohomology one defines the punctured spectrum for a local ring, when we
remove the maximal ideal, for example in [ILL+07, Definition 15.3]. Here we don’t
have in general a local ring, but the maximal ideal K[M+] is special enough to consider
it differently from the others. If the binoid ring is N-graded, K[M+] is the irrelevant
ideal, and this will often be the case in our work.
We will be interested in computing the cohomology of some sheaves, both on SpecK[M ]
and on its punctured version. It is a known result that H1(X,O∗X) is the Picard group
of X, i.e. the group of invertible OX -sheaves on X, for any ringed space (X,O∗X ), see
for example [Har77, Exercise III.4.5].
Definition 3.17. Let K[M ] be a binoid ring. Its local Picard group is the Picard group
of the scheme
(Spec•K[M ],OK[M ] ↾Spec• K[M ])
and it is denoted by Picloc(K[M ]).
The adjective local that we are using is motivated because what we are doing is looking
at that happens around the special point K[M+], and then we might think of the
long exact sequence of cohomology groups in [Har77, Exercise III.2.3.(e)] that relates
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cohomology with support in the point to the cohomology of the punctured spectrum.
The hope is to understand something about Spec•R in order to better understand what
happens in the special point.
In general, K[M+] will be a singularity, and it goes a while back the idea of study
a singularity by removing it and see what happens around it. Trivially, K[M+] is at
most an isolated singularity if and only if Spec•K[M ] is be smooth. Another classical
example where we remove a point in order to study it is the famous theorem published
by Mumford in 1961.
Theorem 3.18 ([Mum61]). Let P be a point lying on a normal complex projective
variety X of dimension 2. P is smooth if and only if π1(X r {P}) = 0.
3.2 The Combinatorial Topology
In this Section we describe a new topology on SpecK[M ] that we call combinatorial,
and we will prove that in some cases this topology is sufficient to compute cohomology
of the sheaves defined in the Zariski topology.
Proposition 3.19. The collection of sets {D(A)} with A a combinatorial ideal is a
topology on SpecK[M ].
Proof. D(〈0〉) = ∅ and D(〈1〉) = SpecK[M ]. D(A)∩D(B) = D(A ·B), and the latter
is monomial (so combinatorial) again. Finally,
⋃
iD(Ai) = D(
∑
iAi) and the latter is
again monomial.
Definition 3.20. The topology {D(A)} is called combinatorial topology of SpecK[M ]
and it is denoted by TopcombSpecK[M ].
Corollary 3.21. The collection of sets {D(P )}, with P a monomial in K[M ], is a
basis for the combinatorial topology.
Proof. These sets form a basis for a topology on SpecK[M ] because D(P1) ∩D(P2) =
D(P1 · P2). To prove that they generate the combinatorial topology, we first observe
that D(P ) = D(〈P 〉) was already part of the basis of the combinatorial topology. On
the other side, D(A) =
⋃
P∈Acomb
D(P ), so we can generate the basis before with these
new open subsets.
Remark 3.22. If P = α
∏
Xrii with all ri’s non zero, then D(P ) =
⋂
D(Xi), so
{D(Xi)} generate this topology via union and intersections, but it is not a basis because
the intersection of any two of them does not contain one of the same type.
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Example 3.23. Let M = N∞, so K[M ] = K[X]. The combinatorial topology of
SpecK[M ] is given by D(0) = ∅, D(1) = SpecK[M ] and D(X). ⊳
Remark 3.24. The combinatorial topology is, in general, a really coarse topology,
since SpecK[M ] equipped with it is not even T0. In fact, two points P and Q have
exactly the same combinatorial neighbourhoods if and only if they have the same set
of monomials, Pmon = Qmon.
Remark 3.25. The combinatorial topology is a topology for SpecK[M ], that is a
subtopology of the Zariski topology, so we can restrict Zariski sheaves to combinatorial
open subsets, and they are still sheaves for the new space.
Remark 3.26. We have indeed this diagram
SpecM SpecK[M ]Zar
SpecK[M ]comb
i
j
λ
where λ is the identity, i is the injection that we proved to be continuous in Lemma 3.4
and j is the embedding to the space with the combinatorial topology, that is again
obviously continuous.
The restriction in the previous remark is nothing else than the pushforward along λ.
Given any sheaf F on SpecK[M ]Zar, we get a sheaf λ∗F = F ↾Topcomb and in particular
also λ∗(i∗O∗M ) = j∗O∗M .
Definition 3.27. Let F be a sheaf on SpecK[M ] equipped with the Zariski topology.
We denote by F comb the restriction of this sheaf to the combinatorial topology.
Lemma 3.28. For any sheaf of abelian groups F on SpecK[M ] equipped with the
combinatorial topology and any P prime ideal of K[M ] we have that
FP
∼= FK[Pcomb].
Proof. P and K[Pcomb] have the same combinatorial neighbourhoods, i.e. P ∈ U ∈
Topcomb if and only if K[Pcomb] ∈ U ∈ Topcomb.
Lemma 3.29. K
[
(Zl)∞
]∗ ∼= K∗ ⊕ Zl.
Proof. The algebra on the left is the same as the monoid algebra K[Zl], for which the
result is known.
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Lemma 3.30. If p is a minimal prime ideal of M , then
K [Mp]
∗ ∼= K
[
(Zl)∞
]∗
for some l.
Lemma 3.31. Let M be a reduced, torsion-free, cancellative binoid. Then K[M ] is
reduced.
Proof. SinceM is torsion-free and cancellative, there is a correspondence between min-
imal prime ideals of M and minimal prime ideals of K[M ]. Since the nilradical is the
intersection of minimal prime ideals and it is trivial in the binoid because it is reduced,
it is trivial in the algebra, thus proving that the latter is also reduced.
Proposition 3.32. Let M be a reduced, torsion-free, cancellative binoid and let K[M ]
be its binoid algebra. Then
(K[M ])∗ = K∗ ⊕M∗.
Proof. What we have to prove is that, under these hypothesis, any unit is a product of a
monomial and a unit in the field. On the binoid side, since by definitionM+ =MrM∗,
there is an isomorphism
M∞∗
∼=MupslopeM+.
Let p be a minimal prime ideal of M . Since p ⊆M+, there are maps
M Mupslopep
MupslopeM+ = (M
∗)∞
pip piM+
and, since (M∗)∞ ⊆M , we have a map σ going the other way
M Mupslopep (M
∗)∞
pip piM+
σ
such that the composition πM+ ◦πp ◦σ is the identity of (M∗)∞. Thanks to the functor
from binoids to rings, we get maps for the rings
K[M ] K
[
Mupslopep
]
K [(M∗)∞]
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that again compose to the identity on the right and that induce maps of groups
K[M ]∗ K
[
Mupslopep
]∗
K [(M∗)∞]∗
that again compose to the identity on the right. Let P be a unit in K[M ]. Then
P = λνXν +
∑
µ∈M+
λµT
µ
with ν ∈M∗, since K[M∗] ∼= K[M ]upslopeK[M+] and the statement is true for K[M
∗] thanks
to Lemma 3.29. If we apply the first map πp to P , we get
λνX
ν +
∑
µ∈M+
λµT
µ
upslopeK[p] ∈ K
[
Mupslopep
]∗
.
We can apply the previous Lemma 3.30 to obtain that this has to be a monomial. So,
in particular,
∑
µ∈M+ λµT
µ ∈ K[p] for all minimal prime ideals p. This means that
∑
µ∈M+
λµT
µ ∈
⋂
p minimal
prime of M
K[p] = nil(K[M ]).
Since K[M ] is reduced thanks to Lemma 3.31, its nilradical is trivial, so
∑
µ∈M+
λµT
µ = 0
and P is a monomial
P = λνXν ∈ K∗ ×M∗.
Remark 3.33. If M is torsion-free and cancellative but not reduced, then the algebra
is not reduced. Still, we can split its units as
(K[M ])∗ = K∗ ⊕M∗ ⊕ (1 + n)
where n is the nilradical of K[M ]. Indeed, in the above proof, we would just have that
N =
∑
µ∈M+
λµT
µ
is nilpotent. So in particular 1 +N is a unit, as well as 1 + NλνXν . let (1 +M) be the
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inverse of 1 + NλνXν . So the inverse of P = λνX
ν +N is then ( 1+MλνXν ).
Proposition 3.34. Let M be a reduced, torsion-free and cancellative binoid and let
K[M ] be its binoid algebra. Then
(O∗K[M ])comb ∼= (K∗)comb ⊕ (i∗O∗M )comb,
where K∗ is the constant sheaf, as usual.
Proof. We have a natural sheaf homomorphism in the Zariski topology
K∗ ⊕ i∗O∗M O∗K[M ]
because every element in K∗(U)⊕ i∗O∗M (U) is trivially a unit in O∗K[M ](U) for any U ,
and in particular in the combinatorial topology the map
(K∗)comb ⊕ (i∗O∗M )comb (O∗K[M ])comb
is an isomorphism. It is enough to show the isomorphism of combinatorial affine open
subsets D(P ), with P a monomial. Indeed,
Γ
(
D(P ), (O∗K[M ])comb
)
= Γ
(
D(P ),O∗K[M ]
)
= Γ
(
SpecK[MP ],O∗K[M ]
)
= K[MP ]∗
Since MP is again reduced, torsion-free and cancellative, we can apply the proposition
above and obtain a decomposition
Γ
(
D(P ), (O∗K[M ])comb
)
= K[MP ]∗ = K∗ ⊕ (MP )∗
= Γ
(
D(P ), (K∗)comb
)
⊕ Γ
(
D(P ), (i∗O∗)comb
)
= Γ
(
D(P ), (K∗)comb ⊕ (i∗O∗)comb
)
Notation. For any combinatorial open subset U of SpecK[M ] and Zariski sheaf F
on U , we use the usual notation Hicomb(U,F ) to denote the cohomology of the sheaf
F comb on U , i.e. the cohomology of F in the combinatorial topology.
Proposition 3.35. If U = D(A) =
⋃
D(P ) is a combinatorial open subset of SpecK[M ]
and {D(P )}, with P monomial, is an acyclic covering for the Zariski sheaf F on U ,
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then
HjZar(U,F ) = H
j
comb(U,F ),
for all j ≥ 0.
Proof. Since {D(P )} is an acyclic covering for F in the Zariski topology, we can use it to
compute Zariski cohomology via Čech cohomology on this covering, and the complexes
look the same for the Zariski topology and for the combinatorial topology
Cˇ({D(P )},F ) = Cˇ({D(P )},F comb)
so in particular
HiZar(U,F ) = H
i
comb(U,F ).
Remark 3.36. For the toric case in Remark 3.54 and for the Stanley-Reisner case in
the next Chapter, we proved that the Čech complex for O∗ can be split in the sum of
the Čech complexes for K∗ and for i∗O∗. The advantage of the combinatorial topology
is that this decomposition comes already at a sheaf level, which is not true for the
Zariski topology.
Remark 3.37. Since the combinatorial topology is a subtopology of the Zariski to-
pology, we get a continuous map XZar −→ Xcomb that is not bicontinuous, so the
Proposition above cannot be extended to arbitrary sheaves without considering the
acyclic covering.
Remark 3.38. Let G be a Zariski sheaf on U combinatorial open subset of SpecK[M ],
and let
G −→ F•
be a flasque resolution of it. We get naturally a sequence of flasque sheaves in the
combinatorial topology via the restriction to it,
G
comb −→ F comb• .
Indeed, each sheaf in F comb• is again flasque because the restriction maps
F combi (D(A)) F
comb
i (D(B))
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are surjective, since they were surjective before. Since, in general, F combP 6= FP, this
new flasque sequence of sheaves is not exact, so it is not a resolution and we cannot
use it to compute cohomology.
3.3 Pushforwards
Lemma 3.39. Let U˜ be a combinatorial open subset of SpecK[M ], with a covering
U˜ = {U˜j}j∈J made of combinatorial affine open subsets. Let U = i−1(U˜) be the
correspondent open subset of SpecM , covered by U = i−1(U˜ ) = {i−1(U˜j)}j∈J and let
F be a sheaf of abelian groups on U . Then
Hj(U,F ) ∼= Hˇj(U˜ , i∗F ) (3.6)
for all j.
Proof. Let Uj = i−1(U˜j). {Uj} defines an acyclic covering of U for F , because they
are affine open subsets of SpecM , so its Čech cohomology computes the cohomology
on the left. Moreover, i∗F (U˜j) = F (i−1(U˜j)) = F (Uj), so the Čech complexes are the
same, Cˇ(U˜ , i∗F ) = Cˇ(U ,F ), and we get our result.
Corollary 3.40. Let F be a sheaf of abelian groups on Spec•M and let U = {D(Xk)}
be the combinatorial covering of Spec•K[M ]. Then
Hj(Spec•M,F ) ∼= Hˇj(U , i∗F ) (3.7)
for all j.
Lemma 3.41. Let F be a sheaf of abelian groups on SpecM and U any covering of
SpecK[M ]. Then
Hˇj(U , i∗F ) = 0 (3.8)
for all j ≥ 1.
Proof. The preimage of the covering i−1(U ) is a covering of SpecM . In particular,
since i∗F (Uj) = F (i−1(Uj)) for all Uj ∈ U , the Čech complexes are the same
C(U , i∗F ) = C(i−1(U ),F ).
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Finally, since SpecM is affine, we know that the cohomology of degree bigger than 0
of the combinatorial complex is zero, and so it is the one of the pushforward.
Theorem 3.42. H1(SpecK[M ], i∗F ) = 0
Proof. From [Har77, Exercise III.4.4] we know that
H1(SpecK[M ], i∗F ) = lim−→
U
Hˇ1(U , i∗F ),
where the limit is taken over all the possible coverings of X. Assume that there is a
non-zero cohomology class [c] in H1(SpecK[M ], i∗F ). Then there exists a covering that
realizes it, i.e. [c] ∈ Hˇ1(U , i∗F ). But this is impossible, thanks to Lemma 3.41.
Lemma 3.43. (i∗F )P ∼= FPcomb .3
Proof. We begin by investigating the stalk of the pushforward
(i∗F )P = lim−→
P∈U
F (i−1(U)) = lim−→
P /∈P
F (i−1(D(P ))) = lim−→
P /∈P
F (∪(D(Pj)))
where P =
∑
αjPj , αj 6= 0. Moreover, P /∈ P implies that there exists j such that
Pj /∈ P, and this is true if and only if Pj /∈ Pcomb. Consider the direct limit
lim−→
g /∈Pcomb
F (D(g)).
Since {g /∈ Pcomb} ⊆ {P /∈ P}, there is a natural map
lim−→
g /∈Pcomb
F (D(g)) −→ lim−→
P /∈P
F (∪(D(Pj))).
This map is surjective because, given a section in the stalk s ∈ (i∗F )P, there exists a
polynomial P =
∑
αjPj such that s ∈ F (∪(D(Pj))). In particular, one of these Pj ’s is
not in P and so not in Pcomb. Let Pk be this monomial, so s comes via the restriction
F (∪(D(Pj))) −→ F (D(Pk)) also from a section in F (D(Pk)). As such, it comes from
the left, so the map is surjective.
This map is also injective because, given s and t in lim−→
g /∈Pcomb
F (D(g)), if their images are
the same in the limit then in particular they are the same on some open subset D(Pj)
3 Recall from Remark 3.13 our abuse of notation Pcomb = P ∩M .
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such that Pj /∈ Pcomb, so they were already the same before. This proves that
(i∗F )P ∼= lim−→
g /∈Pcomb
F (D(g)) = FPcomb .
Theorem 3.44. The pushforward of a sheaf of abelian groups along i is exact.
Proof. Let F be a sheaf of abelian groups on SpecM . Since exactness is a local
property, it is enough to prove it on the stalks. We can apply the Lemma above to
obtain
(i∗F )P ∼= FPcomb ,
that is exactly our desired result.
Remark 3.45. When we have an exact sequence of sheaves on SpecM
0 F G H 0
and we pushforward it, in general we get an exact sequence
0 i∗F i∗G i∗Gupslopei∗F 0.
The Proposition above proves that we can see the last quotient as the pushforward of
the original quotient on SpecM .
3.4 H•(i∗O∗M) and H•(O∗) in the combinatorial topology
The idea behind what follows is to try to describe the local Picard group of a binoid
K-algebra in terms of some combinatorial properties coming from the binoid itself.
Proposition 3.46. For any sheaf of abelian groups F on SpecM , the cohomology of
the pushforward vanishes
Hj(SpecK[M ], i∗F ) = 0
for all j ≥ 1.
Proof. We use induction on j ≥ 1. For j = 1 this is true, for all sheaves of abelian
groups, thanks to Theorem 3.42. Let j ≥ 1. We can embed F in a flasque sheaf G on
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SpecM and build the exact sequence
0 F G Q 0
on SpecM , where Q = GupslopeF . Then we pushforward this sequence along i and, thanks
to Theorem 3.44, we get an exact sequence on SpecK[M ]
0 i∗F i∗G i∗Q 0
that yields a long exact sequence in cohomology (we omit the topological space for ease
of notation)
0 H0(i∗F ) H0(i∗G ) H0(i∗Q)
H1(i∗F ) H1(i∗G ) H1(i∗Q)
H2(i∗F ) . . .
Thanks to [Har77, Exercise II.1.16.(d)], we know that i∗G is again flasque, so
Hj(SpecK[M ], i∗G ) = 0
for all j ≥ 1, and we get isomorphisms
Hj(i∗Q) ∼= Hj+1(i∗F ).
By the inductive hypothesis, the left hand side is 0, and so is the right hand side.
Remark 3.47. The previous result is somehow expected, in view of Theorem 1.67.
Nevertheless, it is an interesting result that will find applications in computing the
cohomology of the sheaf of units on Spec•K[M ].
Remark 3.48. The cohomology of any sheaf i∗F on any open subset U of SpecK[M ]
can be computed by Čech cohomology, using the affine combinatorial covering of U ,
that is the cover given by the fundamental open subsets {D(P )}, with P monomials.
This is true because D(P ) ∼= SpecK[MP ] and (i∗F ) ↾D(P )= i∗(F ↾D(P )) and from
Proposition 3.46 this cover is acyclic.
Remark 3.49. The Proposition is true in particular for the cohomology of the sheaf
i∗O∗M , that in general is a subsheaf of O∗K[M ], so we can compute the cohomology of
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i∗O∗ on the punctured spectrum using the acyclic covering given by the coordinates
{D(Xi)}.
Definition 3.50. i∗O∗M is called the sheaf of combinatorial units of K[M ].
Corollary 3.51. Hi(Spec•K[M ], i∗O∗M ) ∼= Hi(Spec•M,O∗M )
Proof. We can use {D(Xi)} as a Čech covering on the left, and we obtain the same Čech
cochain complex that we have on the right when covering Spec•M with {D(xi)}.
Corollary 3.52. If we have O∗K[M ] ∼= i∗O∗M ⊕F for some sheaf of abelian groups F
in the combinatorial topology then Picloc(M) 6= 0 implies Picloc(K[M ]) 6= 0.
Proof. Since cohomology commutes with direct sums, we have that
Hj(Spec•K[M ],O∗K[M ]) = Hj(Spec•K[M ], i∗O∗M )⊕Hj(Spec•K[M ],F ).
From the previous Corollary,
Hj(Spec•K[M ], i∗O∗M ) ∼= Hj(Spec•M,O∗M )
so, in particular,
Picloc(K[M ]) = H1(Spec•K[M ],O∗K[M ])
= H1(Spec•K[M ], i∗O∗M )⊕H1(Spec•K[M ],F )
= Picloc(M)⊕H1(Spec•K[M ],F )
and if Picloc(M) 6= 0 then Picloc(K[M ]) 6= 0.
Remark 3.53. In general, i∗O∗M ( O∗K[M ]. In particular, at least K∗ contributes to
the units of the algebra, but not to the ones of the binoid. There are cases, though,
in which the cohomology is the same, and we will see some examples of it in the next
Chapter.
Remark 3.54. A special situation in which the cohomology of the sheaf of units of
the binoid and the cohomology of the sheaf of units of the binoid algebra with the
combinatorial topology agree, is the divisor class group in the normal toric case, and
higher cohomology of the sheaf of units.
Let SpecK[M ] be a normal toric variety and let Q = X1 . . . Xm be the product of
the variables in the ring. Then D(Q) is the open torus inside the variety. Clearly
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K[M ]∗Q ∼= K∗ ⊕ Zm. Since any localization at D(P ) of a toric variety is again a toric
variety for any P monomial in K[M ], and these form a basis for the combinatorial
topology, we can easily see that
O∗K[M ] ∼= K∗ ⊕ i∗O∗M .
The cohomology of degree bigger than 0 of K∗ vanishes because the ring is an integral
domain, so we have that
Hjcomb(O∗K[M ]) = Hjcomb(i∗O∗M )
for all j ≥ 1.
In more details, when we look at the divisor class group of K[M ], we can deduce the
following sequence from [Har77, Proposition II.6.5]
K[M ]∗Q
φ−→ Div(V (Q)) −→ Cl(K[M ]) −→ Cl(K[M ]Q) −→ 0
where Div(V (Q)) ∼= Zn, where n is the number of facets of the cone, and Cl(K[M ]Q) = 0
because it is the torus. The map φ send the elements of the field to 0 and between the
Z’s is the same map between divisors in Proposition 1.110, so the groups are the same.
More on this property can be found in [CLS11, Section 4.1].
Unlike for the toric case above and the Stanley Reisner ring that we will cover in the
next Chapter, in general it is not true that O∗K[M ] ∼= K∗⊕ i∗O∗M , even when regarded as
presheaves on the cover {D(Xj)} of Spec•K[M ], and so moreover in the combinatorial
topology. The following are examples of this behaviour, because they involve nilpotents.
Example 3.55. Consider the non cancellative and torsion binoid M = (x, y | 2x =
x + y, 2y = x + y), whose ring is R = K[X,Y ]upslope(X2 −XY, Y 2 −XY ). The element
X − Y is nilpotent in R, since (X − Y )2 = X2 − 2XY + Y 2, but does not come from
a nilpotent element in M , since M is reduced. So 1 +X − Y is algebraically invertible
but it is not the product of a combinatorially invertible element and a field unit, and
this shows that the sheaf of units of the ring is not a direct sum of the sheaf of units of
the binoid and the units of the field. ⊳
The next example show that this behaviour can be not only global, but also local on
the punctured spectum.
Example 3.56. Consider the ring R = K[X,Y,Z]upslope(XY (Z2 − 1)), coming from the
torsion free but non-cancellative binoid M = (x, y, z | x+ y + 2z = x+ y).
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Then the K-spectrum of M is the union of the four planes X = 0, Y = 0 and Z = ±1,
represented in Figure 3.1 for K = R. The punctured spectrum Spec•K[M ] is covered
by D(X) and D(Y ).
z
x
y
z
=
−1
z
=
1
x =
0
y
=
0
D(X)
D(Y )
Figure 3.1: Visual representation of R− Spec•(M) and its combinatorial covering
On these open subsets we can use a Mayer-Vietoris-like argument (as in the case of the
Stanley-Reisner ring, developed in Chapter 4) to prove that this covering is acyclic for
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the sheaf of units O∗R, thus we can use them as Čech covering to compute cohomology.
O(D(X)) = RX = K[X,X
−1, Y, Z]upslope(Y (Z2 − 1)) ∼= K[Y,Z]upslope(Y (Z2 − 1))[X,X−1]
O(D(Y )) = RY = K[X,Y, Y
−1, Z]upslope(X(Z2 − 1)) ∼= K[X,Z]upslope(X(Z2 − 1))[Y, Y −1]
O(D(XY )) = RXY = K[X,X
−1, Y, Y −1, Z]upslope(Z2 − 1)
∼= K[Z]upslope(Z2 − 1)[X,X−1, Y, Y −1]
The groups of units are
R∗X = {αxm | α ∈ K∗,m ∈ Z} ∼= K∗ ⊕ Z
R∗Y = {βyn | α ∈ K∗, n ∈ Z} ∼= K∗ ⊕ Z
R∗XY = {γxmyn(δz + ε) | γ ∈ K∗, m, n ∈ Z, δ, ε ∈ K, δ2 6= ε2} ≇ K∗ ⊕ Z2
In RXY also the elements of the form (δz + ε) are invertible, provided δ2 6= ε2. These
units are not combinatorial, they show up only at this level ant do not come from earlier
in the Čech complex, so they will add to the combinatorial Picard group.
Indeed, the Čech complex looks like
0 R∗X ⊕R∗Y R∗XY 0
(αxm, βyn)
β
α
x−myn
γxmyn(δz + ε) 0
(3.9)
And the Picard group of the punctured spectrum (or local Picard group of R) is then
exactly the group of these “new” invertible elements Pic(Spec•(R)) = {(δz + ε) | δ, ε ∈
K, δ2 6= ε2}. ⊳
The previous Example shows that the combinatorial topology, although it is coarser
than the Zariski topology and more similar to the topology on the binoid spectrum,
does not automatically give us an isomorphism of the cohomologies.
3.5 Cohomology of O∗ in the Zariski topology
In this Section we will present some known results about cohomology of O∗ in the
Zariski topology and try to relate them with the combinatorial topology. We begin
with a result on the vanishing of O∗ for the affine space.
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3.5.1 The affine space
Notation. Let R be a commutative ring and F a sheaf on SpecR. We ease the nota-
tion by denoting Hi(R,F ) := Hi(Spec(R),F ) in the Zariski topology. If, moreover,
R = K[M ] for some binoid M , we denote also Hi(Spec•R,F ) := Hi(Spec(R) r
K[M+],F ↾SpecRrK[M+]).
Lemma 3.57. Let V = An or V = An × (A∗)m. Then Hi(V,O∗) = 0 for i ≥ 1.
Proof. Recall that the spaces that we are considering are An = Spec(K[x1, . . . , xn]) and
An × A∗ = Spec(K[x1, . . . , xn][y±11 , . . . , y±1m ]). Since the two schemes are integral, the
sheaf K∗ of non-zero rational functions is constant, and hence flasque, in both cases.
This constant sheaf fits into the exact sequence
0 O∗ K∗ K∗upslopeO∗ 0
The sheaf of Cartier divisors is exactly the last sheaf
CaDiv = K∗upslopeO∗
and thanks to smoothness and local factoriality Cartier and Weil divisors agree, as well
as their sheafifications, CaCl andWDiv (see [Har77, Section II.6]). So K∗upslopeO∗ is flasque
because WDiv is such, thanks to integrality (in this case every Weil divisor can be
extended).
When taking cohomology of this short exact sequence, we obtain the long exact se-
quence
0 H0(O∗) H0(K∗) H0
(K∗upslopeO∗) = Div(R)
H1(O∗) H1(K∗) . . .
Thanks to flasqueness we have that Hi(K∗) = Hi
(K∗upslopeO∗) = 0 for every i ≥ 1, so
Hi(O∗) = 0 for every i ≥ 2. We still have to prove it for i = 1.
Both An and An×(A∗)m come from Unique Factorization Domains, so thanks to [Har77,
Proposition II.6.2 and Corollary II.6.16] we have that
H1(O∗) ∼= Div(R)upslopeK∗ = Cl(R) = 0
and the proof is complete.
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Lemma 3.58. Let V be a variety. Then Hi(V,O∗) = 0 for i > dim(V ).
This is a well-known result by Grothendieck [Gro57, Theorem 3.6.5], already cited in
Remark 2.57.
Remark 3.59. If V is W × (A∗)m, then it is still affine because
(A∗)m = SpecK[y±11 , . . . , y
±1
m ],
and the result holds then for i > dim(W ) +m.
3.5.2 Toric varieties
We state now two important results about the cohomology of O∗ in the case of a toric
variety, both presented in [DFM93]. There, the authors use them to prove some results
that relate usual sheaf cohomology in the Zariski topology and étale cohomology on
toric varieties.
Theorem 3.60 ([DFM93, Lemma 5]). 1. If X = Uσ is a normal affine toric variety,
then
HpZar(X,O∗) = 0,
for all p ≥ 1.
2. If XΣ is the toric variety associated to the fan Σ and U = {Uσj}j=1,...,r is the usual
covering of X with affine open subsets associated to the maximal cones {σ1, . . . , σr} in
Σ, then
Hˇp(U ,O∗) = HZar(X,O∗).
Remark 3.61. From [CLS11, Theorem 3.1.5], if σ is a maximal cone in Σ we know
that Uσ is normal and separated.
Let SpecK[M ] = XΣ be a normal affine separated toric variety and letX = Spec•K[M ].
D(Xi) is a normal affine separated toric variety embedded in X, so {D(Xi)} defines
an acyclic covering for O∗ on X. In particular, we can use it to compute Zariski sheaf
cohomology via Čech cohomology onX. Moreover, since theD(Xi)’s are combinatorial,
we can apply Proposition 3.35 to obtain isomorphisms
HpZar(X,O∗) = Hpcomb(X,O∗) = Hˇp({D(Xi)},O∗)
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Moreover, we can then apply Proposition 3.34 to split the sheaf (O∗)comb and obtain
HpZar(X,O∗) = Hpcomb(X,O∗) = Hpcomb(X,K∗)⊕Hpcomb(X, i∗O∗M )
= Hˇp({D(Xi)},K∗)⊕ Hˇp({D(Xi)}, i∗O∗M )
= Hˇp({D(Xi)},K∗)⊕Hp(Spec•M,O∗M ).
Remark 3.62. The first part of the theorem above show really that, when SpecK[M ]
is a normal separated toric variety,
Hp(SpecK[M ],O∗) = Hp(SpecM,O∗M ) = 0,
for all p ≥ 1. If we drop the hypothesis of normality, this might be not true, as the
following Example shows.
Example 3.63. Consider the Neil binoid M = (x, y | 2x = 3y). Its algebra is
K[X,Y ]upslope〈X2 − Y 3〉 and it defines the curve called Neil parabola, i.e.
C = SpecK[X,Y ]upslope〈X2 − Y 3〉,
that is a toric variety.4
We already know, from Theorem 1.67, that Hp(SpecM,O∗M ) = 0 for all p ≥ 1, because
it is affine.
On the other hand, this variety is not normal and, indeed
Pic(C) = K+,
where K+ is K seen as the additive group.5
So, in this case, we have that
K+ = H1(SpecK[M ],O∗) 6= H1(SpecM,O∗M ) = 0.
In particular, this shows that if we have a variety X such that one of its D(Xi)’s (or
intersection of them) is isomorphic to a product of the cusp with something else, we
cannot use this covering to compute cohomology. For example, we cannot use {D(Xi)}
4 This curve is also known as semicubical curve, or simply cusp.
5 More on this result can be found in [Eis95, Exercise 11.15 and 11.16].
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to compute cohomology of the sheaf of units on
V = Spec•K[X,Y,Z]upslope〈X2 − Y 3〉.
Indeed, D(Z) ∼= C × A∗, so H1(D(Z),O∗) ⊇ K+ 6= 0, and the combinatorial covering
{D(X),D(Y ),D(Z)} is not acyclic for O∗. ⊳
3.6 Non reduced case
In the next Chapter we will discuss in detail the case of the Stanley-Reisner rings,
reduced algebras that are quotients of polynomial rings by radical monomial ideals. In
this Section we discuss the relations between the behaviour of the cohomology of the
sheaf of units in the Zariski topology in the reduced and in the non reduced case.
In particular, one might expect some differences, because any nilpotent element n ∈
R = K[M ] defines a unit 1 + n, that is obviously non combinatoric (in the sense that
it does not come from a unit is M), and so they make the computations more difficult
(both in Zariski and combinatorial topology). We will see some examples where this
behaviour is really explicit.
In what follows, unless otherwise specified, we consider R to be a noetherian ring, not
necessarily a binoid algebra, and X = SpecR = SpecRred.
Definition 3.64. Let R be any ring. nil(R) is the nilradical of R.
The exact sequence
0 nil(R) R Rred 0
induces the exact sequence on the units
1 1 + nil(R) R∗ R∗red 0,
where 1 + nil(R) is the group of units of R of the form 1 + n with n ∈ nil(R).
Definition 3.65. The sheaf of nilpotents is the sheaf of ideals N on SpecR such that
N (U) = nil(OX(U)).
Proposition 3.66. N is a sheaf of ideals that fits into a short exact sequence
0 N OX OXred 0.
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Definition 3.67. Let N be the sheaf of nilpotents. We denote by 1 + N the sheaf
(1 +N )(U) = 1 + nil(OX(U)) of the unipotent elements.6
Proposition 3.68. 1 + N is a sheaf of abelian groups that fits into a short exact
sequence
1 1 +N O∗X O∗Xred 1
Proof. Call πred the map on the right. It is surjective because it is induced by the
corresponding surjective map OX −→ OXred , where a unit on the right has a preimage
in R, what is again a unit.
Every section of 1 +N is a section of ker(πred), so 1 +N →֒ ker(πred). Moreover, this
inclusion is an isomorphism because, for every open subset U of X, the map OX(U)→
OXred(U) kills only the nilpotents, so there is a reversed inclusion ker(πred) →֒ 1+N .
Lemma 3.69. Let nil(R) be the nilradical of a noetherian ring R. Then there exist
m ∈ N such that nil(R)n = 0 for any n ≥ m and an isomorphism of sheaves of abelian
groups
Nm−1 1 +Nm−1∼
Proof. The existence of m that annihilates N is trivial, because for each section there
exists a finite m that annihilates it and our ring is noetherian, so we can just look at
the generators of the nilradical. For the second claim, there exists an isomorphism of
groups
nil(R)m−1 1 + nil(R)m−1
f (1 + f)
∼
where the operation on the left is the sum and on the right is the multiplication. Indeed,
for any two elements in 1 + nil(R) we have that (1 + f)(1 + g) = (1 + f + g + fg) but
the latter element is 0 because fg ∈ nil(R)m = 0.
This induces the wanted isomorphism of the sheaves 1 +Nm−1 ∼= Nm−1.
Remark 3.70. As sheaves of set N k ∼= 1 + N k for all k ≥ 1, via the map above.
However, for k 6= m− 1 this is not a map of sheaves of abelian groups, unless N 2 = 0,
because this is the only case in which f · g would be zero for all f, g sections of N .
6 Recall that an element P ∈ R is unipotent if P − 1 is nilpotent, see for example [Bor56, Section 6].
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Theorem 3.71. Hi(X, 1 +N ) = 0 for all i ≥ 1 and X = SpecR.
Proof. The first step is to observe again that
SpecR ∼= SpecRupslopenil(R)k
for all k ≥ 1. So, in particular, for any sheaf it is the same to compute the cohomology
on the space on left or on the space on the right. The surjective map
OR ORupslopenil(R)k+1
pi
has kernel exactly N k+1 = ˜nil(R)k+1. LetM be the sheaf of nilpotents of ORupslopenil(R)k+1 .
Clearly M is the image of N via this map. Thanks to the ideal properties, moreover,
Mk is the image of N k, so Mk ∼= N
k
upslopeN k+1. The induced map between the groups of
units
O∗R O∗Rupslopenil(R)k+1
has kernel 1 +N k+1, so this induces an injective map
1 +N kupslope1 +N k+1 O∗Rupslopenil(R)k+1 .
On the other side, there is a trivial injection
1 +Mk O∗Rupslopenil(R)k+1 .
Since π(1 +N k) ⊆ 1 +Mk and has kernel exactly 1 +N k+1, we get an injective map
1 +N kupslope1 +N k+1 1 +Mk
that fits in the diagram
1 +N kupslope1 +N k+1 O∗Rupslopenil(R)k+1
1 +Mk
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This map is also surjective, since N k maps surjectively on Mk. Clearly Mk+1 = 0, so
by Lemma 3.69 we obtain that 1 +Mk ∼=Mk. In particular then, for any i ≥ 1,
Hi
(
X, 1 +N
k
upslope1 +N k+1
)
∼= Hi(X, 1 +Mk) ∼= Hi(X,Mk) = 0
the latter because Mk is coherent on SpecRupslopenil(R)k+1, but we observed at the begin-
ning that cohomology there and on X agree.
Consider now the short exact sequence of sheaves on X
1 1 +N k+1 1 +N k 1 +N kupslope1 +N k+1 1.
We just proved that the cohomology of degree at least 1 of the latter is trivial, so we
have that
Hi(X, 1 +N k+1) ∼= Hi(X, 1 +N k)
for all i ≥ 2 and for all k ≥ 1. If i = 1 we get a surjective map
H1(1 +N k+1) H1(1 +N k) 0.
Now we apply Lemma 3.69, and for the m such that Nm = 0, we obtain that its
cohomology vanishes. We can then easily apply a descending induction on the power
of this sheaf of ideals to get that
Hi(X, 1 +N k) = 0
for all i ≥ 1 and for all k ≥ 1.
Remark 3.72. Another proof of the previous theorem can be deduced in characteristic
0 from [BG09, Lemma 8.43], because in this situation nil(R) ∼= 1+nil(R) via exponen-
tiation and logarithm, so the sheaf 1+N becomes isomorphic to a sheaf of ideals, that
is a coherent sheaf, thus proving that higher cohomology vanishes. It is worth noting
that we do not prove that the sheaf is coherent in other characteristics, but just that
cohomology in higher degrees vanishes.
Remark 3.73. From Proposition 3.68 and the previous Theorem we obtain that, on
an affine scheme X,
Hi(X,O∗X ) ∼= Hi(X,O∗Xred).
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In some cases, like when the reduction is a normal toric variety, or when we consider a
multiple affine space, this is zero.
This is not true, obviously, in non-affine situations, like general open subsets or the
punctured spectrum that we will investigate further in the next Chapter.
Corollary 3.74. Let M be a binoid. Assume that O∗K[M ]red is acyclic on the covering
{D(Xj)} of Spec•K[M ]. Then we can use the combinatorial covering {D(Xj)} to
compute the cohomology of the non reduced sheaf O∗K[M ] on the punctured spectrum
Spec•K[M ] through Čech cohomology on the same covering.
Remark 3.75. In the next Chapter we compute explicitly the cohomology of O∗ in the
Stanley-Reisner case. At first we prove that D(Xj) is an acyclic covering for this sheaf.
The previous result implies that this covering is also acyclic for any other monomial
ideal, since the radical of a monomial ideal is the Stanley-Reisner ideal of some simplicial
complex △, and
(
K[X1, . . . ,Xn]upslopeI
)
red
∼= K[X1, . . . ,Xn]upslope√I.
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Chapter 4
Stanley-Reisner rings
In this Chapter, we address the problem of computing the local Picard group of a
Stanley-Reisner ring, through the study of the cohomology of the sheaf of units O∗
in the Zariski topology. While doing so, we will also look at cohomology of higher
degrees of the sheaf of units, and we will give some combinatorial description of this
cohomology, in a fashion similar to what we did in Chapter 2. In order to describe this
cohomology group, we first prove that Hi(K[△],O∗) = 0 and Hi(K[△][x, x−1],O∗) = 0
for i ≥ 1. We use then this result in a Corollary to give a combinatorial Čech covering
to compute cohomology of O∗ on Spec•(K[△]) and this will ultimately allow us to give
explicit formulas similar to the ones in the combinatorial case. Lastly, we will look
at the non-reduced monomial case and we will apply results from the last section of
Chapter 3 in order to get some explicit results.
4.1 The Spectrum of a Stanley-Reisner ring
4.1.1 Irreducible components
Let △ denote a simplicial complex on the finite set V of vertices.
Lemma 4.1. There is a bijective correspondence between the faces of the complex △
and the reduced, irreducible linear coordinate subspaces contained in SpecK[△]. This
correspondence is dimension-preserving, in the sense that the dimension of the irredu-
cible linear coordinate subspace is the dimension of the face associated to it plus one.
Proof. Faces of the simplicial complex correspond bijectively to prime ideals of the
simplicial binoid via the identification stated before F 7→ p := 〈V rF 〉 (in Remark 2.3).
Prime ideals of the binoid injects to the prime ideals of the algebra via p 7→ K[p], where
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K[p] is the ideal generated by the elements corresponding to the generators of p, as
stated in Lemma 3.3. Clearly K[p] defines a reduced and irreducible linear coordinate
subspace V(p), being just generated by a subset of the variables.
On the other side, consider a reduced and irreducible linear coordinate subspace of
Spec(K[△]). Its defining ideal is prime and generated by some of the variables. We can
map it back to a prime ideal in the simplicial binoid and, thanks again to the map of
Remark 2.3, we get a face F ∈ △.
The dimension-preserving part is trivial, since such a subspace of An of dimension d is
the zero locus of a prime ideal generated by n− d variables.
Lemma 4.2. The irreducible components of Spec(K[△]) correspond bijectively to the
facets of △. Indeed, this spectrum is a union of irreducible coordinate linear subspaces
defined by the facets in the correspondence of Lemma 4.1.
Lemma 4.3. Let F be a facet of △. The irreducible component defined by F is
Spec(K[P(F )]), where P(F ) is the power set of F , i.e. the ⊆-closure of F in △. In
particular, since P(F ) is a simplex, this irreducible component is an affine space A#F .
Proof. This follows from Lemma 4.1 applied to P(F ).
Lemma 4.4. Let F be a facet of △ and △′ := △r {F}. Then
Spec(K[△]) = Spec(K[△′]) ∪ Spec(K[P(F )]).
Proof. This follows from Lemma 4.2 and Lemma 4.3.
Lemma 4.5. Let F be a facet of △, △′ = △r {F} and △′′ = △′ ∩ P(F ). Then
Spec(K[△′′]) = Spec(K[△′]) ∩ Spec(K[P(F )]).
Proof. This follows from the correspondence of faces and linear subspaces, Lemma 4.2
and Lemma 4.3.
Lemma 4.6. Under the hypothesis of the previous Lemma,
dim
(
Spec
(
K[△′′])) ≤ min {dim (Spec (K[△′])) ,dim (Spec (K[P(F )]))} .
Proof. Thanks to Lemma 4.1, this is equivalent to dim(△′′) ≤ min{dim(△′),dim(F )}.
This is trivial since F is a facet of △.
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Corollary 4.7. Under the same hypothesis as above, equality holds if and only if F is
the unique facet of maximal dimension.
Proof. ⇐=) If F is the unique facet of maximal dimension, then (P(F )r {F}) ⊆ △′,
dim(△′′) = dim(△′) = dim(F )− 1.
=⇒) We prove the contropositive. If F is a facet but not of maximal dimension, then
dim(△′) = dim(△) > dim(F ) and △′∩P(F ) ⊆ (P(F )r{F}), so we have the following
inequalities of the dimensions
dim(△′′) ≤ dim(P(F ) r {F}) = dim(F )− 1 < dim(F ) < dim(△′)
Assume now that F is not unique, so there exists another facet G of maximal dimension
in △. Then G ∈ △′, dim(△′) = dim(F ), and dim(△′′) = dim(F )− 1, so again equality
does not hold.
Example 4.8. Let us go back to our favourite Example 2.50
△ =

∅, {1}, {2}, {3}, {4},
{1, 2}, {1, 3}, {2, 3}, {3, 4}
{1, 2, 3}

1
2
3
4
If F = {3, 4} then △′ is the simplex on {1, 2, 3} and △′′ is just the vertex {3}, so its
dimension is strictly smaller than both the other two.
But, if F = {1, 2, 3}, then its closure is the 2-dimensional simplex and △′ is
△′ =
∅, {1}, {2}, {3}, {4},{1, 2}, {1, 3}, {2, 3}, {3, 4}

1
2
3
4
and △′′ is
△′′ =
∅, {1}, {2}, {3},{1, 2}, {1, 3}, {2, 3}

1
2
3
⊳
Corollary 4.9. If △ is a simplex we have △′′ = △′ and, equivalently,
Spec
(
K[△′′]) = Spec (K[△′]) .
Proof. If△ is a simplex and F is the facet, than △ = P(F ), so △′′ = △′ and the stated
equality follows.
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Example 4.10. Let us start from
△ =
∅, {1}, {2}, {3},{1, 2}, {1, 3}, {2, 3}

1
2
3
We will use x, y, z instead of x1, x2, x3 for the generators of the simplicial binoid, for
ease of notation.
The associated simplicial binoid is M△ = (x, y, z | x + y + z = ∞) and the associated
Stanley-Reisner algebra is
K[M△] ∼= K[△] = K[X,Y,Z]upslope(XY Z)
whose spectrum SpecK[△] can be drawn as1
Z
X
Y
Z
=
0
X
=
0
Y
=
0
Consider now the facet F = {2, 3}, whose complement in △ is
1 For obvious drawing reasons, here we draw R− SpecR[△].
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△′ =
∅, {1}, {2}, {3},{1, 2}, {1, 3}

1
2
3
whose associated algebra is K[△′] = K[X,Y,X]upslope(Y Z) with spectrum SpecK[△′]
SpecK[△′] SpecK[P(F )]
and we can see that the algebraic spectrum of the intersection of simplicial complexes
is the intersection of the spectra, i.e. two coordinate lines.
△′′ = △′ ∩ P(F ) = {∅, {2}, {3}}
SpecK[△′′]
and we can see that the dimension is strictly smaller, since we are not dealing with a
simplex. ⊳
These previous Lemmata will play a key role in the rest of the Chapter.
Proposition 4.11. By intersecting SpecR[△] with the hyperplane {∑Xi = 1} and
considering Xi ≥ 0, we recover a geometric realization of the abstract simplicial complex
we started with.
Proof. Assume that the vertex set is [n] and consider ej = (0, . . . , 0, 1, 0, . . . , 0)t ∈ Rn,
where the only non-zero entry is in position j. Thanks to Lemma 4.2, spanR({ej | j ∈
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J}) ⊆ SpecR[△] if and only J ∈ △. Let TJ be the convex hull of the points {ej | j ∈ J},
so TJ is a geometric simplex △|J |−1, defined by the equation
∑|J |
j=1 xj = 1 and all the
inequalities xj ≥ 0. Then TJ ⊆ spanR({ej | j ∈ J}) and again TJ ⊆ SpecR[△] if and
only if J ∈ △. The collection of these sets {TJ} that are in SpecR[△] is then the
geometric realization of the simplex.
Example 4.12. In the previous example, when we intersect the spectrum with the
plane X + Y + Z = 1 and restrict to X ≥ 0, Y ≥ 0 and Z ≥ 0, we obtain the white
triangle in figure (we do not draw the whole plane, for simplicity).
(1, 0, 0)
(0, 0, 1)
(0, 1, 0)
⊳
4.1.2 Covering the punctured Spectrum
Similarly to what we did in the combinatorial case, we can associate some combinatorial
structure to the open combinatorial covering {D(Xi)} of Spec•K[△].
Proposition 4.13. Let F = {i1, . . . , ij} be a subset of V and let D(F ) denote the
affine open subset D(Xi1 · · ·Xij ) = D(Xi1)∩ · · · ∩D(Xij ). Then D(F ) 6= ∅ if and only
if F ∈ △.
Proof. This is easy to see. If F is a face in △ then (Xi | i /∈ F ) is a prime ideal in K[△]
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contained in
⋂
i∈F
D(Xi).
If F is not a face, then
∏
Xi = 0, so
⋂
i∈F
D(Xi) = D(
∏
i∈F
Xi) = D(0) = ∅.
The previous Propositions shows that we have the same intersection pattern that we
have in the combinatorial case.
Corollary 4.14. The nerve of the covering {D(Xi)} of Spec•K[△] is the simplicial
complex itself.
Example 4.15. Consider again the empty triangle above with ring K[△]. Intersecting
D(X) and D(Y ) in the spectrum, leaves only the line Z = 0. If we try to intersect
again with D(Z), we end up empty. ⊳
4.2 Cohomology of the sheaf of units
In this section we are going to prove that the covering of the punctured spectrum
of a Stanley-Reisner algebra given by the coordinate fundamental open subsets is an
acyclic covering for the sheaf of units. In order to show this, we will use the fact that
D(X) ∼= SpecK[(M△)x] ∼= SpecK[△′]× A∗ that we described above, and in particular
we will prove that Hj(SpecK[△],O∗) = 0 for j ≥ 1.
Lemma 4.16. Let R be a local ring and A an ideal of R. Then the map
R∗
(
RupslopeA
)∗
is surjective.
Proof. This is easily proved because in a local ring the group of units is the complement
of the maximal ideal, and quotients of local rings by ideals are again local rings.
Proposition 4.17. Let A and B be ideals of a commutative ring R such that A∩B = 0.
Let X = SpecR, Y = SpecRupslopeA and Z = Spec
RupslopeB. Then there exists a short exact
sequence of sheaves
1 O∗X i∗O∗Y ⊕ i∗O∗Z i∗O∗Y ∩Z 1,
ϕ ψ
where i are the inclusion maps and ϕ(f) = (f ↾Y , f ↾Z) and ψ(g, h) = gh−1.2
2 We use the same symbol for the inclusion of Y and Z because there is no ambiguity.
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Proof. Clearly X = Y ∪ Z. These maps exist because they are induced by the taking
the quotients of the involved rings, and the fact that this is a complex is clear.
In order to prove the exactness of this sequence, we look at the stalks at a point P.
The surjectivity of ψ follows from the Lemma above, because the stalks are local rings
and Y ∩ Z is defined by a quotient of the ring of Y (and of the ring of Z). In order to
prove injectivity of ϕ, we look at it on a stalk
O∗X,P (i∗O∗Y )P ⊕ (i∗O∗Z)P.
ϕP
Since Y = SpecRupslopeA and Z = Spec
RupslopeB we can rewrite this sequence as
(RP)∗
(
RPupslopeA
)∗ ⊕ (RPupslopeB)∗
f (f, f)
ϕP
where, with RPupslopeA and
RPupslopeB we mean the quotients via the extended ideals. Consider
now f ∈ (RP)∗ such that ϕP(f) = (1, 1). Then f − 1 ∈ A and f − 1 ∈ B, so
f − 1 ∈ A ∩B = 0, so finally f = 1 and this map is injective.
In order to prove exactness in the middle, we have to show that if ψ(g, h) = 1 then
they both lie in the image of ϕ. Recall that we have an exact sequence of rings
0 RP RPupslopeA⊕RPupslopeB RPupslopeA+B 0.
ψ
Let g, h ∈ R such that g is a unit on Y , h is a unit on Z and ψ(g, h) = 1. This happens
if and only if g = h in Y ∩ Z, because the map ψ sends them to gh−1. The same
holds for RP and the quotients in the sequence above. So, there exists f in RP such
that f = g + a = h + b in RP, with a ∈ A and b ∈ B (where these are the extended
ideals in RP). What is left to prove, is that f is a unit of RP. Clearly fupslopeA = g is
invertible. Assume that f is not, so it belongs to the maximal ideal PRP, and if we
now go modulo A, it belongs to PRPupslopeA, that is again the maximal ideal, and so it
would not be invertible. So f is invertible and g, h both come from before, thus that
the sequence is also exact in the middle.
Lemma 4.18. Let △ be a simplicial complex and let F be one of its facets. Let X be
SpecK[△] and Y be the maximal linear coordinate component of X that corresponds to
F . Let Z = X r Y be the union of all the other maximal linear coordinate components
in X. Then we can apply the Proposition above on Y and Z.
Proof. We have to prove that the ideal that defines Y and the ideal that defines Z in
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X have trivial intersection. Y is an affine subspace Y ∼= Ak of X, so the ideal that
defines it is radical. In the same way, Z is a union of affine spaces, so again defined by
a radical ideal.3
We can apply a basic fact about radical ideals and algebraic sets and see that Y ∪Z is
defined by the intersection of the two ideals. In particular, since Y ∪ Z = X, we have
that the two ideals have trivial intersection in K[△].
Remark 4.19. In the lemma above, Z corresponds to a simplicial complex4
△′ = (△r P(F ))⊆,
that is the subset-closure of the subset of △ obtained by removing F and all its subsets
from △.
Example 4.20. Let △ be the simplicial complex on V = [5] with facets {1, 2, 3} and
{3, 4, 5}, that we have already seen in Remark 2.28
△ =

∅, {1}, {2}, {3}, {4}, {5},
{1, 2}, {1, 3}, {2, 3},
{3, 4}, {3, 5}, {4, 5},
{1, 2, 3}, {3, 4, 5}
 1
2
3
4
5
Let F = {3, 4, 5}. Then P(F ) is the simplex on {3, 4, 5},
P(F ) = {∅, {3}, {4}, {5}, {3, 4}, {3, 5}, {4, 5}, {3, 4, 5}}
So
△r P(F ) = {{1}, {2}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}
and
3 In details, the ideal of Z can be seen as the colon of two other ideals, see [CLO05, Corollary 4.8] for a
reference.
4 Like before in Lemma 4.3, P(F ) is the subset-closure of F , i.e. its power set.
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△′ = (△r P(F ))⊆
=

∅, {1}, {2}, {3},
{1, 2}, {1, 3}, {2, 3},
{1, 2, 3}
 1
2
3
⊳
Theorem 4.21. Hj(K[△],O∗) = 0 for all j ≥ 1.
Proof. Let X = SpecK[△]. We prove the claim by induction on the number of facets
of △, that correspond to the number of maximal coordinate linear subspaces of X. If
△ has only one facet, then it is a simplex and X ∼= An for some n, so we proved in
Lemma 3.57 that Hi(X,O∗) = 0 for all j ≥ 1.
Let now △ be any simplicial complex. Consider Y ∼= Am a subset of X associated to
a facet F of △, so Y is a maximal coordinate linear subset of X. Let Z be the closure
of the complement of Y in X, i.e. Z = X r Y . Clearly Z ∼= K[△′] for some simplicial
complex △′, where △′ = (△r P(F ))⊆, the subset-closure of the subset of △ obtained
by removing F and all its subsets from △, as we showed in the previous remark and
example. Clearly, △′ has a facet less than △, namely F .
In the same way, Y ∩Z is again a union of coordinate linear subspaces, whose maximal
components are the intersection of the maximal components of Z with Y , so again
coming from another simplicial complex △′′, that is easier (with smaller dimension and
with less facets) than before.
Thanks to the Lemma above, we know that the radical ideal defining Y and the radical
ideal defining Z have trivial intersection in K[△]. We can then apply Proposition 4.17
to obtain the short exact sequence of sheaves
1 O∗X i∗O∗Y ⊕ i∗O∗Z i∗O∗Y ∩Z 1.
ϕ ψ
When we take cohomology, we obtain the long exact sequence of cohomology on X (we
omit the space for clarity)
. . . Hj(O∗X ) Hj(i∗O∗Y )⊕Hj(i∗O∗Z) Hj(i∗O∗Y ∩Z)
Hj+1(O∗X) . . .
where, if j ≥ 1, we have that Hj(i∗O∗Z) = Hj(Z,O∗Z) because Z is a closed quo-
tient, and this in turn is 0 by induction on the number of facets, and Hj(i∗O∗Y ∩Z) =
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Hj(Y ∩ Z,O∗Y ∩Z) = 0. Since Y is an affine space, we already know that Hj(i∗O∗Y ) =
Hj(Y,O∗Y ) = 0. So for j > 1 we squeeze Hj(O∗X) between two zeros, and this proves
that it is zero itself.
For j = 1, we have a look at
H0(O∗X) H0(i∗O∗Y )⊕H0(i∗O∗Z) H0(i∗O∗Y ∩Z) H1(O∗X) . . .
Since X, Y and Z are all defined by Stanley-Reisner ideals, whose units are just the
units of the field, this sequence becomes
K∗ K∗ ⊕K∗ K∗ H1(O∗X) . . . .
ψ
But ψ(s, t) = s−1t, so it is surjective, so also H1(O∗X) = 0.
Corollary 4.22. The Picard group of a Stanley-Reisner algebra is always trivial.
Theorem 4.23. Hj(K[△][y±11 , . . . , y±1m ],O∗) = 0 for all j ≥ 1.
Proof. The proof is essentially the same as in Theorem 4.21, modulo some small tweak-
ings. In particular,
• instead of taking Y = An we take Y = An × (A∗)m, where we can apply again
Lemma 3.57,
• in the same way, we consider Z = K[△′]× A∗,
• we apply Proposition 4.17 on the ring K[△][y±11 , . . . , y±1m ] and its quotients,
• we can apply Lemma 4.18 essentially in the same way, because the ideals do not
involve the units of the new ring.
A special observation has to be made for H1, because the sequence of global units
becomes now
K∗ ⊕ (Z)m (K∗ ⊕ (Z)m)⊕(K∗ ⊕ (Z)m) K∗ ⊕ (Z)m . . .pi
but again it is easy to see that the last map is surjective also on the Z’s.
Corollary 4.24. The étale cohomology group H1et(K[△],Z) is zero for every simplicial
complex.
4.3. THE ČECH-PICARD COMPLEX ON THE PUNCTURED
SPECTRUM 130
Proof. From [Wei91], we know that for every ring A
Pic(A[x, x−1]) = Pic(A)⊕NPic(A) ⊕NPic(A)⊕H1et(A,Z)
and now we know that Pic(K[△][x, x−1]) = 0, so the result follows easily.5
4.3 The Čech-Picard complex on the punctured spectrum
Using what we have proved in the previous section, we will show that {D(Xi)} is an
acyclic covering for Spec•K[△] with respect to the sheaf O∗ and we will describe the
groups and the maps appearing in the Čech complex relative to this covering.
In the following theorems, we prove that {D(Xi)} is an acyclic covering and we describe
explicitly the groups appearing in the Čech complex
Cˇ :
⊕
1≤i≤n
O∗(D(Xi))
⊕
1≤i0<i2≤n
O∗(D(Xi0) ∩D(Xi1)) −→ . . .
⊕
1≤i0<i1<···<ij≤n
O∗(D(Xi0) ∩D(Xi1) ∩ · · · ∩D(Xij ))
. . .
Lemma 4.25. Let F be a face of △. The localization of the Stanley-Reisner ring of
△ at XF = {Xi0 , . . . ,Xij} is
K[△]XF ∼= K[△′][ZF ]
where △′ = lk△(F ).
Proof. This follows from the equivalent theorem on binoids, Theorem 2.33, together
with the fact that the functor K[ ] respects localizations, stated in Lemma 3.1.
Corollary 4.26. The cohomology of O∗ on the punctured spectrum Spec•(K[△]) can
be computed using as Čech covering the one given by the fundamental combinatorial
open subsets {D(Xi)}.
Proof. From Lemma 4.25 and Theorem 4.23 we get that the sheaf of units is acyclic on
this covering and, by applying the Theorem of Leray 1.68, we get the result.
5 NPic(A) appears two times in the expression, and it is PicA[t]upslopePicA. The idea behind it, is that Weibel
treats separately x and x−1, as if they were two different variables, and then with the Étale cohomology
with coefficients in Z he takes in account their relation.
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Remark 4.27. For a Stanley-Reisner ring, it does not make a difference whether we
compute the cohomology of the sheaf of units Hj(Spec•K[△],O∗) on the Zariski or in
the combinatorial topology, since the covering {D(Xi)} is acyclic in both topologies,
and this yields the same Čech complex. Since the combinatorial topology is simpler,
we can then restrict to work with it.
Theorem 4.28. In the combinatorial topology of Spec•K[M△] we have that the sheaf
of units splits
O∗K[△] = K∗ ⊕ i∗O∗M△
where K∗ is the usual constant sheaf.
Proof. This is just an application of Proposition 3.34, because K[△] = K[M△] is re-
duced and M△ is semifree, so torsion-free and cancellative.
Remark 4.29. In the Zariski topology the sheaf of units does not split, because there
are non-combinatorial open subsets on which i∗O∗ does not yields the right units. This
can be easily see already in the A1, for any D(P ) when P is not a monomial.
Remark 4.30. Since we are able to split O∗M into smaller subsheaves (see The-
orem 2.39), we can do the same here, and obtain that in the combinatorial topology
O∗K[△] = K∗ ⊕ i∗
(
n⊕
i=1
O∗xi
)
= K∗ ⊕
(
n⊕
i=1
i∗O∗xi
)
.
Corollary 4.31. Let △ be a simplicial complex on the vertex set V , let K[△] be its
Stanley-Reisner algebra and O∗ = O∗K[△] the sheaf of units. Then
O∗
⋂
j∈F
D(Xj)
 ∼=
K
∗ × ZF , if F ∈ △,
1, otherwise.
Proof. From Theorem 4.28 we know that
O∗
⋂
j∈F
D(Xj)
 ∼= K∗
⋂
j∈F
D(Xj)
⊕O∗
⋂
j∈F
D(Xj)
 .
Clearly K∗
(⋂
j∈F D(Xj)
)
is either K∗ or 1, depending on the intersection being empty
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or not. Finally, by applying Theorem 2.41 on O∗M△ , we obtain the wanted result
O∗
⋂
j∈F
D(Xj)
 ∼=
K
∗ × ZF , if F ∈ △,
1, otherwise.
In particular, this tells us that a unit P in
(
K[M△′ ][X±1i1 , . . . ,X
±1
ij
]
)∗
is a monomial
and can be written as
P = aPX
e1
i1
· · ·Xejij
with aP ∈ K∗ and exponents in Z.
Remark 4.32. We can see that the maps split more explicitly. It is easy to see that
the maps in the Čech complex, defined for example in [Har77, Section III.4] using a
additive notation as
(dα)i0,...,ip+1 =
p+1∑
k=0
(−1)kα
i0,...,îk,...,ip+1
↾Ui0,...,ip+1 ,
become the following when using our multiplicative notation, the combinatorial covering
{D(Xi)} and assuming that {i0, . . . , ip+1} is still a face,
(dα)i0,...,ip+1 =
p+1∏
k=0
(
α
i0,...,îk,...,ip+1
↾Ui0,...,ip+1
)(−1)k
,
but
α
i0,...,îk,...,ip+1
↾Ui0,...,ip+1= αi0,...,îk,...,ip+1
because it is just the restriction
α
i0,...,îk,...,ip+1
= a
i0,...,îk,...,ip+1
X
ei0
i0
· · ·Xeip+1ip+1 = ai0,...,îk,...,ip+1X
ei0
i0
· · ·X0ik · · ·X
eip+1
ip+1
for some a
i0,...,îk,...,ip+1
∈ K∗ and eik ∈ Z. If {i0, . . . , ip+1} is not a face, the restriction
α
i0,...,îk,...,ip+1
↾Ui0,...,ip+1 is 1, because of Corollary 4.31.
For ease of notation, we denote with e
i0,...,îk,...,ip+1
the vector with a 0 in position k,
(ei0 , . . . , eik−1 , 0, eik+1 , . . . , eip+1) and with X
e
i0,...,îk,...,ip+1 the corresponding monomial
X
ei0
i0
· · ·X0ik · · ·X
eip+1
ip+1
.
So, going back to the map, we can split the part belonging to the field and the com-
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binatorial part (involving only the variables) and describe it as
(dα)i0,...,ip+1 =
p+1∏
k=0
(
a
i0,...,îk,...,ip+1
X
e
i0,...,îk,...,ip+1
)(−1)k
=
p+1∏
k=0
(
a
i0,...,îk,...,ip+1
)(−1)k · p+1∏
k=0
(
X
e
i0,...,îk,...,ip+1
)(−1)k
.
The part involving the variables is the part that comes from the cohomology of the
simplicial binoid, and as such it can be rewritten exclusively in terms of operations on
the exponents, that belong to M△
p+1∏
k=0
(
X
e
i0,...,îk,...,ip+1
)(−1)k
= Xm
with
m =
p+1∑
k=0
(−1)ke
i0,...,îk,...,ip+1
∈M△
and we recovered the same map that we had before when computing cohomology for
the combinatorial case, in Chapter 2.
Corollary 4.33. The complex for computing Čech cohomology of O∗K[△] on Spec•K[△]
with respect to the combinatorial covering given by {D(Xi)} can be split as a direct sum
of two other complexes
Cˇ
(
{D(Xi)},O∗K[△]
)
= Cˇ ({D(xi)},K∗)⊕ Cˇ
(
{D(xi)},O∗M△
)
.
Proof. The only thing that we have to notice is that
Cˇ ({D(Xi)},K∗) = Cˇ ({D(xi)},K∗) ,
because {D(Xi)} and {D(xi)} have the same intersection patterns, thanks to Proposi-
tion 2.12 and Proposition 4.13.
Example 4.34. Consider again
K[M ] = K[X,Y,Z]upslope(XY Z).
Its punctured spectrum is then covered by D(X), D(Y ) and D(Z), and the Čech
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complex w.r.t. this acyclic covering for O∗K[M ] is
C : (K∗ ⊕ Z)⊕(K∗ ⊕ Z)⊕(K∗ ⊕ Z)
(K∗ ⊕ Z2)⊕(K∗ ⊕ Z2)⊕(K∗ ⊕ Z2) 1
and we have the components
C(K∗) : K∗ ⊕K∗ ⊕K∗ K∗ ⊕K∗ ⊕K∗ 1
(α, β, γ)
(
β
α
,
γ
α
,
γ
β
)
C(O∗M ) : Z⊕ Z⊕ Z Z2 ⊕ Z2 ⊕ Z2 0
(a, b, c) (−a, b,−a, c,−b, c)
∂0
K∗
∂0
M
∂1
M
that give us the decomposition. ⊳
Remark 4.35. Thanks to the fact that the nerve of the covering {D(Xi)} is the sim-
plicial complex we started with, the previous Corollary tells us that the punctured
Čech-Picard complex of a Stanley Reisner ring splits in two parts, that are both com-
pletely determined by the combinatorics of the simplicial complex.
4.4 Cohomology
In this last section of the Chapter we sum up our results and give the explicit formu-
las for computing cohomology of the sheaf of units of a Stanley Reisner ring on the
punctured spectrum.
Lemma 4.36. For any constant sheaf of abelian groups G on Spec•K[M△], we have
that
Hˇj ({D(Xi)} , G) = Hj(△, G).
Proof. Thanks to Proposition 4.13 and Proposition 2.12,
nerve{D(Xi)} = △ = nerve{D(xi)}
the nerve of the combinatorial covering of Spec•M△. Thanks to Corollary 2.21 the
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simplicial cohomology of the latter is Čech cohomology of the covering, and since the
Čech complexes look the same for {D(Xi)} and {D(xi)}, we get our thesis.
Theorem 4.37. Let K[△] be the Stanley-Reisner ring of a simplicial complex △ on
a finite vertex set V . We have the following explicit formula for the computation of
the cohomology groups of the sheaf of units, O∗K[△] restricted to the punctured spectrum
Spec•K[△].
Hj(Spec•(K[△]),O∗K[△]) = Hj(△,K∗)⊕
⊕
v∈V
H˜j−1(lk△(v),Z), (4.1)
where Hj(△,K∗) is the i-th simplicial cohomology group with coefficients in K∗, for
j ≥ 0.
Proof. Recall from the results in this chapter that we can use the covering of the open
subsets defined by the variables {D(Xi)} as an acyclic covering for computing this
cohomology via Čech cohomology (Corollary 4.26)
Hj(Spec•K[△],O∗K[△]) = Hˇj({D(Xi)},O∗K[△]) = Hj
(
Cˇ
(
D(Xi),O∗K[△]
))
.
We observed in Corollary 4.33 that we can rewrite this Čech complex as a direct sum
C
(
{D(Xi)} ,O∗K[△]
)
= C ({D(xi)} ,K∗)⊕ C
(
{D(xi)} ,O∗M△
)
and the same holds for the cohomology
Hˇj
(
{D(Xi)} ,O∗K[△]
)
= Hˇj ({D(Xi)} ,K∗)⊕ Hˇj
(
{D(xi)} ,O∗M△
)
.
Thanks to the fact that the nerve of the covering {D(Xi)} is the simplicial complex △
we started with (Corollary 4.14), we can apply the previous Lemma and see the first
summand as simplicial cohomology
Hˇj ({D(Xi)} ,K∗) = Hj(△,K∗)
and, finally, we can use Theorem 2.53 to recall the fact that
Hˇj
(
{D(xi)} ,O∗M△
)
= Hj(Spec•M△,O∗M△) =
⊕
v∈V
H˜j−1(lk△(v),Z)
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and obtain our thesis
Hj(Spec•(K[△]),O∗K[△]) = Hj(△,K∗)⊕
⊕
v∈V
H˜j−1(lk△(v),Z).
Example 4.38. Consider again
K[M ] = K[X,Y,Z]upslope(XY Z).
Given the Čech complex and its decomposition that we computed in the Example
above, it is easy to explicitly compute its cohomology, since
H0(C) = ker ∂0 = ker ∂0K∗ ⊕ ker ∂0M
∼= {(α, β, γ) ∈ (K∗)3 | α = β = γ} ⊕ {(0, 0, 0)} ∼= K∗
and the image of ∂0 is
im ∂0 = im ∂0K∗ ⊕ im ∂0M
∼= {(ρ, σ, τ) ∈ (K∗)3 | σ = ρτ}
⊕ {(p, q, r, s, t, u) ∈ Z6 | p = r, q = −t, s = u} ∼= (K∗)2⊕ Z3
and clearly
H1(C) = ker ∂1upslopeim ∂0 ∼= K∗ ⊕ Z3 ∼= H1(△,K∗)⊕H1(O∗M ).
We recover that H0(△,K∗) ∼= H1(△,K∗) ∼= K∗, with a description in Čech cohomology
given by (1, 1, λ) for λ ∈ K∗, that we could expect because our simplicial complex is
topologically a circle. ⊳
4.4.1 Line bundles
A line bundle on X = SpecK[M ] is a locally free OK[M ]-module of constant rank
1. Similarly, a line bundle on U = Spec•K[M ] is a locally free OK[M ] ↾U -module of
constant rank 1.
From Chapter 3 we know that there is an injection from PiclocM to PiclocK[M ]. In
particular, any combinatorial line bundle defines an algebraic line bundle. In general,
the second is much bigger than the first, due to the contribution of the first cohomology
of the sheaf of constant units K∗.
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Example 4.39. Let us go back to our favourite Example 4.10,
M△ = (x, y, z | x+ y + z =∞) K[M△] = K[X,Y,Z]upslope(XY Z)
From what we proved in Theorem 2.53 and Theorem 4.37 we know that
PiclocM△ = Z3 PiclocK[M△] = K∗ ⊕ Z3
so we can easily see that there are many more algebraic line bundles, as there are
combinatorial ones.
From the extensive study conducted in Section 2.4.5, we can recall that a line bundle
in PiclocM is represented (up to isomorphism) by a locally free M△-set of rank 1 of
the form
S =
e1, e2, e3
∣∣∣∣∣∣∣∣∣
e1 + ay = e2 + bx,
e1 + cz = e3 + dx,
e2 + ez = e3 + fy

with a, b, c, d, e and f positive natural numbers. We can think of this isomorphism class
as represented by (a− f, b− d, c− e) ∈ Z3.
We know automatically that such M△-set gives rise to a locally free K[M△]-module of
rank 1 in PiclocK[M△]
K[S] =
E1, E2, E3
∣∣∣∣∣∣∣∣∣
E1Y
a = E2Xb,
E1Z
c = E3Xd,
E2Z
e = E3Y f

with a, b, c, d, e and f natural numbers. This indeed identifies an isomorphism class in
Picloc. In order to see the contribution of K∗, it is enough to notice that
E1, E2, E3
∣∣∣∣∣∣∣∣∣
λ1E1Y
a = E2Xb,
λ2E1Z
c = E3Xd,
E2Z
e = E3Y f
 and
E1, E2, E3
∣∣∣∣∣∣∣∣∣
λ′1E1Y
a = E2Xb,
λ′2E1Z
c = E3Xd,
E2Z
e = E3Y f

with λi, λ′i ∈ K∗ define two different line bundles if
λ1
λ2
6= λ
′
1
λ′2
.
With an argument similar to the one that we used on page 74 for the star graph, we
can see that a, b, c, d, e, f have to be different from 0.
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In particular, we can think of the bundles with exponents all 1’s as the bundles that
come from the units of the fieldE1, E2, E3
∣∣∣∣∣∣∣∣∣
λ′1E1Y = E2X,
λ′2E1Z = E3X,
E2Z = E3Y
 ,
that is in the same class as the bundleE1, E2, E3
∣∣∣∣∣∣∣∣∣
γE1Y = E2X,
E1Z = E3X,
E2Z = E3Y
 ,
thus giving us an easy decomposition of any bundle in what comes from K∗ and what
is combinatorial. ⊳
4.5 The general monomial case
In this Section we present and discuss a couple of examples that show how the general
non-reduced monomial case can be already much harder than the reduced case, but
can still be handled with our methods.
If I is any monomial ideal in S = K[X1, . . . ,Xn], its radical ideal is a Stanley Reisner
ideal,
√
I = I△. Let R = SupslopeI and Rred = K[M△] =
SupslopeI△. In Theorems 4.21 and 4.23
we proved that the covering of Spec• SupslopeI generated by {D(Xi)} is acyclic for O∗Rred
with the Zariski topology.
Theorem 4.40. Let I be a monomial ideal in S = K[X1, . . . ,Xn], let R = SupslopeI, let M
be its binoid (R = K[M ]) and let X = Spec•R.
Let I△ =
√
I be the radical of I, let Rred = SupslopeI△ be the reduction of R, let M△ be the
simplicial binoid associated to Rred and let △ be the respective simplicial complex.
We can compute the cohomology of O∗X on X with the Zariski topology as
Hj(X,O∗X ) = Hj(△,K∗)⊕
⊕
v∈V
H˜j−1(lk△(v),Z) ⊕ Hˇj({D(Xi)}, 1 +N )
for any j ≥ 0.
Proof. Thanks to the exact sequence presented in Proposition 3.68, the sheaf of abelian
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groups (1 +N ) fits into the short exact sequence
1 1 +N O∗X O∗Xred 1
in the Zariski topology, and (1 +N ) is acyclic for affine schemes, so thanks to Corol-
lary 3.74 we can then use any covering by combinatorial open subsets to compute the
cohomology of O∗R.
By applying Remark 3.33 to the proof of Proposition 3.34 we can easily that even in
the non reduced case we can split the sheaf of units as a direct sum in the combinatorial
topology as
O∗X = K∗ ⊕ i∗O∗M ⊕ (1 +N ).
In particular, we have again a direct sum of complexes when we look at the Čech
cohomology on the combinatorial covering {D(Xi)} of Spec•K[M ].
The sheaves, obviously, do not split in the Zariski topology but, thanks to the fact that
the Čech complexes for O∗ on the covering {D(Xi)} are the same in the combinatorial
and in the Zariski topology, we can use the smaller complexes, that come from the
decomposition above in the combinatorial topology, to compute cohomology in the
Zariski topology as
HjZar(X,O∗X ) = Hjcomb(X,O∗X ) = Hjcomb(X,K∗ ⊕ i∗O∗M ⊕ (1 +N ))
= Hjcomb(X,K
∗)⊕Hjcomb(X, i∗O∗M )⊕Hjcomb(X, 1 +N )
= Hˇj({D(xi)},K∗)⊕ Hˇj({D(xi)},O∗M )⊕Hj({D(Xi)}, 1 +N )
= Hj(△,K∗)⊕
⊕
v∈V
H˜j−1(lk△(v),Z)⊕ Hˇj({D(Xi)}, 1 +N )
Remark 4.41. This theorem explains well why our methods can be useful to compute
of the cohomology in the non-reduced monomial case. Indeed, most of the computations
now become again simplicial cohomology, that in general is easier to compute.
Remark 4.42. Since O∗M = O∗Mred , we can rewrite the result above as
HjZar(X,O∗X ) = Hj(Xred,O∗Xred)⊕ Hˇj({D(Xi)}, 1 +N )
= Hj(△,K∗)⊕Hj(Spec•M,O∗M )⊕ Hˇj({D(Xi)}, 1 +N ).
Remark 4.43. Let M be a binoid such that the radical ideal I△ corresponds to a
simplicial complex △ of dimension 0. Then PiclocK[M ] and all the higher cohomology
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groups are trivial. This is true because of the intersection pattern. Indeed, if △ has
dimension 0, then all the possible intersections D(Xi) ∩D(Xj) are empty, so
Cˇj≥1({D(Xi)},O∗) = 0,
thus proving our claim.
Example 4.44. Let M be the non reduced binoid
M = (x, y, z | x+ y + 2z =∞)
whose associated rings is
K[M ] = K[X,Y,Z]upslope〈XY Z2〉.
We want to compute Picloc(K[M ]) and we can do it by meaning of Čech cohomology on
the combinatorial covering. We have first to compute the localizations at the elements
of the covering and their groups of units
K[M ]X ∼= K[X
±1, Y, Z]upslope〈Y Z2〉
K[M ]∗X ∼= {aXr (1 + P ) | a ∈ K∗, r ∈ Z, P ∈ N (D(X)) = 〈Y Z〉K[M ]X}
K[M ]Y ∼= K[X,Y
±1, Z]upslope〈XZ2〉
K[M ]∗Y ∼= {bY s (1 +Q) | b ∈ K∗, s ∈ Z, Q ∈ 〈XZ〉K[M ]Y }
K[M ]Z ∼= K[X,Y,Z
±1]upslope〈XY 〉
K[M ]∗Z ∼=
{
cZt
∣∣∣ c ∈ K∗, t ∈ Z}
K[M ]XY ∼= K[X
±1, Y ±1, Z]upslope〈Z2〉
K[M ]∗XY ∼= {αXmY n (1 + T ) | α ∈ K∗,m, n ∈ Z, T ∈ 〈Z〉K[M ]XY }
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K[M ]XZ ∼= K[X
±1, Y, Z±1]upslope〈Y 〉 ∼= K[X±1, Z±1]
K[M ]∗XZ ∼= {βXmY n | β ∈ K∗,m, n ∈ Z}
K[M ]Y Z ∼= K[X,Y
±1, Z±1]upslope〈X〉 ∼= K[Y ±1, Z±1]
K[M ]∗XY ∼= {γY mZn | γ ∈ K∗,m, n ∈ Z}
The Čech complex looks like
K[M ]∗X ⊕K[M ]∗Y ⊕K[M ]∗Z K[M ]∗XY ⊕K[M ]∗XZ ⊕K[M ]∗Y Z 0,∂
0 ∂1
where
∂0
(
aXr (1 + P ) , bY s (1 +Q) , cZt
)
=
(
bY s (1 +Q)
aXr (1 + P )
,
cZt
aXr (1 + P )
,
cZt
bY s (1 +Q)
)
.
Now we can easily compute the inverses, since N 2 = 0, so 1 + N ∼= N as sheaves of
groups, and
(aXr (1 + P ))−1 =
1
a
X−r (1− P )
(bY s (1 +Q))−1 =
1
b
Y −s (1−Q)
so
∂0
(
aXr (1 + P ) , bY s (1 +Q) , cZt
)
=
(
b
a
Y sX−r (1 +Q− P ) , c
a
ZtX−r (1− P ) , c
b
ZtY −s (1−Q)
)
.
When we split this map on the components, we already know the cohomology for K∗
and for O∗M△, so we have only to compute it for 1 +N ∼= N
(1 +N (D(X))) ⊕ (1 +N (D(Y )))⊕ 1 (1 +N (D(X) ∩D(Y ))⊕ 1⊕ 1 0
(1 + P, 1 +Q, 1) (1 +Q− P, 1, 1)
∂01+N ∂
1
1+N
Since P ∈ N (X) and Q ∈ N (Y ) we know that P = fY Z and Q = gXZ for some
polynomials f ∈ K[M ]X and g ∈ K[M ]Y . So ∂0(Q − P ) = 0 ∈ RXY if and only if
∂0(Q − P ) ∈ 〈Z2〉K[M ]XY , so Z2 | P and Z2 | Q in the respective rings, so Y Z2 | P ,
4.5. THE GENERAL MONOMIAL CASE 142
so P = 0 ∈ K[M ]X and similarly for Q. So ∂01+N is injective and H0(1 +N ) = 0.
The image of this map is im ∂01+N = {1 + (gX − fY )Z | f ∈ K[M ]X , g ∈ K[M ]Y } and
the quotient is then
H1(1 +N ) ∼= 〈Z〉K[M ]XYupslope〈(gX − fY )Z〉K[M ]XY .
As a K-vector space, this quotient is generated by the monomials of the type XiY jZ
such that i, j ≤ 0, because as soon as one of these exponents is positive, it comes from
before.
Summing up, the local Picard group of this ring will then be
Picloc(K[M ]) ∼= K∗ ⊕ Z3 ⊕ 〈Z〉K[M ]XYupslope〈(gX − fY )Z〉K[M ]XY . ⊳
Example 4.45. Let M be the non reduced binoid
M = (x, y, z | 2x+ y + 3z =∞, x+ 2y + 2z =∞)
whose associated ring is
K[M ] = K[X,Y,Z]upslope〈X2Y Z3,XY 2Z2〉.
We want to compute Picloc(K[M ]) and we can do it by meaning of Čech cohomology on
the combinatorial covering. We have first to compute the localizations at the elements
of the covering and their groups of units
K[M ]X ∼= K[X
±1, Y, Z]upslope〈Y Z3, Y 2Z2〉
K[M ]∗X ∼=
aXr
1 +∑
i≥1
biY
iZ + cY Z2
 ∣∣∣∣∣∣ r ∈ Z, bi = 0 for almost all i

K[M ]Y ∼= K[X,Y
±1, Z]upslope〈XZ2〉
K[M ]∗Y ∼=
dY s
1 +∑
i≥1
eiX
iZ
 ∣∣∣∣∣∣ s ∈ Z, ei = 0 for almost all i

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K[M ]Z ∼= K[X,Y,Z
±1]upslope〈X2Y,XY 2〉
K[M ]∗Z ∼=
{
fZt (1 + gXY )
∣∣∣ t ∈ Z}
K[M ]XY ∼= K[X
±1, Y ±1, Z]upslope〈Z2〉
K[M ]∗XY ∼= {αXmY n (1 + hZ) | m,n ∈ Z, h ∈ K[M ]XY }
K[M ]XZ ∼= K[X
±1, Y, Z±1]upslope〈Y 〉 ∼= K[X±1, Z±1]
K[M ]∗XZ ∼= {βXmY n | m,n ∈ Z}
K[M ]Y Z ∼= K[X,Y
±1, Z±1]upslope〈X〉 ∼= K[Y ±1, Z±1]
K[M ]∗XY ∼= {γY mZn | m,n ∈ Z}
where a, d, f, α, β, γ are in K∗, bi, c ∈ K[X±1], ei ∈ K[Y ±1], g ∈ K[Z±1]. The Čech
complex looks like
K[M ]∗X ⊕K[M ]∗Y ⊕K[M ]∗Z K[M ]∗XY ⊕K[M ]∗XZ ⊕K[M ]∗Y Z 0,∂
0 ∂1
where
∂0
aXr
1 +∑
i≥1
biY
iZ + cY Z2
 , dY s
1 +∑
i≥1
eiX
iZ
 , fZt (1 + gXY )

=
 dY s
(
1 +
∑
i≥1 eiX
iZ
)
aXr
(
1 +
∑
i≥1 biY
iZ + cY Z2
) , fZt (1 + gXY )
aXr
(
1 +
∑
i≥1 biY
iZ + cY Z2
) ,
fZt (1 + gXY )
dY s
(
1 +
∑
i≥1 eiX
iZ
)

We can notice that we can separate ∂0 into different parts in each component, that are
the one relative to K∗, the one relative to the combinatorial units Xr, Y s, Zt and finally
the one corresponding to the nilpotents. We can explicitly compute the inverses (all
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computations are done in the appropriate localization, with the appropriate quotients)
aXr
1 +∑
i≥1
biY
iZ + cY Z2
−1 = 1
a
X−r
1−∑
i≥1
biY
iZ − cY Z2

dY s
1 +∑
i≥1
eiX
iZ
−1 = 1
d
Y −s
1−∑
i≥1
eiX
iZ

so
∂0
aXr
1 +∑
i≥1
biY
iZ + cY Z2
 , dY s
1 +∑
i≥1
eiX
iZ
 , fZt (1 + gXY )

=
d
a
X−rY s
1 +∑
i≥1
eiX
iZ
1−∑
i≥1
biY
iZ − cY Z2
 ,
f
a
X−rZt (1 + gXY )
1−∑
i≥1
biY
iZ − cY Z2
 ,
f
d
Y −sZt (1 + gXY )
1−∑
i≥1
eiX
iZ

=
d
a
X−rY s
1−∑
i≥1
biY
iZ +
∑
i≥1
eiX
iZ
 , f
a
X−rZt,
f
d
Y −sZt
 .
An element of the kernel of ∂0 is given by a = d = f ∈ K∗, bi = ei = 0 for all i,
r = s = t = 0 and c and g disappeared from the image, so they are free in the kernel
H0(O∗K[M ]) ∼= K∗ ⊕K[X±1]⊕K[Z±1].
The kernel of ∂1 is the whole group in the complex, and we should quotient out the
image of ∂0 from it, to obtain the local Picard group.
To understand the image of ∂0, we can look again separately at the components. By
looking at a, d, f we can easily see that the quotient of (K∗)3 modulo their relations
in the image is a K∗, because im(∂0 ↾{K∗}) = {(α, β, γ) ∈ (K∗)3 | β = αγ}, as we
already computed in Example 4.39. For the combinatorial units, we computed in
Subsection 2.4.2 that H1(i∗O∗M ) ∼= H1(O∗M ) ∼= Z3. We are left with the last part, the
units that come from the nilpotents. The local Picard group of this ring will then be
Picloc(K[M ]) ∼= H1(Spec•K[M ],O∗K[M ]) ∼= K∗ ⊕ Z3 ⊕G
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where, thanks to the fact that nil(K[M ]XY )2 = 0, G is the appropriate quotient of
nil(K[M ]XY ) ∼= 〈Z〉K[M ]XY , viewed as an abelian group with the usual sum, modulo
the subgroup generated by all the polynomials of the form −∑i≥1 biY iZ+∑i≥1 eiXiZ
with bi ∈ K[X±1] and ei ∈ K[Y ±1].
The description of this group is more complicated than before, because N 2 6= 0, so
1 +N ≇ N as sheaves of abelian groups. ⊳
These examples clearly show how, even when we are able to use the powerful Čech
cohomology on a very nice covering, the computation of cohomology groups might be
extremely hard in the non reduced case.
However, it is now easy to prove the following results about the non vanishing of the
local Picard group of the general monomial case. We use the same hypothesis and
notation of Theorem 4.40.
Corollary 4.46. If
• Picloc(Rred) 6= 0 or
• Picloc(M) 6= 0 or
• H1(△,K∗) 6= 0
then Picloc(R) 6= 0.
Proof. Thanks to Remark 4.42 above, we know that
Picloc(R) = H1(X,O∗R)
= H1(Xred,O∗Xred)⊕H1(X, 1 +N )
= Picloc(Rred)⊕H1(X, 1 +N )
= H1(△,K∗)⊕H1(Spec•M,O∗M )⊕ Hˇ1({D(Xi)}, 1 +N )
= H1(△,K∗)⊕ Picloc(M)⊕ Hˇ1({D(Xi)}, 1 +N ).
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4.6 Further developments
Although we successfully proved some interesting results, there are still many open
questions that can lead to further developments of the techniques and theories here
presented. We list here some of them, that are not too far from this work and that can
probably be achieved in the near future.
• The techniques developed and used when talking about cohomology of the sheaf
of units in the monomial case might be easily adapted to the case of toric face
rings and to more general mixed situations arising from other torsion-free and
cancellative binoids.
• On the other hand, completely new techniques might be necessary for addressing
the cases in which the binoid is not torsion-free or, even worse, non-cancellative.
• Since the binoids that we considered are N-graded, the results here presented for
the punctured spectrum of K[M ] can give some insights at some combinatorial
properties and description of invariants of ProjK[M ].
• The combinatorial topology proved to be useful to answer questions related to the
algebraic invariants, but it might be also useful to address topological questions;
for example about topological vector bundles and the fundamental group in the
case K = R or C. To the extent of our knowledge, these objects are not yet defined
for binoids, and being able to define them by looking at the combinatorial topology
might be a fruitful way to address the problem of studying them combinatorially.
• It might be interesting to have an interpretation of the well-known exponential se-
quence for a binoid, that again might arise through the study of the combinatorial
topology and a suitable field.
List of Symbols
p prime ideal in M , i.e. a non-empty M -subset such that
M r p is a monoid
1
SpecM spectrum of the binoid M , i.e. the set of its prime ideals 1
M+ unique maximal ideal of the binoid M 2
M∗ group of invertible elements of M 2
supp support of an element of a semifree binoid. If {ai}i∈I is
the semibasis of M and f =
∑
i∈I niai then supp f = {ai |
ni 6= 0}
2
G generating set of the binoid M = (G | R) 2
R set of relations of the binoid M = (G | R) 2
nil(M) ideal of nilpotent elements in a binoid M 4
Mred reduction of M , Mred =Mupslopenil(M) 4
Mtf torsion-freeification of M 4
D(f) open subset of SpecM defined as D(f) = {p ∈M | f /∈ p} 4
TopX category of open subsets of a topological space X, where
the maps are either the inclusions or nothing
6
Bin category of binoids, where the maps are binoid morphisms 6
(X,OX) binoided space, a topological space equipped with a sheaf
of binoids
6
OX structure sheaf of the binoided space (X,OX) 6
OSpecM structure sheaf of the affine scheme (SpecM,OSpecM ) 7
Mf localization of the binoidM w.r.t. an element f , i.e.Mf =
−S +M with S = {nf | n ∈ N}
7
OM another name for OSpecM 7
∞ degenerate trivial binoid 7
Spec•M punctured spectrum of M , i.e. SpecM r {M+} 8
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Mp localization of a binoid at a prime ideal, i.e.Mp = −S+M
with S = (M r p)
9
K− SpecM K-spectrum of the binoid M , K − SpecM =
HomBin(M,K)
9
An affine space. The same symbol is used both in combinat-
orial and algebraic context
10
Sf localization of the M -set S w.r.t. an element f ∈ M , i.e.
Sf = S +Mf
11
S˜ sheafification of the M -set S 11
Pic(X) Picard group, group of line bundles, or invertible OX -
sheaves, on the scheme X
12
Ab category of abelian groups, where the maps are group
morphisms
14
Γ• difference group of a cancellative binoid, Γ• = Γr {∞} 14
M• M r {∞} 14
Γ difference binoid of a cancellative binoid M , Γ = (−M•+
M)
14
O∗X sheaf of units of the binoid scheme (X,OX ) 15
O∗M sheaf of units of the binoid scheme (SpecM,OSpecM ) 15
Hˇp({Ui},F ) Čech cohomology of degree p of the (pre)sheaf F w.r.t.
the covering {Ui}
16
Hp(X,F ) sheaf cohomology of the sheaf F on the topological space
X in degree p
16
Picloc(M) local Picard group of M , Picloc(M) = Pic(Spec•M) 17
Cˇ({Ui},O∗X) Čech-Picard complex to compute the cohomology of O∗X
w.r.t. the covering {Ui}
19
X(k) set of points in X of height k 22
Sp localization of the M -set S at a prime ideal of M , i.e.
Sp = S +Mp
23
CaDiv(U) group of Cartier divisors of U 23
CaPrin(U) subgroup of principal Cartier divisors of U 23
CaCl(U) class group of Cartier divisors of U 24
{Ui, γi}i∈I representation of a Cartier divisor of X on the covering
{Ui}i∈I of X
24
Div(M) group of Weil divisors of M 25
Prin(M) subgroup of principal Weil divisors of M 27
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Cl(M) class group of Weil divisors of M 27
Div(V ) group of Weil divisors of V 30
Prin(V ) subgroup of principal Weil divisors of V 30
Cl(V ) class group of Weil divisors of V 30
△ simplicial complex, a finite subset-closed collection of fi-
nite sets
37
△W restriction of a simplicial complex on vertex set V to a
subset of vertices W ⊆ V
37
M△ simplicial binoid associated to the simpli-
cial complex △ on vertex set V , M△ =
({xi}i∈V | xi1 + . . . xik =∞,∀{i1, . . . , ik} /∈ △)
38
M{∅} simplicial binoid of the degenerate simplicial complex,
M{∅} := {0,∞}
38
{0,∞} smallest non trivial binoid, also called zero binoid 38
red reduction operation in a semifree binoid. If {ai}i∈I is the
semibasis of M and f =
∑
i∈I niai then red f =
∑
ni 6=0 ai
40
D(F ) open subset of SpecM△ defined by the face F , D(F ) =
∩i∈FD(xi)
42
nerve({Ui}i∈I) nerve of the finite collection of open subsets {Ui} of a
topological space X
42
C•(△, G) chain complex to compute simplicial cohomology of △
with coefficients in the abelian group G
43
Cˇ•({Ui},F ) chain complex to compute Čech cohomology of the
(pre)sheaf F w.r.t. the covering {Ui}
43
Hp(△, G) simplicial cohomology of degree p of △ with coefficients
in the abelian group G
44
lk△(F ) link of the face F in △, lk△(F ) = {G ∈ △ | G ∩ F =
∅, G ∩ F ∈ △}
46
xF set of variables of M△ associated to face F ∈ △. xF :=
{xi | i ∈ F}
47
△j set of faces of dimension j in the simplicial complex △ 58
H˜p(△, G) reduced simplicial cohomology of degree p of △ with coef-
ficients in the abelian group G
67
ht(p) height of the prime ideal p of the binoid M 81
CCC({Gi}i∈I ,△) the crosscut complex of the set of faces {Gi} ⊆ △ in △ 83
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K[ ] functor Bin −→ Rings that associates to a binoid its bin-
oid K-algebra. It induces functors between M -sets and
K[M ]-modules, between topologies and between sheaves
92
K[M ] K-algebra of the binoid M 92
Spec•K[M ] punctured spectrum of K[M ], i.e. SpecK[M ]r {K[M+]} 95
Picloc(K[M ]) local Picard group of K[M ], Picloc(K[M ]) =
Pic(Spec•K[M ])
95
CaDiv(X) sheaf of Cartier divisors of the space X 110
WDiv(X) sheaf of Weil divisors of the space X 110
K[△] K-Stanley-Reisner algebra of the simplicial complex △ 119
P(F ) subset-closure of a face F ∈ △ 120
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