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Résumé :
La réduction des vibrations des structures légères en environnement dynamique représente un enjeu important de
conception dans de nombreux domaines industriels (génie civil, transport, etc.). Différentes solutions peuvent être
proposées telles que l’ajout de matériaux viscoélastiques dissipatifs ou l’utilisation de dispositifs piézoélectriques
couplés à un circuit électrique adapté.
L’objectif de ce travail est, à partir d’un modèle élément fini de structure, de caractériser de manière robuste sa réponse
vibratoire en présence de paramètres incertains. On s’intéresse en particulier à la caractérisation des espaces propres
aléatoires des systèmes linéaires dont les propriétés dynamiques sont représentées à l’aide de variables aléatoires. On
étudiera, par exemple, le cas d’une structure constituée de différentes sous-structures de module d’Young et de masse
variant aléatoirement. Cette application pourra s’étendre à la modélisation d’un assemblage boulonné incluant des
dispositifs piézoélectriques permettant le contrôle du niveau vibratoire de la structure.
L’influence des paramètres aléatoires sur le comportement de la structure peut être évaluée à l’aide de méthodes
stochastiques non-intrusives. Pour certains cas particuliers, la réponse aléatoire d’un système peut s’écrire comme le
produit de fonctions déterministes et de variables aléatoires de distributions connues. Dans ce cadre, une méthode de
réduction de modèle stochastique est proposée. Cette méthode consiste à dissocier les aspects aléatoires des aspects
déterministes, ce qui permet de réduire le nombre de simulations par éléments finis nécessaire à la résolution du
problème. L’application de cette méthode au cas d’un système à trois degrés de liberté permet d’observer l’évolution
de la qualité de cette méthode lorsque les valeurs propres du système sont proches ou éloignées.
Abstract :
In many industrial fields (civil engineering, transport ...), reducing vibration of light structures in dynamic envi-
ronment is a major challenge for designers. Several solutions might be implemented as adding viscoelastic dissipative
materials or using piezoelectric devices associated with an adapted electrical circuit.
The aim of this work is to robustly characterize the vibrational response of a structure in a random manner from a
finite element model of the structure. We are particularly looking for the eigenspace characterization of linear systems
with dynamics properties considered as random variables. As an example, we study the case of a structure consisted
of several sub-structure with Young modulus and mass varying randomly. This example could be expand to a bolted
structure including piezoelectric devices.
Non-intrusive stochastic method could be used to characterize the behavior of a structure with random parameters. In
certain circumstances, the random response of a system could be written as a multiplication of deterministic functions
and known random variables. In this framework, a stochastic model reduction method is proposed. This method consist
of separating uncertain aspects to deterministic ones, which allows to reduce the number of finite element simulations
needed to solve the stochastic problem. This method is applied to the case of a three degrees of freedom system in order
to evaluate its quality when eigenvalues are closed or well separated.
Mots clefs : Vibration, aléatoire, incertitude, modes, perturbation
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1 Introduction
Pour des raisons de confort ou de sécurité, la réduction des vibrations des structures légères en environnement
dynamique représente un enjeu important de conception dans de nombreux domaines industriels (génie civil, transport,
etc). Des solutions telles que l’ajout de matériaux viscoélastique ou l’utilisation de dispositifs piézoélectriques couplés
à un circuit électrique peuvent être mises en place afin de répondre à ces contraintes. L’optimisation de ces solutions
passe alors par une caractérisation des modes propres de la structure.
La variabilité des paramètres d’une structure réelle peut entrainer des écarts entre son comportement réel et les
résultats de simulations basées sur un modèle déterministe du système. Afin de garantir une conception robuste du
système, il est alors nécessaire de caractériser ses espaces propres aléatoires. Les méthodes basées sur un échantil-
lonnage statistique permettent une caractérisation précise mais leur coût de calcul devient vite rédhibitoire pour des
structures complexes. On retrouve alors d’autres approches dans la littérature parmi lesquelles on distingue notamment
les approches paramétriques, dominées par les méthodes dites de perturbation [1], ainsi que les méthodes basées sur le
Chaos Polynomial [2].
Les méthodes de perturbation sont basées sur le fait que les valeurs propres λk(x) sont des fonctions non-linéaires
continues et deux fois différentiables du vecteur des paramètres aléatoires x du fait de ces mêmes propriétés issues des
matrices de masse et de rigidité. La fonction λk(x) peut alors être développée en série de Taylor à l’ordre 2 autour du
point x = µ, où µ est le vecteur moyen de x, [3]. Cette formulation permet d’obtenir une bonne approximation des
lois jointes des valeurs propres dans le cas où les variables aléatoires suivent une distribution Gaussienne et que leurs
variations restent faibles [1].
Les méthodes basées sur le Chaos Polynomial consistent quant à elles à décomposer les variables et vecteurs
aléatoires sur une base de polynômes orthogonaux. Par exemple, une variable aléatoire de carré intégrable peut se
décomposer dans une base de polynômes d’Hermite de variables aléatoires gaussiennes orthonormales. Les coef-
ficients des polynômes de cette décomposition peuvent alors être estimés à l’aide de simulations de Monte-Carlo.
L’inconvénient de cette méthode apparaît dès lors que des polynômes d’ordre élevé sont requis. Ghanem et Gosh [2]
proposent de remplacer les valeurs et vecteurs propres du problème par leurs décompositions tronquées sur le Chaos
Polynomial. L’équation est alors projetée sur la base des polynômes d’Hermite utilisés pour l’approximation, ce qui
permet de minimiser le résidu de l’équation (méthode de Galerkin). Il en résulte un système d’équations non-linéaires
mais déterministe qui peut alors être résolu à l’aide d’un algorithme de type Newton-Raphson par exemple.
On propose ici une première méthode permettant d’accéder aux moments des valeurs propres aléatoires d’un sys-
tème à partir d’un seul calcul déterministe. La qualité de cette méthode diminue dans le cas de valeurs propres proches.
On propose donc de raffiner la méthode en décomposant les vecteurs propres du système en série de Taylor à l’ordre
1. L’objectif de ce travail est alors de construire un indicateur permettant de choisir parmi ces méthodes en fonction de
la qualité et de la précision souhaitée.
2 Méthode de Réduction de Modèle Stochastique initiale (SMR1)
Dans le cadre de ce travail, on s’intéresse au cas d’un système non amorti (ou proportionnellement amorti) dont
certains paramètres varient aléatoirement. Soit (Ω,F , p) l’espace probabiliste associé à l’expérience. On note L2(Ω)
l’espace de Hilbert des fonctions de carré intégrable et ‖ · ‖L2(Ω) la norme associée. Le problème aux valeurs propres
aléatoires s’écrit alors :
K(θ)Φk(θ) = λk(θ)M(θ)Φk(θ) (1)
où
λk(θ) ∈ R, Φk(θ) ∈ Rn, M(θ) ∈ Rn×n, K(θ) ∈ Rn×n, θ ∈ Ω
λk et Φk étant les valeurs propres et vecteurs propres associés. On suppose que les vecteurs propres Φk sont normalisés
par la masse, on a donc ΦTkMΦk = 1. Les matrices M(θ) et K(θ) représentent les matrices de masse et de rigidité
du système. Elles dépendent de paramètres physiques aléatoires tels que la masse, le module d’Young ou encore la
géométrie du système. Dans la suite, on note E[·] l’espérance mathématique et σ[·] l’écart-type d’une variable aléatoire.
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Considérons le cas d’une structure composée de n sous-structures de module d’Young (Y1, Y2, ...Yn), par exem-
ple une structure métallique pourvue de pastilles piézoélectriques. On suppose dans un premier temps que les seuls
paramètres incertains de la matrice de rigidité sont les modules d’Young. On peut alors écrire la matrice de rigidité
comme la somme des matrices de rigidité relative à chaque sous-structure :
K(θ) =
n∑
i=1
Ki(θ) =
n∑
i=1
γi(θ)Ki (2)
où γi(θ) est le paramètre aléatoire relatif au ième module d’Young Yi et définit tel que :
γi(θ) =
Yi(θ)
Y0i
avec Y0i = E[Yi(θ)] (3)
2.1 Hypothèse de travail
On suppose que la variation des modules d’Young autour de leur valeur déterministe ne modifie pas les formes
propres de la structure. La matrice des vecteurs propres aléatoires est donc égale à la matrice des vecteurs propres
calculée avec les valeurs déterministes des paramètres.
Φ(θ) = Φ (4)
Cette hypothèse ajoutée à la normalisation des vecteurs propres nous permet d’écrire la kième fréquence propre aléa-
toire du problème sous la forme :
λk(θ) = ω
2
k(θ) =
n∑
i=1
γi(θ)Φ
T
kKiΦk =
n∑
i=1
λkiγi(θ) (5)
où λki = ΦTkKiΦk.
On peut par exemple appliquer cette simplification au cas d’une structure constituée de deux sous-structures de
tailles différentes. La variation du module d’Young de la plus petite structure aura un effet négligeable sur le comporte-
ment de la structure complète. Dans la suite, on désignera cette méthode "SMR1" pour Stochastic Model Reduction
method.
En supposant les n modules d’Young indépendants, on peut facilement calculer les deux premiers moments de
chaque valeur propre. En effet, on a :
E[λk] =
n∑
i=1
ΦTk E[γi]KiΦk =
n∑
i=1
ΦTkKiΦk =
n∑
i=1
λki = λk (6)
où λk est la kième valeur propre déterministe calculée à partir du problème aux valeurs propres déterministe :
K0Φk = λkMΦk avec K0 = E[K(Yi(θ))] =
n∑
i=1
Ki (7)
La variance de la kième valeur propre est quant à elle:
Var[λk] =
n∑
i=1
Var[γi]λ
2
ki =
n∑
i=1
λ2kiδ
2
i (8)
où δi est le coefficient de variation du ième paramètre d’entrée Yi définit tel que δ =
E[Yi]
σYi
avec σYi l’écart-type de Yi.
Comparaison avec les méthodes de perturbation :
De nombreux papiers sur la résolution des problèmes aux valeurs propres aléatoires sont basés sur des méthodes de
perturbation autour d’une valeur nominale [3]. La méthode SMR1 peut être vue comme une méthode de perturbation
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dans le sens où elle conduit au même résultat (mais en partant d’une mise en forme du problème légèrement différente).
On définit p(θ) un vecteur aléatoire représentant les n paramètres d’entrée du système. La kième valeur propre peut se
décomposer en série de Taylor autour de p0 (espérance de p(θ)) :
λk(p) = λk(p0) +
n∑
i=1
[
∂λk
∂pi
∣∣∣∣
p=p0
(pi − pi0)
]
(9)
En différenciant l’équation du problème aux valeurs propres par rapport à pi puis en supposant que la matrice de
masse est indépendante des pi paramètres et que la matrice de rigidité est une combinaison linéaire des pi, on en déduit
l’expression de la dérivée partielle de λk par rapport à pi :
∂λk
∂pi
= ΦTk
∂K
∂pi
Φk − λkΦTk
∂M
∂pi
Φk (10)
Et donc que :
⇒ λk = λk(p0) +
n∑
i=1
λkipi −
n∑
i=1
λkipi0 =
n∑
i=1
λkipi (11)
2.2 Méthode de Réduction de Modèle Stochastique Étendue (SMR2)
La méthode SMR1 permet de déterminer à moindre coût les premiers moments des valeurs propres aléatoires du
système lorsque celles-ci sont suffisamment "éloignées" les unes des autres, ce qui correspond au cas de vecteurs pro-
pres aléatoires variant peu autour de leur valeur déterministe. Dans le cas où les valeurs propres sont proches, on
propose alors de prendre en compte la variabilité des vecteurs propres à l’aide de leur décomposition en série de Taylor
à l’ordre 1. Cette extension de la méthode SMR1 sera notée par la suite SMR2.
On a vu que la kième fréquence propre aléatoire du système peut se mettre sous la forme :
ω2k(θ) =
n∑
i=1
γi(θ)Φ
T
k (γi(θ))KiΦk(γi(θ)) (12)
On remplace alors le kième vecteur propre Φk(γi(θ)) par sa décomposition de Taylor autour du point γi = 1 (corre-
spondant à Y (θ) = Y0) :
Φk(γi(θ)) = Φk(Y0) +
n∑
i=1
∂Φk
∂γi
∣∣∣∣
γi=1
(γi(θ)− 1) (13)
Il reste alors à déterminer la dérivée de chaque vecteur propre. De nombreuses études sur l’analyse et le calcul des
dérivées de vecteurs propres des systèmes dynamiques sont basées sur les méthodes développées par Fox et Kapoor
[4]. L’expression des dérivées obtenues par la méthode modale de Fox et Kapoor nécessite la connaissance de tous les
vecteurs propres du système, pour des systèmes de grande taille, cela peut nécessiter un effort de calcul important. On
peut alors se référer à la méthode proposée par Lin [5] qui ne nécessite de calculer que les valeurs et vecteurs propres
du mode considéré.
3 Application au cas d’un système à 3 degrés de liberté
On se propose d’appliquer la méthode SMR au cas d’un système à trois degrés de liberté étudié par S. Adhikari
et M.I. Friswell [3] et présenté figure 1. Ce système présente l’avantage de pouvoir facilement "piloter" les valeurs
propres du système afin d’observer la qualité de la méthode SMR en fonction de la proximité de deux valeurs propres.
Dans un premier temps, on considère que seules les raideurs ki pour i = 1, ..., 6 des différents ressorts sont aléa-
toires et on note x(θ) = [k1(θ), ..., k6(θ)]t ∈ R6 le vecteur des raideurs aléatoires. On suppose que les raideurs suivent
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Figure 1: Système aléatoire à trois degrés de liberté
une loi gamma (ces grandeurs étant physiquement strictement positives) de moyenne ki = 1 N m−1 pour i = 1, ..., 5.
La moyenne de la raideur k6 sera quant à elle fixée à k6 = 3 N m−1 dans le cas où l’on souhaite simuler des valeurs
propres bien séparées, et à k6 = 1.275 N m−1 dans le cas de deux valeurs propres proches. L’écart-type de chaque
raideur est σ(ki) = 0, 15 pour i = 1, ..., 6. On cherche à déterminer les deux premiers moments des valeurs propres
du système.
On utilisera comme référence les moyennes et écarts-types des valeurs propres issues d’une simulation de Monte-
Carlo à 30000 tirages. L’allure des fonctions densité de probabilité des différentes valeurs propres issues de la simu-
lation de Monte-Carlo sont représentées sur les histogrammes figure 2. Les grandeurs statistiques des deux premiers
moments des valeurs propres issues de la méthode SMR1 sont représentées à l’aide de 1000 tirages du vecteur aléatoire
d’entrée. La figure 3 présente l’erreur relative des deux premiers moments de chaque valeur propre par rapport aux
valeurs de référence.
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Figure 2: Fonction densité de probabilité marginale des trois valeurs propres issues de la simulation de Monte-Carlo.
(a) Cas valeurs propres éloignées. (b) Cas valeurs propres proches
On constate alors que dans le cas où les valeurs propres sont bien espacées, la méthode SMR1 donne une bonne
estimation de la moyenne (erreur < 0, 5%) et de l’écart-type (erreur < 2%) des valeurs propres aléatoires du système.
Dans le cas où deux valeurs propres sont proches, la qualité de ces estimations diminue. On propose alors d’appliquer
la méthode SMR2 aux valeurs propres proches, le calcul des grandeurs liées à la valeur propre éloignée restant quant à
lui satisfaisant.
La qualité des résultats obtenus par la méthode SMR1 est directement liée au caractère proche ou non des valeurs
propres. Afin de savoir s’il est nécessaire de raffiner le calcul (passer de SMR1 à SMR2 ou de SMR2 à une méthode
plus performante basée par exemple sur une décomposition sur le Chaos Polynomial), on souhaite mettre en place un
indicateur de "proximité" de deux valeurs propres. Manohar et al. [6] et Du Bois et al. [7] étudient, chacun avec des ob-
jectifs différents, un moyen de caractériser la proximité de deux valeurs propres. Manohar et al. [6] utilisent un "facteur
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Figure 3: Erreur relative des deux premiers moments obtenus avec SMR1. (a) Cas valeurs propres éloignées. (b) Cas
de deux valeurs propres proches
Valeurs propres éloignées Deux valeurs propres proches
λ1 λ2 λ1 λ2
PF1 0,275 0,329 0,275 2,39
PFMC 0,279 0,334 0,268 1,82
Erreur relative 1,4% 1,4% 2,3% 32%
Figure 4: Facteur de proximité
de chevauchement" de deux valeurs propres basé sur une étude statistique. Cet indicateur est défini comme le rapport
entre l’écart-type d’une valeur propre et l’écart entre son espérance et l’espérance de la valeur propre voisine. Du Bois
et al. [7] étudient quant à eux un coefficient de couplage entre valeurs propres basé sur les sensibilités aux paramètres
d’entrée des matrices de masse et de rigidité du système. On pourra donc étudier les conditions d’applications de ces
deux indicateurs aux résultats issus des méthodes SMR1 et SMR2.
Sur la base du "facteur de chevauchement" défini par Manohar et al., [6], on définit dans un premier temps le facteur
de proximité de la valeur propre λi par rapport à λi+1 noté PF (λi) et défini tel que :
PF (λi) =
2(σ[λi] + σ[λi+1])
E[λi+1]− E[λi] (14)
On notera PF1(λi) le facteur de proximité estimé à l’aide de la méthode SMR1 et PFMC(λi) celui calculé à l’issue
de la simulation de Monte-Carlo et qui sera pris comme référence.
4 Conclusion
La méthode de Réduction de Modèle Stochastique SMR1 permet avec un seul calcul déterministe des modes pro-
pres de la structure d’obtenir une bonne estimation des deux premiers moments des valeurs propres aléatoires d’un
système lorsqu’elles sont suffisamment éloignées les unes des autres. Lorsque deux valeurs propres sont considérées
comme proches, on propose alors d’étendre la méthode SMR1 en tenant compte du développement en série de Taylor
à l’ordre 1 des vecteurs propres du système. Si toutefois la configuration des valeurs propres ne permet toujours pas
d’obtenir une estimation fiable des premiers moments des valeurs propres proches, on propose de mettre en place une
méthode basée sur le Chaos Polynomial. Le caractère proche ou éloigné de deux valeurs propres tient une part impor-
tante dans la qualité des résultats issus des méthodes proposées, on propose alors de mettre en place un indicateur de
"proximité" de deux valeurs propres.
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