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In this paper, we introduce a class of Cantor sets, which can be put into a one-to-one
correspondencewith the continued fraction expansions of irrational numbers. By using the
recursive relations of the continued fractions, we get the exact Hausdorff dimensions of the
Cantor sets. As an example, we exhibit a sequence of sets whose Hausdorff dimensions are
an elementary function of the Fibonacci number.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
It is known that for any given integer sequence {bi}i≥1 with bi ≥ 2, every irrational number x ∈ (0, 1) can be uniquely
expressed as a Cantor series expansion [1] of the form
x =
∞−
n=1
an(x)
b1 · · · bn = 0 · a1(x)a2(x) . . . , 0 ≤ ai < bi, for all i ∈ N. (1.1)
For the given sequence {bi}i≥1, we define a Cantor set Eα as
Eα =

x =
∞−
n=1
an
b1 · · · bn : 0 ≤ ai < bi, ai ≠ 1 unless ai−1 = 0, ∀i ∈ N

(1.2)
with the convention that a0 ≠ 0.
The set Eα appears naturally in the study of the structure of the quasi-crystal spectrum, and it generalizes homogeneous
Cantor sets and graph-direct sets. We write, corresponding to this Cantor set Eα , a regular continued fraction α as
α = 1
b1 − 1+ 1
b2 − 1+ 1
b3 − 1+ . . .
, (1.3)
(1.3) is an infinite continued fraction when {bi}i≥1 is an infinite sequence. So the above Cantor sets can be put into a
one-to-one correspondence with the continued fraction expansions of the irrational numbers.
Continued fractions possess a notable position inmathematics owing to their great contributions in analysis, the calculus
of probability, mechanics and in particular in number theory (such as [2,3]). In recent years, continued fraction theory
has also prospered in the field of high energy physics, especially in E-infinity theory. For example, [4] showed that the
expectation value of the fractal dimension of our spacetime can be expressed using a continued fraction: 4 + 1/(4 + 1/
(4+· · ·)). And [5] gave a concise explanation of the E-infinity spacetime. In this paper, we use the recursive relations of the
continued fraction α to give an explicit formula for the Hausdorff dimension of Eα . As an example, we exhibit a sequence of
sets whose Hausdorff dimensions are an elementary function with respect to the Fibonacci number.
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2. Some formulas in the regular continued fraction
In this section, we collect and establish some recursive relations shared by the regular continued fraction which will be
used later.
(1) For every x ∈ (0, 1), the continued fraction map (i.e. Gauss transformation) T : (0, 1)→ (0, 1) is defined by
T (x) = 1
x
−

1
x

where ⌊ 1x ⌋ is the integral part of 1x .
So for the continued fraction α as above, we have
T k−1α = 1
bk − 1+ T kα , for all k ≥ 1, (2.1)
where T 0α = α, T kα = T (T k−1α). The equality (2.1) also shows that
1
bk
< T k−1α <
2
bk
, for all k ≥ 1. (2.2)
(2) For every k ∈ N, the kth convergents of α are obtained via k-digital truncation:
pk
qk
= 1
b1 − 1+ 1
b2 − 1+ . . . + · 1bk − 1
,
such that (see [6])
p0 = 0, p1 = 1, pk = (bk − 1)pk−1 + pk−2, for k ≥ 2;
q0 = 1, q1 = b1 − 1, qk = (bk − 1)qk−1 + qk−2, for k ≥ 2, (2.3)
pkqk−1 − qkpk−1 = (−1)k, for any k ∈ N, (2.4)
α = pk + T
kαpk−1
qk + T kαqk−1 , for any k ∈ N. (2.5)
(3) Using the above equalities, we can prove the following:
Lemma 2.1. For any k ≥ 1, we have
k−1∏
i=0
T iα = 1
qk + qk−1T kx .
Proof. Solving for T kα from (2.5) we obtain
T kα = − qkα − pk
qk−1α − pk−1 for all k ≥ 1.
As a consequence,
k∏
i=1
T iα = (−1)k · qkα − pk
q0α − p0 .
From (2.3), we see that q0α − p0 = α, so we have
k∏
i=0
T iα = (−1)k · (qkα − pk).
Combining this with (2.5) to eliminate α, and using (2.4), we get
k−1∏
i=0
T iα = 1
qk + qk−1T kx . 
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3. The Hausdorff dimension of Eα
First, we define the symbolic space corresponding to Eα as follows:
Dk = {(σ1, . . . , σk) | 0 ≤ σi < bi, σi ≠ 1 unless σi−1 = 0, ∀i ∈ N} (3.1)
with the convention that σ0 ≠ 0.
For σ = (σ1, . . . , σk) ∈ Dk, we define σ ∗ t = (σ1, . . . , σk, t).
Given σ = (σ1, . . . , σk) ∈ Dk, k ≥ 1, we define a cylinder Jσ of rank k to be the closure of the set
Jσ =

x =
∞−
i=1
ai
b1 · · · bi : a1(x) = σ1, a2(x) = σ2, . . . , ak(x) = σk

. (3.2)
Then, for any k ≥ 1,
Eα ⊂

σ∈Dk
Jσ . (3.3)
And for every σ ∈ Dk, Jσ is the interval [∑ki=1 σib1···bi ,∑ki=1 σib1···bi + 1b1···bk ] of the length
|Jσ | = 1b1 · · · bk . (3.4)
We call Jσ a kth basic interval of Eα .
In order to estimate the upper limit of the Hausdorff dimension for Eα , we prove the following lemma:
Lemma 3.1. For any k ≥ 1, denote by ♯Dk the number of all the kth basic intervals of Eα; then,
♯Dk = qk (3.5)
where qk given by (2.3) is the denominator of the kth convergents of α.
Proof. In view of (3.1), the equality (3.5) is evident for k = 0, 1. Andwhen k ≥ 2, we split ♯Dk into the sumof two quantities,
call them uk and vk, with uk the number of sequences of interest ending in 0, and vk, the number ending in something else.
Clearly uk = ♯Dk−1 and vk = ♯Dk − ♯Dk−1.
On the other hand,
uk
vk

=

1 1
bk − 1 bk − 2

uk−1
vk−1

.
Thus when qk−1 = ♯Dk−1 and qk−2 = ♯Dk−2, an ordinary matrix multiplication yields qk = ♯Dk. 
Now we are in a position to give our main result.
Theorem 3.2. For any integer sequence {bi}i≥1 with bi ≥ 2, let α and T iα (i = 1, 2, . . .) be defined by (1.3) and (2.1),
respectively; then the Hausdorff dimension of Eα is
dimH Eα = lim inf
k→∞
log
k−1∏
i=0
T iα
− log b1 · · · bk .
Proof. From (3.4) and (3.5), we have−
σ∈Dk
|Jσ |s = qk ·

1
b1 · · · bk
s
.
So it follows from (3.3) that
dimH Eα ≤ s = lim inf
k→∞
log qk
log b1 · · · bk .
From Lemma 2.1 we obtain
qk ≤ 1
2
k−1∏
i=0
T iα
.
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Then
dimH Eα ≤ lim inf
k→∞
log
k−1∏
i=0
T iα
− log b1 · · · bk .
As for the lower bound, we define a probability measure µ on Eα:
µ(Jσ ) =

k−1∏
i=0
T iα, if σk ≠ 0;
(1+ T kα)
k−1∏
i=0
T iα, if σk = 0.
(3.6)
Now we estimate the µ-measure of arbitrary open sets with small diameters.
When s < lim infk→∞
log
∏k−1
i=0 T iα
− log b1···bk , there exists k0 such that for all k ≥ k0, we have
log
k−1∏
i=0
T iα
− log b1 · · · bk > s, that is, |Jk|
s >
k−1∏
i=0
T iα. (3.7)
For any open set U with 0 < |U| < |Jk0 |, there exists a unique k satisfying |Jk+1| ≤ |U| < |Jk|; then the number of kth
basic intervals that intersect U is at most 2, i.e. the number of (k+ 1)th basic intervals that intersect U is at most 2bk+1. On
the other hand, the number of (k+ 1)th basic intervals that intersect U is at most |U||Jk+1| + 1 ≤
2|U|
|Jk+1| . Then using the equality
(3.6) and the inequality min{a, b} ≤ as · b1−s, we have
µ(U) ≤ µ(Jk+1)min

2|U|
|Jk+1| , 2bk+1

≤

(1+ T k+1α)
k∏
i=0
T iα

2|U|
|Jk+1|
s
(2bk+1)1−s
= 4bk+1

k∏
i=0
T iα

·
 |U|
|Jk|
s
.
This together with (3.7) and (2.2) yields
µ(U) ≤ 4bk+1T kα · |U|s ≤ 8|U|s.
By the mass distribution principle (see [7] Proposition 4.2), we have
dimH Eα ≥ s.
So
dimH Eα ≥ lim inf
k→+∞
log
k−1∏
i=0
T iα
− log b1 · · · bk
and the proof of Theorem 3.2 is complete. 
As an application of the theorem, we can get:
Example 3.3. If {bi} is a periodic sequence with periodm ≥ 2 given as
bi =

2, as i ≠ km;
3, as i = km for all k ∈ N (3.8)
then
dimH(Eα) = log

Fm−1 +√FmFm+2

log(2m−1 · 3) , (3.9)
where {Fm}m≥1 is the Fibonacci sequence 1, 1, 2, 3, 5, 8, 13, 21, . . . .
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