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Determining an unknown quantum state from an ensemble of identical systems is a fundamental, yet exper-
imentally demanding, task in quantum science. Here we study the number of measurement bases needed to
fully characterize an arbitrary multi-mode state containing a definite number of photons, or an arbitrary mixture
of such states. We show this task can be achieved using only linear optics and photon counting, which yield a
practical though non-universal set of projective measurements. We derive the minimum number of measurement
settings required and numerically show that this lower bound is saturated with random linear optics configura-
tions, such as when the corresponding unitary transformation is Haar-random. Furthermore, we show that for
N photons, any unitary 2N-design can be used to derive an analytical, though non-optimal, state reconstruction
protocol.
Introduction– An unknown quantum state can be deter-
mined by making a set of suitable measurements on identi-
cally prepared copies [1–5]. This procedure, known as quan-
tum state tomography, is a fundamental concept in quantum
science with wide ranging applications. For example, tomog-
raphy allows one to assess quantum systems for use in quan-
tum information processing by quantifying resources such as
entanglement [6], quantum correlations [7], and coherence
[8]. Indeed, since most measures of these resources require
complete knowledge of the density matrix describing a sys-
tem, full quantum tomography is often necessary. Similarly,
tomography can be applied to quantum sensing [9, 10] to eval-
uate the capacity of a quantum probe state to yield enhanced
measurement precision [11, 12].
A well-established framework for photonic quantum infor-
mation uses a single photon and multiple modes to encode
discrete-variable quantum states. A qubit may be encoded us-
ing a single-photon, two-mode state [13], and a qudit may
be encoded by incorporating additional modes [14]. Multi-
qubit states of this form have been employed widely, includ-
ing entanglement-based quantum-key distribution [15], quan-
tum simulation [16], tests of quantum nonlocality [17], en-
tanglement generation [18], and linear optical quantum com-
puting [19]. For these states, optical tomography can be read-
ily achieved using combinations of single-qudit measurements
[2, 20], which require only linear optics and single-photon de-
tection. Exact reconstruction of N qubits can thus be achieved
using 2N + 1 measurement bases. Using this method, full to-
mography of up to six single-photon qubits has been demon-
strated [21].
However, this approach to optical tomography does not ap-
ply to more general states of multiple modes containing a
definite total number of photons. In this case, a mode may
contain multiple photons, which enables new applications in-
cluding approaches to quantum sampling [22], imaging [23],
and error-correction [24, 25]. An alternate approach to state
tomography for such states is to use balanced homodyne de-
tection and well-developed continuous-variable algorithms to
reconstruct the phase-space Wigner function [26–28]. In the
general continuous variable setting, however, only partial re-
construction is possible with a finite number of measurement
settings. Furthermore, this detection scheme adds substan-
tial experimental requirements, including access to a mode-
matched, multimode phase-stable local oscillator. In contrast,
since the state has a definite photon number, tomographically
complete measurements can theoretically be formulated using
a finite number of measurement bases. Whether or not these
measurement bases can be achieved using photon counting,
though, has not been previously known.
Here we prove that an arbitrary state of N indistinguishable
photons in M modes can be reconstructed using a finite num-
ber of measurement bases that correspond to different config-
urations of an M-mode linear-optical interferometer followed
by photon counting. Notably, this result is not limited to states
that can be created from Fock states using linear optics. Fur-
thermore, we derive a minimal number of interferometer con-
figurations required for a given N and M.
Our results extend to arbitrary mixtures of states with fixed,
but possibly different, number of photons and to measurement
strategies that incorporate additional modes through the use of
ancillary vacuum states. As the number of measured modes
increases, the required number of interferometer configura-
tions decreases, eventually reaching one. In this limit, our
work relates to previous studies of tomography using a sin-
gle measurement basis in an extended Hilbert space [29, 30],
a concept first applied experimentally to nuclear spins [31]
and then to single-photon qubits measured using a multimode
quantum walk [32, 33]. The latter approach was recently ex-
tended to two-photon, two-mode states using a six-mode in-
terferometer and it was conjectured this method would work
for larger systems [34, 35]. Related work has investigated
how the number of additional modes required for high-fidelity
state estimation depends on the purity of the input state [36].
Our results generalize these photonic studies that use a single
measurement configuration by proving tomographic feasibil-
ity, deriving a bound on the minimum number of measurement
modes, and providing an explicit reconstruction protocol.
We numerically show that use of random interferometer
configurations, in particular those corresponding to Haar-
random transformations, enable tomography using the mini-
mum number of configurations. Additionally, we derive an
analytical algorithm for state tomography that employs any
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FIG. 1. Tomography of a generic unknown state ρ of N photons in
M modes. Our protocol uses configurations of an M′-mode linear
optical interferometer followed by photon counting. When M′ > M,
vacuum modes are appended to the state ρ.
unitary 2N-design [37], thus generalising a known result for
qudit systems [38] to the multi-photon case. While unitary
designs are not optimal for our task, an advantage is they
have been extensively studied in the past for their relevance
in many quantum information theory protocols [39] and quan-
tum metrology [40]. Indeed, unitary designs can be obtained
either with random circuits [41–44], random basis switching
[45] or, more physically, by applying random pulses to a con-
trollable system [46].
Feasibility of tomography– Consider a generic quantum
state of N indistinguishable photons in M modes. Our goal
is to completely characterize the state by measuring multi-
ple copies of it using linear optics and photon counting, as
illustrated in Fig. 1. In this approach, a measurement basis
corresponds to a particular configuration of linear optics. We
also allow for measurements over M′ ≥ M modes, achieved
by appending M′ − M vacuum modes to the state of inter-
est. Our first main result is that full tomography can always
be achieved using a finite number of measurement configura-
tions:
Theorem 1. An N-photon, M-mode state can be recon-
structed using photon counting and M-mode linear optical
interferometer with a finite number R of configurations, where
R <
(
N + M2 − 1
N
)2
. (1)
The theorem is proved by building an explicit reconstruc-
tion algorithm. Let |ν〉 be the multi-mode Fock basis |ν〉 ≡
|k1, . . . , kM〉, where k j is the number of particles in mode j
and
∑
j k j = N, while we use a prime to denote a Fock basis
|ν′〉 ≡ |k1, . . . , kM′〉, where the number of output modes M′
may be higher than the number of inputs M. Moreover, let
U(g) be a set of available unitary operations that can be made
in the system. In linear optics the most general SU(M′) trans-
formation can be obtained with a collection of beam splitters
and phase shifters [47], as shown in Fig. 1. Such transfor-
mation can be expressed in the second quantized notation as
U(g) = ei
∑
kl Hkla
†
k al , where g = eiH is a M′ ×M′ unitary matrix.
State tomography requires reconstruction of the state ρ
from measurement outcomes, each specified by a series of
photon counts ν′. These outcome probabilities are readily cal-
culated as pν′,g = 〈ν′|U(g)†ρU(g)|ν′〉 for a specified interfer-
ometer configuration g. Expanding the above equation gives
pν′,g =
∑
α,β
〈ν′|U(g)†|α〉〈α|ρ|β〉〈β|U(g)|ν′〉 ≡ [L(ρ)]ν′,g , (2)
with the superoperator Lν′g,αβ = 〈ν′|U(g)†|α〉〈β|U(g)|ν′〉. The
superoperator L is constructed using different configurations
g j, with j = 1, . . . ,R. The numbers α and β index the ele-
ments of the Fock space, whose dimension is DN,M =
(
N+M−1
N
)
,
while ν′ = 1, . . . ,DN,M′ . As such, L is normally a rectan-
gular operator. Tomography is possible if there is a large
enough R such that the linear system (2) admits a unique so-
lution for any p. A unique solution is obtained [48] when
the Gramian matrix L†L has full rank. In this case, the best
reconstruction algorithm [48] is given by the pseudo-inverse
ρbest := (L†L)−1L†[p], which is always the best fit solution
that minimizes the least-square error.
For any linear optics configuration g, the matrix elements
〈β|U(g)|ν′〉 can be calculated exactly, either using combina-
torial expressions or matrix permanents [22, 49, 50]: for
|α〉 = |a1, a2, . . .〉 and |β〉 = |b1, b2, . . .〉, one finds 〈α|U(g)|β〉 =
per(g{α,β})/
√
α!β! where α! = a1!a2! . . . , and similarly for
β!, while g{α,β} is the N × N matrix obtained by copying ai
times the i-th columns of g and, and b j times the j-th row
of g. Although the computation of the matrix permanent is
#P-hard, it is still possible for the values of N and M avail-
able in near-term devices [51]. Moreover, there are cases for
which specific values of the permanent can be computed ana-
lytically [52–54]. In the worst case, without making any sim-
plifications about the permanents, in the Supplementary Ma-
terial we show that the number of operations to reconstruct the
state from Eq. (2) is O(poly(DN,M , 2N)). Therefore, as in qubit
systems, the difficulty is mostly due to exponentially growing
Hilbert space, rather than to the complexity of the permanent.
Given the above framework, we now sketch our proof of
Theorem 1, which is elaborated in the Supplementary Mate-
rial. In particular, we show that with interferometer configu-
rations {g j} j=1,...,R corresponding to a unitary 2N-design, exact
reconstruction is possible from experimental measurements of
pν′,g j for all j = 1, . . . ,R. Our theorem then follows from
known properties of unitary designs [37]: they exist for all N
and M, and their size is bounded by R < D2N,M2 .
To connect our tomographic task to unitary designs, we first
note that the matrix L is composed by U(g) ⊗ U(g)∗ ma-
trices. Although U(g) is an irreducible representation of g,
U(g) ⊗ U(g)∗ is not, and indeed it can be written as a direct
sum of Wigner-D matrices Dλrm,m′ where λr refer to different
irreducible representations and m,m′ are Gelfand-Tsetlin pat-
terns that index the different states (see Supplementary Mate-
rial). Since the matrices Dλrm,m′ (g) are orthogonal over g andL ∝ D(g), one can use the matrix D(g)∗ to construct an op-
erator Xν
′
αβ(g) such that 〈α|ρ|β〉 =
∑
ν′
∫
dg Xν
′
αβ(g)pν′,g, where
pν′,g are the outcome probabilities in Eq. (2).
Tomography is therefore achieved via a formal average over
the continuous group. However, this is not practical as it
3would require an infinite number of measurement configura-
tions. Instead we use the theory of weighted unitary designs
[37], to replace the continuous average with a discrete average
over a discrete set of unitaries g j. A q-design is a discrete set
of unitaries such that the weighted average of group functions
f (g) over those unitaries is equal to the average over the con-
tinuous group
∫
dg f (g), provided that f (g) is a polynomial of
at most degree q in g and g∗. Since the matrices D(g) are a
polynomial of at most degree N in g and g∗, one can choose
any weighted 2N-design protocol to analytically perform full-
state tomography, as shown in the Supplementary Material.
Calling g j those unitaries, 〈α|ρ|β〉 = ∑ν′, j Xν′αβ(g j)pν′,g j . This
concludes the proof of Theorem 1. We note however that uni-
tary 2N-designs satisfy a more stringent requirement than the
simpler inversion of Eq. (2), and consequently, this approach
is generally not optimal in terms of the number of measure-
ment configurations used. Theorem 1 can be trivially ex-
tended to mixtures ρ =
∑Nmax
N=1 piN ρN where ρN is a M-mode N-
photon state, as each N-photon state can be reconstructed in-
dependently via postselection (see Supplementary Material).
Minimum measurement configurations– We now consider
the minimum number of linear optics configurations R re-
quired to achieve tomography. Our second main result gives a
lower bound on the number of configurations required:
Theorem 2. An N-photon, M-mode state can be recon-
structed with photon counting and an M-mode linear optical
interferometer using at least
RN,M =
(
N + M
N
)
−
(
N + M − 2
M
)
(3)
configurations. More generally, for an interferometer with
M′ > M ≥ 2 modes and ancillary vacuum states, the mini-
mal number of reconfigurations is
RN,M,M′ =
[
(N + M − 2)!(M′ − 2)!
(N + M′ − 2)!(M − 2)!RN,M
]
, (4)
where [x] is the smallest integer greatest or equal to x.
Equation (3) shows that the number of measurement con-
figurations is larger than estimated from a simple counting
argument. In particular, the number of M-mode Fock states
with N total photons, DN,M =
(
N+M−1
N
)
, gives the dimension of
the symmetric Hilbert space. A generic state is thus specified
by D2N,M − 1 independent elements.
A single measurement configuration involves DN,M differ-
ent outcomes, which provide DN,M − 1 independent parame-
ters. Therefore, one may expect that DN,M + 1 configuration
may be sufficient for full state reconstruction. Instead, our
theorem shows a larger number is required, RN,M > DN,M + 1.
This increased requirement is due to linear optics provid-
ing only a subset of the possible unitary operations on the
multi-particle state. Nonetheless, complete tomography with
a smaller set of configurations is possible with ancillary output
modes, as RN,M,M′ < DN,M + 1 < RN,M for any M′ > M.
For the two-mode case, M = 2, an explicit measurement
protocol which saturates our bound RN,2 = 2N + 1 is known
[55]. This protocol exploits the Schwinger boson formal-
ism that maps our problem onto the tomography of a spin
S = N/2, allowing the use of known algorithms for large spin
systems [48, 56, 57]. However, this approach exploits prop-
erties of SU(2) representations that cannot be easily adapted
to larger M [58, 59]. Our theorem generalizes the above con-
struction to the general multi-mode case.
Two proofs of Theorem 2 are presented in the Supplemen-
tary Material, one based on representation theory and one
based on irreducible tensors. Here we briefly describe the
main steps of the second proof. Measuring diagonal ele-
ments in the Fock basis is equivalent to the measurement of
all the expectation values of polynomials of number operators
T kk = a
†
kak. According to Wick’s theorem, all independent
polynomials in the number operators can be written via the
rank r tensors T k1,...,krk1,...,kr = a
†
k1
· · · a†kr ak1 · · · akr . However, not all
〈T k1,...,krk1,...,kr 〉 are independent. For instance, if one measures 〈T kk 〉
for k = 1, . . . ,M−1, then one gets 〈T MM 〉 = N−
∑M−1
k=1 〈T kk 〉with-
out further measurements. In the Supplementary Material we
show that the number of independent rank-r tensors is Dr,M−1.
Their expectation value for r = 1, . . . ,N completely and
uniquely specify photodetection measurements. Similarly, the
full state is completely and uniquely specified by the expec-
tation value of the tensors T k1,...,kr
`1,...,`r
= a†k1 · · · a
†
kr
a`1 · · · a`r . The
number of such independent rank-r tensors is D2r,M − D2r−1,M .
Tomography then consists in reconstructing the expecta-
tion value of off-diagonal tensors from the measurement of
〈T k1,...,krk1,...,kr 〉 after different configurations U(g). Since the latter
corresponds to 〈U(g)†T k1,...,krk1,...,kr U(g)〉 = [g†⊗r〈T 〉g⊗r]
k1,...,kr
k1,...,kr
, all
off-diagonal tensors with different rank r can be reconstructed
independently for r = 1, . . . ,N. The most difficult tensor to
reconstruct is then that with r = N. Via dimensional count-
ing, this reconstruction requires [D2N,M − D2N−1,M]/DN,M−1 ≡
RN,M transformations. Equation (3) follows by assuming
that the same configurations are sufficient for reconstructing
even lower rank tensor. This latter assumption is the rea-
son why Eq. (3) is a lower bound. Similarly, Eq. (4) ap-
pears for different number of modes as RN,M,M′ = [(D2N,M −
D2N−1,M)/DN,M′−1] ≡ [RN,MDN,M−1/DN,M′−1].
Theorem 2 can be extended to mixtures ρ =
∑Nmax
N=1 piN ρN
where ρN is a M-mode N-photon state. In this case, the mini-
mal number of settings is maxN≤Nmax RN,M,M′ (see Supplemen-
tary Material). Theorem 2 also determines the number of
ancillary modes needed to achieve tomography with a single
measurement configuration:
Corollary. An N-photon, M-mode state can be reconstructed
with a single configuration of an M′-mode linear optical in-
terferometer if
DN,M′−1 ≥ D2N,M − D2N−1,M = RN,MDN,M−1 . (5)
The scaling of Eq. (5) can be investigated for large N
and M using the entropic expansion
(
n
k
)
≈ 2nH2(k/n), where
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FIG. 2. Number of measurement output modes required for full
tomography with a single experimental setup. The lower-bound (b)
is estimated from the minimal M′ that satisfies Eq. (5). The observed
numerical value (n) is obtained from the minimal M′ such that Eq. (2)
is invertible. For M = 2 we always observe M′ = 4, consistently with
Eq. (5).
H2(x) = −x log2 x−(1−x) log2(1−x) is the binary entropy. If
additionally N  M, we find that RN,MDN,M−1 ≈ N2M−3, and
DN,M′−1 ≈ NM′−2. Therefore the minimum number of mea-
surement modes required is given by
M′
NM
& 2M − 1 . (6)
In this limit, tomography can be achieved using a single mea-
surement configuration with photon counting over twice as
many modes as the input state, and this result is independent
of N.
In the opposite limit N  M, we approximate
(
N+M
M
)
≈
MN/N! to find
M′
NM
&
M2
N√N! . (7)
This seemingly counterintuitive result shows that the required
number of measured modes decreases as the number of pho-
tons increases. This is due to the large increase in number
of measurement outcomes that results from an increase in the
number of photons.
Practical implementation– We have done extensive numer-
ical experiments showing that the bound (3) is achieved by
Haar-random configurations {gα}α=1,...,R, which can be imple-
mented using programmable interferometers [60, 61]. In par-
ticular, we find that L has full-rank D2N,M only when RN,M , or
more, configurations are used. For M′ > M, we find that the
lower bound (4) is achievable with RN,M,M′ , or slightly more,
configurations. The slightly larger number of configurations
or modes required for full-tomography when M′ , M may
be due to the simple reconstruction algorithm, which does not
explicitly take into account independent components and nor-
malization.
The minimum number of measurement modes M′ required
for a single interferometer is shown in Fig. 2, which shows
agreement of numerical results calculated using a single sam-
ple from the Haar distribution and the minimal number that
satisfies Eq. (6). As predicted by Eq. (7), M′ initially de-
creases as a function of N and then becomes constant for
N ≈ M. When N ≈ M, we find H2 ≈ 1 and hence M′ & αM,
thus confirming the scaling relation (6), and its independence
on N, although with a larger α > 2. Based on these numeri-
cal experiments, we conjecture that with a single Haar-random
configuration one can perform full-reconstruction with a num-
ber of measurement modes that increases linearly with M.
In a realistic experiment, the number of detected photons
will sometimes fluctuate, either because of imperfect photon
sources (where N-photon states ρN are generated with proba-
bility piN), photon losses [62] or imperfect detector efficiency
[63, 64]. When there are either imperfect sources or losses, the
subset of detection events containing exactly the right number
of photons is sufficient to reconstruct the state, provided these
events occur at an acceptable rate. On the other hand, if losses
are low and well characterized, one can use all the measured
data to reconstruct the entire state ρ =
∑Nmax
N=1 piN ρN as we show
in the Supplementary Material.
Single-photon detectors (SPDs) that merely distinguish be-
tween vacuum and non-vacuum states are often employed in
realistic experiments, instead of true photon-counting detec-
tors. To achieve sensitivity to photon number, a nondeter-
ministic number resolving detector (NRD) can be built by
multiplexing SPDs using linear optics and ancillary vacuum
states [65–67]. We note that this concept is consistent with
the scheme shown in Fig. 1, and therefore for sufficiently large
M′, complete state reconstruction can be achieved with SPDs.
Since an NRD sensitive to N photons requires N SPDs, Eq. (6)
implies that O(NM) SPDs are required. For N  M fewer
SPDs are required, due to the vanishing probability that mul-
tiple photons emerge in the same mode of a random interfer-
ometer with M > O(N2) [22]. More precisely, from Eq. (7)
we get M′ > O(M2N/ N√N!) ≈ O(M2).
Conclusion– We have studied the feasibility and number
of measurement configurations required to perform quantum
tomography of a multi-mode multi-photon Fock state using
linear optics and photon counting. We have shown that any
such state can be tomographically reconstructed with a finite
number of linear optics configurations (Theorem 1). To do
so, we show that configurations corresponding to any unitary
2N-design [37] defines an analytical, thought non optimal, re-
construction protocol. Moreover, Theorem 2 quantifies the
minimal number of configurations, even when the number of
detectors M′ is larger than M. For sufficiently many detectors,
as specified by Eq. (5), this leads to tomography with a single
measurement configuration. Our results can be used to test
the optimality of tomography protocols with a finite number
of particles. For instance, the two-photon protocol presented
in [55] saturates our bound, and is therefore optimal. Finally,
we presented a simple reconstruction algorithm based on Haar
sampled unitary configurations, and we have observed that it
5is optimal for M′ = M and nearly optimality for M′ > M.
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SUPPLEMENTARY MATERIAL
Bosonic representation of U(M)
Let us consider a set of bosonic creation and annihilation
operators specified by a†iα and a jβ. Using second quantization
notation, we can define the operators
Ei j =
∑
α
a†iαa jα , (8)
where i, j = 1, . . . ,M, and
∑
i Eii = N. These operators satisfy
the U(M) commutation relations
[Ei j, Ekl] = δ jkEil − δilEk j . (9)
Since bosonic operators are symmetric upon exchange of par-
ticles, the extra index α will be used to simulate other symme-
tries. For instance, a two-mode anti-symmetric wave function
can be obtained with (a†1Ha
†
2V − a†1Va†2H)|0〉, where |0〉 is the
bosonic vacuum and α = H,V is an external index, such as
the horizontal (H) and vertical (V) photon polarization. The
operators Hi := Eii are called Cartan operators and form the
maximal subset of commuting operators in the algebra. Op-
erators Ei j are called raising operators for i < j and lowering
operators for i > j. If an eigenstate |ψ〉 is an eigenstate of all
Cartan operators Hi|ψ〉 = λi|ψ〉we say that the set (λ1, . . . , λM)
is a weight of the state |ψ〉. Clearly ∑i λi = N, where N is the
number of particles, as
∑
i Hi = N. Therefore, only M − 1
Cartan operators H˜i = Hi − Hi+1 are independent. A weight
(λ1, . . . , λM) is said to be higher than (λ′1, . . . , λ
′
M) if λ1 > λ
′
1,
or if λ1 = λ′1 and λ2 > λ
′
2 etc. Irreducible representations (ir-
reps) of the unitary group are uniquely characterized by their
highest weight. All the other states in a certain irrep can be
obtained from the highest weight state via multiple applica-
tions of the lowering operator [68]. A highest weight is a set
of integers λ1, . . . , λM that satisfy λi ≥ λi+1. These numbers
can be represented by a Young diagram Y(λ), which is an ar-
ray of left adjusted boxes, with λ1 boxes on the first row, λ2
boxes in the second row, etc. An alternative labeling of irreps
is via Dynkin labels (b1b2 . . . ) where b j is is the number of
columns in the Young diagram with j boxes.
The Gelfand-Tsetlin (GZ) basis [69] is a convenient basis
specified by a set of integers mi j
m1,M m2,M m3,M . . . mM,M
m1,M−1 m2,M−1 . . . mM−1,M−1
...
m1,2 m2,2
m1,1

.
In this basis the s-th row mrs gives the irreducible repre-
sentation of the subgroup U(s) in the chain decomposition
U(M)⊃U(M-1)⊃ · · · ⊃U(1). The entries in lower rows sat-
isfy the “betweenness condition” mk,i ≥ mk,i−1 ≥ mk+1,i [68].
The first row then specifies the irreps with λi = mi,M while
the other rows (that we collectively call m) specify the state
in that particular irreps. These states will be labeled then as
|λ,m〉. All Cartan operators Hi are diagonal in the GZ basis,
with eigenvalues (weights)
wi =
i∑
k=1
mk,i −
i−1∑
k=1
mk,i−1 . (10)
Because of the definition Eq. (8), the boson number operators
are diagonal in the GZ basis, namely the GZ basis is like a
Fock basis but with a convenient labelling. Highest weight
states are such that mki = mkM ≡ λk, namely where all the
elements in the same diagonal are equal. These states, that we
call |λ〉, have weights wi = λi and can be written in the second
quantized form as [69] |λ〉 ∝ B(λ)|0〉, where |0〉 is the bosonic
vacuum, and B(λ) is a polynomial in the creation operators
[70]
B(λ) =
(
∆11
)λ1−λ2 (
∆1212
)λ2−λ3 · · · (∆12···M12···M)λM , (11)
where ∆ is the Slater determinant
∆
i1,i2,...
j1, j2,...
= det

a†i1, j1 a
†
i1, j2
. . .
a†i2, j1 a
†
i2, j2
. . .
...
...
. . .
 . (12)
The fully symmetric representation with N particles is then
specified by the highest weight state with λ = (N, 0, . . . , 0).
Other states in the same irrep can be constructed from
the repeated action of lowering operators. For instance,
Ek+1,k |{mi, j}〉 = ∑l αlk({m})|{mi j − δilδ jk}〉, where the coeffi-
cients α are explicitly written in [71] (Chapter 18.1.2).
Generally we call a vector |λ,m〉 where λ specifies the first
row in the GZ pattern (and thus defines the irrep), while m
collects the other rows mk,i for i < M. An important vec-
tor for our discussion is |λ, 0〉; using (10), we see that this
vector is defined by the weight wi = 0 for i < M and
wM =
∑
i λi = N. Therefore, for the bosonic representation
λ = [N] := (N, 0, . . . , 0) this vector corresponds to the “boson
condensate” state where all the particles are in the M-th mode.
Other vectors in [N] are parametrized by the GZ pattern
m1,M−1 0 . . . 0
. . .
...
m1,2 0
m1,1
 .
where m1, j is related to the occupation number (10) via wi =
m1,i − m1,i−1, so here wi is the number of particles in mode i.
For a given irrep λ the Wigner matrices are defined as
Dλm,m′ (g) = 〈λ,m|U(g)|λ,m′〉 . (13)
These matrices are orthogonal with respect to the scalar prod-
uct ∫
dgDλm,m′ (g)Dλ˜m˜,m˜′ (g)∗ =
δλλ˜
dλ
δmm˜δm′m˜′ , (14)
8where dg is the Haar measure and dλ is the dimension of the
representation, given by [68]
dλ =
∏
1≤k<k′≤M
(
1 +
λk − λk′
k′ − k
)
. (15)
Given a representation λ = (λ1, . . . , λM) the conjugate rep-
resentation can be defined as λ∗ = (−λM , . . . ,−λ1). Indeed, a
representation of g = eih is U(g) = ei
∑
jk h jk E jk and its conjugate
is U(g)∗ = e−i
∑
jk h∗jk E jk , since the operators (8) are real (in the
Fock basis). Therefore, the Cartan operators Hi are mapped to
−Hi and so are the weights. However, with these definitions
highest weights in the conjugate representation corresponds
to lowest weights in the original one. The order reversal
λ∗ = (−λM , . . . ,−λ1) assures that highest weights are mapped
to highest weights. By definition the polynomial B(λ∗) asso-
ciated with the conjugate representation can be obtained from
(11) exchanging creation with annihilation operators. For
each GZ pattern m we can also get the corresponding dual
pattern m∗ by reflecting each row m∗k,i = (−mi,i, . . . ,−m1,i).
Although the GZ pattern now contains negative numbers, this
is not a problem because two patterns designate the same irrep
if mk,M = m′k,M + c – this can be used to bring the GZ basis
into the “normalized” form [68] where mM,M = 0. However,
the polynomials (11) are defined only when mk,M ≥ 0.
We consider the tensor product of the symmetric irrep
[N] := (N, 0, . . . , 0) and its conjugate [N]∗ := (0, . . . , 0,−N),
which in the normalized form is (N, . . . ,N, 0). As in the ad-
dition of angular momenta, this product can be written as a
direct sum of irreps. In general, see [71] Chapter 18.2.6,
the product of an irrep {mk,M} with the fully symmetric one
(N, 0, . . . , 0) is a direct sum over the irreps {mk,M + pk} where
the non-negative pk satisfy
∑
k pk = N and
m1,M + p1 ≥ m1,M ≥ m2,M + p2 ≥ · · · ≥ mM−2,M ≥
≥ mM−1,M + pM−1 ≥ mM−1,M ≥ mM,M + pM ≥ mM,M .
For the product of the symmetric irrep and its conjugate, the
above equations force p2 = · · · = pM−1 = 0. All the solu-
tions can then be parametrized by an integer 0 ≤ ` ≤ N such
that p1 = ` and pM = N − `. The resulting irreps are then
(N + `,N, . . . ,N,N − `) in the normalized form. These can be
written in the more compact form λ` := (`, 0, . . . , 0,−`). Im-
portant states for our analysis are the ones with zero weight.
These are the states such that
∑i
k=1 mk,i = 0, namely the states
such that, if you reflect the GZ pattern m along the central
vertical axis, you obtain −m. For M = 2 and any `, the only
state is the one with m1,1 = 0. For M = 3 all the ` + 1 states
with m1,1 = 0 and m1,2 = −m2,2 with 0 ≤ m1,2 ≤ ` have zero
weight. In general the number of zero weight states for fixed
` is
d0`,M =
(
` + M − 2
`
)
. (16)
Proof of the main theorems
In Ref. [4] (arXiv version) it has been shown that any
bosonic density matrix (in fact any operator) with N bosons
and M modes can be written in the integral form (P-
representation)
ρ =
∫
UM
dx Pρ(x) |(x)N〉〈(x)N | (17)
where the integration is over the continuous group UM =
U(M)/U(M−1) × U(1),
|(x)N〉 = |x〉⊗N =
(∑M
j=1 x ja
†
j
)N
√
N!
|0〉 , (18)
is a bosonic condensate, and
Pρ(x) =
N∑
`=0
∑
m
pρ(`,m)y`,m(x) , (19)
where pρ(`,m) are coefficients, m is a GZ pattern correspond-
ing to the irrep λ`, and y`,m(g) = Dλ`m,0(g) is written in terms
of the Wigner matrices (13). A generic g ∈ U(M) can be de-
composed as g = xh with x ∈ UM and h ∈ U(M − 1) × U(1).
The bosonic condensate (18) can be written in terms of the
state |λ, 0〉 for λ = [N]. Indeed, as shown in the previous
section, this state is the one where all the particles are in the
M-th mode. Since this state is invariant under U(M − 1) one
finds that then |(x)N〉 = U(g)|[N], 0〉 ≡ U(x)|[N], 0〉. Because
of this, from the orthogonality of Wigner matrices (14), one
finds that∫
UM
dx y`,m(x)y`′,m′ (x)∗ =
∫
U(M)
dgDλ`m,0(g)Dλ`′m′,0(g)∗ =
=
1
d`
δ`,`′δm,m′ , (20)
where d` = dλ` .
Operators diagonal in the Fock basis are also diagonal in
the GZ basis. One can therefore use the latter for calculations.
Off-diagonal elements of the density matrix are then
ρm,m′ = 〈[N],m|ρ|[N],m′〉 . (21)
Using the P-representation (17), one has 〈[N],m|(x)N〉 =
D[N]m,0(x), and similarly 〈(x)N |[N],m〉 = (〈[N],m|(x)N〉)∗ =
D[N]m,0(x)∗ = D[N]
∗
m∗,0(x), so
ρm,m′ =
∫
dx Pρ(x)D[N]m,0(x)D[N]
∗
m′∗,0(x) (22)
=
∫
dx Pρ(x)
[
D[N]∗m∗,0(x)D[N]m′,0(x)
]∗
. (23)
An explicit form for the polynomial D[N]m,0(x) for x ∈ UM is
written in [70] (Chapter 5.2.5)
D[N]m,0(x) =
1√
d[N]
M∏
j=1
xw jj√
w j!
(24)
9where w j = m1, j − m1, j−1. As we have shown in the previous
section the tensor product of [N] and [N]∗ is a sum of irreps
λ`. From the expansion of Wigner functions (see [71] Chapter
18.2.1)
Ym′,m∗ (x) = D[N]∗m∗,0(x)D[N]m′,0(x)
=
N∑
`=0
∑
m˜,m0
ΓN` (m
′,m∗|m˜,m0)Dλ`m˜,m0 (x) (25)
where
ΓN` (m
′,m∗|m˜,m0) =
∑
r
〈[N]∗,m∗; [N],m′|λ`, r, m˜〉×
× 〈λ`, r,m0|[N]∗, 0; [N], 0〉 (26)
and 〈λ,m; λ′,m′|λ′′, r,m′′〉 is the Clebsch-Gordan coefficient
with multiplicity r [68, 71]. The Clebsch-Gordan coefficients
are real, and different from zero only if the weights (10) coin-
cide [68], namely if wi(m′) + wi(m) = wi(m′′) for any i. When
m′ = m∗ the only possibility is when m is a zero weight state.
Therefore, from the orthogonality (20) we find
ρm,m′ =
∫
U(M)
dg Pρ(g)Y∗m′,m∗ (g) =
=
N∑
`=0
∑
m˜
pρ(`, m˜)
d`
ΓN` (m
′,m∗|m˜, 0) , (27)
ρm,m =
N∑
`=0
∑
m˜∈Z`
pρ(`, m˜)
d`
ΓN` (m,m
∗|m˜, 0) , (28)
where we used (25) and the orthogonality (14). In (27) where
the range of m˜ is bounded for any ` by the “betweenness”
condition, and Z` is the set of zero weight states in `. From
the dimensionality (16), and since
∑N
`=0 d
0
`,M = DN,M we see
that the diagonal elements of the density matrix are in one-to-
one correspondence with the numbers pρ(`,m) for m ∈ Z`.
We now calculate the diagonal elements after the applica-
tion of a rotation g′ ∈ U(M),
pn(g′) = 〈[N], n|U(g)ρU(g)†|[N], n〉 = (29)
=
∫
U(M)
dg Pρ(g)Y∗n,n∗ (g′†g) .
Since
Dλ`m˜,m0 (g′†g)∗ =
∑
λ,m
〈λ`, m˜|U(g′)†|λ,m〉∗〈λ,m|U(g)|λ`,m0〉∗
=
∑
m
Dλ`m,m˜(g′)Dλ`m,m0 (g)∗
(30)
where in the first equation we introduce a resolution of the
identity. Inserting the above equation in (29) and using the
orthogonality (14) we find
pn(g) =
N∑
`=0
∑
m
∑
m0∈Z`
ΓN` (n, n
∗|m0, 0) pρ(`,m)d` D
λ`
m,m0 (g) . (31)
The Clebsch-Gordon coefficients satisfy the orthogonality re-
lations [71]∑
mm′
〈µ′, r′, n′|λ,m; λ′,m′〉〈λ,m; λ′,m′|µ, r, n〉 = δµ,µ′δnn′δrr′ ,∑
µrp
〈λ,m; λ′,m′|µ, r, p〉〈µ, r, p|λ, n; λ′, n′〉 = δm,nδm′n′ .
From these we find the orthogonality relation∑
m,m′
ΓN` (m,m
′|m˜,m0)ΓN`′ (m,m′|m˜′,m′0) = δ`,`′×
× δm˜,m˜′ΓN` (0, 0|m0,m′0) . (32)
and ∑
`,m˜
ΓN` (m,m
′|m˜, m˜) = δm,0δm′,0 . (33)
Moreover, when m˜ ∈ Z` the selection rule shows that for each
m in [N] there is only a single m′ in [N]∗ such that w j(m) +
w j(m′) = 0; this state is m′ = m∗. Therefore, we can remove
one element from the sum (32) and write∑
n
ΓN` (n, n
∗|m˜0,m0)ΓN`′ (n, n∗|m˜′0,m′0) = δ`,`′×
× δm˜0,m˜′0ΓN` (0, 0|m0,m′0) ,
for m˜0 ∈ Z`, m˜′0 ∈ Z`′ . From the above relations∑
n
ΓN` (n, n
∗|m0, 0)pn(g) =
∑
m
Pρ(`,m)
d`
ΓN` (0, 0|0, 0)Dλ`m,m0 (g) .
Since ΓN
`
(0, 0|0, 0) , 0 for any 0 ≤ ` ≤ N ([4] Corollary 3),
we define then
p`m0,g =
∑
n
ΓN
`
(n, n∗|m0, 0)∗
ΓN
`
(0, 0|0, 0) pn(g) =
∑
m
Pρ(`,m)
d`
Dλ`m,m0 (g) .
(34)
The above result shows that if we can find a discrete set of
unitaries gα such that Dλ`m,m0 (g) is invertible, then we can ob-
tain Pρ(`,m) and hence ρm,m′ . Indeed, if there is a discrete set
of unitaries {gα} and a matrix X such that∑
m0,α
X`m′,m0gαDλ`m,m0 (gα) = δm,m′ , (35)
then from Eq. (27)
ρm,m′ =
N∑
`=0
∑
m˜,m0,α
ΓN` (m
′,m∗|m˜, 0)X`m˜,m0gα p`m0,gα . (36)
Proof of Theorem 1: Unitary design
An analytic solution to Eq. (35) is obtained from the theory
of unitary designs [37]. A set of unitaries gαα=1,...,R is called a
weighted unitary t-design if∑
α
w(gα)g⊗tα ⊗ g∗⊗tα =
∫
U(M)
dg g⊗t ⊗ g∗⊗t , (37)
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where dg is the Haar measure, and w is a weight. In other
terms, a weighted unitary t-design is a collection of unitaries
such that the weighted average of any polynomial function
ft(g), with maximal degree t in both gi j and g∗kl, is equal to the
average over the entire continuous group
∫
dg ft(g). From the
expansion (25) and from (24), we see thatDλ`m,m0 , and in partic-
ularDλNm,m0 , are at most polynomial functions of degree N in g
and g∗. Therefore, if gαα=1,...,R is a weighted 2N-design, then a
solution of (35) is obtained by setting X`m,m0,g = d`w(g)Dλ`∗m,m0 .
Indeed, from the definition of unitary design Eq. (35) becomes∑
m0,α
X`m′,m0gαDλ`m,m0 (g) = d`
∑
m0,α
w(gα)Dλ`m′,m0 (gα)∗Dλ`m,m0 (gα)
= d`
∫
dgDλ`m′,m0 (g)∗Dλ`m,m0 (g) = δm,m′ ,
where in the last equation we used the orthogonality of Wigner
matrices. Therefore, for any weighted unitary 2N-design, one
can find an analytic solution to the tomographic reconstruction
of the state
ρm,m′ =
N∑
`=0
∑
m˜,m0,α
ΓN` (m
′,m∗|m˜, 0)d`w(gα)Dλ`m˜,m0 (gα)∗p`m0,gα .
Note that the requirement that the matrices gα form a unitary
2N-design is much stronger than (35). Indeed, with a unitary
design, the average over any polynomial function is equal to
the group integral, while for inverting (35) it is required that
the discrete average is equal to the group integral only for
specific set of functions (product of Wigner matrices). Up-
per and lower bounds on the size of a 2N-design is given in
[37], where they found that
B(M,N) ≤ R ≤ B(M, 2N) , (38)
where
B(M,N) =
∑
λ:|λ+ |≤N
d2λ,M . (39)
where |λ+| is the sum of the positive elements in λ and dλ,M ,
with explicit dependence on M, is written in (15). Moreover,
[37]
B(M,N) ≤
(
M2 + N − 1
N
)2
≡ D2N,M2 . (40)
Proof of Theorem 2
Let R be the number of unitaries gαα=1,...,R. The matrix
Y`m,m0α = Dλ`m,m0 (gα) has dimension d`×(Rd0`,M). As in the main
text, we focus on the higher dimensional irrep, namely ` = N,
and we want to count the number R of matrices gα required to
make the matrix YN invertible. Note that the Wigner D func-
tionsDλ`m,m0 (gα) play the same role of the irreducible symmet-
ric tensor of rank r = ` discussed in the main text. For r = N,
thanks to Eq. (16), we find d0N,M = DN,M−1. On the other
hand, explicitly solving Eq. (15), we find dN = RN,MDN,M−1.
Therefore, in order to make Y invertible for ` = N, one finds
R ≥ RN,M . This completes the proof of theorem 2, as the in-
verse in (35) exists. The lower bound can be achieved if the
same unitaries gα enable also the inversion Y` for ` < N. The
reconstruction algorithm is then Eq. (36).
Finally, we consider the case where the number of output
modes M′ is different from the number of inputs. Technically,
all equations are still valid, because we can first expand the
input space into M′ > M modes, and select only inputs com-
ing from M mode subspace. One can still write then Eq. (35)
and (36). As for Eq. (35), for the worst case scenario ` = N,
the number of possible m0 is now d0N,M′ = DN,M′−1, while the
number of m is dN = RN,MDN,M−1. From this we find an alter-
native proof our corollary Eq. (5).
Analytical solutions for M=2
SU(2) is formed by the matrices
U(g) = eiφS z eiθS y eiηS z , (41)
where S α are the spin matrices in an arbitrary representation.
The states |λl,m〉 are parametrized by a single integer −` ≤
m ≤ `. Moreover, there is only one zero-weight state m0 = 0.
To map these indices to standard spin notation we parametrize
these numbers with semi-integers S = `/2 and M = m/2 (in
this section M is not the number of modes, which is always
two), therefore
Dλ`m,m0 (g) = y`,m(g) = eiφMdSM,0(θ) , (42)
where dSM,M′ (θ) = 〈S ,M|eiθS y |S ,M′〉 is the Wigner function,
and the dependence of η disappears. If we choose XSM(θ, φ) =
γe−iφM[dSM,0(θ)]
−1, where γ is a normalization, and hence we
need to select θ such that dSM,0(θ) , 0 then the condition (35)
can be written as
γ
∑
α
eiφα(M−M
′)
dSM,0(θα)
dSM′,0(θα)
= δM,M′ , (43)
where −2S ≤ M − M′ ≤ 2S , namely −` ≤ M − M′ ≤ `. In
the worst case scenario, −N ≤ M − M′ ≤ N. Therefore, using
standard properties of discrete Fourier Transform, a solution
of the above equation, valid for any M and M′, is
θα = θ , φα =
2piα
2N + 1
, γ =
1
2N + 1
, (44)
for α = 0, . . . , 2N, where θ is such that dSM,0(θ) , 0 for any
M. This solution is therefore equivalent to the Newton and
Young algorithm for SU(2) tomography [56]. As the number
of setups is R = 2N + 1, this protocol saturates the bound (3).
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Alternative proof of the minimal number of configurations
We first present an alternative proof of Eq. (3). We note
that photodetection is equivalent to the measurement of all
the expectation values of polynomials of number operators
T kk = a
†
kak. Not all of these expectation values are indepen-
dent. For instance, if one measures 〈T kk 〉 for k = 1, . . . ,M − 1,
then one gets 〈T MM 〉 = N −
∑M−1
k=1 〈T kk 〉 without further mea-
surements. Thanks to Wick’s theorem, all independent poly-
nomials in the number operators can be written via the rank r
tensors Tα1,...,αrα1,...,αr = a
†
α1 · · · a†αr aα1 · · · aαr , where we fix the con-
vention that Greek indices α j range from 1 to M − 1 while
Latin indices k j range from 1 to M. Tensors with some indices
M can be written in terms of other tensors with indices from 1
to M − 1. For fixed rank r, the number of independent expec-
tation values 〈Tα1,...,αrα1,...,αr 〉 is Dr,M−1. Moreover, such expectation
values are zero for r > N. The expectation values 〈Tα1,...,αrα1,...,αr 〉
for r = 1, . . . ,N uniquely specify the outcome of photodetec-
tion. Indeed,
∑N
r=1 Dr,M−1 = DN,M − 1 so all the information
about photodetection is contained in the expectation values of
the independent tensors Tα1,...,αrα1,...,αr .
Consider now a linear optical transformation, namely a col-
lection of beam splitters and phase shifters, expressed by an ir-
reducible representation U(g) = ei
∑
kl Hkla
†
k al of a SU(M), where
g = eiH is a M×M unitary matrix. Applying first a linear opti-
cal network and then performing photodetection is equivalent
to the measurement of the diagonal elements of U(g)ρU(g)†
or, equivalently in the Heisenberg picture, of the independent
tensors U(g)†Tα1,...,αrα1,...,αr U(g). With many choices of g one then
aims at measuring all the rank r tensors
T k1,...,kr
`1,...,`r
= a†k1 · · · a
†
kr
a`1 · · · a`r , (45)
for 1 ≤ r ≤ N. Note that the above tensor has Latin indices,
each ranging from 1 to M. In fact U(g)†Tα1,...,αrα1,...,αr U(g) may have
some indices equal to M. The above tensor is totally sym-
metric in its upper and lower indices, but not in mixtures of
them. The numbers 〈T k1,...,kr
`1,...,`r
〉 provide D2r,M expectation val-
ues, but not all of them are independent, since 〈T M,k2,...,krM,`2,...,`r 〉 can
be written in terms of other expectation values. These depen-
dent operators are D2r−1,M . Therefore, the number of indepen-
dent rank r expectation values is D2r,M − D2r−1,M . The inde-
pendent expectation values are the numbers 〈T k1,...,kr
`1,...,`r
〉 where
there is never both an upper and lower index M. These num-
bers completely and uniquely specify the state ρ, and indeed∑N
r=1 D
2
r,M − D2r−1,M = D2N,M − 1, which is the number of inde-
pendent components in the density matrix ρ. Rank r tensors
transform as U(g)†T k1,...,kr
`1,...,`r
U(g) = [g†⊗rTg⊗r]k1,...,kr
`1,...,`r
, so each
photodetection after the linear transformation g allows us to
measure the independent components [g†⊗rTg⊗r]α1,...,αrα1,...,αr . What
is the minimal number of g to reconstruct all off-diagonal
elements 〈T k1,...,kr
`1,...,`r
〉? Fox fixed r all the tensor components
are independent (provided that index M is not both on up-
per and lower indices), so the most difficult tensor elements
to reconstruct are those for r = N. The number of inde-
pendent components in this tensor is D2N,M − D2N−1,M , but
each photodetection with a fixed choice of g allows us to get
DN,M−1 independent values. Therefore, the minimal number
of g is [D2N,M − D2N−1,M]/DN,M−1 ≡ RN,M . This concludes
the proof of Eq. (3). Similarly, Eq. (4) appears for different
number of modes as RN,M,M′ = [(D2N,M − D2N−1,M)/DN,M′−1] ≡
[RN,MDN,M−1/DN,M′−1].
Note that this construction does not show that this lower
bound is achievable, because the values of g used to construct
the rank N expectation values may not enable the reconstruc-
tion of the other expectation values with r < N. Nonetheless,
an explicit protocol which achieves our lower bound is known
[55] for M = 2.
Analytical reconstruction algorithm for M = 2
It is instructive to rephrase the analytic protocol discussed
in Section for M = 2, based on the spin tomography protocols
[56], to see why the settings developed for the reconstruction
of rank N tensors are normally enough for the reconstruction
of lower-rank tensors. According to [56], SU(2) tomography
can be achieved with RN,2 = 2N + 1 unitary matrices g, ob-
tained by first applying different rotations φ j along the z axis,
with φ j = 2pi j/(2N +1) and j = 1, . . . , 2N +1, and then a fixed
rotation with angle θ along the y axis (see also Appendix ). In
the linear optics setup, this corresponds to the application of
different phase shifts φ j on a single mode, followed by a beam
splitter with transmissivity related to θ. We set then U(g) =
eθ(a
†
1a2−a†2a1)eiφa
†
2a2 and we note that for M = 2 the Greek indices
can only take the single value α j = 1. Therefore, p(φ, θ) =
〈[g†⊗rTg⊗r]α1,...,αrα1,...,αr 〉 =
∑
{k j},{` j}〈T k1,...,kr`1,...,`r 〉
∏r
j=1(g
∗
k j,1
g` j,1), where
the left-hand side contains the measured values and the right
hand side contains the off-diagonal elements that we want to
reconstruct. Calling fk`(θ) the θ dependent part, we can write
p(φ, θ) =
∑
{k j},{` j} fk`(θ)〈T k1,...,kr`1,...,`r 〉eiφ(n{`=2}−n{k=2}), where n{`=2} is
the number of indices ` j = 2 and similarly for n{k=2}. Since in-
dependent tensors cannot have indices equal to 2 in both upper
and lower indices, the number I = n{`=2} − n{k=2} = −r, . . . , r
completely specify the indices of the independent tensors. To
reconstruct 〈T k1,...,kr
`1,...,`r
〉 one then simply has to choose different
phases φ j such that the matrix eiφ jI with I = −r, . . . , r can be
inverted for any r. Clearly one can consider the worst case r =
N and chose the Fourier transform where φ j = 2pi j/(2N + 1),
so that 〈T (I)〉 ∝ ∑ j e−iφ jI p(φ j, θ)/ fI(θ), where I groups the
indices k and `. We remark that this choice is obtained by
trying to invert the most complicated case r = N, but since∑
j eiφ j(I−J) ∝ δI,J for any −N ≤ I, J ≤ N, with the same
rotations one automatically obtains the lower rank tensors,
where the only difference is that I, J are constrained to smaller
ranges. We conjecture that a similar construction applies also
for higher values of M, and that the bound RN,M can always
be achieved. This is indeed what we have observed in nu-
merical simulations for different values of M and N and RN,M
Haar-random choices of g.
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Imperfections
Here we study in more detail how to deal with possible er-
rors in photon sources and detectors. Eventual photon losses
in the interferometer can be included into the detector effi-
ciency. Indeed, consider a model of an imperfect measure-
ment as an extended linear optical interferometer wherein
some ancillary modes are unmeasured [62]. For uniform ef-
ficiency per mode η, the input-output relationship [62] is de-
scribed by ηU where U is a unitary M′×M′ matrix (as in Fig. 1
of the main text). The resulting probability, given by Eq. 2 of
the main text, is then pν′,g,η = ηN pν′,g where ηN is the proba-
bility of loosing no photons, and pν′,g is the conditional output
probability, given that no photons have been lost. Because of
this, photon losses can be modeled via auxiliary beam split-
ters that bring some photons to an unmeasured environment.
An imperfect detector can also be modeled as a perfect detec-
tor with an extra beam splitter in front. Therefore, assuming
that losses are uniform and independent on the configuration
of the interferometer, we can include them into the detector
efficiency.
We first consider the simplified case where either the pho-
ton sources or the detectors are imperfect, where a simple
post-selection can be applied to reconstruct the correct state.
The case where both imperfect sources and detectors are
present is treated then in Sec. .
Imperfect sources, perfect detectors
Suppose that the source emits N photons with probability
piN . The resulting state is then
ρ =
Nmax∑
N=0
piNρN , (46)
where each ρN is a possibly mixed state with N photons in M
modes. This probabilistic description is appropriate for com-
mon source imperfections, such as emission of a single emit-
ter into an undesired spatial mode and inefficient heralding
from a two-mode state generated by spontaneous parametric
wave-mixing. Assuming perfect detectors, our protocol can
be trivially extended to measure not only ρN for the expected
number of photon N, but also the entire state ρ with the re-
sulting probabilities piN . Indeed, we can expand the photon
probability after detection as
pn(g) = 〈n|U(g)ρU(g)†|n〉
=
∑
N
piN 〈[N], n|U(g)ρNU(g)†|[N], n〉
=
∑
n
piN pNn (g) , (47)
where |n〉 = |n1, . . . , nm〉 is a generic multimode Fock state and
|[N], n〉 is a Fock state such that ∑ j n j = N. By post-selecting
the measurement outcomes such that there are exactly N pho-
tons one can reconstruct the conditional probability
pNn (g) = 〈[N], n|U(g)ρNU(g)†|[N], n〉 . (48)
These probabilities can then be used to reconstruct the state
following the procedure outlined in the main text. In other
terms, post-selection allows us to treat the photon state in
Eq. (46) as having exactly N particles. The number of mea-
surement settings is then RN,M , or RN,M,M′ when the number of
output modes is different. Nonetheless, one can go much fur-
ther: by post-selecting over different photon numbers one can
then reconstruct all the states ρN for N = 1, . . . ,Nmax. From
the same outcomes one can then estimate piN , as the posterior
probability of detecting N photons.
We have observed in all numerical experiments that the
same settings g used to reconstruct ρN can also be used to
reconstruct the other states ρN′ with N′ , N. Assuming that
this numerical observation holds true in general, the required
number of settings for complete reconstruction is then
max
N∈{1,...,Nmax}
RN,M,M′ . (49)
The above number also provides the lower bound on the num-
ber of settings required for state tomography when the number
of photons is uncertain. Remarkably, this number can be finite
even when Nmax is unbounded. This is due to the fact that,
as we have discussed in the main text and shown in Fig. (2),
RN,M,M′ can decrease as a function of N, for certain choices of
M′.
Perfect sources, imperfect detectors
Consider a single detector with efficiency η. The probabil-
ity to detect k photons when there are n incident photons is
given by
Pη(k|n) =
(
n
k
)
ηk(1 − η)n−k . (50)
A simple way to explain the above formula is that a pho-
todetector with its detection efficiency η can be interpreted
as a perfect detector with a beam splitter in front. Here the
beam splitters transitivity is determined by the detection ef-
ficiency. In case of multiple detectors n = {n1, . . . , nM},
k = {k1, . . . , kM} and
Pη(k|n) =
M∏
j=1
Pη j (k j|n j) , (51)
where η j is the efficiency of the detector on mode j.
The simplest way to deal with imperfect detectors is again
post-selection: assuming that the input state has exactly N
photons, one can ignore all measurement outcomes where the
total number of detected photons is different from N. This
approach is viable as long as the data rate is sufficient.
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Nonetheless, it has been shown in [63, 64] that neglecting
outcomes (namely post-selection) is not necessary, as long as
the detection efficiency is well characterized. Indeed, suppose
that the true photon distribution is pNn (g), where
∑
j n j = N,
then the detected distribution is
pd(k, g) =
∑
n
Pη(k|n)pNn (g) . (52)
Different methods have been proposed [63, 64] to reconstruct
pNn (g) given the detected probability p
d(k, g), e.g. based on
inverting the above matrix equation, or with maximum likeli-
hood estimators or finally using Bayes’ theorem.
Imperfect sources, imperfect detectors
When there are both imperfect sources and imperfect detec-
tors, then post-selection is not anymore a viable solution. Sup-
pose indeed that the initial state is the one of Eq. (46), where
the expected number of photons is N, while larger or smaller
values are due to imperfect sources. It could be that the source
generates a higher photon-number, but then one photon is lost
so the number of detected photons is still N. Post-selection
is clearly not able to remove this source of errors, so one has
to rely on the inversion of Eq.(52), which is expected to be
highly accurate when the detectors’ efficiency is sufficiently
high.
More precisely, we can combine (47) with (52) to write
pd(k, g) =
∑
n
Pη(k|n)pn(g) (53)
=
∑
n
Pη(k|n)
∑
N
piN pNn (g) .
One can reconstruct the entire probability pn(g) by “inverting”
the first equation, as described in [63, 64], and then finding
piN and pNn (g) by conditioning. The resulting reconstruction
protocol would then be equivalent to the one presented in Sec.
Remark about numerical experiments
The numerical experiments are performed by generating R
Haar random unitary matrices g, calculating the superopera-
tor Lν′g,αβ = 〈ν′|U(g)†|α〉〈β|U(g)|ν′〉, and then finally study-
ing the rank of the Gramian matrix L†L. Complete tomogra-
phy is possible when such Gramian matrix has full-rank. We
have observed that numerically generated Haar random ma-
trices were always capable of producing a full rank Gramian
when R ≥ RN,M unitary matrices are employed. This numeri-
cally shows that our lower bound is achievable with Haar ran-
dom configurations, at least for the sizes tested (M ≤ 6 and
N ≤ 10).
Moreover, we have also numerically generated random lin-
ear optics configurations following the universal construction
of Ref. [47]. We have observed that even when we con-
sider random matrices obtained with random phase shifters
and beam splitters (i.e. phase shifters and transmissivities
sampled from independent uniform distributions), we obtain
the same results. Such random matrices are not necessarily
Haar random, but still they are “random enough” to provide
the necessary information for complete state reconstruction.
A more sophisticated construction can be obtained following
the techniques of Ref. [60]. On the other hand, random phase
shifts and fixed transmissivities are sufficient for M = 2, as
also shown by the Newton and Young algorithm [56], but not
for M > 2. Therefore, we conjecture that linear optics config-
urations with uniformly random phase shifters and trasnmis-
sivities are sufficient for complete tomography with minimal
measurement settings.
Numerical complexity of state reconstruction
We study the numerical complexity of a simple state re-
construction protocol, based just on the maximum likelihood
estimator
ρMLE := (L†L)−1L†[p] , (54)
where Lν′g,αβ = 〈ν′|U(g)†|α〉〈β|U(g)|ν′〉, and pν′,g =
〈ν′|U(g)†ρU(g)|ν′〉 are the measured probabilities. Here we
do not study any possible simplification in the evaluation of
matrix permanents and consider the cost of evaluating the in-
dependent permanents 〈β|U(g)|ν′〉, without any other assump-
tion. Indeed, as discussed in the main text, 〈β|U(g)|ν′〉 can be
written as the permanent of a N×N matrix. Using Ryser’s for-
mula [72] the cost of evaluating such permanent is O(2N−1N)
arithmetic operations. Such cost is independent on the num-
ber of input and output modes M and M′. This estimate can be
highly improved, for instance it is known that when there are
many collisions (e.g. M > N) the permanent is easier [22].
However, here we do not consider any simplifying assump-
tion and study just the numerical complexity with Ryser’s al-
gorithm. In that case, one has to evaluate
O(RN,M,M′DN,MDN,M′ ) ≈ O
(
RN,M
DN,M−1
DN,M′−1
DN,MDN,M′
)
(55)
of such permanents.
When N  M,M′ then RN,M ≈ DN,M ≈ NM−1 so the com-
plexity of building 〈β|U(g)|ν′〉 is O(N3M−22N−1). The max-
imum likelihood estimator then requires a polynomial num-
ber of operations in matrix dimensions, so the total numer-
ical complexity is poly(N2M−2, 2N−1) ' poly(DN,M ,N2N−1),
which is polynomial in terms of the Hilbert space dimension,
but exponential in terms of number of photons. The regime
where RN,M,M′ ≈ 1 reduces the experimental complexity, at
least in terms of number of configurations, but does not re-
duce the numerical overhead: as M′ ≈ 2M − 1 (Eq.6 from
the main text), the complexity is still O(NM−1NM′−1N2N−1) ≈
O(N3M−22N−1). Nonetheless, this overhead can possibly be
highly improved by exploiting numerical simplifications that
takes into account particle collisions [22], which are inevitable
when N  M.
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On the other hand, in the opposite regime M 
N particle collisions are unlikely. In this regime
RN,M ≈ DN,M+1 ≈ MN/N! and we get a complexity
poly((MN/N!)3,N2N−1). Therefore, in both limits we obtain
the scaling O(poly(DN,M ,N2N−1)).
