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Prediction of the glass forming ability (GFA) of alloys remains a major challenge. We are not able
to predict the composition dependence of the GFA of even binary alloys. To investigate the effect of
each element’s propensity to form particular crystal structures on glass formation, we focus on binary
alloys composed of elements with the same size, but different atomic symmetries using the patchy-
particle model. For mixtures with atomic symmetries that promote different crystal structures, the
minimum critical cooling rate Rc is only a factor of 5 lower than that for the pure substances. For
mixtures with different atomic symmetries that promote local crystalline and icosahedral order, the
minimum Rc is more than 3 orders of magnitude lower than that for pure substances. Results for Rc
for the patchy-particle model are in agreement with those from embedded atom method simulations
and sputtering experiments of NiCu, TiAl, and high entropy alloys.
Bulk metallic glasses (BMGs), which are multi-
component alloys with disordered atomic-scale structure,
are a promising materials class because they combine
metal-like strength with plastic-like processability [1, 2].
Despite their potential, they have not been widely used,
likely because current BMGs do not combine multiple ad-
vantageous properties, such as high strength, high frac-
ture toughness, and low material cost [3–6].
A first step in the BMG design process is the abil-
ity to predict the glass-forming ability (GFA), or criti-
cal cooling rate Rc below which crystallization occurs.
BMGs with good GFA, e.g. Pd42.5Cu30Ni7.5P20 with
Rc ∼ 10−2 K/s, have been identified mainly through
time-consuming experiments that are guided by empiri-
cal rules [7, 8]. The number of alloys that can potentially
form metallic glasses is enormous, i.e. more than 106 for
four-component alloys with 32 possible elements and 1%
increments in composition of the four elements [6]. How-
ever, even using the latest high-throughput sputtering
techniques, researchers can only characterize a minute
fraction of these [9–12].
We seek to develop a computational platform to pre-
dict the GFA of alloys. We focus on binary systems (with
elements A and B) and determine whether the best GFA
occurs for equal proportions of A and B, or for the A- or
B-rich systems. The answer to even this simple question
is unknown for most binary alloys. Prior studies have
focused on the role of atomic size and cohesive energy in
determining the GFA of alloys [14, 15, 18]. Other studies
suggest that the composition with the best GFA can be
predicted from the equilibrium liquidus curve [17, 19].
However, many alloys do not possess eutectic points,
and there are numerous examples where the composi-
tion with the best GFA deviates from the deepest eu-
tectic [4, 20, 21]. Few studies have considered the effect
of each element’s propensity to form particular crystal
structures on the GFA of alloys.
To simplify the problem, we consider binary alloys for
which the atomic radii are the same, and investigate how
the GFA depends on the competing crystalline phases
of the pure substances. We first investigated the GFA
of two specific binary alloys, NiCu and TiAl, using MD
simulations of embedded atom method (EAM) potentials
to determine Rc versus alloy composition [22, 23]. When
the pure substances crystallize, Ni and Cu form face-
centered cubic (FCC) crystals; Ti forms hexagonal close
packed (HCP) and Al forms FCC crystals in equilibrium.
(Details of the EAM simulations are provided in the Sup-
plemental Materials (SM) [24].) We show in Fig. 1 (a)
that Rc for NiCu varies by less than a factor of 5 over
the full range of composition. In contrast, Rc for TiAl
decreases by more than three orders of magnitude as the
fraction of Al is increased. We find similar results for
the GFA of NiCu and TiAl alloys in co-sputtering exper-
iments, which correspond to R ∼ 109 K/s (Fig. 1 (b)).
(See SM for experimental details.) We observe only crys-
tallized samples for NiCu over the full range of compo-
sitions, whereas there is a wide range of compositions
where amorphous samples occur for TiAl. Although we
have not determined the compositions with the best GFA
in these two alloys, Fig. 1 (b) demonstrates the large dif-
ference in their GFA.
Although Al crystallizes into FCC structures in equi-
librium, experimental studies have shown that Al-based
BMGs possess local icosahedral order centered on the Al
atoms and form metastable quasicrystals [25–27]. In ad-
dition, EAM simulations have shown that pure Al forms
quasicrystals by rapid quenching [28]. The above re-
sults for TiAl alloys suggest that mixtures of elements
with crystalline and icosahedral (ICO) atomic symme-
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FIG. 1. (a) The critical cooling rate Rc/R
0
c for NiCu (normal-
ized by R0c for pure Ni) versus the fraction fCu of Cu atoms,
and TiAl (normalized by R0c for pure Ti) versus the fraction
fAl of Al atoms, obtained using EAM simulations. The bi-
nary alloys with fAl & 0.5 (cyan region) form quasicrystals for
R < Rc. (b) Schematic diagram of solidification for NiCu and
TiAl based on co-sputtering experiments, which correspond
to R ∼ 109 K/s. NiCu alloys crystallize over the full range of
fCu, while TiAl alloys form glasses for 0.07 < fAl < 0.82.
tries, and similar atomic sizes, can yield alloys with Rc
that are several orders of magnitude lower than that for
pure systems.
A limitation of EAM potentials [13] is that the atomic
symmetry of the elements cannot be tuned indepen-
dently, while keeping other important features, such as
atomic size and cohesive energy, fixed. To overcome this
limitation, we perform MD simulations of the patchy-
particle model [29] for binary alloys, where small patches
on the surfaces of the same types of atoms attract each
other when they are aligned (and atoms of different types
interact via the Lennard-Jones potential). (See SM.) Us-
ing this model, we study the GFA of binary mixtures of
the same-sized atoms with different atomic symmetries
(e.g. BCC, FCC, and HCP). Systems that contain atoms
with a given symmetry crystallize with that particular
symmetry at low cooling rates. In addition, we study
mixtures of atoms with crystalline and ICO symmetries
by controlling the number and placement of patches on
the atom surfaces.
We find that the GFA of binary alloys modeled us-
ing the patchy-particle interaction possesses a minimum
within 0 < fB < 1, whose location depends on the atomic
symmetry and cohesive energies of the elements. In con-
trast, the melting temperature Tm of the crystalline solids
varies approximately linearly with composition. We find
that the composition with the best GFA corresponds to
that for which the local icosohedral order in the liquid
state is maximized. However, if the icosohedral order-
ing is too strong, metastable quasicrystals form, which
decreases the GFA. Moreover, Rc for mixtures of atoms
with different atomic symmetries and cohesive energies
can be collapsed by the amount of local icosohedral or-
der in the system.
In Fig. 2, we show Rc for binary alloys using the
patchy particle model. To measure Rc, we cool the al-
loys linearly from the liquid state to zero temperature
at rate R and define Rc as the rate below which the
zero-temperature system develops strong bond orienta-
tional order. (See SM.) In (a), we consider three binary
alloys with FCC-BCC, FCC-HCP, and HCP-BCC sym-
metries for elements A-B and the same cohesive energies
AA = BB . Pure substances with HCP symmetry have
the lowest Rc, while Rc is similar for pure substances
with FCC and BCC symmetries. In general, we find that
Rc is minimal for non-pure substances. For FCC-BCC
binary alloys, the composition with the best GFA has
fB ≈ 0.5. In contrast, for binary alloys containing atoms
with HCP symmetry, the system with minimum Rc has
(a) (b)
(c) (d)
FIG. 2. Rc for binary alloys (normalized by R
0
c for the pure
system with FCC symmetry) using the patchy-particle model.
(a) Rc/R
0
c for binary mixtures with A- and B-atoms [(A:
FCC, B: BCC; circles), (A: FCC, B: HCP; squares), and (A:
HCP, B: BCC; triangles)] versus the fraction of B atoms fB
with BCC/FCC = HCP/FCC = 1.0. (b) Rc/R
0
c for binary
mixtures, where the pure substances (with FCC, BCC, or
HCP symmetries) have similar Rc. We set BCC/FCC = 1.0
and HCP/FCC = 2.0. (c) Rc/R
0
c for binary mixtures with
FCC and HCP symmetries, and HCP/FCC = 1.0, 2.0, and
3.0. (d) Rc/R
0
c for binary mixtures of atoms with crystalline
and icosahedral symmetries and the same cohesive energies.
3a majority of HCP atoms.
In Fig. 2 (b), we plot Rc for binary alloys contain-
ing atoms that have FCC, BCC, and HCP symmetries,
but the pure substances have similar GFA (by varying
the cohesive energies). As in Fig. 2 (a), Rc possesses a
minimum in the range 0 < fB < 1. For binary alloys
containing atoms with BCC symmetry, the system with
the lowest Rc has a majority of BCC atoms. For bi-
nary alloys with atoms with FCC and HCP symmetries,
fB ≈ 0.5 has the best GFA since FCC and HCP crystal
structures are similar.
In Fig. 2 (c), we show Rc for binary alloys containing
atoms with FCC and HCP symmetries versus the HCP-
fraction fHCP, for three cases where HCP crystals have
different GFAs (by adjusting HCP/FCC). We find that
as Rc at fHCP = 1 decreases, fHCP with the best GFA
increases. These results emphasize that the location of
the minimum in Rc is influenced by the GFA of the pure
substances, which depends on their atomic symmetry and
cohesive energy.
As shown in Fig. 2, for binary alloys containing same-
sized atoms, but different crystalline symmetries, the
minimum Rc changes by only a factor of 5 relative to
that for the pure substances. For binary alloys with
elements of the same atomic sizes and symmetries, we
showed previously that Rc scales with the ratio of the
cohesive energies of the pure substances [15, 29]. Thus,
results for Rc for the patchy-particle model are in general
agreement with those for EAM simulations of NiCu (with
Ni/Cu ≈ 1.3) in Fig. 1 (a), as well as experimental stud-
ies of mixtures of Ar and Kr (with Kr/Ar ≈ 1.45) [30].
Motivated by the results for EAM simulations of TiAl
in Fig. 1 (a), we show Rc for binary alloys containing
atoms with ICO and different crystalline symmetries in
Fig. 2 (d). Rc decreases modestly (by less than an or-
der of magnitude) for fICO . 0.5, and decreases dra-
matically (by more than two orders of magnitude) for
0.5 . fICO . 0.8. When fICO & 0.8, the system can
form quasicrystals [31], which causes Rc to increase as
fICO → 1. (See SM for methods to detect quasicrys-
tals.) Note that Rc for elements with ICO symmetry is
much lower than that for elements with crystalline sym-
metry. We find that Rc(fICO) possesses a minimum near
fICO ∼ 0.8. The non-monotonic behavior of Rc(fICO)
can be rationalized by considering the interfacial free en-
ergy barrier for crystal nucleation [31–34]. In the crystal-
forming regime with fICO . 0.8, local icosahedral order
is incompatible with crystalline symmetry, and thus in-
creasing fICO enhances the free energy barrier for crys-
tal nucleation, leading to decreases in Rc. However, for
fICO & 0.8, ICO symmetry becomes compatible with
quasicrystalline order, reducing the interfacial free en-
ergy barrier and increasing Rc.
Prior studies suggest that the melting temperature Tm
of alloys can be used to predict Rc [19]. To test this
hypothesis, we measured Tm for all binary mixtures in
(a) (b)
(d)(c)
FIG. 3. (a) Melting temperature Tm for binary alloys (in units
of AA/kB) using the patchy-particle model for mixtures of A-
and B- atoms. The pure substances have similar Rc; see Fig. 2
(b). (b) Tm for binary mixtures of atoms with crystalline and
ICO symmetries. Tm in (a) and (b) are obtained by heating
the quenched crystalline solids to high temperature at rates
Rh ∼ R0c . (c) Tm versus the cohesive energy per particle 
for 53 pure metals with BCC, FCC, and HCP symmetries
in their equilibrium solid forms. The blue dashed line gives
Tm = 0.03/kB , where kB is the Boltzmann constant. (d) Rc
normalized by R0c for pure substances with FCC symmetry
versus the fraction of atoms fi with local icosahedral order in
binary alloys using the patchy-particle model. fi is measured
at zero temperature using the lowest R at which all systems
remain disordered. For fi . 0.075, FCC, BCC, and HCP
structures form for R < Rc. In the cyan region, systems form
quasicrystals for R < Rc. The blue dashed line indicates
exponential decay, Rc/R
0
c ∼ exp(−23.5fi).
Fig. 2 [35]. In Fig. 3 (a), we show Tm for binary alloys
containing atoms with different crystalline symmetries,
where the pure substances have the same GFA. From
experimental data in Fig. 3 (c), Tm for pure substances
scales roughly linearly with the cohesive energy, although
the atomic symmetry gives rise to deviations [36, 37].
Thus, Tm for binary alloys containing atoms with dif-
ferent crystalline symmetries is roughly linear in fB ,
and the sign of the slope is determined by the sign of
BB − AA. We contrast this behavior for Tm(fB) with
that for Rc(fB), which possesses a minimum in the range
0 < fB < 1. In Fig. 3 (b), we show Tm for binary al-
loys containing atoms with ICO and crystalline symme-
tries. In this case, Tm is nearly constant for fICO & 0.5,
whereas Rc decreases by more than 2 orders of magni-
tude. Thus, we do not find a strong correlation between
Tm and GFA in our model binary alloys.
Several studies have characterized the local structural
order, such as the size and shape of Voronoi polyhedra,
local bond orientational order, and changes of nearest
4neighbor atoms, in glass-forming materials as they are
cooled [13]. In particular, researchers have found that
the number of atoms with local icosahedral order in-
creases when good glass-formers are cooled toward the
glass transition [38]. Thus, one suggestion for improv-
ing the GFA is to maximize local icosahedral order. In
Fig. 3(d), we show that Rc for all of the patchy-particle
systems studied collapses when plotted against the frac-
tion fi of atoms in the system that have local icosahe-
dral order, where the icosohedral order is characterized
using rapid quenches for which all of the systems remain
disordered. (See SM for the definition of local icosohe-
dral order.) Rc(fi) has several key features. First, for
fi . 0.06, where most of the data for the binary mix-
tures containing atoms with crystalline symmetries ex-
ists, Rc decays exponentially with increasing fi. In the
regime 0.06 . fi . 0.075, Rc decreases more rapidly.
For fi & 0.075, since the system can form quasicrystals,
Rc begins to increase. Thus, we predict non-monotonic
behavior in Rc(fi).
To what extent are the results for the patchy-particle
model consistent with those for the EAM simulations of
NiCu and TiAl? First, in Fig. 4 (a) and (c), we show Tm
versus fCu for NiCu and versus fAl for TiAl alloys, which
are consistent with the experimental melting curves [39].
For NiCu, Tm decreases roughly linearly from ∼ 1700 K
to ∼ 1400 K over the range 0 < fCu < 1. In con-
trast, Rc(fCu) for NiCu possesses a shallow minimum
near fCu ∼ 0.25. For TiAl, Tm has a small maximum at
∼ 1800 K for fAl ∼ 0.3, and then Tm decreases mono-
tonically for fAl & 0.3. In contrast, Rc(fAl) decreases
over the range 0 < fAl < 0.5 and has a minimum for
(a) (c)
(b) (d)
FIG. 4. (a) Tm versus fCu for EAM simulations of NiCu using
Rh = 10
11 K/s. (b) Fraction of atoms with a given local order:
HCP, FCC, BCC, ICO, or other disordered motifs versus fCu
for zero-temperature systems at R > Rc. (c) Tm versus fAl for
EAM simulations of TiAl using Rh = 10
10 K/s. (d) Fraction
of atoms with a given local order: HCP, FCC, BCC, ICO, and
other disordered motifs versus fAl at R > Rc. For fAl > 0.5
(vertical dashed line), quasicrystals form for R < Rc. The
local order in (b) and (d) is measured at R ∼ 1013 K/s.
(a) (b)
FIG. 5. Crystallization of sputtered (a) CrNiCu and (b) CrFe-
CoNi-Cu alloys. In (a), systems along the binary NiCu axis
form FCC crystals, in agreement with the pure substances.
With increasing fraction of Cr (with BCC symmetry), the
structure transitions to BCC. Crystal formation over the full
composition range indicates that Rc > 10
9 K/s for all Cr-
NiCu (and NiCu) alloys in experiments. Similarly, in (b),
we find crystal formation over the full range of compositions
in CrFe-CoNi-Cu alloys [40], despite several competing crys-
talline phases.
fAl ∼ 0.9-0.95 (although the precise location of the min-
imum is affected by the degree of quasicrystalline order).
These results further emphasize the decoupling of Tm and
Rc. Importantly, as shown in Fig. 4 (b) for NiCu and (d)
for TiAl, the composition region with the best GFA is
the same as that with the largest fraction of atoms with
icosahedral order, and a minimal amount of (FCC, HCP,
and BCC) crystalline order.
Additional results from co-sputtering experiments [40]
on multi-component alloys with same-sized atoms pro-
vide further support for our findings. (See SM.) As shown
in Fig. 5 (a), all compositions for NiCuCr (and NiCu) al-
loys crystallize for R ∼ 109 K/s. We also show results
in Fig. 5 (b) for the quinary alloy CrFe-CoNi-Cu. All
compositions crystallize, despite the fact that the individ-
ual elements form different crystalline phases, confirming
our results for the patchy-particle model for binary alloys
without ICO symmetry.
In summary, we employed MD simulations of EAM po-
tentials and the patchy-particle model to investigate the
influence of atomic symmetry on the GFA of binary alloys
with no atomic size differences. In general, we find that
the minimum Rc does not occur for pure substances. For
binary alloys containing atoms with different crystalline
symmetries, the minimum Rc is only a factor of 5 lower
than that for pure substances, which is consistent with
recent experimental studies of binary systems, such as
NiCu and ArKr, whose elements readily form FCC struc-
tures, as well as high-entropy alloys. In contrast, Rc for
binary alloys containing atoms with ICO and crystalline
symmetries can be reduced by three orders of magnitude
relative to that for pure substances by increasing fICO.
These results emphasize that GFA of binary alloys can be
greatly increased by mixing elements that enhance local
5icosahedral order fi. However, Rc(fi) is not monotonic;
we show that Rc possesses a minimum at a character-
istic fi & 0.075, where quasicrystals form. This result
may explain why it is difficult to obtain binary BMGs
with large amounts of Al (since it can lead to the for-
mation of quasicrystals), whereas minor alloying with Al
can dramatically increase the GFA.
Although our results were obtained by studying bi-
nary alloys with elements of the same size, they provide
insights into the GFA of alloys with elements of different
sizes. For example, for CuZr, the cohesive energies sat-
isfy Zr > Cu, and thus pure Cu (with FCC symmetry)
is expected to have better GFA than pure Zr (with HCP
symmetry). (This result is confirmed by EAM simula-
tions in SM.) Further, Zr is larger than Cu with diameter
ratio, σCu/σZr = 0.8, and based on our prior studies of
binary Lennard-Jones systems [41], Cu-rich alloys (with a
majority of smaller atoms) have better GFA. Thus, based
on the cohesive energies and atomic sizes of Cu and Zr,
the composition with the best GFA should be Cu-rich.
EAM simulations for CuZr have shown that Cu64Zr36 is
the composition with the best GFA, and at this composi-
tion the local icosohedral order is maximized [24, 42]. In
future studies, we will perform MD simulations of models
of CuZr (and other binary alloys) with effective pairwise
interactions that include cohesive energy and atomic size
differences to identify the most promising BMG-forming
binary alloys.
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