Given a compact semi-algebraic set S ⊂ R n and a polynomial map f : R n → R m , we consider the problem of approximating the image set F = f (S) ⊂ R m . This includes in particular the projection of S on R m for n ≥ m. Assuming that F ⊂ B, with B ⊂ R m being a "simple" set (e.g. a box or a ball), we provide two methods to compute certified outer approximations of F. Method 1 exploits the fact that F can be defined with an existential quantifier, while Method 2 computes approximations of the support of image measures. The two methods output a sequence of superlevel sets defined with a single polynomial that yield explicit outer approximations of F. Finding the coefficients of this polynomial boils down to computing an optimal solution of a convex semidefinite program. We provide guarantees of strong convergence to F in L 1 norm on B, when the degree of the polynomial approximation tends to infinity. Several examples of applications are provided, together with numerical experiments.
Introduction
Since S is compact, the image set
is included in a basic compact semi-algebraic set B, assumed to be "simple" (e.g. a box or a ball) and described by B := {y ∈ R m : g . The purpose of this paper is to approximate F, the image of S under the polynomial map f , with superlevel sets of single polynomials of fixed degrees. One expects the approximation to be tractable, i.e. to be able to control the degree of the polynomials used to define the approximations. This appears to be quite a challenging problem since the polynomial map f and the set S can be both complicated.
This problem includes two important special cases. The first problem is to approximate the projection of S on R m for n ≥ m. The second problem is the approximation of Pareto curves in the context of multicriteria optimization. In [MHL14] , we reformulate this second problem through parametric polynomial optimization, which can be solved using a hierarchy of semidefinite approximations. The present work proposes an alternative solution via approximations of polynomial images of semi-algebraic sets.
In the case of semi-algebraic set projections, notice that computer algebra algorithms provide an exact description of the projection. These algorithms are based on real quantifier elimination (see e.g. [Tar51, Col74, BPR96] ). For state-of-the-art computer algebra algorithms for quantifier elimination, we refer the interested reader to the survey [Bas14] and the references therein. Quantifier elimination can be performed with the famous cylindrical algebraic decomposition algorithm. For a finite set of s polynomials in n variables, the (time) computational complexity of this algorithm is bounded by (sd) 2 O(n) , thus doubly exponential [Col74, W76] . In [GJ88] an algorithm was proposed to find real elements of semi-algebraic sets in sub-exponential time. The Block Elimination Algorithm is a singly exponential algorithm to eliminate one block of n variables out of n + m variables, with a complexity bounded by s n+1 d O(n+m) (see [BPR06, Chapter 14] for the formalization of this algorithm). For applications that satisfy certain additional assumptions (e.g. radicality, equidimensionality, etc.), one can use the variant quantifier elimination method proposed in [HD12] , which is less computationally demanding.
Providing approximation algorithms for quantifier elimination is interesting on its own because it may provide simpler answers than exact methods, with a more reasonable computational cost. On the one hand, we do not require an exact description of the projection but rather a hierarchy of outer approximations with a guarantee of convergence to the exact projection. On the other hand, the present methodology only requires the following assumptions: 1) the set S is compact and 2) either the semi-algebraic set S or F (resp. B\F) has nonempty interior.
Contribution and general methodology
We provide two methods to approximate the image of semi-algebraic sets under polynomial applications.
• Method 1 consists of rewriting F as a set defined with an existential quantifier. Then, one can outer approximate F as closely as desired with a hierarchy of superlevel sets of the form F 1 r := {y ∈ B : q r (y) ≥ 0} for some polynomials q r ∈ R[y] of increasing degrees 2r.
• Method 2 consists of building a hierarchy of relaxations for the infinite dimensional moment problem whose optimal value is the volume of F and whose optimum is the restriction of the Lebesgue measure on F. Then, one can outer approximate F as closely as desired with a hierarchy of super level sets of the form F 2 r := {y ∈ B : w r (y) ≥ 1}, for some polynomials w r ∈ R[y] of increasing degrees 2r. 4. Data sparsity can be exploited to reduce the overall computational cost.
Method 1 relies on the previous study [Las15] , in which the author obtains tractable approximations of sets defined with existential quantifiers. The present article provides an extension of the result of [Las15, Theorem 3.4], where one does not require anymore that some set has zero Lebesgue measure. This is mandatory to prove the volume convergence result.
In [HLS09] , the authors consider the problem of approximating the volume of a general compact basic semi-algebraic set. The initial problem is then reformulated as an infinite dimensional linear programming (LP) problem, whose unknown is the restriction of the Lebesgue measure on the set of interest. The main idea behind Method 2 is a similar infinite dimensional LP reformulation of the problem, whose unknown is µ 1 , the restriction of the Lebesgue measure on F. One ends up in computing a finite number of moments of the measure µ 0 supported on S such that the image of µ 0 under f is precisely µ 1 . Note however that there is an important novelty compared with [HLS09] , in which the set under study is explicitly described as a basic compact semi-algebraic set (i.e. the intersection of superlevel sets of known polynomials), whereas such a description is not known for F.
Structure of the paper The paper is organized as follows. Section 2 recalls the basic background about polynomial sum of squares approximations, moment and localizing matrices. Section 3 presents our approximation method for existential quantifier elimination (Method 1). Section 4 is dedicated to the support of image measures (Method 2).
In Section 5, we analyze the theoretical complexity of both methods and describe how the system sparsity can be exploited. Section 6 presents several examples where Method 1 and Method 2 are successfully applied.
Notation and Definitions
) be the ring of real polynomials (resp. of degree at most 2r) in the variable x = (x 1 , . . . , x n ) ∈ R n , for r ∈ N. With S a basic semi-algebraic set as in (1), we set r
S and with B a basic semi-algebraic set as in (2), we set r ):
Now, we introduce additional notations which are required for Method 1. Let us first describe the product set
with n K := n S + n B and the polynomials g j ∈ R[x, y], j = 1, . . . , n K are defined by:
As previously, we set r
. . , n K , g 0 (x, y) := 1 and Q r (K) stands for the r-truncated quadratic module generated by the polynomials g 0 , . . . , g n K .
To guarantee the theoretical convergence of our two methods, we need to assume the existence of the following algebraic certificates of boundedness of the sets S and B: Assumption 2.1. There exists an integer j S (resp. j B ) such that g
(resp. g . One writes a polynomial p ∈ R[x, y] as follows:
and we identify p with its vector of coefficients p = (p αβ ) in the canonical basis (
Given a real sequence z = (z αβ ), we define the multivariate linear functional z :
Moment matrix
The moment matrix associated with a sequence z = (z αβ ) (α,β)∈N n+m , is the real symmetric matrix M r (z) with rows and columns indexed by N n+m r
, and whose entries are defined by:
Localizing matrix
The localizing matrix associated with a sequence z = (z αβ ) (α,β)∈N n+m and a polynomial q ∈ R[x, y] (with q(x, y) = u,v q uv x u y v ) is the real symmetric matrix M r (qz) with rows and columns indexed by N n+m r , and whose entries are defined by:
We define the restriction of the Lebesgue measure on a subset A ⊂ B by λ A (dy) := 1 A (y) dy, with 1 A : B → {0, 1} denoting the indicator function on A:
The moments of the Lebesgue measure on B are denoted by
We assume that the bounding set B is "simple" in the following sense:
Assumption 2.2. The moments (4) of the Lebesgue measure on B can be explicitly computed using cubature formula for integration.
3 Method 1: existential quantifier elimination
Semi-algebraic sets defined with existential quantifiers
The set F = f (S) is the image of the compact semi-algebraic set S under the polynomial map f : S → B, thus it can be defined with an existential quantifier:
Let us also define h :
Theorem 3.1. There exists a sequence of polynomials
Proof. The result follows readily from [Las15, Theorem 3.1 (3.4)] with the notations 
Proof. Let r ∈ N. By assumption, one has p r (y) ≥ h f (x, y) for all x ∈ S, y ∈ B. Thus, one has p r (y) ≥ h(y) for all y ∈ B, which implies that F r ⊃ F.
It remains to prove (6). Let us define F(k) := {y ∈ B : h(y) ≥ −1/k}. First, we show that
For each k ∈ N, one has F(k + 1) ⊆ F(k) ⊆ B, thus the sequence of indicator functions (1 F(k) ) k∈N is non-increasing and bounded. Next, let us show that for all y ∈ B, 1 F(k) (y) → 1 F (y), as k → ∞:
• Let y ∈ F. By the inclusion F ⊆ F(k), for each k ∈ N, 1 F(k) (y) = 1 F (y) = 1 and the result trivially holds.
• Let y ∈ B\F, so there exists > 0 such that h(y) = − . Thus, there exists k 0 ∈ N such that for all k ≥ k 0 , y ∈ B\F(k).
Hence, 1 F(k) (y) → 1 F (y) for each y ∈ B, as k → ∞ (monotone non-increasing). By the Monotone Convergence Theorem, 1 F(k) (y) → 1 F (y) for the L 1 norm on B and (7) holds.
Next, we prove that for each k ∈ N, 
For every k ≥ 1, observe that:
It follows from (9) that lim r→∞ vol(F r ∩ {y ∈ B :
Using both (10) and (11), and letting r → ∞, yields (8). Thus, we have the following inequalities:
Using (7) and letting k → ∞ yields the desired result.
Practical computation using semidefinite programming
In this section we show how the sequence of polynomials of Theorems 3.1 and 3.2 can be computed in practice. Define r
min , consider the following hierarchy of semidefinite programs:
The semidefinite program dual of (12) reads: 
3. Defining the set F 
Proof.
1. Let D r (resp. D * r ) stand for the feasible (resp. optimal) solution set of the semidefinite program (13). First, we prove that
be the sequence moments of λ K , the Lebesgue measure on K = S × B . Since the measure is supported on K, the semidefinite constraints
By construction, the marginal of λ K on B is λ B and the following equality constraints are satisfied:
. Thus, the finite sequence z lies in D r = ∅.
Note that Assumption 2.1 implies that the semidefinite constraints M r−1 (g S z) 0 and M r−1 (g B z) 0 both hold. Thus, the first diagonal elements of M r−1 (g S z) and M r−1 (g B z) are nonnegative, and since
. . , r and we deduce from [LN07, Lemma 4.3, p. 111] that |z αβ | is bounded for all (α, β) ∈ N n+m 2r . Thus, the feasible set D r is compact as closed and bounded. Hence, the set D * r is nonempty and bounded. The claim then follows from the sufficient condition of strong duality in [Trn05] .
2. Assume that S has nonempty interior, so K = S × B has also nonempty interior.
Thus, the feasible solution z (defined above) satisfies
K , which implies that Slater's condition holds for (13). Note also that the semidefinite program (12) has the trivial feasible solution q = 0 since −h f is SOS by construction. As a consequence of a now standard result of duality in semidefinite programming (see e.g. [VB94] ), the semidefinite program (12) has an optimal solution q r ∈ R 2r [y].
Let us consider a sequence of polynomials (p k ) k∈N ⊂ R[y] as in Theorem 3.1. Now, fix > 0. By Theorem 3.1, there exists k 0 ∈ N such that
for all k ≥ k 0 . Then, observe that the polynomial
For r ∈ N large enough, as a consequence 
with deg(s j g j ) ≤ 2r for j = 0, . . . , n K . And so, p k − h f lies in the r-truncated quadratic module Q r (K), which implies that p k is a feasible solution for Problem (12). Hence, q r being an optimal solution of problem (12), the following holds:
Combining (15) and (16) yields |q r (y) − h(y)|λ(dy) ≤ , concludes the proof.
3. This is a consequence of Theorem 3.2.
Method 2: support of image measures
Given a compact set A ⊂ R n , let M(A) stand for the vector space of finite signed Borel measures supported on A, understood as functions from the Borel sigma algebra B(A) to the real numbers. Let C(A) stand for the space of continuous functions on A, equipped with the sup-norm (a Banach space). Since A is compact, the topological dual (i.e. the set of continuous linear functionals) of C(A) (equipped with the sup-norm), denoted by C(A) , is (isometrically isomorphically identified with) M(A) equipped with the total variation norm, denoted by · TV . The cone of non-negative elements of C(A), resp. M(A), is denoted by C + (A), resp. M + (A). The topology in C + (A) is the strong topology of uniform convergence while the topology in M + (A) is the weak-star topology (see [Bar02,  Chapter IV] or [Lue97, Section 5.10] for more background on weak-star topology).
Recall that λ B stand for the Lebesgue measure on B. If µ, ν ∈ M(A), the notation µ ν stands for µ being absolutely continuous w.r.t. ν, whereas the notation µ ≤ ν means that ν − µ ∈ M + (A). For background on functional analysis and measure spaces see e.g. [RF10, Section 21.5].
LP primal-dual conic formulation
Given a polynomial application f : S → B, the pushforward or image map
is defined such that
for every set A ∈ B(B) and every measure µ 0 ∈ M(S). The measure f # µ 0 ∈ M(B) is then called the image measure of µ 0 under f , see e.g. [AFP00, Section 1.5].
To approximate the image set F = f (S), one considers the infinite-dimensional linear programming (LP) problem:
In the above LP, by definition of the image measure, µ 1 exists whenever µ 0 is given. The following result gives conditions for µ 0 to exist whenever µ 1 is given. Next, we express problem (17) as an infinite-dimensional conic problem on appropriate vector spaces. By construction, a feasible solution of problem (17) satisfies:
for all continuous test functions v, w ∈ C(B).
Then, we cast problem (17) as a particular instance of a primal LP in the canonical form given in [Bar02, 7.1.1]:
with
• the vector space F 1 := C(S) × C(B) 2 ;
• the duality ·, · 1 : E 1 × F 1 → R, given by the integration of continuous functions against Borel measures, since E 1 = F 1 ;
• the decision variable x := (µ 0 , µ 1 ,μ 1 ) ∈ E 1 and the reward c := (0, 1, 0) ∈ F 1 ;
• E 2 := M(B) 2 , F 2 := C(B) 2 and the right hand side vector b := (0, λ) ∈ E 2 = F 2 ;
• the linear operator A : E 1 → E 2 given by
Notice that all spaces E 1 , E 2 (resp. F 1 , F 2 ) are equipped with the weak topologies
is the weak-star topology (since E 1 = F 1 ). Observe that A is continuous with respect to the weak topology,
With these notations, the dual LP in the canonical form given in [Bar02, 7.1.2] reads:
• the dual variable y := (v, w) ∈ E 2 ;
• the (pre)-dual cone C + (B) 2 , whose dual is E + 1 ;
• the duality pairing ·, · 2 : E 2 × F 2 → R, with E 2 = F 2 ;
• the adjoint linear operator A : F 2 → F 1 given by
Using our original notations, the dual LP of problem (17) then reads: Proof. This theorem follows from the "zero duality gap" result from [Bar02, Theorem 7.2], if one can prove that the cone
is closed in E 2 × R. To do so, let us consider a sequence (
Therefore there is a subsequence (denoted by the same indices) (µ guaranteed to exist since we have seen that f # (M + (S)) is weak-star closed. Then we have A(x * ) = (s 1 , s 2 ) and x * , c = t, the desired result.
Practical computation using semidefinite programming
For each r ≥ r be the finite sequence of moments up to degree 2r of measure µ 0 . Similarly, let z 1 andẑ 1 stand for the sequences of moments up to degree 2r, respectively associated with µ 1 andμ 1 . Problem (17) can be relaxed with the following semidefinite program:
Consider also the following semidefinite program, which is a strengthening of problem (22) and also the dual of problem (25):
Theorem 4.4. Let r ≥ r 
Proof.
1. Let µ 1 = λ F , let µ 0 be such that f # µ 0 = µ 1 as in Lemma 4.1, and letμ 1 = λ B − µ 1 so that (µ 0 , µ 1 ,μ 1 ) is feasible for LP (17). Given r ≥ r
min , let z 0 , z 1 andẑ 1 be the sequences of moments up to degree 2r of µ 0 , µ 1 andμ 1 , respectively. Clearly, (z 0 , z 1 ,ẑ 1 ) is feasible for program (24). Then, as in the proof of the first item of Theorem 3.3, the optimal solution set of the program (24) is nonempty and bounded, which by [Trn05] implies that there is no duality gap between the semidefinite program (25) and its dual (24).
2. Now, one shows that (z 0 , z 1 ,ẑ 1 ) is strictly feasible for program (24). Using the fact that (a) F (resp. B\F) has nonempty interior, (b) z 1 (resp.ẑ 1 ) is the moment sequence of µ 1 (resp.μ 1 ), (27) holds.
Let us definew k := w k + /(2 vol B),ṽ k := w k − 1. Next, for r ∈ N large enough, one proves that (ṽ k ,w k ) is a feasible solution of (25). Using the fact thatw k > w k > 1 F , one hasw k ∈ Q r (B), as a consequence of Putinar's Positivstellensatz. For each
. Then, one concludes using the same arguments as for (14) in the proof of the second item of Theorem 3.3.
3. Let y ∈ F. There exists
be an optimal solution of (25). By feasibility,
Finally, the proof of the convergence in volume is analogous to the proof of (6) in Theorem 3.2. (1) (resp. size of semidefinite matrices m (1) ) of problem (13) satisfies:
Problem (13) involves (n B + n S + 1) semidefinite constraints of size m (1) bounded as follows:
Method 2
Now, consider the semidefinite program (24). For r ≥ r (2) min , the number of variables n (2) of Problem (24) satisfies:
Problem (24) 
By considering the basic compact semi-algebraic set S lift ⊂ R n+m given by
problem (25) becomes: inf
which is actually equivalent to the following problem:
The minimal relaxation order of problem (30) is r . When m is small and d is large, this seems to be a suitable choice to reduce the computational cost of the semidefinite program (24). Experimental results described further (see Table 1 in Section 6.1 and Table 2 in Section 6.4) agree with this observation.
Exploiting sparsity
As explained above, both Method 1 and Method 2 are computationally demanding in general. However, if the polynomials x → f j (x), (j = 1, . . . , m) have some structured sparsity, then one can still exploit sparsity in a way similar to the one described in [WKKM06, Las06] 
The following assumption allows to apply the sparse representation result of [Las06, Corollary 3.9] while using either Method 1 or Method 2. Under Assumption 5.2, this sparse representation result can also be applied for the semidefinite program (30) associated with the lifting variant of Method 2 described in Section 5.1.2. This is due to the fact that for each j = 1, . . . , m, the polynomials g S n S +j and g S n S +2j involve only the variables {x i | i ∈ I j } and y.
Application examples
Here we present some application examples together with numerical results. In particular, this section illustrates that our methodology is a unified framework which can tackle important special cases: semi-algebraic set projections (Section 6.2) and Pareto curves approximations (Section 6.3). Moreover, the framework can be extended to approximate images of semi-algebraic sets under semi-algebraic applications (Section 6.4).
The numerical results are given after solving either the semidefinite program (12) On Figure 1 resp. 2, we represent in light gray the outer approximations F 1 r resp. F 2 r of F obtained by Method 1 resp. 2, for increasing values of the relaxation order r. On each figure, the black dots correspond to the image set of the points obtained by uniform sampling of S under f . We observe that the approximations behave well around the locally convex parts of the boundary of F, and that it is not straightforward to decide whether Method 1 or Method 2 provides the best approximations.
We indicate in Table 1 the data related to the semidefinite programs solved by Mosek to compute approximations of increasing degrees, while using Method 1, Method 2 and Method 2 with the lifting strategy (see Section 5.1.2 for more details). For each problem, "vars" stands for the total number of variables and "size" stands for the size of the semidefinite matrices. The computational timings of Method 2 with the lifting strategy are similar to those of Method 1, for r = 1, . . . , 5. However, for r = 6 the size of the problem is significantly smaller with Method 1. 
Projections of semi-algebraic sets
For n ≥ m, we focus on the special case of projections. Let f be the projection of S with respect to the m first coordinates, i.e. f (x) := (x 1 , . . . , x m ). It turns out that in this case, the semidefinite program (30) associated to the lifting variant of Method 2, has the following simpler formulation:
Example 2. Consider the projection F on the first two coordinates of the semi-algebraic
2 ≤ 0}, which belongs to B := {x ∈ R 2 : x 2 2 ≤ 1}. 
Approximating Pareto curves
In [MHL14] , we propose a method to approximate Pareto curves associated with bicriteria polynomial optimization problems min x∈S {(f 1 (x), f 2 (x))}. The image space R 2 is partially ordered with the positive orthant R 2 + , that is, for every y 1 , y 2 ∈ R 2 , y 1 ≥ y 2 stands for y 2 − y 1 ∈ R 2 + . A pointx is called a weakly Edgeworth-Pareto optimal point, when there is no x ∈ S such that f j (x) < f j (x), j = 1, 2. The Pareto curve is the set of weakly Edgeworth-Pareto optimal points. For more details on multicriteria optimization, we refer the interested reader to [Jah10] and the references therein.
The methodology of [MHL14] consists of reformulating the initial bicriteria optimization problem to use a hierarchy of semidefinite approximations for parametric polynomial optimization problems. Then, one can apply the framework developed in [Las10] and build a hierarchy of semidefinite programs, allowing to approximate as closely as desired the Pareto curve. Here we propose to study outer approximations of the set F = (f 1 (S), f 2 (S)) since points along the boundary of a tight outer approximation are expected to be close to the Pareto curve.
Example 3. Let consider the two-dimensional nonlinear problem proposed in [WCSF01] :
, where a 1 and b 1 are given by a 1 := min x∈S f 1 (x) and b 1 := f 1 (x) with x a solution of min x∈S f 2 (x). Similarly, we consider a scaled criterionf 2 defined from f 2 . A preprocessing step consists in computing lower and upper bounds of the polynomial f 1 (resp. f 2 ) over S to definef = (f 1 ,f 2 ). Doing so, one ensures thatf (S) is a subset of the unit ball B and the present methodology applies. In this case, the Pareto curve is nonconvex and disconnected. As depicted in Figure 5 and Figure 6 , it is difficult to obtain precise approximations of the whole image set, in particular for the subset F ∩ B 0 , with an ellipse B 0 := {x ∈ R 2 : ((x 1 − 13.7)/1.7) 2 + ((x 2 − 1.8)/0.5) 2 ≤ 1}. 
semi-algebraic image of semi-algebraic sets
Given a semi-algebraic set S as in (1), Methods 1 and 2 can be extended to approximate the image of S under a semi-algebraic application f = (f 1 , . . . , f m ). To do so, we follow [LP10] and introduce lifting variables to represent non-polynomial components involved in f 1 , . . . , f m , as well as additional polynomial constraints.
Proceeding as in [LP10] , for each semi-algebraic function f j , one introduces additional variables As for Example 1, we report in Table 2 the data related to the semidefinite problems solved by Mosek to compute approximations of increasing degrees, while using Method 1, Method 2 and Method 2 with the lifting strategy. Method 2 fails to compute polynomial approximations of degree higher than eight (r = 4), the system running out of memory (indicated with the symbol "−"). The lifting strategy described in Section 5.1.2 overcomes this practical limitation. 
Discussion and conclusion
In this work, we propose two methods to approximate polynomial images of basic compact semi-algebraic sets, a numerical approximation alternative to exact computer algebra methods when the latter are too computationally demanding. In its present form, this methodology is applicable to problems of modest size, except if some sparsity can be taken into account, as explained earlier. Therefore, to handle larger size problems, the methodology needs to be adapted. A topic of further investigation is to search for alternative positivity certificates, less demanding than the SOS certificates used in this paper but more efficient than the LP based certificates as defined in [Han88, Vas] . On the one hand, the latter are appealing since they yield a hierarchy of LP relaxations (as opposed to semidefinite relaxations as in this paper). Moreover, today's LP solvers can handle huge size LP problems, which is far from being the case for semidefinite solvers. On the other hand, it has been shown in [Las09] that generically finite convergence cannot occur for convex problems, except for the linear case. Finally, it could be interesting to look at various compactification procedures to study how the methodology could be generalized to non-compact situations.
