Let π be an automorphic irreducible cuspidal representation of GL m over a Galois (not necessarily cyclic) extension E of Q of degree . Assume that π is invariant under the action of the Galois group Gal E/Q . We computed the n-level correlation of normalized nontrivial zeros of L(s, π) and proved that it is equal to the n-level correlation of normalized nontrivial zeros of a product of distinct L-functions L(s, π 1 ) · · · L(s, π ) attached to cuspidal representations π 1 , . . . , π of GL m over Q. This is done unconditionally for m = 1, 2 and for m = 3, 4 with the degree having no prime factor ≤ (m 2 + 1)/2. In other cases, the computation is under a conjecture of bounds toward the Ramanujan conjecture over E, and a conjecture on convergence of certain series over prime powers (Hypothesis H over E and Q). The results provide an evidence that π should be (noncyclic) base change of distinct cuspidal representations π 1 , . . . , π of GL m (Q A ), if it is invariant under the Galois action. A technique used in this article is a version of Selberg orthogonality for automorphic L-functions (Lemma 6.2 and Theorem 6.4), which is proved unconditionally, without assuming π and π 1 , . . . , π being self-contragredient.
where the L-functions on the right side are distinct.
When E is noncyclic over Q, factorization of L(s, π) into a product of Lfunctions of GL m j over Q is unknown. Recently, Jianya Liu and Yangbo Ye [LiuYe2] proved that for any L-function such a factorization, if exists, must be unique. In particular, we proved that the L-function L(s, π Q ), attached to an automorphic irreducible cuspidal representation π Q of GL m (Q A ), cannot be factored further as a product of automorphic L-functions for GL m j (Q A ). In other words, L(s, π Q ) is primitive in the sense of [Sel] (see [Mur1] and [Mur2] ).
On the other hand, Rudnick and Sarnak [RudSar] proved that the n-level correlation of normalized nontrivial zeros of this L(s, π Q ) follows a GUE model, for a class of test functions whose Fourier transforms have restricted support. Here the zeros are normalized according to their density. For distinct L-functions L(s, π j ), with π j being cuspidal representations of GL m (Q A ), j = 1, . . . , , Liu and Ye [LiuYe1] proved that the n-level correlation of normalized nontrivial zeros of the product L(s, π 1 ) · · · L(s, π ) follows a superposition distribution of individual GUEs from L(s, π j ) and products of GUEs of lower ranks, under Selberg's orthogonality conjecture and under a conjecture on the convergence of a sum over prime powers (Hypothesis H: see §2) for m ≥ 5. Recently, Liu, Wang, and Ye [LiuWangYe] proved this Selberg orthogonality conjecture for automorphic L-functions. Therefore, this n-level correlation is now known unconditionally for m ≤ 4 and under the Hypothesis H for m ≥ 5. Note that here the test functions also have a restricted support for their Fourier transforms.
In this paper, we will use this GUE correlation to study the factorization of L(s, π). We will show that the nontrivial zeros of L(s, π) behave in the same way as the nontrivial zeros of L(s, π 1 ) · · · L(s, π ). Theorem 1.1.
Let E be a Galois extension of Q of degree , and π an automorphic irreducible cuspidal representation of GL m (E A ) with unitary central character. Assume (i) Hypothesis H over E and over Q when m ≥ 5 and (ii) Conjecture 2.1 when m ≥ 3. Suppose that π ∼ = π σ for all σ ∈Gal E/Q . Then the n-level correlation of normalized nontrivial zeros of L(s, π) is equal to the n-level correlation of normalized nontrivial zeros of a product of distinct automorphic L-functions attached to cuspidal representations of GL m (Q A ).
Note that Theorem 1.1 is an unconditional result for m = 1 and 2. For m = 3 and 4, it is also unconditional when (30, ) = 1 and (210, ) = 1, respectively. See §2 for details. Theorem 1.1 provides an evidence that L(s, π) should factor into a product of L-functions distinct automorphic L-functions attached to cuspidal representations of GL m (Q A ), and suggests that the base change and factorization of L-functions such as in (1.1) should hold for noncyclic extension fields as well.
We remark that our results contain much less information than what was achieved in [ArtClo] , as we cannot see individual representations π Q , . . . , π Q ⊗ η −1 E/Q as in (1.1). Since we are seeking less information, we can determine through zero distributions the base change structure of π beyond the scope of [ArtClo] .
The reason behind this is indeed the universality of the n-level correlation of zeros discussed in [RudSar] : The n-level correlation of normalized nontrivial zeros of L(s, π Q ) is independent of π Q , as long as it is a cuspidal representation of GL m (Q A ). Our computation of n-level correlation will be carried our for test functions f whose Fourier transforms Φ(ξ) as in (2.8) below have restricted support 1≤j≤n |ξ j | < 2/m. This restriction of support is good enough for our purpose. We will not assume conjectures that the n-level GUE correlation holds for test functions with arbitrary support of their Fourier transforms.
One of the main techniques used in the computation is a version of Selberg orthogonality [Sel] for automorphic L-functions. First we proved a Merten's theorem for Rankin-Selberg L-functions L(s, π ×π ) (Lemma 6.2 and Theorem 6.4). The proof is unconditional, and π and π are cuspidal representations of GL m (E A ) not necessarily self-contragredient. Next we use Hypothesis H to control sums over prime powers and use Conjecture 2.1 to control sums over primes which do not split completely in E. The resulting orthogonality (Lemmas 7.1 and 7.3) is then for sums over completely split primes. By an argument in [Rog] , information on π ∼ = π σ or not can be characterized by equivalence relationships among local representations π v at places v lying above completely split primes. This information will therefore be described by orthogonality, and eventually by the n-level correlation of normalized nontrivial zeros.
2. Notation and assumption. Let E be a Galois number field of degree over Q. Let E A = v E v be its adele ring, where v goes over all places of E, and denotes a restricted product. For any prime p, we have E ⊗ Q Q p = v|p E v , where v with v|p are places of E lying above p. Since E is Galois over Q, all E v with v|p are isomorphic. Denote by p the degree, by e p = ord v i (p) the order of ramification, and by f p the modular degree of E v over Q for v|p. Then p = e p f p and q v = p f p is the module of E v . On the other hand, E ⊗ Q R is either = v|∞ R, or = v|∞ C.
Let π be an automorphic irreducible cuspidal representation of GL m (E A ) with unitary central character. The (finite part) L-function attached to π is given by the Euler product
where α π (j, v), 1 ≤ j ≤ m, are complex numbers given by the Langlands correspondence. For any prime p, denote by
Similarly, the product of Archimedean local factors is given by
if v is complex. Here µ π (j, v) are again complex numbers given by the Langlands correspondence, Γ R (s) = π −s/2 Γ(s/2), and Γ C (s) = (2π) −s Γ(s).
We will need a bound for α π (j, v):
This bound holds for any π v , either ramified or unramified. It was first observed by Serre [Ser] and appeared in published form in [LuoRudSar] . A complete proof is given in [RudSar] for the case of E = Q, using an argument of Landau [Land] .
When π v is unramified, the generalized Ramanujan conjecture claims that
The best known bounds toward this Ramanujan conjecture over an arbitrary number field are
for m = 2 ( [KimShah] ), and
for general m ( [LuoRudSar] ), where v|p.
We will not assume the generalized Ramanujan conjecture, but assume a bound θ p toward it for any p which is unramified and does not split completely in E.
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Conjecture 2.1.
For any p which is unramified and does not split completely in E, we have for any v|p that
We remark that e p = 1 and hence f p = p when p is unramified. Since p does not split completely in E, we know that f p ≥ 2. Consequently Conjecture 2.1 is known for m = 2, according to (2.3). Conjecture 2.1 is trivial for m = 1. Recall that f p | . Thus conjecture 2.1 is known when all prime factors of are > (m 2 + 1)/2. For m = 3 this means that any p| is ≥ 7, while for m = 4, Conjecture 2.1 is true when any p| is ≥ 11. We also need the Hypothesis H ( [RudSar] ) generalized to E.
Hypothesis H.
Let π be an automorphic irreducible cuspidal representation of GL m (E A ) with unitary central character. Then for any fixed k ≥ 2 (2.5)
We note that Hypothesis H is an easy consequence of the generalized Ramanujan conjecture (2.2). Since there are only finitely many p which are not unramified in E, the sum in (2.5) may be taken over all unramified p. As we have assumed Conjecture 2.1, we know that p unramified, not split completely
Consequently under Conjecture 2.1, Hypothesis H claims that for any fixed k ≥ 2 p splits completely
As in the case of E = Q, Hypothesis H is trivial for m = 1. For m = 2, it can be proved using the bound in (2.3). In fact, (2.3) implies that |α
and hence
In Appendix, we will prove Hypothesis H for m = 3. For m = 4, Hypothesis H is a consequence of [Kim] , Proposition 6.2, as pointed out by [KimSar] .
Let g j be a compactly supported smooth function on R. Then its Fourier transform
is entire and rapidly decreasing on R. We denote h = (h 1 , · · · , h n ) and define
is the Dirac mass at zero, and e(t) = e 2πit .
The n-level correlation of normalized nontrivial zeros of the L-function L(s, π) is given by (2.9)
where the sum is taken over distinct indices i 1 , . . . , i n , of nontrivial zeros ρ i ν = (1/2)+iγ i ν , ν = 1, . . . , n, of L(s, π). Without assuming the Riemann Hypothesis, γ i j are complex numbers. Here the factor m log T /(2π) provides the normalization for zeros ρ i ν . In the following sections, we will first compute the same sum as in (2.9) but taken over all indices of nontrivial zeros. We will denote this latter sum by (2.10)
There is an argument in [RudSar] and [LiuYe1] which we will use to deduce (2.9) from (2.10).
The main theorems.
Theorem 3.1. Let E be a Galois extension of Q of degree , and π an automorphic irreducible cuspidal representation of GL m (E A ) with unitary central character. Let a, 1 ≤ a ≤ , be the number of elements σ ∈ Gal E/Q with π ∼ = π σ .
Assume m ≤ 4 or Hypothesis H over E for m ≥ 5. Also assume Conjecture 2.1 when m ≥ 3 and there is p| such that p ≤ (m 2 + 1)/2. Then
where the sum on the left side is taken over all indices of zeros
, and f are given in (2.6) through (2.8), respectively.
When a = , i.e., when π is invariant under the action of Gal E/Q , we can apply the results of an argument of combinatorial sieving in [LiuYe1] , §9, directly to (3.1). A set partition
With notation and assumption as in Theorem 3.1, we assume that π is invariant under the action of Gal E/Q . Then the n-level correlation of normalized nontrivial zeros of L(s, π) is given by
where the sum on the left side is taken over distinct indices of zeros
The following theorem and its corollary were proved in [LiuYe1] and, for the removal of the assumption on Selberg's orthogonality conjecture, in [LiuWangYe] . Let π 1 , . . . , π be automorphic irreducible cuspidal representations of GL m (Q A ) with unitary central character, such that π i ∼ = π j for any i = j. Assume m ≤ 4 or Hypothesis H over Q for m ≥ 5. Then
Corollary 3.4.
Assume m ≤ 4 or Hypothesis H over Q for m ≥ 5. With the same notion as in Theorem 3.3, the n-level correlation of normalized nontrivial zeros of
Comparing the right side of (3.2) and (3.4), we conclude that the n-level correlation of normalized nontrivial zeros of L(s, π) equals the n-level correlation of normalized nontrivial zeros of a product of distinct L-functions attached to cuspidal representations π 1 , . . . , π of GL m over Q, when π is invariant under the Galois action. This is the proof of Theorem 1.1. In the following sections we will prove Theorem 3.1.
L-functions.
Again let E be a Galois number field of degree over
Then by a classical result of [GodJac] , Φ(s, π) extends to an entire function with the exception of ζ(s), which has a simple pole at s = 1. Φ(s, π) also has a functional equation
where the automorphic irreducible cuspidal representation π is contragredient to π, and ε(s, π)
By the bound in (2.1) we have
for any π v , ramified or unramified. If π v is unramified, we have sharper bounds based on (2.3) and (2.4):
for m = 2, and
for m ≥ 3. We will need an explicit formula for the L-functions of the smooth type as in [RudSar] . Let g j be a compactly supported smooth function on R. Define h j (r) and κ(h) as in (2.6) and (2.7). Let ρ = (1/2) + iγ be a nontrivial zero of the L-function L(s, π). By the same arguments step by step as in [RudSar] , we prove that
where the sum on the left side is taken over nontrivial zeros ρ = (1/2) + iγ of L(s, π), and δ(π) equals 1 if the L-function is ζ(s), and zero otherwise.
Here
Denote L = m log T . The explicit formula in (4.4) can be rewritten
In the following, we will not consider the term with δ(π) on the right side of (4.6), as it is non-zero only for the Riemann zeta function ζ(s).
Rankin-Selberg
for Re s > 1, where the local factor is
where
By the bound for |α π (j, v)| in (2.1), we have
Let S π×π be the finite set of primes p such that there is v|p with either π v or π v being ramified. Therefore for any p ∈ S π×π = S π we have
and hence (5.5)
On the other hand, absolute convergence of (5.1) for Re s > 1, together with (5.5), implies that
By partial summation, we also have
where c π (n) = Λ(n)a π (n) and a π (n) is given in (4.1).
Recall that when π ∼ = π ⊗ | det | iτ 0 for some τ 0 ∈ R, L(s, π ×π) has simple poles at s = 1 + iτ 0 and iτ 0 . ( [JacPSShal2] and [MoeWal] ). Otherwise L(s, π ×π) is entire. Note that the Archimedean part of the Rankin-Selberg L-function is
We will need a trivial bound Re µ π×π (j, k; v) > −1.
Then by a classical result of Shahidi ([Shah1] , [Shah2] , [Shah3] , and [Shah4] ), Φ(s, π) has a functional equation
π×π . Here Q π×π > 0 is the conductor.
6. Orthogonality. When π and π are cuspidal representations of GL m (Q A ) and GL m (Q A ), respectively, with π ∼ = π , Liu, Wang, and Ye [LiuWangYe] proved the following Selberg orthogonality
if at least one of π and π is self-contragredient. In [LiuWangYe] , (6.1) was proved as a consequence of a stronger weighted prime number theorem for a Rankin-Selberg L-function, and hence require a zero-free region of the classical type (cf. [Mor1] , [Mor2] , [GelLapSar] , and [Sar] ). This is the reason why we have to assume that at least one of π and π is self-contragredient in (6.1).
In this section, we will take the approach in [LiuYe2] to get a weighted version of (6.1) for cuspidal representations π and π over E, avoiding the zero-free region and the self-contragredient assumption. Then we will apply an argument of Landau [Land] to remove the weight.
Lemma 6.1.
Let π and π be irreducible automorphic cuspidal representations of GL m (E A ) and GL m (E A ) with unitary central characters, respectively. Then
Proof. The proof follows [LiuYe2] closely, and hence we will only give a brief sketch here and point out the difference. Let λ(s) = min n≤0 |s − n|. Denote by C(m, m ) the region in the complex plane with the following discs removed:
if v is real, and
if v is complex. Then for s ∈ C(m, m ) and all j, k, and v|∞,
if v is real, and λ s + µ π×π (j, k; v) ≥ 1 16mm if v is complex. Let β(j, k; v) be the fractional part of Re µ π×π (j, k; v). In addition we let β(0, 0; v) = 0 and β(m + 1, m + 1; v) = 1. Then all β(j, k; v) ∈ [0, 1], and hence there exist β(j 1 , k 1 ; v 1 ), β(j 2 , k 2 ; v 2 ) such that β(j 2 , k 2 ; v 2 ) − β(j 1 , k 1 ; v 1 ) ≥ 1/(3mm ) and there is no β(j, k; v) lying between β(j 1 , k 1 ; v 1 ) and β(j 2 , k 2 ; v 2 ). It follows that the strip
is contained in C(m, m ). Consequently, for all n = 0, −1, −2, · · · , the strips
are subsets of C(m, m ).
for Re s > 1. By the same proof as in [LiuYe2] , §4, using the fact that the RankinSelberg L-function is of order one away from its possible poles ( [GelShah] ), we have the following estimates: For |T | > 2 there exists τ with T ≤ τ ≤ T + 1 such that when −2 ≤ σ ≤ 2
If s is in some strip S n as in (6.4) with n ≤ −2, then
As in [LiuYe2] , §5,
(1)
The last two integrals are bounded by
To compute the first integral on the right side of (6.7), we choose σ 0 with −2 < σ 0 < −1 such that the line Re(s) = σ 0 is contained in the strip S −2 ⊂ C(m, m ). Let T ∼ x be the τ such that (6.5) holds. Now we consider the contour
Note that the two possible poles, some trivial zeros, and certain nontrivial zeros of L(s + 1, π ×π ), as well as s = 0, −1 are passed by the shifting of the contour. The trivial zeros can be determined by the functional equation (5.7): s = −1 − µ π×π (j, k; v). The trivial bound Re µ π×π (j, k; v) > −1 will give us O(log x) for the size the residues from trivial zeros. Integrals on C 1 and C 3 are bounded by O(x log 3 (Q π×π T )/T 2 using (6.5), while the integral on C 2 is bounded by O(1/x) using (6.6). The residues at s = 0, −1 will contribute K(1) + K(0)/x. The two possible poles are iτ 0 and iτ 0 − 1 which can only happen when m = m and π ∼ = π ⊗ |det| iτ 0 for some τ 0 ∈ R. If τ 0 = 0, these are double poles and they will contribute O(log x) to (6.7). If τ 0 = 0, i.e., if π ∼ = π , then s = 0 becomes a triple pole. Its residue contributes (1/2) log 2 x + O(log x) to (6.7). By the fact of L(s, π ×π ) = 0 for Re s ≥ 1 ( [Shah1] ), the contribution from nontrivial zeros is also O(log x). This completes the proof of Lemma 6.1.
Lemma 6.2.
Let π be an irreducible automorphic cuspidal representations of GL m (E A ) with unitary central characters. Then
Proof. Note that this is the case when π ∼ = π , and hence by (5.3) the series on the left side of (6.2) and (6.8) are of nonnegative terms. By the proof in [RudSar] , p.282, we can remove the weight 1 − n/x from (6.2) when π ∼ = π . Lemma 6.3.
Proof. This is deduced from (6.8) by a standard argument of partial summation.
We remark that under the Generalized Ramanujan conjecture, an asymptotic formula was proved in [LiuYe3] for cuspidal self-contragredient representation of GL m over Q:
for a positive constant c. The upper bound in (6.9) is nevertheless unconditional and valid for cuspidal representations not self-contragredient.
Theorem 6.4.
Let π and π be irreducible automorphic cuspidal representations of GL m (E A ) and GL m (E A ) with unitary central characters, respectively, such that π ∼ = π. Then (6.10)
Proof. The removal of the weight 1 − n/x from (6.3) is by an argument of Landau [Land] using (6.9). The proof is given in [LiuWangYe] . To make the present paper self-contained, we reproduce the proof in [LiuWangYe] below.
Denote c(n) = (log n)Λ(n)a π×π (n)/n, and
We begin with an observation that
By (6.3), we have
The last term in (6.11) is
say. By (5.4) and Lemma 6.3 we have
Putting (6.12) through (6.14)) into (6.11), we get (6.15) x+v x C(t)dt v log x.
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Now consider the difference
by the same argument as above. The desired result (6.10) now follows from this and (6.15). Under the generalized Ramanujan conjecture, a much precise version of (6.8) and (6.10) was proved in [LiuYe3] for self-contragredient cuspidal representations over Q:
where c, c 1 , ..., c 3 are positive constants.
Orthogonality over primes.
In this section we will rewrite Lemmas 6.2 and 6.4 as orthogonality taking over primes using Conjecture 2.1 and Hypothesis H. First, according to (6.8) we have
Using the bound for α π (j, v i ) in (2.1), we have
Therefore Hypothesis H implies
From (7.1) and (7.2) we conclude that
What we will show below is that the outer sum in (7.3) can be taken over all primes p ≤ x which split completely in E.
Lemma 7.1.
Let π be an automorphic irreducible cuspidal representation π of GL m (E A ) with unitary central character. Assume Hypothesis H over E when m ≥ 5. Assume Conjecture 2.1 when m ≥ 3 and there is p| such that p ≤ (m 2 + 1)/2. Then
Proof. We know that there are only finitely many p with its order of ramification e p > 1. Thus we can ignore these primes in (7.3) and consider only unramified primes p with f p = p . If such a prime p does not split completely in E, then f p ≥ 2. Under Conjecture 2.1, we then have p unramified, not split completely
Consequently (7.4) holds.
As in [RudSar] , p.300, we can apply partial summation to (7.4) and prove an asymptotic formula for a weighted sum. 
where the implied constant depends on m and δ.
Now let us turn to the case of π ∼ = π . By Cauchy's inequality, we may remove terms on prime powers from the left side of (6.10). Using the same proof as for Lemma 7.1, we can further remove terms on those primes which do not split completely in E.
Lemma 7.3.
Let π and π be irreducible automorphic cuspidal representations of GL m (E A ) and GL m (E A ) with unitary central characters, respectively, such that π ∼ = π. Assume Hypothesis H over E when m ≥ 5 or m ≥ 5. Also assume Conjecture 2.1 when m ≥ 3 and there is p| such that p ≤ (m 2 + 1)/2, or when m ≥ 3 and there is p| such that p ≤ (m 2 + 1)/2. Then p≤x splits completely
Partial summation now can be applied to (7.5) and get the following weighted sum, as in the proof of Proposition 4.5 in [LiuYe1] , p.436.
Lemma 7.4.
Let φ(v) be a C 1 function supported in |v| ≤ (1 − δ)/m for some positive δ. Let π and π be irreducible automorphic cuspidal representations of GL m (E A ) and GL m (E A ) with unitary central characters, respectively, such that π ∼ = π. Then under the same assumption as in Lemma 7.3, we have
where the implied constant depends on m and δ. 8. The n-level correlation. Let Φ ∈ C 1 (R n ) be supported in the region 1≤j≤n |ξ j | < 2/m. Define f (x) as in (2.8). We will compute the left side of (3.1):
where L = m log T and the sum over each γ j is taken over nontrivial zeros
. Now we use the Fourier transform and get
To compute the product, we set i µ = 0 or ±1 for µ = 1, . . . , n, and use i µ to indicate which one of g µT , S + µ , S − µ appears in the term:
Now we use (4.7) and (4.8) to expand S ± µ (ξ µ ). Recall that Λ(n µ )a π (n µ ) = c π (n µ ). We have
and
Here n = (n 1 , · · · , n n ) where n µ = 1 if i µ = 0, and
We will follow [RudSar] and [LiuYe1] closely to estimate C n (f, h, T ) and point out differences between the situation at hand and those discussed there. First, in the definition of Ω π (r) and hence of g T (x), there are sums of Γ C /Γ C or possibly more terms of Γ R /Γ R . These will cause no problem, since either over C or over R, Re µ π (j, v) > −1/2 by [RudSar] . By Stirling's formula, we thus have
Therefore, Lemma 4.1 in [RudSar] is still true here. That is,
Consequently, the integral in (8.2) converges absolutely. We want to prove Proposition 4.1 of [RudSar] in our case. That is, we will show that
To do this, we first point out that Lemmas 4.2 and 4.3 of [RudSar] , i.e., Lemmas 7.1 and 7.2 of [LiuYe1] , hold in the present case.
Lemma 8.1.
Lemma 4.4 of [RudSar] then holds in our case, as it is based on the bounds for g T and Lemmas 8.1 and 8.2 above.
where r = i µ =1 1 and s = i µ =−1 1. Now we can write
by Lemma 8.3. We will prove later that
Then using (5.6) we can still prove Lemma 4.5 of [RudSar] :
Using the same arguments as in [RudSar] , pp.293-294, we get
for any ε > 0. Therefore, (8.4) is valid after we prove (8.7).
Back to (8.6), we change variables to
and getÃ
, where V is defined by j y j = 0, |y µ | 1 for i µ = 0, and |y µ | T δ/3 for i µ = 0.
By Stirling's approximation formula and (8.3), we get from (4.5) that
where k = n − r − s is the number of µ with i µ = 0. This is Lemma 4.6 of [RudSar] . Back to (8.6), we now have for r + s > 0 that From (8.4 ) and (8.5) we thus obtain
when i 1 , . . . , i n are not all zero, and
If we assume Lemma 8.4 below, then (8.8) can be rewritten:
when r + s > 0. This is indeed Lemma 4.7 of [RudSar] .
we can go back to (8.1) and (8.9) to write
where on the left side, for each j = 1, . . . , n, ρ j = (1/2) + iγ j is taken over all nontrivial zeros of L(s, π). Estimation of (8.12) is thus reduced to asymptotic behavior of This implies an asymptotic formula Next let us consider the case that π is not stable under whole Gal E/Q . Let G π = {σ ∈ Gal E/Q | π σ ∼ = π} be the subgroup of Gal E/Q fixing π. Denote by a be the number of elements in G π , so that a| and 1 ≤ a < . Then according to [Rog] , for any two places v 1 and v 2 lying above a completely splitting p, π v 1 ∼ = π v 2 if and only if E v 1 is mapped to E v 2 by some σ ∈ G π .
Consequently ( The estimation of (9.4) is the same as in the first case, following (9.2) and (9. 
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On the other hand, the estimation of (9.5) is done by Lemma 7.4; we get O(log T This proves Theorem 3.1.
Appendix. Proof of Hypothesis H for GL(3) over E. Now we prove Hypothesis H over E for m = 3. This was proved in [RudSar] over Q. We follow their approach closely. Since the series on the right side of (5.1) converges absolutely for Re s > 1, we know that for any δ > 0 On the other hand, as in [RudSar] , p.283, we can have |α π (2, v)| = 1 and |α π (1, v)| = 1/|α π (3, v)| ≥ 1, because the central character of π is assumed to be unitary. Therefore .
