In this paper, we describe a new construction of wavelet-like functions on a compact interval [a, b] ʚ ‫.ޒ‬ Our approach of localizing multiscale decomposition of weighted L 2 -spaces L 2,r ([a, b]) is based on eigenfunctions of regular Sturm-Liouville boundary value problems, and was introduced and analyzed in Depczynski (1995) . The asymptotic properties of such eigenfunctions yield localizing and stable bases, which prove to be very useful in time-frequency analysis. For specific types of eigenfunctions, fast algorithms are presented.
INTRODUCTION
How to construct wavelets on a bounded interval without disturbing boundary effects is a very important question in applications and is still under investigation. Thus far, a complete theory has been developed only in the case that the functions satisfy periodic boundary conditions (see Plonka and Tasche [12] ). Considering the non-periodic case, we may distinguish two different approaches. The first one starts from compactly supported wavelets on L 2 ‫)ޒ(‬ and keeps only those that have support in [a, b] . To obtain bases of L 2 [a, b] it is then necessary to introduce additional ''artificial'' boundary wavelets (see, e.g., Chui and Quak [3] and Cohen et al. [4] ).
Another way of constructing wavelets on a bounded interval uses Chebyshev polynomials as a starting point (Kilgore and Prestin [11] and Tasche [14] ). Wavelets and scaling functions are defined by linear combinations of Chebyshev polynomials, which leads to fast algorithms that are based on fast discrete cosine transformation (DCT). Recently, this theory was extended to general orthogonal polynomials by Fischer and To construct another basis g k , k √ I, of U, choose numbers x i √ [a, b] , i √ I, such that the matrix
is regular. The new basis is then defined by
with all g k having norm 1. Note that every g k is built by a finite linear combination of ( f i ) i √ I . Therefore, all regularity properties of f i are inherited by the functions g k .
The fact that span{g k ; k √ I} Å span{ f i ; i √ I} follows from the regularity of T. The corresponding Gramian G is given by G Å TT T . If we write A :Å l min (G) for the smallest and B :Å l max (G) for the largest eigenvalue of G, the Courant-Fischer minimax Theorem (cf. Theorem 8.1.2 in Golub and van Loan [10] ) gives the following stability result for all (a i ) i √ I , a i √ ‫:ޒ‬
Note that 0 õ A°B õ ϱ, because G is symmetric and positive definite. The system {g i ; i √ I} is orthonormal, iff A Å B Å 1.
Due to the construction (3), we have the following connection between inner products and function evaluation:
From this we conclude, that {g k ; k √ I} is orthogonal, iff all g k are fundamental interpolatory in the sense of
In a certain sense, the new basis functions are also best localized in time space around x k ; namely, it holds (cf. Fischer and Prestin [9, Thm. 2.3])
This follows from the fact that sup u°1 Éu(x k )É Å K I (x k , x k ) 1/2 and the supremum is attained by the functions u 0 (x) Å aK I (x, x k )/K I (x k , x k ) 1/2 , ÉaÉ Å 1 (cf. Yosida [15, Thm. 1 and Corollary, p. 96]).
Because {g i ; i √ I} is in general not orthogonal, it is useful to study the dual basis {g k ; k √ I} of U, defined by the equations
An explicit representation of these dual functions is given by the formula
T with T from (2). We immediately have the following stability result for all ( 
here Ã Å B 01 and B Å A 01 . A nice property of g k is that these functions are always fundamental interpolatory, i.e.,
Due to this interpolation property, it is obvious that
where ÉÉÉrÉÉÉ denotes the discretized norm
on the foregoing construction, we define the following multiscale decomposition of H with localized functions: Let N j be a strictly increasing sequence of natural numbers (e.g., N j Å 2 j ), I j :Å {1, . . . , N j }, and denote by V j the space
The spaces V j are linear and closed subspaces of H which are nested, i.e., V j ʚ V j /1 , and the union of all V j is dense in H:
The orthogonal complement of V j in V j /1 is denoted by W j ; i.e., we have
Obviously W j Å span{ f i ; i √ I j /1 "I j }. Therefore all spaces W j are also closed linear subspaces of H, but they are mutually orthogonal; i.e., W j ⊥ W k for j x k. From (10) and (11) we get 
and
are regular. We denote the new basis of V j by f j,1 , . . . , f j,N j and the new basis of W j by c j,1 , . . . , c j,N j/1 0N j ; i.e., we have
In this framework, decomposition can be performed as follows: Given a function f
Using matrix calculus, this is done by
The corresponding reconstruction formula reads
MULTISCALE DECOMPOSITIONS WITH SPECIAL BASIS FUNCTIONS
Assume now that f 1 , f 2 , . . . is a Hilbert basis of the Hilbert space , b] ). In the following, we will first focus our attention on basis functions of a special type (see Definition 3.1). This leads to fast algorithms and explicit Riesz bounds. It is also the basis for the general theory of multiscale decompositions using eigenfunctions of regular Sturm-Liouville problems (cf. Section 4). 2. The functions 
Multiscale Decompositions with Basis of Type I
We first study the case of type I basis and begin with the definition of the transformed basis functions f j,k and c j,k .
Typical plots of these are given in Figs S j it follows C T j Å C 01 j , i.e., C j is an orthogonal transform, and therefore the orthonormality of {f j,1 , . . . , f j,2 j 01 } is evident. 
Proof. From the orthonormality of the basis f 1 , f 2 , . . . it follows
(01) k e k , e k the kth unit vector in ‫ޒ‬ 2 j , I the identity matrix, and a Å 1/(2 j / 1), we can write the Gramian in the form
From this representation it becomes clear that G(c j ) has the single eigenvalue 1
with eigenvector e, and (
From the fact that G(c j ) has very small off-diagonal elements (they are of order O(2 0 j ) at level j) and from (5) it follows that c j,k is almost fundamental interpolatory on knots x j /1,2l/1 . More precisely
Now we study decomposition; i.e., given
we want to calculate coefficients a
Explicit formulas for a 
.
We are now going to demonstrate how this decomposition can be made fast. Recall that in matrix calculus, the decomposition reads
Because of
the multiplication with these matrices can be done with O( j2 j ) operations, using essentially DST.
The matrix D j can be written in the form
where
Multiplication with M j needs 2 j operations, because M j is diagonal. Multiplication with U j or L j means inserting zeros or deleting entries in a vector and thus can be accomplished by O(2 j ) operations. Together with the multiplication by the DST matrix S j /1 , this leads to O( j2 j ) operations for the overall process. The reconstruction is based on
and can be performed with O( j2 j ) operations as well.
Multiscale Decomposition with Bases of Type II
For bases of type II, we can obtain results which are similar to the results for bases of type I. We will give no proofs in this section, because they are quite similar to those given in the previous section. The reader who is interested in the technical details may consult Depczynski [6] or Depczynski and Jetter [7] . Applications of these wavelets in quantitative chemometry are described in Depczynski et al. [8] .
As in the previous section, we start again by defining f j,k and c j,k . Note that there is a slight modification in the range of the indices and that the basis functions f i start with index i Å 0.
The corresponding coefficient matrices C j and D j can be written as
where C j is the DCT-I matrix and
In this case, the functions f j,0 , . . . , f j,2 j are no longer orthonormal, but we still have the following stability result: 
The upper estimate B(f j ) õ 2 follows by applying Gerschgorin's circle theorem to the Gramian G(f j ). For j Å 1, 2, 3 the lower bound for A(f j ) is obtained by direct calculations, giving l min (G(f 1 )) Å (33 0 129)/30, l min (G(f 2 )) Å 4/5, and l min (G(f 3 )) Å 8/9. For j ¢ 4 we write G(f j ) Å X j / Y j / Z j with three suitable chosen real-symmetric matrices X j , Y j , Z j . For each of these matrices, the smallest eigenvalue l min can be calculated using spectral decomposition methods. Using
gives the lower bound in the above theorem.
The functions c j,0 , . . . , c j,2 j 01 are also not orthonormal, but Theorem 3.4 is valid here too; i.e., the system {c j,0 , . . . , c j,2 j 01 } is a Riesz basis of ᮍ j √ ‫ގ‬ W j with Riesz bounds A Å 2/3 and B Å 2.
Also Theorem 3.5 is valid here with the slight modification that the alternating factor (01) k/l disappears:
Decomposition and reconstruction can again be done by fast algorithms (in the sense that only O( j2 j ) operations are needed for one decomposition step), this time using fast DCT algorithms.
Only for completeness, we state again a more theoretical result like Theorem 3.6 without proof, which gives an explicit representation of a 
2. for n Å 1, 2, . . . , 2 j 0 1:
Remark. In general, our wavelets c j,k have no vanishing moments. But due to many numerical experiments we conjecture that they are close to having vanishing moments in the sense that the formula É»x n , c j,k (x)…É°C n r2 0j /2 will hold, with a constant C n not depending on k or j.
MULTISCALE DECOMPOSITIONS USING EIGENFUNCTIONS OF A REGULAR STURM-LIOUVILLE PROBLEM
In this section we generalize the stability results about the system {c j,k ; j √ ‫,ގ‬ k Å 0, . . . , 2 j 0 1}, when the original basis functions f i are given by the eigenfunctions of regular Sturm-Liouville problems with appropriate boundary conditions. For numerical methods of eigenvalue and eigenfunction calculation see Zwillinger [17, pp. 650-652, references therein].
The main result is that the stability constants A(c j ) and B(c j ) behave asymptotically like the ones in the special cases of type I or type II bases in the previous section (cf. Theorem 3.4); i.e., for j r ϱ we have
To simplify the task of proving (13), we first note that we always may assume the Sturm-Liouville problem is given in Liouville normal form
If the system is not in Liouville normal form, we can apply the Liouville transform (cf. Birkhoff and Rota [1, Chap. 10, Sect. 9]) to end up with (14) . Because the Liouville transform is an isometry, there is no change in the Gramian G(c j ) if the functions c j,0 , . . . , c j,2 j 01 are transformed, and therefore the stability constants (Riesz bounds) remain unchanged.
According to the two types of bases we have introduced so far, we define two types of homogeneous boundary conditions for (14): The basic idea of proving (13) is to use asymptotic formulas for the eigenfunctions and then to show that the resulting Gramians are not too far away from the Gramians that occurred in Section 3, where we used special basis functions (namely type I and type II bases). The main tool to show this will be the Wielandt-Hoffmann theorem for real symmetric matrices (cf. Theorem 8.1.5 in Golub and van Loan [10] ).
This section is again divided into two parts, corresponding to the two boundary conditions in Definition 4.1. In the first part, we prove (13) for boundary conditions of type I, including technical details. The second part is concerned with type II boundary conditions and does not include as many proofs, because the main ideas and techniques are essentially the same. The reader who is interested in the technical details may find all proofs in Depczynski [6] .
The Case of Type I Boundary Conditions
We first state the following asymptotic formulas for eigenfunctions and eigenvalues of Sturm-Liouville problems (in Liouville normal form) with boundary conditions of type I (see Yosida Then for j r ϱ we have
Remark. If e 
Then for sufficiently large j √ ‫ގ‬ the sets
Now let j √ ‫ގ‬ and define for k Å 0, . . . , 2 j 0 1, 
Because e 
S ϱ converges pointwise to the 2p-periodic function g, which is on [0, 2p) defined by
Because g is bounded and has Fourier coefficients O(n 01 ), the partial sums S j are uniformly bounded; i.e., there is a constant C ú 0 with S j ϱ°C for all j √ ‫ގ‬ (cf. Theorem 3.7, p. 90, in Zygmund [18] ). This gives S j /1 0 S j ϱ°2 C, which, together with for sufficiently small 0 õ c õ 2/5. Cauchy's convergence criterion then gives
and therefore we proved lim
Proof of theorem 4.5. Let G(c j ) be the Gramian of the functions in (16) and define
We have to prove that for j r ϱ, 
where l 1 (G)°l 2 (G)°rrr°l n (G) denote the eigenvalues of real symmetric G √ ‫ޒ‬ n1n and r F denotes the Frobenius norm, it is enough to show lim
Because c j,k Å 1 by construction, we have r j k ,k Å 0. In case k x l we find the following: First note that
and it holds This leads to
ORDER OF APPROXIMATION
Denote by f 0 , f 1 , f 2 , . . . the eigenfunctions of the regular Sturm-Liouville boundary value problem
and p, r strictly positive on [a, b] . We assume homogeneous boundary conditions
with (a 0 , a 1 ), (b 0 , b 1 ) x (0, 0). In order to study the approximation properties of the spaces V j , we introduce the space
In the following, we will always assume that 0 is no eigenvalue of (19). In this case, the Green's function of (19) can be written in terms of the eigenfunctions
and G:
Using the fact that for sufficiently large k √ ‫ގ‬ there exist constants 0 õ C 0°C1 õ ϱ with C 0 k 
where we thus obtain (for large j √ ‫)ގ‬
we formulate the characterization (22) in terms of these coefficients b
Here
Of course, the last series can be written as
By the definition of the operator Q j , this is equal to
Because ͚ 
Proof. From Theorem 5.1 we obtain for j r ϱ the following inequality:
The Riesz stability yields
Putting both inequalities together gives the statement of the theorem. Thus far, we have only required N j õ N j /1 . Assuming some slightly stronger conditions on N j enables us to prove the following theorem, which is ''almost inverse'' to the last result: Proof. It suffices to prove that
Using l k°C1 rk 2 we obtain
and b j 2°C2 rN 02 m0 e j , with the constant C 2 ú 0 independent of j, we have
EXAMPLES
We present some of the examples from Depczynski [6] and Depczynski and Jetter [7] , concerning the detection of singularities and chirps.
To analyze a function f : I r ‫,ޒ‬ I Å [a, b], we proceed as follows: First we transform the interval I to the domain of definition of the corresponding wavelet family by an affine transformation, obtaining a function fH . Then we calculate a projection of fH onto V 11 by interpolation and use the resulting function as the starting point for the decomposition. Finally, we give plots of the (high-frequency) coefficients in W 10 . In the first example, we take f Å N 4; 0,0.25,0.5,0.75,1 : [0, 1] r ‫,ޒ‬ the cubic spline with knots x i Å i/4, i Å 0, 1, . . . , 4 (cf. Fig. 3 ).
In the interior of transformed f to the interval [01, /1] in the last case, so that singularities appear at 00.5, 0, and /0.5. The fact that the Chebyshev family does not come from a regular Sturm-Liouville problem might cause some problems near the boundary, as can be seen in our second example.
Here we take f Å N 4; 0.05,0.25,0.5,0.75,0.95 : [0, 1] r ‫;ޒ‬ i.e., we moved the former outer knots (0 and 1) into the interior of the interval to 0.05 and 0.95 (cf. Fig. 6 ).
Because the third derivative has two additional discontinuities inside the interval now, we expect large coefficients at 0.05 and 0.95, too. In addition to the analyzing systems from the first example, we also use Sturm-Liouville wavelets of type II, which are based on 
As can be seen in Figs. 7, 8, and 9, the analyzing systems, which correspond to regular Sturm-Liouville problems, have no problems detecting all singularities. The Chebyshev family gives good results on the interior knots x 1 , x 2 , x 3 , but fails to detect the new knots near the boundary. The reason for this typical damping of the analysis might be the fact that the weight function r(x) Å 1/ 1 0 x 2 for the Chebyshev family tends to infinity at {1. Also note that the wavelet knots x j,k cluster at the boundary, due to lim xr{1 q(x) Å ϱ, whereas in the regular case, these knots are equally distributed on the interval (in the sense that 0 õ c 1°É q(x)É°c 2 õ ϱ). Thus far, our examples could also have been analyzed using periodic wavelets. We therefore now give one of the non-periodic examples from Depczynski [6] . The function f is defined by
where s Å . Because the frequency of the second factor ( the chirp ) rises from left to right, we expect frequency bands to move from left to right in the W -spaces, while at the same time the discontinuities originating from the spline should still be detected. We compare our method ( with functions based on ( 25 ) ) with the Chebyshev family, the periodic spline wavelets from Plonka and Tasche [13 ] with m Å 6, and with Cohen -DaubechiesVial wavelets with N Å 6, as introduced in [ 4 ] . Figures 13 to 16 show the coefficients of the six spaces W j of highest frequency with increasing frequency from upper left to lower right. As can be seen in the figures, all analyzing systems recognize the chirp; i.e., we obtain large coefficients moving from left in the lower-frequency bands to the right in the higher-frequency bands, as expected. Therefore, all analyzing systems yield good frequency analysis. But from this numerical example it also becomes clear that not all systems are able to detect the discontinuities of the spline in the presence of a chirp. These are only recognized by Sturm-Liouville wavelets (including the Chebyshev family as a special case, again with the typical damping effects near the boundary). We do not yet have a theory concerning this phenomenon, but we will use this simple numerical experiment as a starting point for further research. 
