We benchmark the Pure-Random-Search algorithm on the BBOB 2009 noisy testbed. Each candidate solution is sampled uniformly in [−5, 5] D , where D denotes the search space dimension. The maximum number of function evaluations chosen is 10 6 times the search space dimension. With this budget the algorithm is not able to solve any single function of the testbed.
INTRODUCTION
The pure random search proposed by Brooks in 1958 [2] is the most simple stochastic search algorithm. It consists in sampling each search point independently in the search domain and keeping the best solution found.
In this paper, we benchmark the pure random search where each solution is sampled uniformly in [−5, 5] D , where D denotes the dimension of the search space. The maximum number of function evaluations is fixed to 10 6 × D. The CPU time experiments and implementation details are given in the companion paper [1] . , shown for ∆f = 10, 1, 10 −1 , 10 −2 , 10 −3 , 10 −5 , 10 −8 (the exponent is given in the legend of f101 and f130) versus dimension in log-log presentation. The ERT(∆f ) equals to #FEs(∆f ) divided by the number of successful trials, where a trial is successful if fopt + ∆f was surpassed during the trial. The #FEs(∆f ) are the total number of function evaluations while fopt + ∆f was not surpassed during the trial from all respective trials (successful and unsuccessful), and fopt denotes the optimal function value. Crosses (×) indicate the total number of function evaluations #FEs(−∞). Numbers above ERT-symbols indicate the number of successful trials. Annotated numbers on the ordinate are decimal logarithms. Additional grid lines show linear and quadratic scaling. Table 1 : Shown are, for functions f101-f120 and for a given target difference to the optimal function value ∆f : the number of successful trials (#); the expected running time to surpass fopt + ∆f (ERT, see Figure 1) ; the 10%-tile and 90%-tile of the bootstrap distribution of ERT; the average number of function evaluations in successful trials or, if none was successful, as last entry the median number of function evaluations to reach the best function value (RTsucc). If fopt + ∆f was never reached, figures in italics denote the best achieved ∆f -value of the median trial and the 10% and 90%-tile trial. Furthermore, N denotes the number of trials, and mFE denotes the maximum of number of function evaluations executed in one trial. See Figure 1 for the names of functions. Table 2 : Shown are, for functions f121-f130 and for a given target difference to the optimal function value ∆f : the number of successful trials (#); the expected running time to surpass fopt + ∆f (ERT, see Figure 1) ; the 10%-tile and 90%-tile of the bootstrap distribution of ERT; the average number of function evaluations in successful trials or, if none was successful, as last entry the median number of function evaluations to reach the best function value (RTsucc). If fopt + ∆f was never reached, figures in italics denote the best achieved ∆f -value of the median trial and the 10% and 90%-tile trial. Furthermore, N denotes the number of trials, and mFE denotes the maximum of number of function evaluations executed in one trial. See Figure 1 for the names of functions.
