The subject of present note are relationships between certain class of noncommutative C * -algebras and geometry of 3-dimensional manifolds which fiber over the circle. We suggest a new classification of such manifolds which is based on the K-theory of a C * -algebra coming from measured foliations and geodesic laminations studied by Thurston et al. In the first part of the paper a bijection between surface bundles with the pseudoAnosov monodromy and stationary Bratteli diagrams is established. In the second part, we apply the elaborated calculus (rotation numbers, associated number fields) to estimate the volume and Dehn surgery invariants of the 3-dimensional manifolds. In particular, it is shown that the number of cusps is equal to the class number of a real quadratic field associated to the manifold. This generalizes Bianchi's formula for the imaginary quadratic fields known since 1892.
Introduction
The aim of noncommutative geometry consists in the developing of an algebraic intuition for a broad class of topological objects. The outstanding works of J. von Neumann (continuous geometries), A. Connes (type III factors and foliations) and V. F. R. Jones (subfactors and knots) are a few examples in this direction.
Let X be a closed 2-dimensional manifold. Denote by M od X = Dif f (X)/ Dif f 0 (X) the mapping class group of X. Any pseudo-Anosov (non-periodic) K 0 ≃ Z 2g , and
where g is the genus of X. It is typical that neither K 0 -nor K 1 -group depend on ϕ, thus they alone aren't sufficient to classify O ϕ up to any reasonable isomorphism. What does this job is an order 1 specified on the abelian group K 0 (O ϕ ). 1 Under different names, ordered abelian groups were introduced in topology by Thurston ([30] ) and Tischler ([33] ). Any closed 1-form ω ∈ H 1 (M ; R) defines a codimension 1 foliation on M . In this case M fibers over S 1 . Not every such form defines a fibration M → S 1 .
Tischler showed that the space of 1-forms ω ∈ H 1 (M ; R) corresponding to a fibration, is an
Roughly speaking, the order describes the set of projections (idempotents) in the C * -algebra O ϕ . Up to the Morita equivalence, this ordered abelian group is a complete invariant of the C * -algebra O ϕ ( [6] ). We refer to the ordered K 0 -groups as Elliott groups. The C * -algebras whose Elliott group determines uniquely the C * -algebra itself, are called AF C * -algebras. (All the definitions will be reviewed in Section 2.) It is recognized that Bratteli diagrams give an excellent combinatorial presentation of an AF C * -algebra ( [2] ). Such a diagram is an infinite graph showing the way finite-dimensional (multi-matrix) C * -algebras are embedded in the AF algebra. The diagram consists of "blocks" pasted together with the help of countable set P 1 , P 2 , . . . of the "incidence matrices". Matrices P i aren't generally related, but in the important special case P 1 = P 2 = . . . = P = Const the diagram is called stationary.
Given Bratteli diagram such that rank P i = 2g, one can canonically prescribe to it a measured foliation on the surface of genus g ( [20] ). Roughly speaking, infinite paths of the diagram define (using Koebe-Morse coding) a geodesic lamination on some compact surface. Thurston showed such a lamination corresponds to equivalence class of measured foliations on the same surface ( [31] ). The average slope of leaves of this foliation we denote by θ and call it rotation number ([18] , [19] ).
It can be shown that every stationary Bratteli diagram (and its AF C * -algebra) is closely linked to infinite periodic continued fraction a 0 + 1
which converges to the rotation number θ. Note that in this case θ is the irrational root of a quadratic polynomial x 2 + px + q = 0, p, q ∈ Z. The algebraic number field K = Q(
4q > 0} will be called associated to the stationary AF C * -algebra. The aim of present note are the following theorems.
Theorem 1 Let ϕ ∈ M od X be a pseudo-Anosov diffeomorphism of the compact surface X of genus g ≥ 2. Then:
(
ii) the Bratteli diagram of O ϕ is stationary.
open cone. Thurston proved that the elements of this cone coincide with the Euler classes of the bundle of tangent planes to the fibration. The boundary of cone is given by a linear functional on H 1 (M ; R) called a "Thurston norm". (I wish to thank Danny Calegari for pointing out this fact to me.) Note that any cone defines a partial order on the abelian group H 1 (M ; R) by the rule x > y iff x − y belongs to the cone. We shall see that the topology of M is completely controlled by this order structure.
Theorem 2 Suppose that:
(i) G = (Z 2g , (Z 2g ) + , [1] ) is an abstract ordered abelian group (with unit) given by stationary Bratteli diagram; (ii) X is a compact surface of genus g.
Then for g ≥ 2 there exists a pseudo-Anosov diffeomorphism ϕ ∈ M od X such that the Elliott group of the crossed product C * -algebra O ϕ = C(X) ⋊ ϕ Z is order-isomorphic to G. 
, where d is the discriminant and ε > 1 the fundamental unit of the field K;
( 
ii) M → V ol M is a finite-to-one function, such that the number of topologically distinct manifolds of the same volume is equal to the class number h
The structure of the article is as follows. A brief introduction to C * -algebras, Elliott groups, Bratteli diagrams, rotation numbers, stationarity and number fields is given in Sections 2.1-2.6, respectively. Section 3 is devoted to the proof of Theorems 1 -4. (We inserted short introductory paragraphs where necessary.) The appendix (Section 4) contains additional information about measured foliations and interval exchange transformations.
Preliminaries
This section is a short introduction to C * -algebras and their invariants. There exists a fairly extended list of good courses introducing the subject, e.g. [25] . The C * -algebras we are interested in are AF and their invariants are algebraic K-groups (namely, K 0 with the associated order). The AF algebras we are considering come from measured foliations and geodesic laminations, studied by Thurston et al. For the reader's comfort, we review measured foliations and their interval exchange (holonomy) transformations in the Appendix. 
C*-algebra
* -algebras O λ into the abelian groups so that the semi-group A + ⊂ O λ corresponds to a "positive cone" K + 0 ⊂ K 0 (O λ ) and the unit element 1 ∈ O λ corresponds to the "order unit" [ 
) with the order unit is called an Elliott group. It is relatively easy to calculate the K-groups of O λ (Lemma 1). Much harder is to figure out the positive cone K + 0 (O λ ). This will be done in the next section.
Proof. Let p 1 , . . . , p n be the set of discontinuous points of the mapping ϕ.
Denote by Orb ϕ = {ϕ m (p i ) : 1 ≤ i ≤ n, n ∈ Z} a set of full orbits of these points. When ϕ is irrational, the set Orb ϕ is a dense subset in [0, 1]. We replace every point x ∈ Orb ϕ in the interior of [0, 1] by two points x − < x + moving apart banks of the cut. The obtained set is a Cantor set denoted by Λ.
A mapping ϕ : Λ → Λ is defined to coincide with the initial interval exchange transformation on [0, 1]\Orb ϕ ⊂ Λ prolonged to a homeomorphism of Λ. Mapping ϕ is a minimal homeomorphism of Λ, since there are no proper, closed, ϕ-invariant subsets of Λ except the empty set. Thus, O λ = C(Λ) ⋊ ϕ Z is a crossed product C * -algebra, where C(Λ) denotes a C * -algebra of continuous complex-valued functions on Λ. The following diagram of Pimsner and Voiculescu consists of exact sequences:
The detailed proof of this fact was given by Putnam ([24] ). The simplest (alternative) way to see that K 0 (C(Λ)) ≃ Z n is based on the Swan theorem. Indeed, let v i , . . . , v n be the intervals of transformation ϕ = ϕ(λ, π, ε). Since each point x ∈ Λ belongs to the interior of some v i , set Λ falls into n connected components (in the topology introduced at the begining of the paragraph). By Swan's theorem, K 0 (C(Λ)) ≃ K(Λ), where K(Λ) is the topological K-group of Λ. On the other hand, K(Λ) ≃ H 0 (Λ, Z) by Chern's character theorem. Since the cohomology group H 0 (Λ, Z) "counts" the number of connected components of Λ, we have K 0 (Λ) = Z n . Similarly, because Λ is a totally disconnected set, K 1 (C(Λ)) ≃ 0. To obtain the conclusion of Lemma 1 it remains to calculate all short exact sequences in the diagram of Pimsner and Voiculescu.
Elliott group of O λ
The K-groups alone aren't sufficient for classification of O λ in the Morita sense. By a 1-skeleton of τ one understands the union of vertices, V (τ ), and edges, E(τ ), of a fundamental tessellation τ . We shall reserve a notation Sk 1 τ = V (τ ) ∪ E(τ ) for this fact. Modulo orientation, Sk 1 τ is isomorphic to the Cayley graph of group G, i.e. a graph whose set V represents elements of G and set E corresponds to the action of generators of group G on these elements. We use this fact to label V (τ ) by the elements of G.
Since G is cocompact, we identify it with the fundamental group of X. If [G, G] is a commutator subgroup of G, then by the Hurewicz lemma we have an isomorphisms:
To 'embed' Z k into Sk 1 (τ ), let us consider the vertices of the form
where g ∈ G is fixed and x, y run all G. The set (3) is a coset of the element g and all cosets of G have the structure of abelian group (6). Picking up one element from each coset will define vertices of an abelian 1-skeleton denoted by Sk
is a free lattice on k generators. The corresponding (abelian) tessellation of H we denote by τ ab .
Let G be an additive abelian group. A partial order on G is any reflexive, anti-symmetric, transitive relation ≤ on G. If any pair x, y ∈ G is comparable by this relation, the order is called total. G is a partially ordered abelian group if for any x, y, z ∈ G such that x ≤ y it follows that x + z ≤ y + z. The set of all positive elements G + ⊂ G is a cone, i.e. a subset of G containing 0 and closed under the addition. If G is a totally ordered abelian group, then
Let H ⊆ G be a subgroup of a partially ordered abelian group G. H is an order ideal in G if for every x, y ∈ H and z ∈ G such that x ≤ z ≤ y, it follows that z ∈ H. If G has no order ideals except {0} and G, then G is called simple. For any order ideal H ⊆ G the factor-group G/H is a partially ordered abelian group with the positive cone (G/H) + = (G + + H)/H. In case τ ab is an abelian tessellation of the Lobachevsky plane, there exists a natural order coming from the geodesic lines. Indeed, if S is a geodesic half-circle passing through 0 ∈ τ ab ∼ = Z k , then we set
The set (9) is a positive cone and the order on τ ab defined by this cone will be called natural. Note that the ordered group (Z k , (Z k ) + ) is simple if and only if the geodesic is "irrational", i.e. hits the absolute at irrational points. For otherwise, the group (Z k , (Z k ) + ) will have nontrivial order ideals. In the irrational case, the order can be total or partial depending on how fast "rational" geodesics converge to given irrational geodesic.
Let F be a measured foliation on X. Thurston showed that F can be represented by a "geodesic lamination" consisting of disjoint non-periodic geodesics, which lie in the closure of each other ( [31] ). Denote by p : H → X a covering mapping corresponding to the action of G. The geodesic lamination is a product Λ × R ⊂ X, where Λ is a (linear) Cantor set. The preimage p −1 (Λ × R) ⊂ H is a collection of geodesic half-circles without self-intersections except, possibly, at the absolute. The "footpoints" of these half-circles is a subset of ∂H homeomorphic to Λ.
Let S ∈ p −1 (Λ × R) be a geodesic half-circle. Suppose that (Z k ) + is the natural order introduced by S according to formula (9) . Let, finally, (P, P + , [u]) be an Elliott group such that P = Z k and P + = (Z k ) + . The following lemma plays a key role.
Lemma 2 The Elliott group of
Proof. The details of proof of this lemma can be found in ( [19] ). Let us give an idea, based on the method of "towers". Let
The interval exchange transformation ϕ m | Y : Y → Y is called induced by transformation ϕ. To every such transformation one relates an integral square matrix
whose entries "count" the orbits of ϕ in the following sense: if a point x ∈ v i then
Note that by (ii) this number is independent of the choice of point x ∈ v i . By the minimality of ϕ matrix P Y has rank n and det P Y can be made equal to ±1. By the properties (i) and (ii) of induced transformations, one can infinitely prolong the procedure obtaining a sequence of closed subintervals contracting to a singleton {y},
The Elliott group of C * -algebra O λ is equal to the limit of "rational" groups defined by a sequence of automorphisms
given by integral matrices P Yi . To finish the proof of lemma it remains to identify Z n with τ ab of the Lobachevsky plane and scale the order unit [u] ( [19] ).
Bratteli diagrams
An AF (approximately finite-dimensional) algebra is defined to be a norm closure of an ascending sequence of the finite dimensional algebras M n 's, where M n is an algebra of n × n matrices with the entries in C. Here the index
be a chain of algebras and their homomorphisms. A set-theoretic limit A = lim M n has a natural algebraic structure given by the formula
The homeomorphisms of the above (multi-matrix) algebras admit a canonical description (Effros [5] ). Suppose that p, q ∈ N and k ∈ Z + are such numbers that kq ≤ p. Let us define a homomorphism ϕ : M q → M p by the formula J J a a a a a a a a a a a a a a a a a a a a f such that Φ(q) ≤ p, then the homomorphism ϕ is defined by the formula:
where Φ(q) + h = p. We say that ϕ is a canonical homomorphism between M p and M q . Any homomorphism ϕ :
Graphical presentation of the canonical homomorphism is called Bratteli diagram. Every "block" of such diagram is a bipartite graph with r × s matrix Φ = (φ kl ). Such a graph in case r = s = n is sketched in Figure 1 . In general, Bratteli diagram is given by a vertex set V and edge set E such that V is an infinite disjoint union V 1 ⊔ V 2 ⊔ . . ., where each V i has cardinality n. Any pair V i−1 , V i defines a non-empty set E i ⊂ E of edges with a pair of range and source functions r, s such that r(E i ) ⊆ V i and s(E i ) ⊆ V i−1 . The non-negative integral matrix of "incidences" (φ ij ) shows how many edges there are between the k-th vertex in row V i−1 and l-th vertex in row V i . Bratteli diagram is called stationary if (φ kl ) is a constant square matrix for all i = 1, . . . , ∞.
Rotation numbers
One of the amazing invariants of the C * -algebra O λ is the so-called rotation number θ = θ(λ). It is a real number equal to the "average slope" of measured foliation on the compact surface X. Numbers θ play the role similar to classical rotation numbers of the Kronecker foliations on the two-dimensional torus. Let us briefly review the construction of numbers θ (see [18] , [19] for more details). The positive cone (9) is the limit of the sequence of "rational" cones, P m , defined by the automorphisms (11), i.e.
Denote by γ m a rational geodesic in the Lobachevsky plane which bounds cone P m . There exists a unique Fuchsian isometry g m ∈ G such that it transforms γ m−1 into γ m . Let am bm cm dm ∈ P SL(2, Z) be an integral matrix with determinant ±1 which corresponds to g m . Finally, let
be the Minkowski decomposition of the unimodular integral matrix. We allow m to vary from 1 to ∞. The regular continued fraction:
1 , . . . , a
0 , a
converges to a real number θ called a rotation number associated to the C * -algebra O λ . The importance of rotation numbers is stipulated by the following lemma. Lemma 3 ([18] , [19] 
Stationary C * -algebras
The simplest AF C * -algebras are those given by stationary Bratteli diagrams. The isomorphism problem for such algebras is known to be solvable ( [3] ). Namely, this isomorphism reduces to the diophantine equation between their incidence matrices. The second important feature of stationary case is rotation number θ given by periodic fraction.
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, where M is the incidence matrix of stationary Bratteli diagram. Note that k = 2g and the lattice Z k is identified with the first homology group H 1 (X; Z). Since M is the unitary matrix, it corresponds to an element f ∈ Aut H 1 (X; Z). On the other hand, there exists a pseudo-Anosov diffeomorphism ϕ : X → X such that ϕ * = f .
Let H be the Lobachevsky plane and X = H/G for a Fuchsian group G. Let g ∈ G be an isometry of H corresponding to the action of ϕ. Since ϕ is pseudo-Anosov, the iterates of g "converge" to an irrational geodesic line. In this case g m = g for all m, see Section 2. 4 . This implies that continued fraction (17) is periodic.
Corollary 1 Morita equivalence class of the stationary algebra O λ is finite, i.e. consists of a finite number of algebras
corresponding to these C * -algebras satisfy the following equalities:
where
Proof. To the contrary, let the Morita equivalence class be infinite: 
Number fields
Let D be a positive integer not divisible by a full square except 1. The extension of degree 2 over the rationals we call quadratic. Every such an extension has the form K = Q( √ D) and its discriminant is
The ring of integers of the field K consists of the numbers
The elements of subring Z ⊂ O K are called "rational" integers. To any α ∈ O K one prescribes a norm, N α, according to the formula
The unit ε ∈ O K is any invertible element in the ring O K . Element α is the unit if and only if N α = ±1. If O K = Z the units aren't unique and they can be found as solution to the Pell equation:
By the Dirichlet theorem, the set of units of real quadratic field K is an (infinite) abelian group of order 1, i.e. E K = {±ε n | n ∈ Z} where ε > 1 is the fundamental unit of K. Elementary "volume" of the lattice of units is called regulator, R K . It is an invariant of K and R K = log ε for the real quadratic field.
The algebraic integer can be decomposed into "primes" but generally in a bunch of different ways. The unique decomposition is possible if one adds "ideal" algebraic numbers, which lie outside field K. In terms of K, these algebraic numbers are known as ideals,
The class number, h K , was introduced by C.-F. Gauss as the number of inequivalent integral binary forms of the same discriminant. Such a number "measures" the deviation from the law of unique prime decomposition in the ring O K . For example, algebraic integers can be uniquely decomposed into the prime factors if and only if h K = 1. In terms of ideals, h K can be defined as the number of equivalence classes of ideals in the ring O K . Number h K is known to be finite and very hard to determine even in the case of quadratic extensions. (So far only "transcendental" methods apply.)
Let A be the equivalence class of ideals in the ring O K . Dirichlet established a remarkable fact that "density" of the ideals in A is a constant of the field K, which does not depend on A itself. The density is understood as the number of ideals of given norm divided by the norm. For the real quadratic fields, the Dirichlet density theorem can be stated as follows. 
Moreover, the above limit exists and is the same for all equivalence classes of ideals in K.
Proof. We shall give the idea of the proof, whose details are in ([10]). Let a ∈ A be an integral ideal in the class A. For every ideal b ∈ A there exists a unique principal ideal, (ω), generated by an algebraic integer ω such that ab = (ω). Therefore, N (k, A) is equal to the total number of ω's such that |N ω| ≤ kN a.
Letω be the conjugate of ω. Since N ω = ωω our inequality can be written as
where ω runs all algebraic integers of the field K divisible by a. The set of ω's divisible by a can be presented in the form ω = x 1 α 1 + x 2 α 2 , where (
is the basis of ideals in A and x 1 , x 2 ∈ Z are rational integers. Therefore, the inequality (23) defines a (closed) finite simply connected region in R 2 which contains the lattice points (x 1 , x 2 ) ∈ Z 2 satisfying (23). This region we denote by B k .
Note that the number of lattice points (x 1 , x 2 ) inside B k is equal to N (k, A) so that when lim t→∞ N (t,A) t converges to the volume of B k . Namely, taking a "rescaling"
where V ol is the cartesian area of domains in R 2 . The calculation of V ol B 1 conists in a 2-step transformation of variables and evaluation of their Jacobians. We shall follow the method of Hecke ([10] ) adapted to the real quadratic field K.
Step 1. From (y 1 , y 2 ) to (ω,ω). As it was shown earlier
If (α 1 , α 2 ) is the basis of ideals in A, then the algebraic integers ω,ω can be presented as ω = y 11 α 1 + y 12 α 2 ,ω = y 21 α 1 + y 22 α 2 with the Jacobian
Step 2. From (ω,ω) to (u, c). Any conjugate,ω, of the algebraic number ω admits a "unit" representationω = |N ω|ε c , where ε is the unit of the field K, N ω = ωω the norm of ω and c ∈ R. Let us consider the substitution u = ωω, c = 1 2 (log εω − log ε ω) whose Jacobian
The lemma follows.
3 Proofs
where L consists of non-periodic geodesic lines in a fixed curvature −1 metric on X, cf Thurston [31] . We have shown earlier (Section 2.2) that L = Λ × R, where Λ is the linear Cantor set. The restriction, ϕ 0 , of the diffeomorphism ϕ to the subset L acts "leafwise" on L, i.e. ϕ 0 maps leaves to leaves. Since ϕ is pseudo-Anosov, ϕ 0 is minimal on L, i.e. there are no fixed leaves under the map ϕ 0 . Therefore the holonomy mapping of L:
is a minimal homeomorphism of the Cantor set. The proof that
and K 1 (O ϕ ) ≃ Z runs similarly to Lemma 1. The only difference consists in replacing the interval exchange transformation by its "suspension" (over a global cross-section to lamination L). Namely, let L be as before and consider a (measured) foliation F obtained by a "blowing-down" of L as described in Section 2.1. The set Sing F consists of saddle points and ϕ acts "leafwise" on F . (A good illustration of what happens in this case is given by the Arnold-Thom "cat mapping" of torus defined by a unimodular integral matrix.) Denote by C a global transversal to F and remove the shortest arcs of all separatrices 2 of the saddle set Sing F . It is not hard to see that surface X falls into n parts, so that ϕ acts "independently" on every of these parts. Denote the union of the parts by X 0 . Note that C(X 0 ) ≃ C(X), since X is the closure of X 0 . By Swan's theorem K 0 (C(X)) ≃ K(X) and
By choosing the canonical divisor on X (Veech [34] ) it is not hard to show that n = 2g. The calculation of K 1 (O ϕ ) is similar.
(ii) The proof that the Elliott group of O ϕ is stationary requires the train track technique. An excellent introduction to the field is Penner and Harer [22] . The idea is that any ϕ ∈ M od X of pseudo-Anosov type admits an invariant geodesic lamination, whose train track has 2g branches. The action of ϕ on this train track defines a Perron-Frobenius matrix of rank 2g. This matrix coincides with the incidence matrix (10) of the Bratteli diagram for O ϕ .
Let ϕ : X → X be pseudo-Anosov and L be an invariant geodesic lamination specified by formula (28) . Let ϕ 0 be the restriction of ϕ to the set L. Consider the following (infinite) commutative diagram:
where P is an automorphism of the lattice Z 2g and w i : L → Z 2g are the weight (Thurston) maps on the train track ( [22] ).
Train tracks ([21]
). Informally, train track is a combinatorial object which is used to deal with the action of ϕ 0 on the invariant geodesic laminations. Traintrack corresponds to "boundary" of the lamination L. Namely, a train track, τ , is a collection of smooth simple closed curves and branched one-dimensional submanifolds properly embedded in the interior of surface X. 
where Z + is the set of non-negative integers. The weight function µ satisfies the following rule: for each vertex of the train track the sum of integers of incoming branches must agree with the sum of integers of outgoing branches, so-called switch condition ( [21] ). If L is a geodesic lamination (28), then there exists a weight function µ on the corresponding train track ( [22] ). Finally, an equivalence relation on the weighted train tracks (called collapse) consists in a (local) reconstruction of the 5-branch sub-tracks of the train track τ , see [21] for the picture.
Let ϕ 0 : L → L be the action of a pseudo-Anosov diffeomorphism on the invariant geodesic lamination L. This action can be extended to the action (ϕ 0 ) * on the weighted train tracks. Let τ be a n-branch train track corresponding to L. The mapping (ϕ 0 ) * is described by a matrix with non-negative integer entries in the following sense: if τ ′ = (ϕ 0 ) * (τ ) and τ are equivalent by elementary "collapse" then (ϕ 0 ) * is a linear operator on the weight vector w(τ ). The latter is presented by a n × n matrix:
whose entries are non-negative integer numbers. We omit the proof of the following lemma due to Mosher, Penner and Thurston.
Lemma 7 ([31]
) Let X be the surface of genus g ≥ 2 and ϕ ∈ M od X a pseudo-Anosov diffeomorphism. If L is a ϕ-invariant geodesic lamination then there exists a (ϕ 0 ) * -invariant train track τ with 2g branches.
To conclude the proof of item (iii) of Theorem 1, it remains to apply Lemma 7 to the commutative diagram (30) with P = P τ and weight functions w i as specified earlier. Since the lower row of the diagram converges to a stationary Elliott group, theorem follows.
Proof of Theorem 2
Let G be the Elliott group whose Bratteli diagram is (V, E). Denote by Orb (V, E) the set of all infinite paths of (V, E). There exists a natural order on the edges of the Bratteli diagram which we denote by (V, E, ≥). This (partial) order can be prolonged to the set Orb (V, E). Vershik [35] and later on Herman, Putnam and Skau [11] showed that ordered diagram (V, E, ≥) induces a 1-1 mapping h on the set Orb (V, E) after a suitable completion by "minimal" and "maximal" orbits. Since Orb (V, E) has the topology of a Cantor set Λ, h is a homeomorphism of Λ. 3 We call it a Vershik homeomorphism. To prove Theorem 2 one has to show that stationary diagram (V, E) corresponds to the Cantor set invariant under Vershik's homeomorphism, i.e. the order ≥ is invariant under "choping of finite tails" operation of (V, E). The rest of the proof follows from the "embeding technique" based on the Koebe-Morse coding of geodesic lines ( [20] ). We shall proceed in several steps.
Vershik homeomorphism ([35]). Let v ∈ V be a vertex of the Bratteli diagram (V, E).
Consider all edges e i ∈ E whose range r(e i ) = v. (In other words, {e i } is the set of edges "entering" v.) Fix a linear (cyclic) order on the set {e i } in the clockwise (or counterclockwise) direction around v and extend the procedure for the whole diagram. The (partial) order on the set of edges obtained in this way is denoted by (V, E, ≥). Let (V, E, ≥) be ordered Bratteli diagram. For k < l denote P kl is a set of paths between vertices v k and v l . They say two paths
if and only if for some i such that k + 1 ≤ i ≤ l we have e j = e ′ j as j = i + 1, . . . , l while e i > e ′ i . (In other words, the order on P kl is sensitive to the "initial conditions" of the paths.) By an infinite path on (V, E) we shall mean an infinite sequence of edges (e 0 , e 1 , . . .) such that e 0 ∈ E 0 , e 1 ∈ E 1 , etc., where for the sake of comfort E 0 is a singleton. 4 The set of all infinite paths on (V, E)
is denoted by Orb (V, E). Note that if (V, E, ≥) is ordered Bratteli diagram, then Orb (V, E) is ordered (as the set P 0∞ ). Let us identify "coordinates" x i of x ∈ X with vector (e 0 , e 1 , . . .
turns Orb (V, E) into an absolutely disconnected topological space which is called a Bratteli-Cantor compact Λ. The mapping h : Λ → Λ can be defined as follows. Denote by E min and E max the "minimal" and "maximal" paths in P 0l . If (e 1 , e 2 , . . .) is an infinite path then let k be the least integer such that e k ∈ E max . The successor of e k is denoted by f k . Finally, let (f 1 , f 2 , . . . , f k−1 ) be the unique path in E min from v 0 to s(f k ). One defines:
It can be verified that h is a homeomorphism of Λ ( [11] ). The latter is called Vershik homeomorphism.
Proof. If the diagram (V, E, ≥) is stationary, then the order equivalence is evident. Suppose that ≥ and ≥ ′ are equivalent. It is not hard to see from (33) and (35) that Orb (V, E, ≥) and Orb (V ′ , E ′ , ≥ ′ ) have the same ordering iff they differ by a block B i , which is the smallest (primitive) period for both (V, E, ≥) and (V ′ , E ′ , ≥ ′ ).
By Lemma 8 Vershik homeomorphism h : Λ → Λ is a "candidate" to pseudoAnosov diffeomorphism. For that one needs to construct an "embeding" of (V, E) into surface X and then extend h to the entire X. The embeding uses the following idea ( [20] ).
Koebe-Morse coding of geodesic lines ([16]
). We shall keep notations H, G, X, τ and S for the objects introduced in Section 2.2. Suppose that σ = {g 1 , . . . , g n } is a set of generators of G and G σ = {a 1 a 2 b 1 b 2 . . . a n−1 a n b n−1 b n } an ordered sequence of sides of fundamental polygon of G. The identifications a 1 = b 1 , a 2 = b 2 , . . . , a n = b n yield us surface X. Given geodesic half-circle S ⊂ H passing through unique point 0 ∈ τ one relates an infinite sequence of symbols
which "take values" in the set σ. One prescribes σ p , p = 1, . . . , ∞ a "value" g i , 1 ≤ i ≤ n if and only if S has a transversal intersection point with the side a i = b i of p-th image of G σ ∈ τ . (In other words, code (36) marks points of intersection of S with "sides" of tessellation τ .) Sequence of symbols (36) is called a Koebe-Morse code of geodesic S. Morse showed that there is a bijective correspondence between sequences (36) satisfying some admissibility requirements and the set of "irrational" geodesics on surfaces of negative curvature; see Morse and Hedlund [16] . Let Λ be the Bratteli-Cantor compact. Let V i → σ be a bijection between the vertices V = V 1 ⊔V 2 ⊔. . . of (V, E) and the set of symbols σ. This bijection can be established by labeling each element of V i from the left to the right by symbols {g 1 , . . . , g n }. Thus, every x ∈ Λ is a "symbolic geodesic" (x 1 , x 2 , . . .) whose "coordinates" take values in σ. Each sequence is admissible and by Morse's Theorem realized by a (class of congruent) geodesic whose Koebe-Morse code coincides with (x 1 , x 2 , . . .). Where there is no confusion, we refer to x ∈ Λ as a geodesic line in the plane H.
Lemma 9
Let l x be an image of geodesic x ∈ Λ on the surface X under projection
Proof. The simplicity of (V, E) means that every infinite path x ∈ Λ is transitive, i.e. any finite "block" of symbols {x n , x n+1 , . . . , x n+k } occurs "infinitely many times" in the sequence x = (x 1 , x 2 , . . .). Suppose that B k is a block of symbols of length k ≥ 1. Let x = (x 1 , . . . , x n−1 , B k , x n+k+1 , . . .), y = (y 1 , . . . , y m−1 , B k , y m+k+1 , . . .), be the first time B k appears in sequences x, y ∈ Λ. By a congruent transformation, the geodesics x, y ∈ H can be brought to the form
k . Since B k occurs in sequences x and y infinitely often, lemma follows.
To finish the proof of Theorem 2 let us notice that the set Clos l x of Lemma 9 is a set Λ × R ⊂ X consisting of continuum of irrational geodesic lines. (This follows from the proof of Lemma 9.) From this and Lemma 9, Λ × R is homeomorphic to Thurston's geodesic lamination on a surface of genus g ≥ 2; cf Thurston [31] . On the other hand (Lemma 8), Λ is invariant under the Vershik homeomorphism h. Thus far Λ is a 1-dimensional basic set for a pseudo-Anosov diffeomorphism of the surface X.
Proof of Theorem 3
(i) Thurston proved that the mapping torus with monodromy ϕ admits a hyperbolic metric if and only if ϕ is pseudo-Anosov. Let us recall Thurston's construction.
Thurston-Sullivan hyperbolic cover ([28]). Let M
3 be a hyperbolic 3-manifold such that π 1 M ∼ = π 1 X, where X is compact surface of genus g ≥ 2. In this case the Kleinian group Γ of M 3 fixes the unit disc D ⊂ H 2 ≃ C and acts discontinuously on Int D and Ext D. We have two Riemann surfaces X 1 = (Int D)/G and X 2 = (Ext D)/G, where G is the Fuchsian group of genus g. It is not hard to see that X 1 and X 2 are the boundary components of a Kleinian manifold (
for every v ∈ T M . If X is a Riemann surface then a homeomorphism ϕ : X → X is K-quasiconformal if it has distributional first derivative such that
for almost every x ∈ X and every nonzero vector v ∈ T x X. Let X = X 1 or X = X 2 is the boundary component of the Kleinian manifold M 3 . Every K-quasiconformal map ϕ : X → X extends to a k-quasi-isometry of M 3 such that k = K and ϕ preserves the hyperbolic volume of
.} are the iterates of pseudo-Anosov diffeomorphism then we have a concatenation
of Kleinian manifolds such that V ol M 3 i = Const. It is not hard to see that since ϕ is aperiodic, H ϕ is an infinite cyclic cover of the mapping torus, i.e. M 3 ϕ = H ϕ / ϕ where ϕ is an infinite cyclic group generated by ϕ. Therefore mapping torus M 3 ϕ is hyperbolic of finite volume.
Let D be the unit disk in the complex plane C. The idea of the proof of item (i) consists in the partition of D into the fundamental domains of a Fuchsian group G, such that V ol D/G is finite and depends in a simple way on the field K. A "quasi-conformal" deformation of G gives a (both ends) infinite sequence of "quasi-Fuchsian" groups {Γ i } i=∞ i=−∞ whose action on C turn the boundary of D into a plane-filling (fractal) curve ( [29] ). The conformal extension of Γ i to the hyperbolic half-space H 3 defines the set of "Kleinian manifolds" K i (with boundary) such that
where V ol is the hyperbolic volume fixed in H 3 . Since the concatenation of the above "Kleinian manifolds" is an infinite cyclic cover of the mapping torus M , we conclude that V ol M = V ol K 0 , where K 0 = H 3 /G is the manifold obtained by the action of the Fuchsian group G.
We shall keep notation of Lemma 6 (Dirichlet density). Let B k = {ω | ωω ≤ kN a} be the simply connected closed domain in R 2 . Let Card Z 2 B k denote the number of points of the lattice Z 2 lying inside B k . It was shown earlier that Card Z 2 B k = N (k, A), where A is the equivalence class of ideals of K. Finally, let τ k : B k → B 1 be the "scaling" map acting by the formula
Grids 
1 , G
2 , . . . , G
m such that
we call a grid of depth 2 in B 1 . To obtain the grid of depth 3, we leave domains G
m intact and apply the rescaling τ 3 to the domain τ 2 (B 2 ) so that 
Proof of lemma.
Fix an integer number g ≥ 2. For simplicity, let us assume that domain B 1 is bounded by a polygon with 4g sides. We establish the following correspondence.
Step 1 Step 2. Let Γ 3 be the grid of depth 3. Take any domain G Step k. If Γ k is the grid of depth k, we apply the desribed 1-step procedure to the grid of depth k −1 and obtain the required correspondence between domains in Γ k and D.
Step k = ∞. In case k → ∞ the domains ∆ ∞ ⊂ D fill-up the entire D. By the construction, this partition (tessellation) is isometric and therefore there exists a Fuchsian group G whose fundamental domain coincides with ∆. Since V ol ∆ = V ol B 1 , lemma 10 follows.
To finish the proof of item (i), it remains to apply the "double limit" lemma of Thurston ([32] ). Denote by T (X) the Teichmüller space of the surface X and take an element p ∈ T (X) called "marking". Let ϕ ∈ M od X be a pseudoAnosov homeomorphism acting on X. Then the sequence {ϕ −n p, ϕ n p} converges to the limit (µ s , µ u ) in the spaceT (S) ×T (S). We shall see that "marking" of T (X) by the Fuchsian group G constructed in Lemma 10 gives a natural invariant parametrization of the hyperbolic structures on X (and, eventually, on M ). The hyperbolic surfaces {ϕ n p | n ∈ Z} are isometric and differ only by "marking" ( [32] ). Since p ∈ T (X) is a hyperelliptic locus, ϕ m p = p for integer m = minimal period of continued fraction (1). Therefore, the "double limit" sequence has a subsequence converging to µ s = µ u = p. (In other words, marking p is "natural" and "invariant".)
Lemma 11
LetC be the extended complex plane, which is homeomorphic to the 2-sphere, S 2 . The boundary of the unit disk D ⊂ C we shall denote by S 1 . Let ϕ * ∈ Aut π 1 X be an exterior automorphism generated by the pseudo-Anosov map ϕ : X → X. Then there exists a sequence of quasi-Fuchsian groups Γ i of genus g such that lim i→∞ Γ i = Γ ∞ is a quasi-Fuchsian group, cf Corollary 3 of ( [28] ). It is known that the limit of Γ ∞ is a Peano (S 2 -filling) curve which we denote by P ∞ . It is not hard to see that V ol D/G "measures" the embedding of P ∞ into S 2 . Ifφ i are the liftings of ϕ corresponding to Γ i , then lim i→∞φi =φ ∞ exists and leaves invariant the set P ∞ . It remains to notice thatφ ∞ extends to discrete action of a Kleinian group K on Clos P ∞ = S 2 and hyperbolic space H 3 ( [29] ). By our construction, V ol H 3 /K = V ol D/G and in view of Lemmas 6 and 10 item (i) of Theorem 3 follows.
(ii) In case K is the imaginary quadratic field, the theorem was known since 1892 due to Bianchi ([1]). He noticed that the number of "singular vertices" of the fundamental polyhedron of M is equal to the class field number h K . In fact, every singularity studied by Bianchi is a cusp, and using Thurston's "closing of the cusps" theorem one can easily show that h K measures the number of topologically distinct 3-manifolds of the same hyperbolic volume.
Let us turn to the case when K is a real quadratic field and M is a 3-manifold fibering over the circle. The idea of the proof is to show that h K is equal to the number of distinct M (with cusps) of the same hyperbolic volume. This follows from the Dirichlet density theorem and our earlier considerations. Next we apply Jørgensen and Thurston's results on "opening and closing" of the cusp points to prove item (ii) of the theorem. 
are closed domains in R 2 corresponding to the equivalence classes A 1 , A 2 , . . . , A hK (Lemma 6), then their volumes are the same. Applying the "grid construction", one obtains a sequence of Fuchsian groups G 1 , G 2 , . . . , G h k whose covolume is equal to 2 log ε/ √ d. However, it can be seen that the corresponding Kleinian groups K 1 , K 2 , . . . , K hK are pairwise non-isomorphic (apply the double limit lemma for the marking p 1 = p 2 = . . . = p hK ) and differ by the number of "singular points" of the fundamental polyhedron lying at the boundary sphere of the hyperbolic space H 3 . Item (ii) follows. 
(depending on p 1 and p 2 ) which says how many "left" or "right" tetrahedra lies on the path connecting p 1 and p 2 ("left" and "right" correspond to the orientation preserving and orientation reversing isometries of H 3 ). A fundamental observation of Jørgensen is that sequence (43) is in fact periodic and infinite as p 1 and p 2 tend to the boundary of disc D. The resulting 3-dimensional manifold (i.e. H 3 /G) is a fibre bundle over S 1 with fibre = surface of genus g and monodromy p q r s = a 0 1 1 0
where P er [a 0 , . . . , a N ] is a primitive period of (43). Note that monodromy To complete the proof of item (ii) it remains to notice that manifold H 3 /G is hyperbolic (since mapping (44) is pseudo-Anosov) and strips consisting of ideal tetrahedrons of the same orientation in (43) can be regarded as "hyperbolic covering" of degree a i over "point" p i of some hyperbolic proto-manifold M 3 Ω . For example, Thurston showed that for fibrations over S 1 whose fibre is a punctured torus, such a "proto-manifold" is a complement to the figure-eight knot in S 3 ([31]). Now we can substitute α i = a i and β i = 1 for the invariants of the Dehn surgery manifold M 3 (α1,β1)... (αN ,βN ) . Item (ii) of Theorem 4 follows.
(iii) Cusps and tubes. By the Kazhdan-Margulis theorem, every ε-ball B ε ⊂ M is isometric either to the ε-ball of the hyperbolic space H 3 (regular point), or π 1 B ε = Z (tube), or else π 1 B ε = Z ⊕ Z (cusp). Both tubes and cusps have a simple geometry which can be described in terms of the closed geodesic lines in M ( [31] ). In this sense, the "local topology" of hyperbolic 3-manifolds is well understood. For the convergent sequence of hyperbolic manifolds, the following beautiful lemma due to Thurston is true. Therefore all p n are the saddle points. One maps the half-stripe r ≥ 0 to the neighbourhood of the singular point x i . Thus, a singular point x i of the order k i is a (k i + 2)-prong saddle of the measured foliation. If all k i are even, then such a measured foliation is called oriented. In this case F is given by the orbits of a measure-preserving flow on X.
Denote by F a measured foliation on X. By measure µ of F one understands a line element ||φ|| related with the point x ∈ X, induced in each x ∈ U i by ||φ i (x)||. It measures a 'transversal length' of F , since µ vanishes in direction tangent to the leaves of F . There can be more than one independent invariant measures connected with fixed measured foliation but their total number cannot exceed the genus of X (Katok, Sataev et al).
Interval exchange transformation
Suppose F is a measured foliation on X. The holonomy of a leaf is the mapping of the first return on the transversal segment to the leaf. If T is a closed transversal to F , then mending the local holonomies gives a mapping ϕ : T → T called an interval exchange transformation. The interval exchange transformations are dual to measured foliations, since the suspension construction allows to obtain F from ϕ and a fixed singularity set. Let us give an abstract definition of the interval exchange transformation.
Suppose that n ≥ 2 is a positive integer and λ = (λ 1 , . . . , λ n ) a vector with positive components λ i such that λ 1 + . . . + λ n = 1. One sets where β π is a vector corresponding to λ π = (λ π −1 (1) , λ π −1 (2) , ..., λ π −1 (n) ). Mapping ϕ preserves or reverses orientation of v i depending on the sign of ε i . If ε i = 1 for all i ∈ N then the interval exchange transformation is called oriented. Otherwise, the interval exchange transformation is said to have flips. It is not hard to see that oriented measured foliations correspond to the oriented interval exchange transformations.
Interval exchange transformation is said to be irreducible if π is an irreducible permutation. An irreducible interval exchange transformation T is called irrational if the only rational relation between numbers λ 1 , ..., λ n is given by the equality λ 1 + ... Remarks and open problems Theorems 3-4 say that the set of 3-dimensional manifolds with a pseudo-Anosov monodromy can be "labeled" by the square-free positive integers d. There exists fairly complete tables of the fundamental units ε = ε(d) and periodic expansions P er [a 0 , a 1 , . . . , a N ] of real quadratic fields with discriminants d < 10 000. It would be interesting to "tabulate" the corresponding 3-dimensional manifolds as well.
To the contrary, the asymptotic behaviour of fundamental units (as d → ∞) is largely unclear. This difficulty is linked with the slow converence of the Dirichlet series L(1, χ) and depends on the extended Riemann hypothesis. In the first place, the following question arises. 
