This paper investigates the linear network coding problem for erasure broadcast channel with user feedback. An innovative linear network code is shown to be uniformly optimal for the system. In general, determining the existence of innovative packets is proved to be NP-complete. When the finite field size is larger than the number of users, innovative packets always exist and the problem of finding an innovative encoding vector with smallest Hamming weight is considered. The corresponding decision problem is shown to be NP-complete. Optimal and approximate network coding algorithms for maximizing the sparsity of encoding vectors are designed.
not in the subspace spanned by the encoding vectors already received by that user. It is called innovative if it is innovative to all users who have not yet received enough packets for decoding. It is shown in [7] that an innovative packet can always be found if q ≥ K . Once a user receives any N innovative packets, he or she can decode the N original packets by Gauss-Jordan elimination. It is intuitively clear that if all the encoded packets are innovative, the completion time, measured in terms of number of packet transmissions, is minimized.
Linear network codes for broadcasting can be generated with or without feedback. For example, LT codes [8] , Raptor codes [9] and random linear network codes (RLNC) [10] can be used without feedback. These codes, however, do not necessarily produce innovative packets. With feedback, it is suggested in [7] that the Jaggi-Sanders algorithm [11] could be used. While this algorithm is able to find innovative encoding vectors for q ≥ K , its encoding and decoding complexities are relatively high, as it is not specially designed for the broadcast application. Therefore, some heuristics have been proposed [12] [13] [14] [15] . It is suggested in [16] that encoded packets should be instantly decodable, in the sense that a new packet can be decoded once it is available at a receiver without waiting for the complete reception of the full set of packets. Besides, some works focus on minimizing decoding delay, where a unit of decoding delay is incurred when a successfully received packet is neither innovative nor instantly decodable [17] [18] [19] [20] .
The excellent performance of linear network coding encourages researchers to consider its practicality. In particular, decoding complexity is an important issue, as mobile devices typically have low computation speed and limited energy. While RLNC is optimal in completion time and does not require any feedback, its high decoding complexity makes it less attractive for practical deployment. One possible way to reduce decoding complexity is to use sparse encoding vectors. For example, a fast algorithm by Wiedemann for solving a system of sparse linear equations can be used for decoding [21] . If all the encoding vectors are w-sparse, which means that their Hamming weights are at most w, then the complexity for solving an N × N linear system can be reduced from O(N 3 ) using Gaussian elimination to O(wN 2 ) [22] . The Wiedemann algorithm is useful when N is large. When N is moderate, we can implement some sparse representation of matrices, so that even if the usual Gaussian elimination is used, 0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the number of additions and multiplications required can be reduced. For other fast methods for solving linear equations over finite fields, we refer the readers to [23] and [24] . Minimizing the completion time and reducing the decoding complexity are equally important in linear network code design for erasure broadcast channels. However, the innovativeness of encoding vectors together with their sparsity has not been thoroughly studied. Given the encoded packets that have been received by the users, the generation of new encoding vectors which are both sparse and innovative is a challenging problem. In this paper, we address this issue, and the main results are listed below:
• When q < K , determining the existence of innovative encoding vectors is NP-complete. • When q ≥ K , determining whether there is an innovative encoding vector whose Hamming weight is smaller than a given number is NP-complete. An optimal algorithm and an approximate algorithm for maximizing the sparsity of an innovative encoding vector are presented. Both algorithms are able to generate K -sparse encoding vectors. The rest of this paper is organized as follows. We review the literature on complexity in network coding in Section II and some useful notions in complexity theory in Section III. In Section IV, the system model is introduced and the problem is formulated. In Section V, we show that innovative linear network code is uniformly optimal, a concept to be defined later. In Section VI, we characterize the set of innovative encoding vectors and prove that the determination of the existence of an innovative vector for q < K is NP-complete. In Section VII, the sparsity issue is considered. After showing that K -sparse innovative vectors always exist if q ≥ K , we investigate the SPARSITY problem and prove that it is NP-complete. In Section VIII, we present a systematic way to solve MAX SPARSITY using binary integer programming. A polynomial-time approximation algorithm is also constructed. Finally, conclusions are drawn in Section IX.
II. RELATED WORKS ON THE COMPLEXITY CLASSES OF NETWORK CODING AND INDEX CODING PROBLEMS
A considerable amount of research has been done on the complexity issues in conventional coding theory (see the survey in [25] for example). For instance, it is shown in [26] and [27] that the problems of finding the weight distribution and the minimum distance of linear codes are NP-hard. The complexity issues in network coding are less well understood. In this section, we give a short survey of existing results on complexity in network coding.
There are several intractable problems in network coding theory. For example, determining the minimum alphabet size for a single-source information flow problem is NP-hard [28] . It is also shown in [28] that for multi-source information flow problem, determining whether we can find a linear network coding solution is NP-complete. Approximating the number of nodes whose demand can be satisfied by a network code is NP-hard [29] . The problem of approximating the capacity of network coding is also a hard problem [30] . The problem of minimizing the number of encoding nodes is proved to be NP-hard in [31] and [32] .
In [33] , Harvey et al. relate the construction of linear network codes to matrix completion. Given a collection of mixed matrices, whose entries belong to a finite field or a set of distinct indeterminates, the problem is to determine whether we can substitute particular values for the indeterminates, such that each of the resulting matrix has maximum rank. If the field size is larger than the number of mixed matrices, it is shown in [33] that a solution to the matrix completion problem can be computed in polynomial time. If the field size is less than or equal to the number of mixed matrices, the problem is NP-complete. Further results on the complexity class of the matrix completion problem is studied in [34] .
The index coding problem [35] is closely related to the network coding problem. The objective of index coding is to satisfy the demands of several receivers, each of which has some prior side information, by the least number of broadcast packets. The broadcast is assumed to be noiseless, and the sender is assumed to know all the side information possessed by the receivers. Bar-Yossef et al. show that, if there are n data packets and n receivers, and the i -th receiver wants the i -th packet for 1 ≤ i ≤ n, the minimum number of packet transmissions is characterized by the solution to the min-rank of an associated graph, and it is shown by Peeters in [36] that computing the min-rank of a general graph is NP-hard. Tehrani and Dimakis show that in the linear index coding problem over the binary field, computing the encoding coefficients is an NP-hard problem, even if the problem instance is known to be solvable by three packet transmissions [37] . Some variations of index coding can be found in [38] and [39] .
III. USEFUL NOTIONS IN COMPLEXITY THEORY
Before presenting the broadcast problem, we first define some useful notions in complexity theory, which will be used in this paper. The following definitions are taken from [40] : 
Note that a minimization problem can be regarded as a search problem. By definition, a minimization problem is associated with a value function V : {0, 1} * × {0, 1} * → R. Given x, the task is to find y such that (x, y) ∈ R and V (x, y) is the minimum value of V (x, y ) for all y ∈ R(x).
The following two definitions concern reductions between two problems: 
IV. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a single-hop wireless broadcast system, in which there are one source and K users. The source wants to send N data packets to all the K users. We view each packet as a symbol from an alphabet set X of size q. In other words, the source wants to broadcast N symbols, P 1 , P 2 , . . . , P N ∈ X . We assume that they are independent random variables, each of which is drawn uniformly at random from X .
We model the transmission as a time-slotted broadcast erasure channel. In time slot t, a symbol X t ∈ X is transmitted by the source. The channel output observed by user k, denoted by Y k,t , is either the same as X t or equal to a special erasure symbol e. A time slot is called a non-erasure slot of user k at time t if X t = Y k,t , and is called an erasure slot of user k otherwise. The channel dynamics is modeled by a stochastic sequence,
Assume that S k,t 's are all independent of the source symbols P 1 , P 2 , . . . , P N . For k = 1, 2, . . . , K , we let N k (t, ) be the number of non-erasure slots of user k in the first t time slots. We let T be the truncated sequence obtained from by preserving the K T random variables in the first T time slots. After every slot t, user k broadcasts S k,t via a control channel without delay and error. We assume that after time τ , the source and all users have the knowledge of τ .
Define Y X ∪{e}. An (N, K , q) broadcast code is defined by encoding functions
and decoding functions
where k = 1, 2, . . . , K and t = 1, 2, . . .. Given a broadcast code and a realization of the channel dynamics , user k is said to have download delay T k ( ) if it is the smallest value of t such that decoding is successful, that is,
If decoding is never successful, then we let the download delay be infinity.
The following result gives a lower bound of the download delay of each user:
Theorem 1: Given any (N, K , q) broadcast code and any channel realization , we have T k ( ) > τ for all τ such that N k (τ, ) < N, for all k = 1, 2, . . . , K .
Proof: Consider a time index τ , where N k (τ, ) < N. Let a 1 , a 2 , . . . , a N k (τ ) ≤ τ be the indices of time slots at which user k experiences no erasure, and let Y k (Y k,a 1 , Y k,a 2 , . . . , Y k,a N k (τ ) ). Note that
Therefore, the probability that the decoding condition in (3) holds must be strictly less than one. In other words, the download delay of user k, T k ( ), must be strictly greater than τ , for all k's.
Definition 5: An (N, K , q) broadcast code is said to be uniformly optimal if for any channel realization and k = 1, 2, . . . , K ,
If the set {τ : N k (τ, ) = N} is empty, we define the minimum as infinity.
The existence of uniformly optimal broadcast code will be investigated in the next two sections.
V. LINEAR NETWORK CODE
In this paper, we focus on the use of linear network code. The alphabet X is identified with the finite field G F(q) of size q, for some prime power q. We define linear network codes formally below:
Definition 6: An (N, K , q) broadcast code is said to be a linear network code if its encoding functions can be expressed as a linear function of the source packets:
where x 1 , x 2 , . . . , x N ∈ G F(q) are determined by t −1 , and the addition and multiplication operations are defined over G F(q).
The vector x (x 1 , x 2 , . . . , x N ) ∈ G F(q) N , as expressed in (5) , is called the encoding vector of the packet transmitted in slot t. Throughout this paper, all vectors are assumed to be column vectors, and we use parenthesis and commas when its components are listed horizontally.
For practical applications, the transmitter can put the encoding vector in the header of the encoded packet. While that incurs some transmission overhead, it can relax the requirement specified in the previous section that every user can listen to the feedback information from all other users.
In other words, the decoding function of user k in (2) can be changed to
assuming that the decoder knows the encoding vectors of its received packets.
The support of the vector x, denoted by supp(x), is the set of indices of the non-zero components in x, i.e., supp(x) {i : x i = 0}. The Hamming weight of x is defined as the cardinality of supp(x). An encoding vector that has Hamming weight less than or equal to w is said to be w-sparse.
Note that a transmitted packet brings new information to a user if and only if its entropy conditioned on the previously received packets by that user is greater than zero, or equivalently, the new packet is not a function of the previously received packets. In linear-algebraic terms, the condition is that the encoding vector of the new packet does not lie within the span of all previously received encoding vectors of that user.
Suppose that user k, for k = 1, 2, . . . , K , has already received r k packets whose encoding vectors are linearly independent. Let C k be the r k ×N encoding matrix of user k, whose rows are the transposes of the r k encoding vectors. Without loss of generality, we assume that r k < N, for otherwise user k can decode the file successfully and can be omitted from our consideration. Note that r k is the rank of C k . For k = 1, 2, . . . , K , let V k be the row space of C k . A vector x is innovative if it does not belong to V k for any k. Given K encoding matrices C 1 , C 2 , . . . , C K , the set of all innovative encoding vectors is given by
Definition 7: A linear network code is said to be innovative if for any channel realization , its encoded packet at time t is innovative to all users who have not successfully decoded the source packets yet, that is, those users with indices in {k : T k ( ) ≥ t}.
Theorem 2: Innovative linear network codes are uniformly optimal.
Proof: With an innovative linear network code, by definition, the packets received by a user who has not successfully decoded all the source packets must all be linearly independent. Therefore, the user is able to decode the source packets once he or she has experienced N non-erasure slots. In other words, (4) holds for all users. Hence the code is uniformly optimal.
In the next section, we will show that innovative linear network codes exist when q ≥ K .
VI. THE INNOVATIVE ENCODING VECTOR PROBLEM
The existence of innovative linear network code is equivalent to the non-emptiness of the set of encoding vectors I as defined in (7) . It was shown in [7] that I is non-empty if the finite field size, q, is larger than or equal to the number of users, K . We present a proof below for the sake of completeness. Afterwards, we show that when q < K , determining the existence of innovative vectors is NP-complete.
We begin with a simple lemma, which will be used again in a later section. The proof is trivial and thus omitted.
Lemma 3: Let A 1 , A 2 , . . . , A K be finite subsets of a universal set U. If K ≥ 2 and A 1 , A 2 , . . . , A K contain a common element, then
Theorem 4 [7] : If q ≥ K and the rank of C k is strictly less than N for all k's, then I is non-empty.
Proof: The subspace V k consists of the q r k encoding vectors that are not innovative to user k. Since the zero vector is a common vector of these K subspaces, by Lemma 8, we have
Therefore, there is at least one innovative encoding vector.
The condition q ≥ K in Theorem 4 cannot be improved in general. The following example shows that the non-existence of an innovative encoding vector for a case when q = K − 1.
Example 1: Let q = 3, K = 4, and N = 3. The encoding matrices are
It can be checked that there is no innovative encoding vector. The set of innovative encoding vectors, I, can be characterized by the orthogonal complements of the row spaces of C k 's, which are also known as the null spaces of C k 's. Denote the
where x · v is the inner product of x and v. We will use the fact from linear algebra that a vector x is in V k if and only if
There are many different choices for the basis of V ⊥ k . We can obtain one such choice via the reduced row-echelon form (RREF) of C k . Suppose we have obtained the RREF of C k by elementary row operations. By appropriately permutating the columns of C k , we can write C k in the following form:
where I r k is the r k × r k identity matrix, A k is an r k × (N − r k ) matrix over G F(q), and P k is an N × N permutation matrix. 1 We can take
The superscript T represents the transpose operator. It is straightforward to verify that the product of the matrix in (8) and B T k is a zero matrix. Hence, the n − r k row vectors in B k belong to V ⊥ k . Since B k contains a permutation of I N−r k as a submatrix, the rows of B k are linearly independent. As dim(V ⊥ k ) = n − r k , we conclude that the rows of B k form a basis of V ⊥ k . The following simple result characterizes the set of innovative encoding vectors, I:
Conversely, if B k x = 0 for some k, then x is in V k , and hence is not innovative to user k. Therefore, x ∈ I.
In Appendix A, we give another way of computing a basis of V ⊥ k , which is suitable for incremental processing. When the underlying finite field size is small, innovative encoding vectors may not exist. For further investigation of the existence of innovative encoding vectors, we formulate the following decision problem for a given prime power q:
Question: Is there an N-dimensional vector x over G F(q) which does not belong to the row space of C k for k = 1, 2, . . . , K ?
Note that in this formulation, q is a fixed constant while N and K are arbitrary positive numbers, which are provided as part of the input. Without loss of generality, we can assume that the ranks of all the matrices, C 1 , C 2 , . . . , C K , in IEV q are strictly less than N. Also, we know from Theorem 4 that the answer to IEV q is always YES if K ≤ q. We are interested in the case when N and K grow. The following result shows that the problem is NP-complete:
Theorem 6: For any fixed prime power q, the problem IEV q is NP-complete.
Proof: The idea is to Karp-reduce the 3-SAT problem, well-known to be NP-complete [41] , to the IEV q problem. Recall that the 3-SAT problem is a Boolean satisfiability problem, whose instance is a Boolean expression written in conjunctive normal form with three variables per clause (3-CNF), and the question is to decide if there is some assignment of TRUE and FALSE values to the variables such that the given Boolean expression has a TRUE value.
Let E be a given Boolean expression with n variables x 1 , . . . , x n , and m clauses in 3-CNF. We want to construct a Karp-reduction from the 3-SAT problem to the IEV q problem with N = n + 1 packets and K = m + 1 + n(q − 2) users.
For the i -th clause (i = 1, 2, . . . , m), we first construct a 3 × (n + 1) matrix B i . The j -th literal ( j = 1, 2, 3) in the i -th clause determines the entries in the j -th row of the matrix B i . If the j -th literal ( j = 1, 2, 3) in the i -th clause is x k , then let the k-th component in the j -th row of B i be 1, and all other components be 0. Otherwise, if the j -th literal in the ith clause is ¬x k , then let the k-th and the (n+1)-st components in the j -th row of B i be 1 and −1, respectively, and all other components be 0.
For user m + 1, let B m+1 be the 1 × (n + 1) matrix [0 n 1], where 0 n is the zero row vector of length n.
Next we consider the remaining n(q − 2) users. (For the special case when q = 2, these users do not exist.) For u = 1, 2, . . . , n, let E u,1 , E u,2 , . . . , E u,q−2 be 1 × (n + 1) matrices whose u-th components are distinct elements in G F(q)\{0, 1} and the (n + 1)-st components are all equal to −1. Let these n(q − 2) matrices be B i 's for i = m + 2, m + 3, . . . , m + 1 + n(q − 2).
Let C i be a matrix whose rows form a basis of the orthogonal complement of the row space of B i . The above procedure defines the encoding matrices for all the m + 1 + n(q − 2) users, and the reduction can be done in polynomial time.
Let x = (x 1 , x 2 , . . . , x n ) be a Boolean vector and definê x (x, 1). Note that any solution x to a given 3-SAT problem instance would cause the product B jx a non-zero vector for j = 1, 2, . . . , m + 1 + n(q − 2). By Lemma 5,x is not in the row space of C j for all j . Hencex is also a solution to the derived IEV q problem.
Conversely, any solution to the derived IEV q problem also yields a solution to the original 3-SAT problem as well. To see this, let c = (c 1 , c 2 , . . . , c n , c n+1 ) ∈ G F(q) n+1 be a solution to the derived IEV q problem. Note that we must have c n+1 = 0 because of B m+1 . Since a non-zero scalar multiplication of c remains to be a solution to the derived IEV q problem, without loss of generality, we can assume that c n+1 = 1. Due to the last n(q − 2) users, for i = 1, 2, . . . , n, we must have c i = 0 or 1, for otherwise E i, j c must be zero for some j ∈ {1, 2, . . . , q − 2}. (More precisely, given any i , one and only one of these q − 2 vectors is zero.) Let i be an index between 1 and m. Since c is not in the row space of C i , the product B i c is a non-zero vector. Hence, if we assign TRUE to x k if c k = 1 and FALSE to x k if c k = 0, for k = 1, 2, . . . , n, then the i -th clause will have a TRUE value. Since this is true for all i , the whole Boolean expression also has a TRUE value.
The problem IEV q is clearly in NP, since it is efficiently verifiable. Hence it is NP-complete.
Note that the above result means that there is no polynomialtime algorithm that can solve IEV q when N and K grow, provided that P = N P. It does not apply to specific settings of N and K . For example, if K ≤ q, IEV q becomes trivial to solve, as shown by Theorem 4.
VII. THE SPARSITY PROBLEM
Decoding complexity is one of the critical issues that could determine the practicality of linear network coding in broadcast erasure channels. One way to reduce the decoding complexity is to generate sparse encoding vectors and apply a decoding algorithm that exploits the sparsity of encoding vectors at receivers. In this section, we focus on the sparsity issues of innovative encoding vectors. Recall that when q ≥ K , innovative vectors always exist. But it is not clear whether K -sparse innovative vectors exist. In this section, we prove that when q ≥ K , K -sparse innovative vectors always exist. On the other hand, determining whether there is an innovative vector with Hamming weight less than a certain number is shown to be NP-complete. For this reason, we show that to maximize the sparsity of an innovative vector, we can reduce the problem to the hitting set problem, which facilitates the development of network coding algorithms in the next section.
A. Existence of K -Sparse Innovative Vector
It is found in the previous section that innovative vectors exist whenever q ≥ K . In fact, we can prove a stronger statement that K -sparse innovative vectors always exist under the same condition.
Lemma 7: For k = 1, 2, . . . , K , let f k (x) be a non-zero linear polynomial in L variables
where the coefficients are elements in G F(q). If q ≥ K , we can always find a vector x * = (x 1 , x 2 , . . . , x L ) ∈ G F(q) L such that f k (x * ) = 0 for all k and x * is K -sparse.
Proof: Let S l , where l = 1, 2, . . . , L, be the index set such that k ∈ S l if and only if α kl = 0. Since none of the linear polynomials f k (x)'s are identically zero, the union L l=1 S l is equal to {1, 2, . . . , K }. We distinguish two cases:
Case 1: |S l | = K for some l. We can simply let x * l = 1 and x * n = 0 for n = l. In this case, x * is 1-sparse. Case 2: |S l | < K for all l. We initialize the encoding vector x * to the all-zero vector and assign values to the L variables iteratively, starting from x 1 and ending with x L . When we assign a value to x t , for t = 1, 2, . . . , L, we want to choose a value of x * t such that the condition
is maintained. As x * is initialized to the all-zero vector, the condition in (10) is satisfied for t = 0 (an empty union is defined as the empty set by convention). Suppose we have already assigned x * 1 , x * 2 , . . . , x * t −1 to the first t − 1 variables. Consider the assignment of x t . If S t \ t −1 l=1 S l is empty, then we keep x * t = 0 and go to the next iteration, i.e., the assignment of the next variable,
for k ∈ S t . Since (11) is a linear equation in a single variable x t , there is one and only one solution to (11) for each k ∈ S t . As |S t | < K ≤ q, we can choose x * t to be an element in G F(q) such that f k (x * 1 , . . . , x * t , 0, . . . , 0) is nonzero for all k ∈ S t . After this assignment, the condition in (10) is satisfied.
Upon the termination of the algorithm, we have f k (x * ) = 0 for k ∈ L l=1 S l = {1, 2, . . . , K }. Since there are K inequations in total, S t \ t −1 l=1 S l is non-empty for at most K indices t, and there are at most K non-zero assignments to the components of x * . Hence, x * is K -sparse.
The above proof is constructive and algorithmic. The details of implementing the method in the proof of Lemma 7 are presented in Algorithm 1, and we call it the Sequential Assignment algorithm. The computational complexity of the Sequential Assignment algorithm in terms of number of multiplications/divisions over G F(q) is shown below:
Theorem 8: The time complexity of the Sequential Assignment algorithm is O(K L).
Algorithm 1 Sequential Assignment Algorithm
Input: A K × L matrix A = [α kl ] l=1,...,L k=1,...,K over G F(q). It is assumed that A has no zero rows and q ≥ K . Output: A K -sparse vector x * over G F(q) such that all components of Ax * are nonzero. 1: x * l ← 0 for l = 1, 2, . . . , L. // initialize x * to 0 2: S l ← {i : α il = 0} for l = 1, 2, . . . , L. 3: if ∃l ∈ {1, 2, . . . , L} such that |S l | = K then 4: Let l be an index in {1, 2, . . . , L} such that |S l | = K . 5: x * l ← 1. 6: else 7: t ← 1. 8: w k ← 0 for k = 1, 2, . . . , K .
9:
S ← ∅. 10: while S = {1, 2, . . . , K } do 11: if S t ⊆ S then 12: y ← an element in G F(q) such that y = −w k /α k,t for all k ∈ S t . 13 :
14:
x * t ← y.
15:
S ← S ∪ S t . 16: end if 17: t ← t + 1. 18: end while 19 : end if 20: 
Proof: The main part of Algorithm 1 is the while-loop between Line 10 and Line 18. The variable w k stores the value of L l=1 α kl x * l , for k = 1, 2, . . . , K , and the variable S stores the value of t −1 l=1 S l . Since it is assumed that L l=1 S l = {1, 2, . . . , K }, the while-loop is repeated at most L times, and we execute Line 12 to Line 15 at most K times. In Line 12, we need to find an element y in G F(q) such that y is not equal to −w k /α k,t for all k ∈ S t . This requires no more than K division operations. Therefore, the total complexity of the Sequential Assignment algorithm is O(K L).
Theorem 9: If q ≥ K , there is a K -sparse encoding vector in I.
Proof: For k = 1, 2, . . . , K , let b T k be an arbitrary row vector in B k , and let n k be an arbitrary index such that the n kth component of b k is non-zero. Form a new index set N that contains all n k 's. The cardinality of N may be less than K since the n k 's may not be distinct. Let b k (N ) be a truncated vector of b k , which consists of only the components of b k whose indices are in N . Its dimension is equal to |N | ≤ K . Now we show that there exists a vector x ∈ I such that the i -th component of x is equal to zero if i ∈ N . If the i -th component of x is zero for all i ∈ N , then the inner product of b k and x is the same as the inner product of b k (N ) and x(N ) . By Lemma 5, x is in I if b k (N ) · x(N ) = 0 for all k's. By Lemma 7, if q ≥ K , we can find a vector y ∈ G F(q) |N | such that b k (N ) · y = 0 for all k's. Let x * ∈ G F(q) N be the vector such that x * (N ) = y and other components of x * are all zero. Clearly, x * belongs to I. It is K -sparse, since |N | ≤ K .
The above result shows that if q ≥ K , the minimum Hamming weight of innovative vectors is bounded above by K . This upper bound cannot be further reduced as the following example shows:
Example 2: Consider a broadcast system of K users and N packets, where N ≥ K . Suppose that user k has received a set of uncoded packets A k . Here we regard A k as a subset of {1, 2, . . . , N}. Furthermore, suppose that the complements of the A k 's are mutually disjoint, i.e., A c j ∩ A c k = ∅ for j = k. In such a scenario, an innovative packet must be a linear combination of at least K packets. For example, let N = 4 and K = 3. If the encoding matrices of the three users are (1, 1, 1, 0) and (1, 1, 0, 1) are innovative, but no vector with Hamming weight 2 or less is innovative.
B. Sparsest Innovative Vectors
Theorem 9 shows that we can find a K -sparse innovative vector if q ≥ K . It serves as an upper bound on the minimum Hamming weight of innovative vectors. To further reduce the decoding complexity, it is natural to consider the issue of finding the sparsest innovative encoding vector for given C k 's. In other words, we want to find a vector in I that has the minimum Hamming weight for the case where q ≥ K . We call this algorithmic problem MAX SPARSITY. We state its decision version formally as follows:
Problem: SPARSITY Instance: A positive integer n and K matrices with N columns, C 1 , C 2 , . . . , C K , over G F(q), where q ≥ K .
Question: Is there a vector x ∈ I with Hamming weight less than or equal to n?
We have already proven that the answer is always YES if n ≥ K . We are interested in the case where n < K .
Given all C k 's, we can find a basis of their corresponding null spaces by the method mentioned in Section VI, and let the basis be the rows of B k 's. For k = 1, 2, . . . ,
where ∨ denotes the logical-OR operator applied componentwise to the N − r k vectors, with each non-zero component being regarded as a "1". In other words, the j -th component ofb k is one if and only if the j -th column of B k is nonzero. We define B as the K × N matrix whose k-th row is equal tob T k . Note that B is a binary matrix and has no zero rows. For a matrix A and a subset N of the column indices of A, let A(N ) be the K × |N | submatrix of A, whose columns are chosen according to N . We need the following lemma: 
Proof:
If B(N ) has no zero rows, theñ b k (N ) is not equal to the zero vector for all k's. Furthermore, for all k's, there must exist b k, j (N ) = 0 for some j . By Lemma 7, we can find y ∈ G F(q) |N | such that b k, j (N ) · y = 0 for all k's. Let x ∈ G F(q) N be the vector such that x(N ) = y and other components of x are all zero. Then by Lemma 5, x ∈ I.
Conversely, if x is an innovative vector with x n = 0 for n ∈ N , then B(N ) cannot have zero rows, for if row k of  B(N ) is a zero vector, then B k (N ) is a zero matrix and the k-th inequality in Lemma 5 cannot hold.
The NP-completeness of SPARSITY can be established by reducing the hitting set problem, HITTINGSET, to SPARSITY. Recall that a problem instance of HITTINGSET consists of a collection C of subsets of a finite set U. A hitting set for C is a subset of U such that it contains at least one element from each subset in C . The decision version of this problem is to determine whether we can find a hitting set with cardinality less than or equal to a given value.
Problem: HITTINGSET Instance: A finite set U, a collection C of subsets of U and an integer n.
Question: Is there a subset S ⊆ U with cardinality less than or equal to n such that for each C ∈ C we have C ∩ S = ∅?
It is well known that HITTINGSET is NP-complete [41] . Theorem 11: SPARSITY is NP-complete. Proof: We are going to reduce HITTINGSET to an instance of SPARSITY via a Karp-reduction. Let the cardinality of U be N. Label the elements of U by 1, 2, . . . , N. We define C {C 1 , C 2 , . . . , C K }, where K is the number of non-empty subsets in C . For k = 1, 2, . . . , K , form an N-vector b k ∈ G F(q) N with its i -th component equal to one if i is in C k and zero otherwise, i.e., b k is the characteristic vector of C k . Note that b k = 0 and C = {supp(b 1 ), supp(b 2 ), . . . , supp(b K )}. These b k 's correspond to the degenerate form of B k 's in Lemma 5 with only one row in B k . Let C k be the encoding matrix of user k, whose row space is the null space of B k and I be the innovative vector set defined in (7) . In other words, any instance of HITTINGSET can be represented as an instance of SPARSITY in polynomial time.
It remains to show that there exists a hitting set H for C with |H| ≤ n if and only if there exists an x ∈ I with Hamming weight |supp(x)| ≤ n. Given the b k 's obtained via the above reduction, suppose there exists x ∈ I with |supp(x)| ≤ n. By Lemma 5, we must have b k ·x = 0 for all k's, which implies supp(b k )∩supp(x) = ∅ for all k's. The set supp(x) is therefore a hitting set for the given instance. Conversely, given a hitting set H for C with |H| ≤ n, by definition supp(b k ) ∩ H = ∅ for all k's. Therefore, B(H) has no zero rows. By Lemma 10, there exists an x ∈ G F(q) N such that supp(x) ⊆ H. Hence, |supp(x)| ≤ n.
As SPARSITY is verifiable in polynomial time, SPARSITY is in NP. Hence it is NP-complete. Now we define the optimization version of SPARSITY as follows:
Problem: MAX SPARSITY Instance: K matrices with N columns,
Objective: Find a vector x ∈ I with minimum Hamming weight.
We call the minimum Hamming weight among all innovative vectors the sparsity number, and denote it by ω. It is easy to see that if a polynomial-time algorithm can be found for solving the optimization version of SPARSITY, then that algorithm can be used for solving the decision version of SPARSITY in polynomial time as well. Therefore, MAX SPARSITY is NP-hard.
On the other hand, if K is held fixed, meaning that the problem size grows only with N, then there exists algorithm whose complexity grows polynomially in N to solve MAX SPARSITY. It is proven in [42] and Section VII-A that a K -sparse vector exists in I, if q ≥ K . By listing all vectors in G F(q) N with Hamming weight less than or equal to K , we can use Lemma 5 to check whether each of them is in I. For each K -sparse encoding vector, we compute the matrix product B k x for k = 1, 2, . . . , K . Each matrix product takes O(N K ) finite field operations. The total number of finite field operations for each candidate x is O(N K 2 ). After checking all K -sparse encoding vectors, we can then find one with minimum Hamming weight. The number of non-zero vectors in G F(q) N with Hamming weight no more than K is equal to K k=1 N k (q − 1) k . For fixed K and q, the summation is dominated by the largest term N K (q − 1) K when N is large, which is of order O(N K ). The brute-force method can solve the problem with time complexity of O(N K (N K 2 ) ). As K is held fixed, MAX SPARSITY can be solved in polynomial time in N.
Let MIN HITTINGSET be the minimization version of the hitting set problem, in which we want to find a hitting set with minimum cardinality. The next result shows that MAX SPARSITY can be solved via MIN HITTINGSET based on the concept of Levin-reduction.
Theorem 12: MAX SPARSITY can be Levin-reduced to MIN HITTINGSET.
Proof: Given an instance of MAX SPARSITY, we determineb k as in (12) for k = 1, 2, . . . , K . Then we form the following instance of MIN HITTINGSET:
Let H be a solution to the above instance. Then B(H) has no zero rows. By Lemma 10, there exists a vector x * ∈ I over G F(q) with supp(x * ) ⊆ H. Such a vector x * can be found by the Sequential Assignment algorithm in polynomial time.
We claim that there does not exist x ∈ I with Hamming weight |supp(x )| < |H|, and thus |supp(x * )| must equal |H|. Suppose there exists such a vector x . Lemma 10 implies that B(supp(x )) has no zero rows, which in turn implies that supp(x ) ∩ supp(b k ) = ∅ for all k's. Then supp(x ) would be a hitting set with cardinality strictly less than |H|. A contradiction.
The proof is completed by matching the relevant entities and procedures with those in Definition 4. Note that the transformation of a given instance of MAX SPARSITY to an instance of MIN HITTINGSET in essence corresponds to the mapping f . A solution to an instance of MIN HITTINGSET, H, corresponds to y . Obtaining x * from H by the Sequential Assignment algorithm corresponds to the mapping g.
The above result allows one to solve MAX SPARSITY by means of solving MIN HITTINGSET. The algorithms developed in the next section are based on this idea. Finally, we remark that our approach tries to find a sparse encoding vector for the next transmitted packet. If the broadcast problem is considered as a whole, one should minimize the average Hamming weight of all the transmitted encoded packets. As finding a sparsest vector is already NP-hard, finding a set of sparse vectors for all the transmitted packets can only be harder. Therefore, in this paper, we adopt a greedy approach and only consider finding a sparse vector for the next transmission.
VIII. NETWORK CODING ALGORITHMS
In this section, we present two algorithms that generate sparse innovative encoding vectors for q ≥ K . The first one is optimal in terms of sparsity while the second one is an approximate algorithm.
A. The Optimal Hitting Method
For q ≥ K , we obtain a sparsest innovative vector in two steps. First we find an index set N with minimum cardinality, which determines the support of the innovative encoding vector. This is accomplished by solving MIN HITTINGSET. We remark that MIN HITTINGSET can be formulated as a binary integer programming (BIP) problem, which can be solved, for example, by the cutting plane method [43] . Alternatively, MIN HITTINGSET can also be solved by the method in [44] . Once N is found, the nonzero entries in the vector can be obtained by the Sequential Assignment algorithm. We call this procedure for generating an innovative vector with minimum Hamming weight the Optimal Hitting method. We summarize the algorithm in Algorithm 2. The correctness of the Optimal Hitting method is guaranteed by Theorem 12.
B. The Greedy Hitting Method
Step 4 in the Optimal Hitting method requires solving an NP-hard problem. Therefore, some computationally efficient heuristics should be considered in practice. It is well known that MIN HITTINGSET can be solved approximately by the following greedy approach [45] :
• Repeat until all sets of C are hit:
-Pick the element that hits the largest number of sets that have not been hit yet. In Step 4 of the Optimal Hitting method, the above greedy algorithm can be used to find approximate solutions. We call this modification the Greedy Hitting method.
Theorem 13: The Hamming weight of the encoding vector obtained by the Greedy Hitting method is bounded above by min{H N ω, K }, where H N is the N-th harmonic number, defined as H N N k=1 1 k , and ω is the sparsity number. Proof: It is well known that the hitting set problem is just a reformulation of the set covering problem.
Algorithm 2
The Optimal Hitting Method Input: For k = 1, 2, . . . , K , full-rank r k × N matrix C k over G F(q), where q ≥ K and 0 ≤ r k < N. Output: x = (x 1 , x 2 , . . . , x N ) ∈ I with minimum Hamming weight. 1: Initialize x as the zero vector. 2: For k = 1, 2, . . . , K , obtain a basis of the null space of C k . Let B k be the (N − r k ) × N matrix over G F(q) whose j -th row is the j -th vector in the basis. Therefore, the greedy algorithm is an H |U | factor approximation algorithm for MIN HITTINGSET, as well as for the set covering problem [46] . As shown in Theorem 12, MAX SPARSITY can be reduced to MIN HITTINGSET, and the sparsity number is equal to the cardinality of the minimum hitting set. Hence, the Greedy Hitting method is also an H N factor approximation algorithm for MAX SPARSITY.
Since Step 6 in the Greedy Hitting method involves the Sequential Assignment algorithm. By Lemma 7, the encoding vector thus obtained is K -sparse. Hence, the encoding vector obtained by the Greedy Hitting method is K -sparse. Combining with the upper bound in the previous paragraph, the statement is proved.
C. Computational Complexity
Recall that the encoding matrix of each receiver is composed of the encoding vectors of the broadcast packets. If the broadcast packets are encoded by either Optimal Hitting or Greedy Hitting, the encoding vectors are all K -sparse. For this reason, we are interested in the case where the rows of the encoding matrices are all K -sparse. Step 6 involves the Sequential Assignment algorithm, which has a complexity of O(K |H|) according to Theorem 8. Step 7 requires O(N) operations.
Since |H| ≤ N, the overall complexity of the Optimal Hitting method is O(K 2 N 2 + 1.23801 (N+K ) ) = O(1.23801 (N+K ) ). The only difference between the Optimal Hitting and Greedy Hitting method is that the Greedy Hitting method uses a greedy algorithm to approximate the MIN HITTINGSET problem in Step 4. The greedy algorithm takes O(K N 2 ) operations. Therefore, the overall complexity of the Greedy Hitting method is O(K 2 N 2 ).
For both Optimal Hitting and Greedy Hitting, all the encoding vectors obtained are K -sparse. When these packets are broadcast, a receiver can decode and obtain the source packets by solving a sparse linear system, whose time complexity is O(min{K , N}N 2 ) [22] .
IX. CONCLUSION
In this paper, we adopt the computational approach to study the linear network code design problem for wireless broadcast systems. To minimize the completion time or to maximize the information rate, the concept of innovativeness plays an important role. We show that innovative linear network code is uniformly optimal in minimizing downloading delay. While it is well known that innovative encoding vectors always exist when the finite field size, q, is greater than the number of users, K , we prove that the problem of determining their existence over smaller fields is NP-complete.
Sparsity of a network code is another issue we have addressed. When q ≥ K , we show that the minimum Hamming weight within the set of innovative vectors is at most K . To find a sparsest innovative vector is proven to be NP-hard via a reduction from the hitting set problem. An exact algorithm based on binary integer programming is described, and a polynomial-time approximation algorithm based on the greedy approach is constructed. We hope that our work increases the understanding of complexity issues in network coding.
APPENDIX A INCREMENTAL METHOD FOR COMPUTING A BASIS OF THE NULL SPACE OF A GIVEN MATRIX
In this appendix, we illustrate how to compute a basis of the null space incrementally. In the application to the broadcast system we consider in this paper, the rows of C are given one by one. A row is revealed after an innovative packet is received.
Given an r × N matrix C over G F(q), our objective is to find a basis for the null space of C. The idea is as follows. We first extend C to an N × N matrix by appending N − r row vectors. These vectors are chosen in a way such that the resulting matrix, denoted byC, is non-singular. LetB be the inverse ofC. By the very definition of matrix inverse, the last N − r columns ofB is a basis for the null space of C.
We proceed by induction. The algorithm is initialized by settingC =B = I N . We will maintain the property that C −1 =B.
Suppose that the first r rows ofC are the encoding vectors received by a user, andC =B −1 . We let c T i be the i -th row of C and b j be the j -th column ofB. When a packet arrives, we can check whether it is innovative by taking the inner product of the encoding vector of the new packet, say w, with b r+1 , b r+2 , . . . , b N . According to Lemma 5, it is innovative to that user if and only if one or more of such inner products are non-zero.
Consider the case that w is innovative. Permute the columns ofB, if necessary, to ensure that w T b r+1 = 0. This can always be done, since w cannot be orthogonal to all the last N − r columns ofB. Permute the rows ofC accordingly, so as to ensure thatC −1 =B.
We are going to modifyC by updating its (r + 1)-st row to w T . This operation can be expressed algebraically bỹ
where e r+1 is the column vector with the (r +1)-st component equal to 1 and 0 otherwise. The matrix e r+1 (w − c r+1 ) T is a rank-one matrix, with the (r + 1)-st row equal to (w − c r+1 ) T , and 0 everywhere else. The inverse ofC + e r+1 (w − c r+1 ) T can be computed efficiently by the Sherman-Morrison formula [47] , [48, p. 18] ,
We have used the facts thatC −1 e r+1 = b r+1 and c T r+1C −1 = e T r+1 in the above equations. The denominator of the fraction in (14) is a non-zero scalar by construction, so that division of zero would not occur.
The updating procedure can now be performed.C is updated according to (13) andB is updated as follows:
Note that if w is ω-sparse, the multiplication of w T andC −1 in (14) can be done in O(ωN) operations.
