In this paper, for a basin divided into morphological units, a distributed model based on the Revised Universal Soil Loss Equation (RUSLE), with di!erent expressions for the topographic factors, and on the sediment delivery ratio of each morphological unit is used. At "rst, the caesium-137 data available from a Sicilian basin are calibrated with two di!erent models [the Proportional Method (PM), the Simpli"ed Mass Balance (SMB) model] to provide net soil loss data for each morphological unit. Then, for a selected expression of the topographic factor, the slope length exponent is calculated for each morphological unit, equating the calculated sediment yield with the net soil loss. The analysis showed that the median value of the slope length exponent is dependent on the mesh size of the Digital Elevation Model used for calculating the slope of each morphological unit. The analysis also showed that the slope of the linear relationship between slope length exponent and mesh size is independent of the calibration method used for the caesium-137 measurements. Finally, the sediment yield measurements carried out in three small Calabrian basins and a Monte Carlo technique are used for evaluating the e!ect of the knowledge uncertainty and the stochastic variability of the model parameters on calculated sediment yield.
Introduction
An analytical framework for estimating soil loss rates, the redistribution processes of soil within the landscape, and sediment loads in runo! is required by land and water resource managers to enable the e!ects of management decision to be evaluated. Identifying areas of the landscape that are susceptible to erosion is also necessary for the developement of soil conservation strategies, for maintaining soil productivity, for estimating non-point pollution (Novotny & Chesters, 1989 ) and for developing a sustainable agriculture. These needs stimulated both the study of within-basin variability of the sediment delivery processes and the use of spatially distributed models coupled with Geographical Information Systems (GIS) (Ferro et al., 1994) .
The basin sediment yield is the quantity of sediments which is transferred, in a given time interval, from eroding sources through the hillslopes and channel network to the basin outlet.
It is well known that only a small fraction of the soil eroded within a basin will reach the basin outlet, but the estimate of the ratio between basin sediment yield and soil erosion, named sediment delivery ratio SDR 5 , is a!ected by numerous uncertainties (ASCE, 1975; Wolman, 1977; Walling, 1983 Walling, , 1988 . In addition, temporal discontinuity and spatial variability can complicate the relationship between erosion and sediment yield at basin scale.
In the past, the spatially lumped concept of sediment delivery ratio SDR 5 was coupled with a simple soil loss equation such as Universal Soil Loss Equation (USLE) (Williams & Berndt, 1972) and, to make this Universal Equation applicable at basin level, short-cuts and new procedures were introduced for computing some of the factors of the equation.
Present research has found that sources of stream sediment are not necessarily the major soil erosion areas because of the capacity of di!erent parts of a basin to transport sediments. A high soil erodibility area which is located far from the channel network may not contribute as much sediment load to a stream as a less erodible source near the stream (Kling, 1974; Kothyari et al., 1993; Richards, 1993; Ferro & Minacapilli, 1995; Ferro, 1997 (Kling, 1974; Julien & Frenette, 1986 and describes the sediment detachment, transport and deposition of the soil particles (Nearing et al., 1989) . Ferro and Minacapilli (1995) suggested the application of a parametric approach coupled with a spatial disaggregation criterion of sediment delivery processes (Ferro, 1997; Ferro et al., 1998c) . For modelling this spatial disaggregation, the basin has to be divided into morphological units (Bagarello et al., 1993) , i.e. areas of clearly de"ned aspect, length and steepness. The within-basin variability of the sediment delivery processes is modelled by a sequential approach in which the sediments are routed in a sequence of overland units and in channels (Di Stefano et al., 1999) . Basically, the sequential approach follows the sediment particles in a Lagrangian scheme and applies the appropriate delivery factors to each sequential morphological unit. In the sequential approach, the applied model can use &distrib-uted parameters', i.e. the parameter values can vary from one morphological unit to another one.
Inconsistencies shown by application of the USLE are often attributed to a failure of the topographic factor to fully account for all transport mechanisms (Loch, 1984; Moore & Burch, 1986a , 1986b . Recently, Risse et al. (1993) showed that of the USLE parameters, the topographic factor¸S and the cover and management factor had the most in#uence on the model e$ciency and, therefore, this indicates that most of the research emphasis should continue to be placed on these parameters.
Revised Universal Soil Loss Equation (RUSLE) technology also developed revised relationships for the topographic factor (Renard et al., 1994; McCool et al., 1987; Moore & Wilson, 1992) and for the slope length exponent of the USLE (McCool et al., 1989) . The analysis developed by McCool et al. (1989) showed that the slope length exponent is a!ected by slope steepness and the ratio of rill to interrill erosion.
The progress of the sequential modelling of sediment delivery processes coupled with the parametric estimate of the soil loss is a!ected by the availability of a measurement technique able to establish the link between the eroded soil leaving an individual morphological unit and the patterns of erosion and deposition occurring along the hydraulic path from the considered area to the nearest stream reach. Tracer technique using the radionuclide caesium-137 (Cs) is a &distributed' measurement technique for calculating soil erosion rates (Ritchie et al., 1974; Campbell et al., 1986; McFarlane et al., 1992; Di Stefano et al., 1999) , to determine patterns of soil loss and sediment accumulation (Longmore et al., 1983; Soileau et al., 1990; Walling & Quine, 1991 and to validate soil erosion models (De Roo & Walling, 1994; Busacca et al., 1993; Sidorchuk & Golosov, 1996; Ferro, 1997; Ferro et al., 1998a) . The Cs technique is now well documented (Walling & Bradley, 1988; Walling & Quine, 1991; Ritchie et al., 1974; Ritchie & McHenry, 1990; Owens et al., 1997) and its review is beyond the scope of this paper. According to Walling & Quine (1990) the Cs technique facilitates the study of the mobilization of sediments by erosion and its movement through the delivery system over the past 30 years by measuring the spatial distribution of Cs within a drainage basin.
The Cs technique is based on the following key assumptions: (1) uniform local fallout distribution; (2) rapid adsorption of Cs fallout onto soil particles; (3) subsequent redistribution of Cs due to sediment movement; and (4) estimates of rates of soil loss derived from measurements of soil Cs inventories. Measurement of Cs input are commonly carried out in undisturbed sites in which no erosion or no deposition processes occur and where the original fallout activity Cs PCD still remains. Where soil erosion occurred, Cs will also have been lost, leading to a loading less than Cs PCD ; conversely, where soil deposition takes place, an increase in Cs activity will be found.
Some uncertainty still surrounds the ability of the Cs technique to provide quantitative estimates of erosion rates. This uncertainty is due to the di$culties in establishing a calibration relationship relating the amount of Cs lost from the soil pro"le to the rate of erosion. Walling and Quine (1990) , plotting some calibration functions used in recent investigations, emphasized that the estimates of erosion rate associated with a particular level of Cs depletion can vary by more than an order of magnitude, according to the calibration relationship used. Firstly, in this paper, the Cs data available from a Sicilian basin calibrated with two di!erent models are used to obtain quantitative estimates of net soil loss for each morphological unit into which the basin is divided.
Then the net soil loss estimates and a recently proposed sediment delivery distributed approach (Ferro et al., 1998a) are used to calibrate the slope length exponent of the factor¸of RUSLE. The analysis is developed for the topographic factor¸S relationship proposed by both McCool et al. (1987) (known as the MC model) and Burch (1986a, 1986b) 
(known as the M & B model).
Finally, the sediment yield measurements carried out in three small Calabrian basins at event scale (Cinnirella et al., 1998) and a Monte Carlo technique are used to validate the predictive capability of the sediment delivery distributed approach in which the relationships deduced to estimate the slope length exponent are applied. 
Experimental basins and measurements
The "rst study area is the experimental Sparacia basin (3)64 ha), located in the North side of Sicily, Italy (Fig. 1) . The mean annual rainfall is 700 mm, with dominance during the period October}March. The mean annual temperature is equal to 203C. Soil sampling for Cs measurements and soil erodibility factor estimate was carried out at 129 sites well distributed over the basin area. A Vertic Xerochrept soil overlay the whole basin; the A horizon is 30 cm deep with a clay texture and a massive/blocky structure. Sparacia basin, excluding a little undisturbed area located in the upper part, was, in the past, exclusively used for wheat cropping. Taking into account that, for clay soils, the Cs activity becomes negligible below a depth of 10 cm, sampling was carried out at each site by coring with two cylinders 15 cm in height. From detailed sampling, carried out in the upper part of the basin, a value for Cs PCD of 94)4 mBq/cm was recorded.
The second study area is located near Crotone (Calabria, Italy) in the basin of the ephemeral Crepacuore stream which drains to the Ionian sea (Fig. 2) . The mean annual rainfall is 670 mm, with dominance during the period October}March. The mean annual temperature is equal to 183C. Soils having a texture ranging from claysand to sandy-loam, according to the International Soil Science Society classi"cation, overlay the three basins. The basin W1 (1)5 ha) is covered with a grass and shrub vegetation. The basin W2 (1)4 ha) was planted in 1968 with Eucalyptus occidentalis and was coppiced in 1978 and 1990. The forest cover is discontinuous and 20% of the basin area is bare. The basin W3 (1)6 ha) was covered with a Eucalyptus occidentalis high forest in the period 1968}1986. In 1986 the forest cover was coppiced. The forest cover is uniform and the percentage of bare area is equal to 3% of the total basin area (Cantore et al., 1994) .
Each basin is monitored by an H-#ume weir (Brakensiek et al., 1979) and measurement of #ow depth is carried out at the end of a rectangular channel by a mechanical recording water level gauge. For each measured #ood event e, the basin hydrograph is available and runo! factor of Williams (1975) R BC in t/ha per unit of soil erodibility factor can be calculated according to the following relationship (Bagarello et al., 1990) :
where q NC is the peak #ow rate in m/s of the #ood event e, < C is the runo! volume in m and A U is the basin area in ha.
The sampling device comprises a Coshocton Wheel (Parson, 1954; Carter & Parson, 1967 ) collecting a sample (&1/200) of the #ow volume. Each sample collected #ows into appropriately sized tanks. At the end of each event, the respective suspensions are mixed well and suspension samples, taken at di!erent heights and of a given volume (1 l), are drawn out. The suspended solid content in g of each sample is determined by oven-drying at 1053C. The ratio between the mean value of the suspended solid content in g and the sample volume of 1 l is assumed as a mean suspension concentration C K in g/l. The sediment yield of each event is calculated by the product of the mean concentration C K and the measured runo! volume.
For each basin, rainfall is measured by a recording rain gauge and the rainfall erosivity factor R C of Wischmeier and Smith (1978) is calculated for each rainfall event e.
The analysis is developed for 46 selected events measured at the basin W1, 52 events measured at the basin W2 and 42 events measured at the basin W3 in the recording period 1978}1994 (Avolio et al., 1980; Callegari et al., 1994; Cantore et al., 1994; Cinnirella et al., 1998) .
Calibrating the Cs measurements to provide net soil loss
The derivation of quantitative estimates of net soil loss by Cs activity measurements is heavily dependent upon the existence of a reliable means of converting the relationship between the measured inventory at a speci"c sampling point and the local reference inventory to an estimate of the rate of erosion or deposition at that point. According to Walling and Quine (1990) , existing calibration procedures fall into two categories: (1) empirical relationships between measured soil loss and measurements of Cs depletion; and (2) theoretical models.
The empirical calibration relationships are applicable to areal average values for plots, rather than point measurements, and su!er from the limitation of being time speci"c. This method cannot be applied for the Sparacia basin because long-term soil loss measurements at plot scale are not available.
The simplest theoretical model employed to develop a calibration relationship is the proportional method of Martz and de Jong (1987) . The proportional method assumes that the depth of soil lost is directly proportional to the amount of Cs lost.
Using point measurements of soil Cs, Cs H , the corresponding mean annual net soil loss E H in kg/m is calculated by the following equation (de Jong et al., 1983) :
in which BD is the soil bulk density in kg/m, N is the number of years since atmospheric fallout of Cs and Z in m is the thickness of the cultivation layer which is equal to 0)1 m for the Sparacia basin. Equation (2), which is applied in this paper, takes no account of the e!ects of selective transport of "ne particles. If selective transport of "ne particles occurs, erosion rates calculated by Eqn (2) could be overestimated, since Cs is preferentially associated with the "ne fraction of the soil. Recently, Walling and He (1997) , with the aim of promoting the use of standardized calibration procedures, have selected and rearranged a simpli"ed mass balance model introduced by Zhang et al. (1990) . For an eroding site where Cs H is less than Cs PCD , the only condition which showed in the 129 sampling sites of the Sparacia basin, the mean annual net soil loss E H can be expressed as
in which t is the year in which the soil sampling is carried out, and P is a particle size correction taking into account the e!ects of a possible selective transport. In its original form, this simpli"ed mass balance model did not take into account the e!ects of particle size. The use of variable P"1 in Eqn (3) also enables the results to be directly comparable with the proportional method. For a "xed calibration relationship [Eqns (2) or (3)], the 129 sample values for E H and a kriging interpolation method (De Marsily, 1986) were used to obtain, by GRID section of ARC-INFO software, a raster cover having a mesh size equal to 3 m. The raster cover of values for E H was overlaid on the basin discretization map in order to calculate the mean value of the net soil loss E M H in kg/m of each morphological unit. For each polygon of the discretization map, E M H is the weighted mean, with weight equal to the area, of the values for E H , corresponding to all square cells (or fractions of square cells) falling into the polygon. The net soil loss E G , expressed as weight in kg, of each morphological unit is equal to E M H in kg/m multiplied by the area S SG in m of the ith morphological unit. Figure 3 clearly shows that the net soil loss values E G 1+ estimated by the simpli"ed mass balance model are 33% higher than the values E G.+ calculated by Eqn (2). Also, Fig. 3 shows that the di!erences between the values of E G obtained by the two calibration procedures are independent of the position of the morphological unit (the relationship between E G1+ and E G .+ is linear) and, in the investigated range of E G values, only a scale factor of 1)33 di!erentiates the two methods. For the whole basin, the corresponding value for E @ is obtained by adding the values E G for all morphological units into which the basin is divided.
¹he length slope factor at basin scale
To apply spatially distributed strategies at basin scale requires the choice of both a soil erosion model and a spatial disaggregation criterion for the sediment delivery processes.
At mean annual temporal scale, Playfair's law of stream morphology (Boyce, 1975 ) can be applied: over a long time a stream must essentially transport all sediment delivery to it. Schumm (1972) assumes that in 100 yr, a stream will discharge essentially all of the sediment it receives, i.e., the 100 yr average delivery ratio for a stream is essentially one (Novotny & Chesters, 1989) . In other words, over a long time the transport capacity of the river #ow is not a limiting factor and the #ow is able to transport all hillslope sediment yield.
For the #ood plain system, Walling et al. (1986) measured signi"cant sediment deposits, while Wilkin and Hebel (1982) , using the same measurement technique, found #ood plain degradation (Novotny & Chesters, 1989) . Leopold et al. (1964) suggested that sediments eroded from drainage basin are only temporarily stored in #ood plains and that #ood plain aggradation is essentially balanced by degradation. For a small basin, having an ephemeral channel network and with no well-developed #ood plains, the channel sediment delivery component can be neglected at event scale too.
For a basin discretized into morphological units and neglecting the channel sediment delivery component, Ferro and Minacapilli (1995) suggested taking into account the within-basin variability of the sediment delivery processes by calculating the sediment delivery ratio SDR G of each morphological unit i into which the basin is divided. According to Ferro and Minacapilli (1995) , SDR G measures the probability that the eroded particles arrive from the ith morphological unit to the nearest stream reach and has the following expression:
in which t NG is the travel time of each morphological unit, l NG and s NG are the length in m and slope of the hydraulic path in mm\, from the ith morphological unit to the nearest stream reach, is a coe$cient, N N is the number of morphological units localized along the hydraulic path, GH and s GH are the length in m and slope in mm\ of each morphological unit i localized along the hydraulic path j, respectively.
The sediment production > G in kg of each morphological unit i into which the basin is divided, is simply calculated by coupling the RUSLE with the equation for SDR G , as follows
in which, for a given i morphological unit, R G is the rainfall erosivity factor for a given temporal scale (mean annual) in t/ha per unit of the soil erodibility factor K G , C G is the cover and management factor, P G is the support practice factor,¸S G is the topographic factor for length and slope and S SG is the area in ha of the morphological unit i.
For the Sparacia basin, the factor K G for each morphological unit was calculated by overlaying the basin discretization map to the raster cover (mesh size equal to 3 m) of the soil erodibility factor obtained by the 129 at site values and a kriging interpolation method. The whole basin was characterized by a single value R @ for the mean annual rainfall erosivity factor of 30 t m mm/ha h estimated by the Sicilian iso-erosivity map (Ferro et al., 1991) . Since the Sparacia basin is exclusively used for wheat cropping, a single value C @ for the crop and management factor of 0)45 was assumed. A support practice factor equal to one is assumed because management works are not carried out in the experimental basin.
According to these choices, Eqn (5) becomes
For the topographic factors¸S G , the expression of Moore and Burch (Moore and Wilson, 1992 ) is used:
in which A QG is the ratio between the area of the ith morphological unit and the width measured along the contour line in m, G is the slope angle in rad and p and q are two empirical exponents which Moore and Wilson (1992) suggested to assume equal to 0)6 and 1)3, respectively. McCool et al. (1987) suggested the following expression for the topographic factor:
in which G is the slope length in m of the ith morphological area. The slope length exponent m G is given by
where a is a coe$cient and f G has the following expression:
According to McCool et al. (1989) , f G is the ratio of rill to interrill erosion; and if f G "1, indicating that rill and interrill erosions are equal, and a"1, the slope length exponent m G is 0)5. For a given value, Eqn (9) has the property that m G approaches zero as the ratio of rill to interrill erosion approaches zero. In fact, in a situation where almost all of erosion is from interrill erosion, the soil loss is independent of slope length (m G "0) (Meyer et al., 1975) . Conversely, when rill erosion is large with respect to interrill erosion, m G approaches one because rill erosion varies directly with the slope length (McCool et al., 1989) . McCool et al. (1989) suggested that for conditions where rill erosion is slight with respect to interrill erosion, an a value equal to 0)5 has to be used. On the contrary, a value for a of 2 corresponds to conditions where rill erosion is greater than interrill erosion.
According to McCool et al. (1989) , the ratio between rill erosion and interrill erosion is low when runo! is small compared to rainfall which can occur on soils characterized by high in"ltration rates or when rainfall intensity is low.
For calculating the topographic factor [Eqns (7) and (8)] of each morphological unit, the slope angle was evaluated by Digital Elevation Models (DEM) having di!erent mesh-size values (3, 4, 6, 8 and 12 m) . The slope angle spatial distribution is a raster cover having a given mesh size, which was overlaid to the basin discretization map in order to calculate the slope angle G of each morphological unit. For each polygon, G is the weighted mean with weight equal to the area of the slope angle values corresponding to all square cells falling into the polygon. For the investigated basin, the analysis showed that the slope angle decreases for increasing values of the mesh size and therefore the topographic factor estimate is a!ected by the selected DEM (Ferro et al., 1994) .
Instead of assuming the values proposed in the literature (Moore & Wilson, 1992; McCool et al., 1989) , the value of the exponent p in Eqn (7) or of the coe$cient a in Eqn (9) was calculated, for each investigated DEM and for each morphological unit, using Eqn (6) in which the value of > G was set equal to the measured value of E G . As an example, the exponent p from Eqn (7) is given by:
Substituting Eqn (12) into Eqn (11), it follows that
Therefore, for each investigated DEM and for each morphological unit, the value of p was calculated with Eqn (13) using a value of q equal to 1)3. For each DEM the median value of the calculated values for the exponent p corresponding to the 274 morphological units into which the Sparacia basin is divided, was assumed as representative of the whole basin. For each DEM, a similar procedure was applied for estimating the representative value of the a coe$cient. Figure 4 shows, for each DEM, that the estimated median value for p allows a good agreement between calculated sediment yield > G and measured net soil loss E G calibrated by the proportional method. For each DEM, Fig. 5 shows, for eight sub-basins and the whole Sparacia basin a better agreement between the measured basin net soil loss in kg, E @ " ,S G E G and the corresponding calculated basin sediment yield > @ in kg equal to the sum of the sediment yield of all morphological units into which the basin is divided: SG (14) in which N S is the number of the morphological units into which the basin is divided.
The procedure followed to estimate the value for the exponent p and the coe$cient a established that they depend on both the mesh size m Q in m of the DEM and the method used to calibrate the Cs measurements for providing values of E G [proportional method (PM), simpli"ed mass balance model (SMB)].
The slope length exponent p in Eqn (7) and the coe$-cient a in Eqn (9) can be, respectively, estimated by the following equations (Fig. 6 ):
in which a N and a ? are two coe$cients depending on the calibration method used (a N "0)3483 and a ? "0)2314 for PM) (a N "0)2387 and a ? "0)1360 for SMB), and c N and c ? are two constants independent of the calibration method adopted (c N "!0)0261 and c ? "!0)0210). For verifying the in#uence of the calibration method, the calculated sediment yields, with the values of p and a estimated by Eqns (15) and (16), were also compared with the measured values obtained by Cs measurement and SMB calibration method. As an example, Fig. 7 [compare with Fig. 4(b) and Fig. 5(b) of PM method] shows that the calculated sediment yields [Eqn (6)], using Eqn (7) for calculating the topographic factor, tend to underestimate the measured value both at morphological [ Fig. 7(a) ] and basin [ Fig. 7( b) ] scales.
<alidation analysis
The experimental validation of Eqns (15) and (16) was completed using sediment yield measurements carried out in the Calabrian basins W1, W2, and W3. For each basin the soil erodibility factor was estimated by the nomograph of Wischmeier et al. (1971) by using 10 soil samples and assuming a characteristic basin value K @ equal to the sample mean value. For the W1 basin, values for the crop and cover management factor C @ of 0)086 (Wischmeier & Smith, 1978) and for K @ of 0)5 were used. For W2 and W3 basins, a value for C @ of 0)164 (Cinnirella et al., 1998) was used while values for K @ of 0)55 for W2 and K @ of 0)58 for W3 were calculated. Management works are not carried out in the three experimental basins and therefore the support practice factor will be assumed to be equal to one.
The analysis was developed at event scale using the values for the exponent p and coe$cient a corresponding to a mesh size equal to 4 m. The estimate of the value for the coe$cient in Eqn (4) is a crucial point for the application of the sediment delivery distributed approach at event scale. For each event e and for each investigated basin, the estimate C of the coe$cient was obtained by the following equation (Ferro & Minacapilli, 1995) :
in which the basin sediment delivery ratio SDR 5C of a given event e, is assumed to be equal to the ratio between the runo! factor of Williams [Eqn (1)] and the rainfall erosivity factor of Wischmeier and Smith (1978) . Figure 8(a) shows that the topographic factor relationships [Eqn (7) modi"ed by Eqn (15)] with the value of a N estimated for PM allowing a satisfactory agreement between measured > KC and calculated > AC sediment yield at event scale in kg. Figure 8(b) shows the agreement between > KC and > AC when the topographic factor is estimated by Eqn (7) modi"ed by Eqn (15) with the value for a N estimated for the SMB model. In conclusion, the comparison between Figs. 8(a) and 8(b Eqns (6) and (7) at morphological unit scale (a) and at basin scale (b); , perfect agreement independent of the method chosen for estimating the value of p (PM or SMB).
Uncertainty analysis
The random variability of hydrologic variables (Haan, 1977; Bogardi et al., 1985) , in addition to the fact that input model parameter values are only estimates since the actual values are not known with certainty, suggested the inclusion of uncertainty analysis in modelling activities (Hession et al., 1996) . The aim of this analysis was to evaluate the e!ects of the knowledge uncertainty and the stochastic variability of the model parameters on calculated sediment yield.
Monte Carlo simulation which is a robust method for propagating uncertainty through models, can be used to numerically operate a complex system having random components. Repeated simulations are performed with the model using randomly selected input parameter values. For each simulation, the input parameter values are chosen using their known and predetermined probability distribution. The simulation process is repeated for a number of iterations su$cient to estimate the probability distribution of the output variable.
Taking into account the fact that the actual correlation structures of the system are not known when modelling a basin discretized into morphological units (Hession et al., 1996) , the stochastic variability of the basin model; , W1 basin; , W2 basin; , W3 basin sediment yield, at event scale, was studied for each experimental basin assuming that the correlation between the di!erent factors in the RUSLE was negligible. In order to perform the Monte Carlo simulations, the probability distribution of each uncertainty parameter was preliminarily established.
For each basin, the measured event rainfall erosivity values R @ were found to show a lognormal distribution (Haan, 1977) with the values of mean and standard deviation listed in Table 1 . According to Cinnirella et al. (1998) a lognormal distribution was "tted to the empirical cumulative frequency distribution for the crop factor of each event C @ (Table 1) . For each basin, which is characterized for each event by a value of K @ and C @ , the sediment yield > KC and the rainfall erosivity R @ measured in each event allowed the corresponding value for the coe$cient C to be calculated using Eqn (14) with > @ "> KC . For the W1 basin, the values for C are distributed according to a beta distribution; while, for W2 and W3 basins, the normal law "ts well with the empirical frequency distribution of the data for C . The soil erodibility factor was treated as having only knowledge uncertainty representing the range of possible values available from literature. The knowledge uncertainty, due to the di$culty of establishing an appropriate value for use in the model for the examined soil type, was considered by a uniform distribution which describes soil erodibility factor values ranging from a minimum K KGL of 0)4 to a maximum K K?V of 0)6. The topographic factor was treated as a constant deterministic value of each morphological unit, under the assumption that the lengths and the slope of the units are controlled.
At "rst, each Monte Carlo simulation was carried out by drawing at random a value from each of the distributions of rainfall erosivity, soil erodibility, crop factor and coe$cient C . These values were then used with the constant topographic factor of each morphological unit as input to the model [Eqn (14)], whose output > AC represented one iteration of the simulated scenario. The resampling of R @ , K @ , C @ and C was repeated 15 000 times, resulting in 15 000 estimates of the output basin sediment yield > AC . For each basin, the 15 000 values of > AC were used to de"ne the theoretical probability distribution P(> AC ) to compare with the empirical frequency distribution F(> KC ) of the measured values > KC of the basin sediment yield. Figures 9(a), (b) and (c) show a good agreement between the two distributions, for each basin, W1, W2 and W3, respectively, with topographic factor calculated by Eqn (7) and p calculated by Eqn (15). Using basin W1 as an example, Fig. 9(d) shows that the mean value and the standard deviation estimate of the sediment yield can be considered invariable for a number of iterations greater than 3000.
The resampling was also carried out assuming a value for C estimated by Eqn (17) in which SDR 5C is equal to the ratio R BC /R @ . For each basin, the ratio SDR 5C is distributed according to a lognormal law with two parameters (LN2) with the mean and standard deviation listed in Table 1 . With topographic factors calculated by Eqn (7) and values of the exponent p calculated by Eqn (15) for the PM, the estimation of the values for C by Table 1 Parameters of the statistical distribution model for the characteristic variables at event scale; M&B, topographic factor models by Burch (1986a, 1986b) 
Both and , mean and standard deviation of the variable; K KGL , minimum value of the soil erodibility factor; K K?V , maximum value of the soil erodibility factor; , , A and B, parameters of beta distribution; LN2, lognormal distribution with two parameters the ratio R BC /R @ produces a simulated frequency distribution which underpredicts the measured ones only for the W2 basin (Fig. 10) .
The uncertainty analysis showed that the distributed approach to sediment delivery processes coupled with RUSLE, in which a new criterion for estimating the slope exponent of the topographic factor is introduced, has a good predictive ability being able to generate a theoretical distribution of sediment yield > AC having a satisfactory agreement with the cumulative distribution function of the measured value.
Conclusions
An analytical framework for estimating soil losses and redistribution processes of soil particles within the hillslopes, permits one to identify areas of a basin that are susceptible to erosion and in which soil conservation strategies are necessary.
The progress of distributed modelling is also dependent on the availability of a "eld technique able to monitor erosion, deposition, storage and remobilization processes within a basin.
At "rst, the measurements of Cs activity coupled with the proportional method and a simpli"ed mass balance model were used for calculating the net soil loss of each morphological unit into which a small Sicilian basin is divided.
A distributed model based on the Revised Universal Soil Loss Equation (RUSLE), in which di!erent expressions of the topographic factor are considered, coupled with the sediment delivery ratio of each morphological unit was proposed. In particular, the model neglects the channel sediment delivery component and can be applied at mean annual temporal scale or for a small basin having an ephemeral channel network and with no welldeveloped #ood plains.
Then, the slope length exponent of the applied topographic factor was calculated for each morphological unit equating the calculated sediment yield with the net soil loss.
The analysis showed that the median value of the slope length exponent was dependent on the mesh size of the Digital Elevation Model used for calculating the slope of each morphological unit. The analysis also showed that the slope of the linear relationship between slope length exponent and mesh size was independent of the used calibration method of the Cs measurements.
The reliability of the equations for calculating the modi-"ed slope length exponents was veri"ed at morphological unit scale and for eight sub-basins of the Sicilian basin. The experimental validation of the modi"ed slope length exponents was completed using the sediment yield measurements carried out, at event scale, in three experimental Calabrian basins.
Finally, for the three Calabrian basins the e!ect of parameter uncertainty on calculated sediment yield was studied by Monte Carlo simulations performed using known, and predetermined, probability distributions of the input parameters. The resampling of the model factors allowed one to establish the theoretical probability distribution to compare with the empirical frequency distribution of the measured sediment yield values. The good agreement between the two distributions con"rmed the predictive ability of the distributed approach employing a new criterion for estimating the slope exponent of the topographic factor.
