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Chapter 1
Introduction
1.1 The Problem
One of the main tasks in statistics is to allocate an appropriate parametric
distribution function to a given set of data. Statistical methods to do it include
goodness-of-ﬁt testing, selection procedures and model selection testing.
In all these methods a divergence measure has to be deﬁned to describe
the goodness-of-ﬁt of the model to the data. A great number of divergence
measures have been proposed in the literature such as f -divergences, Breg-
man divergences, α-divergences, Kullback-Leibler discrepancy, Kolmogorov-
Smirnov discrepancy, Anderson-Darling discrepancy, Cramér-von Mises dis-
crepancy and so on, see Basseville (2010) for a summary. Clearly, all of them
may be used to construct goodness-of-ﬁt tests, selection procedures or model
selection tests.
In the context of goodness-of-ﬁt test for the distribution function, the
Kolmogorov-Smirnov discrepancy is used, for instance, in Durbin (1973, 1975,
1985), Khmaladze (1981) and Wooldridge (1990). These tests were extended to
the case with right censored data by Sun (1997), Nikabadze and Stute (1997).
For the case with covariates in random design settings, Andrews (1997) used
the Kolmogorov-Smirnov distance, while Li and Tkacz (2011), Ducharme and
Ferrigno (2012), Rothe and Wied (2013) applied the Cramér-von Mises dis-
tance to construct tests. Tests for conditional density functions based on the
Kullback-Leibler information criterion and for conditional distributions have
been considered in J.X. Zheng (2000) and X. Zheng (2012).
1
2In terms of model selection procedures for density functions, the “Akaike
information criterion” (Akaike (1973)) and “Bayesian information criterion”
(Schwartz (1978)) are used mostly, that are both based on the Kullback-Leibler
information criterion, see Claeskens and Hjort (2008) for a summary.
Generally, selection procedures are simple to apply, but it does not give the
degree of conﬁdence in the choice, while the model selection testing can control
the extent of the certainty of the decision by adjusting the conﬁdence level. In
terms of the model selection testing between two parametric density models,
the Kullback-Leibler information criterion is the most investigated divergence
measure in the literature. The resulting test is the so-called likelihood ratio
test, which was considered for instance by Nishii (1988), Vuong (1989), Sin
and White (1996), Inoue and Kilian (2006), Shi (2015a). These tests have
also been generalized to moment-based models by Kitamura (2001), Chen et
al. (2007) and Shi (2015b). As Chen et al. (2007) pointed out alternative
discrepancy measures that measure goodness-of-ﬁt might be preferred in some
applications.
In practice, which criterion to choose should depend on the aim of the
estimation. In this thesis, we are interested in the estimation of the distri-
bution function of the data. Thus, it is reasonable to use some criterion like
Kolmogorov-Smirnov discrepancy, Anderson-Darling discrepancy, Cramér-von
Mises discrepancy between the distribution functions. However, model selec-
tion tests based on these discrepancies were seldom used in the literature with
some exceptions. For instance, Liebscher (2014) proposed a model selection
test based on the Anderson-Darling distance in the case of i.i.d. data. For the
case with covariates, Ng and Joe (2016) extend Vuong’s (1989) tests with a gen-
eralized measure of distance, however, lots of measures are not included among
others Kolmogorov-Smirnov discrepancy, Anderson-Darling discrepancy and
Cramér-von Mises discrepancy. Recently, Chen et al. (2015) proposed a test
based on the Cramér-von Mises distance.
In this thesis, we will extend the model selection tests in Chen et al. (2015)
to the case with multi-dimensional covariates and right random censoring in
a ﬁxed design setting. Both censoring and ﬁxed design in the context of the
model selection from two competing distribution function models were rarely
considered before, thus, this thesis can ﬁll this gap.
3Let z ∈ Rd represent the d dimensional vector of covariate with d ∈ N
and Xz ∈ R the random variable at the covariate value z. Without loss of
generality, we assume z ∈ [0, 1]d. The distribution function of Xz is denoted
as H(·|z). Let z1, ..., zn0 be the predetermined covariate values (ﬁxed design).
In particular, we assume n0 = n¯
d
0 with n¯0 ∈ N and the covariate values are
equidistant grid points on [0, 1]d, i.e.
{z1, z2, ..., zn0} :=
{( i1
n¯0
,
i2
n¯0
, ...,
id
n¯0
)
: 1 ≤ i1, ..., id ≤ n¯0, i1, ..., id ∈ N
}
.
Denote X1, ..., Xn0 as the corresponding independent random variables in-
stead of Xz1 , ..., Xzn0 . Further, for each j ∈ {1, ...,m − 1} with m ∈ N, let
(Xj·n0+1, zj·n0+1), ..., (Xj·n0+n0 , zj·n0+n0) be i.i.d. copy of
(X1, z1), ..., (Xn0 , zn0),
i.e. for any i ∈ {1, ..., n0},
zi = zn0+i = ... = z(m−1)·n0+i
and Xi, Xn0+i, ..., X(m−1)·n0+i are i.i.d. random variables. Let n := n0 ·m be
the sample size, then we have the data set:
(X1, z1), ..., (Xn, zn)
with n0 diﬀerent covariate values and m observations at each covariate value,
i.e.
(X1, z1), (X2, z2), . . ., (Xn0 , zn0),
(Xn0+1, z1), (Xn0+2, z2), . . ., (X2n0 , zn0),
...
(X(m−1)·n0+1, z1), (X(m−1)·n0+2, z2), . . ., (Xm·n0 , zn0).
The data structure in this thesis is inspired by a case study in which en-
durance tests on DC-motors under diﬀerent load levels were conducted at the
Institute of Design and Production in Precision Engineering of the University
of Stuttgart, see Bobrowski et al. (2011, 2015) and the case study in Chapter 4
of this thesis. For each predetermined load level, the lifetimes of 16 DC-motors
have been observed.
4We consider two potential parametric model classes of distributions denoted
by
F ={F (·|θ, z) : θ ∈ Θ ⊂ Rp, z ∈ [0, 1]d},
G ={G(·|γ, z) : γ ∈ Γ ⊂ Rq, z ∈ [0, 1]d},
where Θ and Γ are compact intervals and p, q ∈ N. For instance, the two
distribution function model classes can be Weibull and log-normal distribution
classes. The aim of this thesis is to propose model selection tests to answer the
question which of the two model classes approximates the underlying family
of distributions H better in diﬀerent settings based on the Cramér-von Mises
distance. The proposed tests in this thesis are consistent in the sense that with
increasing number of data the tests lead to the model with closer distance to
the underlying distribution function with probability approaching one.
In the remaining sections of Chapter 1 some basic concepts in statistics are
introduced like the maximum likelihood estimation theory, kernel estimator of
distribution function and right random censoring. These concepts will be used
and extended in the main part of this thesis.
In Chapter 2 the Cramér-von Mises distance between the underlying dis-
tribution H and the competing parametric model classes will be introduced
based on the maximum likelihood theory. Then the hypotheses are given for
the model selection test. Further the test statistics will be deﬁned and their
asymptotic behavior will be derived for the cases with m → ∞ and n0 ﬁxed
or with m ﬁxed n0 →∞. In the end the decision rules will be formulated.
The results in Chapter 2 will be extended to the case with right random
censoring in Chapter 3. Among other tools, the Kaplan-Meier estimator and
Beran estimator are used.
Chapter 4 contains a case study using the data form endurance tests on
DC-motors at the Institute of Design and Production in Precision Engineering
of the University of Stuttgart.
In Chapter 5 simulation studies are carried out to show the performance of
the test procedure with moderate sample size.
At the end of this thesis, the extension possibilities of the proposed tests
will be discussed in a conclusion in Chapter 6. Some auxiliary lemmas are
postponed to the Appendix A.
51.2 Notations
In this section, we introduce some notations which will be used through out
this thesis.
For a, b ∈ R, x = (x1, ..., xd)T , y = (y1, ..., yd)T ∈ Rd with d ∈ N, denote
⌈a⌉ := max{k : k ≤ a, k ∈ Z}, a ∧ b := max(a, b),
a · N := {a · k : k ∈ N}, |x| := (|x1|, ..., |xd|)T ,
x+ y := (x1 + y1, ..., xd + yd)
T , a · x := (a · x1, ..., a · xd)T ,
further we write x ≤ y if xi ≤ yi holds for all i ∈ {1, ..., d} and the indicator
I(x ≤ y) :=
{
1, x ≤ y,
0, otherwise.
For real valued vectors and matrices ‖ · ‖ denotes the maximum norm. For
any i ∈ {1, ..., n}, deﬁne the indicator function δi : [0, 1]d → {0, 1} with
δi(z) := I(zi = z).
For any function ψ : Θ→ R, let
ψ˙ :=
(
∂ψ/∂θ1, ..., ∂ψ/∂θp
)T
be the column vector of the ﬁrst partial derivatives of ψ with respect to θ.
Further let ψ¨ denote the matrix of the second partial derivatives of ψ with
respect to θ.
For a sequence of real valued random variables (Xn)n∈N deﬁned on a prob-
ability space (Ω,F, P ), we write
Xn
d−→ N (µ, σ2),
ifXn converges to some normally distributed random variable with expectation
µ and variance σ2 in distribution, as n→∞. Further, we write
Xn
a.s.−−→ X,
if Xn converges to the random variable X almost surely, as n→∞.
For the sequences of constants (an)n∈N, nonzero constants (bn)n∈N and real
valued random variables (Xn)n∈N, the notation an = o(bn) means that an/bn →
60, the notation an = O(bn) means that the sequence (an/bn)n∈N is bounded.
Further, Xn = op(bn) means that the sequence of values Xn/bn converges to
zero in probability as n → ∞. The notation Xn = Op(bn) means that the
sequence of values (Xn/bn)n∈N is stochastically bounded, i.e. for any ε > 0,
there exists a ﬁnite M > 0 such that for eventual all n ∈ N
P (|Xn/bn| > M) < ε.
The right endpoint of a distribution function F is deﬁned as
τF := inf{x : F (x) = 1} ∈ (−∞,+∞].
To simplify the notation, we will use a generic constant C > 0 in the proofs,
i.e., the value of C might be diﬀerent in each term containing C. Further, we
assume that the notations deﬁned in the proof of a lemma or theorem is only
valid within that particular proof.
1.3 Maximum Likelihood Theory
Let X1, ..., Xn be real valued i.i.d. random variables with n ∈ N, their dis-
tribution function H can be estimated by the empirical distribution function
Hn(x) :=
1
n
n∑
i=1
I(Xi ≤ x), (1.3.1)
for x ∈ R. The properties of the function Hn are well investigated, see for
example Van der Vaart (1998). We list here some of them. First, for each
x ∈ R
Hn(x)
a.s.−−→ H(x).
A stronger result, called the Glivenko-Cantelli theorem, states that the con-
vergence holds uniformly over x, i.e.
sup
x∈R
∣∣Hn(x)−H(x)∣∣ a.s.−−→ 0.
Further, the central limit theorem states the pointwise asymptotic normality:
√
n · (Hn(x)−H(x)) d−→ N (0, H(x)(1−H(x))),
7for x ∈ R. These convergence properties of Hn can be extended to the so-called
empirical integrals: ∫
ψ(x)dHn(x) =
1
n
n∑
i=1
ψ(Xi),
where ψ : R→ R is a given function. Notice that for any x ∈ R,
Hn(x) =
∫
I(u ≤ x)dHn(u).
Hence, the empirical integral is a generalization of the empirical distribution
function. If
∫ |ψ(x)|dH(x) <∞, the strong law of large numbers yields∫
ψ(x)dHn(x)
a.s.−−→
∫
ψ(x)dH(x).
While under
∫
ψ2(x)dH(x) <∞, the central limit theorem gives
√
n ·
(∫
ψ(x)dHn(x)−
∫
ψ(x)dH(x)
)
d−→ N (0, σ2),
where
σ2 =
∫
ψ2(x)dH(x)−
(∫
ψ(x)dH(x)
)2
.
Another possibility to approximate the distribution function H is to use
some parametric distribution model classes. For instance, if the random vari-
ables X1, ..., Xn represent some kind of lifetimes, the model class is often as-
sumed to be exponential, Weibull or log-normal.
Denote the distribution model class by
{F (·|θ) : θ ∈ Θ ⊂ Rp, p ∈ N}.
Suppose the function F (·|θ) has the density function f(·|θ) for all θ ∈ Θ,
an estimate for the parameter is the maximum likelihood estimator, which is
deﬁned as
θˆn := argmax
θ∈Θ
1
n
n∑
i=1
log f(Xi|θ).
For any function ψ : R × Θ → R with (x, θ) 7→ ψ(x, θ), we refer to it as
dominated by an H integrable function, if there exists a function M : R→ R,
such that |ψ(x, θ)| ≤M(x) for all (x, θ) ∈ R×Θ and∫
M(x)dH(x) <∞.
For the consistency and asymptotic normality of the maximum likelihood
estimator, we make the following assumptions.
8A1 The density f(·|θ) is strictly positive H-a.s. for all θ ∈ Θ.
A2 The set Θ is compact and the function log f is twice continuously diﬀer-
entiable on Θ.
A3 The functions log f and ‖∂2 log f/∂θ2‖ are dominated by H integrable
functions.
A4 The function
∫
log f(x|·)dH(x) has a unique maximum on Θ at θ∗, where
θ∗ is an interior point of Θ.
A5 The function ‖∂ log f/∂θ‖2 is dominated by an H integrable function
and the Hessian matrix∫
∂2 log f(x|θ∗)/∂θ2dH(x)
is invertible.
It follows from White (1982) that if A1–A5 hold, then
θˆn
a.s.−−→ θ∗
and
√
n · (θˆn − θ∗) convergences to a multi-dimensional normal distribution.
The vector θ∗ is called pseudo-true value for the parametric model class. In
the case that there exists a θ0, such that H(·) = F (·|θ0), it holds θ∗ = θ0.
1.4 Censored Data
It is well-known that in practical studies the observation of the survival of a
patient is subject to right censoring. Classical example of this type of censoring
is that the patient died from other causes than those under study or the patient
is still alive by the time of the end of the study.
Let X1, ..., Xn be positive real valued i.i.d. random variables with distribu-
tion function H representing the lifetime time of an individual. Let C1, ..., Cn
be real valued i.i.d. random variables with distribution function J representing
the random censoring times. The observable random variables are
Yi := min(Xi, Ci) and ∆i := I(Xi ≤ Ci),
9for i ∈ {1, ..., n}. The 0 − 1 valued variable ∆i indicates whether Yi is a
censored time (∆i = 0) or not (∆i = 1). Denote the distribution function of
Yi by B. We assume that X1, ..., Xn and C1, ..., Cn are independent, thus for
x ∈ R
B(x) = 1− (1−H(x))(1− J(x)).
The distribution function H can be estimated by Kaplan-Meier product-limit
estimate (1958):
HKMn (x) := 1−
∏
Y(i)≤x
(
1− ∆(i)
n− i+ 1
)
,
where Y(1) ≤ ... ≤ Y(n) are the ordered Y1, ..., Yn, and ∆(1), ...,∆(n) are the
corresponding indicators to Y(1), ..., Y(n). Note that the Kaplan-Meier estimator
is a step function and has jumps only at the uncensored observations. Further,
in the case of no censoring, it reduces to the empirical distribution function.
The convergence properties of the Kaplan-Meier estimator have been inves-
tigated in many papers. Földes and Rejto (1981) showed the strong uniform
consistency of the Kaplan-Meier estimator. Lo and Singh (1986) obtained an
asymptotic representation, which decomposes HKMn (x) − H(x) in an average
of i.i.d. terms and a remainder term converging to zero in probability. Based
on that representation the asymptotic normality was derived.
In terms of the so-called Kaplan-Meier integrals:
∫
ψ(x)dHKMn (x) for a
given function ψ : R → R, Gill (1983) proved its convergence in distribution
under the condition that ψ is a non-negative, continuous and nonincreasing
function. Under the same conditions for ψ, Schick et al.(1988) obtained a
representation of
∫
ψ(x)dHKMn (x) as a sum of i.i.d. random variables plus a
remainder. Both of their methods are based on integration by parts. Under
some regularity conditions on H, Yang (1994) and Akritas (2000) extended
the convergence of
∫
ψ(x)dHKMn (x), to those functions ψ satisfying∫ τB
0
ψ2(x)
1− J(x)dH(x) <∞.
In a more general setting, Stute and Wang (1993) pointed out that we can
write
HKMn (x) =
n∑
i=1
Win · I(Xi ≤ x),
10
where
Win :=
∆(i)
n− i+ 1
n−1∏
j=1
(
1− ∆(j)
n− j + 1
)
.
Based on this expression, they showed that under the condition
∫ τB
0
|ψ(x)|dH(x) <
∞, it holds ∫
ψ(x)dHKMn (x)
a.s.−−→
∫ τB
0
ψ(x)dH(x).
The asymptotic normality was shown by Stute (1995): if∫ τB
0
ψ2(x)
1− J(x)dH(x) <∞ and
∫ τB
0
ψ(x, z)C1/2(x)dH(x) <∞,
where
C(x) :=
∫ x−
0
1(
1− B(u))(1− J(u))dJ(u) :=
∫
I(u < x)(
1− B(u))(1− J(u))dJ(u),
then √
n ·
(∫
ψ(x)dHKMn (x)−
∫ τB
0
ψ(x)dH(x)
)
d−→ N (0, σ21),
where
σ21 =
∫ τB
0
ψ2(x)
1− J(x)dH(x)−
(∫ τB
0
ψ(x)dH(x)
)2
−
∫ τB
0
(∫ τB
x
ψ(u)dH(u)
)2
· 1−H(x)(
1− B(x))2dJ(x).
Note that in the case without censoring (J(x) = 0, for all x), σ21 reduces to σ
2
as deﬁned in Section 1.3. These results will be applied and extended to the
case with covariates in this thesis.
1.5 Kernel Estimate for Conditional Distribu-
tion Function
Given the data (X1, z1), ..., (Xn, zn) ∈ R × [0, 1]d with n ∈ N as deﬁned in
Section 1.1. Suppose the distribution function H(·|z) does not change too fast
with respect to z, then the distribution of Xi and Xj should be close if zi and
zj are close. This motivates the construction of estimation of H(·|z) for a z
value with help of those Xi, for which zi are close to z.
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For each i ∈ {1, ..., n}, denote the weight function wni : Rd × R+ → R+ by
wni(z, h) :=
K( zi−z
h
)∑n
k=1K(
zk−z
h
)
,
where the function K : Rd → R+ is called kernel function and h > 0 band-
width. The Nadaraya-Watson kernel estimate (Nadaraya (1964), Watson (1964))
is deﬁned by
Hˆn(x|z) :=
n∑
i=1
wni(z, h) · I(Xi ≤ x). (1.5.1)
The bandwidth h controls the smoothness of the estimate. Common choices
for K are, for instance, uniform and Epanechnikov kernel, which are deﬁned
by
K(x) :=
1
2
· I(|x| ≤ 1) and K(x) := 3
4
(1− x2) · I(|x| ≤ 1),
respectively.
Another possibility to choose weights is the so called Gasser-Müller weights
(Gasser and Müller (1984)). In our setting, if z is one dimensional (d = 1) and
m = 1, the weights of the Gasser-Müller weights are deﬁned by
wni(z, h) :=
∫ zi
zi−1
1
h
K
(z − u
h
)
du,
with z0 = 0.
The convergence properties of the kernel estimator for distribution function
were shown in for example Aerts et al.(1994), Györﬁ et al.(2002) and Li and
Racine (2007). The main conditions for the asymptotic properties are: ﬁrst,
the distribution function H is diﬀerentiable with respect to z, so H(·|z) does
not change too fast in z and can be estimated with data at zi close to z.
Secondly, n0h → ∞ and h → 0 as n0 → ∞, i.e. the number of data in any
ﬁxed small interval tends to inﬁnity.
In the case with censoring, for each i ∈ {1, ..., n} we denote the right cen-
soring random variable at zi as Ci with distribution function J(·|zi). Further
denote
Yi := min(Xi, Ci) and ∆i := I(Xi ≤ Ci).
Beran (1981) introduced a kernel estimator for the conditional distribution.
His estimator is a generalization of the Kaplan-Meier estimator and is some-
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times called conditional Kaplan-Meier estimator:
HˆKMn (x|z) := 1−
∏
Y(i)≤x
(
1− wn(i)(z, h) ·∆(i)
1−∑i−1j=1wn(j)(z, h)
)
.
Here Y(1) ≤ ... ≤ Y(n) denote the ordered Y1, ..., Yn, while ∆(1), ...,∆(n) and
wn(1)(z, h), ..., wn(n)(z, h) represent the corresponding indicators and weights of
Y(1), ..., Y(n), respectively. Note that in the case without censoring Hˆ
KM
n (x|z)
reduces to the kernel estimator Hˆn(x|z) deﬁned in (1.5.1).
The uniform consistency and asymptotic normality of Beran’s estimator
was studied by Dabrowska (1987, 1989), Mckeague and Utikal (1990), Akritas
(1994) and González and Cadarso (1994) in the random design case, where
the covariate z is also assumed to be a random variable. It was extend to the
case with discrete covariates by Du and Akritas (2002). The ﬁxed design case
was investigated by Van Keilegom and Veraverbeke (1996, 1997a, 1997b) using
Gasser-Müller weights.
Chapter 2
Model Selection Testing
In this chapter, we assume that the observations (X1, z1),..., (Xn, zn) and the
distribution functionH(·|z) are deﬁned as in Section 1.1. Given two parametric
distribution model classes:
F := {F (·|θ, z) : θ ∈ Θ ⊂ Rp, z ∈ [0, 1]d}
and
G := {G(·|γ, z) : γ ∈ Γ ⊂ Rq, z ∈ [0, 1]d},
where Θ and Γ are compact intervals and the constant d, p, q ∈ N, we will
construct model selection tests to answer the question which of the two model
classes approximates the underlying family of distributions better. The dis-
tances of the model classes and the underlying distributions will be deﬁned
based on the Cramér von-Mises distances, which is often used in the goodness-
of-ﬁt test. The test statistics are deﬁned as the diﬀerence of the estimated
distances. Asymptotic normality of the test statistics will be proven. Based
on this asymptotic behavior decision rules for the tests will be formulated.
This chapter is organized as follows: in Section 2.1, some notations and
the hypotheses of the model selection tests for this chapter will be introduced.
Section 2.2 deals with the case that n0 is ﬁxed and m → ∞, i.e. the number
of covariates values is ﬁxed and the number of observations at each covariates
values tends to inﬁnity. The underlying distribution function H will be esti-
mated by the empirical distribution at each covariates value. In Section 2.3, it
is assumed that m is ﬁxed and n0 → ∞. The empirical distribution function
is replaced by the kernel Nadaraya-Watson estimator as deﬁned in Section 1.5.
13
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For simplicity of notation, we assume that the notations deﬁned in Section 2.1
are valid through out this chapter and the notations deﬁned in Section 2.2 and
Section 2.3 are only valid in that particular section.
2.1 Notations and Hypotheses
In this section, we will introduce a distance measure between the underlying
distribution and the given model classes based on the likelihood theory. First,
we deﬁne the joint distribution function by Q : R× [0, 1]d → [0, 1] with
Q(x, z) :=
∫ ∫
I(u ≤ x) · I(v ≤ z)dH(u|v)dv,
where the inner integration is with respect to the variable u. The empirical
distribution function at covariate z and the joint empirical distribution are
then given by Hn, Qn : R× [0, 1]d → [0, 1] with
Hn(x|z) := 1
m
n∑
i=1
δi(z) · I(Xi ≤ x),
where δi(z) := I(zi = z) and
Qn(x, z) :=
1
n
n∑
i=1
I(Xi ≤ x) · I(zi ≤ z) = 1
n0
n0∑
i=1
Hn(x|zi) · I(zi ≤ z).
For any function ψ: R×Θ× [0, 1]d → R, we get then∫
ψ(x, θ, z)dQ(x, z) =
∫ ∫
ψ(x, θ, z)dH(x|z)dz,∫
ψ(x, θ, z)dQn(x, z) =
1
n
n∑
i=1
ψ(Xi, θ, zi) =
1
n0
n0∑
i=1
∫
ψ(x, θ, zi)dHn(x|zi).
Denote the logarithmic likelihood function for the model class F as Lˆf,n : Θ→
R with
Lˆf,n(θ) :=
∫
log f(x|θ, z)dQn(x, z),
where for each (θ, z) ∈ Θ × [0, 1]d, the function f(·|θ, z) denotes the density
function of F (·|θ, z). The maximum likelihood estimator θˆn for the model class
F is deﬁned as a measurable selection:
θˆn := argmax
θ∈Θ
Lˆf,n(θ).
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By the compactness of the set Θ, the estimator θˆn exists, if for any (x, z) ∈
R × [0, 1]d the function f(x|·, z) is continuous in θ. Further, we deﬁne the
functions Lf,n0 , Lf,∞ : Θ→ R and the vectors θn0 , θ∗ ∈ Θ by
Lf,n0(θ) :=
1
n0
n0∑
i=1
∫
log f(x|θ, zi) dH(x|zi),
θn0 := argmax
θ∈Θ
Lf,n0(θ),
Lf,∞(θ) :=
∫
log f(x|θ, z) dQ(x, z),
θ∗ := argmax
θ∈Θ
Lf,∞(θ).
We will show in the next two sections that under some regularity conditions
the following relations hold:
Lˆf,n
m→∞−−−→ Lf,n0
n0→∞ց ւn0→∞
Lf,∞.
And we have then
θˆn
m→∞−−−→ θn0
n0→∞ց ւn0→∞
θ∗.
We deﬁne the distance dH(F) between the underlying family of distribution
functions H and the model class F as
1
n0
n0∑
i=1
∫ (
H(x|zi)− F (x|θn0 , zi)
)2
dH(x|zi), (2.1.1)
for the case with n0 ﬁxed and m→∞ and∫ (
H(x|z)− F (x|θ∗, z)
)2
dQ(x, z) (2.1.2)
for the case with m ﬁxed and n0 →∞, respectively.
Let g, γˆn, γn0 , γ∗ and dH(G) denote the counterparts for the model class G.
We will propose model selection tests of the null hypothesis
H0 : dH(F) = dH(G)
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meaning that the two models are equally close to H, against
HF : dH(F) < dH(G)
meaning H is closer to F than to G or
HG : dH(F) > dH(G)
meaning H is closer to G than to F .
We call a function ψ : R× Θ× [0, 1]d → R with (x, θ, z) 7→ ψ(x, θ, z) as H
integrable or H square integrable, if for each (θ, z) ∈ Θ× [0, 1]d,∫
ψ(x, θ, z)dH(x|z) <∞ or
∫
ψ2(x, θ, z)dH(x|z) <∞
holds.
We refer the function ψ as dominated by an H integrable function, if there
exists an H integrable function M : R × [0, 1]d → R, such that |ψ(x, θ, z)| ≤
M(x, z) for all (x, θ, z) ∈ R×Θ× [0, 1]d.
If there exists a function M : R → R such that for all (x, θ, z) ∈ R × Θ ×
[0, 1]d, ∣∣ψ(x, θ, z)∣∣ < M(x) and ∫ M(x)dx <∞.
we call ψ dominated by a Lebesgue integrable function independent of z.
If there exists a function M : R → R such that for all (x, θ, z) ∈ R × Θ ×
[0, 1]d, ∣∣ψ(x, θ, z)∣∣ < M(x) and ∫ M(x)dH(x|z) <∞,
we refer ψ as dominated by an H integrable function independent of z.
Further the domination by an H square integrable function (independent
of z) is deﬁned analogously.
In Section 2.2, we assume all the convergences are taken by letting m→∞.
In Section 2.3, we assume all the convergences are taken by letting n0 → ∞.
Note that since n = m · n0, in Section 2.2, n ∈ n0 · N := {n0 · a : a ∈ N}, in
Section 2.3, n ∈ m ·N := {m · a : a ∈ N}, in both cases n→∞.
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2.2 The Case with Number of Observations at
Each Covariate Tending to Infinity
In this section, the distance dH(F) deﬁned in (2.1.1) is estimated by
dˆH,n(F) :=
∫ (
Hn(x|z)− F (x|θˆn, z)
)2
dQn(x, z).
For the class G, the estimator dˆH,n(G) is deﬁned in an analogous way. As test
statistic we take the diﬀerence of the estimated distances
Tn := dˆH,n(F)− dˆH,n(G).
The main results of this section is the asymptotic normality of
√
n·Tn and
the determination of a consistent estimator for the asymptotic variance of√
n · Tn. Based on these results, decision rules for the model selection test
will be formulated. In this section we make the following assumptions. They
are stated in terms of the model class F , it is understood that corresponding
assumptions are also made for the model class G.
B1 For each (θ, z) ∈ Θ × [0, 1]d, the density function f(·|θ, z) : R → R is
strictly positive H(·|z)-a.s.
B2 The function log f is three times continuously diﬀerentiable in θ on Θ.
B3 The function log f is dominated by an H integrable function.
B4 The function Lf,n0 has a unique maximum on Θ at θn0 , which is an
interior point of Θ.
B5 The functions ‖∂ log f/∂θ‖ and ‖∂2 log f/∂θ2‖ are dominated byH square
integrable functions. The Hessian matrix L¨f,n0(θn0) is invertible with in-
verse L¨−1f,n0(θn0).
B6 For any i, j, k ∈ {1, 2, ..., p}, the function ∂3 log f/∂θi∂θj∂θk is domi-
nated by an H integrable function.
B7 The functions F˙ and F¨ exist and they are bounded.
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These assumptions are regular assumptions in the framework of the maxi-
mum likelihood theory. The asymptotic properties of θˆn, which we will show
in this section, can be reached also under weaker conditions. However, the fo-
cus of this thesis is model selection test, therefore we use the more restrictive
conditions to avoid technical diﬃculties.
Lemma 2.2.1. Define the function ψ : R×[0, 1]d → R. If ψ is an H integrable
function, then
∫
ψ(x, z)dQn(x, z)− 1
n0
n0∑
i=1
∫
ψ(x, zi)dH(x|zi) a.s.−−→ 0. (2.2.1)
If ψ is an H square integrable function, then
√
n ·
(∫
ψ(x, z)dQn(x, z)− 1
n0
n0∑
i=1
∫
ψ(x, zi)dH(x|zi)
)
d−→ N (0, σ2), (2.2.2)
where
σ2 =
1
n0
n0∑
i=1
(∫
ψ2(x, zi)dH(x|zi)−
(∫
ψ(x, zi)dH(x|zi)
)2)
.
Proof. We denote ﬁrst for each i ∈ {1, ...,m},
Ui :=
1
n0
n0∑
j=1
ψ(X(i−1)·n0+j, z(i−1)·n0+j).
Note that U1, ..., Um are i.i.d. and we can write∫
ψ(x, z)dQn(x, z) =
1
m
m∑
i=1
Ui.
Further, the expectation
E
[ ∫
ψ(x, z)dQn(x, z)
]
=
1
n0
n0∑
i=1
∫
ψ(x, zi)dH(x|zi)
and by independence of X1, ..., Xn the variance
V ar
[√
n ·
∫
ψ(x, z)dQn(x, z)
]
=
1
n
n∑
i=1
V ar
[
ψ(Xi, zi)
]
= σ2.
Therefore, the assertions follow from the strong law of large numbers and
central limit theorem for i.i.d data.
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Based on Lemma 2.2.1, we will show in the next two lemmas the consistency
of the maximum likelihood estimator θˆn to θn0 and the asymptotic properties
of
√
n · (θˆn − θn0), respectively.
Lemma 2.2.2. If B1–B5 hold, then ‖θˆn − θn0‖ → 0 a.s.
Proof. Under B1–B3 the functions Lˆf,n and Lf,n0 are continuous on Θ. Under
B4 the pseudo true value θn0 is unique and is a well separated maximizer of
the function Lf,n0 . If we can show
sup
θ∈Θ
∣∣Lˆf,n(θ)− Lf,n0(θ)∣∣→ 0 a.s.,
then the assertion follows from an argmax theorem, see for example Theorem
2.12 in Kosorok (2008). Under B5, for each z ∈ [0, 1]d, there exists a function
M(·, z) : R→ R and a constant C > 0, such that
sup
θ∈Θ
‖∂ log f(x|θ, z)/∂θ‖ ≤M(x, z)
and
1
n0
n0∑
i=1
∫
M(x, zi) dH(x|zi) < C.
By Lemma 2.2.1 with ψ(x, z) = M(x, z),
∫
M(x, z) dQn(x, z)
a.s.−−→ 1
n0
n0∑
i=1
∫
M(x, zi) dH(x|zi).
Hence, for eventually all n ∈ n0 · N
sup
θ∈Θ
∫ ∥∥∥∂ log f(x|θ, z)
∂θ
∥∥∥ dQn(x, z) ≤
∫
M(x, z) dQn(x, z) < C a.s. (2.2.3)
Since Θ is compact, for any constant ε > 0 and the constant C above, there
exist compact non-empty subsets Sl,1, ..., Sl,l ⊆ Θ with l ∈ N such that
Θ ⊆
l⋃
k=1
Sl,k and sup
θ,θ˜∈Sl,k
‖θ − θ˜‖ ≤ ε
3Cp
. (2.2.4)
By the compactness of the sets Sl,k there exist vectors θnl,k, θl,k ∈ Sl,k, such
that
sup
θ∈Sl,k
Lˆf,n(θ) = Lˆf,n(θnl,k) and inf
θ∈Sl,k
Lf,n0(θ) = Lf,n0(θl,k).
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For a ﬁxed point θ˙l,k ∈ Sl,k, by the triangle inequality, we get∣∣ sup
θ∈Sl,k
Lˆf,n(θ)− inf
θ∈Sl,k
Lf,n0(θ)
∣∣ ≤ ∣∣Lˆf,n(θnl,k)− Lˆf,n(θ˙l,k)∣∣
+
∣∣Lˆf,n(θ˙l,k)− Lf,n0(θ˙l,k)∣∣+ ∣∣Lf,n0(θ˙l,k)− Lf,n0(θl,k)∣∣. (2.2.5)
By a Taylor expansion with an intermediate point θ˜nl,k between θnl,k and θ˙l,k,
the ﬁrst term on the right-hand side in (2.2.5) can be written as
∣∣Lˆf,n(θnl,k)− Lˆf,n(θ˙l,k)∣∣ = ∣∣∣(
∫
∂ log f(x|θ˜nl,k, z)
∂θ
dQn(x, z)
)T
· (θnl,k − θ˙l,k)
∣∣∣.
By (2.2.3) and (2.2.4), for eventually all n ∈ n0 · N, the right term of the last
equation is bounded almost surely by
p · sup
θ,θ˜∈Sl,k
‖θ − θ˜‖ ·
∫ ∥∥∥∂ log f(x|θ˜nl,k, z)
∂θ
∥∥∥ dQn(x, z) ≤ p · ε
3Cp
· C = ε
3
.
Analogously, for the third term on the right-hand side in (2.2.5), we have the
same result. For the second term on the right-hand side in (2.2.5) by Lemma
2.2.1 with ψ(x, z) = log f(x|θ˙l,k, z) under B3, for n large enough we have∣∣Lˆf,n(θ˙l,k)− Lf,n0(θ˙l,k)∣∣ < ε3 a.s.
Hence, there exists an Nl,k, such that for all n > Nl,k,∣∣ sup
θ∈Sl,k
Lˆf,n(θ)− inf
θ∈Sl,k
Lf,n0(θ)
∣∣ < ε a.s.
Analogously, there exists an N ′l,k ∈ N, such that for all n > N ′l,k,∣∣ inf
θ∈Sl,k
Lˆf,n(θ)− sup
θ∈Sl,k
Lf,n0(θ)
∣∣ < ε a.s.
Hence, for all n > max1≤k≤l{Nl,k, N ′l,k},
sup
θ∈Θ
∣∣Lˆf,n(θ)− Lf,n0(θ)∣∣ ≤ max
k
sup
θ∈Sl,k
∣∣Lˆf,n(θ)− Lf,n0(θ)∣∣
≤ max
k
{∣∣ sup
θ∈Sl,k
Lˆf,n(θ)− inf
θ∈Sl,k
Lf,n0(θ)
∣∣, ∣∣ inf
θ∈Sl,k
Lˆf,n(θ)− sup
θ∈Sl,k
Lf,n0(θ)
∣∣} < ε a.s.
Lemma 2.2.3. If B1–B6 hold, then
√
n · ‖θˆn − θn0‖ = Op(1),
√
n · ∥∥θˆn − θn0 + L¨−1f,n0(θn0) · ˙ˆLf,n(θn0)∥∥ = op(1).
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Proof. By a Taylor expansion, there exists a θ˜n lying between θn0 and θˆn such
that
˙ˆ
Lf,n(θˆn) =
˙ˆ
Lf,n(θn0) +
¨ˆ
Lf,n(θ˜n) · (θˆn − θn0).
By the deﬁnition of θˆn it follows that∥∥ ˙ˆLf,n(θn0) + ¨ˆLf,n(θ˜n) · (θˆn − θn0)∥∥ = 0. (2.2.6)
Under B5 and by Lemma 2.2.1 with ψ(x, z) = ∂ log f(x|θn0 , z)/∂θj, for j ∈
{1, ..., p}, we have
√
n ·
(∫ ∂ log f(x|θn0 , z)
∂θj
dQn(x, z)− 1
n0
n0∑
i=1
∫
∂ log f(x|θn0 , zi)
∂θj
dH(x|zi)
)
converges in distribution to a normal distribution. Further by the deﬁnition
of θn0 , for each j ∈ {1, ..., p}, under B4 and B5,
1
n0
n0∑
i=1
∫
∂ log f(x|θn0 , zi)
∂θj
dH(x|zi) = 0. (2.2.7)
Hence,
√
n · ∥∥ ˙ˆLf,n(θn0)∥∥ = sup
j∈{1,...,p}
√
n ·
∥∥∥ ∫ ∂ log f(x|θn0 , z)
∂θj
dQn(x, z)
∥∥∥ = Op(1).
(2.2.8)
Under B3 and B5 we can switch the order of integration and diﬀerentiation in
the Hessian matrix of Lf,n0(θn0), i.e.
L¨f,n0(θn0) =
1
n0
n0∑
i=1
∫
∂2 log f(x|θn0 , zi)
∂θ2
dH(x|zi).
By a Taylor expansion, there exists a θ¯n lying between θ˜n and θn0 such that∥∥∥ ¨ˆLf,n(θ˜n)− L¨f,n0(θn0)∥∥∥ ≤ ∥∥∥ ¨ˆLf,n(θ˜n)− ¨ˆLf,n(θn0)∥∥∥+ ∥∥∥ ¨ˆLf,n(θn0)− L¨f,n0(θn0)∥∥∥
≤ p ·max
i,j,k
∣∣∣ ∫ ∂3 log f(x|θ¯n, z)
∂θi∂θj∂θk
dQn(x, z)
∣∣∣‖θ˜n − θn0‖
+max
i,j
∣∣∣ ∫ ∂2 log f(x|θn0 , z)
∂θi∂θj
dQn(x, z)− 1
n0
n0∑
i=1
∫
∂2 log f(x|θn0 , zi)
∂θi∂θj
dH(x|zi)
∣∣∣.
(2.2.9)
Under B1–B6, by Lemma 2.2.2, the ﬁrst term on the right side of (2.2.9)
tends to zero. Further, for each i, j ∈ {1, ..., p} by Lemma 2.2.1 with ψ(x, z) =
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∂2 log f(x|θn0 , z)/∂θi∂θj under B5 the second term tends to zero as well. There-
fore,
‖ ¨ˆLf,n(θ˜n)− L¨f,n0(θn0)‖ → 0 a.s.
Since the matrix L¨f,n0(θn0) is invertible under B5, by the continuity of the
determinant function the matrix
¨ˆ
Lf,n(θ˜n) is also invertible for eventually all
n ∈ n0 · N. Further, by the continuity of the inversion operator we obtain
‖ ¨ˆL−1f,n(θ˜n)− L¨−1f,n0(θn0)‖ → 0 a.s. (2.2.10)
as well. It follows then from (2.2.6), (2.2.8) and (2.2.10) that
√
n · ∥∥θˆn − θn0 + L¨−1f,n0(θn0) · ˙ˆLf,n(θn0)∥∥
=
√
n · ∥∥θˆn − θn0 + ¨ˆL−1f,n(θ˜n) · ˙ˆLf,n(θn0)− ( ¨ˆL−1f,n(θ˜n)− L¨−1f,n0(θn0)) · ˙ˆLf,n(θn0)∥∥
≤p · ∥∥ ¨ˆL−1f,n(θ˜n)− L¨−1f,n0(θn0)∥∥ · ∥∥√n · ˙ˆLf,n(θn0)∥∥ = op(1).
By the boundedness of L¨−1f,n0(θn0) and (2.2.8) we get
√
n · ‖θˆn − θn0‖ ≤
√
n · ‖θˆn − θn0 + L¨−1f,n0(θn0) ·
˙ˆ
Lf,n(θn0)‖
+ p · ‖L¨−1f,n0(θn0)‖ ·
√
n · ‖ ˙ˆLf,n(θn0)‖ = Op(1).
In order to state the main theorems we introduce the functions CF : Θ →
R
p, NF : R×Θ× [0, 1]d → R and a constant σ2F with
CF(θ) :=
1
n0
n0∑
i=1
∫ (
H(x|zi)− F (x|θ, zi)
) · F˙ (x|θ, zi) dH(x|zi),
NF(x, θ, z) :=
(
H(x|z)− F (x|θ, z))2 + 2 ∫ ∞
x
(
H(u|z)− F (u|θ, z)) dH(u|z)
+ 2CTF (θn0) · L¨−1f,n0(θn0) ·
∂ log f(x|θ, z)
∂θ
,
σ2F :=
1
n0
n0∑
i=1
(∫
N2F(x, θn0 , zi) dH(x|zi)−
(∫
NF(x, θn0 , zi) dH(x|zi)
)2)
.
Under B5 and B7, the functions CF and NF exist, the constant σ
2
F < ∞. In
the next theorem we show the asymptotic normality of the estimated distance.
Theorem 2.2.4. Let B1–B7 be satisfied, then
√
n · (dˆH,n(F)− dH(F)) d−→ N (0, σ2F).
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Proof. Note that for (x, z) ∈ R×[0, 1]d, Hn(x|z)−F (x|θˆn, z) can be represented
as
(
Hn(x|z)−H(x|z)
)
+
(
H(x|z)− F (x|θn0 , z)
)− (F (x|θˆn, z)− F (x|θn0 , z)).
Hence, we can write
√
n · dˆH,n(F) =
√
n ·
∫ (
Hn(x|z)−H(x|z)
)2
dQn(x, z)
+ 2
√
n ·
∫ (
Hn(x|z)−H(x|z)
) · (H(x|z)− F (x|θn0 , z)) dQn(x, z)
− 2√n ·
∫ (
H(x|z)− F (x|θn0 , z)
) · (F (x|θˆn, z)− F (x|θn0 , z)) dQn(x, z)
+
√
n ·
∫ (
H(x|z)− F (x|θn0 , z)
)2
dQn(x, z)
− 2√n ·
∫ (
Hn(x|z)−H(x|z)
) · (F (x|θˆn, z)− F (x|θn0 , z)) dQn(x, z)
+
√
n ·
∫ (
F (x|θˆn, z)− F (x|θn0 , z)
)2
dQn(x, z) =:
6∑
k=1
Tkn.
For T1n we have
T1n =
√
n ·
∫ (
H2n(x|z)− 2H(x|z)Hn(x|z) +H2(x|z)
)
dQn(x, z)
=
√
n · 1
n0
n0∑
i=1
∫
H2n(x|zi)dHn(x|zi)− 2
√
n · 1
n0
n0∑
i=1
∫
H(x|zi)Hn(x|zi)dHn(x|zi)
+
√
n ·
∫
H2(x|z)dQn(x, z)
=
√
n · 1
n0
n0∑
i=1
∫ ∫ ∫
I(u ≤ x)I(t ≤ x)dHn(u|zi)dHn(t|zi)dHn(x|zi)
− 2√n · 1
n0
n0∑
i=1
∫ ∫
I(u ≤ x)H(x|zi)dHn(u|zi)dHn(x|zi)
+
√
n ·
∫
H2(x|z)dQn(x, z). (2.2.11)
By Lemma A.1.1 with k = 3, Xij = Xj for i ∈ {1, 2, 3}, j ∈ {1, ..., n} and
ψ(u, t, x, z) = I(u ≤ x)I(t ≤ x),
since
E[ψ2(Xi1 , Xi2 , Xi3 , z)] = E[I(Xi1 ≤ Xi3)I(Xi2 ≤ Xi3)] ≤ 1
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for any i1, i2, i3 ∈ {1, ..., n}, thus the ﬁrst term on the right-hand side of (2.2.11)
can be written as
√
n · 1
n0
n0∑
i=1
∫ ∫ ∫
I(u ≤ x)I(t ≤ x)dHn(u|zi)dH(t|zi)dH(x|zi)
+
√
n · 1
n0
n0∑
i=1
∫ ∫ ∫
I(u ≤ x)I(t ≤ x)dH(u|zi)dHn(t|zi)dH(x|zi)
+
√
n · 1
n0
n0∑
i=1
∫ ∫ ∫
I(u ≤ x)I(t ≤ x)dH(u|zi)dH(t|zi)dHn(x|zi)
− 2√n · 1
n0
n0∑
i=1
∫ ∫ ∫
I(u ≤ x)I(t ≤ x)dH(u|zi)dH(t|zi)dH(x|zi) + op(1)
=2
√
n · 1
n0
n0∑
i=1
∫
H(x|zi)Hn(x|zi)dH(x|zi) +
√
n · 1
n0
n0∑
i=1
∫
H2(x|zi)dHn(x|zi)
− 2√n · 1
n0
n0∑
i=1
∫
H2(x|zi)dH(x|zi) + op(1).
Analogously, by Lemma A.1.1 with k = 2, Xij = Xj for i ∈ {1, 2}, j ∈
{1, ..., n} and
ψ(u, x, z) = I(u ≤ x)H(x|z),
since
E[ψ2(Xi1 , Xi2 , z)] = E[I(Xi1 ≤ Xi2)H2(Xi2 |z)] ≤ 1
for any i1, i2 ∈ {1, ..., n}, hence the second term on the right-hand side of
(2.2.11) can be written as
− 2√n · 1
n0
n0∑
i=1
∫ ∫
I(u ≤ x)H(x|zi)dHn(u|zi)dH(x|zi)
− 2√n · 1
n0
n0∑
i=1
∫ ∫
I(u ≤ x)H(x|zi)dH(u|zi)dHn(x|zi)
+ 2
√
n · 1
n0
n0∑
i=1
∫ ∫
I(u ≤ x)H(x|zi)dH(u|zi)dH(x|zi) + op(1)
=− 2√n · 1
n0
n0∑
i=1
∫
H(x|zi)Hn(x|zi)dH(x|zi)− 2
√
n · 1
n0
n0∑
i=1
∫
H2(x|zi)dHn(x|zi)
+ 2
√
n · 1
n0
n0∑
i=1
∫
H2(x|zi)dH(x|zi) + op(1).
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Hence, we get
T1n =2
√
n · 1
n0
n0∑
i=1
∫
H(x|zi)Hn(x|zi)dH(x|zi)
+
√
n · 1
n0
n0∑
i=1
∫
H2(x|zi)dHn(x|zi)− 2
√
n · 1
n0
n0∑
i=1
∫
H2(x|zi)dH(x|zi)
− 2√n · 1
n0
n0∑
i=1
∫
H(x|zi)Hn(x|zi)dH(x|zi)− 2
√
n · 1
n0
n0∑
i=1
∫
H2(x|zi)dHn(x|zi)
+ 2
√
n · 1
n0
n0∑
i=1
∫
H2(x|zi)dH(x|zi)
+
√
n ·
∫
H2(x|z)dQn(x, z) + op(1) = op(1). (2.2.12)
With the same arguments, it can be shown that
T2n =2
√
n ·
∫ ∫ ∞
x
(
H(u|z)− F (u|θn0 , z)
)
dH(u|z) dQn(x, z)
− 2√n · 1
n0
n0∑
i=1
∫ ∫ ∞
x
(
H(u|zi)− F (u|θn0 , zi)
)
dH(u|zi) dH(x|zi) + op(1).
By a Taylor expansion, there exists a θ˜n between θˆn and θn0 , such that
T3n =− 2
√
n ·
(∫ (
H(x|z)− F (x|θn0 , z)
) · F˙ (x|θn0 , z) dQn(x, z))T · (θˆn − θn0)
− 2√n · (θˆn − θn0
)T · ∫ (H(x|z)− F (x|θn0 , z)) · F¨ (x|θ˜n, z) dQn(x, z) · (θˆn − θn0).
For the ﬁrst term on the right-hand side of the last equation, under B7, each
component of the vector
(
H(x|z) − F (x|θn0 , z)
) · F˙ (x|θn0 , z) is H integrable,
hence, by Lemma 2.2.1 we get∥∥∥ ∫ (H(x|z)− F (x|θn0 , z)) · F˙ (x|θn0 , z) dQn(x, z)− CF(θn0)∥∥∥ = op(1).
For the second term note that under B7,∥∥∥ ∫ (H(x|z)− F (x|θn0 , z)) · F¨ (x|θ˜n, z) dQn(x, z)∥∥∥
is stochastically bounded. Hence, by Lemma 2.2.3 under B1–B6, the second
term on the right-hand side is equal to op(1) and
T3n = −2
√
n·CTF (θn0)·(θˆn−θn0
)
+op(1) = 2
√
n·CTF (θn0)·L¨−1f,n0(θn0)·
˙ˆ
Lf,n(θn0)+op(1).
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Analogously, we can show that
T5n = 2
√
n ·
(∫ (
Hn(x|z)−H(x|z)
) · F˙ (x|θn0 , z) dQn(x, z))T · (θˆn − θn0) + op(1).
By Cauchy-Schwarz’s inequality, we get∥∥∥ ∫ (Hn(x|z)−H(x|z)) · F˙ (x|θn0 , z) dQn(x, z)∥∥∥
≤
∫ ∣∣Hn(x|z)−H(x|z)∣∣ · ‖F˙ (x|θn0 , z)‖ dQn(x, z)
≤
(∫ (
Hn(x|z)−H(x|z)
)2
dQn(x, z)
)1/2
·
(∫
‖F˙ (x|θn0 , z)‖2 dQn(x, z)
)1/2
≤
(
T1n · n−1/2
)1/2
·
(∫
‖F˙ (x|θn0 , z)‖2 dQn(x, z)
)1/2
= op(1)
where the last step follows from (2.2.12) and B7. Hence, it follows from Lemma
2.2.3 that T5n = op(1).
By the same arguments, there exists a θ¯n between θˆn and θn0 , such that
|T6n| ≤
√
n · p2
∫
‖F˙ (x|θ¯n, z)‖2dQn(x, z) · ‖θˆn − θn0‖2 = op(1).
Therefore, by the deﬁnition of the function NF ,
√
n · dˆH,n(F) =
√
n ·
∫
NF(x, θn0 , z) dQn(x, z)
− 2√n · 1
n0
n0∑
i=1
∫ ∫ ∞
x
(
H(u|zi)− F (u|θn0 , zi)
)
dH(u|zi) dH(x|zi) + op(1).
Note that by the deﬁnition of θn0 , under B3 and B5,
1
n0
n0∑
i=1
∫
CTF (θn0) · L¨−1f,n0(θn0) ·
∂ log f(x|θn0 , zi)
∂θ
dH(x|zi)
=CTF (θn0) · L¨−1f,n0(θn0) · L˙f,n0(θn0) = 0.
Thus, we can write
dH(F) = 1
n0
n0∑
i=1
∫
NF(x, θn0 , zi) dH(x|zi)
− 2 · 1
n0
n0∑
i=1
∫ ∫ ∞
x
(
H(u|zi)− F (u|θn0 , zi)
)
dH(u|zi) dH(x|zi).
Therefore, we have
√
n · (dˆH,n(F)− dH(F))
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=
√
n ·
(∫
NF(x, θn0 , z) dQn(x, z)−
1
n0
n0∑
i=1
∫
NF(x, θn0 , zi) dH(x|zi)
)
+ op(1).
(2.2.13)
Under B5 and B7, the function NF isH square integrable. Hence, the assertion
follows from Lemma 2.2.1 with ψ(x, z) = NF(x, θn0 , z).
For the estimation of the asymptotic variance σ2F we deﬁne the functions
CF ,n : Θ→ Rp, and NF ,n : R×Θ× [0, 1]d → R with
CF ,n(θ) :=
∫ (
Hn(x|z)− F (x|θ, z)
)
F˙ (x|θ, z)dQn(x, z),
NF ,n(x, θ, z) :=
(
Hn(x|z)− F (x|θ, z)
)2
+ 2
∫ ∞
x
(
Hn(u|z)− F (u|θ, z)
)
dHn(u|z)
+ 2CTF ,n(θˆn) · ¨ˆL−1f,n(θˆn) ·
∂ log f(x|θ, z)
∂θ
.
In the next lemma, we show that σ2F can be estimated consistently by
σˆ2F ,n :=
∫
N2F ,n(x, θˆn, z)dQn(x, z)−
1
n0
n0∑
i=1
(∫
NF ,n(x, θˆn, zi)dHn(x|zi)
)2
.
Lemma 2.2.5. If B1–B7 hold, then we have
σˆ2F ,n = σ
2
F + op(1).
Proof. First, we show that for each θ ∈ Θ,
∫
N2F ,n(x, θ, z)dQn(x, z)−
1
n0
n0∑
i=1
∫
N2F(x, θ, zi)dH(x|zi) = op(1). (2.2.14)
Note that
∫ (
Hn(x|z)− F (x|θ, z)
)4
dQn(x, z) is a part of∫
N2F ,n(x, θ, z)dQn(x, z)
and its counterpart in
1
n0
n0∑
i=1
∫
N2F(x, θ, zi)dH(x|zi)
is
1
n0
n0∑
i=1
∫ (
H(x|zi)− F (x|θ, zi)
)4
dH(x|zi).
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In the sequel, we show that∫ (
Hn(x|z)− F (x|θ, z)
)4
dQn(x, z)
=
1
n0
n0∑
i=1
∫ (
H(x|zi)− F (x|θ, zi)
)4
dH(x|zi) + op(1). (2.2.15)
Note that∫ (
Hn(x|z)− F (x|θ, z)
)4
dQn(x, z)
=
1
n0
n0∑
i=1
∫ (
H4n(x|zi)− 4H3n(x|zi)F (x|θ, zi) + 6H2n(x|zi)F 2(x|θ, zi)
− 4Hn(x|zi)F 3(x|θ, zi) + F 4(x|θ, zi)
)
dHn(x|zi). (2.2.16)
By Corollary A.1.2, with k = 5 and Xij = Xj for i ∈ {1, ..., 5}, j ∈ {1, ..., n}
and
ψ(x1, ..., x5, z) =
4∏
j=1
I(xj ≤ x5),
since
E[ψ2(Xi1 , ..., Xi5 , z)] = E
[ 4∏
j=1
I(Xij ≤ Xi5)
]
≤ 1,
we get
1
n0
n0∑
i=1
∫
H4n(x|zi)dHn(x|zi)
=
1
n0
n0∑
i=1
∫
· · ·
∫ 4∏
j=1
I(xj ≤ x5)dHn(x1|zi) · · · dHn(x5|zi)
=
1
n0
n0∑
i=1
∫
· · ·
∫ 4∏
j=1
I(xj ≤ x5)dH(x1|zi) · · · dH(x5|zi) + op(1)
=
1
n0
n0∑
i=1
∫
H4(x|zi)dH(x|zi) + op(1).
With similar arguments, we can show that similar results hold for the other
terms on the right-hand side of (2.2.16). Therefore, (2.2.15) holds.
Analogously, it can be shown that∫ ∫ ∞
x
(
Hn(x|z)− F (x|θ, z)
)2(
Hn(u|z)− F (u|θ, z)
)
dHn(u|z)dQn(x, z)
29
=
1
n0
n0∑
i=1
∫ ∫ ∞
x
(
H(x|zi)− F (x|θ, zi)
)2(
H(u|zi)− F (u|θ, zi)
)
dH(u|zi)dH(x|zi) + op(1)
(2.2.17)
and ∫ (∫ ∞
x
(
Hn(u|z)− F (u|θ, z)
)
dHn(u|z)
)2
dQn(x, z)
=
1
n0
n0∑
i=1
∫ (∫ ∞
x
(
H(u|zi)− F (u|θ, zi)
)
dH(u|zi)
)2
dH(x|zi) + op(1).
(2.2.18)
For the rest terms of∫
N2F ,n(x, θ, z)dQn(x, z) and
1
n0
n0∑
i=1
∫
N2F(x, θ, zi)dH(x|zi),
note that
‖CTF ,n(θˆn)− CTF (θn0)‖ ≤ ‖CTF ,n(θˆn)− CTF ,n(θn0)‖+ ‖CTF ,n(θn0)− CTF (θn0)‖.
Under B7, the derivative of CTF ,n is stochastically bounded on Θ. Hence, by
Lemma 2.2.2 under B1-B5
‖CTF ,n(θˆn)− CTF ,n(θn0)‖ = op(1).
Further, it follows from Corollary A.1.2 and Lemma 2.2.1 that under B7
‖CTF ,n(θn0)− CTF (θn0)‖ = op(1).
Therefore,
‖CTF ,n(θˆn)− CTF (θn0)‖ = op(1).
Further, analogously to (2.2.10) under B6, it can be shown that
‖ ¨ˆL−1f,n(θˆn)− L¨−1f,n0(θn0)‖ = op(1).
Thus, under B5 Corollary A.1.2 implies∫ (
Hn(x|z)− F (x|θ, z)
)2 · CTF ,n(θˆn) · ¨ˆL−1f,n(θˆn) · ∂ log f(x|θ, z)∂θ dQn(x, z)
=CTF ,n(θˆn) · L¨−1f,n(θˆn) ·
∫ (
Hn(x|z)− F (x|θ, z)
)2 · ∂ log f(x|θ, z)
∂θ
dQn(x, z)
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=
1
n0
n0∑
i=1
CTF (θn0) · L¨−1f,n0(θn0) ·
∫ (
H(x|zi)− F (x|θ, zi)
)2 · ∂ log f(x|θ, zi)
∂θ
dH(x|zi) + op(1)
(2.2.19)
With the same arguments, it follows further∫ ∫ ∞
x
(
Hn(u|z)− F (u|θ, z)
)
dHn(u|z) · CTF ,n(θˆn) · ¨ˆL−1f,n(θˆn) ·
∂ log f(x|θ, z)
∂θ
dQn(x, z)
=
1
n0
n0∑
i=1
CTF (θn0) · L¨−1f,n0(θn0)
×
∫ ∫ ∞
x
(
H(u|zi)− F (u|θ, zi)
)
dH(u|zi) · ∂ log f(x|θ, zi)
∂θ
dH(x|zi) + op(1)
(2.2.20)
and∫ (
CTF ,n(θˆn) · ¨ˆL−1f,n(θˆn) ·
∂ log f(x|θ, z)
∂θ
)2
dQn(x, z)
=
1
n0
n0∑
i=1
∫ (
CTF (θn0) · L¨−1f,n0(θn0) ·
∂ log f(x|θ, zi)
∂θ
)2
dH(x|zi) + op(1). (2.2.21)
By (2.2.15)–(2.2.21), for any θ ∈ Θ, (2.2.14) holds. Hence,∫
N2F ,n(x, θˆn, z)dQn(x, z)−
1
n0
n0∑
i=1
∫
N2F(x, θn0 , zi)dH(x|zi)
=
(∫
N2F ,n(x, θˆn, z)dQn(x, z)−
∫
N2F ,n(x, θn0 , z)dQn(x, z)
)
+
(∫
N2F ,n(x, θn0 , z)dQn(x, z)−
1
n0
n0∑
i=1
∫
N2F(x, θn0 , zi)dH(x|zi)
)
=
∫
N2F ,n(x, θˆn, z)dQn(x, z)−
∫
N2F ,n(x, θn0 , z)dQn(x, z) + op(1).
By deﬁnition of the function NF ,n, under B7 there exists a constant C > 0
such that
∥∥NF ,n(x, θ, z) · N˙F ,n(x, θ, z)∥∥ ≤ C(1 + ∥∥∥∂ log f(x|θ, z)
∂θ
∥∥∥)(1 + ∥∥∥∂2 log f(x|θ, z)
∂θ2
∥∥∥).
Thus, under B5 ∫
N2F ,n(x, ·, z)dQn(x, z)
has a stochastically bounded derivative on Θ. Therefore, by Lemma 2.2.2,∫
N2F ,n(x, θˆn, z)dQn(x, z)−
∫
N2F ,n(x, θn0 , z)dQn(x, z) = op(1).
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Consequently,
∫
N2F ,n(x, θˆn, z)dQn(x, z)−
1
n0
n0∑
i=1
∫
N2F(x, θn0 , zi)dH(x|zi) = op(1). (2.2.22)
Analogously, we can show
1
n0
n0∑
i=1
(∫
NF ,n(x, θˆn, zi)dHn(x|zi)
)2
=
1
n0
n0∑
i=1
∫ ∫
NF ,n(x, θˆn, zi)NF ,n(u, θˆn, zi)dHn(u|zi)dHn(x|zi)
=
1
n0
n0∑
i=1
∫ ∫
NF(x, θn0 , zi)NF(u, θn0 , zi)dH(u|zi)dH(x|zi) + op(1)
=
1
n0
n0∑
i=1
(∫
NF(x, θn0 , zi)dH(x|zi)
)2
+ op(1). (2.2.23)
The assertion follows then from (2.2.22) and (2.2.23).
For the Model G, let CG, NG, σ2G and their estimates be deﬁned accordingly.
Further we denote the constants σ2 and σˆ2n by
σ2 : =
1
n0
n0∑
i=1
∫ (
NF(x, θn0 , zi)−NG(x, γn0 , zi)
)2
dH(x|zi)
− 1
n0
n0∑
i=1
(∫ (
NF(x, θn0 , zi)−NG(x, γn0 , zi)
)
dH(x|zi)
)2
,
σˆ2n : =
∫ (
NF ,n(x, θˆn, z)−NG,n(x, γˆn, z)
)2
dQn(x, z)
− 1
n0
n0∑
i=1
(∫ (
NF ,n(x, θˆn, zi)−NG,n(x, γˆn, zi)
)
dHn(x|zi)
)2
.
Next we show the asymptotic normality of test statistic Tn and the consistency
of σˆ2n to σ
2.
Theorem 2.2.6. If B1–B7 hold then
√
n ·
(
Tn −
(
dH(F)− dH(G)
)) d−→ N (0, σ2) and σˆ2n → σ2.
Proof. Analogously to (2.2.13), we can show
√
n ·
(
Tn −
(
dH(F)− dH(G)
))
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=
√
n
∫ (
NF(x, θn0 , z)−NG(x, γn0 , z)
)
dQn(x, z)
−√n · 1
n0
n0∑
i=1
∫ (
NF(x, θn0 , zi)−NG(x, γn0 , zi)
)
dH(x|zi) + op(1).
Thus, the ﬁrst part of the assertion follows from Lemma 2.2.1 with ψ(x, z) =
NF(x, θn0 , z)−NG(x, γn0 , z). For the second part of the assertion, note that
σˆ2n =σˆ
2
F ,n + σˆ
2
G,n − 2
∫
NF ,n(x, θˆn, z) ·NG,n(x, γˆn, z)dQn(x, z)
+
2
n0
n0∑
i=1
∫
NF ,n(x, θˆn, zi)dHn(x|zi) ·
∫
NG,n(x, γˆn, zi)dHn(x|zi)
and
σ2 =σ2F + σ
2
G −
2
n0
n0∑
i=1
∫
NF(x, θn0 , zi) ·NG(x, γn0 , zi)dH(x|zi)
+
2
n0
n0∑
i=1
∫
NF(x, θn0 , zi)dH(x|zi) ·
∫
NG(x, γn0 , zi)dH(x|zi).
Analogously to (2.2.22), we can show∫
NF ,n(x, θˆn, z) ·NG,n(x, γˆn, z)dQn(x, z)
=
1
n0
n0∑
i=1
∫
NF(x, θn0 , zi) ·NG(x, γn0 , zi)dH(x|zi) = op(1)
and
1
n0
n0∑
i=1
∫
NF ,n(x, θˆn, zi)dHn(x|zi) ·
∫
NG,n(x, γˆn, zi)dHn(x|zi)
=
1
n0
n0∑
i=1
∫ ∫
NF ,n(x, θˆn, zi) ·NG,n(u, γˆn, zi)dHn(u|zi)dHn(x|zi)
=
1
n0
n0∑
i=1
∫ ∫
NF(x, θn0 , zi) ·NG(u, γn0 , zi)dH(u|zi)dH(x|zi) + op(1)
=
1
n0
n0∑
i=1
∫
NF(x, θn0 , zi)dH(x|zi) ·
∫
NG(x, γn0 , zi)dH(x|zi) + op(1).
Hence, the second part of the assertion follows from Lemma 2.2.5.
Now we can formulate the asymptotic behavior of the test statistic under
the hypotheses as in the following theorem.
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Theorem 2.2.7. Let B1-B7 be satisfied.
(1) If HF holds, then √n · Tn tends to −∞ in probability.
(2) If HG holds, then √n · Tn tends to +∞ in probability.
(3) If H0 holds, then √n · Tn d−→ N (0, σ2).
Proof. The assertions follow directly from Theorem 2.2.6.
By Theorem 2.2.6 and Theorem 2.2.7, if σ2 > 0 and H0 hold true, then
√
n · Tn
σˆn
d−→ N (0, 1).
The decision rules of our test are given as follows: for a given signiﬁcance
level α we will decide for the hypothesis H0, if |√n · Tn/σˆn| ≤ z1−α/2, where
zα denotes the α-quantile of a standard normal distribution. In the case of√
n · Tn/σˆn < −z1−α/2 we reject H0 in favor of HF . If
√
n · Tn/σˆn > z1−α/2,
we reject H0 in favour of HG. However, we propose to use the model with less
parameters, ever if H0 is not rejected.
A non-degenerate test, which works in the case σ2 = 0 as well, can also
be constructed based on our theorems by using similar arguments as in Shi
(2015b). However, it would go beyond the scope of this thesis.
In the following, we show that σ2 > 0 for a concrete example. Without
loss of generality, we assume d = 1. Let F be Weibull and G Log Normal
distribution class with parameters depending linearly on z, i.e.
F (x|θ, z) = 1− exp [− ( x
a(z)
)b(z)
]
,
G(x|γ, z) = 1√
2πσ(z)
∫ x
0
1
t
exp
[− 1
2
( ln t− µ(z)
σ(z)
)2]
dt,
where
θ = (a0, a1, b0, b1) ∈ R4, γ = (c0, c1, d0, d1) ∈ R4,
a(z) = a0 + a1z, b(z) = b0 + b1z, µ(z) = c0 + c1z, σ(z) = d0 + d1z,
for (x, z) ∈ R+ × [0, 1]. Further, we assume that the function H(·|z) has a
density function for each z ∈ [0, 1]d.
Note that by Jensen’s inequality, for each z ∈ {z1, ..., zn0},∫ (
NF(x, θn0 , z)−NG(x, γn0 , z)
)2
dH(x|z)
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−
(∫ (
NF(x, θn0 , z)−NG(x, γn0 , z)
)
dH(x|z)
)2
≥ 0,
thus, suppose σ2 = 0, it muss hold that∫ (
NF(x, θn0 , z)−NG(x, γn0 , z)
)2
dH(x|z)
−
(∫ (
NF(x, θn0 , z)−NG(x, γn0 , z)
)
dH(x|z)
)2
= 0.
Consequently, there exists a constant k ∈ R, such that for all (x, z) ∈ R+ ×
{z1, ..., zn0},
NF(x, θn0 , z)−NG(x, γn0 , z) = k. H-a.s. (2.2.24)
Denote the vectors v = (v1, v2, v3, v4)
T , v′ = (v′1, v
′
2, v
′
3, v
′
4)
T ∈ R4 with
vT := 2CTF ,n(θˆn) · ¨ˆL−1f,n(θˆn), v′T := 2CTG,n(γˆn) · L¨−1g,n(γˆn)
and the function ω : (x, z) ∈ R+ × [0, 1] −→ R with
ω(x, z) :=
(
H(x|z)−F (x|θn0 , z)
)2 − (H(x|z)−G(x|γn0 , z))2
+ 2
∫ ∞
x
(
G(u|γn0 , z)− F (u|θn0 , z)
)
dH(u|z).
Then Equality (2.2.24) implies
∂ log f(x|θn0 , z)
∂a0
· (v1 + v2 · z) + ∂ log f(x|θn0 , z)
∂b0
· (v3 + v4 · z)
− ∂ log g(x|γn0 , z)
∂c0
· (v′1 + v′2 · z)−
∂ log g(x|γn0 , z)
∂d0
· (v′3 + v′4 · z) = −ω(x, z) + k,
(2.2.25)
where
∂ log f(x|θ, z)
∂a0
= −a(z)
b(z)
+
a(z)
b(z)
( x
b(z)
)a(z)
,
∂ log f(x|θ, z)
∂b0
=
1
a(z)
+ log x− log b(z)−
( x
b(z)
)a(z)
log
( x
b(z)
)
,
∂ log g(x|γ, z)
∂c0
=
log x− µ(z)
σ(z)2
,
∂ log g(x|γ, z)
∂d0
= − 1
σ(z)
+
(
log x− µ(z))2
σ(z)3
.
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Note for any z ∈ {z1, ..., zn0}, as x→∞,∣∣∣∂ log f(x|θn0 , z)
∂a0
∣∣∣, ∣∣∣∂ log f(x|θn0 , z)
∂b0
∣∣∣, ∣∣∣∂ log g(x|γn0 , z)
∂c0
∣∣∣, ∣∣∣∂ log g(x|γn0 , z)
∂d0
∣∣∣
all tend to inﬁnity, however, the converge rate are all diﬀerent. Hence, if
(v1 + v2 · z)2 + (v3 + v4 · z)2 + (v′1 + v′2 · z)2 + (v′3 + v′4 · z)2 6= 0,
then as x→∞,∣∣∣∂ log f(x|θn0 , z)
∂a0
· (v1 + v2 · z) + ∂ log f(x|θn0 , z)
∂b0
· (v3 + v4 · z)
− ∂ log g(x|γn0 , z)
∂c0
· (v′1 + v′2 · z)−
∂ log g(x|γn0 , z)
∂d0
· (v′3 + v′4 · z)
∣∣∣→∞.
But by deﬁnition for all (x, z), |ω(x, z)| ≤ 4, which is a contradiction to Equal-
ity (2.2.25). Hence, the assumption σ2 = 0 does not hold and we get σ2 > 0.
If
(v1 + v2 · z)2 + (v3 + v4 · z)2 + (v′1 + v′2 · z)2 + (v′3 + v′4 · z)2 = 0,
by (2.2.25), we have then for all (x, z) ∈ R+ × {z1, ..., zn0},
ω(x, z) = k H-a.s. (2.2.26)
By the deﬁnition of the two competing model classes, they are disjoint. Fur-
ther, the function H has a density function. Hence, for any z ∈ {z1, ..., zn0}
there exists an xz > 0 and δ > 0 such that F (xz|θn0 , z) 6= G(xz|γn0 , z) and the
density function of H(·|z) is bounded away from zero on (xz − δ, xz + δ).
Without loss of generality, we can assume that F (xz|θn0 , z) > G(xz|γn0 , z).
Deﬁne m1,m2 ∈ R ∪ {∞} with
mz1 := sup{x : F (x|θn0 , z) = G(x|γn0 , z) and x < xz},
mz2 := inf{x : F (x|θn0 , z) = G(x|γn0 , z) and x > xz},
where we let inf{∅} =∞. Since F and G are continuous functions in x and
F (0|θn0 , z) = G(0|γn0 , z) = 0
lim
x→∞
F (x|θn0 , z) = lim
x→∞
G(x|γn0 , z) = 0,
thus, mz1 and mz2 exist and F (·|θn0 , z)− G(·|γn0 , z) > 0 on (mz1,mz2). Con-
sequently,
ω(mz1, z)− ω(mz2, z) = 2
∫ mz2
mz1
(
G(u|γn0 , z)− F (u|θn0 , z)
)
dH(u|z) < 0.
whereby ω(mz2, z) = limx→∞ ω(x, z) if mz2 = ∞. But it contradicts Equality
(2.2.26). Hence, it muss hold that σ2 > 0.
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2.3 The Case with Number of Covariates Tend-
ing to Infinity
Withm ﬁxed, the underlying distribution functionH(·|z) can not be estimated
by the empirical distribution at covariate value z consistently any more. In-
stead it will be estimated by the kernel Nadaraya-Watson estimator:
Hˆn(x|z) :=
n∑
i=1
wni(z, h) · I(Xi ≤ x)
where the function wni : [0, 1]
d × (0,∞)→ R+ is given by
wni(z, h) :=
K( zi−z
h
)∑n
k=1K(
zk−z
h
)
with kernel function K : Rd → R+ and bandwidth h > 0. Further we denote
the kernel estimator for the joint distribution function as
Qˆn(x, z) :=
1
n0
n0∑
i=1
Hˆn(x|zi) · I(zi ≤ z).
The distance dH(F) deﬁned in (2.1.2) can then be estimated by
dˆH,n(F) :=
∫ (
Hˆn(x|z)− F (x|θˆn, z)
)2
dQˆn(x, z).
For the class G, the estimator dˆH,n(G) is deﬁned in an analogous way. As test
statistic we take the diﬀerence of the estimated distances again
Tn := dˆH,n(F)− dˆH,n(G).
In this section, we will show similar results as in Section 2.2. For the asymptotic
properties of the kernel estimator, we assume the following conditions hold true
throughout this section.
(i) The function H has bounded derivative and Hessian matrix with respect
to z. The function ‖∂2H/∂z∂x‖ is dominated by a Lebesgue integrable
function independent of z.
(ii) As n0 →∞, h→ 0 and n0h2d →∞.
(iii) Let K be a bounded positive integrable function on [−1, 1]d, zero other-
wise. Further, for all x ∈ Rd, K(x) = K(|x|).
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Here the symmetry assumption on the kernel is only for simplicity of proofs.
Again, the assumptions on the distribution model classes are formulated in
terms of F and it is understood that corresponding conditions are also made
on G.
C1 The distribution F (·|θ, z) has a density function f(·|θ, z), which is strictly
positive H(·|z)-a.s. for each (θ, z) ∈ Θ× [0, 1]d.
C2 The function log f is three times continuously diﬀerentiable in θ on Θ.
C3 The function log f is dominated by an H square integrable function in-
dependent of z.
C4 For each n0 ∈ N the function Lf,n0 reaches maximum at θn0 on Θ, which
are interior points of Θ.
C5 The functions ‖∂ log f/∂θ‖4 and ‖∂2 log f/∂θ2‖4 are dominated by H
integrable functions independent of z.
C6 For any i, j, k ∈ {1, 2, ..., p}, the function ∂3 log f/∂θi∂θj∂θk is domi-
nated by an H square integrable function independent of z.
C7 The functions F˙ and F¨ exist and they are bounded.
C8 The function Lf,∞ has a unique maximizer on Θ at θ∗, which is an inte-
rior point of Θ. The Hessian matrix L¨f,∞(θ∗) is invertible with inverse
L¨−1f,∞(θ∗).
C9 The function ‖∂F˙ /∂z‖ is dominated by an H integrable function inde-
pendent of z and the functions ‖∂F/∂z‖ and ‖∂2 log f/∂z∂θ‖ are domi-
nated by H square integrable functions independent of z.
Note that the grade of the integrability are doubled in C3, C5 and C6 in
comparison to the assumptions in Section 2.2 because the data can not be
seen as i.i.d. as n0 →∞.
In the following lemmas we show ﬁrst the relations among θˆn, θ∗ and θn0 .
Lemma 2.3.1. If C1–C3, C5 and C8 hold, then ‖θˆn − θ∗‖ = op(1).
Proof. The assertion can be shown analogously to Lemma 2.2.2 based on
Lemma A.2.7.
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Lemma 2.3.2. If C1–C5 and C8 hold, then ‖θn0 − θ∗‖ = o(1).
Proof. For each θ ∈ Θ, by the deﬁnition of Riemann integral, under C3
1
n0
n0∑
i=1
∫
log f(x|θ, zi)dH(x|zi)−
∫
log f(x|θ, z)dQ(x, z) = o(1).
Thus, under C1–C5 and C8, the assertion follows by the similar arguments
used in Lemma 2.2.2.
Corollary 2.3.3. If C1–C5 and C8 hold, then ‖θˆn − θn0‖ = op(1).
Proof. The assertion follows directly from Lemma 2.3.1 and Lemma 2.3.2.
Lemma 2.3.4. If C1–C6 and C8 hold, then
√
n · ‖θˆn − θn0‖ = Op(1),
√
n · ∥∥θˆn − θn0 + L¨−1f,∞(θ∗) · ˙ˆLf,n(θn0)∥∥ = op(1).
Proof. For any a ∈ {1, ..., p}, by Lemma 2.3.2 and Lemma A.2.8 with
ψ1n(x, z) = 0 and ψ2n(x, z) =
∂ log f(x|θn0 , z)
∂θa
for n ∈ m · N and z ∈ [0, 1]d, under C5,
√
n ·
∫
∂ log f(x|θn0 , z)
∂θa
dQn(x, z)−
√
n · 1
n0
n0∑
i=1
∫
∂ log f(x|θn0 , zi)
∂θa
dH(x|zi)
convergences to a normal distribution. Further, by the deﬁnition of θn0 ,
√
n · 1
n0
n0∑
i=1
∫
∂ log f(x|θn0 , zi)
∂θa
dH(x|zi) = 0.
Thus, for any a ∈ {1, ..., p},
√
n ·
∫
∂ log f(x|θn0 , z)
∂θa
dQn(x, z)
convergences to a normal distribution. Therefore,
√
n · ∥∥ ˙ˆLf,n(θn0)∥∥ = √n · ∥∥∥
∫
∂ log f(x|θn0 , z)
∂θ
dQn(x, z)
∥∥∥ = Op(1). (2.3.1)
Under C1-C6 and C8, the rest of the proof can be stated similarly as in the
proof of Lemma 2.2.3.
39
The reason we still work with θn0 in this section is that we do not have
√
n · ∥∥θˆn − θ∗ + L¨−1f,∞(θ∗) · ˙ˆLf,n(θ∗)∥∥ = op(1)
in general. Because
√
n · ∥∥ ˙ˆLf,n(θ∗)∥∥ = Op(1) does not hold.
In order to state the main theorems we introduce the functions CF : Θ →
R
p, and NF ,n, NF , N
1
F ,n, N
1
F : R×Θ× [0, 1]d → R with
CF(θ) :=
∫ (
H(x|z)− F (x|θ, z)) · F˙ (x|θ, z) dQ(x, z),
NF ,n(x, θ, z) :=
(
E[Hˆn(x|z)]− F (x|θ, z)
)2
+ 2
∫ ∞
x
(
E[Hˆn(u|z)]− F (u|θ, z)
)
dE[Hˆn(u|z)],
NF(x, θ, z) :=
(
H(x|z)− F (x|θ, z))2 + 2 ∫ ∞
x
(
H(u|z)− F (u|θ, z)) dH(u|z),
N1F ,n(x, θ, z) :=NF ,n(x, θ, z) + 2C
T
F (θ∗) · L¨−1f,∞(θ∗) ·
∂ log f(x|θ, z)
∂θ
,
N1F(x, θ, z) :=NF(x, θ, z) + 2C
T
F (θ∗) · L¨−1f,∞(θ∗) ·
∂ log f(x|θ, z)
∂θ
.
Further for each n ∈ m · N, let dH,n(F) ∈ R be deﬁned as
dH,n(F) := 1
n0
n0∑
i=1
∫ (
E[Hˆn(x|zi)]− F (x|θn0 , zi)
)2
dE[Hˆn(x|zi)].
Under C7 the function CF is bounded on Θ. Thus, by the boundedness of F
and H, under C5 the function N1F is H square integrable function. Therefore,
we can deﬁne the constant
σ2F :=
∫ (∫ (
N1F(x, θ∗, z)
)2
dH(x|z)−
(∫
N1F(x, θ∗, z) dH(x|z)
)2)
dz.
Theorem 2.3.5. Let C1–C9 be satisﬁed, then we have
√
n · (dˆH,n(F)− dH,n(F)) d−→ N (0, σ2F),
and
dH,n(F)→ dH(F).
Proof. Note that Hˆn(x|z)− F (x|θˆn, z) can be written as(
Hˆn(x|z)−E[Hˆn(x|z)]
)
+
(
E[Hˆn(x|z)]−F (x|θn0 , z)
)−(F (x|θˆn, z)−F (x|θn0 , z)).
Hence,
√
n · dˆH,n(F) =
√
n ·
∫ (
Hˆn(x|z)− E[Hˆn(x|z)]
)2
dQˆn(x, z)
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+ 2
√
n ·
∫ (
Hˆn(x|z)− E[Hˆn(x|z)]
) · (E[Hˆn(x|z)]− F (x|θn0 , z)) dQˆn(x, z)
− 2√n ·
∫ (
E[Hˆn(x|z)]− F (x|θn0 , z)
) · (F (x|θˆn, z)− F (x|θn0 , z)) dQˆn(x, z)
+
√
n ·
∫ (
E[Hˆn(x|z)]− F (x|θn0 , z)
)2
dQˆn(x, z)
− 2√n ·
∫ (
Hˆn(x|z)− E[Hˆn(x|z)]
) · (F (x|θˆn, z)− F (x|θn0 , z)) dQˆn(x, z)
+
√
n ·
∫ (
F (x|θˆn, z)− F (x|θn0 , z)
)2
dQˆn(x, z) =:
6∑
k=1
Tkn.
As in the proof of Theorem 2.2.4, by Lemma A.2.9 it can be shown that
T1n = op(1),
and
T2n =2
√
n ·
∫ ∫ ∞
x
(
E[Hˆn(u|z)]− F (u|θn0 , z)
)
dE[Hˆn(u|z)] dQˆn(x, z)
− 2√n ·
∫ ∫ ∞
x
(
E[Hˆn(u|z)]− F (u|θn0 , z)
)
dE[Hˆn(u|z)] dE[Qˆn(x, z)] + op(1).
By Lemma 2.3.4 under C7,
T3n = −2
√
n ·
(∫ (
E[Hˆn(x|z)]− F (x|θn0 , z)
)
F˙ (x|θn0 , z) dQˆn(x, z)
)T
· (θˆn − θn0
)
+ op(1).
In the following, we show that∥∥∥ ∫ (E[Hˆn(x|z)]− F (x|θn0 , z)) · F˙ (x|θn0 , z) dQˆn(x, z)− CTF (θ∗)∥∥∥ = op(1).
(2.3.2)
Note ﬁrst∥∥∥ ∫ (E[Hˆn(x|z)]− F (x|θn0 , z)) · F˙ (x|θn0 , z) dQˆn(x, z)− CTF (θ∗)∥∥∥
≤
∥∥∥ ∫ (E[Hˆn(x|z)]− F (x|θn0 , z)) · F˙ (x|θn0 , z) d(Qˆn(x, z)− E[Qˆn(x, z)])∥∥∥
+
∥∥∥ ∫ (E[Hˆn(x|z)]− F (x|θn0 , z)) · F˙ (x|θn0 , z) dE[Qˆn(x, z)]
−
∫ (
E[Hˆn(x|z)]− F (x|θ∗, z)
) · F˙ (x|θ∗, z) dE[Qˆn(x, z)]∥∥∥
+
∥∥∥ ∫ (E[Hˆn(x|z)]−H(x|z)) · F˙ (x|θ∗, z) dE[Qˆn(x, z)]∥∥∥
+
∥∥∥ ∫ (H(x|z)− F (x|θ∗, z)) · F˙ (x|θ∗, z) dE[Qˆn(x, z)]− CTF (θ∗)∥∥∥. (2.3.3)
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For a ∈ {1, ..., p}, by Lemma A.2.11 with
ψn(x, z) =
(
E[Hˆn(x|z)]− F (x|θn0 , z)
) · ∂F (x|θn0 , z)
∂θa
,
under C7,∫ (
E[Hˆn(x|z)]−F (x|θn0 , z)
) · ∂F (x|θn0 , z)
∂θa
d
(
Qˆn(x, z)−E[Qˆn(x, z)]
)
= op(1).
Hence, the ﬁrst term on the right-hand side of (2.3.3) equals op(1). Note that
under C7 the function∫ (
E[Hˆn(x|z)]− F (x|·, z)
) · F˙ (x|·, z) dE[Qˆn(x, z)]
has a bounded derivative on Θ. Thus, by Lemma 2.3.2, the second term equals
o(1) as well. By Lemma A.2.6, under C7 there exists a constant C > 0 such
that the third term term on the right-hand side of (2.3.3) is bounded by
C · max
(x,z)∈R×[0,1]d
∣∣E[Hˆn(x|z)]−H(x|z)∣∣ = o(1).
For each a ∈ {1, ..., p}, by Lemma A.2.12 with
ψ(x, z) =
(
H(x|z)− F (x|θ∗, z)
) · ∂F (x|θ∗, z)
∂θa
,
under C7, C9 and Assumption (i) the last term on the right-hand side of (2.3.3)
is equal to o(1) as well. Consequently, (2.3.2) follows. Thus, by Lemma 2.3.4,
under C1–C6 and C8,
T3n = −2
√
n·CTF (θ∗)·(θˆn−θn0)+op(1) = 2
√
n·CTF (θ∗)·L¨−1f,∞(θ∗)· ˙ˆLf,n(θn0)+op(1).
As in the Theorem 2.2.4, by Lemma 2.3.4, it can be shown that T5n and T6n
converge to zero in probability. Therefore,
√
n·dˆH,n(F) =
√
n ·
∫
NF ,n(x, θn0 , z) dQˆn(x, z)
− 2√n
∫ ∫ ∞
x
(
E[Hˆn(u|z)]− F (u|θn0 , z)
)
dE[Hˆn(u|z)] dE[Qˆn(x, z)] + op(1)
+ 2
√
n · CTF (θ∗) · L¨−1f,∞(θ∗) ·
∫
∂ log f(x|θn0 , z)
∂θ
dQn(x, z). (2.3.4)
Note that by the deﬁnition of θn0 , under C3 and C5,
CTF (θ∗) · L¨−1f,∞(θ∗) ·
∫
∂ log f(x|θn0 , z)
∂θ
dE[Qn(x, z)]
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=CTF (θ∗) · L¨−1f,∞(θ∗) · L˙f,n0(θn0) = 0.
Hence, we can write
dH,n(F) =
∫
NF ,n(x, θn0 , z) dE[Qˆn(x, z)]
− 2
∫ ∫ ∞
x
(
E[Hˆn(u|z)]− F (u|θn0 , z)
)
dE[Hˆn(u|z)] dE[Qˆn(x, z)]
+ 2CTF (θ∗) · L¨−1f,∞(θ∗) ·
∫
∂ log f(x|θn0 , z)
∂θ
dE[Qn(x, z)].
Consequently,
√
n · (dˆH,n(F)− dH,n(F))
=
√
n ·
∫
NF ,n(x, θn0 , z) d
(
Qˆn(x, z)− E[Qˆn(x, z)]
)
+ 2
√
n · CTF (θ∗) · L¨−1f,∞(θ∗) ·
∫
∂ log f(x|θn0 , z)
∂θ
d
(
Qn(x, z)− E[Qn(x, z)]
)
+ op(1).
Note that for all (x, θ, z) ∈ R×Θ× [0, 1]d, by partial integration,
∣∣NF ,n(x, θ, z)−NF(x, θ, z)∣∣
≤
∣∣∣(E[Hˆn(x|z)]−H(x|z))(E[Hˆn(x|z)] +H(x|z)− 2 · F (x|θ, z))∣∣∣
+ 2 ·
∣∣∣ ∫ ∞
x
(
E[Hˆn(u|z)]− F (u|θ, z)
)− (H(u|z)− F (u|θ, z)) dE[Hˆn(u|z)]∣∣∣
+ 2 ·
∣∣∣ ∫ ∞
x
(
H(u|z)− F (u|θ, z)) d(E[Hˆn(u|z)]−H(u|z))∣∣∣
≤4 ·max
x
∣∣E[Hˆn(x|z)]−H(x|z)∣∣+ 2 ·max
x
∣∣E[Hˆn(x|z)]−H(x|z)∣∣
+ 2 ·
∣∣∣(E[Hˆn(x|z)]−H(x|z))(H(x|z)− F (x|θ, z))∣∣∣
+ 2 ·
∣∣∣ ∫ ∞
x
(
E[Hˆn(u|z)]−H(u|z)
)
d
(
H(u|z)− F (u|θ, z))∣∣∣
≤12 ·max
x
∣∣E[Hˆn(x|z)]−H(x|z)∣∣. (2.3.5)
Thus, by (A.2.10) and Lemma A.2.6, we can show the variance
V ar
[√
n ·
∫ (
NF ,n(x, θn0 , z)−NF(x, θn0 , z)
)
dQˆn(x, z)
]
= o(1).
Further, the expectation
E
[√
n ·
∫ (
NF ,n(x, θn0 , z)−NF(x, θn0 , z)
)
d
(
Qˆn(x, z)− E[Qˆn(x, z)]
)]
= 0.
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Hence, by Chebyshev’s inequality,
√
n ·
∫
NF ,n(x, θn0 , z) d
(
Qˆn(x, z)− E[Qˆn(x, z)]
)
=
√
n ·
∫
NF(x, θn0 , z) d
(
Qˆn(x, z)− E[Qˆn(x, z)]
)
+ op(1). (2.3.6)
Therefore, we can write
√
n · (dˆH,n(F)− dH,n(F))
=
√
n ·
∫
NF(x, θn0 , z) d
(
Qˆn(x, z)− E[Qˆn(x, z)]
)
+ 2
√
n · CTF (θ∗) · L¨−1f,∞(θ∗) ·
∫
∂ log f(x|θn0 , z)
∂θ
d
(
Qn(x, z)− E[Qn(x, z)]
)
+ op(1).
We deﬁne
σ2F ,n :=
1
n
n∑
i=1
(∫ (
N1F(x, θn0 , zi)
)2
dH(x|zi)−
(∫
N1F(x, θn0 , zi) dH(x|zi)
)2)
.
In the sequel, we will show that the conditions of Lemma A.2.8 with
ψ1n(x, z) = NF(x, θn0 , z),
and
ψ2n(x, z) = 2 · CTF (θ∗) · L¨−1f,∞(θ∗) ·
∂ log f(x|θn0 , z)
∂θ
are fulﬁlled. Note ﬁrst that under C5, for each n, ‖ψ1n(x, z)‖4 and ‖ψ2n(x, z)‖4
are dominated by the same H integrable function. Further under C5 and C7,
the functions N1F and N˙
1
F are both dominated by H square integrable functions
independent of z. Therefore
1
n
n∑
i=1
∫ (
N1F(x, ·, zi)
)2
dH(x|zi)
has a bounded derivative on Θ. By Lemma 2.3.2, we get then
1
n
n∑
i=1
∫ (
N1F(x, θn0 , zi)
)2
dH(x|zi) =1
n
n∑
i=1
∫ (
N1F(x, θ∗, zi)
)2
dH(x|zi) + o(1)
=
∫ (
N1F(x, θ∗, z)
)2
dQ(x, z) + o(1).
With the same arguments, it can be shown that
1
n
n∑
i=1
(∫
N1F(x, θn0 , zi)dH(x|zi)
)2
=
∫ (∫
N1F(x, θ∗, z)dH(x|z)
)2
dz + o(1).
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Hence, σ2F ,n = σ
2
F + o(1). Since H and F are bounded, under C9 and Assump-
tion (i), there exists a constant C > 0 such that∥∥∥∂NF(x, θ, z)
∂z
∥∥∥ ≤2 · ∥∥∥(H(x|z)− F (x|θ, z))(∂H(x|z)
∂z
− ∂F (x|θ, z)
∂z
)∥∥∥
+ 2 ·
∥∥∥ ∫ ∞
x
(∂H(u|z)
∂z
− ∂F (u|θ, z)
∂z
)
dH(u|z)
∥∥∥
+ 2 ·
∥∥∥ ∫ ∞
x
(
H(u|z)− F (u|θ, z)) · ∂H(u|z)
∂z∂u
du
∥∥∥
≤C + C ·
∥∥∥∂F (x|θ, z)
∂z
∥∥∥. (2.3.7)
Thus, under C9 the function ‖∂NF/∂z‖2 is dominated by an H integrable
function independent of z. Therefore, the ﬁrst part of the assertion follows
from Lemma A.2.8.
For the second part of the assertion, we write ﬁrst∣∣dH,n(F)− dH(F)∣∣
=
∣∣∣ 1
n0
n0∑
i=1
∫ (
E[Hˆn(x|zi)]− F (x|θn0 , zi)
)2 − (H(x|zi)− F (x|θ∗, zi))2 dE[Hˆn(x|zi)]∣∣∣
+
∣∣∣ 1
n0
n0∑
i=1
∫ (
H(x|zi)− F (x|θ∗, zi)
)2
d
(
E[Hˆn(x|zi)]−H(x|zi)
)∣∣∣. (2.3.8)
The ﬁrst term on the right side of (2.3.8) is bounded by
4 · 1
n0
n0∑
i=1
∫ ∣∣E[Hˆn(x|zi)]−H(x|zi) + F (x|θ∗, zi)− F (x|θn0 , zi)∣∣ dE[Hˆn(x|zi)]
≤4 · 1
n0
n0∑
i=1
(
max
x∈R
∣∣E[Hˆn(x|zi)]−H(x|zi)∣∣+ max
x∈R,θ∈Θ
∥∥F˙ (x|θ, zi)∥∥ · ∥∥θ∗ − θn0∥∥).
By Lemma 2.3.2 and Lemma A.2.6, under C7 it can be shown to be o(1). By
partial integration, the second term on the right side of (2.3.8) is bounded by
∣∣∣2 · 1
n0
n0∑
i=1
∫ (
E[Hˆn(x|zi)]−H(x|zi)
)(
H(x|zi)− F (x|θ∗, zi)
)
d
(
H(x|zi)− F (x|θ∗, zi)
)∣∣∣
≤4 · 1
n0
n0∑
i=1
max
x∈R
∣∣E[Hˆn(x|zi)]−H(x|zi)∣∣.
Hence, with the same arguments, it equals o(1) as well. Therefore,
dH,n(F)− dH(F) = o(1).
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Let the functions CˆF ,n : Θ→ Rp and Nˆ1F ,n : R×Θ× [0, 1]d → R be deﬁned
with
CˆF ,n(θ) :=
∫ (
Hˆn(x|z)− F (x|θ, z)
) · F˙ (x|θ, z) dQˆn(x, z),
Nˆ1F ,n(x, θ, z) :=
(
Hˆn(x|z)− F (x|θ, z)
)2
+ 2
∫ ∞
x
(
Hˆn(u|z)− F (u|θ, z)
)
dHˆn(u|z)
+ 2CˆTF ,n(θˆn) · ¨ˆL−1f,n(θˆn) ·
∂ log f(x|θ, z)
∂θ
.
In the next lemma we show that the variance σ2 can be estimated consistently
by the plug-in estimator:
σˆ2F ,n :=
1
n0
n0∑
i=1
(∫ (
Nˆ1F ,n(x, θˆn, zi)
)2
dHˆn(x|zi)−
(∫
Nˆ1F ,n(x, θˆn, zi) dHˆn(x|zi)
)2)
.
Lemma 2.3.6. If C1–C9 hold, then we have
σˆ2F ,n = σ
2
F + op(1).
Proof. First, we show that
1
n0
n0∑
i=1
∫ (
Nˆ1F ,n(x, θˆn, zi)
)2
dHˆn(x|zi)
=
1
n0
n0∑
i=1
∫ (
N1F(x, θ∗, zi)
)2
dH(x|zi) + op(1). (2.3.9)
Note that we have∣∣∣ 1
n0
n0∑
i=1
∫ (
Nˆ1F ,n(x, θˆn, zi)
)2
dHˆn(x|zi)− 1
n0
n0∑
i=1
∫ (
N1F(x, θ∗, zi)
)2
dH(x|zi)
∣∣∣
≤
∣∣∣ 1
n0
n0∑
i=1
∫ (
Nˆ1F ,n(x, θˆn, zi)
)2
dHˆn(x|zi)− 1
n0
n0∑
i=1
∫ (
N1F ,n(x, θ∗, zi)
)2
dE[Hˆn(x|zi)]
∣∣∣
+
∣∣∣ 1
n0
n0∑
i=1
∫ (
N1F ,n(x, θ∗, zi)
)2
dE[Hˆn(x|zi)]− 1
n0
n0∑
i=1
∫ (
N1F(x, θ∗, zi)
)2
dE[Hˆn(x|zi)]
∣∣∣
+
∣∣∣ 1
n0
n0∑
i=1
∫ (
N1F(x, θ∗, zi)
)2
dE[Hˆn(x|zi)]− 1
n0
n0∑
i=1
∫ (
N1F(x, θ∗, zi)
)2
dH(x|zi)
∣∣∣
=:σ1n + σ2n + σ3n.
In the sequel, we show that σin = op(1), for all i ∈ {1, 2, 3}.
Analogously to Lemma 2.2.5, under C1–C8, by Lemma 2.3.1, Corollary
A.2.10 and Lemma A.2.11, it can be shown that σ1n = op(1).
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Further by Cauchy-Schwarz’s inequality, we get
σ2n ≤ 1
n0
n0∑
i=1
∫ (
N1F ,n(x, θ∗, zi)−N1F(x, θ∗, zi)
)2
dE[Hˆn(x|zi)]
×
∫ (
N1F ,n(x, θ∗, zi) +N
1
F(x, θ∗, zi)
)2
dE[Hˆn(x|zi)].
Under C3, C5 and C7, the functions N1F ,n are N
1
F are dominated by H square
integrable functions independent of z, hence, the function∫ (
N1F ,n(x, θ∗, ·) +N1F(x, θ∗, ·)
)2
dE[Hˆn(x|·)]
is bounded on [0, 1]d. It suﬃces to show that
1
n0
n0∑
i=1
∫ (
N1F ,n(x, θ∗, zi)−N1F(x, θ∗, zi)
)2
dE[Hˆn(x|zi)] = o(1),
which follows by (2.3.5) and Lemma A.2.6 because for any (x, θ, z) ∈ R×Θ×
[0, 1]d,
N1F ,n(x, θ, z)−N1F(x, θ, z) = NF ,n(x, θ, z)−NF(x, θ, z).
Thus, σ2n = op(1) as well.
Note that there exists a constant C > 0 such that
‖∂(N1F)2/∂z‖ ≤ 2d · ‖N1F‖ · ‖∂N1F/∂z‖
≤2d · ‖N1F‖ ·
(
‖∂NF/∂z‖+ 2
∥∥CTF (θ∗) · L¨−1f,∞(θ∗) · ∂2 log f∂z∂θ
∥∥)
≤C ·
(
1 +
∥∥∂ log f
∂θ
∥∥) · (1 + ‖∂F/∂z‖+ ∥∥∂2 log f
∂z∂θ
∥∥).
Thus, under C5 and C9,
∥∥∂(N1F)2/∂z∥∥ is dominated by an H integrable func-
tion independent of z. Therefore, with ψ(x, z) =
(
N1F(x, θ∗, z)
)2
, Lemma
A.2.12 implies σ3n = op(1).
Consequently, Equality (2.3.9) holds. Analogously, we can show
1
n0
n0∑
i=1
(∫
Nˆ1F ,n(x, θˆn, zi) dHˆn(x|zi)
)2
=
1
n0
n0∑
i=1
(∫
N1F(x, θ∗, zi)dH(x|zi)
)2
+ op(1).
Thus, the assertion follows from the convergence of the Riemann sum.
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For the Model G, let N1G, N1G,n and dH,n(G) be deﬁned accordingly. Further
denote the variance and its estimator as
σ2 :=
∫ ∫ (
N1F(x, θ∗, z)−N1G(x, γ∗, z)
)2
dH(x|z)dz
−
∫ (∫
N1F(x, θ∗, z)−N1G(x, γ∗, z) dH(x|z)
)2
dz
σˆ2n :=
1
n0
n0∑
i=1
∫ (
Nˆ1F ,n(x, θˆn, zi)− Nˆ1G,n(x, γˆn, zi)
)2
dHˆn(x|zi)
− 1
n0
n0∑
i=1
(∫
Nˆ1F ,n(x, θˆn, zi)− Nˆ1G,n(x, γˆn, zi) dHˆn(x|zi)
)2
.
As in Section 2.2, based on Theorem 2.3.5 and Lemma 2.3.6, the asymptotic
behavior of the test statistics can be stated as in the following two theorems.
The proofs are omitted.
Theorem 2.3.7. Let C1–C9 be satisfied, then we have
√
n · Tn −
√
n · (dH,n(F)− dH,n(G)) d−→ N (0, σ2),
dH,n(F)− dH,n(G)→ dH(F)− dH(G), σˆ2n → σ2.
Theorem 2.3.8. Let C1–C9 be satisfied.
(1) If HF holds, then √n · Tn tends to −∞ in probability.
(2) If HG holds, then √n · Tn tends to +∞ in probability.
(3) If H0 holds and √n · (dH,n(F)− dH,n(G)) = o(1), then
√
n · Tn d−→ N (0, σ2).
It remains the question, whether
√
n · (dH,n(F)− dH,n(G)) = o(1)
holds under H0 in general. Unfortunately, it does not hold except for the case
d = 1. In the following Lemma, we assume that d = 1 (n0 = n¯0), we will give
conditions, under which
√
n · dH,n(F) =
√
n · dH(F) + o(1)
i.e.
√
n · (dH,n(F)− dH,n(G)) = o(1) holds under H0.
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Lemma 2.3.9. Assume that d = 1, n0h
4 → 0 and the function∫ ∥∥∥∂ log f(x|θ, ·)
∂θ
∥∥∥ · ∥∥∥∂2H(x|·)
∂z∂x
∥∥∥dx
is bounded on [0, 1], then under C1–C6, C8 and C9 we have
√
n · dH,n(F) =
√
n · dH(F) + o(1).
Proof. First we have
√
n · ∣∣dH,n(F)− dH(F)∣∣
≤√n · 1
n0
n0∑
i=1
∫ ∣∣∣(E[Hˆn(x|zi)]− F (x|θn0 , zi))2 − (H(x|zi)− F (x|θn0 , zi))2∣∣∣ dE[Hˆn(x|zi)]
+
√
n · 1
n0
n0∑
i=1
∫ ∣∣∣(H(x|zi)− F (x|θn0 , zi))2 − (H(x|zi)− F (x|θ∗, zi))2∣∣∣ dE[Hˆn(x|zi)]
+
√
n · 1
n0
n0∑
i=1
∣∣∣ ∫ (H(x|zi)− F (x|θ∗, zi))2 d(E[Hˆn(x|zi)]−H(x|zi))∣∣∣
+
√
n ·
∣∣∣ 1
n0
n0∑
i=1
∫ (
H(x|zi)− F (x|θ∗, zi)
)2
dH(x|zi)− dH(F)
∣∣∣
=:d1n + d2n + d3n + d4n.
By Lemma A.2.6, there exists a C > 0 such that,
d1n ≤4
√
n · 1
n
n∑
i=1
∫ ∣∣E[Hˆn(x|zi)]−H(x|zi)∣∣ dE[Hˆn(x|zi)]
=4
√
n · 1
n
∑
zi∈Sh
∫ ∣∣E[Hˆn(x|zi)]−H(x|zi)∣∣ dE[Hˆn(x|zi)]
+ 4
√
n · 1
n
∑
zi /∈Sh
∫ ∣∣E[Hˆn(x|zi)]−H(x|zi)∣∣ dE[Hˆn(x|zi)]
≤C√n · 1
n
∑
zi∈Sh
h2 + C
√
n · 1
n
∑
zi /∈Sh
h
≤C√n · h2 + C√n · 1
n
· (2⌈n0h⌉+ 1) ·mh = o(1),
where the last step follows from the assumption n0h
4 → 0. Thus, d1n = o(1).
Under C7, there exists a constant C > 0 such that
d2n ≤4
√
n · 1
n0
n0∑
i=1
∫ ∣∣F (x|θ∗, zi)− F (x|θn0 , zi)∣∣ dE[Hˆn(x|zi)] ≤ C√n · ‖θ∗ − θn0‖.
49
In the following, we show that under C1–C6 and C8,
√
n · ‖θ∗ − θn0‖ = o(1).
By a Taylor expansion, there exists a θ˜n ∈ Θ such that
L˙f,n0(θ∗) = L˙f,n0(θn0) + L¨f,n0(θ˜n) · (θ∗ − θn0).
With the same arguments used in Lemma 2.2.3, by Lemma 2.3.2, for eventually
all n ∈ m · N, L¨f,n0(θ˜n) is invertible. Further, by the deﬁnition of θ∗ and θn0 ,
L˙f,∞(θ∗) = L˙f,n0(θn0) = 0.
Thus, we obtain
√
n · (θ∗ − θn0) =
√
n · L¨−1f,n0(θ˜n) ·
(
L˙f,n0(θ∗)− L˙f,n0(θn0)
)
=
√
n · L¨−1f,n0(θ˜n) ·
(
L˙f,n0(θ∗)− L˙f,∞(θ∗)
)
. (2.3.10)
Note that for each i ∈ {1, ..., p}, the derivative of the function∫
∂ log f(x|θ∗, ·)
∂θi
dH(x|·)
with respect to z is∫
∂ log f(x|θ∗, ·)
∂z∂θi
dH(x|·) +
∫
∂ log f(x|θ∗, ·)
∂θi
· ∂
2H(x|·)
∂z∂x
dx,
which is bounded on [0, 1] under the assumptions of this lemma and C9. Thus,
for each i ∈ {1, ..., p} the function∫
∂ log f(x|θ∗, ·)
∂θi
dH(x|·)
is Lipschitz continuous on [0, 1]. Hence, with
ψ(z) =
∫
∂ log f(x|θ∗, z)
∂θi
dH(x|z)
Lemma A.2.13 implies
√
n · ∥∥L˙f,n0(θ∗)− L˙f,∞(θ∗)∥∥ = o(1).
Further, analogously to (2.2.10), by Lemma 2.3.2 we can show
‖L¨−1f,n0(θ˜n)− L¨−1f,∞(θ∗)‖ = o(1).
Therefore, (2.3.10) implies
√
n · ‖θ∗ − θn0‖ = o(1), thus, d2n = o(1).
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Note further that by partial integration d3n can be written as
2
√
n· 1
n0
n0∑
i=1
∣∣∣ ∫ (E[Hˆn(x|zi)]−H(x|zi))(H(x|zi)−F (x|θ∗, zi)) d(H(x|zi)−F (x|θ∗, zi))∣∣∣.
By similar arguments for d1n, we get d3n = o(1) as well.
For the term d4n note that for each θ ∈ Θ, the derivative of the function∫
(H − F )2 dH
with respect to z is∫
(H − F )(∂H
∂z
− ∂F
∂z
) dH +
∫
(H − F )2 ∂
2H
∂z∂x
dx,
which is bounded under Assumption (i) and C9. Thus, the function∫ (
H(x|·)− F (x|θ∗, ·)
)2
dH(x|·)
is Lipschitz continuous on [0, 1]. Hence, with
ψ(z) =
∫ (
H(x|z)− F (x|θ∗, z)
)2
dH(x|z)
Lemma A.2.13 implies d4n = o(1). Therefore, the assertion follows.
The decision rules of the test for the case d = 1 can then be formulated as in
Section 2.2. For a given signiﬁcance level α, we will decide for the hypothesis
H0, if |√n · Tn/σˆn| ≤ z1−α/2, where zα denotes the α-quantile of a standard
normal distribution. In the case of
√
n ·Tn/σˆn < −z1−α/2 we reject H0 in favor
of HF . If √n · Tn/σˆn > z1−α/2, we reject H0 in favour of HG.
For the case d > 1, the Equality
√
n · ‖θ∗ − θn0‖ = o(1) does not hold in
general. A one-sided test can then be carried out with
H0a : dH(F)− dH(G) < a
against
H1a : dH(F)− dH(G) ≥ a,
where a is a constant. Given a signiﬁcance level α, we reject the hypothesis
H0a in favour of H1a, in the case of
√
n · (Tn − a)/σˆn > z1−α, otherwise H0a will
be accepted.
Chapter 3
The Case with Right Censoring
In this chapter, we will extend the results of Chapter 2 to the case with right
censoring, i.e. we assume that the random variable Xz at covariate value
z ∈ [0, 1]d is subject to right random censoring. The corresponding censoring
random variable is denoted by Cz. The observable random vector at z is then
(Yz,∆z), where
Yz := min(Xz, Cz) and ∆z := I{Xz ≤ Cz}.
Let H(·|z), J(·|z) and B(·|z) denote the distribution functions of Xz, Cz and
Yz, respectively. Assume that Xz and Cz are independent, thus
B(·|z) = 1− (1−H(·|z))(1− J(·|z)).
Again, let z1, ..., zn be the ﬁxed covariate values deﬁned in Section 1.1, at
which the random variables are observed. For each covariate value zi, we write
Xi, Ci, Yi,∆i instead ofXzi , Czi , Yzi ,∆zi . The random variablesX1, ..., Xn, C1, ..., Cn
are assumed to be independent. For simplicity of notation let τB(·|z) = τB ∈ R
for any z ∈ [0, 1]d.
The two competing parametric model classes are still denoted as
F := {F (·|θ, z) : θ ∈ Θ ⊂ Rp, z ∈ [0, 1]d}
and
G := {G(·|γ, z) : γ ∈ Γ ⊂ Rq, z ∈ [0, 1]d},
where Θ and Γ are compact, p and q ∈ N.
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This chapter is organized similarly as Chapter 2. In Section 3.1 we will
introduce the basic notations and hypotheses. Amongst other things the dis-
crepancy (distance) between the model class and the underlying distribution
functions will be deﬁned. The case with ﬁxed n0 and m tending to inﬁnity will
be shown in Section 3.2. The diﬀerence to Section 2.2 lies in the estimation of
H by the Kaplan-Meier estimator. Section 3.3 deals with the case ﬁxed m and
n0 tending to inﬁnity, where the conditional Kaplan-Meier estimation is used.
For simplicity of notation, we assume that the notations deﬁned in Section 3.1
are valid through out this chapter and the notations deﬁned in Section 3.2 and
Section 3.3 are only valid in that particular section.
3.1 Notations and Hypotheses
For each z ∈ [0, 1]d, we denote the subdistribution functions B1, B0 : R ×
[0, 1]d → [0, 1] with
B1(x|z) := P(Yz ≤ x,∆z = 1) =
∫ x
−∞
(
1− J(u|z))dH(u|z),
B0(x|z) := P(Yz ≤ x,∆z = 0) =
∫ x
−∞
(
1−H(u|z))dJ(u|z).
The corresponding empirical distribution functions are given by
B1n(x|z) :=
1
m
n∑
i=1
∆i · δi(z) · I(Yi ≤ x),
B0n(x|z) :=
1
m
n∑
i=1
(1−∆i) · δi(z) · I(Yi ≤ x).
Further, the empirical distribution for B is denoted by
Bn(x|z) := 1
m
n∑
i=1
δi(z)I(Yi ≤ x).
Note that we have the relations
B(x|z) = B1(x|z) + B0(x|z),
Bn(x|z) = B1n(x|z) + B0n(x|z).
Denote again the joint distribution by Q : R× [0, 1]d → [0, 1] with
Q(x, z) :=
∫ ∫
I(u ≤ x) · I(v ≤ z)dH(u|v)dv,
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where the inner integration is with respect to the variable u. In addition we
denote for r ∈ {0, 1} the joint distribution functionsQrn, Qr : R×[0, 1]d → [0, 1]
with
Qrn(x, z) :=
1
n0
n0∑
i=1
Brn(x|zi) · I(zi ≤ z)
Qr(x, z) :=
∫ ∫
I(u ≤ x) · I(v ≤ z)dBr(u|v)dv,
where the inner integration is with respect to the variable u. For any function
ψ : R× [0, 1]d → R and r ∈ {0, 1} we have as in Chapter 2 that
∫
ψ(x, z)dQrn(x, z) =
1
n0
n0∑
i=1
∫
ψ(x, zi)dB
r
n(x|zi).
∫
ψ(x, z)dQr(x, z) =
∫ ∫
ψ(x, z)dBr(x|z)dz.
Denote further the functions γ, C : (−∞, τB]× [0, 1]d → R with
γ(x|z) := exp
(∫ x−
−∞
1
1− B(u|z)dB
0(u|z)
)
,
C(x|z) :=
∫ x−
−∞
1(
1− B(u|z))2dB0(u|z).
Note that
γ(x|z) = exp
(∫ x−
−∞
1−H(u|z)
1− B(u|z)dJ(u|z)
)
= exp
(∫ x−
−∞
1
1− J(u|z)dJ(u|z)
)
= exp
(
− log (1− J(x−|z))) = 1
1− J(x−|z) .
Let τ < τB be a constant. In order to ignore the tail eﬀect of the Kaplan-
Meier estimator later, we deﬁne the logarithmic likelihood function for the
model class F as function Lˆf,n : Θ→ R with
Lˆf,n(θ) :=
1
n
n∑
i=1
(
∆i log f(Yi|θ, zi) + (1−∆i) log
(
1− F (Yi|θ, zi)
)) · I(Yi ≤ τ)
=
∫
log f(x|θ, z) · I(x ≤ τ)dQ1n(x, z) +
∫
log
(
1− F (x|θ, z)) · I(x ≤ τ)dQ0n(x, z).
The maximum likelihood estimator of θ is then deﬁned as
θˆn := argmax
θ∈Θ
Lˆf,n(θ).
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Further we deﬁne functions Lf,n0 , Lf,∞ : Θ → R and the vectors θn0 , θ∗ ∈ Θ
with
Lf,n0(θ) :=
1
n0
n0∑
i=1
(∫ τ
−∞
log f(x|θ, zi)dB1(x|zi) +
∫ τ
−∞
log
(
1− F (x|θ, zi)
)
dB0(x|zi)
)
,
θn0 := argmax
θ∈Θ
Lf,n0(θ),
Lf,∞(θ) :=
∫
log f(x|θ, z) · I(x ≤ τ)dQ1(x, z) +
∫
log
(
1− F (x|θ, z)) · I(x ≤ τ)dQ0(x, z),
θ∗ := argmax
θ∈Θ
Lf,∞(θ).
Analogously to the case without censoring, the following asymptotic relations
hold:
Lˆf,n
m→∞−−−→ Lf,n0
n0→∞ց ւn0→∞
Lf,∞.
Under some regularity conditions, we obtain
θˆn
m→∞−−−→ θn0
n0→∞ց ւn0→∞
θ∗.
The distance dH(F) between the underlying family of distribution functions
H and the model class F is deﬁned as
1
n0
n0∑
i=1
∫ τ
−∞
(
H(x|zi)− F (x|θn0 , zi)
)2
dH(x|zi), (3.1.1)
for the case with n0 ﬁxed and m→∞ and∫ (
H(x|z)− F (x|θ∗, z)
)2 · I(x ≤ τ) dQ(x, z) (3.1.2)
for the case with m ﬁxed and n0 →∞, respectively. Again, let γˆn, γn0 , γ∗ and
dH(G) denote the counterpart for the model class G. We will propose model
selection tests with the null hypothesis
H0 : dH(F) = dH(G)
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meaning that the two models are equally close to H, against
HF : dH(F) < dH(G)
meaning H is closer to F than to G or
HG : dH(F) > dH(G)
meaning H is closer to G than to F .
In this chapter, it is assumed that the integrability of a function deﬁned
in Chapter 2 holds for x on (−∞, τ ]. For instance, for any function ψ : R ×
Θ × [0, 1]d → R with (x, θ, z) 7→ ψ(x, θ, z), we refer it as dominated by a B1
integrable function, if for each z ∈ [0, 1]d, there exists a function M(·, z) :
R → R, such that |ψ(x, θ, z)| ≤ M(x, z) for all (x, θ) ∈ (−∞, τ ] × Θ and∫ τ
−∞
M(x, z)dB1(x|z) <∞.
It is assumed that all the convergences are taken by letting m → ∞ in
Section 3.2 and all the convergences are taken by letting n0 → ∞ in Section
3.3. Note that since n = m · n0, in both cases n→∞.
3.2 The Case with Number of Observations at
Each Covariate Tending to Infinity
In this section, for each z ∈ [0, 1]d the distribution function H(·|z) is estimated
by Kaplan-Meier estimator, which in our setting is deﬁned by
HKMn (x|z) := 1−
∏
Y(i)≤x
(
1− δ(i)(z) ·∆(i)
m−∑i−1j=1 δ(j)(z)
)
,
where Y(1) ≤ Y(2) ≤ ... ≤ Y(n) are the ordered observations and ∆(i) and δ(i)(z)
are the corresponding indicators for Y(i). Let the joint empirical distribution
function be deﬁned as
QKMn (x, z) :=
1
n0
n0∑
i=1
HKMn (x|zi) · I(zi ≤ z).
The distance dH(F) deﬁned in (3.1.1) can then be estimated by
dˆH,n(F) :=
∫ (
HKMn (x|z)− F (x|θˆn, z)
)2 · I(x ≤ τ) dQKMn (x, z).
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For the class G, the estimator dˆH,n(G) is deﬁned in an analogous way. Again
the test statistic is deﬁned as the diﬀerence of the estimated distances
Tn := dˆH,n(F)− dˆH,n(G).
The assumptions are formulated as follows. They are extensions of the as-
sumptions in Section 2.2 to the setting in this section.
D1 For each (θ, z) ∈ Θ × [0, 1]d, the distribution F (·|θ, z) has a density
function f(·|θ, z) : R → R. The functions f(·|θ, z) and 1 − F (·|θ, z) are
strictly positive B1(·|z)- and B0(·|z)-a.s. respectively.
D2 The functions log f and log(1 − F ) are three times continuously diﬀer-
entiable in θ on Θ.
D3 The function log f is dominated by a B1 integrable function. The func-
tion log(1− F ) is dominated by a B0 integrable function.
D4 The function Lf,n0 has a unique maximum on Θ at θn0 , which is an
interior point of Θ.
D5 The functions ‖∂ log f/∂θ‖ and ‖∂2 log f/∂θ2‖ are dominated by B1
square integrable functions. The functions ‖∂ log(1−F )/∂θ‖ and ‖∂2 log(1−
F )/∂θ2‖ are dominated by B0 square integrable functions. The Hessian
matrix L¨f,n0(θn0) is invertible with inverse L¨
−1
f,n0
(θn0).
D6 For any i, j, k ∈ {1, 2, ..., p}, the function ∂3 log f/∂θi∂θj∂θk is domi-
nated by a B1 integrable function. The function ∂3 log(1−F )/∂θi∂θj∂θk
is dominated by a B0 integrable function.
D7 The functions F˙ and F¨ exists and they are bounded.
Analogously to Lemma 2.2.1, we can show the following lemma.
Lemma 3.2.1. For r ∈ {0, 1}, define the function ψr : R× [0, 1]d → 0. If ψr
is Br integrable, then
1∑
r=0
(∫
ψr(x, z)dQ
r
n(x, z)−
1
n0
n0∑
i=1
∫
ψr(x, zi)dB
r(x|zi)
)
a.s.−−→ 0.
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If ψr is B
r square integrable, then
√
n ·
1∑
r=0
(∫
ψr(x, z)dQ
r
n(x, z)−
1
n0
n0∑
i=1
∫
ψr(x, zi)dB
r(x|zi)
)
d−→ N (0, σ2),
where
σ2 =
1
n0
n0∑
i=1
1∑
r=0
(∫
ψ2r(x, zi)dB
r(x|zi)−
(∫
ψr(x, zi)dB
r(x|zi)
)2)
.
Proof. We denote ﬁrst for each i ∈ {1, ...,m},
Ui :=
1
n0
n0∑
j=1
(
∆(i−1)·n0+j·ψ1(Y(i−1)·n0+j, zj)+
(
1−∆(i−1)·n0+j
)·ψ0(Y(i−1)·n0+j, zj)).
Notice that U1,..., Um are i.i.d. and
1∑
r=0
∫
ψr(x, z)dQ
r
n(x, z) =
1
n
n∑
i=1
(
∆iψ1(Yi, zi) +
(
1−∆i
)
ψ0(Yi, zi)
)
=
1
m
m∑
i=1
Ui.
The expectation
E
[ 1∑
r=0
∫
ψr(x, z)dQ
r
n(x, z)
]
=
1
n
n∑
i=1
E
[
∆iψ1(Yi, zi) +
(
1−∆i
)
ψ0(Yi, zi)
]
=
1
n
n∑
i=1
1∑
r=0
∫
ψr(x, zi)dB
r(x|zi)
=
1
n0
n0∑
i=1
1∑
r=0
∫
ψr(x, zi)dB
r(x|zi).
Because (Y1,∆1), ..., (Yn,∆n) are independent, we get further
V ar
[√
n ·
1∑
r=0
∫
ψr(x, z)dQ
r
n(x, z)
]
=
1
n
n∑
i=1
V ar
[
∆iψ1(Yi, zi) +
(
1−∆i
)
ψ0(Yi, zi)
]
= σ2.
Thus, the assertions follow from the strong law of large numbers and central
limit theorem for i.i.d data.
Based on Lemma 3.2.1, the following two lemmas on the convergence of θˆn
can be shown as the case without censoring. The proofs are omitted.
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Lemma 3.2.2. If D1–D5 hold, we have ‖θˆn − θn0‖ → 0 a.s.
Lemma 3.2.3. If D1–D6 holds, then
√
n · ‖θˆn − θn0‖ = Op(1),
√
n · ∥∥θˆn − θn0 + L¨−1f,n0(θn0) · ˙ˆLf,n(θn0)∥∥ = op(1).
In order to state the main theorem we introduce the functions CF : Θ→ Rp,
and NF : (−∞, τB]×Θ× [0, 1]d → R with
CF(θ) :=
1
n0
n0∑
i=1
∫ τ
−∞
(
H(x|zi)− F (x|θ, zi)
) · F˙ (x|θ, zi) dH(x|zi),
NF(x, θ, z) :=
(
H(x|z)− F (x|θ, z))2 · I(x ≤ τ)
+ 2
∫ τ
x
(
H(u|z)− F (u|θ, z)) dH(u|z) · I(x ≤ τ).
Further we denote N1F , N
0
F : (−∞, τB]×Θ× [0, 1]d → R with
N1F(x, θ, z) :=NF(x, θ, z)γ(x|z)
+ 2CTF (θn0) · L¨−1f,n0(θn0) ·
∂ log f(x|θ, z)
∂θ
· I(x ≤ τ)
−
∫
NF(u, θ, z)C(x ∧ u|z)dH(u|z),
N0F(x, θ, z) :=
1
1− B(x|z)
∫
NF(u, θ, z) · I(x < u)dH(u|z)
+ 2CTF (θn0) · L¨−1f,n0(θn0) ·
∂ log
(
1− F (x|θ, z))
∂θ
· I(x ≤ τ)
−
∫
NF(u, θ, z)C(x ∧ u|z)dH(u|z)
and the constant σ2F ∈ R,
σ2F :=
1
n0
n0∑
i=1
(∫
N1F(x, θn0 , zi)
2 dB1(x|zi)−
( ∫
N1F(x, θn0 , zi) dB
1(x|zi)
)2)
+
1
n0
n0∑
i=1
(∫
N0F(x, θn0 , zi)
2 dB0(x|zi)−
( ∫
N0F(x, θn0 , zi) dB
0(x|zi)
)2)
.
Theorem 3.2.4. Let D1–D7 be satisfied, then
√
n · (dˆH,n(F)− dH(F)) d−→ N (0, σ2F).
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Proof. Analogously to Theorem 2.2.4, under D1–D7, by Lemma 3.2.3, Lemma
A.3.2 and A.3.3, we can write
√
n · dˆH,n(F) =
√
n ·
∫
NF(x, θn0 , z) dQ
KM
n (x, z)
− 2√n · 1
n0
n0∑
i=1
∫ τ
−∞
∫ τ
x
(
H(u|zi)− F (u|θ, zi)
)
dH(u|zi) dH(x|zi)
+ 2
√
n · CTF (θn0) · L¨−1f,n0(θn0) ·
˙ˆ
Lf,n(θn0) + op(1).
By Lemma A.3.1, we get then
√
n · dˆH,n(F) =
√
n ·
∫
N1F(x, θn0 , z)dQ
1
n(x, z) +
∫
N0F(x, θn0 , z)dQ
0
n(x, z)
− 2√n · 1
n0
n0∑
i=1
∫ τ
−∞
∫ τ
x
(
H(u|zi)− F (u|θ, zi)
)
dH(u|zi) dH(x|zi) + op(1).
Notice that by the deﬁnition of θn0 ,
1
n0
n0∑
i=1
∫
CTF (θn0) · L¨−1f,n0(θn0) ·
∂ log f(x|θn0 , zi)
∂θ
· I(x ≤ τ)dB1(x|zi)
+
1
n0
n0∑
i=1
∫
CTF (θn0) · L¨−1f,n0(θn0) ·
∂ log
(
1− F (x|θn0 , zi)
)
∂θ
· I(x ≤ τ)dB0(x|zi)
=CTF (θn0) · L¨−1f,n0(θn0) · L˙f,n0(θn0) = 0.
Further for each z ∈ [0, 1]d,∫ ∫
NF(u, θn0 , z)C(x ∧ u|z)dH(u|z)dB(x|z)
=
∫ ∫ ∫
NF(u, θn0 , z)I(t < x)I(t < u)(
1− B(t|z))2 dB0(t|z)dH(u|z)dB(x|z)
=
∫ ∫ ∫
NF(u, θn0 , z)I(t < x)I(t < u)(
1− B(t|z))2 dB(x|z)dB0(t|z)dH(u|z)
=
∫ ∫
NF(u, θn0 , z)I(t < u)
(
1− B(t|z))(
1− B(t|z))2 dB0(t|z)dH(u|z)
=
∫ ∫
NF(u, θn0 , z)I(t < u)
1− B(t|z) dB
0(t|z)dH(u|z)
=
∫ ∫
NF(u, θn0 , z) · I(x < u)
1− B(x|z) dH(u|z)dB
0(x|z) (3.2.1)
Hence,
1
n0
n0∑
i=1
(∫
N1F(x, θn0 , zi)dB
1(x|zi) +
∫
N0F(x, θn0 , zi)dB
0(x|zi)
)
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=
1
n0
n0∑
i=1
(∫
NF(x, θn0 , zi)γ(x|zi)dB1(x|zi)
+
∫ ∫
NF(u, θn0 , zi) · I(x < u)
1− B(x|zi) dH(u|zi)dB
0(x|zi)
−
∫ ∫
NF(u, θn0 , zi)C(x ∧ u|zi)dH(u|zi)dB(x|zi)
)
=
1
n0
n0∑
i=1
∫
NF(x, θn0 , zi)dH(x|zi)
=2 · 1
n0
n0∑
i=1
∫ τ
−∞
∫ τ
x
(
H(u|zi)− F (u|θn0 , zi)
)
dH(u|zi) dH(x|zi) + dH(F).
Consequently, we get
dH(F) = 1
n0
n0∑
i=1
(∫
N1F(x, θn0 , zi)dB
1(x|zi) +
∫
N0F(x, θn0 , zi)dB
0(x|zi)
)
− 2 · 1
n0
n0∑
i=1
∫ τ
−∞
∫ τ
x
(
H(u|zi)− F (u|θn0 , zi)
)
dH(u|zi) dH(x|zi).
Then, we can write
√
n · (dˆH,n(F)− dH(F))
=
√
n ·
∫
N1F(x, θn0 , z)d
(
Q1n(x, z)− E[Q1n(x, z)]
)
+
√
n ·
∫
N0F(x, θn0 , z)d
(
Q0n(x, z)− E[Q0n(x, z)]
)
+ op(1).
Note that under D5 and D7 the functions N1F(·, θn0 , ·) and N0F(·, θn0 , ·) are B1
and B0 square integrable, receptively. Thus, the assertion follows from Lemma
3.2.1 with ψ1(x, z) = N
1
F(x, θn0 , z) and ψ0(x, z) = N
0
F(x, θn0 , z).
Notice that in the case without censoring (J = B0 = 0) the variance reduces
to the variance deﬁned in Theorem 2.2.4.
For the estimation of the variance σ2F we denote for each n ∈ n0 · N the
functions γn, Cn : (−∞, τB] × [0, 1]d → R, CF ,n : Θ → Rp, NF ,n : R × Θ ×
[0, 1]d → R, N1F ,n, N0F ,n : (−∞, τB]×Θ× [0, 1]d → R with
γn(x|z) := exp
(∫ x−
−∞
dB0n(u|z)
1− Bn(u|z)
)
,
Cn(x|z) :=
∫ x−
−∞
1(
1− Bn(u|z)
)2dB0n(u|z),
61
CF ,n(θ) :=
∫ (∫ x
−∞
γn(u|z)dB1n(u|z)− F (x|θ, z)
)
F˙ (x|θ, z)γn(x|z) · I(x ≤ τ)dQ1n(x, z),
NF ,n(x, θ, z) :=
(∫ x
−∞
γn(u|z)dB1n(u|z)− F (x|θ, z)
)2
· I(x ≤ τ)
+ 2
∫ τ
x
(∫ u
−∞
γn(t|z)dB1n(t|z)− F (u|θ, z)
)
γn(u|z)dB1n(u|z) · I(x ≤ τ),
N1F ,n(x, θ, z) :=NF ,n(x, θ, z)γn(x|z) + 2CTF ,n(θˆn) · ¨ˆL−1f,n(θˆn) ·
∂ log f(x|θ, z)
∂θ
· I(x ≤ τ)
−
∫
NF ,n(u, z)Cn(x ∧ u|z)γn(u|z)dB1n(u|z),
N0F ,n(x, θ, z) :=
1
1− Bn(x|z)
∫
NF ,n(u, z) · I(x < u)γn(u|z)dB1n(u|z)
+ 2CTF ,n(θˆn) · ¨ˆL−1f,n(θˆn) ·
∂ log
(
1− F (x|θ, z))
∂θ
· I(x ≤ τ)
−
∫
NF ,n(u, z)Cn(x ∧ u|z)γn(u|z)dB1n(u|z).
In the next lemma, we show that σ2F can be estimated consistently by
σˆ2F ,n :=
1
n0
n0∑
i=1
(∫
N1F ,n(x, θˆn, zi)
2 dB1n(x|zi)−
( ∫
N1F ,n(x, θˆn, zi) dB
1
n(x|zi)
)2)
+
1
n0
n0∑
i=1
(∫
N0F ,n(x, θˆn, zi)
2 dB0n(x|zi)−
( ∫
N0F ,n(x, θˆn, zi) dB
0
n(x|zi)
)2)
.
Lemma 3.2.5. If D1–D7 hold, then we have
σˆ2F ,n = σ
2
F + op(1).
Proof. Note thatNF ,n(x, θˆn, zi)γn(x|zi) is one of the summands inN1F ,n(x, θˆn, zi).
Hence,
1
n0
n0∑
i=1
∫
N2F ,n(x, θˆn, zi)γ
2
n(x|zi) dB1n(x|zi)
is one of the summands in σˆ2F ,n and its corresponding part in σ
2
F is
1
n0
n0∑
i=1
∫
N2F(x, θn0 , zi)γ
2(x|zi) dB1(x|zi).
In the following we will show that
1
n0
n0∑
i=1
∫
N2F ,n(x, θˆn, zi)γ
2
n(x|zi) dB1n(x|zi)
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=
1
n0
n0∑
i=1
∫
N2F(x, θn0 , zi)γ
2(x|zi) dB1(x|zi) + op(1). (3.2.2)
First we write
1
n0
n0∑
i=1
∫
N2F ,n(x, θˆn, zi)γ
2
n(x|zi) dB1n(x|zi)
− 1
n0
n0∑
i=1
∫
N2F(x, θn0 , zi)γ
2(x|zi) dB1(x|zi)
=
( 1
n0
n0∑
i=1
∫
N2F ,n(x, θˆn, zi)γ
2
n(x|zi) dB1n(x|zi)
− 1
n0
n0∑
i=1
∫
N2F ,n(x, θn0 , zi)γ
2
n(x|zi) dB1n(x|zi)
)
+
1
n0
n0∑
i=1
∫
N2F ,n(x, θn0 , zi)
(
γ2n(x|zi)− γ2(x|zi)
)
dB1n(x|zi)
+
( 1
n0
n0∑
i=1
∫
N2F ,n(x, θn0 , zi)γ
2(x|zi) dB1n(x|zi)
− 1
n0
n0∑
i=1
∫
N2F(x, θn0 , zi)γ
2(x|zi) dB1(x|zi)
)
. (3.2.3)
Note that for any (x, z) ∈ (−∞, τ ]× [0, 1]d
γn(x|z) = exp
(∫ x−
−∞
1
1− Bn(u|z)dB
0
n(u|z)
)
≤ exp
(∫ x−
−∞
1
1− Bn(τ |z)dB
0
n(u|z)
)
.
Since n0 is ﬁxed, by the Glivenko-Cantelli theorem, 1−Bn(τ |·) is stochastically
bounded away from zero uniformly on [0, 1]d. Thus, the function γn is bounded
in probability. Analogously, the function γ is bounded as well. Under D7, we
have then the derivative of
1
n0
n0∑
i=1
∫
N2F ,n(x, ·, zi)γ2n(x|zi) dB1n(x|zi)
is stochastically bounded on Θ. Thus, under D1–D6, it follows from Lemma
3.2.2 that the ﬁrst term on the right-hand side of (3.2.3) is equal to op(1).
In the sequel, we show that the second term on the right-hand side of (3.2.3)
is equal to op(1) as well. Note that by deﬁnition N
2
F ,n is bounded. Hence, it
suﬃces to show that
1
n0
n0∑
i=1
∫ τ
−∞
∣∣γ2n(x|zi)− γ2(x|zi)∣∣ dB1n(x|zi) = op(1).
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By Cauchy-Schwarz’s inequality,
1
n0
n0∑
i=1
∫ τ
−∞
∣∣γ2n(x|zi)− γ2(x|zi)∣∣ dB1n(x|zi)
=
1
n0
n0∑
i=1
∫ τ
−∞
∣∣γn(x|zi)− γ(x|zi)∣∣ · ∣∣γn(x|zi) + γ(x|zi)∣∣ dB1n(x|zi)
≤ 1
n0
n0∑
i=1
∫ τ
−∞
(
γn(x|zi)− γ(x|zi)
)2
dB1n(x|zi) ·
∫ τ
−∞
(
γn(x|zi) + γ(x|zi)
)2
dB1n(x|zi).
Since γn and γ are stochastically bounded on [−∞, τ ]× [0, 1]d, thus∫ τ
−∞
(
γn(x|·) + γ(x|·)
)2
dB1n(x|·)
is stochastically bounded on [0, 1]d. It remains to bound
1
n0
n0∑
i=1
∫ τ
−∞
(
γn(x|zi)− γ(x|zi)
)2
dB1n(x|zi).
Note that by a Taylor expansion,
γn(x|z)− γ(x|z) =γ˜(x|z)
(∫ x−
−∞
1
1− Bn(u|z)dB
0
n(u|z)−
∫ x−
−∞
1
1− B(u|z)dB
0(u|z)
)
where γ˜n(x|z) lies between γn(x|z) and γ(x|z). Let Cin(z) be deﬁned as in the
proof of Lemma A.3.2, we can write then
1
n0
n0∑
i=1
∫ τ
−∞
(
γn(x|zi)− γ(x|zi)
)2
dB1n(x|zi)
=
1
n0
n0∑
i=1
n∑
j=1
γ˜2(Yj|zi)δj(zi)∆iI(Yi ≤ τ)C2jn(zi). (3.2.4)
With similar arguments as in the proof of Lemma A.3.2, it can be shown that
the last term equals to op(1). Hence, the second term on the right-hand side
of (3.2.3) is equal to op(1).
By Cauchy-Schwarz’s inequality and the boundedness of NF ,n, NF , and γ,
there exists a constant C > 0 such that the third term on the right-hand side
of (3.2.3) is stochastically bounded by
C · 1
n0
n0∑
i=1
∫ (
NF ,n(x, θn0 , zi)−NF(x, θn0 , zi)
)2
dB1n(x|zi).
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Next we show that
1
n0
n0∑
i=1
∫ (
NF ,n(x, θn0 , zi)−NF(x, θn0 , zi)
)2
dB1n(x|zi) = op(1).
Note that there exists a constant C > 0 such that
1
n0
n0∑
i=1
∫ (
NF ,n(x, θn0 , zi)−NF(x, θn0 , zi)
)2
dB1n(x|zi)
≤C · 1
n0
n0∑
i=1
∫ τ
−∞
(∫ x
−∞
γn(u|zi)dB1n(u|zi)−H(x|zi)
)2
dB1n(x|zi)
+ C · 1
n0
n0∑
i=1
∫ τ
−∞
(∫ τ
x
( ∫ u
−∞
γn(t|zi)dB1n(t|zi)− F (u|θ, zi)
)
γn(u|zi)dB1n(u|zi)
−
∫ τ
x
(
H(u|zi)− F (u|θ, zi)
)
γ(u|zi)dB1(u|zi)
)2
dB1n(x|zi). (3.2.5)
The ﬁrst term on the right-hand side of (3.2.5) is bounded by
2C · 1
n0
n0∑
i=1
∫ τ
−∞
(∫ x
−∞
γn(u|zi)dB1n(u|zi)−
∫ x
−∞
γ(u|zi)dB1n(u|zi)
)2
dB1n(x|zi)
+ 2C · 1
n0
n0∑
i=1
∫ τ
−∞
(∫ x
−∞
γ(u|zi)dB1n(u|zi)−
∫ x
−∞
γ(u|zi)dB1(u|zi)
)2
dB1n(x|zi)
≤2C · 1
n0
n0∑
i=1
∫ τ
−∞
∫ x
−∞
(
γn(u|zi)− γ(u|zi)
)2
dB1n(u|zi)dB1n(x|zi)
+ 2C · 1
n0
n0∑
i=1
∫ τ
−∞
(∫ x
−∞
γ(u|zi)d
(
B1n(u|zi)− B1(u|zi)
))2
dB1n(x|zi)
≤2C · 1
n0
n0∑
i=1
∫ τ
−∞
(
γn(u|zi)− γ(u|zi)
)2
dB1n(u|zi)
+ 2C · 1
n0
n0∑
i=1
∫ τ
−∞
(∫ x
−∞
γ(u|zi)d
(
B1n(u|zi)− B1(u|zi)
))2
dB1n(x|zi). (3.2.6)
By (3.2.4), the ﬁrst term on the right-hand side of (3.2.6) equals op(1). Anal-
ogously to (2.2.12), by Corollary A.1.2, the second term on the right-hand
side of (3.2.6) can be shown to be op(1) as well. Hence, the ﬁrst term on the
right-hand side of (3.2.5) is equal to op(1). With the same arguments, it can
be shown that the second term on the right-hand side of (3.2.5) is equal to
op(1) as well. Therefore, the third term on the right-hand side of (3.2.3) equals
op(1) and (3.2.2) holds.
With similar arguments, under D1–D7, we can show the same results for
other parts of σˆ2F ,n and σ
2
F . Consequently, the assertion follows.
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For the Model G, let CG, N1G, N0G and their estimates be deﬁned accordingly.
The variance and its estimator are deﬁned as
σ2 : =
1
n0
n0∑
i=1
1∑
r=0
∫ (
N rF(x, θn0 , zi)−N rG(x, γn0 , zi)
)2
dBr(x|zi)
− 1
n0
n0∑
i=1
1∑
r=0
(∫ (
N rF(x, θn0 , zi)−N rG(x, γn0 , zi)
)
dBr(x|zi)
)2
,
σˆ2n : =
1∑
r=0
∫ (
N rF ,n(x, θˆn, z)−N rG,n(x, γˆn, z)
)2
dQrn(x, z)
− 1
n0
n0∑
i=1
1∑
r=0
(∫ (
N rF ,n(x, θˆn, zi)−N rG,n(x, γˆn, zi)
)
dBrn(x|zi)
)2
.
Analogously to the case without censoring, Theorem 3.2.4 and Lemma 3.2.5
imply the following two theorems on the asymptotic normality of test statistic
Tn. The proofs are omitted.
Theorem 3.2.6. If D1–D7 hold then
√
n ·
(
Tn −
(
dH(F)− dH(G)
)) d−→ N (0, σ2) and σˆ2n → σ2.
Theorem 3.2.7. Let D1–D7 be satisfied.
(1) If HF holds, then √n · Tn tends to −∞ in probability.
(2) If HG holds, then √n · Tn tends to +∞ in probability.
(3) If H0 holds, then √n · Tn d−→ N (0, σ2).
If σ2 > 0 and H0 hold true, then
√
n · Tn
σˆn
d−→ N (0, 1).
The decision rules of our test are given as follows: for a given signiﬁcance
level α we will decide for the hypothesis H0, if |√n · Tn/σˆn| ≤ z1−α/2, where
zα denotes the α-quantile of a standard normal distribution. In the case of√
n · Tn/σˆn < −z1−α/2 we reject H0 in favor of HF . If
√
n · Tn/σˆn > z1−α/2,
we reject H0 in favour of HG. However, we propose to use the model with less
parameters, ever if H0 is not rejected.
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3.3 The Case with Number of Covariates Tend-
ing to Infinity
In this section, the Kaplan-Meier estimator is replaced by Beran’s estimator.
Deﬁne the weight function wni : R
d × R+ → R+ by
wni(z, h) :=
K( zi−z
h
)∑n
k=1K(
zk−z
h
)
.
where K : Rd → R+ is the kernel function and h > 0 the bandwidth. In our
setting, the Beran’s estimator is deﬁned by
HˆKMn (x|z) := 1−
∏
Y(i)≤x
(
1− wn(i)(z, h) ·∆(i)
1−∑i−1j=1wn(j)(z, h)
)
,
where Y(1) ≤ ... ≤ Y(n) are the ordered Y1, .., Yn, δ(i) and wn(i)(z, h) are the
corresponding indicator function and weight of Y(n). Further, we deﬁne the
kernel estimator for the joint distribution by
QˆKMn (x, z) :=
1
n0
n0∑
i=1
HˆKMn (x|zi) · I(zi ≤ z).
The distance dH(F) deﬁned in (3.1.2) can then be estimated by
dˆH,n(F) :=
∫ (
HˆKMn (x|z)− F (x|θˆn, z)
)2 · I(x ≤ τ) dQˆKMn (x, z).
For the class G, the estimator dˆH,n(G) is deﬁned in an analogous way. As test
statistic we take the diﬀerence of the estimated distances
Tn := dˆH,n(F)− dˆH,n(G).
For z ∈ [0, 1]d, denote the kernel estimates of the sub-distributions by
Bˆ1n(x|z) :=
n∑
i=1
wni(z, h) ·∆i · I(Yi ≤ x),
Bˆ0n(x|z) :=
n∑
i=1
wni(z, h) · (1−∆i) · I(Yi ≤ x)
and the kernel estimate for B by
Bˆn(x|z) :=
n∑
i=1
wni(z, h) · I(Yi ≤ x).
67
Note that we have
Bˆn(x|z) = Bˆ1n(x|z) + Bˆ0n(x|z).
For the consistency of the kernel estimator, let the following assumptions hold
true through out this section.
(i) The functionsH and J have bounded derivative and Hessian matrix with
respect to z. The functions ‖∂2H/∂z∂x‖ and ‖∂J/∂z∂x‖ are dominated
by Lebesgue integrable functions independent of z.
(ii) As n0 →∞, h→ 0, n−10 h−d log(n0)→ 0 and n0h2d →∞, .
(iii) Let K be a positive Lipschitz continuous function on [−1, 1]d, zero oth-
erwise. Further, for all x ∈ Rd, K(x) = K(|x|).
The assumptions on the competing models are stated as follows.
E1 For each (θ, z) ∈ Θ × [0, 1]d, the distribution F (·|θ, z) has a density
function f(·|θ, z) : R → R. The functions f(·|θ, z) and 1 − F (·|θ, z) are
strictly positive H(·|z)-a.s.
E2 The functions log f and log(1 − F ) are three times continuously diﬀer-
entiable in θ on Θ.
E3 The function log f is dominated by a B1 square integrable function in-
dependent of z. The function log(1 − F ) is dominated by a B0 square
integrable function independent of z.
E4 For each n0 ∈ N, the function Lf,n0 reaches its maximum at θn0 , which
are interior points of Θ.
E5 The functions ‖∂ log f/∂θ‖4 and ‖∂2 log f/∂θ2‖4 are dominated by B1-
integrable functions independent of z. The functions ‖∂ log(1−F )/∂θ‖4
and ‖∂2 log(1 − F )/∂θ2‖4 are dominated by B0-integrable functions in-
dependent of z.
E6 For any i, j, k ∈ {1, 2, ..., p}, the function ∂3 log f/∂θi∂θj∂θk is domi-
nated by a B1 square integrable function independent of z. The function
∂3 log(1−F )/∂θi∂θj∂θk is dominated by a B0 square integrable function
independent of z.
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E7 The function F˙ and F¨ exist and they are bounded.
E8 The function Lf,∞ has a unique maximizer on Θ at θ∗, which is an inte-
rior point of Θ. The Hessian matrix L¨f,∞(θ∗) is invertible with inverse
L¨−1f,∞(θ∗).
E9 The function ‖∂F˙ /∂z‖ is dominated by a B1 integrable function inde-
pendent of z. The functions ‖∂F/∂z‖ and ‖∂2 log f/∂z∂θ‖ are domi-
nated by B1 square integrable functions independent of z. The function
‖∂2 log(1− F )/∂z∂θ‖ is dominated by a B0 square integrable functions
independent of z.
The following two lemmas can be shown analogously to Lemma A.2.7 and
Lemma A.2.8. The proofs are omitted.
Lemma 3.3.1. For each r ∈ {0, 1}, let the function ψr : R × [0, 1]d → R be
an Br square integrable function independent of z, then
1∑
r=0
∫
ψr(x, z)dQ
r
n(x, z) =
1∑
r=0
∫
ψr(x, z)dQ
r(x, z) + op(1).
Lemma 3.3.2. For each r ∈ {0, 1}, let (ψrn)n∈m·N, (ψ˜rn)n∈m·N : R×[0, 1]d → R
be two sequence of functions. Assume that there exists a constant δ > 0, such
that for any r ∈ {0, 1} and n ∈ m · N, |ψrn|2+δ, |ψ˜rn|2+δ and ‖∂ψrn/∂z‖2 are
dominated by the same Br integrable function independent of z. Define for
n ∈ m · N
σ2n :=
1
n
n∑
i=1
1∑
r=0
∫ (
ψrn(x, zi) + ψ˜rn(x, zi)
)2
dBr(x|zi)
− 1
n
n∑
i=1
1∑
r=0
(∫ (
ψrn(x, zi) + ψ˜rn(x, zi)
)
dBr(x|zi)
)2
.
If there exists a constant σ such that σ2n → σ2, then
√
n ·
1∑
r=0
∫
ψrn(x, z)d
(
Qˆrn(x, z)− E[Qˆrn(x, z)]
)
+
√
n ·
1∑
r=0
∫
ψ˜rn(x, z)d
(
Qrn(x, z)− E[Qrn(x, z)]
)→ N(0, σ2).
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Analogously to the case without censoring, based on Lemma 3.3.1 and
Lemma 3.3.2, the asymptotic behavior of the maximum likelihood estimator
can be stated as follows. The proofs are omitted.
Lemma 3.3.3. If E1–E3, E5 and E8 hold, then ‖θˆn − θ∗‖ = op(1).
Lemma 3.3.4. If E1–E5 and E8 hold, then ‖θn0 − θ∗‖ = o(1).
Corollary 3.3.5. If E1–E5 and E8 hold, then ‖θˆn − θn0‖ = op(1).
Lemma 3.3.6. If E1–E6 and E8 hold, then
√
n · ‖θˆn − θn0‖ = Op(1),
√
n · ∥∥θˆn − θn0 + L¨−1f,∞(θ∗) · ˙ˆLf,n(θn0)∥∥ = op(1).
In order to state the main theorems we introduce the functions CF : Θ →
R
p, and NF : R×Θ× [0, 1]d → R with
CF(θ) :=
∫ (
H(x|z)− F (x|θ, z)) · F˙ (x|θ, z) · I(x ≤ τ) dQ(x, z),
NF(x, θ, z) :=
(
H(x|z)− F (x|θ, z))2 · I(x ≤ τ)
+ 2
∫ τ
x
(
H(u|z)− F (u|θ, z))dH(u|z) · I(x ≤ τ).
For each n ∈ m · N we deﬁne γn, Cn : (−∞, τB] × [0, 1]d → R and NF ,n :
R×Θ× [0, 1]d → R with
γn(x|z) := exp
∫ x−
−∞
1
1− E[Bˆn(u|z)]dE
[
Bˆ0n(u|z)
]
,
Cn(x|z) :=
∫ x−
−∞
1(
1− E[Bˆn(u|z)])2dE
[
Bˆ0n(u|z)
]
,
NF ,n(x, θ, z) :=
(∫ x
−∞
γn(u|z)dE[Bˆ1n(u|z)]− F (x|θ, z)
)2
· I(x ≤ τ)
+ 2
∫ τ
x
(∫ u
−∞
γn(t|z)dE[Bˆ1n(t|z)]− F (u|θ, z)
)
γn(u|z) dE[Bˆ1n(u|z)] · I(x ≤ τ).
Further we denote N1F ,n, N
0
F ,n, N
1
F , N
0
F : (−∞, τB]×Θ× [0, 1]d → R with
N1F ,n(x, θ, z) :=NF ,n(x, θ, z)γn(x|z) + 2CTF (θ∗) · L¨−1f,∞(θ∗) ·
∂ log f(x|θ, z)
∂θ
· I(x ≤ τ)
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−
∫
NF ,n(u, θ, z)Cn(x ∧ u|z)γn(u|z)dE
[
Bˆ1n(u|z)
]
,
N0F ,n(x, θ, z) :=
1
1− E[Bˆn(x|z)]
∫
I(x < u) ·NF ,n(u, θ, z)γn(u|z)dE
[
Bˆ1n(u|z)
]
+ 2CTF (θ∗) · L¨−1f,∞(θ∗) ·
∂ log
(
1− F (x|θ, z))
∂θ
· I(x ≤ τ)
−
∫
NF ,n(u, θ, z)Cn(x ∧ u|z)γn(u|z)dE
[
Bˆ1n(u|z)
]
,
N1F(x, θ, z) :=NF(x, θ, z)γ(x|z) + 2CTF (θ∗) · L¨−1f,∞(θ∗) ·
∂ log f(x|θ, z)
∂θ
· I(x ≤ τ)
−
∫
NF(u, θ, z)C(x ∧ u|z)dH(u|z),
N0F(x, θ, z) :=
1
1− B(x|z)
∫
I(x < u) ·NF(u, θ, z)dH(u|z)
+ 2CTF (θ∗) · L¨−1f,∞(θ∗) ·
∂ log
(
1− F (x|θ, z))
∂θ
· I(x ≤ τ)
−
∫
NF(u, θ, z)C(x ∧ u|z)dH(u|z).
Denote the two constant dH,n(F) and σ2F as
dH,n(F) :=
∫ (∫ x
−∞
γn(u|z)dE[Bˆ1n(u|z)]−F (x|θn0 , z)
)2
γn(x|z)·I(x ≤ τ)dE[Qˆ1n(x, z)],
σ2F :=
∫ (∫
N1F(x, θ∗, z)
2 dB1(x|z)− ( ∫ N1F(x, θ∗, z) dB1(x|z))2)dz
+
∫ (∫
N0F(x, θ∗, z)
2 dB0(x|z)− ( ∫ N0F(x, θ∗, z) dB0(x|z))2)dz.
Theorem 3.3.7. Let E1–E9 be satisfied, then we have
√
n · (dˆH,n(F)− dH,n(F)) d−→ N (0, σ2F),
and
dH,n(F)→ dH(F).
Proof. Note that we can write
Hˆn(x|z)− F (x|θˆn, z) =
(
Hˆn(x|z)−
∫ x
−∞
γn(u|z)dE[Bˆ1n(u|z)]
)
+
(∫ x
−∞
γn(u|z)dE[Bˆ1n(u|z)]− F (x|θn0 , z)
)
− (F (x|θˆn, z)− F (x|θn0 , z)).
71
Analogously to Theorem 3.2.4, under E1–E9, based on Lemma 3.3.3, Lemma
3.3.6, Lemma A.4.3, Lemma A.4.4 and Lemma A.4.7, we can show
√
n · dˆH,n(F) =
√
n ·
∫
NF ,n(x, θn0 , z) dQˆ
KM
n (x, z) + 2C
T
F (θ∗) · L¨−1f,∞(θ∗) · ˙ˆLf,n(θn0)
− 2√n · 1
n0
n0∑
i=1
∫ τ
−∞
∫ τ
x
(∫ u
−∞
γn(t|zi)dE[Bˆ1n(t|zi)]− F (u|θ, zi)
)
× γn(u|zi)dE[Bˆ1n(u|zi)]γn(x|zi) dE[Bˆ1n(x|zi)] + op(1)
and
dH,n(F) =
∫
NF ,n(x, θn0 , z)γn(x|z) dE[Qˆ1n(x, z)] + 2CTF (θ∗) · L¨−1f,∞(θ∗) · L˙f,n0(θn0)
− 2 · 1
n0
n0∑
i=1
∫ τ
−∞
∫ τ
x
(∫ u
−∞
γn(t|zi)dE[Bˆ1n(t|zi)]− F (u|θ, zi)
)
× γn(u|zi)dE[Bˆ1n(u|zi)]γn(x|zi) dE[Bˆ1n(x|zi)] + op(1).
Consequently, we can write
√
n · (dˆH,n(F)− dH,n(F))
=
√
n ·
∫
NF ,n(x, θn0 , z) dQˆ
KM
n (x, z)−
√
n ·
∫
NF ,n(x, θn0 , z)γn(x|z) dE[Qˆ1n(x, z)] + op(1)
+ 2
√
n · CTF (θ∗) · L¨−1f,∞(θ∗) ·
∫
∂ log f(x|θn0 , z)
∂θ
· I(x ≤ τ)d(Q1n(x, z)− E[Q1n(x, z)])
+ 2
√
n · CTF (θ∗) · L¨−1f,∞(θ∗) ·
∫
∂ log
(
1− F (x|θn0 , z)
)
∂θ
· I(x ≤ τ)d(Q0n(x, z)− E[Q0n(x, z)]).
By Lemma A.4.2 with ψn(x, z) = NF ,n(x, θn0 , z) and similar arguments as in
(3.2.1), we have that
√
n ·
∫
NF ,n(x, θn0 , z) dQˆ
KM
n (x, z)−
√
n ·
∫
NF ,n(x, θn0 , z)γn(x|z) dE[Qˆ1n(x, z)]
=
√
n ·
∫
NF ,n(x, θn0 , z)γn(x|z) d
(
Qˆ1n(x, z)− E[Qˆ1n(x, z)]
)
−√n ·
∫ ∫
NF ,n(u, θn0 , z)Cn(x ∧ u|z)γn(u|z)dE
[
Bˆ1n(u|z)
]
d
(
Qˆ1n(x, z)− E[Qˆ1n(x, z)]
)
+
√
n ·
∫ ∫
I(x < u) ·NF ,n(u, θn0 , z)γn(u|z)
1− E[Bˆn(x|z)] dE
[
Bˆ1n(u|z)
]
d
(
Qˆ0n(x, z)− E[Qˆ0n(x, z)]
)
−√n ·
∫ ∫
NF ,n(u, θn0 , z)Cn(x ∧ u|z)γn(u|z)dE
[
Bˆ1n(u|z)
]
d
(
Qˆ0n(x, z)− E[Qˆ0n(x, z)]
)
.
(3.3.1)
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In the sequel, we show that
√
n ·
∫
NF ,n(x, θn0 , z)γn(x|z) d
(
Qˆ1n(x, z)− E[Qˆ1n(x, z)]
)
=
√
n ·
∫
NF(x, θn0 , z)γ(x|z) d
(
Qˆ1n(x, z)− E[Qˆ1n(x, z)]
)
+ op(1). (3.3.2)
Note that we have
∣∣NF ,n(x, θn0 , z)γn(x|z)−NF(x, θn0 , z)γ(x|z)∣∣
≤∣∣NF ,n(x, θn0 , z)(γn(x|z)− γ(x|z))+ (NF ,n(x, θn0 , z)−NF(x, θn0 , z))γ(x|z)∣∣
≤∣∣NF ,n(x, θn0 , z)∣∣ · ∣∣γn(x|z)− γ(x|z)∣∣+ ∣∣NF ,n(x, θn0 , z)−NF(x, θn0 , z)∣∣ · ∣∣γ(x|z)∣∣.
Analogously to (2.3.5), by Lemma A.4.6, there exists a constant C > 0, such
that for all (x, z) ∈ (−∞, τ ]× [0, 1]d,
∣∣NF ,n(x, θn0 , z)−NF(x, θn0 , z)∣∣ ≤ Ch.
Therefore, by Lemma A.4.5 and the boundedness of NF ,n and γ(x|z), there
exists a constant C > 0, such that for all (x, z) ∈ (−∞, τ ]× [0, 1]d,
∣∣NF ,n(x, θn0 , z)γn(x|z)−NF(x, θn0 , z)γ(x|z)∣∣ ≤ Ch. (3.3.3)
Hence, analogously to (2.3.6), Equality (3.3.2) holds. With the same argu-
ments, it can be shown that
−√n ·
∫ ∫
NF ,n(u, θn0 , z)Cn(x ∧ u|z)γn(u|z)dE
[
Bˆ1n(u|z)
]
d
(
Qˆ1n(x, z)− E[Qˆ1n(x, z)]
)
+
√
n ·
∫ ∫
I(x < u) ·NF ,n(u, θn0 , z)γn(u|z)
1− E[Bˆn(x|z)] dE
[
Bˆ1n(u|z)
]
d
(
Qˆ0n(x, z)− E[Qˆ0n(x, z)]
)
−√n ·
∫ ∫
NF ,n(u, θn0 , z)Cn(x ∧ u|z)γn(u|z)dE
[
Bˆ1n(u|z)
]
d
(
Qˆ0n(x, z)− E[Qˆ0n(x, z)]
)
=−√n ·
∫ ∫
NF(u, θn0 , z)C(x ∧ u|z)dH(u|z)d
(
Qˆ1n(x, z)− E[Qˆ1n(x, z)]
)
+
√
n ·
∫ ∫
I(x < u) ·NF(u, θn0 , z)
1− B(x|z) dH(u|z) d
(
Qˆ0n(x, z)− E[Qˆ0n(x, z)]
)
−√n ·
∫ ∫
NF(u, θn0 , z)C(x ∧ u|z)dH(u|z)d
(
Qˆ0n(x, z)− E[Qˆ0n(x, z)]
)
+ op(1).
Consequently, we get
√
n · (dˆH,n(F)− dH,n(F))
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=
√
n ·
∫
NF(x, θn0 , z)γ(x|z) d
(
Qˆ1n(x, z)− E[Qˆ1n(x, z)]
)
−√n ·
∫ ∫
NF(u, θn0 , z)C(x ∧ u|z)dH(u|z)d
(
Qˆ1n(x, z)− E[Qˆ1n(x, z)]
)
+
√
n ·
∫ ∫
I(x < u) ·NF(u, θn0 , z)
1− B(x|z) dH(u|z) d
(
Qˆ0n(x, z)− E[Qˆ0n(x, z)]
)
−√n ·
∫ ∫
NF(u, θn0 , z)C(x ∧ u|z)dH(u|z)d
(
Qˆ0n(x, z)− E[Qˆ0n(x, z)]
)
+ 2
√
n · CTF (θ∗) · L¨−1f,∞(θ∗) ·
∫
∂ log f(x|θn0 , z)
∂θ
· I(x ≤ τ)d(Q1n(x, z)− E[Q1n(x, z)])
+ 2
√
n · CTF (θ∗) · L¨−1f,∞(θ∗) ·
∫
∂ log
(
1− F (x|θn0 , z)
)
∂θ
· I(x ≤ τ)d(Q0n(x, z)− E[Q0n(x, z)])
+ op(1).
Next we show that the conditions of the Lemma 3.3.2 are fulﬁlled, with
ψ1n(x, z) = NF(x, θn0 , z)γ(x|z) +
∫
NF(u, θn0 , z)C(x ∧ u|z)dH(u|z),
ψ0n(x, z) =
1
1− B(x|z)
∫
I(x < u) ·NF(u, θn0 , z)dH(u|z)
+
∫
NF(u, θn0 , z)C(x ∧ u|z)dH(u|z),
ψ˜1n(x, z) = 2
√
n · CTF (θ∗) · L¨−1f,∞(θ∗) ·
∂ log f(x|θn0 , z)
∂θ
· I(x ≤ τ),
ψ˜0n(x, z) = 2
√
n · CTF (θ∗) · L¨−1f,∞(θ∗) ·
∂ log
(
1− F (x|θn0 , z)
)
∂θ
· I(x ≤ τ).
By deﬁnition the functions ψ1n, ψ0n, ψ˜1n and ψ˜0n are all bounded on (−∞, τ ]×
[0, 1]d.
Further note that
NF(x, θn0 , z)
∂z
=
(
H(x|z)− F (x|θn0 , z)
)(∂H(x|z)
∂z
− ∂F (x|θn0 , z)
∂z
)
· I(x ≤ τ)
+ 2
∫ τ
x
(∂H(x|z)
∂z
− ∂F (x|θn0 , z)
∂z
)
dH(u|z) · I(x ≤ τ)
+ 2
∫ τ
x
(
H(x|z)− F (x|θn0 , z)
)∂2H(u|z)
∂z∂u
du · I(x ≤ τ),
γ(x|z)
∂z
=− 1(
1− J(x|z))2 ·
∂J(x|z)
∂z
(3.3.4)
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and the derivative of
∫
NF(u, θn0 , z)C(x ∧ u|z)dH(u|z) with respect to z can
be written as∫
∂NF(u, θn0 , z)
∂z
C(x ∧ u|z)dH(u|z) +
∫
NF(u, θn0 , z)
∂C(x ∧ u|z)
∂z
dH(u|z)
+
∫
NF(u, θn0 , z)C(x ∧ u|z)
∂2H(u|z)
∂z∂u
du
where
∂C(x ∧ u|z)
∂z
=−
∫
I(t < x ∧ u)(
1− B(t|z))3
∂B(t|z)
∂z
dB0(t|z)
−
∫
I(t < x ∧ u)(
1− B(t|z))2
∂H(t|z)
∂z
dJ(t|z)
+
∫
I(t < x ∧ u)(1−H(t|z))(
1− B(t|z))2
∂2J(t|z)
∂z∂t
dt.
Hence, under E9 and Assumption (i), there exists a constant C > 0 such that∥∥∥ψ1n(x, z)
∂z
∥∥∥ ≤C · (1 + ∥∥∥∂F (x|θn0 , z)
∂z
∥∥∥) · I(x ≤ τ).
Thus, under E9 the derivative of for any n ∈ m·N, the functions ‖ψ1n(x, z)/∂z‖2
are dominated by the same B1 integrable function. With the same arguments,
we can show for any n ∈ m · N, the function ‖ψ0n(x, z)/∂z‖2 with n ∈ m · N
are dominated by the same B0 integrable function.
Further, we note that for r ∈ {0, 1}
N rF(x, θn0 , zi) = ψrn(x, z) + ψ˜rn(x, z),
und∥∥∥∂N1F(x, θ, zi)2
∂θ
∥∥∥ =|N1F(x, θ, zi)| · ∥∥∥∂N1F(x, θ, zi)∂θ
∥∥∥
≤C ·
(
1 +
∥∥∥∂ log f(x|θ, z)
∂θ
∥∥∥) · (1 + ∥∥∥∂2 log f(x|θ, z)
∂θ2
∥∥∥)∥∥∥∂N0F(x, θ, zi)2
∂θ
∥∥∥ =|N0F(x, θ, zi)| · ∥∥∥∂N0F(x, θ, zi)∂θ
∥∥∥
≤C ·
(
1 +
∥∥∥∂ log
(
1− F (x|θ, z))
∂θ
∥∥∥) · (1 + ∥∥∥∂2 log
(
1− F (x|θ, z))
∂θ2
∥∥∥).
Thus, under E5 and D7, the function
1
n
n∑
i=1
(∫
N1F(x, ·, zi)2 dB1(x|zi)−
( ∫
N1F(x, ·, zi) dB1(x|zi)
)2)
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+
1
n
n∑
i=1
(∫
N0F(x, ·, zi)2 dB0(x|zi)−
( ∫
N0F(x, ·, zi) dB0(x|zi)
)2)
has a bounded derivative with respect to θ on Θ. Hence, it follows from Lemma
3.3.4 that
1
n
n∑
i=1
(∫
N1F(x, θn0 , zi)
2 dB1(x|zi)−
( ∫
N1F(x, θn0 , zi) dB
1(x|zi)
)2)
+
1
n
n∑
i=1
(∫
N0F(x, θn0 , zi)
2 dB0(x|zi)−
( ∫
N0F(x, θn0 , zi) dB
0(x|zi)
)2)→ σ2F .
Therefore, the ﬁrst part of the assertion follows from Lemma 3.3.2
Based on Lemma A.4.6, the second part of the assertion can be shown
analogously as in Theorem 2.3.5.
For the estimation of the variance σ2F , we deﬁne for each n ∈ m ·N, γˆn, Cˆn :
(−∞, τB]× [0, 1]d → R, CˆF ,n : Θ→ Rp and NF ,n : R×Θ× [0, 1]d → R with
γˆn(x|z) := exp
∫ x−
−∞
1
1− Bˆn(u|z)
dBˆ0n(u|z),
Cˆn(x|z) :=
∫ x−
−∞
1(
1− Bˆn(u|z)
)2dBˆ0n(u|z),
CˆF ,n(θ) =
∫ (∫ x
−∞
γˆn(u|z)dBˆ1n(u|z)−F (x|θ, z)
)
F˙ (x|θ, z)γˆn(x|z)I(x ≤ τ)dQˆ1n(x, z),
NˆF ,n(x, θ, z) :=
(∫ x
−∞
γˆn(u|z)dBˆ1n(u|z)− F (x|θ, z)
)2
· I(x ≤ τ)
+ 2
∫ τ
x
(∫ u
−∞
γˆn(t|z)dBˆ1n(t|z)− F (u|θ, z)
)
γˆn(u|z)dBˆ1n(u|z) · I(x ≤ τ).
Further we denote Nˆ1F ,n, Nˆ
0
F ,n : (−∞, τB]×Θ× [0, 1]d → R with
Nˆ1F ,n(x, θ, z) :=NˆF ,n(u, θ, z)γˆn(x|z) + 2CTF ,n(θˆn) · ¨ˆL−1f,n(θˆn) ·
∂ log f(x|θ, z)
∂θ
· I(x ≤ τ)
−
∫
NˆF ,n(u, θ, z)Cˆn(x ∧ u|z)γn(u|z)dBˆ1n(u|z),
Nˆ0F ,n(x, θ, z) :=
1
1− Bˆn(x|z)
∫
I(x < u) · NˆF ,n(u, θ, z)γˆn(u|z)dBˆ1n(u|z)
+ 2CTF ,n(θˆn) · ¨ˆL−1f,n(θˆn) ·
∂ log
(
1− F (x|θ, z))
∂θ
· I(x ≤ τ)
−
∫
NˆF ,n(u, θ, z)Cˆn(x ∧ u|z)γˆn(u|z)dBˆ1n(u|z).
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In the next lemma, we show that σ2F can be consistently estimated by
σˆ2F ,n :=
1
n0
n0∑
i=1
(∫
Nˆ1F ,n(x, θˆn, zi)
2 dBˆ1n(x|zi)−
( ∫
Nˆ1F ,n(x, θˆn, zi) dBˆ
1
n(x|zi)
)2)
+
1
n0
n0∑
i=1
(∫
Nˆ0F ,n(x, θˆn, zi)
2 dBˆ0n(x|zi)−
( ∫
Nˆ0F ,n(x, θˆn, zi) dBˆ
0
n(x|zi)
)2)
.
Lemma 3.3.8. If E1–E9 hold, then we have
σˆ2F ,n = σ
2
F + op(1).
Proof. As in the proof of the Lemma 3.2.5, we show that
1
n0
n0∑
i=1
∫
Nˆ2F ,n(x, θˆn, zi) · γˆ2n(x|zi) dBˆ1n(x|zi)
=
1
n0
n0∑
i=1
∫
N2F(x, θ∗, zi) · γ2(x|zi) dB1(x|zi) + op(1). (3.3.5)
First we write
1
n0
n0∑
i=1
∫
Nˆ2F ,n(x, θˆn, zi) · γˆ2n(x|zi) dBˆ1n(x|zi)
− 1
n0
n0∑
i=1
∫
N2F(x, θ∗, zi) · γ2(x|zi) dB1(x|zi)
=
( 1
n0
n0∑
i=1
∫
Nˆ2F ,n(x, θˆn, zi) · γˆ2n(x|zi) dBˆ1n(x|zi)
− 1
n0
n0∑
i=1
∫
N2F ,n(x, θ∗, zi) · γ2n(x|zi) dE[Bˆ1n(x|zi)]
)
+
( 1
n0
n0∑
i=1
∫
N2F ,n(x, θ∗, zi) · γ2n(x|zi) dE[Bˆ1n(x|zi)]
− 1
n0
n0∑
i=1
∫
N2F(x, θ∗, zi) · γ2(x|zi) dE[Bˆ1n(x|zi)]
)
+
( 1
n0
n0∑
i=1
∫
N2F(x, θ∗, zi) · γ2(x|zi) dE[Bˆ1n(x|zi)]
− 1
n0
n0∑
i=1
∫
N2F(x, θ∗, zi) · γ2(x|zi) dB1(x|zi)
)
=:σ1n + σ2n + σ3n.
77
Analogously to Lemma 3.2.5, under E1–E8, it can be shown under Lemma
3.3.3 and Corollary A.2.10 that σ1n = op(1). By (3.3.3), we obtain σ2n = o(1).
Further, by (3.3.4), under E9 the derivative of the functionN2F ·γ2 with respect
to z is dominated by B1 integrable function. Thus, with the same arguments
used in Lemma A.2.12, it can be shown that σ3n = o(1). Hence, (3.3.5) holds.
By the convergence of Riemann sum we get under E3 and E5,
1
n0
n0∑
i=1
∫
Nˆ2F ,n(x, θˆn, zi) · γˆ2n(x|zi) dBˆ1n(x|zi)
=
∫ ∫
N2F(x, θ∗, z) · γ2(x|z) dB1(x|z)dz + op(1)
With the same arguments, similar results can be shown under E1-E9 for other
terms of σˆ2F ,n and σ
2
F .
For the Model G, let CG, N1G, N0G and their estimates be deﬁned accordingly.
The variance and its estimator are deﬁned as
σ2 : =
1∑
r=0
∫ ∫ (
N rF(x, θ∗, z)−N rG(x, γ∗, z)
)2
dBr(x|z)dz
−
1∑
r=0
∫ (∫ (
N rF(x, θ∗, z)−N rG(x, γ∗, z)
)
dBr(x|z)
)2
dz,
σˆ2n : =
1∑
r=0
∫ (
Nˆ rF ,n(x, θˆn, z)− Nˆ rG,n(x, γˆn, z)
)2
dQˆrn(x, z)
− 1
n0
n0∑
i=1
1∑
r=0
(∫ (
Nˆ rF ,n(x, θˆn, zi)− Nˆ rG,n(x, γˆn, zi)
)
dBˆrn(x|zi)
)2
.
Analogously to the case without censoring, Theorem 3.3.7 and Lemma 3.3.8
imply the following two theorems on the asymptotic normality of test statistic
Tn. The proofs are omitted.
Theorem 3.3.9. If E1–E9 hold then
√
n ·
(
Tn −
(
dH,n(F)− dH,n(G)
)) d−→ N (0, σ2) and σˆ2n → σ2.
Theorem 3.3.10. Let E1–E9 be satisfied.
(1) If HF holds, then √n · Tn tends to −∞ in probability.
(2) If HG holds, then √n · Tn tends to +∞ in probability.
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(3) If H0 holds and √n · (dH,n(F)− dH,n(G)) = o(1), then
√
n · Tn d−→ N (0, σ2).
For the case d = 1 the following lemma can be shown analogously to Lemma
2.3.9 by Lemma A.4.6 . The proof is omitted.
Lemma 3.3.11. If d = 1, n0h
4 → 0 and the function
∥∥∥ ∫ ∂ log f(x|θ∗, ·)
∂θ
· (1− J(x|·)) · ∂2H(x|·)
∂z∂x
dx
+
∫
∂ log
(
1− F (x|θ∗, ·)
)
∂θ
· (1−H(x|·)) · ∂2J(x|·)
∂z∂x
dx
∥∥∥
is bounded on [0, 1], then under E1–E6, E8 and E9,
√
n · dH,n(F) =
√
n · dH(F) + o(1).
The decision rule of the test for the case d = 1 can then be formulated as
in the case with ﬁxed n0 and m → ∞ in Section 2.3. For a given signiﬁcance
level α, we will decide for the hypothesis H0, if |√n · Tn/σˆn| ≤ z1−α/2, where
zα denotes the α-quantile of a standard normal distribution. In the case of√
n · Tn/σˆn < −z1−α/2 we reject H0 in favor of HF . If
√
n · Tn/σˆn > z1−α/2, we
reject H0 in favour of HG.
For the case d > 1, the Equality
√
n · ‖θ∗ − θn0‖ = o(1) does not hold in
general. A one-sided test can then be carried out with
H0a : dH(F)− dH(G) < a
against
H1a : dH(F)− dH(G) ≥ a,
where a is a constant. Given a signiﬁcance level α, we reject the hypothesis
H0a in favour of H1a, in the case of
√
n · (Tn − a)/σˆn > z1−α, otherwise H0a will
be accepted.
Chapter 4
Case Study
In the framework of a collaboration with the Institute of Design and Production
in Precision Engineering at the University of Stuttgart endurance tests on DC
motors (12V-motor type) with brushes were run under the predetermined load
levels of 2.5, 3.75, 5, 6.25, 7.5 mNm, see Bobrowski et al.(2015) for details. For
each load level m = 16 lifetimes were observed. By transforming the load
levels linearly on to [0, 1], the values become 0.2, 0.4, 0.6, 0.8 and 1.
In this chapter, we apply our test to this data set. The model class F is set
to be the family of Weibull distributions with constant shape parameter and
scale parameter as a linear function of z, i.e.
F (x|a0, b0, b1, z) =

1− exp
(− (x/(b0 + b1z))a0) if x ≥ 0
0 if x < 0
and
F := {F (x|a0, b0, b1, z) : a0, b0, b0 + b1 > 0, z ∈ [0, 1]}.
The class G consists of Weibull distributions with constant scale parameter
and shape parameter as a linear function of z, i.e.
G(x|c0, c1, d0, z) =

1− exp
(− (x/d0)(c0+c1z)) if x ≥ 0
0 if x < 0
and
G := {G(x|c0, c1, d0, z) : c0, d0, c0 + c1 > 0, z ∈ [0, 1]}.
The compactness of the parameter sets Θ and Γ can be realized by assumptions
like ǫ1 ≤ a0 ≤ ǫ2 and ǫ1 ≤ a0 + a1 ≤ ǫ2 for suitable constants ǫ1, ǫ2 > 0.
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Figure 4.1: The red solid and the blue dashed curves are ﬁtted Weilbull distri-
butions from class F and G, respectively. The green solid curves with points
represent the empirical distribution function.
However, this is not a real restriction for practical applications. Note that
with the above settings, all necessary conditions for the test are satisﬁed.
Since m = 16 and n0 = 5, empirical distribution functions are used in the
test. The calculated p-value for the test statistic
√
n · Tn/σˆn is approximately
0.001. Therefore, the null hypothesis is rejected in favour of model F , i.e. it is
preferred to model the shape parameter as a constant and the scale parameter
as a linear function of the load level rather than the other way round.
In Figure 4.1 the empirical distributions and the ﬁtted distribution functions
are shown for load levels 2.5 and 7.5 mNm. It can be seen that the empirical
distributions and the solid lines of the Weibull distributions ﬁtted from class
F are close to each other, whereas the dotted lines of distributions ﬁtted from
class G show bad coincidence.
Chapter 5
Simulation Studies
In this chapter we report some Monte Carlo simulation results to evaluate the
performance of the proposed model selection tests with moderate sample size.
In Section 5.1 the performance of the test is shown comparing the two Weibull
model classes as deﬁned in the case study. Section 5.2 deals with an example
with two dimensional covariate.
The simulations are conducted as follows. For diﬀerent combinations of m,
n0, 1000 samples are generated. If m is large we used the empirical function in
the test statistic Tn and the estimator for variance σˆn (as in the case m→∞,
n0 ﬁxed). For the case with large n0, the kernel estimator with uniform kernel
function K(x) = 1
2
· I(|x| ≤ 1) for the ﬁrst simulation and
K(x1, x2) =
1
4
· I(|x1| ≤ 1) · I(|x2| ≤ 1)
for the second simulation is plugged in (as in the case n0 →∞, m ﬁxed). For
the bandwidth, the minimizer of the function
1
n(n− 1)
n∑
i=1
n∑
j 6=i
(
I(Xi ≤ Xj)− Hˆ−i(Xj|zi)
)2
with respect to h is used as proposed in Li et al.(2013), where Hˆ−i(·|zi) is the
leave-one-out kernel estimator of H(·|zi).
We also give the results for the case if one of the model classes has to be
chosen. In this case the sign of test statistic is indicative. If the sign is negative,
model F should be chosen, otherwise G. In this case, our test can be seen as
a model selection procedure.
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5.1 Comparing Two Weibull Classes
In this simulation, we assume that the covariate is one dimensional (d = 1).
The competing model classes are the ones deﬁned in the case study (Chapter
4). The underlying distribution H is set to be Weibull distribution function
with shape parameter (1−p) · 2.26+p · (2− 1.5z) and scale parameter (1−p) ·
(3563 − 2284z) + p · 2485 for 0 ≤ p ≤ 1. Note that for p = 0 the distribution
H lies in the class F , for p = 1 the distribution H lies in the class G and
for 0 < p < 1 the distribution H lies neither in F nor in G. The underlying
distribution H was chosen in the way that the simulated data set lies in the
similar region as the motor data from the case study.
Tests are conducted for p = 0, 0.5, 1 with a moderate data size (n = 200).
While test decisions are made using the asymptotic critical values as described
in Chapter 2. In Table 5.1 and Table 5.2 the percentages of rejection of H0 in
favour of model class F or G at signiﬁcance levels α = 0.1, 0.2 along with the
test decisions by the sign of test statistic are recorded. In Table 5.1 empirical
distribution functions are used, while the kernel estimators for distribution
functions are used in Table 5.2. The test performs very well for the case p = 0,
m→∞ α = 0.1 α = 0.2 sign
p n0 m F G F G F G
0 20 10 100 0 100 0 100 0
10 20 100 0 100 0 100 0
0.5 20 10 36.2 0 59.2 0.2 97.3 2.7
10 20 29.0 0.1 53.0 0.2 96.9 3.1
1 20 10 0 83.9 0 92.3 0.2 99.8
10 20 0 93.5 0 95.9 0 100
Table 5.1: Performance of the test comparing two Weibull classes (d = 1) with
empirical distribution functions.
while for the case p = 1 the test is not as good as for the case p = 0. The
reason is that if p = 1, the scale parameter of the function H equals 2− 1.5z,
which changes slowly with respect to z. Thus, it can also be estimated well
by a constant scale parameter. However, if p = 0, the shape parameter of the
function H equals 3563−2284z, which can not be estimated well by a constant.
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n0 →∞ α = 0.1 α = 0.2 sign
p n0 m F G F G F G
0 200 1 98.2 0 99.4 0 99.9 0.1
50 4 98.8 0 99.9 0 100 0
20 10 98.5 0 99.0 0 99.9 0.1
10 20 99.2 0 99.7 0 100 0
0.5 200 1 9.1 0 23.6 0.1 85.3 14.7
50 4 9.5 0 22.9 0.5 86.8 13.2
20 10 10.8 0 26.3 0.2 89.0 11.0
10 20 9.6 0.1 26.5 0.3 86.8 13.4
1 200 1 0 61.0 0 72.9 2.2 97.8
50 4 0 66.1 0 77.2 1.0 99.0
20 10 0 69.8 0 79.5 1.2 98.8
10 20 0 74.7 0 81.3 1.0 99.0
Table 5.2: Performance of the test comparing two Weibull classes (d = 1) with
kernel estimators for distribution functions.
The combination of m and n0 seems to have little inﬂuence on the outcome.
However, if n0 is large, the empirical distribution function should be preferred
in the test, since Table 5.1 shows a better performance of the test than Table
5.2 for the cases n0 = 20 and m = 10 or n0 = 10 and m = 20. In all cases the
sign of Tn is a very good indicator if one of the models has to be chosen.
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5.2 Comparing Two Weibull Classes with Two
Dimensional Covariate
In this simulation, we assume that the covariate z := (z0, z1) ∈ [0, 1]2 is two
dimensional. The class F is set to be a family of Weibull distributions with
shape parameter as linear function of the ﬁrst covariate and scale parameter
as linear function of the second covariate, i.e.
F (x|a0, a1, b0, b1, z) =


1− exp
(
− (x/(b0 + b1z1))a0+a1z0) if x ≥ 0
0 if x < 0
and
F := {F (x|a0, a1, b0, b1, z) : a0, b0, a0 + a1, b0 + b1 > 0, z ∈ [0, 1]2}.
The class G consists of Weibull distributions with shape parameter as linear
function of the second covariate and scale parameter as linear function of the
ﬁrst covariate, i.e.
G(x|c0, c1, d0, d1, z) =


1− exp
(
− (x/(d0 + d1z0))(c0+c1z1)) if x ≥ 0
0 if x < 0
and
G := {G(x|c0, c1, d0, d1, z) : c0, d0, c0 + c1, d0 + d1 > 0, z ∈ [0, 1]2}.
For the compactness of the parameter sets see the remark in the case study.
The underlying distribution H is assumed to be a Weibull distribution with
shape parameter 0.2+(1−p)·z0+p·z1 and scale parameter 0.2+p·z0+(1−p)·z1
for 0 ≤ p ≤ 1. Again for p = 0 the distribution H lies in the model F , for
p = 1 the distribution H lies in the model G and for 0 < p < 1 the distribution
H lies neither in F nor in G.
The simulations are conducted with n = 100 in the same way as in Section
5.1. However, since d = 2, one-sided tests are conducted. The results are
shown for the case p = 0, 0.5, 1.
In Table 5.3 the empirical distribution functions are used, while in Table
5.4 the kernel estimators for the distribution functions are used with the band-
width h calculated by the cross-validation method proposed Li et al.(2013).
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m→∞ α = 0.1 α = 0.2 sign
p n0 m F G F G F G
0 25 4 33.6 0.1 49.6 0.2 93.0 7.0
4 25 45.7 0 65.2 0.2 96.7 3.3
0.5 25 4 1.6 2.0 4.3 5.7 49.8 50.2
4 25 1.0 2.0 4.5 5.3 49.7 50.3
1 25 4 0.3 34.2 0.4 49.5 8.3 91.7
4 25 0 46.1 0 65.1 3.1 96.9
Table 5.3: Performance of the test comparing two Weibull classes (d = 2) with
empirical distribution functions.
For α = 0.1, 0.2 the column F gives the percentage of rejection of the null
hypothesis H0a : dF(H) − dG(H) ≥ 0 in favour of the alternative hypothesis
H1a : dF(H)− dG(H) < 0 i.e. the model class F oﬀers a better goodness-of-ﬁt.
While the column G gives the percentage of rejection of the null hypothesis
H0a : dF(H)− dG(H) ≤ 0 in favour of the alternative hypothesis H1a : dF(H)−
dG(H) > 0. i.e. the model class G oﬀers a better goodness-of-ﬁt. The columns
“sign” present the percentage of decisions for each model class for the case that
one model has to be chosen.
n0 →∞ α = 0.1 α = 0.2 sign
p n0 m F G F G F G
0 100 1 19.9 0 29.9 0 85.6 14.4
25 4 20.4 0 30.4 0 82.8 17.2
0.5 100 1 0.8 1.2 3.3 2.6 50.3 49.7
25 4 0.4 0.6 2.3 2.3 49.1 50.9
1 100 1 0 21.1 0 31.8 13.9 86.1
25 4 0 7.2 0.1 12.7 44.5 55.5
Table 5.4: Performance of the test comparing two Weibull classes (d = 2)
with kernel estimators for distribution functions and h computed by cross-
validation.
Due to the small sample size (n = 100), we noticed in the simulations that
the bandwidth calculated by the cross-validation method is pretty bad for
estimation of the asymptotic variance of the test statistic. Thus, Table 5.4
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n0 →∞ α = 0.1 α = 0.2 sign
p n0 m F G F G F G
0 100 1 54.2 0 69.1 0.1 98.5 1.5
25 4 43.6 0 62.3 0 97.0 3.0
0.5 100 1 1.3 1.2 5.0 3.4 50.9 49.1
25 4 1.1 1.1 3.7 3.2 49.7 50.3
1 100 1 0 53.3 0 69.3 2.3 97.7
25 4 0 45.5 0 62.6 3.3 96.7
Table 5.5: Performance of the test comparing two Weibull classes (d = 2) with
kernel estimators for distribution functions and ﬁxed h = 0.2.
shows a relatively poor performance of the tests. Lack of data is a common
problem in the practice especially for multidimensional data. In this case, we
propose to used a ﬁxed bandwidth h depending on the data size. In Table 5.5
we give the results for the tests with ﬁxed bandwidth h = 0.2. It can be seen
that the tests performed better than them in Table 5.4.
Chapter 6
Conclusion
In this thesis, we proposed model selection tests from two competing paramet-
ric distribution model classes in a ﬁxed design setting. The measure for the
goodness-of-ﬁt of a distribution model class to the underlying distribution is
deﬁned based on the Cramér-von Mises distance and the maximum likelihood
theory. The model class with smaller distance is chosen to be the better ﬁtted
model. Model selection test procedures are derived from the asymptotic nor-
mality of the test statistics, which is deﬁned as the diﬀerence of the estimated
distances.
We handled two cases i.e. the case with a ﬁxed number of covariate values
and the number of observations at each covariate value tending to inﬁnity
and the case the other way round. The covariate is assumed to be multi-
dimensional.
In the ﬁrst case, the distance between the underlying distributions and
the candidating model classes is estimated based on the empirical distribution
function at each covariate value. Under a number of regularity assumptions, we
showed that
√
n · Tn is asymptotically normally distributed under H0, while
under the alternative hypothesises it tends to inﬁnity or minus inﬁnity in
probability. Hence, our test is consistent. In addition the asymptotic variance
can be estimated consistently by a plug-in estimator. Based on these results,
the decision rules for the test are formulated.
In the case with the number of covariate values tending to inﬁnity, the em-
pirical distribution function is replaced by the kernel estimator of the distribu-
tion function. Similar results were shown for the situation of a one dimensional
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covariate (d = 1). For the case d ≥ 2, a one-sided-test was proposed.
Further the proposed tests were generalized to the case with right random
censoring, where the Kaplan-Meier estimator and Beran estimator were used in
place of the empirical distribution function and the kernel estimator. Similar
results as in the case without censoring were obtained.
The performance of the tests was reported for some examples in simulation
studies. In addition we applied our tests to observed lifetimes of motors in a
case study.
The tests proposed in this thesis can be modiﬁed or extended in various
aspects. First, if there are more than two competing model classes in consid-
eration, the model selection tests can be carried out pairwise.
Secondly, the case with m and n0 both tending to inﬁnity can be investi-
gated. For instance n0 can be assumed to be a function of m such that as
m→∞, it holds n0 →∞ as well.
Thirdly, in the test statistic Tn the empirical distribution function, kernel
estimator for distribution function, the Kaplan-Meier estimator and Beran
estimator can also be smoothed with respect to x (double kernel).
Fourthly, the Cramér-von Mises estimator
argmax
θ∈Θ
(
−
∫ (
Hn(x|z)− F (x|θ, z)
)2
dQn(x, z)
)
,
which corresponds to the distance measure, and other distance measures like
those introduced in Section 1.1 can also be used to describe the goodness-of-
ﬁt of a model class to the underlying distribution. By the standardization
of the diﬀerence of two distances we would expect also the asymptotic nor-
mality property of the appropriate test statistics. However, diﬀerent distance
deﬁnitions can lead to diﬀerent decisions as shown in the simulation studies.
Last but not the least, the proposed tests can also be extended to the model
selection between semi-parametric models such as Cox-model, which is often
applied in the survival analysis. The asymptotic theorems of the partial like-
lihood estimator for the parameter in Cox-Model was proven by Struthers
and Kalbﬂeisch (1986) and Lin and Wei (1989). Similarly, the asymptotic
behaviour can also be shown for the Breslow estimator. Therefore, the corre-
sponding theorems could be established analogously as for parametric model
classes proposed in this thesis.
Appendix A
In this Appendix we show some auxiliary lemmas, based on which the theorems
in this thesis are proven. Section A1– Section A4 are corresponding to Section
2.2, Section 2.3, Section 3.2 and Section 3.3, respectively.
A.1 Appendix of Section 2.2 (m→∞, n0 Fixed)
In this section, let z1, ..., zn ∈ Rd with n = n0 · m be the covariate values as
deﬁned in Section 1.1. For each i ∈ {1, ..., k} and j ∈ {1, ..., n} with k ∈ N, let
Xij be a real valued random variables with distribution function Hi(·|zj). It
is assumed that for each i, a ∈ {1, ..., k} and j, b ∈ {1, ..., n}, if j 6= b, Xij and
Xab are independent.
The empirical distribution function at z ∈ [0, 1]d is denoted by
Hin(x|z) := 1
m
n∑
j=1
δj(z)I(Xij ≤ x),
where δj(z) = 1 if zj = z, otherwise, δj(z) = 0. Let ψ : R
k × [0, 1]d → R be a
function. For simplicity of notation, we denote for each i ∈ {1, ..., k},
Pin(z) :=
√
n
∫
· · ·
∫
ψ(x1, ..., xk, z)dH1(x1|z) · · · dHi−1(xi−1|z)
× dHin(xi|z)dHi+1(xi+1|z) · · · dHk(xk|z),
P¯in :=
1
n0
n0∑
j=1
Pin(zj).
Similarly, we denote
Pn(z) :=
√
n
∫
· · ·
∫
ψ(x1, ..., xk, z)dH1n(x1|z) · · · dHkn(xk|z),
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P0n(z) :=
√
n
∫
· · ·
∫
ψ(x1, ..., xk, z)dH1(x1|z) · · · dHk(xk|z),
P¯n :=
1
n0
n0∑
j=1
Pn(zj), P¯0n :=
1
n0
n0∑
j=1
P0n(zj).
Lemma A.1.1. Let C > 0 be a constant such that
E[ψ2(X1i1 , ..., Xkik , z)] ≤ C
for all i1, ..., ik ∈ {1, ..., n} and z ∈ {z1, ..., zn0}. Then as m→∞ and n0 stays
fixed,
P¯n =
k∑
i=1
P¯in − (k − 1)P¯0n + op(1).
Proof. First we show that
V ar[P¯n −
k∑
i=1
P¯in + (k − 1)P¯0n] = o(1).
In this proof, we denote the following sets
I :=
{
(i1, ..., ik, j1, ..., jk) : i1, ..., ik, j1, ..., jk ∈ {1, ..., n}
}
,
I1 :=
{
(i1, ..., ik, j1, ..., jk) ∈ I :
( ∪ka=1 {ia}) ∩ ( ∪kb=1 {jb}) = ∅},
I2 := {(i1, ..., ik, j1, ..., jk) ∈ I\I1 : | ∪ka=1 {ia} ∪kb=1 {jb}| ≤ 2k − 2},
I3 := {(i1, ..., ik, j1, ..., jk) ∈ I\I1 : | ∪ka=1 {ia} ∪kb=1 {jb}| = 2k − 1},
J :=
{
(i1, ..., ik) : i1, ..., ik ∈ {1, ..., n}
}
,
J1 :=
{
(i1, ..., ik) ∈ J : | ∪ka=1 {ia}| ≤ k − 1
}
,
where for a ﬁnite set S, |S| denotes the number of elements in the set S. Note
that I1, I2 and I3 are disjoint and
I = I1 ∪ I2 ∪ I3.
For each a, b ∈ {1, ..., k}, we denote further
Iab :=
{
(i1, ..., ik, j1, ..., jk) ∈ I3 : ia = jb
}
I¯ab :=
{
(i1, ..., ik, j1, ..., jk) ∈ I2 : ia = jb
}
.
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Let z, z˜ be two arbitrary covariate values in {z1, ..., zn0}. For any set I˜ ⊂ I,
denote
CI˜,n(z, z˜) :=n0m
−2k+1
∑
I˜
δi1(z) · · · δik(z)δj1(z˜) · · · δjk(z˜)
× Cov[ψ(X1i1 , ..., Xkik , z), ψ(X1j1 , ..., Xkjk , z˜)].
By deﬁnition, we have
Pn(z) =
√
nm−k
n∑
i1=1
· · ·
n∑
ik=1
δi1(z) · · · δik(z)ψ(X1i1 , ..., Xkik , z).
Thus, we can write
Cov[Pn(z), Pn(z˜)] =CI,n(z, z˜) = CI1,n(z, z˜) + CI2,n(z, z˜) + CI3,n(z, z˜). (A.1.1)
If (i1, ..., ik, j1, ..., jk) ∈ I1, by assumption ψ(X1i1 , ..., Xkik , z) and ψ(X1j1 , ..., Xkjk , z˜)
are independent, thus
Cov
[
ψ(X1i1 , ..., Xkik , z), ψ(X1j1 , ..., Xkjk , z˜)
]
= 0.
Therefore, the ﬁrst term on the right-hand side of (A.1.1)
CI1,n(z, z˜) = 0. (A.1.2)
For the second term, note that
I2 =
k⋃
a=1
k⋃
b=1
I¯ab.
Thus, ∣∣CI2,n(z, z˜)∣∣ ≤ k∑
a=1
k∑
b=1
∣∣CI¯ab,n(z, z˜)∣∣. (A.1.3)
In the sequel, we will show for a = b = 1,
∣∣CI¯ab,n(z, z˜)∣∣ ≤ C(2k − 1)(k − 1) · n0m−1 =: cn. (A.1.4)
Note that by Cauchy-Schwarz’s inequality and the square integrability of ψ,
for all (i1, ..., ik, j1, ..., jk) ∈ I,∣∣∣Cov[ψ(X1i1 , ..., Xkik , z), ψ(X1j1 , ..., Xkjk , z˜)]∣∣∣
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≤
(
V ar
[
ψ(X1i1 , ..., Xkik , z)
] · V ar[ψ(X1j1 , ..., Xkjk , z˜)])1/2
≤
(
E
[
ψ2(X1i1 , ..., Xkik , z)
] · E[ψ2(X1j1 , ..., Xkjk , z˜)])1/2 ≤ C. (A.1.5)
Consequently,
∣∣CI¯11,n(z, z˜)∣∣ ≤ Cn0m−2k+1∑
I¯11
δi1(z) · · · δik(z)δj1(z˜) · · · δjk(z˜). (A.1.6)
Further note that if (i1, ..., ik, j1, ..., jk) ∈ I¯11, then at least two numbers out of
i1, ..., ik, j2, ..., jk are equal. Hence, there are at most(
2k − 1
2
)
·m2k−2
elements in I¯11 with
δni1(z) · · · δnik(z)δnj1(z˜) · · · δnjk(z˜) 6= 0.
Hence, by (A.1.6),
∣∣CI¯11,n(z, z˜)∣∣ ≤Cn0m−2k+1∑
I¯11
δi1(z) · · · δik(z)δj1(z˜) · · · δjk(z˜)
≤Cn0m−2k+1 ·
(
2k − 1
2
)
·m2k−2 = cn. (A.1.7)
With the same arguments, it can be shown that (A.1.4) holds true for any a,
b ∈ {1, 2, ..., k}. By (A.1.3), we obtain then
∣∣CI2,n(z, z˜)∣∣ ≤ k∑
a=1
k∑
b=1
∣∣CI¯ab,n(z, z˜)∣∣ ≤ k2cn. (A.1.8)
For the third term on the right-hand side of (A.1.1), note that
CI3,n(z, z˜) =
k∑
a=1
k∑
b=1
CIab,n(z, z˜). (A.1.9)
In the following we will show that for a = b = 1.
∣∣CIab,n(z, z˜)− Cov[Pan(z), Pbn(z˜)]∣∣ ≤ cn.
With the same arguments, it can be shown that this inequality holds true for
any a, b ∈ {1, ..., k}. Denote the function ψ˜ : R× [0, 1]d → R with
ψ˜(x, z) :=
∫
· · ·
∫
ψ(x, x2, ..., xk, z)dH2(x2|z) · · · dHk(xk|z).
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Note that if (i1, ..., ik, j1, ..., jk) ∈ I11 with
δi1(z) · · · δik(z)δj1(z˜) · · · δjk(z˜) 6= 0
then it must be holds that
zi2 = ... = zik = z and zj2 = ... = zjk = z˜
and X1i1 , ..., Xkik , X1j2 , ..., Xkjk are independent. Therefore, by Fubini’s theo-
rem for any (i1, ..., ik, j1, ..., jk) ∈ I11 with
δi1(z) · · · δik(z)δj1(z˜) · · · δjk(z˜) 6= 0,
we have
Cov
[
ψ(X1i1 , X2i2 , ..., Xkik , z), ψ(X1j1 , X2j2 , ..., Xkjk , z˜)
]
=Cov
[
ψ(X1i1 , X2i2 , ..., Xkik , z), ψ(X1i1 , X2j2 , ..., Xkjk , z˜)
]
=E
[
ψ(X1i1 , X2i2 , ..., Xkik , z) · ψ(X1i1 , X2j2 , ..., Xkjk , z˜)
]
− E[ψ(X1i1 , X2i2 , ..., Xkik , z)] · E[ψ(X1i1 , X2j2 , ..., Xkjk , z˜)]
=E
[
ψ˜(X1i1 , z) · ψ˜(X1i1 , z˜)
]− E[ψ˜(X1i1 , z)] · E[ψ˜(X1i1 , z˜)]
=Cov
[
ψ˜(X1i1 , z), ψ˜(X1i1 , z˜)
]
. (A.1.10)
Therefore,
CI11,n(z, z˜) = n0m
−2k+1
∑
I11
δi1(z) · · · δik(z)δj1(z˜) · · · δjk(z˜)Cov
[
ψ˜(X1i1 , z), ψ˜(X1i1 , z˜)
]
.
Further, by the independence of X1i1 and X1j1 provided i1 6= j1,
Cov
[
P1n(z), P1n(z˜)
]
=nCov
[ ∫
ψ˜(x, z)dH1n(x|z),
∫
ψ˜(x, z˜)dH1n(x|z˜)
]
=nm−2Cov
[ n∑
i1=1
δi1(z)ψ˜(X1i1 , z),
n∑
j1=1
δj1(z˜)ψ˜(X1j1 , z˜)
]
=n0m
−1
n∑
i1=1
δi1(z)δi1(z˜)Cov
[
ψ˜(X1i1 , z), ψ˜(X1i1 , z˜)
]
=n0m
−2k+1
∑
I11∪I¯11
δi1(z) · · · δik(z)δj1(z˜) · · · δjk(z˜)Cov
[
ψ˜(X1i1 , z), ψ˜(X1i1 , z˜)
]
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where the last term follows from the deﬁnition of δi1(z), ..., δik(z), δj1(z˜), ..., δjk(z˜).
Note further that by (A.1.5) and (A.1.10)
Cov
[
ψ˜(X1i1 , z), ψ˜(X1i1 , z˜)
] ≤ C. (A.1.11)
Hence,∣∣∣CI11,n(z, z˜)− Cov[P1n(z), P1n(z˜)]∣∣∣
≤n0m−2k+1
∑
I¯11
δi1(z) · · · δik(z)δj1(z˜) · · · δjk(z˜)
∣∣∣Cov[ψ˜(X1i1 , z), ψ˜(X1i1 , z˜)]∣∣∣
≤Cn0m−2k+1
∑
I¯11
δi1(z) · · · δik(z)δj1(z˜) · · · δjk(z˜) ≤ cn, (A.1.12)
where the last step follows from (A.1.7). Therefore, by (A.1.9),
∣∣∣CI3,n(z, z˜)− k∑
a=1
k∑
b=1
Cov[Pan(z), Pbn(z˜)]
∣∣∣
≤
k∑
a=1
k∑
b=1
∣∣∣CIab,n(z, z˜)− Cov[Pan(z), Pbn(z˜)]∣∣∣ ≤ k2cn. (A.1.13)
By (A.1.1), (A.1.2), (A.1.8) and (A.1.13), we obtain
∣∣∣Cov[Pn(z), Pn(z˜)]− k∑
a=1
k∑
b=1
Cov[Pan(z), Pbn(z˜)]
∣∣∣
≤∣∣CI1,n(z, z˜)∣∣+ ∣∣CI2,n(z, z˜)∣∣+ ∣∣∣CI3,n(z, z˜)− k∑
a=1
k∑
b=1
Cov[Pan(z), Pbn(z˜)]
∣∣∣ ≤ 2k2cn
Hence, by deﬁnition,
∣∣∣V ar[P¯n]− k∑
a=1
k∑
b=1
Cov[P¯an, P¯bn]
∣∣∣
=
∣∣∣ 1
n20
n0∑
i=1
n0∑
j=1
Cov[Pn(zi), Pn(zj)]− 1
n20
n0∑
i=1
n0∑
j=1
k∑
a=1
k∑
b=1
Cov[Pan(zi), Pbn(zj)]
∣∣∣
≤ 1
n20
n0∑
i=1
n0∑
j=1
∣∣∣Cov[Pn(zi), Pn(zj)]− k∑
a=1
k∑
b=1
Cov[Pan(zi), Pbn(zj)]
∣∣∣ ≤ 2k2cn = o(1),
where the last step follows from cn → 0 as m→∞ and n0 stays ﬁxed. Thus,
we get
V ar[P¯n] =
k∑
a=1
k∑
b=1
Cov[P¯an, P¯bn] + o(1).
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Analogously, we can show that
Cov[P¯n,
k∑
j=1
P¯jn] =
k∑
i=1
k∑
j=1
Cov[P¯in, P¯jn] + o(1).
Consequently,
V ar[P¯n −
k∑
i=1
P¯in + (k − 1)P¯0n]
=V ar[P¯n −
k∑
i=1
P¯in]
=V ar[P¯n]− 2Cov[P¯n,
k∑
i=1
P¯in] +
k∑
i=1
k∑
j=1
Cov[P¯in, P¯jn] = o(1). (A.1.14)
Next, we show that
E
[
P¯n −
k∑
i=1
P¯in + (k − 1)P¯0n
]
= o(1).
For any set J˜ ⊂ J , denote
EJ˜ ,n(z) :=
√
nm−k
∑
J˜
δi1(z) · · · δik(z)E
[
ψ(X1i1 , ..., Xkik , z)
]
.
We can write then
E[Pn(z)] = EJ,n(z) = EJ1,n(z) + EJ\J1,n(z). (A.1.15)
Note that if (i1, ..., ik) ∈ J\J1 with
δi1(z) · · · δik(z) 6= 0
it must hold that
zi1 = ... = zik = z
and X1i1 , ..., Xkik are independent, thus
√
nE
[
ψ(X1i1 , ..., Xkik , z)
]
= P0n(z). (A.1.16)
Hence, the second term on the right-hand side of (A.1.15)
EJ\J1,n(z) = m
−k
∑
J\J1
δi1(z) · · · δik(z)P0n(z).
95
Further, note that
P0n(z) = m
−k
∑
J
δi1(z) · · · δik(z)P0n(z).
Therefore, we can write
∣∣E[Pn(z)]− P0n(z)∣∣
≤∣∣EJ1,n(z)∣∣+ ∣∣EJ\J1,n(z)− P0n(z)∣∣
≤m−k
∑
J1
δi1(z) · · · δik(z)·
(∣∣√nE[ψ(X1i1 , ..., Xkik , z)]∣∣+ ∣∣P0n(z)∣∣). (A.1.17)
Note that by deﬁnition there are at most(
k
2
)
·mk−1
elements in J1 with
δni1(z) · · · δnik(z) 6= 0.
Further, by Jensen’s inequality,
E
[
ψ(X1i1 , ..., Xkik , z)
] ≤ (E[ψ2(X1i1 , ..., Xkik , z)])1/2 ≤ C1/2.
Analogously, by (A.1.16),
|P0n(z)| ≤ C1/2
√
n.
Hence, by (A.1.17), we obtain
∣∣E[Pn(z)]− P0n(z)∣∣ ≤ 2C1/2√nm−k∑
J1
δi1(z) · · · δik(z) ≤ C1/2k(k − 1)
√
nm−1.
Consequently, as m→∞,
∣∣E[P¯n]− P¯0n∣∣ = 1
n0
n0∑
i=1
∣∣E[Pn(zi)]− P0n(zi)∣∣
≤C1/2k(k − 1)√nm−1 = o(1). (A.1.18)
In the sequel, we show that for i = 1,
E[P¯in] = P¯0n.
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With the same arguments, it can be shown that the equality holds true for any
i ∈ {1, ..., k}. By the deﬁnition of z and δj(z),
E[P1n(z)] =E
[√
n
∫
ψ˜(x, z)dH1n(x|z)
]
=
√
n · 1
m
n∑
j=1
δj(z)E
[
ψ˜(X1j, z)
]
=
√
n · 1
m
n∑
j=1
δj(z)
∫
ψ˜(x, z)dH1(x|zj) = P0n(z).
Thus,
E[P¯1n] =
1
n0
n0∑
i=1
E[P1n(zi)] =
1
n0
n0∑
i=1
P0n(zi) = P¯0n.
Therefore, by (A.1.18)
E
[
P¯n −
k∑
i=1
P¯in + (k − 1)P¯0n
]
= o(1). (A.1.19)
The assertion follows then from Chebyshev’s inequality by (A.1.14) and (A.1.19).
Lemma A.1.1 can also be proven as in Lemma 2.2 in Stute (1995), however,
we used Chebyshev’s inequality, so that it can be easily extended to the case
with kernel estimator (Lemma A.2.9) under weak conditions.
Corollary A.1.2. Under the assumptions of Lemma A.1.1, we have
n−1/2P¯n = n
−1/2P¯0n + op(1).
Proof. Let ψ˜ : R × [0, 1]d → R be deﬁned as in the proof of Lemma A.1.1.
Analogously to Lemma 2.2.1, we have
n−1/2P1n =
1
n0
n0∑
i=1
∫
ψ˜(x, zi)dH1n(x|zi)
=
1
n0
n0∑
i=1
∫
ψ˜(x, zi)dH1(x|zi) + op(1) = n−1/2P0n + op(1).
With the same arguments, it can be shown that for any i ∈ {1, ..., k}
n−1/2P¯in = n
−1/2P¯0n + op(1).
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Hence, by Lemma A.1.1, we obtain
n−1/2P¯n = n
−1/2
k∑
i=1
P¯in − (k − 1)n−1/2P¯0n + op(1) = n−1/2P¯0n + op(1).
A.2 Appendix of Section 2.3 (n0 →∞,m Fixed)
In this section, we denote for h < 1/2, the set Sh := (h, 1−h]d. Deﬁne further
I0 :=
{( i1
n¯0h
, ...,
id
n¯0h
)
: −⌈n¯0h⌉ ≤ i1, ..., id ≤ ⌈n¯0h⌉, i1, ..., id ∈ Z
}
I ′0 :=
{( i1
n¯0h
, ...,
id
n¯0h
)
: 0 ≤ i1, ..., id ≤ ⌈n¯0h⌉, i1, ..., id ∈ Z
}
Lemma A.2.1. If h < 1/2 then for any zi ∈ Sh,
n∑
k=1
K(
zk − zi
h
) = m
∑
z′
k
∈I0
K(z′k)
Proof. Let
zi :=
( i1
n¯0
, ...,
id
n¯0
) ∈ Sh,
then by the deﬁnition of Sh,
n¯0h < ij ≤ n¯0 − n¯0h,
for 1 ≤ j ≤ d, thus,
ij − ⌈n¯0h⌉ ≥ 1 and ij + ⌈n¯0h⌉ ≤ n¯0.
By Assumption (iii), K(x) = 0 if ‖x‖ > 1, thus
n∑
k=1
K(
zk − zi
h
) =m
n¯0∑
k1=1
...
n¯0∑
kd=1
K
(k1 − i1
n¯0h
, ...,
kd − id
n¯0h
)
=m
i1+⌈n¯0h⌉∑
k1=i1−⌈n¯0h⌉
...
id+⌈n¯0h⌉∑
kd=id−⌈n¯0h⌉
K
(k1 − i1
n¯0h
, ...,
kd − id
n¯0h
)
=m
⌈n¯0h⌉∑
k′1=−⌈n¯0h⌉
...
⌈n¯0h⌉∑
k′
d
=−⌈n¯0h⌉
K
( k′1
n¯0h
, ...,
k′d
n¯0h
)
= m
∑
z′
k
∈I0
K(z′k).
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Lemma A.2.2. If h < 1/2, then for any j ∈ {1, ..., n},
n∑
i=1
wnj(zi, h) ≤ 2d.
Proof. We show ﬁrst for any i ∈ {1, ..., n}
m
∑
z′
k
∈I′0
K(z′k) ≤
n∑
k=1
K(
zk − zi
h
) ≤ m
∑
z′
k
∈I0
K(z′k). (A.2.1)
Let
zi := (
i1
n¯0
, ...,
id
n¯0
)
with i1, ..., id ∈ {1, ..., n¯0}. Since K(x) = 0 for ‖x‖ > 1, we get
n∑
k=1
K(
zk − zi
h
) =m
n¯0∑
k1=1
...
n¯0∑
kd=1
K
(k1 − i1
n¯0h
, ...,
kd − id
n¯0h
)
≤m
i1+⌈n¯0h⌉∑
k1=i1−⌈n¯0h⌉
...
id+⌈n¯0h⌉∑
kd=id−⌈n¯0h⌉
K
(k1 − i1
n¯0h
, ...,
kd − id
n¯0h
)
=m
⌈n¯0h⌉∑
k′1=−⌈n¯0h⌉
...
⌈n¯0h⌉∑
k′
d
=−⌈n¯0h⌉
K
( k′1
n¯0h
, ...,
k′d
n¯0h
)
= m
∑
z′
k
∈I0
K(z′k).
For the other inequality of (A.2.1), we denote that
Izi :=
{
j : ij ≤ ⌈n¯0h⌉, j ∈ {1, ..., d}
}
and Iczi = {1, ..., d}\Izi .
By Assumption (iii), K(x) = K(|x|) for all x ∈ Rd, thus, for h < 1/2,
n∑
k=1
K(
zk − zi
h
) =m
n¯0∑
k1=1
...
n¯0∑
kd=1
K
(k1 − i1
n¯0h
, ...,
kd − id
n¯0h
)
≥m
∑
j∈Izi
ij+⌈n¯0h⌉∑
kj=ij
∑
l∈Iczi
il∑
kl=il−⌈n¯0h⌉
K
(k1 − i1
n¯0h
, ...,
kd − id
n¯0h
)
=m
∑
j∈Izi
ij+⌈n¯0h⌉∑
kj=ij
∑
l∈Iczi
il+⌈n¯0h⌉∑
kl=il
K
(k1 − i1
n¯0h
, ...,
kd − id
n¯0h
)
=m
i1+⌈n¯0h⌉∑
k1=i1
...
id+⌈n¯0h⌉∑
kd=id
K
(k1 − i1
n¯0h
, ...,
kd − id
n¯0h
)
=m
⌈n¯0h⌉∑
k′1=0
...
⌈n¯0h⌉∑
k′
d
=0
K
( k′1
n¯0h
, ...,
k′d
n¯0h
)
= m
∑
z′
k
∈I′0
K(z′k).
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Thus, Inequality (A.2.1) holds. Hence, for any j ∈ {1, ..., n},
n∑
i=1
wnj(zi, h) =
n∑
i=1
K(
zj−zi
h
)∑n
k=1K(
zk−zi
h
)
≤
m
∑
z′i∈I0
K(z′i)
m
∑
z′
k
∈I′0
K(z′k)
≤ 2d.
Lemma A.2.3. Let (ψn)n∈m·N : [0, 1]
d → R be a sequence of uniformly bounded
functions, i.e. there exists a constant C > 0 such that |ψn(z)| < C for all
z ∈ [0, 1]d and n ∈ m · N, then
1
n
n∑
i=1
n∑
j=1
wnj(zi, h)ψn(zj) =
1
n
n∑
j=1
ψn(zj) + o(1).
Proof. Since h → 0 and the assertion deals with a convergence property, we
assume h < 1/4 in this proof. We write ﬁrst
1
n
n∑
i=1
n∑
j=1
wnj(zi, h)ψn(zj)
=
1
n
∑
zi /∈Sh
n∑
j=1
wnj(zi, h)ψn(zj) +
1
n
∑
zi∈Sh
∑
zj∈S2h
wnj(zi, h)ψn(zj)
+
1
n
∑
zi∈Sh
∑
zj /∈S2h
wnj(zi, h)ψn(zj)
=:Q1n +Q2n +Q3n.
By the uniform boundedness of the functions (ψn)n∈m·N, there exists a constant
C > 0, such that
|Q1n| ≤ C · 1
n
∑
zi /∈Sh
n∑
j=1
wnj(zi, h) = C · 1
n
∑
zi /∈Sh
1.
Note that Sh has at least m · (n¯0−2 · ⌈n¯0h⌉−1)d points of z1, ..., zn in it. Thus,
by Assumption (ii) that h→ 0, we get
1
n
∑
zi /∈Sh
1 ≤ 1
n
· (n−m · (n¯0 − 2 · ⌈n¯0h⌉ − 1)d)
=1− (1− 2 · ⌈n¯0h⌉
n¯0
− 1
n¯0
)d
= o(1). (A.2.2)
Hence, Q1n = o(1). Analogously, by Lemma A.2.2 and the uniform bounded-
ness of the functions ψn, there exists a constant C > 0 such that
|Q3n| ≤ C · 1
n
∑
zj /∈S2h
n∑
i=1
wnj(zi, h) ≤ C · 1
n
∑
zj /∈S2h
2d = o(1),
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consequently, Q3n = o(1) as well. Note that
Q2n =
1
n
∑
zj∈S2h
∑
zi∈Sh
K(
zj−zi
h
)∑n
k=1K(
zk−zi
h
)
ψn(zj),
by Lemma A.2.1, we can write
Q2n =
1
n
∑
zj∈S2h
∑
zi∈Sh
K(
zj−zi
h
)
m
∑
z′
k
∈I0
K(z′k)
· ψn(zj).
Analogously to Lemma A.2.1, by Assumption (iii) K(|x|) = K(x), for all
x ∈ [0, 1]d, if h < 1/4, we can show for each zj ∈ S2h,∑
zi∈Sh
K(
zj − zi
h
) =
∑
zi∈Sh
K(
zi − zj
h
) = m
∑
z′i∈I0
K(z′i).
Hence,
Q2n =
1
n
∑
zj∈S2h
m
∑
z′i∈I0
K(z′i)
m
∑
z′
k
∈I0
K(z′k)
· ψn(zj)
=
1
n
∑
zj∈S2h
ψn(zj) =
1
n
n∑
j=1
ψn(zj)− 1
n
∑
zj /∈S2h
ψn(zj) =
1
n
n∑
j=1
ψn(zj) + o(1)
(A.2.3)
where the last step can be shown analogously to (A.2.2). Therefore, the asser-
tion follows.
Lemma A.2.4. Under the conditions of Lemma A.2.3, we get
1
n
n∑
i=1
n∑
j=1
n∑
k=1
wnj(zi, h)wnj(zk, h)ψn(zj) =
1
n
n∑
j=1
ψn(zj) + o(1)
Proof. As in the proof of Lemma A.2.3, we assume h < 1/4. By the uniform
boundedness of functions (ψn)n∈m·N, there exists a C > 0, such that
∣∣∣ 1
n
n∑
i=1
n∑
j=1
n∑
k=1
wnj(zi, h)wnj(zk, h)ψn(zj)
− 1
n
∑
zi∈Sh
∑
zj∈S2h
∑
zk∈Sh
wnj(zi, h)wnj(zk, h)ψn(zj)
∣∣∣
≤C 1
n
∑
zi /∈Sh
n∑
j=1
n∑
k=1
wnj(zi, h)wnj(zk, h)
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+ C
1
n
n∑
i=1
n∑
j=1
∑
zk /∈Sh
wnj(zi, h)wnj(zk, h)
+ C
1
n
n∑
i=1
∑
zj /∈S2h
n∑
k=1
wnj(zi, h)wnj(zk, h)
=:Q¯1n + Q¯2n + Q¯3n.
Analogously to (A.2.3), we have
1
n
∑
zi∈Sh
∑
zj∈S2h
∑
zk∈Sh
wnj(zi, h)wnj(zk, h)ψn(zj)
=
1
n
∑
zj∈S2h
∑
zi∈Sh
∑
zk∈Sh
K(
zj−zi
h
)
m
∑
z′s∈I0
K(z′s)
· K(
zj−zk
h
)
m
∑
z′
l
∈I0
K(z′l)
· ψn(zj)
=
1
n
∑
zj∈S2h
∑
z′i∈I0
K(z′i)∑
z′s∈I0
K(z′s)
·
∑
z′
k
∈I0
K(z′k)∑
z′
l
∈I0
K(z′l)
· ψn(zj)
=
1
n
∑
zj∈S2h
ψn(zj) =
1
n
n∑
j=1
ψn(zj) + o(1).
Further, by Lemma A.2.2,
Q¯1n =C · 1
n
∑
zi /∈Sh
n∑
j=1
wnj(zi, h)
( n∑
k=1
wnj(zk, h)
)
≤2d · C · 1
n
∑
zi /∈Sh
n∑
j=1
wnj(zi, h) = 2
d · C · 1
n
∑
zi /∈Sh
1 = o(1).
where the last step follows from (A.2.2). With similar arguments, it can be
shown that Q¯2n and Q¯3n are both equal to o(1) as well. Hence, the assertion
follows.
Lemma A.2.5. For any j ∈ {1, ..., n}, r ∈ N and z ∈ [0, 1]d,
wnj(z, h) ·
∥∥z − zj∥∥r ≤ wnj(z, h) · hr.
Proof. Notice that for any j ∈ {1, ..., n}, wnj(z, h) is always non-negative,
hence if ‖z − zj‖ ≤ h,
wnj(z, h) · ‖z − zj‖r ≤ wnj(z, h) · hr.
If ‖z − zj‖ > h, by Assumption (iii) K(x) = 0 for ‖x‖ > 1, we get
wnj(z, h) =
K(
zj−z
h
)∑n
k=1K(
zk−z
h
)
= 0.
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Therefore,
wnj(z, h) · ‖z − zj‖r = 0 = wnj(z, h) · hr.
Lemma A.2.6. There exists a constant C > 0 such that for all (x, z) ∈
R× [0, 1]d and eventual all n ∈ m · N,
∣∣E[Hˆn(x|z)]−H(x|z)∣∣ ≤ Ch, (A.2.4)
and for all (x, zi) ∈ R× Sh and eventual all n ∈ m · N,
∣∣E[Hˆn(x|zi)]−H(x|zi)∣∣ ≤ Ch2 (A.2.5)
Proof. By a Taylor expansion, we get
E[Hˆn(x|z)]−H(x|z) =
n∑
j=1
wnj(z, h)H(x|zj)−H(x|z)
=
n∑
j=1
wnj(z, h)
(∂H(x|z)
∂z
)T
· (zj − z)
+
n∑
j=1
wnj(z, h)(zj − z)T · ∂
2H(x|z˜j)
∂z2
· (zj − z)
where z˜j lies between z and zj. By the boundedness of the partial derivative
and the Hessian matrix of H with respect to z (Assumption (i)) and Lemma
A.2.5, there exists a constant C > 0 independent of x, z and zj, such that
∣∣∣ n∑
j=1
wnj(z, h)(zj − z)T · ∂
2H(x|z˜j)
∂z2
· (zj − z)
∣∣∣
≤C
n∑
j=1
wnj(z, h)
∥∥zj − z∥∥2 ≤ Ch2 · n∑
j=1
wnj(z, h) = Ch
2.
Analogously, for all (x, z) ∈ R × [0, 1]d and eventual all n ∈ m · N, there
exists a C > 0 such that
∣∣∣ n∑
j=1
wnj(z, h)
(∂H(x|z)
∂z
)T
· (zj − z)
∣∣∣
≤C
n∑
j=1
wnj(z, h)‖zj − z‖ ≤ Ch ·
n∑
j=1
wnj(z, h) = Ch.
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Hence, by Assumption (ii) h→ 0, (A.2.4) holds.
If z = zi ∈ Sh, analogously to Lemma A.2.1 we can show that
n∑
j=1
K(
zj − zi
h
) · (zj − zi) = m
∑
z′j∈I0
K(z′j) · z′j.
By the deﬁnition of I0 and Assumption (iii) K(|x|) = K(x) for all x ∈ Rd,
thus
m
∑
z′j∈I0
K(z′j) · z′j = m
∑
−z′j∈I0
K(−z′j) · (−z′j) = −m
∑
z′j∈I0
K(z′j) · z′j.
Hence, for zi ∈ Sh,
n∑
j=1
K(
zj − zi
h
) · (zj − zi) = m
∑
z′j∈I0
K(z′j) · z′j = 0.
Consequently, for zi ∈ Sh,
n∑
j=1
wnj(zi, h)
(∂H(x|zi)
∂z
)T
· (zj − zi)
=
(∂H(x|zi)
∂z
)T
·
n∑
j=1
wnj(zi, h)(zj − zi)
=
(∂H(x|zi)
∂z
)T
·
∑n
j=1K(
zj−zi
h
)(zj − zi)∑n
k=1K(
zk−zi
h
)
= 0.
Hence, (A.2.5) holds.
Lemma A.2.7. Let ψ : R × [0, 1]d → R be an H square integrable function
independent of z, then∫
ψ(x, z)dQn(x, z)−
∫
ψ(x, z)dQ(x, z) = op(1). (A.2.6)
Proof. By deﬁnition
E
[ ∫
ψ(x, z)dQn(x, z)
]
=
1
n
n∑
i=1
E
[
ψ(Xi, zi)
]
=
1
n
n∑
i=1
∫
ψ(x, zi)dH(x|zi) = 1
n0
n0∑
i=1
∫
ψ(x, zi)dH(x|zi).
Hence, by the convergence of the Riemann sum,
E
[ ∫
ψ(x, z)dQn(x, z)
]
→
∫
ψ(x, z)dQ(x, z).
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And the variance
V ar
[ ∫
ψ(x, z)dQn(x, z)
]
=
1
n2
n∑
i=1
V ar
[
ψ(Xi, zi)
]
≤ 1
n2
n∑
i=1
E
[
ψ2(Xi, zi)
]
=
1
n2
n∑
i=1
∫
ψ2(x, zi)dH(x|zi)→ 0.
Thus, the assertion follows from Chebyshev’s inequality.
Lemma A.2.8. Let (ψ1n)n∈m·N, (ψ2n)n∈m·N : R× [0, 1]d → R be two sequences
of functions. Assume that there exists a constant δ > 0, such that for any
n ∈ m · N, |ψ1n|2+δ, |ψ2n|2+δ and ‖∂ψ1n/∂z‖2 are dominated by the same H
integrable function independent of z. Define for n ∈ m · N
σ2n :=
1
n
n∑
i=1
∫ (
ψ1n(x, zi) + ψ2n(x, zi)
)2
dH(x|zi)
− 1
n
n∑
i=1
(∫ (
ψ1n(x, zi) + ψ2n(x, zi)
)
dH(x|zi)
)2
.
If there exits a constant σ such that σ2n → σ2, then
√
n
∫
ψ1n(x, z)d
(
Qˆn(x, z)− E[Qˆn(x, z)]
)
+
√
n
∫
ψ2n(x, z)d
(
Qn(x, z)− E[Qn(x, z)]
)→ N(0, σ2).
Proof. We denote for each i ∈ {1, ..., n},
ψ˜n(Xi, zi) :=
n∑
j=1
wni(zj, h)ψ1n(Xi, zj) + ψ2n(Xi, zi).
Note that ψ˜n(X1, z1), ..., ψ˜n(Xn, zn) are independent,
√
n
∫
ψ1n(x, z)dQˆn(x, z) +
√
n
∫
ψ2n(x, z)dQn(x, z)
=
√
n · 1
n
n∑
i=1
( n∑
j=1
wni(zj, h)ψ1n(Xi, zj) + ψ2n(Xi, zi)
)
=
√
n · 1
n
n∑
i=1
ψ˜n(Xi, zi)
and
√
n
∫
ψ1n(x, z)dE[Qˆn(x, z)]+
√
n
∫
ψ2n(x, z)dE[Qn(x, z)] =
√
n· 1
n
n∑
i=1
E[ψ˜n(Xi, zi)].
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In the sequel, we show ﬁrst that
1
σ2+δn
n∑
i=1
E
[∣∣∣n−1/2ψ˜n(Xi, zi)− E[n−1/2ψ˜n(Xi, zi)]∣∣∣2+δ] = o(1). (A.2.7)
By the Minkowski’s inequality,
1
σ2+δn
n∑
i=1
E
[∣∣∣n−1/2ψ˜n(Xi, zi)− E[n−1/2ψ˜n(Xi, zi)]∣∣∣2+δ]
=
n−δ/2
σ2+δn
1
n
n∑
i=1
E
[∣∣∣ψ˜n(Xi, zi)− E[ψ˜n(Xi, zi)]∣∣∣2+δ]
≤n
−δ/2
σ2+δn
1
n
n∑
i=1
((
E
[∣∣ψ˜n(Xi, zi)∣∣2+δ]) 12+δ + (E[∣∣E[ψ˜n(Xi, zi)]∣∣2+δ]) 12+δ)2+δ
=
n−δ/2
σ2+δn
1
n
n∑
i=1
((
E
[∣∣ψ˜n(Xi, zi)∣∣2+δ]) 12+δ + ∣∣E[ψ˜n(Xi, zi)]∣∣)2+δ.
Note that by Jensen’s inequality for any i ∈ {1, ..., n},
∣∣E[ψ˜n(Xi, zi)]∣∣ ≤ E[∣∣ψ˜n(Xi, zi)∣∣2+δ] 12+δ .
Hence,
1
σ2+δn
n∑
i=1
E
[∣∣∣n−1/2ψ˜n(Xi, zi)− E[n−1/2ψ˜n(Xi, zi)]∣∣∣2+δ]
≤22+δn
−δ/2
σ2+δn
1
n
n∑
i=1
E
[∣∣ψ˜n(Xi, zi)∣∣2+δ]
=22+δ
n−δ/2
σ2+δn
1
n
n∑
i=1
∫ ∣∣ψ˜n(x, zi)∣∣2+δdH(x|zi). (A.2.8)
Further by the Minkowski’s inequality, for any i ∈ {1, ..., n},
(∫ ∣∣ψ˜n(x, zi)∣∣2+δdH(x|zi)) 12+δ
=
(∫ ∣∣ n∑
j=1
wni(zj, h)ψ1n(x, zj) + ψ2n(x, zi)
∣∣2+δdH(x|zi)) 12+δ
≤
n∑
j=1
(∫ ∣∣wni(zj, h)ψ1n(x, zj)∣∣2+δdH(x|zi)) 12+δ + (
∫ ∣∣ψ2n(x, zi)∣∣2+δdH(x|zi)) 12+δ
=
n∑
j=1
wni(zj, h)
(∫ ∣∣ψ1n(x, zj)∣∣2+δdH(x|zi)) 12+δ + (
∫ ∣∣ψ2n(x, zi)∣∣2+δdH(x|zi)) 12+δ .
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By the assumptions of this lemma, there exists a constant C > 0, such that
the last term is bounded by
C · 1
n
n∑
i=1
n∑
j=1
wni(zj, h) + C = 2C.
Therefore, Inequality (A.2.7) follows from (A.2.8).
Next we show that
V ar
[√
n
∫
ψ1n(x, z)dQˆn(x, z) +
√
n
∫
ψ2n(x, z)dQn(x, z)
]
= σ2 + o(1).
Note that
Cov
[√
n
∫
ψ1n(x, z)dQˆn(x, z),
√
n
∫
ψ2n(x, z)dQn(x, z)
]
=
1
n
Cov
[ n∑
i=1
n∑
j=1
wnj(zi, h)ψ1n(Xj, zi),
n∑
k=1
ψ2n(Xk, zk)
]
=
1
n
n∑
i=1
n∑
j=1
n∑
k=1
wnj(zi, h)Cov
[
ψ1n(Xj, zi), ψ2n(Xk, zk)
]
=
1
n
n∑
i=1
n∑
j=1
wnj(zi, h)Cov
[
ψ1n(Xj, zi), ψ2n(Xj, zj)
]
=
1
n
n∑
i=1
n∑
j=1
wnj(zi, h)
(∫
ψ1n(x, zi)ψ2n(x, zj)dH(x|zj)
−
∫
ψ1n(x, zi)dH(x|zj)
∫
ψ2n(x, zj)dH(x|zj)
)
.
Note that by Cauchy-Schwarz’s inequality and Lemma A.2.5, there exist a
constant C > 0 and zij lying between zi and zj such that∣∣∣ 1
n
n∑
i=1
n∑
j=1
wnj(zi, h)
∫ (
ψ1n(x, zi)− ψ1n(x, zj)
)
ψ2n(x, zj)dH(x|zj)
∣∣∣
≤ 1
n
n∑
i=1
n∑
j=1
wnj(zi, h)
∫ ∣∣ψ1n(x, zi)− ψ1n(x, zj)∣∣ · |ψ2n(x, zj)|dH(x|zj)
≤p · 1
n
n∑
i=1
n∑
j=1
wnj(zi, h)‖zi − zj‖
∫ ∥∥∥ψ1n(x, zij)
∂z
∥∥∥ · |ψ2n(x, zj)|dH(x|zj)
≤p · 1
n
n∑
i=1
n∑
j=1
wnj(zi, h)‖zi − zj‖
(∫ ∥∥∥ψ1n(x, zij)
∂z
∥∥∥2dH(x|zj) ·
∫
|ψ2n(x, zj)|2dH(x|zj)
)1/2
≤C · 1
n
n∑
i=1
n∑
j=1
wnj(zi, h)‖zi − zj‖ ≤ Ch · 1
n
n∑
i=1
n∑
j=1
wnj(zi, h) = Ch.
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Therefore, we get
1
n
n∑
i=1
n∑
j=1
wnj(zi, h)
∫
ψ1n(x, zi)ψ2n(x, zj)dH(x|zj)
=
1
n
n∑
i=1
n∑
j=1
wnj(zi, h)
∫
ψ1n(x, zj)ψ2n(x, zj)dH(x|zj) + o(1)
=
1
n
n∑
j=1
∫
ψ1n(x, zj)ψ2n(x, zj)dH(x|zj) + o(1) (A.2.9)
where the last step follows from Lemma A.2.3 with
ψn(z) =
∫
ψ1n(x, z)ψ2n(x, z)dH(x|z).
With similar arguments, we can show further
1
n
n∑
i=1
n∑
j=1
wnj(zi, h)
∫
ψ1n(x, zi)dH(x|zj)
∫
ψ2n(x, zj)dH(x|zj)
=
1
n
n∑
j=1
∫
ψ1n(x, zj)dH(x|zj) ·
∫
ψ2n(x, zj)dH(x|zj) + o(1).
Thus,
Cov
[√
n
∫
ψ1n(x, z)dQˆn(x, z),
√
n
∫
ψ2n(x, z)dQn(x, z)
]
=
1
n
n∑
j=1
(∫
ψ1n(x, zj)ψ2n(x, zj)dH(x|zj)
−
∫
ψ1n(x, zj)dH(x|zj) ·
∫
ψ2n(x, zj)dH(x|zj)
)
+ o(1).
Analogously,
V ar
[√
n ·
∫
ψ1n(x, z)dQˆn(x, z)
]
=V ar
[√
n · 1
n
n∑
i=1
∫
ψ1n(x, zi)dHˆn(x|zi)
]
=
1
n
· Cov
[ n∑
i=1
n∑
j=1
wnj(zi, h)ψ1n(Xj, zi),
n∑
k=1
n∑
l=1
wnl(zk, h)ψ1n(Xl, zk)
]
=
1
n
n∑
i=1
n∑
j=1
n∑
k=1
wnj(zi, h)wnj(zk, h)Cov
[
ψ1n(Xj, zi), ψ1n(Xj, zk)
]
=
1
n
n∑
i=1
n∑
j=1
n∑
k=1
wnj(zi, h)wnj(zk, h)
(∫
ψ1n(x, zi)ψ1n(x, zk)dH(x|zj)
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−
∫
ψ1n(x, zi)dH(x|zj)
∫
ψ1n(x, zk)dH(x|zj)
)
=
1
n
n∑
i=1
n∑
j=1
n∑
k=1
wnj(zi, h)wnj(zk, h)
(∫
ψ1n(x, zj)ψ1n(x, zj)dH(x|zj)
−
∫
ψ1n(x, zj)dH(x|zj)
∫
ψ1n(x, zj)dH(x|zj)
)
=
1
n
n∑
j=1
(∫
ψ21n(x, zj)dH(x|zj)−
(∫
ψ1n(x, zj)dH(x|zj)
)2)
+ o(1),
(A.2.10)
where the last step follows Lemma A.2.4 with
ψn(z) =
∫
ψ21n(x, z)dH(x|z)−
(∫
ψ1n(x, z)dH(x|z)
)2
.
Further, by deﬁnition,
V ar
[√
n
∫
ψ2n(x, z)dQn(x, z)
]
=
1
n
n∑
i=1
(
E[ψ22n(Xi, zi)]− E[ψ2n(Xi, zi)]2
)
=
1
n
n∑
i=1
(∫
ψ22n(x, zi)dH(x|zi)−
(∫
ψ2n(x, zi)dH(x|zi)
)2)
Therefore,
V ar
[√
n
∫
ψ1n(x, z)dQˆn(x, z) +
√
n
∫
ψ2n(x, z)dQn(x, z)
]
=V ar
[√
n
∫
ψ1n(x, z)dQˆn(x, z)
]
+ V ar
[√
n
∫
ψ2n(x, z)dQn(x, z)
]
+ 2Cov
[√
n
∫
ψ1n(x, z)dQˆn(x, z),
√
n
∫
ψ2n(x, z)dQn(x, z)
]
=σ2n + o(1) = σ
2 + o(1).
Therefore, the assertion follows from Lyapunov’s central limit theorem.
Next we extend Lemma A.1.1 to the case with kernel estimator for distri-
bution function. Let (Xij, zj) for i ∈ {1, ..., k}, j ∈ {1, ..., n} be deﬁned as in
Section A.1. The distribution function of Xij is denoted by Hi(·|zj). For each
i ∈ {1, ..., k}, the kernel estimator for distribution function at z ∈ [0, 1]d is
deﬁned as
Hˆin(x|z) :=
n∑
j=1
wnj(z, h)I(Xij ≤ x).
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Further, for a sequence of functions (ψn)n∈m·N : R
k× [0, 1]d → R we denote for
each i ∈ {1, ..., k},
Pˆin(z) :=
√
n
∫
· · ·
∫
ψn(x1, ..., xk, z)dE
[
Hˆ1n(x1|z)
] · · · dE[Hˆ(i−1)n(xi−1|z)]
× dHˆin(xi|z)dE
[
Hˆ(i+1)n(xi+1|z)
] · · · dE[Hˆkn(xk|z)],
¯ˆ
Pin :=
1
n0
n0∑
j=1
Pˆin(zj).
Similarly, we deﬁne
Pˆn(z) :=
√
n
∫
· · ·
∫
ψn(x1, ..., xk, z)dHˆ1n(x1|z) · · · dHˆkn(xk|z),
Pˆ0n(z) :=
√
n
∫
· · ·
∫
ψn(x1, ..., xk, z)dE
[
Hˆ1n(x1|z)
] · · · dE[Hˆkn(xk|z)],
¯ˆ
Pn :=
1
n0
n0∑
j=1
Pˆn(zj),
¯ˆ
P0n :=
1
n0
n0∑
j=1
Pˆ0n(zj).
Lemma A.2.9. Let C be a positive number such that
E[ψ2n(X1i1 , ..., Xkik , z)] ≤ C
for all i1, ..., ik ∈ {1, ..., n}, n ∈ m · N and z ∈ [0, 1]d. Then
¯ˆ
Pn =
k∑
i=1
¯ˆ
Pin − (k − 1) ¯ˆP0n + op(1).
Proof. As in the proof of Lemma A.1.1, ﬁrst we show that
V ar
[ ¯ˆ
Pn −
k∑
i=1
¯ˆ
Pin + (k − 1) ¯ˆP0n
]
= o(1). (A.2.11)
Assume that z, z˜ are two arbitrary covariate values in {z1, ..., zn0}. Let the
sets I, I1, I2, I3, J, J1 Iab and I¯ab for a, b ∈ {1, ..., k} be deﬁned as in the proof
of Lemma A.1.1. For any set I˜ ⊂ I, we denote
CI˜,n(z, z˜) :=n
∑
I˜
wni1(z, h) · · ·wnik(z, h)wnj1(z˜, h) · · ·wnjk(z˜, h)
× Cov[ψn(X1i1 , ..., Xkik , z), ψn(X1j1 , ..., Xkjk , z˜)].
Note that by (A.2.1), for all i ∈ {1, ..., n},
wni(z, h) =
K( zi−z
h
)∑n
k=1K(
zk−z
h
)
≤ K(
zi−z
h
)
m
∑
z′
k
∈I′0
K(z′k)
.
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Since K is bounded and
1
n0hd
∑
z′
k
∈I′0
K(z′k)→
∫
[0,1]d
K(x)dx,
for n large enough, there exists a constant C˜ > 0 such that
wni(z, h) ≤ C˜
n0hd
. (A.2.12)
Deﬁne
cn := Cn(2k − 1)(k − 1) · (2⌈n¯0h⌉+ 1)d(2k−2)m2k−2
( C˜
n0hd
)2k
.
Note the by Assumption (ii) n0h
2d →∞ and n¯0h→∞, thus,
cn = CC˜
2k(2k − 1)(k − 1)m2k−1 · (2⌈n¯0h⌉+ 1
n¯0h
)d(2k−2) · n−10 h−2d = o(1).
In the following, we show that for a = b = 1 and n large enough
∣∣CI¯ab,n(z, z˜)∣∣ ≤ cn. (A.2.13)
and ∣∣CIab,n(z, z˜)− Cov[Pˆan(z), Pˆbn(z˜)]∣∣ ≤ cn. (A.2.14)
Note that if (i1, ..., ik, j1, ..., jk) ∈ I¯11 with
wni1(z, h) · · ·wnik(z, h)wnj1(z˜, h) · · ·wnjk(z˜, h) 6= 0,
by Assumption (iii) K(x) = 0 if ‖x‖ > 1, it must hold that
‖zi1 − z‖ ≤ h, ..., ‖zik − z‖ ≤ h.
‖zj1 − z˜‖ ≤ h, ..., ‖zjk − z˜‖ ≤ h.
and at least two numbers out of the 2k−1 numbers i1, ..., ik, j2, ..., jk are equal.
Hence, there are at most(
2k − 1
2
)
· (2⌈n¯0h⌉+ 1)d(2k−2) ·m2k−2
elements in I¯11 with
wni1(z, h) · · ·wnik(z, h)wnj1(z˜, h) · · ·wnjk(z˜, h) 6= 0.
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Consequently, analogously to (A.1.7)
∣∣CI¯11,n(z, z˜)∣∣ ≤Cn∑
I¯11
wni1(z, h) · · ·wnik(z, h)wnj1(z˜, h) · · ·wnjk(z˜, h)
≤Cn
(
2k − 1
2
)
· (2⌈n¯0h⌉+ 1)d(2k−2) ·m2k−2
( C˜
n0hd
)2k
= cn,
i.e. Inequality (A.2.13) holds.
For Inequality (A.2.14), denote the function ψ˜n : R× [0, 1]kd → R with
ψ˜n(x, zi1 , zi2 , ..., zik) :=
∫
· · ·
∫
ψn(x, x2, ..., xk, zi1)dH2(x2|zi2) · · · dHk(xk|zik).
Note that if (i1, ..., ik, j1, ..., jk) ∈ I11, by Fubini’s theorem and independence
of X1i1 , ..., Xkik , X1j2 , ..., Xkjk
Cov
[
ψn(X1i1 , X2i2 , ..., Xkik , z), ψn(X1j1 , X2j2 , ..., Xkjk , z˜)
]
=Cov
[
ψn(X1i1 , X2i2 , ..., Xkik , z), ψn(X1i1 , X2j2 , ..., Xkjk , z˜)
]
=E
[
ψn(X1i1 , X2i2 , ..., Xkik , z) · ψn(X1i1 , X2j2 , ..., Xkjk , z˜)
]
− E[ψn(X1i1 , X2i2 , ..., Xkik , z)] · E[ψn(X1i1 , X2j2 , ..., Xkjk , z˜)]
=E
[
ψ˜n(X1i1 , z, zi2 , ..., zik) · ψ˜n(X1i1 , z˜, zj2 , ..., zjk)
]
− E[ψ˜n(X1i1 , z, zi2 , ..., zik)] · E[ψ˜n(X1i1 , z˜, zj2 , ..., zjk)]
=Cov
[
ψ˜n(X1i1 , z, zi2 , ..., zik), ψ˜n(X1i1 , z˜, zj2 , ..., zjk)
]
.
Therefore,
CI11,n(z, z˜) =n
∑
I11
wni1(z, h) · · ·wnik(z, h)wnj1(z˜, h) · · ·wnjk(z˜, h)
× Cov[ψ˜n(X1i1 , z, zi2 , ..., zik), ψ˜n(X1i1 , z˜, zj2 , ..., zjk)].
Further, by the independence of X1i1 and X1j1 providing i1 6= j1,
Cov
[
Pˆ1n(z), Pˆ1n(z˜)
]
=n
n∑
ik=1
. . .
n∑
i1=1
n∑
jk=1
. . .
n∑
j1=1
wni1(z, h) · · ·wnik(z, h)wnj1(z˜, h) · · ·wnjk(z˜, h)
× Cov[ψ˜n(X1i1 , z, zi2 , ..., zik), ψ˜n(X1j1 , z˜, zj2 , ..., zjk)]
=n
∑
I11∪I¯11
wni1(z, h) · · ·wnik(z, h)wnj1(z˜, h) · · ·wnjk(z˜, h)
× Cov[ψ˜n(X1i1 , z, zi2 , ..., zik), ψ˜n(X1i1 , z˜, zj2 , ..., zjk)].
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Thus, analogously to (A.1.12)∣∣∣CI11,n(z, z˜)− Cov[Pˆ1n(z), Pˆ1n(z˜)]∣∣∣
=
∣∣∣n∑
I¯11
wni1(z, h) · · ·wnik(z, h)wnj1(z˜, h) · · ·wnjk(z˜, h)
× Cov[ψ˜n(X1i1 , z, zi2 , ..., zik), ψ˜n(X1i1 , z˜, zj2 , ..., zjk)]∣∣∣
≤n
∑
I¯11
wni1(z, h) · · ·wnik(z, h)wnj1(z˜, h) · · ·wnjk(z˜, h)
×
∣∣∣Cov[ψ˜n(X1i1 , z, zi2 , ..., zik), ψ˜n(X1i1 , z˜, zj2 , ..., zjk)]∣∣∣
≤Cn
∑
I¯11
wni1(z, h) · · ·wnik(z, h)wnj1(z˜, h) · · ·wnjk(z˜, h) ≤ cn,
i.e. Inequality (A.2.14) holds. Then with the same arguments used in the
proof of Lemma A.1.1, Equality (A.2.11) follows.
Next, we show that
E
[ ¯ˆ
Pn −
k∑
i=1
¯ˆ
Pin + (k − 1) ¯ˆP0n
]
= o(1). (A.2.15)
For any set J˜ ⊂ J , denote
EJ˜ ,n(z) :=
√
n
∑
J˜
wni1(z, h) · · ·wnik(z, h)E
[
ψn(X1i1 , ..., Xkik , z)
]
.
We can write then
E[Pˆn(z)] = EJ,n(z) = EJ1,n(z) + EJ\J1,n(z). (A.2.16)
Note that if (i1, ..., ik) ∈ J\J1, by Fubini’s theorem and independence of
X1i1 , ..., Xkik ,
E
[
ψn(X1i1 , ..., Xkik , z)
]
= E
[
ψ˜n(X1i1 , z, zi2 , ..., zik)
]
. (A.2.17)
Hence, the second term on the right-hand side of (A.2.16)
EJ\J1,n(z) =
√
n
∑
J\J1
wni1(z, h) · · ·wnik(z, h)E
[
ψ˜n(X1i1 , z, zi2 , ..., zik)
]
.
Further, by deﬁnition,
Pˆ0n(z) =
√
n
∑
J
wni1(z, h) · · ·wnik(z, h)E
[
ψ˜n(X1i1 , z, zi2 , ..., zik)
]
.
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Therefore,
∣∣E[Pˆn(z)]− Pˆ0n(z)∣∣
≤∣∣EJ1,n(z)∣∣+ ∣∣EJ\J1,n(z)− Pˆ0n(z)∣∣
≤√n
∑
J1
wni1(z, h) · · ·wnik(z, h)
×
(∣∣E[ψn(X1i1 , ..., Xkik , z)]∣∣+ ∣∣E[ψ˜n(X1i1 , z, zi2 , ..., zik)]∣∣). (A.2.18)
Note that if (i1, ..., ik) ∈ J1 with
wni1(z, h) · · ·wnik(z, h) 6= 0,
it must hold that
‖zi1 − z‖ ≤ h, ..., ‖zik − z‖ ≤ h.
and at least two numbers out of the k numbers i1, ..., ik are equal. Hence, there
are at most (
k
2
)
· (2⌈n¯0h⌉+ 1)d(k−1) ·mk−1
elements in J1 with
wni1(z, h) · · ·wnik(z, h) 6= 0.
Further, by Jensen’s inequality, for all i1, ..., ik ∈ {1, ..., n},
E
[
ψn(X1i1 , ..., Xkik , z)
] ≤ (E[ψ2n(X1i1 , ..., Xkik , z)])1/2 ≤ C1/2,
by (A.2.17), we get
∣∣E[ψ˜n(X1i1 , z, zi2 , ..., zik)]∣∣ ≤ C1/2.
Thus,
∣∣E[Pˆn(z)]− Pˆ0n(z)∣∣ ≤2C1/2√n∑
J1
wni1(z, h) · · ·wnik(z, h)
≤k(k − 1)C1/2√n · (2⌈n¯0h⌉+ 1)d(k−1) ·mk−1
( C˜
n0hd
)k
Consequently, by Assumption (ii) n0h
2d →∞, we get as n0 →∞,
∣∣E[ ¯ˆPn]− ¯ˆP0n∣∣ ≤ 1
n0
n0∑
i=1
∣∣E[Pˆn(zi)]− Pˆ0n(zi)∣∣
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≤k(k − 1)C1/2√n · (2⌈n¯0h⌉+ 1)d(k−1) ·mk−1
( C˜
n0hd
)k
≤k(k − 1)C1/2C˜k ·mk−1/2(2⌈n¯0h⌉+ 1
n¯0h
)d(k−1)
n
−1/2
0 h
−1 = o(1).
By deﬁnition, we have
E[Pˆ1n(z)] =
√
n
∑
J
wni1(z, h) · · ·wnik(z, h)E
[
ψ˜n(X1i1 , z, zi2 , ..., zik)
]
= Pˆ0n(z).
Thus,
E[
¯ˆ
P1n] =
¯ˆ
P0n.
With the same arguments, we can show that for any i ∈ {1, ..., k},
E[
¯ˆ
Pin] =
¯ˆ
P0n.
Therefore, Equality (A.2.15) follows. The assertion follows then from Cheby-
shev’s inequality by (A.2.11) and (A.2.15).
Corollary A.2.10. Under the assumptions of Lemma A.2.9, we have
n−1/2
¯ˆ
Pn = n
−1/2 ¯ˆP0n + op(1).
Proof. Analogously to Corollary A.1.2, the assertion can be shown by Lemma
A.2.9.
Lemma A.2.11. Let (ψn)n∈m·N : R× [0, 1]d → R be a sequence of functions. If
the functions (ψn)n∈m·N are dominated by the sameH square integrable function
independent of z, then∫
ψn(x, z)dQˆn(x, z) =
∫
ψn(x, z)dE[Qˆn(x, z)] + op(1) = Op(1).
Proof. Note that by (A.2.10) and the assumption of this lemma, there exists
a constant C > 0 such that,
V ar
[ ∫
ψn(x, z)dQˆn(x, z)
]
≤ 1
n2
n∑
i=1
n∑
j=1
n∑
k=1
wnj(zi, h)wnj(zk, h)
∣∣∣ ∫ ψn(x, zi)ψn(x, zk)dH(x|zj)
−
∫
ψn(x, zi)dH(x|zj)
∫
ψn(x, zk)dH(x|zj)
∣∣∣
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≤C 1
n2
n∑
i=1
n∑
j=1
n∑
k=1
wnj(zi, h)wnj(zk, h) = C · 1
n2
n∑
j=1
1 + o(1),
where the last step follows from Lemma A.2.4 with ψn(z) = 1 for all n ∈ m ·N
and z ∈ [0, 1]d. Thus,
V ar
[ ∫
ψn(x, z)dQˆn(x, z)
]
= o(1).
Hence, it follows from Chebyshev’s inequality that∫
ψn(x, z)dQˆn(x, z) =
∫
ψn(x, z)dE[Qˆn(x, z)] + op(1).
Further, there exists a constant C > 0 such that,
∣∣∣ ∫ ψn(x, z)dE[Qˆn(x, z)]∣∣∣ ≤ 1
n
n∑
i=1
n∑
j=1
wnj(zi, h)
∣∣∣ ∫ ψn(x, zi)dH(x|zj)∣∣∣
≤C · 1
n
n∑
i=1
n∑
j=1
wnj(zi, h) = C.
Hence, ∫
ψn(x, z)dE[Qˆn(x, z)] + op(1) = Op(1).
Lemma A.2.12. Let ψ : R × [0, 1]d → R be an H integrable function. If
∂ψ/∂z is dominated by H intergrable function independent of z, then∫
ψ(x, z)dE[Qˆn(x, z)] =
∫
ψ(x, z)dQ(x, z) + o(1)
Proof. By a Taylor expansion, for each i, j ∈ {1, ..., n}, there exists zij lying
between zi and zj, such that∫
ψ(x, z)dE[Qˆn(x, z)]
=
1
n
n∑
i=1
n∑
j=1
wnj(zi)
∫
ψ(x, zi)dH(x|zj)
=
1
n
n∑
i=1
n∑
j=1
wnj(zi)
∫ (
ψ(x, zj) +
(ψ(x, zij)
∂z
)T
· (zi − zj)
)
dH(x|zj)
=
1
n
n∑
i=1
n∑
j=1
wnj(zi)
∫
ψ(x, zj)dH(x|zj)
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+
1
n
n∑
i=1
n∑
j=1
wnj(zi)
∫ (ψ(x, zij)
∂z
)T
dH(x|zj) · (zi − zj). (A.2.19)
By Lemma A.2.3, the ﬁrst term on the right-hand side of (A.2.19) can be
written as
1
n
n∑
j=1
∫
ψ(x, zj)dH(x|zj) + o(1) =
∫
ψ(x, z)dQ(x, z) + o(1).
By the assumption of this lemma, there exists a C > 0 such that the second
term on the right-hand side of (A.2.19) is bounded by
C · 1
n
n∑
i=1
n∑
j=1
wnj(zi)‖zi − zj‖ ≤ Ch · 1
n
n∑
i=1
n∑
j=1
wnj(zi) = Ch
where the inequality follows from Lemma A.2.5. Hence, the assertion follows.
Lemma A.2.13. Assume that d=1 and ψ is a Lipschitz continuous function
on [0, 1], then
√
n · 1
n0
n0∑
i=1
ψ(zi)−
√
n ·
∫ 1
0
ψ(z)dz = o(1)
Proof. By the mean value theorem for integration, there exist z′i lying between
zi−1 and zi for each i ∈ {1, ..., n0}, such that∫ 1
0
ψ(z)dz =
n0∑
i=1
∫ zi
zi−1
ψ(z)dz =
1
n0
n0∑
i=1
ψ(z′i),
where z0 = 0. By the Lipschitz continuity of the function ψ, there exists a
constant C > 0, such that
∣∣∣√n · 1
n0
n0∑
i=1
ψ(zi)−
√
n ·
∫ 1
0
ψ(z)dz
∣∣∣
=
∣∣∣√n · 1
n0
n0∑
i=1
ψ(zi)−
√
n · 1
n0
n0∑
i=1
ψ(z′i)
∣∣∣
≤√n · 1
n0
n0∑
i=1
∣∣ψ(zi)− ψ(z′i)∣∣
≤C√n · 1
n0
n0∑
i=1
|zi − z′i| ≤ C
√
n · 1
n0
n0∑
i=1
1
n0
= C
√
n · 1
n0
= o(1).
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A.3 Appendix of Section 3.2 (m→∞, n0 Fixed)
Lemma A.3.1. Let ψ : R×[0, 1]d → R be a bounded function with ψ(x, z) = 0,
if x > τ , then
√
n · 1
n0
n0∑
k=1
∫
ψ(x, zk) dH
KM
n (x|zk)
=
√
n · 1
n0
n0∑
k=1
∫
ψ(x, zk)γ(x|zk) dB1n(x|zk)
+
√
n · 1
n0
n0∑
k=1
∫ ∫
I(x < u)ψ(u, zk)
1− B(x|zk) dH(u|zk)dB
0
n(x|zk)
−√n · 1
n0
n0∑
k=1
∫ ∫
ψ(u, zk)C(x ∧ u|zk) dH(u|zk)dBn(x|zk) + op(1).
Proof. It follows directly from Theorem 1.1 of Stute (1995) that for each k ∈
{1, ..., n0},
√
n ·
∫
ψ(x, zk) dH
KM
n (x|zk)
=
√
n ·
∫
ψ(x, zk)γ(x|zk) dB1n(x|zk)
+
√
n ·
∫ ∫
I(x < u)ψ(u, zk)
1− B(x|zk) dH(u|zk)dB
0
n(x|zk)
−√n ·
∫ ∫
ψ(u, zk)C(x ∧ u|zk) dH(u|zk)dBn(x|zk) + op(1).
Hence, the assertion follows since n0 is ﬁxed.
Lemma A.3.2. Let ψ : R2×[0, 1]d → R be a bounded function with ψ(x, y, z) =
0, if max(x, y) > τ . Then we have
√
n · 1
n0
n0∑
k=1
∫ ∫
ψ(x, y, zk)
[
dHKMn (x|zk)dHKMn (y|zk)− dHKMn (x|zk)dH(y|zk)
− dH(x|zk)dHKMn (y|zk) + dH(x|zk)dH(y|zk)
]
= op(1).
Proof. Note that by deﬁnition HKMn (·|z) is a step function with possible jumps
at Y1, ..., Yn. The mass attached to ith order statistic Y(i) is equal to
1−
i∏
j=1
(
1− δ(j)(z)∆(j)
m−∑j−1k=1 δ(k)(z)
)− (1− i−1∏
j=1
(
1− δ(j)(z)∆(j)
m−∑j−1k=1 δ(k)(z)
))
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=
i−1∏
j=1
(
1− δ(j)(z)∆(j)
m−∑j−1k=1 δ(k)(z)
)− i∏
j=1
(
1− δ(j)(z)∆(j)
m−∑j−1k=1 δ(k)(z)
)
=
(
1− (1− δ(i)(z)∆(i)
m−∑i−1k=1 δ(k)(z)
)) · i−1∏
j=1
(
1− δ(j)(z)∆(j)
m−∑j−1k=1 δ(k)(z)
)
=
δ(i)(z)∆(i)
m−∑i−1k=1 δ(k)(z) ·
i−1∏
j=1
(
1− δ(j)(z) ·∆(j)
m−∑j−1k=1 δ(k)(z)
)
=
δ(i)(z)∆(i)
m−∑i−1k=1 δ(k)(z) ·
i−1∏
j=1
(m−∑j−1k=1 δ(k)(z)− δ(j)(z)∆(j)
m−∑j−1k=1 δ(k)(z)
)
=
1
m
· δ(i)(z)∆(i)
i−1∏
j=1
(m−∑j−1k=1 δ(k)(z)− δ(j)(z)∆(j)
m−∑jk=1 δ(k)(z)
)
=
1
m
· δ(i)(z)∆(i)
i−1∏
j=1
(
1 +
δ(j)(z)(1−∆(j))
m
(
1− Bn(Y(j)|z)
)).
Thus, for the function ψ : R2 × [0, 1]d → R, we get∫
ψ(x, y, z)dHKMn (x|z)
=
1
m
n∑
i=1
ψ(Y(i), y, z)∆(i)δ(i)(z)
i−1∏
j=1
(
1 +
δn(j)(z)(1−∆(j))
m
(
1− Bn(Y(j)|z)
))
=
1
m
n∑
i=1
ψ(Yi, y, z)∆iδi(z)
n∏
j=1
I(Yj < Yi)
(
1 +
δj(z)(1−∆j)
m
(
1− Bn(Yj|z)
))
=
1
m
n∑
i=1
ψ(Yi, y, z)∆iδi(z) exp
n∑
j=1
I(Yj < Yi) ln
(
1 +
δj(z)(1−∆j)
m
(
1− Bn(Yj|z)
))
=
1
m
n∑
i=1
ψ(Yi, y, z)∆iδi(z) exp
n∑
j=1
I(Yj < Yi)(1−∆j)δj(z) ln
(
1 +
1
m
(
1− Bn(Yj|z)
))
=
1
m
n∑
i=1
ψ(Yi, y, z)∆iδi(z) exp
(
m
∫ Yi−
−∞
ln
(
1 +
1
m
(
1− Bn(x|z)
))dB0n(x|z)
)
.
Analogously to Stute (1995), for i ∈ {1, ..., n}, deﬁne the functionsAin, Bin, Cin :
[0, 1]d → R with
Ain(z) := m
∫ Yi−
−∞
ln
(
1+
1
m
(
1− Bn(x|z)
))dB0n(x|z)−
∫ Yi−
−∞
1
1− B(x|z)dB
0(x|z),
Bin(z) := m
∫ Yi−
−∞
ln
(
1+
1
m
(
1− Bn(x|z)
))dB0n(x)−
∫ Yi−
−∞
1
1− Bn(x|z)dB
0
n(x|z),
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Cin(z) :=
∫ Yi−
−∞
1
1− Bn(x|z)dB
0
n(x|z)−
∫ Yi−
−∞
1
1− B(x|z)dB
0(x|z).
Note that
Ain(z) = Bin(z) + Cin(z).
By a Taylor expansion, for a, b ∈ R there exists a ξ lying between a and b such
that
exp(a) = exp(b) + exp(b)(a− b) + 1
2
exp(ξ)(a− b)2
Thus, by setting
a = m
∫ Yi−
−∞
ln
(
1 +
1
m
(
1− Bn(x|z)
))dB0n(x|z)
and
b =
∫ Yi−
−∞
1
1− B(x|z)dB
0(x|z),
we get
exp
(
m
∫ Yi−
−∞
ln
(
1 +
1
m
(
1− Bn(x|z)
))dB0n(x|z)
)
=γ(Yi|z) + γ(Yi|z)Ain(z) + 1
2
eξi(z) · A2in(z)
=γ(Yi|z)
(
1 + Bin(z) + Cin(z)
)
+
1
2
eξi(z)
(
Bin(z) + Cin(z)
)2
,
where ξi(z) lies between and
m
∫ Yi−
−∞
ln
(
1 +
1
m
(
1− Bn(x|z)
))dB0n(x|z)
and ∫ Yi−
−∞
1
1− B(x|z)dB
0(x|z).
Therefore, we get∫
ψ(x, y, z)dHKMn (x|z) =
1
m
n∑
i=1
ψ(Yi, y, z)∆iδi(z)γ(Yi|z)
(
1 + Bin(z) + Cin(z)
)
+
1
m
n∑
i=1
ψ(Yi, y, z)∆iδi(z)
1
2
eξi(z)
(
Bin(z) + Cin(z)
)2
.
Consequently, for the function ψ : R2 × [0, 1]d → R, we get
√
n · 1
n0
n0∑
k=1
∫ ∫
ψ(x, y, zk) dH
KM
n (x|zk)dHKMn (y|zk)
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=
√
n · 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
(
ψ(Yi, Yj, zk)γ(Yi|zk)γ(Yj|zk)∆i∆jδi(zk)δj(zk)
× (1 + Bin(zk) + Cin(zk)) · (1 + Bjn(zk) + Cjn(zk)))
+
√
n · 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
1
2
(
ψ(Yi, Yj, zk)γ(Yi|zk)∆i∆jδi(zk)δj(zk)eξj(zk)
× (1 + Bin(zk) + Cin(zk)) · (Bjn(zk) + Cjn(zk))2)
+
√
n · 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
1
2
(
ψ(Yi, Yj, zk)γ(Yj|zk)∆i∆jδi(zk)δj(zk)eξi(zk)
× (Bin(zk) + Cin(zk))2 · (1 + Bjn(zk) + Cjn(zk)))
+
√
n · 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
1
4
(
ψ(Yi, Yj, zk)∆i∆jδi(zk)δj(zk)e
ξi(zk)eξj(zk)
× (Bin(zk) + Cin(zk))2 · (Bjn(zk) + Cjn(zk))2). (A.3.1)
In the ﬁrst term of (A.3.1), by Lemma A.1.1 with k = 2, X1j = X2j = ∆j · Yj
for j ∈ {1, ..., n} and ψ(x, y, z) = ψ(x, y, z)γ(x|z)γ(y|z), we can write
√
n · 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
ψ(Yi, Yj, zk)γ(Yi|zk)γ(Yj|zk)∆i∆jδi(zk)δj(zk)
=
√
n · 1
n0
n0∑
k=1
∫ ∫
ψ(x, y, zk)γ(x|zk)γ(y|zk)dB1n(x|zk)dB1n(y|zk)
=
√
n · 1
n0
n0∑
k=1
∫ ∫
ψ(x, y, zk)γ(x|zk)γ(y|zk)
[
dB1n(x|zk)dB1(y|zk)
+ dB1(x|zk)dB1n(y|zk)− dB1(x|zk)dB1(y|zk)
]
+ op(1). (A.3.2)
In the sequel, we show that
√
n · 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
ψ(Yi, Yj, zk)γ(Yi|zk)γ(Yj|zk)∆i∆jδi(zk)δj(zk)Bin(zk) = op(1).
(A.3.3)
Since for a ≥ 0,
−a
2
2
≤ ln(1 + a)− a ≤ 0.
By setting
a =
1
m
(
1− Bn(Yj|z)
) ,
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we get
− 1
2m2
(
1− Bn(Yj|z)
)2 ≤ ln(1 + 1m(1− Bn(Yj|z))
)
− 1
m
(
1− Bn(Yj|z)
) ≤ 0.
Thus,
− 1
2m
∫ Yi−
−∞
dB0n(x|z)(
1− Bn(x|z)
)2 ≤ Bin(z) ≤ 0.
Hence, we obtain for any k ∈ {1, ..., n0} and i ∈ {1, ..., n} with Yi ≤ τ ,
|Bin(zk)| ≤ 1
2m
∫ Yi−
−∞
dB0n(x|zk)
mink∈{1,...,n0}
(
1− Bn(τ |zk)
)2 . (A.3.4)
Note that
min
k∈{1,...,n0}
(
1−Bn(τ |zk)
) ≥ min
k∈{1,...,n0}
(
1−B(τ |zk)
)
+ min
k∈{1,...,n0}
(
B(τ |zk)−Bn(τ |zk)
)
Since τ < τB, thus there exists a constant δ > 0 such that
min
k∈{1,...,n0}
(
1− B(τ |zk)
)
> δ.
For k ∈ {1, ..., n0}, by law of large numbers,
∣∣B(τ |zk)−Bn(τ |zk)∣∣ a.s.−−→ 0. Since
n0 is a constant number, we have
min
k∈{1,...,n0}
(
B(τ |zk)− Bn(τ |zk)
) a.s.−−→ 0.
Therefore, for n large enough, we have
min
k∈{1,...,n0}
(
1− Bn(τ |zk)
) ≥ δ a.s. (A.3.5)
Consequently, by (A.3.4), there exists a constant C > 0 such that for any
k ∈ {1, ..., n0} and i ∈ {1, ..., n} with Yi ≤ τ ,
|Bin(zk)| ≤ C ·m−1, in probability
Hence, by the assumption ψ(x, y, z) = 0, if max(x, y) > τ , we get
∣∣∣√n · 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
ψ(Yi, Yj, zk)γ(Yi|zk)γ(Yj|zk)∆i∆jδi(zk)δj(zk)Bin(zk)
∣∣∣
≤C√n · 1
n0m3
n∑
i=1
n∑
j=1
n0∑
k=1
∣∣ψ(Yi, Yj, zk)∣∣γ(Yi|zk)γ(Yj|zk)∆i∆jδi(zk)δj(zk)
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=Cn−1/2
n0∑
k=1
∫ ∫ ∣∣ψ(x, y, zk)∣∣γ(x|zk)γ(y|zk)dB1n(x|zk)dB1n(y|zk) = op(1)
where the last term follows from Corolary A.1.2 with k = 2, X1j = X2j = ∆j ·Yj
for j ∈ {1, ..., n} and |ψ(x, y, z)| = ψ(x, y, z)γ(x|z)γ(y|z). Therefore, Equation
(A.3.3) holds.
Next we show that
√
n · 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
ψ(Yi, Yj, zk)γ(Yi|zk)γ(Yj|zk)∆i∆jδi(zk)δj(zk)Cin(zk)
=
√
n · 1
n0
n0∑
k=1
∫ ∫
ψ(x, y, zk) dH
KM
n (x|zk)dH(y|zk)
−√n · 1
n0
n0∑
k=1
∫ ∫
ψ(x, y, zk) · γ(x|zk) dB1n(x|zk)dH(y|zk) + op(1). (A.3.6)
Note that we can write
Cin(z) =−
∫ Yi−
−∞
∫
I(x < u)(
1− B(x|z))2dBn(u|z)dB0n(x|z)
+
∫ Yi−
−∞
2
1− B(x|z)dB
0
n(x|z)−
∫ Yi−
−∞
1
1− B(x|z)dB
0(x|z)
+
∫ Yi−
−∞
(
Bn(x|z)− B(x|z)
)2(
1− B(x|z))2(1− Bn(x|z))dB0n(x|z).
Denote the function ψ˜ : R3 × [0, 1]d → R with
ψ˜(x, y, u, z) := ψ(x, y, z)I(u < x)γ(x|z)γ(y|z)/(1− B(u|z)),
we get then
√
n · 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
ψ(Yi, Yj, zk)γ(Yi|zk)γ(Yj|zk)∆i∆jδi(zk)δj(zk)Cin(zk)
=
√
n · 1
n0m
n∑
i=1
n0∑
k=1
∫
ψ(Yi, y, zk)γ(y|zk)dB1n(y|zk) · γ(Yi|zk)∆iδi(zk)Cin(zk)
=−√n · 1
n0
n0∑
k=1
∫∫∫∫
ψ˜(x, y, u, zk)I(u < t)
1− B(u|zk) dBn(t|zk)dB
0
n(u|zk)dB1n(x|zk)dB1n(y|zk)
+ 2
√
n · 1
n0
n0∑
k=1
∫∫∫
ψ˜(x, y, u, zk)dB
0
n(u|zk)dB1n(x|zk)dB1n(y|zk)
−√n · 1
n0
n0∑
k=1
∫∫∫
ψ˜(x, y, u, zk)dB
0(u|zk)dB1n(x|zk)dB1n(y|zk)
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+
√
n · 1
n0
n0∑
k=1
∫∫∫
ψ˜(x, y, u, zk)
(
Bn(u|zk)− B(u|zk)
)2(
1− B(u|zk)
)(
1− Bn(u|zk)
) dB0n(u|zk)dB1n(x|zk)dB1n(y|zk)
=:Cn1 + Cn2 + Cn3 + Cn4.
By Lemma A.1.1 with k = 4, X1j = Yj, X2j = (1−∆j)·Yj, X3j = H4j = ∆j ·Yj
for j ∈ {1, ..., n} and
ψ(x, y, u, t, z) =
ψ˜(x, y, u, z)I(u < t)
1− B(u|z) ,
we can write
Cn1 =−
√
n· 1
n0
n0∑
k=1
∫∫∫∫
ψ˜(x, y, u, zk)I(u < t)
1− B(u|zk)
[
dBn(t|zk)dB0(u|zk)dB1(x|zk)dB1(y|zk)
+ dB(t|zk)dB0n(u|zk)dB1(x|zk)dB1(y|zk) + dB(t|zk)dB0(u|zk)dB1n(x|zk)dB1(y|zk)
+ dB(t|zk)dB0(u|zk)dB1(x|zk)dB1n(y|zk)
− 3dB(t|zk)dB0(u|zk)dB1(x|zk)dB1(y|zk)
]
+ op(1)
=−√n· 1
n0
n0∑
k=1
∫∫∫∫
ψ˜(x, y, u, zk)I(u < t)
1− B(u|zk) dBn(t|zk)dB
0(u|zk)dB1(x|zk)dB1(y|zk)
−√n· 1
n0
n0∑
k=1
∫∫∫
ψ˜(x, y, u, zk)
[
dB0n(u|zk)dB1(x|zk)dB1(y|zk)
+ dB0(u|zk)dB1n(x|zk)dB1(y|zk) + dB0(u|zk)dB1(x|zk)dB1n(y|zk)
− 3dB0(u|zk)dB1(x|zk)dB1(y|zk)
]
+ op(1).
With similar arguments, it can be shown that
Cn2 =2
√
n · 1
n0
n0∑
k=1
∫∫∫
ψ˜(x, y, u, zk)
[
dB0n(u|zk)dB1(x|zk)dB1(y|zk)
+ dB0(u|zk)dB1n(x|zk)dB1(y|zk) + dB0(u|zk)dB1(x|zk)dB1(y|zk)
− 2dB0(u|zk)dB1(x|zk)dB1(y|zk)
]
+ op(1).
and
Cn3 =−
√
n · 1
n0
n0∑
k=1
∫∫∫
ψ˜(x, y, u, zk)
[
dB0(u|zk)dB1n(x|zk)dB1(y|zk)
+B0(u|zk)dB1(x|zk)dB1n(y|zk)− B0(u|zk)dB1(x|zk)dB1(y|zk)
]
+ op(1).
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By (A.3.5), there exists a C > 0 such that Cn4 is bounded by
√
n · 1
n0
n0∑
k=1
∫∫∫ |ψ˜(x, y, u, zk)|(Bn(u|zk)− B(u|zk))2(
1− B(u|zk)
)(
1− Bn(τ |zk)
) dB0n(u|zk)dB1n(x|zk)dB1n(y|zk)
≤C√n · 1
n0
n0∑
k=1
∫∫∫ |ψ˜(x, y, u, zk)|(Bn(u|zk)− B(u|zk))2
1− B(u|zk) dB
0
n(u|zk)dB1n(x|zk)dB1n(y|zk),
which is equal to op(1) by using the same arguments for T1n in Theorem 2.2.4.
Thus, Cn4 = op(1). Therefore, we get
√
n· 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
ψ(Yi, Yj, zk)γ(Yi|zk)γ(Yj|zk)∆i∆jδi(zk)δj(zk)Cin(zk)
=−√n· 1
n0
n0∑
k=1
∫∫∫∫
ψ˜(x, y, u, zk)I(u < t)
1− B(u|zk) dBn(t|zk)dB
0(u|zk)dB1(x|zk)dB1(y|zk)
+
√
n· 1
n0
n0∑
k=1
∫∫∫
ψ˜(x, y, u, zk)dB
0
n(u|zk)dB1(x|zk)dB1(y|zk) + op(1)
=−√n· 1
n0
n0∑
k=1
∫∫ (∫
ψ(x, y, zk)dH(y|zk)
)
· C(u ∧ x|zk) dH(x|zk)dBn(u|zk)
+
√
n· 1
n0
n0∑
k=1
∫∫
I(u < x)
∫
ψ(x, y, zk)dH(y|zk)
1− B(u|zk) dH(x|zk)dB
0
n(u|zk) + op(1)
=
√
n· 1
n0
n0∑
k=1
∫∫
ψ(x, y, zk) dH(y|zk)dHKMn (x|zk)
−√n · 1
n0
n0∑
k=1
∫∫
ψ(x, y, zk) dH(y|zk) · γ(x|zk)dB1n(x|zk) + op(1),
where the last step follows from Lemma A.3.1.
By symmetry arguments, we get further
√
n · 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
ψ(Yi, Yj, zk)γ(Yi|zk)γ(Yj|zk)∆i∆jδi(zk)δj(zk)Cjn(zk)
=
√
n · 1
n0
n0∑
k=1
∫∫
ψ(x, y, zk) dH(x|zk)dHKMn (y|zk)
−√n · 1
n0
n0∑
k=1
∫∫
ψ(x, y, zk) dH(x|zk) · γ(y|zk)dB1n(y|zk) + op(1). (A.3.7)
Analogously to (A.3.3) and (A.3.6), it can be shown that
√
n · 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
(
ψ(Yi, Yj, zk)γ(Yi|zk)γ(Yj|zk)∆i∆jδi(zk)δj(zk)
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× (Bjn(zk) + Bin(zk)Bjn(zk) + Bin(zk)Cjn(zk)
+ Cin(zk)Bjn(zk) + Cin(zk)Cjn(zk)
))
= op(1). (A.3.8)
Therefore, it follows from (A.3.2), (A.3.3), (A.3.6), (A.3.7) and (A.3.8) that
the ﬁrst term on the right-hand side of (A.3.1) equals
√
n · 1
n0m2
n∑
i=1
n∑
j=1
n0∑
k=1
(
ψ(Yi, Yj, zk)γ(Yi|zk)γ(Yj|zk)∆i∆jδi(zk)δj(zk)
× (1 + Cin(zk) + Cjn(zk)))+ op(1)
=
√
n · 1
n0
n0∑
k=1
∫ ∫
ψ(x, y, zk)
[
dHKMn (x|zk)dH(y|zk)
+ dH(x|zk)dHKMn (y|zk)− dH(x|zk)dH(y|zk)
]
+ op(1).
By similar arguments, we can show all the last three terms on the right-hand
side of (A.3.1) converge to zero in probability. Hence, the assertion holds.
Lemma A.3.3. Let ψ : R3×[0, 1]d → R be a bounded function with ψ(x1, x2, x3, z) =
0, if max(x1, x2, x3) > τ . Then we have
√
n· 1
n0
n0∑
k=1
∫∫∫
ψ(x1, x2, x3, zk)
[
dHKMn (x1|zk)dHKMn (x2|zk)dHKMn (x3|zk)
−dHKMn (x1|zk)dH(x2|zk)dH(x3|zk)− dH(x1|zk)dHKMn (x2|zk)dH(x3|zk)
−dH(x1|zk)dH(x2|zk)dHKMn (x3|zk) + 2dH(x1|zk)dH(x2|zk)dH(x3|zk)
]
= op(1).
Proof. It can be shown similarly as Lemma A.3.2.
A.4 Appendix of Section 3.3 (n0 →∞,m Fixed)
Lemma A.4.1. There exists a constant δ > 0 such that for all z ∈ [0, 1]d and
eventually all n ∈ m · N,
1− E[Bˆn(τ |z)] > δ and 1− Bˆn(τ |z) > δ in probability
Proof. By Assumption (i) and the independence of Xi and Ci, the function B
has bounded derivative and Hessian matrix with respect to z. Hence, analo-
gously to Lemma A.2.6, we can show there exists a constant C > 0, such that
for any z ∈ [0, 1]d, ∣∣E[Bˆn(τ |z)]− B(τ |z)∣∣ ≤ Ch.
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By deﬁnition of τ , there exists a constant δ > 0, such that for any z ∈ [0, 1]d
1− B(τ |z) > δ.
Hence, for any z ∈ [0, 1]d and n large enough, we have
1− E[Bˆn(τ |z)] = 1− B(τ |z) + B(τ |z)− E[Bˆn(τ |z)] > δ. (A.4.1)
For the second part of assertion we show ﬁrst
max
z∈[0,1]d
∣∣Bˆn(τ |z)− E[Bˆn(τ |z)]∣∣ = Op(n−1/20 h−d/2(log n0)1/2).
By the compactness of [0, 1]d, there exist ln0 subsets S1, ..., Sln0 ⊂ [0, 1]d, such
that
max
i
max
z,z˜∈Si
‖z − z˜‖ ≤ n−1/20 h1−d/2(log n0)1/2 and [0, 1]d ⊂
ln0⋃
i=1
Si.
For i ∈ {1, ..., ln0}, let z˜i be a vector in Si, then we have
max
z∈[0,1]d
∣∣Bˆn(τ |z)− E[Bˆn(τ |z)]∣∣
=max
i
max
z∈Si
∣∣Bˆn(τ |z)− E[Bˆn(τ |z)]∣∣
≤max
i
max
z∈Si
∣∣Bˆn(τ |z)− Bˆn(τ |z˜i)|+max
i
∣∣Bˆn(τ |z˜i)− E[Bˆn(τ |z˜i)]∣∣
+max
i
max
z∈Si
∣∣E[Bˆn(τ |z˜i)]− E[Bˆn(τ |z)]∣∣. (A.4.2)
Note that if z ∈ Si,
∣∣Bˆn(τ |z)− Bˆn(τ |z˜i)∣∣
=
∣∣ n∑
j=1
wnj(z, h)I(Yj ≤ τ)−
n∑
j=1
wnj(z˜i, h)I(Yj ≤ τ)
∣∣
=
∣∣∣
∑n
j=1K(
zj−z
h
)I(Yj ≤ τ)∑n
k=1K(
zk−z
h
)
−
∑n
j=1K(
zj−z˜i
h
)I(Yj ≤ τ)∑n
k=1K(
zk−z˜i
h
)
∣∣∣
≤
∣∣∣
∑n
j=1K(
zj−z
h
)I(Yj ≤ τ)∑n
k=1K(
zk−z
h
)
−
∑n
j=1K(
zj−z
h
)I(Yj ≤ τ)∑n
k=1K(
zk−z˜i
h
)
∣∣∣
+
∣∣∣
∑n
j=1K(
zj−z
h
)I(Yj ≤ τ)∑n
k=1K(
zk−z˜i
h
)
−
∑n
j=1K(
zj−z˜i
h
)I(Yj ≤ τ)∑n
k=1K(
zk−z˜i
h
)
∣∣∣. (A.4.3)
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In the following, we show that there exists a constant δ such that for all
z ∈ [0, 1]d,
1
nhd
n∑
k=1
K(
zk − z
h
) > δ. (A.4.4)
By (A.2.1), if z ∈ {z1, ...zn0},
1
nhd
n∑
k=1
K(
zk − z
h
) ≥ 1
n0hd
∑
z′
k
∈I′0
K(z′k).
where I ′0 is deﬁned in Section A.2. Further, we have
1
n0hd
∑
z′
k
∈I′0
K(z′k)→
∫
[0,1]d
K(x)dx.
Hence, for n large enough there exists a constant δ > 0 such that for all
z ∈ {z1, ...zn0},
1
nhd
n∑
k=1
K(
zk − z
h
) > δ. (A.4.5)
For any z ∈ [0, 1]d, by the deﬁnition of {z1, ...zn0}, there exists a z′ ∈ {z1, ...zn0}
with ‖z − z′‖ ≤ 1/n¯0 and
∣∣∣ 1
nhd
n∑
k=1
K(
zk − z
h
)− 1
nhd
n∑
k=1
K(
zk − z′
h
)
∣∣∣
≤ 1
n0hd
·
n0∑
k=1
∣∣∣K(zk − z
h
)−K(zk − z
′
h
)
∣∣∣
By Assumption (iii) K(x) = 0 if ‖x‖ > 1, hence, maximal 2 · (2⌈n¯0h⌉ + 1)d
summands in the last term are nonzero. Thus, by the Lipschitz continuity of
the function K, there exists a constant C > 0, such that
∣∣∣ 1
nhd
n∑
k=1
K(
zk − z
h
)− 1
nhd
n∑
k=1
K(
zk − z′
h
)
∣∣∣
≤ 1
n0hd
· (2⌈n¯0h⌉+ 1)d · C · ‖z − z
′‖
h
≤ 1
n0hd
· (2⌈n¯0h⌉+ 1)d · C · 1
n¯0h
= o(1). (A.4.6)
Thus, it follows from (A.4.5) that for any z ∈ [0, 1]d, (A.4.4) holds.
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The ﬁrst term on the right-hand side of (A.4.3)
∣∣∣
∑n
j=1K(
zj−z
h
)I(Yj ≤ τ)∑n
k=1K(
zk−z
h
)
−
∑n
j=1K(
zj−z
h
)I(Yj ≤ τ)∑n
k=1K(
zk−z˜i
h
)
∣∣∣
=
( n∑
j=1
K(
zj − z
h
)I(Yj ≤ τ)
)∣∣∣
∑n
k=1K(
zk−z
h
)−∑nk=1K( zk−z˜ih )∑n
k=1K(
zk−z
h
)
∑n
k=1K(
zk−z˜i
h
)
∣∣∣
≤( n∑
j=1
K(
zj − z
h
)
)∣∣∣
∑n
k=1K(
zk−z
h
)−∑nk=1K( zk−z˜ih )∑n
k=1K(
zk−z
h
)
∑n
k=1K(
zk−z˜i
h
)
∣∣∣
=
∣∣∣
∑n
k=1K(
zk−z
h
)−∑nk=1K( zk−z˜ih )∑n
k=1K(
zk−z˜i
h
)
∣∣∣
=
∣∣∣ 1nhd
∑n
k=1K(
zk−z
h
)− 1
nhd
∑n
k=1K(
zk−z˜i
h
)
1
nhd
∑n
k=1K(
zk−z˜i
h
)
∣∣∣ = O(n−1/20 h−d/2(log n0)1/2)
where the last term can be shown analogously to (A.4.6) by (A.4.4). The same
results can be shown for the second term on the right-hand side of (A.4.3).
Therefore, we get
max
i
max
z∈Si
∣∣Bˆn(τ |z)− Bˆn(τ |z˜i)| = Op(n−1/20 h−d/2(log n0)1/2) a.s.
With the same arguments, it can be shown that
max
i
max
z∈Si
∣∣E[Bˆn(τ |z˜i)]− E[Bˆn(τ |z)]∣∣ = O(n−1/20 h−d/2(log n0)1/2)
as well.
In the following we show that
max
i
∣∣Bˆn(τ |z˜i)− E[Bˆn(τ |z˜i)] = Op(n−1/20 h−d/2(log n0)1/2). (A.4.7)
Denote for each j ∈ {1, ..., n},
Uj := wnj(z˜i, h)
(
I(Yj ≤ τ)− B(τ |zj)
)
,
then we get U1, ..., Un are independent,
Bˆn(τ |z˜i)− E[Bˆn(τ |z˜i)] =
n∑
j=1
wnj(z˜i, h)
(
I(Yj ≤ τ)− B(τ |zj)
)
=
n∑
j=1
Uj
and E[Uj] = 0 for j ∈ {1, ..., n}. Note further by (A.2.12) there exists a
constant C > 0 such that for any j ∈ {1, ..., n},
|Uj| ≤ wnj(z˜i, h) ≤ C
n0hd
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and
n∑
j=1
V ar[Uj] = V ar[Bˆn(τ |z˜i)] =
n∑
j=1
w2nj(z˜i, h) ·
(
B(τ |z˜i)− B2(τ |z˜i)
)
≤
n∑
j=1
w2nj(z˜i, h) ≤
C
n0hd
n∑
j=1
wnj(z˜i, h) ≤ C
n0hd
.
Thus, Corollary A.9 of Ferraty and Vieu (2006) implies that there exists a
constant C > 0 such that for any ǫ > 0,
P
(∣∣Bˆn(τ |z˜i)− E[Bˆn(τ |z˜i)]∣∣ > ǫ) ≤ 2 · exp(−Cǫ2n0hd).
Therefore,
P (max
i
∣∣Bˆn(τ |z˜i)− E[Bˆn(τ |z˜i)]∣∣ > ǫ)
≤ln0 ·max
i
P (
∣∣Bˆn(τ |z˜i)− E[Bˆn(τ |z˜i)]∣∣ > ǫ) ≤ 2 · ln0 · exp(−Cǫ2n0hd).
By setting
ǫ = C ′n
−1/2
0 h
−d/2(log n0)
1/2
for a constant C ′ > 0 with
∑∞
n0=1
ln0 · n−CC
′2
0 = o(1), we get
P
(
max
i
∣∣Bˆn(τ |z˜i)− E[Bˆn(τ |z˜i)]∣∣ > C ′n−1/20 h−d/2(log n0)1/2) ≤ 2 · ln0 · n−CC′20 .
Hence, Equality (A.4.7) follows from an application of Borel-Cantelli Lemma.
By (A.4.2), we get then
max
z∈[0,1]d
∣∣Bˆn(τ |z)− E[Bˆn(τ |z)]∣∣ = Op(n−1/20 h−d/2(log n0)1/2).
Therefore, by (A.4.1) and Assumption (ii) that n
−1/2
0 h
−d/2(log n0) → 0, for
any z ∈ [0, 1]d and n large enough, there exists a δ > 0, such that
1− Bˆn(τ |z) = 1− E[Bˆn(τ |z)] + E[Bˆn(τ |z)]− Bˆn(τ |z) > δ.
in probability.
Lemma A.4.2. Let (ψn)n∈m·N : R× [0, 1]d be a sequence of uniformly bounded
functions, with ψn(x, z) = 0 if x > τ and z ∈ [0, 1]d. Then we have
√
n · 1
n0
n0∑
j=1
∫
ψn(x, zj) dHˆ
KM
n (x|zj)
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=
√
n · 1
n0
n0∑
j=1
∫
ψn(x, zj)γn(x|zj) dBˆ1n(x|zj)
−√n · 1
n0
n0∑
j=1
∫∫
ψn(u, zj)Cn(x ∧ u|zj)γn(u|zj)dE[Bˆ1n(u|zj)]dBˆn(x|zj)
+
√
n · 1
n0
n0∑
j=1
∫∫
I(x < u)ψn(u, zj)γn(u|zj)
1− E[Bˆn(x|zj)]
dE[Bˆ1n(u|zj)]dBˆ0n(x|zj) + op(1).
Proof. By deﬁnition of Beran’s estimate, for each z, it is a step function with
possible jumps at Y1, ..., Yn. The mass attached to ith order statistic Y(i) is
equal to
1−
i∏
j=1
(
1− wn(j)(z, h)∆(j)
1−∑j−1k=1wn(k)(z, h)
)− (1− i−1∏
j=1
(
1− wn(j)(z, h)∆(j)
1−∑j−1k=1wn(k)(z, h)
))
=
i−1∏
j=1
(
1− wn(j)(z, h)∆(j)
1−∑j−1k=1wn(k)(z, h)
)− i∏
j=1
(
1− wn(j)(z, h)∆(j)
1−∑j−1k=1wn(k)(z, h)
)
=
(
1− (1− wn(i)(z, h)∆(i)
1−∑i−1k=1wn(k)(z, h)
)) · i−1∏
j=1
(
1− wn(j)(z, h)∆(j)
1−∑j−1k=1wn(k)(z, h)
)
=
wn(i)(z, h)∆(i)
1−∑i−1k=1wn(k)(z, h) ·
i−1∏
j=1
(
1− wn(j)(z, h) ·∆(j)
1−∑j−1k=1wn(k)(z, h)
)
=
wn(i)(z, h)∆(i)
1−∑i−1k=1wn(k)(z, h) ·
i−1∏
j=1
(1−∑j−1k=1wn(k)(z, h)− wn(j)(z, h)∆(j)
1−∑j−1k=1wn(k)(z, h)
)
=wn(i)(z, h)∆(i)
i−1∏
j=1
(1−∑j−1k=1wn(k)(z, h)− wn(j)(z, h)∆(j)
1−∑jk=1wn(k)(z, h)
)
=wn(i)(z, h)∆(i)
i−1∏
j=1
(
1 +
wn(j)(z, h)(1−∆(j))
1− Bˆn(Y(j)|z)
)
.
Thus, for z ∈ [0, 1]d, we have∫
ψn(x, z)dHˆ
KM
n (x|z)
=
n∑
i=1
ψn(Y(i), z)∆(i)wn(i)(z, h)
i−1∏
j=1
(
1 +
wn(j)(z, h)(1−∆(j))
1− Bˆn(Y(j)|z)
)
=
n∑
i=1
ψn(Yi, z)∆iwni(z, h)
n∏
j=1
I(Yj < Yi)
(
1 +
wnj(z, h)(1−∆j)
1− Bˆn(Yj|z)
)
=
n∑
i=1
ψn(Yi, z)∆iwni(z, h) exp
n∑
j=1
I(Yj < Yi) ln
(
1 +
wnj(z, h)(1−∆j)
1− Bˆn(Yj|z)
)
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=
n∑
i=1
ψn(Yi, z)∆iwni(z, h) exp
n∑
j=1
I(Yj < Yi)(1−∆j) ln
(
1 +
wnj(z, h)
1− Bˆn(Yj|z)
)
.
For i ∈ {1, ..., n}, deﬁne the functions Ain, Bin, Cin : [0, 1]d → R with
Ain(z) :=
n∑
j=1
I(Yj < Yi)(1−∆j) ln
(
1 +
wnj(z, h)
1− Bˆn(Yj|z)
)
−
∫ Yi−
−∞
1
1− E[Bˆn(x|z)]dE
[
Bˆ0n(x|z)
]
,
Bin(z) :=
n∑
j=1
I(Yj < Yi)(1−∆j) ln
(
1 +
wnj(z, h)
1− Bˆn(Yj|z)
)
−
∫ Yi−
−∞
1
1− Bˆn(x|z)
dBˆ0n(x|z),
Cin(z) :=
∫ Yi−
−∞
1
1− Bˆn(x|z)
dBˆ0n(x|z)−
∫ Yi−
−∞
1
1− E[Bˆn(x|z)]dE
[
Bˆ0n(x|z)
]
.
By a Taylor expansion, for a, b ∈ R there exists a constant ξ lying between a
and b such that
exp(a) = exp(b) + exp(b)(a− b) + 1
2
exp(ξ)(a− b)2.
Thus, by setting
a =
n∑
j=1
I(Yj < Yi)(1−∆j) ln
(
1 +
wnj(z, h)
1− Bˆn(Yj|z)
)
and
b =
∫ Yi−
−∞
1
1− E[Bˆn(x|z)]dE
[
Bˆ0n(x|z)
]
we get
exp
n∑
j=1
I(Yj < Yi)(1−∆j) ln
(
1 +
wnj(z, h)
1− Bˆn(Yj|z)
)
=γn(Yi|z) + γn(Yi|z)Ain(z) + 1
2
exp
(
ξi(z)
)
A2in(z)
=γn(Yi|z)
(
1 + Bin(z) + Cin(z)
)
+
1
2
exp
(
ξi(z)
)(
Bin(z) + Cin(z)
)2
where ξi(z) lies between
n∑
j=1
I(Yj < Yi)(1−∆j) ln
(
1 +
wnj(z, h)
1− Bˆn(Yj|z)
)
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and ∫ Yi−
−∞
1
1− E[Bˆn(x|z)]dE
[
Bˆ0n(x|z)
]
.
Thus, we obtain
√
n· 1
n0
n0∑
j=1
∫
ψn(x, zj)dHˆ
KM
n (x|zj)
=
√
n· 1
n0
n∑
i=1
n0∑
j=1
ψn(Yi, zj)∆iwni(zj, h)γn(Yi|zj)
(
1 + Bin(zj) + Cin(zj)
)
+
√
n· 1
n0
n∑
i=1
n0∑
j=1
1
2
ψn(Yi, zj)∆iwni(zj, h)e
ξi(zj)
(
Bin(zj) + Cin(zj)
)2
. (A.4.8)
First we have
√
n · 1
n0
n∑
i=1
n0∑
j=1
ψn(Yi, z)∆iwni(zj, h)γn(Yi|zj)
=
√
n · 1
n0
n0∑
j=1
∫
ψn(x, zj)γn(x|zj) dBˆ1n(x|zj). (A.4.9)
In the sequel, we show that
√
n· 1
n0
n∑
i=1
n0∑
j=1
ψn(Yi, z)∆iwni(zj, h)γn(Yi|zj)Cin(zj)
=−√n· 1
n0
n0∑
j=1
∫∫
ψn(u, zj)Cn(x ∧ u|zj)γn(u|zj)dE[Bˆ1n(u|zj)]dBˆn(x|zj)
+
√
n· 1
n0
n0∑
j=1
∫∫
I(x < u)ψn(u, zj)γn(u|zj)
1− E[Bˆn(x|zj)]
dE[Bˆ1n(u|zj)]dBˆ0n(x|zj) + op(1).
(A.4.10)
Note that we can write
Cin(z) =−
∫ Yi−
−∞
∫
I(x < u)(
1− E[Bˆn(x|z)])2dBˆn(u|z)dBˆ0n(x|z)
+
∫ Yi−
−∞
2
1− E[Bˆn(x|z)]dBˆ0n(x|z)−
∫ Yi−
−∞
1
1− E[Bˆn(x|z)]dE
[
Bˆ0n(x|z)
]
+
∫ Yi−
−∞
(
Bˆn(x|z)− E
[
Bˆn(x|z)
])2(
1− E[Bˆn(x|z)])2(1− Bˆn(x|z))dBˆ0n(x|z).
For simplicity of notation we denote the functions (ψ˜n)n∈m·N : R
2× [0, 1]d → R
with
ψ˜n(x, u, z) := I(u < x)ψn(x, z)γn(x|z)/
(
1− E[Bˆn(u|z)]),
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then we get
√
n · 1
n0
n∑
i=1
n0∑
j=1
ψn(Yi, zj)∆iwni(z, h)γn(Yi|zj)Cin(zj)
=−√n · 1
n0
n0∑
j=1
∫∫∫
I(u < t)ψ˜n(x, u, zj)
1− E[Bˆn(u|zj)] dBˆn(t|zj)dBˆ0n(u|zj)dBˆ1n(x|zj)
+ 2
√
n · 1
n0
n0∑
j=1
∫∫
ψ˜n(x, u, zj)dBˆ
0
n(u|zj)dBˆ1n(x|zj)
−√n · 1
n0
n0∑
j=1
∫∫
ψ˜n(x, u, zj)dE
[
Bˆ0n(u|zj)
]
dBˆ1n(x|zj)
+
√
n · 1
n0
n0∑
j=1
∫∫
ψ˜n(x, u, zj)
(
Bˆn(u|zj)− E
[
Bˆn(u|zj)
])2(
1− E[Bˆn(u|zj)])(1− Bˆn(u|zj)) dBˆ0n(u|zj)dBˆ1n(x|zj)
=:C¯n1 + C¯n2 + C¯n3 + C¯n4.
By Lemma A.2.9, with k = 3, X1j = Yj, X2j = (1−∆j) · Yj, H3j = ∆j · Yj for
each j ∈ {1, ..., n} and
ψn(x, u, t, z) =
I(u < t)ψ˜n(x, u, z)
1− E[Bˆn(u|z)]
which is a bounded function, we get
C¯n1 =−
√
n · 1
n0
n0∑
j=1
∫∫∫
I(u < t)ψ˜n(x, u, zj)
1− E[Bˆn(u|zj)]
[
dBˆn(t|zj)dE
[
Bˆ0n(u|zj)
]
dE
[
Bˆ1n(x|zj)
]
+ dE
[
Bˆn(t|zj)
]
dBˆ0n(u|zj)dE
[
Bˆ1n(x|zj)
]
+ dE
[
Bˆn(t|zj)
]
dE
[
Bˆ0n(u|zj)
]
dBˆ1n(x|zj)
− 2dE[Bˆn(t|zj)]E[Bˆ0n(u|zj)]dE[Bˆ1n(x|zj)]]+ op(1)
=−√n · 1
n0
n0∑
j=1
∫∫∫
I(u < t)ψ˜n(x, u, zj)
1− E[Bˆn(u|zj)] dBˆn(t|zj)dE
[
Bˆ0n(u|zj)
]
dE
[
Bˆ1n(x|zj)
]
+
√
n · 1
n0
n0∑
j=1
∫∫
ψ˜n(x, u, zj)
[
dBˆ0n(u|zj)dE
[
Bˆ1n(x|zj)
]
+ dE
[
Bˆ0n(u|zj)
]
dBˆ1n(x|zj)− 2dE
[
Bˆ0n(u|zj)
]
dE
[
Bˆ1n(x|zj)
]]
+ op(1).
With similar arguments, it can be shown that
C¯n2 =2
√
n · 1
n0
n0∑
j=1
∫∫
ψ˜n(x, u, zj)
[
dBˆ0n(u|zj)dE
[
Bˆ1n(x|zj)
]
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+ dE
[
Bˆ0n(u|zj)
]
dBˆ1n(x|zj)− dE
[
Bˆ0n(u|zj)
]
dE
[
Bˆ1n(x|zj)
]]
+ op(1).
By Lemma A.4.1 and the assumption ψn(x, z) = 0 if x > τ and z ∈ [0, 1]d,
there exists a C > 0 such that C¯n4 is bounded by
√
n · 1
n0
n0∑
j=1
∫∫
ψ˜n(x, u, zj)
(
Bˆn(u|zj)− E
[
Bˆn(u|zj)
])2(
1− E[Bˆn(τ |zj)])(1− Bˆn(u|zj)) dBˆ0n(u|zj)dBˆ1n(x|zj)
≤C√n · 1
n0
n0∑
j=1
∫∫
ψ˜n(x, u, zj)
(
Bˆn(u|zj)− E
[
Bˆn(u|zj)
])2(
1− E[Bˆn(u|zj)]) dBˆ0n(u|zj)dBˆ1n(x|zj)
which is equal to op(1) by Lemma A.2.9 as in the proof of lemma A.3.2. Thus,
C¯n4 = op(1).
Consequently, the Equality (A.4.10) holds.
Next, we show that
√
n · 1
n0
n∑
i=1
n0∑
j=1
ψn(Yi, zj)∆iwni(zj, h)γn(Yi|zj)Bin(zj) = op(1). (A.4.11)
Since for a ≥ 0,
−a
2
2
≤ ln(1 + a)− a ≤ 0.
By setting
a =
wnj(x, h)
1− Bˆn(Yj|z)
,
we get
−1
2
· w
2
nj(x, h)(
1− Bˆn(Yj|z)
)2 ≤ ln(1 + wnj(x, h)
1− Bˆn(Yj|z)
)
− wnj(x, h)
1− Bˆn(Yj|z)
≤ 0.
Thus,
−1
2
n∑
j=1
I(Yj < Yi)(1−∆j) ·
w2nj(z, h)(
1− Bˆn(Yj|z)
)2 ≤ Bin(z) ≤ 0.
By (A.2.12), there exists a constant C > 0, such that for n large enough, for
all z ∈ [0, 1] and i ∈ {1, ..., n} with Yi ≤ τ
|Bin(z)| ≤1
2
n∑
j=1
I(Yj < Yi)(1−∆j) ·
w2nj(z, h)(
1− Bˆn(Yj|z)
)2
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≤C · 1
n0hd
n∑
j=1
I(Yj < Yi)(1−∆j) · wnj(z, h)(
1− Bˆn(Yj|z)
)2
=C · 1
n0hd
∫ Yi−
−∞
1(
1− Bˆn(x|z)
)2dBˆ0n(x|z)
≤C · 1
n0hd
∫ Yi−
−∞
1(
1− Bˆn(τ |z)
)2dBˆ0n(x|z).
By Lemma A.4.1 there exists a constant C > 0, such that for n large enough,
|Bin(z)| ≤ C · 1
n0hd
in probability.
Therefore, we obtain
∣∣∣√n · 1
n0
n∑
i=1
n0∑
j=1
ψn(Yi, zj)∆iwni(zj, h)γn(Yi|zj)Bin(zj)
∣∣∣
≤C ·
√
m√
n0hd
· 1
n0
n∑
i=1
n0∑
j=1
|ψn(Yi, zj)|∆iwni(zj, h)γn(Yi|zj)
=C ·
√
m√
n0hd
∫
|ψn(x, z)|γn(x|z)dQˆ1n(x, z) = op(1)
where the last step follow from the assumption n0h
2d →∞ and the bounded-
ness of the |ψn|γn. Hence, Equality (A.4.11) holds.
By similar arguments, we can show
√
n· 1
n0
n∑
i=1
n0∑
j=1
1
2
ψn(Yi, zj)∆iwni(zj, h)e
ξi(zj)
(
Bin(zj)+Cin(zj)
)2
=op(1).
(A.4.12)
Therefore, the assertion follows from Equalities (A.4.8)–(A.4.12).
Lemma A.4.3. Let (ψn)n∈m·N : R× [0, 1]d be a sequence of uniformly bounded
functions with ψn(x, y, z) = 0 for any n ∈ m · N, if max(x, y) > τ . Then we
have
√
n· 1
n0
n0∑
k=1
∫∫
ψn(x, y, zk)
[
dHˆKMn (x|zk)dHˆKMn (y|zk)
− γn(y|zk)dHˆKMn (x|zk)dE[Bˆ1n(y|zk)]− γn(x|zk)dE[Bˆ1n(x|zk)]dHˆKMn (y|zk)
+γn(x|zk)γn(y|zk)dE[Bˆ1n(x|zk)]dE[Bˆ1n(y|zk)]
]
= op(1).
Proof. This lemma can be shown analogously as Lemma A.4.2.
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Lemma A.4.4. Let (ψn)n∈m·N : R× [0, 1]d be a sequence of uniformly bounded
functions with ψn(x1, x2, x3, z) = 0 for any n ∈ m · N, if max(x1, x2, x3) > τ .
Then we have
√
n· 1
n0
n0∑
k=1
∫∫∫
ψn(x1, x2, x3, zk)
[
dHˆKMn (x1|zk)dHˆKMn (x2|zk)dHˆKMn (x3|zk)
− γn(x2|zk)γn(x3|zk)dHˆKMn (x1|zk)dE[Bˆ1n(x2|zk)]dE[Bˆ1n(x3|zk)]
− γn(x1|zk)γn(x3|zk)dE[Bˆ1n(x1|zk)]dHˆKMn (x2|zk)dE[Bˆ1n(x3|zk)]
− γn(x1|zk)γn(x2|zk)dE[Bˆ1n(x1|zk)]dE[Bˆ1n(x2|zk)]dHˆKMn (x3|zk)
− γn(x1|zk)γn(x2|zk)γn(x3|zk)dE[Bˆ1n(x1|zk)]dE[Bˆ1n(x2|zk)]dE[Bˆ1n(x3|zk)]
]
= op(1).
Proof. This lemma can be shown analogously as Lemma A.4.2.
Lemma A.4.5. There exists a constant C > 0, such that for all (x, z) ∈
(−∞, τ ]× [0, 1]d and eventually all n ∈ m · N,
∣∣γn(x|z)− γ(x|z)∣∣ ≤ Ch
and for all (x, zi) ∈ (−∞, τ ]× Sh and eventually all n ∈ m · N,
∣∣γn(x|zi)− γ(x|zi)∣∣ ≤ Ch2.
Proof. By a Taylor expansion, there exists a function γ˜ lying between γn and
γ such that
γn(x|z)− γ(x|z) = γ˜(x|z)
(
ln γn(x|z)− ln γ(x|z)
)
.
By Lemma A.4.1, it can be seen that the functions γn and γ are bounded on
(−∞, τ ] × [0, 1]d. Thus, the function γ˜ is also bounded on (−∞, τ ] × [0, 1]d.
Further, for any (x, z) ∈ (−∞, τ ]× [0, 1]d,
∣∣ ln γn(x|z)− ln γ(x|z)∣∣
≤
∣∣∣ ∫ x−
−∞
1
1− E[Bˆn(u|z)] −
1
1− B(u|z)dE
[
Bˆ0n(u|z)
]∣∣∣
+
∣∣∣ ∫ x−
−∞
1
1− B(u|z)d
(
E[Bˆ0n(u|z)]− B0(u|z)
)∣∣∣
≤
∫ x−
−∞
∣∣E[Bˆn(u|z)]− B(u|z)∣∣(
1− E[Bˆn(u|z)]
)(
1− B(u|z))dE
[
Bˆ0n(u|z)
]
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+
∣∣∣
(
E[Bˆ0n(x|z)]− B0(x|z)
)
1− B(x|z) −
∫ x−
−∞
(
E[Bˆ0n(u|z)]− B0(u|z)
)
(
1− B(u|z))2 dB(u|z)
∣∣∣
≤
∫ x−
−∞
∣∣E[Bˆn(u|z)]− B(u|z)∣∣(
1− E[Bˆn(τ |z)]
)(
1− B(τ |z))dE
[
Bˆ0n(u|z)
]
+
∣∣E[Bˆ0n(x|z)]− B0(x|z)∣∣
1− B(τ |z) +
∫ x−
−∞
∣∣E[Bˆ0n(u|z)]− B0(u|z)∣∣(
1− B(τ |z))2 dB(u|z).
Thus, by Lemma A.4.1 there exists a constant C > 0 such that
∣∣ ln γn(x|z) −
ln γ(x|z)∣∣ is bounded by
C ·
∫ x−
−∞
∣∣E[Bˆn(u|z)]− B(u|z)∣∣dE[Bˆ0n(u|z)]
+ C · ∣∣E[Bˆ0n(x|z)]− B0(x|z)∣∣+ C ·
∫ x−
−∞
∣∣E[Bˆ0n(u|z)]− B0(u|z)∣∣dB(u|z)
≤3C · max
x∈(−∞,τ ]
∣∣E[Bˆ0n(x|z)]− B0(x|z)∣∣
Hence, the assertion follows by similar arguments as used in Lemma A.2.6.
Lemma A.4.6. There exists a constant C > 0, such that for all (x, z) ∈
(−∞, τ ]× [0, 1]d and eventually all n ∈ m · N,∣∣∣ ∫ x
−∞
γn(u|z)dE[Bˆ1n(u|z)]−H(x|z)
∣∣∣ ≤ Ch
and for all (x, zi) ∈ (−∞, τ ]× Sh and eventually all n ∈ m · N,∣∣∣ ∫ x
−∞
γn(u|zi)dE[Bˆ1n(u|zi)]−H(x|zi)
∣∣∣ ≤ Ch2.
Proof. We write ﬁrst∣∣∣ ∫ x
−∞
γn(u|z)dE[Bˆ1n(u|z)]−H(x|z)
∣∣∣
=
∣∣∣ ∫ x
−∞
γn(u|z)dE[Bˆ1n(u|z)]−
∫ x
−∞
γ(u|z)dH(u|z)
∣∣∣
≤
∣∣∣ ∫ x
−∞
(
γn(u|z)− γ(u|z)
)
dE[Bˆ1n(u|z)]
∣∣∣+ ∣∣∣ ∫ x
−∞
γ(u|z)d(E[Bˆ1n(u|z)]− B1(u|z))∣∣∣
≤
∫ x
−∞
∣∣γn(u|z)− γ(u|z)∣∣dE[Bˆ1n(u|z)] + ∣∣E[Bˆ1n(x|z)]− B1(x|z)∣∣ · γ(x|z)
+
∫ x
−∞
∣∣E[Bˆ1n(u|z)]− B1(u|z)∣∣(
1− J(u|z))2 dJ(u|z).
By similar arguments as used in Lemma A.2.6, the assertion follows from
Lemma A.4.5.
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Lemma A.4.7. Let ψ : R× [0, 1]d be a bounded functions, with ψ(x, z) = 0 if
x > τ and z ∈ [0, 1]d. If ∂ψ/∂z is dominated by a B1 integrable function, then
1
n0
n0∑
j=1
∫
ψ(x, zj) dHˆ
KM
n (x|zj) =
∫
ψ(x, z) dQ(x, z) + op(1).
Proof. By Lemma A.4.2 we get
1
n0
n0∑
j=1
∫
ψ(x, zj) dHˆ
KM
n (x|zj)
=
1
n0
n0∑
j=1
∫
ψ(x, zj)γn(x|zj) dBˆ1n(x|zj)
− 1
n0
n0∑
j=1
∫∫
ψ(u, zj)Cn(x ∧ u|zj)γn(u|zj)dE[Bˆ1n(u|zj)]dBˆn(x|zj)
+
1
n0
n0∑
j=1
∫∫
I(x < u)ψ(u, zj)γn(u|zj)
1− E[Bˆn(x|zj)]
dE[Bˆ1n(u|zj)]dBˆ0n(x|zj) + op(1).
Note that the functions
ψ(x, z),
∫
ψ(u, z)Cn(x ∧ u|z)γn(u|z)dE[Bˆ1n(u|z)],
and ∫
I(x < u)ψ(u, z)γn(u|z)
1− E[Bˆn(x|z)]
dE[Bˆ1n(u|z)]
are uniformly bounded for all n ∈ m · N and (x, z) ∈ R × [0, 1]d. Thus,
analogously to Lemma A.2.11, it can be shown that
1
n0
n0∑
j=1
∫
ψ(x, zj) dHˆ
KM
n (x|zj)
=
1
n0
n0∑
j=1
∫
ψ(x, zj)γn(x|zj) dE[Bˆ1n(x|zj)]
− 1
n0
n0∑
j=1
∫∫
ψ(u, zj)Cn(x ∧ u|zj)γn(u|zj)dE[Bˆ1n(u|zj)]dE[Bˆn(x|zj)]
+
1
n0
n0∑
j=1
∫∫
I(x < u)ψ(u, zj)γn(u|zj)
1− E[Bˆn(x|zj)]
dE[Bˆ1n(u|zj)]dE[Bˆ0n(x|zj)] + op(1)
=
1
n0
n0∑
j=1
∫
ψ(x, zj)γn(x|zj) dE[Bˆ1n(x|zj)] + op(1)
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where the last term follows from similar arguments as in (3.2.1). Further
Lemma A.4.5 implies
1
n0
n0∑
j=1
∫
ψ(x, zj)γn(x|zj) dE[Bˆ1n(x|zj)] =
1
n0
n0∑
j=1
∫
ψ(x, zj)γ(x|zj) dE[Bˆ1n(x|zj)]+o(1).
It follows from Assumption (i) that the function γ has a bounded derivative
with respect to z. Thus, it can be shown analogously as Lemma A.2.12 that
1
n0
n0∑
j=1
∫
ψ(x, zj)γ(x|zj) dE[Bˆ1n(x|zj)]
=
1
n0
n0∑
j=1
∫
ψ(x, zj)γ(x|zj) dB1(x|zj) + o(1)
=
∫
ψ(x, z) dQ(x, z) + o(1).
Hence, the assertion follows.
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