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V.P. KNOPOVA
SMALL-TIME LIMIT BEHAVIOR OF THE PROBABILITY
THAT A LVY PROCESS STAYS POSITIVE
Abstract. In the paper, we find analytically the upper and lower limits (as the
time parameter tends to zero) of the probability that the Lvy process staring at
0 stays positive. We confine ourselves to the situation where the real and
imaginary parts of the characteristic function are regularly varying at infinity. In
this case, we can calculate the bound, and sometimes the exact values of the
respective upper and lower limits.
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Let X be a Lvy process with the characteristic exponent
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We are interested in exact values
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If the values in (2) coincide, i.e.,
 { }X TT   	 0 0 1 0 [ , ], , (3)
it is known (cf. [1, Theorem 2]) that (3) is equivalent to
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The latter is called the Spitzer condition for X as T  0.
In the case of infinite Lvy measure and M ( )0 0  the necessary and sufficient
condition for  1 are given in [2] and [3].
The value  appearing in (3) is related to the ladder time process, namely, to the
inverse  of the local time L of the process, reflected at its supremum on time interval
( , )0 t . More precisely,  is the subordinator, and the value t t1( ), where
( ):t X ds
t
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
0
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is the Lvy measure of the appearing in the representation of its characteristic
exponent, namely,
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The limit (3) exists iff  belongs to the domain of attraction (as t  0) of the
-stable distribution (see [4, p. 31]). Nevertheless, although the result is sharp, it
does not give a clue how to calculate the value of .
164 ISSN 0023-1274. Êèáåðíåòèêà è ñèñòåìíûé àíàëèç, 2016, òîì 52, ¹ 3
© V.P. Knopova, 2016
In this note we show that in some cases the value of 	( , )0 1 can be calculated
explicitly. Our approach was inspired the paper [5], in which some particular case of
this problem was considered. The method used in [5] used complex integration and
analyticity of the Lvy exponent in some strip. The aim of this note is to show that this
method can be extended to all Lvy processes. Since  { }M ct   0 as t  0 for any
c 0, where M Xt s qt s: sup | |  , it is enough to consider the part of the process, which
has bounded jumps. Thus, in what follows we assume that supp   [ , ]1 1 .
Denote
f g b( ): Re ( ), ( ): Im ( )         . (5)
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Theorem 1. Let X be a Lvy process with Lvy exponent (1). Assume that

   0. Then
a) if  	–   , then     inf sup /1 2. This case clearly illustrates the fact
that “symmetry wins”;
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c) if 

 1, then    inf sup , and is equal 1 or 0.
Remark 1. 1. In fact, case b) corresponds to the situation when the distribution of
X 1 is in the zone of attraction of the -stable law Y (cf. [6]) with the sqewness
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where G x( ) is the distribution function of Y ; this result is known (see
[7, Chapter 8.9.2], also [6].
2. Of course, case b') is informative only of  inf  0,  sup  1.
Remark 2. Intuitively, statement c) is obvious: when the non-symmetric part
dominates, the value  should be equal 0 or 1. Indeed, when 

 1, then
| | ( )u du
 


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1
1
(see [8]). This implies that | | ( )


 

1
1
u du , and thus c) is the
particular case of the Doney and Maller’s result. Our proof is analytic, and completely
different.
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Proof of Theorem 1. Let
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Note that since supp   [ , ]1 1 , then for any a  0 the function  ( )a i is well
defined, and
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By the dominated convergence theorem, we can pass to the limit as T  0 in the
first integral:
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Consider now I a T2 ( , ). Put
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by the dominated convergence theorem we can pass to the limit as a  0:
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Thus, if the limits lim a0 and lim infT 0 or lim supT 0 are interchangeable, it
is enough to calculate the limit lim ( )T J T0 .
From now we consider the cases a), b), and c) separately.
In case a) we have by (7) the estimate g C( )  	  for   1. Then, by the
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In case b) denote by ( )Tk the sequence on which the supremum in lim supT TJ0
is achieved:
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Then by (8) and the dominated convergence theorem we get
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In case b') proceeding as in case b), we get by the dominated convergence
theorem
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The argument for the lim infT TJ0 is similar.
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Observe that e t 

is the Laplace transform of the transition probability density
of an -stable subordinator:
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Note that by the dominated convergence theorem we get
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uniformly in x (because V xT ( ) is bounded and continuous). Therefore,
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The theorem is proved.
The author thanks R. Schilling for inspiring discussions and comments.
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Íàä³éøëà äî ðåäàêö³¿ 08.02.2016
Â.Ï. Êíîïîâà
ÏÐÎ ÃÐÀÍÈ×ÍÓ ÏÎÂÅÄ²ÍÊÓ Ó ÌÀËÎÌÓ ×ÀÑ² ÉÌÎÂ²ÐÍÎÑÒ² ÇÍÀÕÎÄÆÅÍÍß
ÏÐÎÖÅÑÓ ËÅÂ² ÍÀ ÄÎÄÀÒÍ²É Ï²ÂÎÑ²
Àíîòàö³ÿ. Ðîçãëÿíóòî àíàë³òè÷íèé ìåòîä çíàõîäæåííÿ âåðõíüî¿ òà íèæíüî¿
ãðàíèöü ïðè ÷àñîâîìó ïàðàìåòð³, ùî ïðÿìóº äî íóëÿ, éìîâ³ðíîñò³ òîãî, ùî
ïðîöåñ Ëåâ³, ÿêèé ñòàðòóº ç íóëÿ, çàëèøàºòüñÿ íà äîäàòí³é ï³âîñ³. Äîë³äæå-
íî ò³ëüêè âèïàäîê, êîëè óÿâíà òà ä³éñíà ÷àñòèíè õàðàêòåðèñòè÷íî¿ åêñïî-
íåíòè ðåãóëÿðíî çì³íþþòüñÿ íà íåñê³í÷åííîñò³. Ó öüîìó âèïàäêó çíàéäåíî
îö³íêè, à ó äåÿêèõ âèïàäêàõ ³ òî÷í³ çíà÷åííÿ ðîçãëÿíóòèõ ãðàíèöü.
Êëþ÷îâ³ ñëîâà: ïðîöåñ Ëåâ³, éìîâ³ðí³ñíà ì³ðà, ãðàíè÷íà ïîâåä³íêà ó ìàëî-
ìó ÷àñ³.
Â.Ï. Êíîïîâà
Î ÏÐÅÄÅËÜÍÎÌ ÏÎÂÅÄÅÍÈÈ Â ÌÀËÎÌ ÂÐÅÌÅÍÈ ÂÅÐÎßÒÍÎÑÒÈ ÍÀÕÎÆÄÅÍÈß
ÏÐÎÖÅÑÑÀ ËÅÂÈ ÍÀ ÏÎËÎÆÈÒÅËÜÍÎÉ ÏÎËÓÎÑÈ
Àííîòàöèÿ. Ðàññìîòðåí àíàëèòè÷åñêèé ìåòîä íàõîæäåíèÿ âåðõíåé è íèæ-
íåé ãðàíèö ïðè âðåìåííîì ïàðàìåòðå, ñòðåìÿùåìñÿ ê íóëþ, âåðîÿòíîñòè
òîãî, ÷òî ïðîöåññ Ëåâè, ñòàðòóþùèé èç íóëÿ, îñòàåòñÿ íà ïîëîæèòåëüíîé
ïîëóîñè. Ðàññìîòðåí òîëüêî ñëó÷àé, êîãäà äåéñòâèòåëüíàÿ è ìíèìàÿ ÷àñòè
õàðàêòåðèñòè÷åñêîé ýêñïîíåíòû ðåãóëÿðíî ìåíÿþòñÿ íà áåñêîíå÷íîñòè.
Â ýòîì ñëó÷àå íàéäåíû îöåíêè, à â íåêîòîðûõ ñëó÷àÿõ è òî÷íûå çíà÷åíèÿ
âûøåíàçâàííûõ âåðõíåé è íèæíåé ãðàíèö.
Êëþ÷åâûå ñëîâà: ïðîöåññ Ëåâè, âåðîÿòíîñòíàÿ ìåðà, ïðåäåëüíîå ïîâåäåíèå
â ìàëîì âðåìåíè.
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