Subsequence numbers and logarithmic concavity  by Chase, P.J.
Discrete Mathematics 16 (1976) 123-140. 
© North-Holland Publishing Company 
SUBSEQUENCE NUMBERS AND LOGARITHMIC CONCAVITY 
P. J. CHASE 
Department of Defense, 9800 Savage Road, Fort George G. Meade, MD 20755, 
Received 30 December 1974 
Revised 21 November 1975 
Let S be a finite sequence of length r whose terms come from the finite alphabet of. The 
subsequence number S, (i = 0, ... , r) is the number of distinct i-long subsequences of S. We 
prove (1) for r and a fixed, the S, simultaneously attain their maximum possible values if and 
only if S is a repeated permutation of a (meaning no letter appears twice in S without all of the 
other letters of a intervening); (2) the numbers So, S ... , S, are logarithmically concave; and (3) 
over any central interval S,, S,,,..... S, _, 
(i -_ r- i), S, is least (though perhaps not uniquely). In 
addition, we show that for the generalized binomial coefficients c (i, j, n) defined by (1 +x+... + 
x"-')' =I c(i, j, n)x', the sequence c(i, 0, n), c(i - 1,1, n), c(i - 2,2, n).... is strongly logarithmi- 
cally concave, thus extending a result of S. M. Tanny and M. Zuker. Logarithmic concavity is 
treated in the context of triangular arrays of numbers. 
0. Introduction 
Let S =(S19 s2, .... s, 
) be a finite sequence whose terms are letters from the finite 
alphabet a= {a,, a2, ... , a}. The subsequence numbers of S are the numbers Si 
(i = 0,1, ... , r) 
denoting the number of distinct i-long subsequences in S. As an 
example, let S= 10 01 (commas omitted when possible). Its subsequences are E 
(the unique empty sequence, of length zero), 0,1,00,01,10,11,001,100,101, 
10 01; so its subsequence numbers So, S,, SZ, S31 S4 are 1,2,4,3,1, respectively. A 
second example is 1001 1010010 with subsequence numbers 1,2,4,8,16,32,56, 
70,56,28,8,1. 
S is called a repeated permutation, abbreviated RP, of a if, for some permutation 
(p,, P2, ... , p. ) of a, S is of the form (p,, P2, ... , pn, p,, P2, ... ). The length of S is not 
required to be divisible by n, nor even as big as n. An RP for one alphabet will not 
in general be an RP for a larger alphabet; consider 01010 for {0,1} and {0,1,2}. 
Our principal result here is that if P and Q are sequences of the same length from 
the same alphabet a, and if P is an RP for a, then P, -- Q, for each i, the inequality 
being proved by the explicit construction of an appropriate mapping. If, moreover, 
P, = Q; for each i, then Q is itself an RP for a. This is Theorem 1.1. 
If S has length r, it turns out that 
S, Sz Sr 
S. S, "' S, _, ' 
which is called the logarithmic concavity, abbreviated LC, of subsequence numbers 
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(Theorem 3.1). An easy consequence is that subsequence numbers are unimodal, 
meaning there do not exist indices i<j<k with Si > S, and Sj < Sk. 
In Section 4, each number in the central interval S;, S, _, 
is seen to be at 
least as large as S;, i -- r-i being assumed. This result, which is proved using 
logarithmic concavity, can be regarded as a stronger form of the more transparent 
inequality S, -- S, _,. 
David C. Kurtz [4] discusses LC in triangular arrays of numbers, of which the 
familiar Pascal's triangle, with A (i, j) = 
(i) 
when 
(, i ) 
ra 0, is an example. Given 
S= (s,, 
... , s, 
), a triangular array A of subsequence numbers is defined by 
A (i, j) =T where T= (s...... s; ) for 0<i-r and 0-j<i. (Here T depends on i. ) 
Row zero of A corresponds to the length zero truncation E of S. A actually 
coincides with Pascal's triangle when S is without repeats. The subsequence 
numbers So, -, 
S, appear as the last row in A; their logarithmic concavity is 
proved in two steps: 
(P1) 
A i, j A(i -1, j) 
A(i, j-1)-i A(i-1, j-1)' 
(P2) 
A(i-1, j) A i, '+1 
A(i-1, j-1) A(i, j) 
The point is that (P1) and (P2) hold in many other triangular arrays whose rows are 
LC. Examples include the triangles corresponding to the Stirling numbers of the 
first kind, the Stirling numbers of the second kind, and the divided central 
differences of zero. In fact, in each of these triangles, (P1) and (P2) hold in the strict 
sense, so that the respective numbers (rows) are SLC, meaning LC with the defining 
inequalities made strict. SLC for these numbers is not new, but our focus on (P1) 
and (P2) appears to be. See Kurtz [4], who lists other references. Details are 
omitted in favor of two other examples. 
Toward the first, numbers c(i, j, n) are defined by 
(l+x+... +x"-')' _ c(i, j, n)x' 
for integers n>1, i: 0,0 ;j-i (n - 1). Since c (i, j, 2) = 
(f), 
these numbers can 
be viewed as generalized binomial coefficients. Pascal's recurrence takes the form 
n-1 
c(i, j, n)= 1 c(i - 1, j - k, n). k-0 
Tanny and Zuker [7) prove SLC for the numbers 
fi\ (i-1\ (i-j\ (1) 1 J'"""' ji'""" 
for 0 -- j- Zi. The corresponding c(i, j, n) sequence is 
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(2) c(i, O, n), c(i-1,1, n),..., c(i-1,1, n),... 
for 0; j=i (n - 1)/n. The triangular array A, whose i th row is given by (2), turns 
out to satisfy (P1) and (P2), both with the strict inequality, so that (2) is SLC, thus 
extending the result of Tanny and Zuker. See Section 6. 
The numbers c(i, j, n) fit into the subsequence number context in other ways. If 
P(r, n) is the r-long RP on n letters, then 
P, (r, n) - P, (r - 1, n) = c(i, r-i, n), 
which is Lemma 1.5. Also, Lemma 3.4, which was contrived to prove LC for 
subsequence numbers, surprises us by fitting the corresponding proof (Lemma 6.3) 
for the coefficients (2). 
The other example for (P1) and (P2) comes from polynomial multiplication. A 
polynomial f (x) = ao + a, x+... + ax" is called LC (resp. SLC) if ao, a,..... a are 
positive and LC (resp. SLC). (Alternating coefficients are easily accommodated, as 
in [3]. ) If f (x) and g (x) are LC (resp. SLC), then so is their product f (x )g (x). This 
has been independently proved by S. G. Hoggar [3] and J. Randolph Stonesifer 
[5,6]. From the polynomials f(x) and g(x), a triangular array A is formed by 
taking, as row i, the coefficients of f (x )g, (x), where g, (x) is the degree i truncation 
of g(x). If f(x) and g(x) are LC, then (P1) and (P2) hold; if they are SLC, then (P2) 
holds in the strict sense. See Section 7. 
Polynomial products frequently arise from direct factorizations. Hoggar, who 
conjectures that the chromatic polynomial of a graph is LC, points out that if a 
graph G can be partitioned into mutually disconnected graphs G, and G2, then the 
chromatic polynomial for G 'is the product of those for G, and G2. Stonesifer [6] 
has made some progress on a similar conjecture for the Whitney polynomial of a 
geometric lattice L, whose coefficients are the Whitney numbers Wk (L) [2, p. 132]. 
If L is the direct product of L, and L2, then the Whitney polynomial for L is the 
product of those for L, and L2. Finally, if S is a sequence, define the subsequence 
polynomial by S(x) = So+ S, x +... +S, x'. If S is a concatenation TU where T and 
U are on disjoint alphabets, then S(x) = T(x)U(x). In contrast to chromatic and 
Whitney polynomials, every subsequence polynomial is known to be LC (Theorem 
3.1). 
1. Repeated permutations 
Throughout this section, the alphabet a= {a,, a2, ... , Q} will not vary, so that "repeated permutation", unqualified, will be understood relative to this fixed 
alphabet a. If S= (s,, s2i ... , s, 
) and T =( ti , t2, ... , tq 
), then ST denotes the 
concatenation (Si, s2, ..., s,,, t1, t2, ... , tq 
). SCT means S is a subsequence of T. 
M(S, T) is the longest initial part of S, (s,, s2, ... , s; 
), which is a subsequence of T. 
Then M(S, T) =S iff SCT. M(S, T) could be the empty sequence E, of length 
zero. ISI is the length of S. M(S) is the longest sequence (s,, s2, ... , s, 
) which is RP. 
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p(S) is the length I M(S) I of M(S). Effectively, p(S) measures how close S is to RP. 
Always 0<p (S) -- ISI, with p (S) = IS I iff S is RP. 
Given S and T, we write S= TX only if there is a sequence X making this true, 
in which case X is completely determined. Similarly, for S= XT. Thus, for any S, 
we can write S= M(S)X, thereby defining X; and for any S and T, we can write 
S= M(S, T)Y. 
Theorem 1.1. Let P be a repeated permutation, and let S be any sequence of the same 
length from the same alphabet. Then the respective subsequence numbers satisfy 
P, -- S, for each i. If P; = S, for each i, then S is itself a repeated permutation. 
The proof will be an immediate consequence of the following two lemmas: 
Lemma 1.2. If S is not RP, then there is a sequence T of the same length with 
p(T) > p(S) such that, for each i, there exists a 1-1 map f from if, the set of distinct 
i-long subsequences of S, into r, the set of distinct i-long subsequences of T. Since the 
cardinalities of o and r are S, and T respectively, we get S, - T. for each i. 
Proof of Lemma 1.2. S= M(S)B = AB (where the first equality defines B; the 
second, A). IBI>0 since S is not RP. Hence B= bC for some bEa. By the 
definition of A, which is M(S), Ab is not RP, but we can choose a letter a (there 
may be several possibilities) so that Aa is RP. 
For an arbitrary sequence Q, let Q' be obtained from 0 by changing every a to 
b, and every b to a. Then, for T= AB', IT=ISI and p(T)> p(S). 
Now select some iE {0,1,2, ... ,1S}, and let a (resp. T) be the set of distinct 
i-long subsequences of S (resp. T). We are ready to define the map f: a -+ T. Let 
UE Cr. Then UCS= AB, so that U= M(U, A)Y = XY, where X and Y, thus 
defined, satisfy XCA and YCB. Let o, consist of just those U= XY in a for 
which Y is of the form aZ where Xb C A, and let Cr2 consist of the remaining 
sequences in if. If UE a",, then U is of the form XaZ, and we set f (U) = XaZ'. 
Note that, in this case, f (U) CT= AB' because the first term of B' is a. If UEQ 2i 
taking U in the form XY, we set f (U) = XY', which is clearly a subsequence of T. 
Thus f is a mapping from Cr into 'r, but is it 1-1? Toward this, we claim that for 
any UEv, 
(1) M(f(U), A) = M(U, A) 
(where we have been denoting M(U, A) by X). Since f always leaves X alone, this 
amounts to showing that, for the next term c of f (U), if there is one, AZ Xc. First, 
take UEv,. Then U= XaZ and f(U) = XaZ'. Since X is M(U, A), AZ Xa, and 
there is equality in (1). Next, let U= XY E o, Z. Then f(U) = XY', and a similar 
argument holds unless Y' alters the first letter of Y, that is, unless Y is of the form 
aQ or bQ. If Y= aQ, then XbZ A, else U would have been in o,,. This gives 
equality in (1) here also. In the remaining case, Y= bQ. Since Aa is RP, after the 
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last a in A (if there is one), there occurs a b. Hence, if Xa C A, then Xb C A, 
contrary to X= M(U, A). It follows that Xa Z A, giving equality in (1) for this final 
case. 
Now let W=f (U). We shall try to show that U is uniquely determined by W. By 
(1), M(W, A) =X where X is M(U, A) for any U such that f(U) = W. Writing 
W= XR, U must be XR' unless R is of the form a V. Suppose R=aV. If Xb C A, 
then U must be in a, and U= XaV. Otherwise XbZ A, and U must be in 02 with 
U= XbV' = XY'. Hence f is 1-1, completing the proof of the Lemma. 
Lemma 1.3. Let S and T be as in Lemma 1.2. Then, for some i, S; < Ti. 
Proof of Lemma 1.3. As before, S= AB where A= M(S), B= bC, and T= 
AB' = AaC'. Let W= a'b' where r is the number of a's in Aa and s is the 
number of b's in C'. Take i=r+s, and let a and -r be as in the preceding proof. 
Clearly WE -r. 
We shall obtain S, < T, by showing that W is not an image under the 1-1 
map f: Q -> T. Suppose the contrary, that W=f (U) for some UEa. Then 
M(W, A) = a'-' and a'-'b CA (because Aa is RP), whence UEo and U= a'+s 
But S contains only r+s-1 a's in all, so that certainly a'+' 0- Q. Thus W is not an 
image, completing the proof of Lemma 1.3. 
At this point, please note that Lemmas 1.2 and 1.3 indeed suffice for the proof of 
Theorem 1.1. 
Example. Let a= {O, 1,2} and consider S =001 12. Then T, as in the lemmas, is 
01002. For i=3, the map f: Q -> ,r is as follows: 
001--*010 
002-012 
011-000 
012->002 
112-102. 
Q, contains only the sequence 1 12. The only non-image in T is 100, and it is of the 
type constructed in Lemma 1.3. 
If P(r, n) denotes the r-long n-ary RP, then, as we have seen, P, (r, n) is the 
maximum of S, taken over all r-long n-ary sequences S. The average S call it 
M, (r, n), is also available. 
Theorem 1.4. (Chvätal and Sankoff [1]). The average subsequence number S taken 
over all r-long n-ary sequences S, is 
M, (r, n)=n' 'ý (n-1Y(). 
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Proof. Let F(r, i) be the number of r-long n-ary sequences containing, as a 
subsequence, a particular i-long n-ary sequence T. Suprisingly, these "superse- 
quence" numbers are independent of T, in contrast to the situation with subse- 
quence numbers. Apparently F(r, 0) = n' and F(r, i) = F(r - 1, i -1) + 
(n -1)F(r -1, i) if r>0 and i >0, from which follows 
F(r, i)=ý(n-1y(r) 
and the formula to be proved. 
The subsequence numbers P, (r, n) can be expressed in terms of the generalized 
binomial coefficients c(i, j, n). 
Lemma 1.5. P, (r, n) - P, (r - 1, n) =c (i, r-i, n). 
Proof. Deferred to Section 2. 
Theorem 1.6. P, (r, n) =± c(i, k-i, n). 
k-0 
Proof. This follows from the preceding lemma. The non-zero summands are for 
i-_ k<i, n. 
The referee suggested inclusion of Theorems 1.4 and 1.6, and also furnished 
reference [1). The numbers c(i, j, n) are discussed further in Section 6. 
2. Elementary subsequence structure 
The lemmas gathered here are needed to prove LC (Section 3) and to study 
central intervals of subsequence numbers (Section 4). As before, S is a sequence of 
length r from the alphabet a= {a,, a2,.. ., 
6j. Let S, be the number of distinct 
i-long subsequences of S which end with a,. Surely E; is always zero, where E is the 
empty sequence. 
Lemma 2.1. Si = S; + ... + S", if i -- 1. (S =I always. ) 
Proof. Clear. 
Lemma 2.2. Let S contain at least one a, and let the last be s,. Then for 
T (s 
we have 
(S., Sz,... )=(T., T,,... ). 
Proof. Adjoining a, to the end of a subsequence of T gives a 1-1 onto map from 
subsequences of T to one-longer subsequences of S ending with a,. 
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Lemma 2.3. Let S= Ta,. Then, for i>1, 
S; `= T; if k#j, 
S; = T, _,. 
Equivalently, 
S, =T, +T_, -T;. 
Proof. For k#j, S and T contain the same subsequences ending with ak. For k=j, 
Lemma 2.2 applies. The last equation follows from the first two together with 
Lemma 2.1. 
We now complete the proof of Lemma 1.5. Using Lemma 2.3, induction on r in 
Lemma 1.5, and Pascal's recurrence, we get 
P, (r, n)=P; (r-1, n)+P; _, 
(r-1, n)-P; -, 
(r-n-1, n). 
P, (r, n)-P(r-1, n)= [P, -I(r-j, n)-P-, 
(r-j-1, n)] 
= Y, c(i-l, r-i-j+1, n) 
= c(i, r-i, n). 
The reader will find Lemma 2.3 useful as the basis for a programmable algorithm 
for computing subsequence numbers for a given sequence. 
Lemma 2.4. If S= Ta then S, -- T, for each i. 
Proof. Every subsequence of T is a subsequence of S. 
Lemma 2.5. If S= Ta then T, =0 implies S, +, = 0. 
Proof. Deleting the last term from any (i + 1)-long subsequence of S yields an 
i-long subsequence of T. 
Lemma 2.6. S; =0 implies S,,, = 0. 
Proof. Similar to the preceding. 
3. Logarithmic concavity of subsequence numbers 
Let S be the n-ary sequence (s...... s, ). A triangular array A is defined by taking 
A (i, j) = T where T s, ) for each 0<i-r, 0<j -- i. Of course A (0,0) = 
1. (There is a different T for each i in this definition. ) The next theorem shows that 
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A satisfies (P1) and (P2). The subsequence numbers of S, being the last row of A, 
are therefore LC. 
Theorem 3.1. The array A, just defined, satisfies 
(P1) 
A i, ': A(i - l, j) 
A(i, j-1) A(i-1, j-1)' 
(P2) A(i-1, j) >Ai, 
'+1 
A(i-1, j-1)- A(i, j) 
where the indices are assumed to be within meaningful bounds. It follows that the 
subsequence numbers S0, S...... S, of any sequence S are LC. 
Before giving the proof, we need three purely technical lemmas relating ratios of 
sums of non-negative numbers. The same lemmas will also be useful in discussing 
generalized binomial coefficients (Section 6) and polynomial multiplication (Section 
7). Here A, B, C, D, X, Y represent non-negative numbers. 
Lemma 3.2. A 113 > CID implies A/B > (A + C)I(B + D)> CID. 
Proof. Apparent. (Of course we assume B, D>0. ) 
Lemma 3.3. Y>D, X/Y>A/B, X/Y>CID imply (X-C)/(Y-D) 
(A+C)/(B+ D). 
Proof. (Assume B, D> 0) Suppose that (X - C)/(Y - D) < X1 Y. Since also 
C/D - X/Y, it follows from the preceding lemma that 
X (X-C)+C X 
Y (Y-D)+D < Y' 
which is absurd. So it must be that (X - C)/(Y - D)> X1 Y. But also, by the 
preceding lemma, X/Y --(A + C)/(B + C), completing the proof. 
Lemma 3.4. (A + X)/(B + Y) % (A + C)/(B + D) if the following seven conditions 
hold simultaneously: 
(1) X/Y>-A/B if B>0, 
(2) X/Y>-CIDifD>0, 
(3) Y, D, 
(4) Y>0, 
(5) B+D>0, 
(6) A =0 if B =0, 
(7) C=0 if D =0. 
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Proof. (Recall that A, B, C, D, X, Y are non-negative. ) Since B+D>0, there are 
just 3 cases. 
Case 1, in which B>0 and D>0. If Y=D, then by (2), X ý, - C, and 
A+X A+X 
> 
A+C 
B+Y B+D B+D 
Next let Y>D. By Lemmas 3.3 and 3.2, respectively: 
X-C 
_ 
A+C 
Y-D B+D' and 
A+X (A+C)+(X-C) A+C 
B+Y (B+D)+(Y-D) B+D 
Case 2, where B>O and D=0. Then C=0 by (7), and (A + X)/(B + Y) -- A /B 
by (1) and Lemma 3.2. But A /B is (A + C)/(B + D). 
Case 3, in which B=0 and D>0. Using (6) and (2) 
A+XC=A+C 
B+Y_ 7D B+D' 
completing the proof. 
Proof of Theorem 3.1. This is by induction on the length of S. Let S= Ta;. For (P1), 
we need only prove 
S; 
: 
T, 
S, _, T-, 
when i>1 and T_, > 0. T, _, >0 
implies S, 
_, %0 
by Lemma 2.4. If i=1 or S is of 
length 1, the result reduces to S, > T,, which is another consequence of Lemma 2.4. 
We therefore assume that i>I and that the result holds for sequences shorter than 
S. Then 
(z Sk) + S. 
-Si =k #' (by Lemma 2.1) Si-1 k 
kfi 
- 
(ý T`)+ T_, 
(by Lemma 2.3) 
Tk 
_, + T, _2 k tj 
__ 
A+X 
B+Y 
where A, B, X, Y are the corresponding terms in the preceding expression. Also, by 
Lemma 2.1, 
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T A+T, A+C 
T_, B+T; _, 
B+D 
where C and D are defined by the preceding expression, i. e., C=T; and D=T. 
Observe that we are done if the seven hypotheses of Lemma 3.4 hold. Hypothesis 
(2) translates to 
T-' T 
-> ' if V-1 > 0. T_Z T, _, 
By Lemma 2.2, for some truncation U of T, T, = U_, and T; _, = U, _2. 
Since T is 
shorter than S, an inductive application of (P1) yields 
T-I 
: 
Ui-I 
T; 
-z 
U, -, 
which verifies hypothesis (2). Hypothesis (1) translates to 
Y, Tk 
T_2 
, 2'Tk if ,/T; `_, >0. 
k'j 
As above, for each T; `_, > 0, 
T; ` T, _, ýý T, _, 
T72 
By Lemma 3.2, 
Z Tk Tj-I 
> kt; 
T, 
-2 
kIJ 
where the sums are further restricted to those k for which T; _, > 0. But this 
restriction can be dropped since T; ` =0 if Ti'-, =0 by Lemmas 2.6 and 2.2. This 
verifies hypothesis (2). Since (3), (4), (5), (6), (7) are easily checked, the proof of (P1) 
is complete. 
For (P2), we need only prove that 
T, 
-, 
5, +, 
T, _, S; 
if S= Ta i -1, and S. > 0. Si >0 implies T"_, >0 by Lemma 2.5. By Lemmas 2.1 
and 2.3, 
S", 
(Tý1)+T, 
S' Tk)+T, _, kt/ 
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If every T; ` =0 when k j, then also every T; `+, =0 when k# j, in which case the 
result holds. Otherwise 
Tk , +, T" k sL 
2 V, 
k #l 
as above. By Lemma 3.2, 
> 
(ý 
Tr 
T. 
) 
+ Ti 
kti 
Ti , (Y, T; `) + Ti-, 
S. 
kfj 
completing the proof of (P2), and hence of Theorem 3.1. 
Thus subsequence numbers are LC. The reader can prove that average subsequ- 
ence numbers are SLC (see Theorem 1.4). 
4. Central intervals of subsequence numbers 
If the sequence S has length r, then S, _, 
is the number of runs (maximal intervals 
of identical symbols) in S, and S, is the number of different symbols which appear in 
S. Since different symbols are contained in different runs, it follows that S, -- S, _,. A 
striking generalization, proved below, is that Si < S, _, 
for any i<r-i. (Thus it may 
be appropriate to regard the central S, as counting something mysterious but 
intermediate between different symbols and different runs. ) A related result, 
proved as a corollary, is that S, -- S, +, when i<r-i. It follows that, among the 
numbers in the central interval S;, Si,,,... ' S, -; 
(i -r- i), there is none smaller 
than Si. 
It is not difficult to see that S, = S, -; 
for each i if and only if S, = S, _,. 
Theorem 4.1. Let S have length r. Then 
(i) S, _, - Si = T, _, _, - T, if T is a proper truncation of S and 0<r-i, 
(ii) S, _; -S, 0 if 0<i-- r-i, 
(iii) S, _; - S, T, _, - T, if T is a truncation of S and 0, --- i-r-i. 
Proof. Assume (i), (ii), (iii) are true for all sequences shorter than S; they are 
certainly true for the empty sequence E. We verify them for sequences S of length 
ISI=r>_1. 
Proof of (i). First we treat only the case jT=r -1. Let S= Ta;. If i=0, we get 
S, - So = 1-1 = T-1 - To. Next, let i>0. By Lemma 2.3, (i) becomes 
T, -; + T. -i-1 - T't-1 - Ti - T, -, + T; = T. -, -T, 
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which is 
(1) T, _; - T, _, -- T; _, - T. 
By Lemma 2.2, for some truncation U of T, T; _, = 
U, 
_, _, and 
T; = U, _,. 
(1) then 
follows from (i) for T. 
Next consider (i) when T is any proper truncation of S. Write S= Ux, so that 
JUI=r -1 and T is a truncation of U. Then S, _; - S, % 
U, _, _, - U, as 
demon- 
strated above, and U, _; _, - U, % 
T, _, _, - 
T, by (iii) applies to U, completing the 
verification of (i) for sequences of length r. 
Proof of (ii). Certainly holds if i=r-i. Let 0-i<r-i. Then for S= Ta 
Ti ,0 
by the inductive hypothesis. With (i), we get (ii) for S. 
Proof of (iii). The condition to be proved is 
S, _, +T, -S, +T, _,. 
By (ii), S, 
_; , 
Si, so that we are done if T; > T, _,. 
We are left with the case T, < T, _,. 
Neither T; nor Si can be 0 (Lemmas 2.4 and 2.6). Using Theorem 3.1, we get 
1<T'-'<S=-' 
T, 
0< T`-1, S-`-1. 
But 0<T, < S, (Lemma 2.4), so that 
(L. a_i)T ( 
which is exactly (iii). This completes the proof of (iii) and of Theorem 4.1. 
Corollary 4.2. If S has length r and 0 -- i<r-i, then S, -- S,,,. 
Proof. Again we induct on sequence length. There are two cases: 
Case 1, in which i<r-i-1. By induction, 
1 T'+l 
T, ' 
and by Theorem 3.1, 
T`. ß -, 
5, +, 
Ti S; 
from which S; -- Si, follows. 
Case 2, in which r-i-1i<r-i. Then r-i=i+1. By (ii), above, 
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Si - S. -. = 
S, +ý, 
completing the proof of the corollary. 
5. Mode position 
If S is a sequence of length r, then its subsequence numbers So, S,, ... , S, are 
unimodal. There may be more than one modal subsequence number; but, if so, they 
are all contiguous. According to Section 4, a modal S, always exists with i> r/2. 
Furthermore, from Theorem 3.1, if S= Tx and the first modal Ti is Tk, then the 
first modal S, is Sk or Sk,,. (A similar result holds for any triangular array satisfying 
(P1) and (P2); for example, Tanny and Zuker [7, p. 811 give the corresponding 
result for the array 
Some 100-long sequences were generated from alphabets of size n=2,3,4,5 
according, presumably, to the appropriate sequence of 100 multinomial trials with 
p, = ... = p. = 1/n. For each of the 40 sequences tested, the modal S. was attained 
just once. Hence each ma 50. Both Sm_, > S, +, and S. _, < 
Sm+, actually occurred. 
Some of the data, with the modal Sm rounded, are listed below: 
Alphabet size 2 Alphabet size 3 
m& /10" m Sm/1Ot9 
63 3 58 26 
64 10,11 59 23,30,100,491 
65 16,18,32,36,54,81,127 60 8,17,19,22 
61 312 
Alphabet size 4 Alphabet size 5 
'n & /10" m Sm / 1023 
56 2,5,48,266 54 2 
57 22,96,103,127,150,1493 55 1,6,9,19 
56 9,14,31,57,123 
For comparison, here are m and S. for the 100-long repeated permutations on 
alphabets of size n=2,3,4,5,100: 
n m S. 
2 71 2x 102° 
3 61 4x 1025 
4 56 4x1027 
5 53 2x 1028 
100 50 1x 1029. 
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6. Generalized binomial coefficients 
Our main result on generalized binomial coefficients c (i, j, n) is 
Theorem 6.1. Let a triangular array A be defined by A (i, j) = c(i - n) when this 
is not zero (when i>0 and 0<j <_ i (n - 1)/n ). Then 
(PI) A i, '>A (i -1, j) and A(i, j-1) A(i-1, j-1) 
(P2) A (i -1, j) >Ai, 
'+1 
A(i-I, j-1) A(if) ' 
provided the indices are within meaningful bounds. It follows that the sequence 
c(i, 0, n), c(i-- 1,1, n),..., c(i-k, k, n), 
where k= [i(n -1)/n], is SLC. 
The proof is briefly postponed. The last statement generalizes a result of Tanny 
and Zuker [7], who prove that the sequence 
()' `i 
1 
1), (i 
2 
2) 
.... is SLC. 
The following is part of the array A for n=3: 
1 
1 
1 1 
1 2 1 
1 3 3 
1 4 6 2 
1 5 10 7 1 
1 6 15 16 6 
1 7 21 30 19 3 
1 8 28 50 45 16 1. 
n is regarded as fixed. 
Let us define a sequence of arrays Bo, B,, ... , B,, .... 
They turn out to corres- 
pond to successive rows of A by the next lemma. For integers 0, -< k; n-1 and 
j>0, B, (k, j) is defined inductively: 
B0(n -1,0) = 1, Bo(k, j) =0 elsewhere; 
B, (k, j)=B, _, (n-1, j)+B; _, (k-1, j-1) if i>0. 
Here B, 
-, 
(k -1, j -1) is replaced by zero if k=0 or j=0. 
Lemma 6.2. A (i, j) = B, (n - 1, j). 
Proof. Pascal's recurrence translates to 
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A(i, j)=A(i-1, j)+A(i-2, j-1)+... +A(i-n, j-n+1), 
where terms whose indices are out-of-bounds are replaced by zero. The lemma 
holds for i=0. Inductively, 
B; (n-1, j)=B, _, 
(n-1, j)+B, _, 
(n-2, j-1) 
=A(i-1, j)+B', -, 
(n-2, j-1) 
=A(i-1, j)+A(i-2, j-1)+... +A(i-n, j-n+1) 
= A(i, j), 
completing the proof. 
Lemma 6.3. The arrays B; satisfy the following conditions: 
(B1) B, (k, j)=0 B; (k, j+1)=B, (k+1, j+1)=0, 
(B2) B; (k+1, j)=B, (k, j), 
(B3) 
B1(k+1, j) 
> 
Bt k, if B, (k, j-1)10, 
B, (k+1, j-1) B, (k, j-1) 
(B4) 
B, 0, ' B, (n-1, j+1) 
if Bý(n - 1,1) 0ý B, (O, j - 1) B, (n - 1, j) 
where, moreover, the inequality in (B4) is strict if B, (0, j) 74 0. The indices are 
assumed to be within meaningful bounds. 
Proof. By induction on i, using the definition of B, in terms of B, _,. 
For i=0, the 
lemma is true. Let i >0 and assume the lemma is true at i-1. (B1) and (B2) are 
easily checked, but we must be more attentive to (B3), writing 
B; (k + 1, j) 
__ 
B, _, 
(n - 1, j) + B, _, 
(k, j - 1) A+X 
B, (k+1, j-1) B; 
_, 
(n-1, j-1)+B; _, 
(k, j-2) B+Y' 
B, k, ' 
_ 
B, 
_, 
(n-1, j)+B; _, 
(k-1, j-1) 
-_ 
A+C 
B, (k, j-1) B, _, 
(n-1, j-l)+B; _, 
(k-1, j-2) B+D' 
where A, B, X, Y, C, D are defined by correspondence with the preceding expres- 
sion. If j=1, Y=0, or k=0, then (B3) follows easily. Suppose that j>1, Y>0, 
and k>0. Then (B3) is a consequence of Lemma 3.4 upon noting that the seven 
hypotheses of Lemma 3.4 follow from the present lemma at i-1. 
For (B4), write 
B, 0, ' 
= 
B, _, (n-1, j) _A B, (O, j-1) B; _, (n-1, j-1) B' 
B; (n-1, j+1) 
_ 
B, _, (n-1, j+1)+B; _, (n-2, j) X+C B; (n - 1, j) B, _, (n-1, j)+B, _, (n-2, j-1) A+D 
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where A, B, C, D, X are thus defined by correspondence. B>0 since A+D>0. If 
A=0, then (B4) reduces to 0,0. Let A>0. Then 
A>B, 
_, 
0, ' 
>. 
X 
B-B, 
_1(O, j-1) 
-A 
by (B3) and (B4) at i-1. If B; _, 
(0, j) = 0, then X/A =0 and A /B > X/A. If 
B, _, 
(0, j)>0, then B; _, 
(0, j)/B; 
_1(0, j -1)> X/A by (B4) at i -1. In either case, 
therefore, A/B > X/A. Since also A/B > C/D by (B3) at i-1, it follows from 
Lemma 3.2 that A/B > (X + C)/(A + D), which is (B4) in the case where the left 
numerator is positive, completing the proof of the lemma. 
It is remarkable that Lemma 3.4, which was contrived to prove Theorem 3.1, fits 
so nicely into the preceding proof. 
The proof of Theorem 6.1 is just a straightforward application of Lemma 6.3, 
using the correspondence of Lemma 6.2 and the recursive definition of A. 
7. Polynomial multiplication 
Stonesifer and Hoggar have proved that if the polynomials f(x) and g(x) are LC 
(resp. SLC), then so is their product f(x)g(x). We put this into the context of 
triangular arrays satisfying (P1) and (P2). 
If a0,. .., a, are positive and LC (resp. SLC) and if 0ijr, then 
a, a, - a; _, a, +, >- (resp. >) 0, where a_, and a, +,, should they appear, are replaced 
by zero. With this in mind, we prove the following strong lemma: 
Lemma 7.1. If a0, ... , a, and b0, ... , 
b, are positive and LC (resp. SLC), then 
E aub,, E a,. +tb. 
, (resp. >) u+v=j 
aub. au+. bv u+v-j-t u+v-j-t 
where the sums are restricted to 0 ý-t u-r and 0 -- v -- s, and where the right 
denominator is assumed to be positive (which implies the left is also positive). 
Repeated application yields 
. 
1. ab' 
+v 
ab. 
b, 
-1 
(ifl-1, s). 
Proof. We need only show that 
(1) (Y; a. b. 
) (Y- 
au+, b, 
) 
- 
(2: 
aJ i) 
(T- 
a°+, b) 
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is non-negative (resp. positive), where each of the four sums is over all integers 
u+v=j, 0<u-r, 0, v<s. Indexing the respective summands by u, rewrite (1) 
as 
(2) 
(T, 
Su) 
(7- 
TT) 
- 
(E 
P-) 
(yj 
on) 
. 
Clearly S. T. = P. Q. Let u<w. 
Then' 
S. T. + S. T. - P. Q. - P. Q. = 
= ab1_ a, V+1b1_ _1 + a. 
b, 
_ a+jb; -. _, -aub, _. _, a.,, 
b1_ - awb; _W_1aß. +, 
b1_ 
_ (au+, aw - aa, +, )(b, _. Vb, _ _, - 
b1. 
_1b1_ 
) 
(resp. >) 0, 
since the remark preceding the lemma applies. The proof is complete upon noting 
that u<w actually occurs in the expansion of (2). 
Theorem 7.2. Let f (x) = ao +... + arx' and g (x) = bo + ... + 
b, x' be LC (resp. 
SLC). Form a triangular array A by 
(fx)(bo+... +bx') A(i, j)x' 
i=o 
where 0 -- i s. Then 
(P1) A i, '> A(i -1, j) 
A(i, j-1) A(i-l, j-1)' 
1 (P2) 
A(iA 
(1 
1, j, 
j)1) 
, (resp. >) 
AA'(i, 
j)1 
the indices being within meaningful bounds. These imply that f(x)g(x) is LC (resp. 
SLC), due to Hoggar and Stonesifer. 
Proof. By induction on i. 
A i, 
__ 
a, _, 
b; +A(i-1, j) 
A(i, j-1) a; _, -, 
b, +A(i-1, j-1) 
If j-i-1<0, (P1) is immediate. Otherwise, by induction, 
aj-i , a; _; +, = 
A(0, j-i+1) A(i-1, j) 
a, -,, -, a, A(0, j-i) A(i-1, j-1), 
and (P1) follows from Lemma 3.2. 
Toward (P2), suppose first that j -- i. Then 
A i, '+1 
= 
aob;,, +(a, b; +... ) A(i-1, j) 
A(i, j) aob; +(a, b, _, +... 
) (resp. <)A(i-1, j-1) 
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since both aob; +, /aob, and (a, b, + ... 
)/(a, b; 
_, + ... 
) are so related to 
A (i -1, j )1A (i -1, j -1) by Lemma 7.1. Next suppose r. Then 
A i, '+1 
_ 
(... +a, b, )+a, bo 
A(i, j) (... + a; -, 
b, )+ ab,, 
and the proof is similar. This leaves the case j>i and j>r, in which 
A(i, +1 
= 
a; _, +,,... 
+ 
a, b; _. +, -- (resp. <) A(i 
i 1, j) 
A C`,! ) , -. 
b, + a. b, -. ,11 ) 
by Lemma 7.1, completing the proof. 
We close with a problem suggested by Jack C. Mortick. Let f (x) = ao + ... + a, x' 
where a0,.. ., a, are positive. Let N be the set of positive integers k such that 
[f (x)]' is LC. Show that N0 and that kEN implies k+1EN. (This is related to 
the central limit theorems. ) We have not yet been able to prove this. 
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