Abstract. The totally nonnegative part of a partial flag variety G/P has been shown in [18, 17] to be a union of semi-algbraic cells. Moreover the closure of a cell was shown in [19] to be a union of smaller cells. In this note we provide glueing maps for each of the cells to prove that (G/P ) ≥0 is a CW complex. This generalizes a result of Postnikov, Speyer and the second author [15] for Grassmannians.
Introduction
In a reductive algebraic group over C split over R with a fixed choice of Chevalley generators in the Lie algebra, there is a well-defined notion of positive, or R >0 -valued points due to Lusztig [9] . In the case of GL n with the standard choices, the resulting "GL n (R >0 )" recovers the classical notion of totally positive matrices, that is, matrices such that all minors are positive. For general G the set G >0 is therefore called the totally positive part of G. The closure G ≥0 of G >0 (in the real topology) is called the totally nonnegative part of G.
These notions have a natural extension to flag varieties G/P . That is, there is a notion of (G/P ) >0 , and of (G/P ) ≥0 , the closure of (G/P ) >0 , which Lusztig has described as a "remarkable polyhedral subspace" [9] . Lusztig has proved that (G/P ) ≥0 is contractible [10] and the first author has shown that it is a union of semi-algebraic cells [18, 17] . Moreover, in [19] the first author showed that the closure of a totally nonnegative cell in G/P is a union of totally nonnegative cells and described the closure relations in terms of the Weyl group. The combinatorics of these closure relations was then studied by the second author in [22] , where it was shown that the partially ordered set (poset) of cells of (G/P ) ≥0 is in fact the poset of cells of a regular CW complex. Recall that a CW complex is a union of cells with additional requirements on how cells are glued; a regular CW complex is one where the closure of each cell is homeomorphic to a closed ball and the closure minus the interior of each cell is homeomorphic to a sphere. The combinatorial results of [22] prompted the second author to conjecture that (G/P ) ≥0 is a regular CW complex, which in particular would imply that (G/P ) ≥0 is homeomorphic to a closed ball.
In [15] , Postnikov, Speyer, and the second author proved that the non-negative part of the Grassmannian is a CW complex, by introducing an auxiliary toric variety to each parameterization of a cell, and constructing a glueing map from the non-negative part of that toric variety to the closure of the corresponding cell. The construction of the toric variety and glueing map relied on explicit positivity properties of the parameterizations of the cells, which had been described in terms of certain graphs in [14] .
In this paper we generalize the previous result and show that the non-negative part of any flag variety (G/P ) ≥0 is a CW complex. As in [15] , we again construct a toric variety for each parameterization of a cell. However, in our proof we use the parameterizations of the cells due to Marsh and the first author [12] , and use Lusztig's canonical basis [7] in order to prove that they have the desired positivity properties. Once we have proved that (G/P ) ≥0 is a CW complex, the combinatorics from [22] implies that the closures of the individual cells have Euler characteristic one.
The following result is our main theorem.
In [22] , the second author proved the following result.
Theorem 1.2. [22]
The poset of cells of (G/P ) ≥0 is the poset of cells of some regular CW complex; therefore the poset of cells of (G/P ) ≥0 is Eulerian.
In other words, the alternating sum of cells in the closure of a cell of (G/P ) ≥0 is 1. This result combined with Theorem 1.1 implies the following. Corollary 1.3. The Euler characteristic of the closure of a cell of (G/P ) ≥0 is 1.
The structure of this paper is as follows. In Section 2, we review basic results on algebraic groups and flag varieties. In Sections 3 and 4 we introduce the notion of total positivity for real reductive groups and flag varieties, and toric varieties, respectively. In Section 5 we construct a toric variety associated to a parameterization of a cell. In Section 6 we prove a key proposition, and in Section 7, we prove the main result.
2. Preliminaries 2.1. We recall some basic notation and results from algebraic groups, see e.g. [21] . Let G be a simply connected semisimple linear algebraic group over C split over R. We identify G and any related spaces with their R-valued points in their real topology (as real manifolds or subsets thereof). We write R * for R \ {0}. Let T be a split torus and B + and B − opposite Borel subgroups containing T . We denote the character and the cocharacter groups of T by X * (T ) and X * (T ), respectively. Let < , > denote the dual pairing between X * (T ) and X * (T ). The unipotent radicals of B + and B − are denoted U + and U − , respectively. Let {α i | i ∈ I} ⊂ X * (T ) be the set of simple roots associated to B + and {α ∨ i | i ∈ I} ⊂ X * (T ) the corresponding coroots. Then we have the simple root subgroups U + αi ⊆ U + and U − αi ⊆ U − . Furthermore assume we are given homomorphisms
such that
and such that
is called a pinning for G.
2.2.
If G is not simply laced, then one can construct a simply laced groupĠ and an automorphism τ ofĠ defined over R, such that there is an isomorphism, also defined over R, between G and the fixed point subsetĠ τ ofĠ. Moreover the groups G andĠ have compatible pinnings. Explicitly we have the following.
LetĠ be simply connected and simply laced. We apply the same notations as above for G, but with an added dot, to our simply laced groupĠ. So we have a pinning (Ṫ ,Ḃ + ,Ḃ − ,ẋ i ,ẏ i , i ∈İ) ofĠ, andİ may be identified with the vertex set of the Dynkin diagram ofĠ.
Let σ be a permutation ofİ preserving connected components of the Dynkin diagram, such that, if j and j ′ lie in the same orbit under σ then they are not connected by an edge. Then σ determines an automorphism τ ofĠ such that
In particular τ also preservesḂ + ,Ḃ − . LetĪ denote the set of σ-orbits inİ, and forī ∈Ī, let
The fixed point groupĠ τ is a simply connected algebraic group with pinning (Ṫ τ ,Ḃ +τ ,Ḃ − τ , xī, yī,ī ∈Ī). There exists, and we choose,Ġ and τ such thaṫ G τ is isomorphic to our group G via an isomorphism compatible with the pinnings.
2.3. Let W = N G (T )/T be the Weyl group of G. For i ∈ I the elementṡ
represent the simple reflections s i ∈ W . If w = s i1 . . . s im is a reduced expression for w then we write ℓ(w) = m for the length of w. We note also that the representativė
of w is well-defined, independent of the reduced expression. Inside W there is a longest element which is denoted by w 0 .
2.4. Let J be a subset of I. The parabolic subgroup W J ⊆ W is the subgroupis a homogeneous space for the conjugation action of G and can be identified with the partial flag variety G/P J via
In the case J = ∅ we are identifying the full flag variety G/B + with the variety B of Borel subgroups in G. We have the usual projection from the full flag variety to any partial flag variety which takes the form π = π J : B → P J , where π(B) is the unique parabolic subgroup of type J containing B.
The conjugate of a parabolic subgroup P by an element g ∈ G will be denoted by g · P := gP g −1 .
2.5. Recall the Bruhat decomposition for the full flag variety,
and the Bruhat order ≤ on W . The Bruhat cell B +ẇ · B + is isomorphic to R ℓ(w) . And the Bruhat order has the property
It is a well-known consequence of Bruhat decomposition that B × B is the union of the G-orbits
, with G acting diagonally. Therefore to any pair (B 1 , B 2 ) of Borel subgroups one can associate a unique w ∈ W such that
for some g ∈ G. We write
in this case and call w the relative position of B 1 and B 2 .
2.6. Finally, let us consider the two opposite Bruhat decompositions
. The closure relations for these opposite Bruhat cells are given by
the intersection of opposed Bruhat cells. This intersection is empty unless v ≤ w, in which case it is smooth of dimension ℓ(w) − ℓ(v), see [6, 11] .
Total Positivity for G and B
Real projective space P n has a natural open subset: the set of lines spanned by vectors with all coordinates positive. This subset is called the totally positive part of P n , and its closure, the set of lines spanned by vectors with all coordinates non-negative, is called the totally non-negative part of P n . These subsets can be defined more generally [9] for any split semisimple real algebraic group and any partial flag manifold of such a group.
3.1.
Total positivity in G. The totally nonnegative part G ≥0 of G is defined by Lusztig [9] to be the semigroup inside G generated by the sets
{y i (t) | t ∈ R >0 , i ∈ I}, and
When G = SL n (R) then by a theorem of A. Whitney this definition agrees with the classical notion of totally nonnegative matrices inside SL n (R), that is those matrices all of whose minors are nonnegative. We recall some basic facts about total positivity for G from [9] . Let U
These sets are independent of the chosen reduced expression and give
In particular U
>0 using the t i as coordinates. The totally positive parts for U + and U − are defined by
Total positivity in B.
The totally positive and totally nonnegative parts of the flag variety B are defined by
The set B ≥0 has a decomposition into strata,
, where v ≤ w. These strata were defined and conjectured to be semi-algebraic cells by Lusztig [9] , a result which was later proved in [18] . The conjecture was proved again in a different way in [12] , this time with explicit parametrizations of the cells given. We recall these parametrizations now.
Let v ≤ w and let w = (i 1 , . . . , i m ) encode a reduced expression s i1 . . . s im for w. Then there exists a unique subexpression s ij 1 . . . s ij k for v in w with the property that, for l = 1, . . . , k,
where j k+1 := m. This is loosely speaking the rightmost reduced subexpression for v in w. It is called the 'positive subexpression' in [12] , and we use the notation
. . , j k }, when referring to this special subexpression for v in w.
Now we can define a map
It is shown in [12] that the map φ v+,w is an embedding with image the open 'Deodhar stratum' of R v,w associated to w, see [4] . 
3.3.
Changes of coordinates under braid relations. In the simply laced case there is a simple change of coordinates [9, 16] which describes how two parameterizations of the same cell are related when considering two reduced expressions which differ by a commuting relation or a braid relation.
If
The changes of coordinates have also been computed for more general braid relations and have been observed to be subtraction-free [1, 16] .
3.4. Closure relations. We have the following closure relations.
3.5. Total positivity and canonical bases, for simply laced G. We now assume that G is simply laced. Let U be the enveloping algebra of the Lie algebra of G; this can be defined by generators e i , h i , f i (i ∈ I) and the Serre relations. For any dominant character λ there is a finite-dimensional simple U-module V (λ) with a non-zero vector η such that e i η = 0 and h i η =< λ, α ∨ i > η for all i ∈ I. Moreover, the pair (V (λ), η) is determined up to unique isomorphism.
There is a unique G-module structure on V (λ) such that for any i ∈ I, a ∈ R we have that x i (a) acts by exp(ae i ) : V (λ) → V (λ), and y i (a) acts by exp(af i ) : V (λ) → V (λ). Then x i (a)η = η for all i ∈ I, a ∈ R, and tη = λ(t)η for all t ∈ T . Let B(λ) be the canonical basis of V (λ) that contains η. See [7] for details on the canonical basis.
In relation to G ≥0 , the basis B(λ) has the following positivity property [9, Prop.
3.2].
Theorem 3.3.
[9] Let g ∈ G ≥0 . Then the matrix entries of g : V → V with respect to B(λ) are non-negative real numbers.
Remark 3.4. We remark that it is easy to see that a little more is true. The matrix entries of any x i (a) or y i (a) : V → V with respect to B(λ) are given by positive polynomials in a.
The following lemma comes from [11].
Lemma 3.5. [11, 1.7(a)]. For any w ∈ W , the vectorẇη is the unique element of B(λ) which lies in the extremal weight space V (λ) w(λ) . In particular,ẇη ∈ B(λ).
Positivity for toric varieties
In this section we define projective toric varieties and recall some basic results. We may define a (generalized) projective toric variety as follows [2, 20] . Let S = {m i | i = 1, . . . , ℓ} be any finite subset of Z n , where Z n can be thought of as the character group of the torus (C * ) n . Here
. . . x min n . We then define the toric variety X S to be the Zariski closure of the image of this map. The real part X S (R) of X S is defined to be the intersection of X S with RP ℓ−1 ; the positive part X >0 S is defined to be the image of (R >0 ) n under φ; and the non-negative part X
≥0
S is defined to be the closure (in X S (R)) of X >0 S . Note that X S is not necessarily a toric variety in the sense of [5] , as it may not be normal; however, its normalization is a toric variety in this sense. See [2] for more details.
Observe that if S is the set of lattice points in the standard simplex, then X >0 S and X
S are the totally positive and totally non-negative parts of real projective space.
Let P be the convex hull of S. The restriction of the moment map is a homeomorphism from X S is homeomorphic to a closed ball. The following lemma, proved in [15] , will be an important tool in the proof of our main result.
Lemma 4.1. [15] Suppose we have a map Φ : (R >0 )
n → P N −1 given by
where the h i 's are Laurent polynomials with positive coefficients. Let S be the set of all exponent vectors in Z n which occur among the (Laurent) monomials of the h i 's, and let P be the convex hull of the points of S. Then the map Φ factors through the totally positive part X 
, and the image of (R >0 ) n under the first map is precisely X 
Construction of a toric variety associated to a parametrization of a cell
We begin by stating a key proposition. 
where the p j 's are polynomials with nonnegative coefficients. This proposition will be proved in the next section. Now assuming Proposition 5.1 is true, we can prove the following.
Corollary 5.2.
There is a map τ >0 : X >0 v+,w → P N which extends continuously to the closure to give a well-defined map
v,w is surjective, an isomorphism on the strictly positive parts, and takes the boundary of X ≥0 v+,w to the boundary of R >0 v,w .
Proof. Let S v+,w be the set of all exponent vectors in Z n+1 which occur among the monomials of the p i 's, and let P v+,w be the convex hull of the points of S v+,w . Let X v+,w be the toric variety associated with P v+,w . By Lemma 4.1, the map
and we get a map τ >0 from X >0 v+,w to P N . Moreover, this map extends continuously to a map τ ≥0 from X ≥0 v+,w to τ >0 (X >0 v+,w ). Since the map i • φ >0 v+,w is a homeomorphism onto its image and it factors through X >0 v+,w as above, the map τ ≥0 restricts to a homeomorphism from X >0 v+,w to i(R >0 v,w ). We now claim that that τ ≥0 takes the boundary of X ≥0 v+,w to the boundary of i(R >0 v,w ).
To prove the claim, suppose that there is a point x ∈ bd(X ≥0 v+,w ) such that τ ≥0 (x) = y is in the interior of i(R >0 v,w ). Since x is in the boundary of X ≥0 v+,w we can find a sequence of points {x i } in X >0 v+,w which converge to x. Let y i = τ ≥0 (x i ). Since τ ≥0 is a homeomorphism on the interior, each y i is in i(R >0 v,w ), and since τ ≥0 is continuous, the sequence of points y i converges to y.
denote the inverse of the restriction of τ ≥0 to the interiors. We now have that g maps the convergent sequence {y i } in i(R In this section we will prove Proposition 5.1.
6.1. Simply laced case. We suppose G is simply laced. Consider the representation V = V (ρ) of G with a fixed highest weight vector η and corresponding canonical basis B(ρ). Let i : B → P(V ) denote the embedding which takes g · B + ∈ B to the line g · η . This is the unique g · B + -stable line in V . We specify points in the projective space P(V ) using homogeneous coordinates corresponding to B(ρ).
Now let w 0 = (i 1 , . . . , i N ) be a fixed reduced expression of w 0 . 6.2. General type case. LetĠ be the simply laced group with automorphism corresponding to G, as introduced in Section 2.2. Note that we have already proved Proposition 5.1 forĠ. Explicitly, we considered in Section 6.1 the projective space determined by theρ-representation ofĠ, that is, P(V (ρ)), with homogeneous coordinates determined by the canonical basis B(ρ). We have seen that for any totally nonnegative cellṘ >0 v,ẇ with parameterization φv + ,ẇ , the composition i • φ v+,w of this parameterization with the usual embedding, i :Ġ/Ḃ + → P(V (ρ)), is given by polynomials with positive coefficients.
To treat the general case, we now identify G withĠ τ and use all of the notation from Section 2.2. For anyī ∈Ī there is a simple reflection sī in W , which is represented inĠ by sī := i∈īṡ i .
In this way any reduced expression w = (ī 1 ,ī 2 , . . . ,ī m ) in W gives rise to a reduced expressionẇ inẆ of length m k=1 |ī k |, which is determined uniquely up to commuting elements [13, Prop. 3.3] . To a subexpression v of w we can then associate a unique subexpressionv ofẇ in the obvious way. Proof. Let w = (ī 1 ,ī 2 , . . . ,ī m ) be a reduced expression for w in W and let v (j) denote the product (in order) of all simple generators of v + which come from (ī 1 ,ī 2 , . . . ,ī j ). The fact that v + is positive in W means that v (j−1) < v (j−1) sī j for all j = 1, . . . , n. In particular, ℓ(v (j−1) sī j ) = ℓ(v (j−1) ) + 1 in W . For the remainder of this proof letv (j−1) denote the element v (j−1) viewed as an element ofẆ . Then by the relationship of lengths in W versusẆ , ℓ(v (j−1) ij ∈ījṡ ij ) = ℓ(v (j−1) ) + |ī j | inẆ . This fact together with the fact that theṡ ij 's for i j ∈ī j commute with each other implies that for any i j ∈ī j , ℓ(v (j−1)ṡij ) = ℓ(v (j−1) ) + 1 inẆ . Therefore for any i j ∈ī j ,v (j−1)ṡij >v (j−1) . Lettingī j = {i j1 , . . . , i jr }, this now shows thaṫ v (j−1)ṡij 1 . . .ṡ ij k+1 >v (j−1)ṡij 1 . . .ṡ ij k for all 0 ≤ k ≤ r − 1 (note that we are again using the commutativity of the simple generators coming fromī j ). A little thought now shows thatv + is positive inẇ. In particular the composition i ′ : R v,w ֒→Ṙ v,w → P(V (ρ)) is positivity preserving.
(2) Suppose w = (ī 1 , . . . ,ī m ) is a reduced expression for w in W , and v + = (j 1 , . . . , j k ) is the positive subexpression for v. Then we have a commutative diagram,
, where the top arrow is the usual inclusion, the vertical arrows are both isomorphisms, and the map ι has the form (t 1 , . . . , t k ) → (t 1 , . . . , t 1 , t 2 , . . . , t 2 , . . . , t k ), where each t l is repeated |ī j l | times on the right hand side. Secondly, for non simply laced G we will use the inclusion to projective space given by i ′ : R v,w ֒→ P(V (ρ)), which is positivity preserving by Lemma 6.4 (1). And thirdly, by Lemma 6.4 (2), we have that 
Generalization to partial flag varieties
In this section we generalize the previous results to partial flag varieties. , for any triple (x, u, w) ∈ Q J .
Theorem 7.1.
[19] Let (x, u, w) ∈ Q J . Then P J x,u,w;>0 is the disjoint union of P J x,u,w;>0 and some lower-dimensional cells. 7.3. Proof of Theorem 1.1. Finally we are ready to prove Theorem 1.1. Let us recall the notion of a CW complex.
In a CW complex X, a cell is attached by glueing a closed i-dimensional ball D i to the (i−1)-skeleton X i−1 , i.e. the union of all lower dimensional cells. The glueing is specified by a continuous function f from ∂D i = S i−1 to X i−1 . CW complexes are defined inductively as follows. Given X 0 a discrete space (a discrete union of 0-cells), we inductively construct X i from X i−1 by attaching some collection of i-cells. The resulting colimit space X is called a CW complex provided it is given the weak topology and the closure-finite condition is satisfied for its closed cells. Recall that the closure-finite condition requires that every closed cell is covered by a finite union of open cells.
