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Abstract
An act of literary communication involves, in essence, an author, a text and a reader, and the process
of interpreting that text must take into account all three. What then do we mean in overall terms
by ‘Training Issues’, ‘Learning Algorithms’ and ‘Feedforward and Recurrent Neural Networks?
In this dissertation, ‘Training Issues’ aim to develop a simple approach of selecting a suitable
architectural complexity, through the estimation of an appropriate number of hidden layer neurons.
‘Learning algorithms’, on the other hand attempts to build on the method used in addressing the
former, (1) to arrive at (i) a multi-objective hybrid learning algorithm, and (ii) a layered training
algorithm, as well as to (2) examine the potential of linear threshold (LT) neurons in recurrent neural
networks. The term ‘Neural Networks’, in the title of this dissertation is deceptively simple. The
three major expressions of which the title is composed, however, are far from straightforward. They
beg a number of important questions. First, what do we mean by a neural network? In focusing upon
neural networks as a computational tool for learning relationships between seemingly disparate data,
what is happening at the underlying levels? Does structure affect learning? Secondly, what structural
complexity is appropriate for a given problem? How many hidden layer neurons does a particular
problem require, without having to enumerate through all possibilities? Third and lastly, what is
the difference between feedforward and recurrent neural networks, and how does neural structure
influence the efficacy of the learning algorithm that is applied? When are recurrent architectures
preferred over feedforward ones?
My interest in (artificial) neural networks (ANNs) began when in 2003 I embarked on an honor’s
project, as an undergraduate on the use of recurrent neural networks in combinatorial optimization
and neuroscience applications. My fascination with the subject matter of this thesis was piqued
during this period of time. Research, and in particularly, the domain of neural networks were a new
beast that I slowly came to value and appreciate, then as it was – and now, almost half a decade
later. While my research focus evolved during this period of time, the underlying focus has never
wavered far from neural networks.
This work is organized into two parts, categorized according to the neural architecture under
study: briefly highlighting the contents of this dissertation – the first part, comprising Chapters
2 to 4, covers mostly feedforward type neural networks. Specifically, Chapter 2 will examine the
use of the singular value decomposition (SVD) in estimating the number of hidden neurons in a
feedforward neural network. Chapter 3 then investigates the possibility of a hybrid population
i
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based approach using an evolutionary algorithm (EA) with local-search abilities in the form of a
geometrical measure (also based on the SVD) for simultaneous optimization of network performance
and architecture. Subsequently, Chapter 4 is loosely based on the previous chapter – in that a fast
learning algorithm based on layered Hessian approximations and the pseudoinverse is developed. The
use of the pseudoinverse in this context is related to the idea of the singular value decomposition.
Chapters 5 and 6 on the other hand, focus on fully recurrent networks with linear-threshold (LT)
activation functions – these form the crux of the second part of this dissertation. While Chapter
5 examines the dynamics and application of LT neurons in an associative memory scheme based
on the Hopfield network, Chapter 6 looks at the possibility of extending the Hopfield network as a
combinatorial optimizer in solving the ubiquitous Traveling Salesman Problem (TSP), with modified
state update dynamics and the inclusion of linear threshold type neurons. Finally, this dissertation
concludes with a summary of works.
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This chapter provides a broad overview of the field of artificial neural networks, from their classifica-
tion or taxonomy to functional methodology to practical implementation. Specifically, this chapter
aims to discuss neural networks from a few perspectives, particularly with respect to its architecture,
weight or parameter optimization via learning algorithms and a few common application areas. This
chapter then concludes with a highlight of subsequent chapters that is forms the content of this
dissertation.
1.1 Artificial Neural Networks
In general, a biological neural system comprises of a group or groups of chemically connected or
functionally associated neurons. A single neuron may be connected to many other neurons and the
total number of neurons and connections in a network are almost always extensive. It is believed
that the computational power of a biological network arises from its collective nature, where parallel
arrangements of neurons are co-activated simultaneously. Connections, called synapses, are usually
formed from axons to dendrites, though dendrodendritic microcircuits and other connections are
possible. Apart from the electrical signaling, there are other forms of signaling that arise from
neurotransmitter diffusion, which have an effect on electrical signaling. As such, biological neural
networks are extremely complex. Whilst a detailed description of neural systems is nebulous, progress










Figure 1.1: Simple biological neural network
On the other hand, an ‘artificial’ neural network (ANN) draws many parallels from its physi-
ological counterpart, the animal brain. This (simplified) version attempts to mimic and simulate
certain properties that are present in its biological equivalents. While largely inspired by the inner
workings of the brain, many of the finer details of an artificial neural network, henceforth known
simply as a neural network (or NN), arise more out of mathematical and computational convenience
than actual biological plausibility, where an interconnected group of artificial neurons is built around
a mathematical or computational model for information processing based on a what is known as a
connectionistic approach to computation. In many cases a neural network is an adaptive system that
changes its structure (through its topology and/or synaptic weight parameters) based on external or
internal information that ‘flows’ through the network.
At a fundamental level, a neural network behaves much like a functional mapper between an
input and an output space, where the objective of modeling is to ‘learn’ the relationship between
the data presented at the inputs and the signals desired at the outputs. Neural networks are a
particularly useful method of non-parametric data modeling because they have the ability to capture
and represent complex input-output relationships between a sets of data via a learning algorithm
based on an iterative optimization routine1. Having said that, from a taxonomical perspective,
1This is of course largely based on the assuption that we are dealing with a supervised learning algorithm, where a













Figure 1.2: Simple feedorward neural network
neural networks are categorized under what is commmonly known as a ‘computational intelligence’
(CI) framework, which consists mostly of structured algorithmic and mathematical approaches that
encompasses aspects of heuristics drawn from their biological analogue. Two other popular com-
putational intelligence methods are Evolutionary Computation and Fuzzy Logic. Other approaches
include, to a less popular extent, Bayesian networks, reinforcement learning (or dynamic program-
ming), wavelets, agent-based modeling as well as other variants and hybrids.
The entire concept underlying a neural network can be deconstructed into two parts first, an
architectural or structural model, and secondly, a separate somewhat independent learning mecha-
nism, which is typically the back-propagation with gradient descent method (we term thiss SBP or
standard backpropagation is described subsequently in this chapter). Under normal circumstances,
the design of a neural network based approach to solving a problem would first require the determi-
nation of the architecture of a suitable structural complexity to meet problem-specific requirements.
Structural complexity in this sense, can be quantified using a variety of measures but typically, the
other hand, in unsupervised learning, the network learns from similarities in the underlying distribution of data and
hence no output data is required to train the network.
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simplest method would the enumeration of the number of hidden layer neurons, number of synap-
tic weights or connections, as well as the degree of multiplicity of these connections to and from
a neuron. And as will be highlighted later, the use of an appropriate training routine would be
dependent on the type of neural architecture that has been constructed. The conceptually simple,
‘black-box’ nature of a neural network’s learning ability is one of the attractive points of a neural
network (as well as of its variants) that lends itself to such applications which require an adaptive,
or machine-learning approach.
1.1.1 Learning Algorithms
The learning algorithms used for training a neural network is intimately tied with (i) the network
topology or architecture, and (ii) the problem to be solved. The relationship between the leaning
algorithm chosen and the network architecture and/or problem at hand is coupled in such a way
as to almost make the two inseparable. For example, training a recurrent network is very different
from training a feedforward network because of the presence of lateral and feedback connections in
recurrent networks that render the backpropagation with gradient descent algorithm less effective
than for its feedforward counterpart2; similarly, training a network for adaptive control usually
requires an online adaptation of the synaptic weights, something which is not necessary when training
a network for face or pattern recognition, where an oﬄine batch training approach is acceptable and
quite commonplace. Moreover, the application to which the neural network is applied to also affects
the type of neural architecture considered – take for example time-series prediction such as power
load forecasting, which might favor recurrent structures. A key difficulty thus would be to separate
the parameters and functions of a given architecture from that of a learning rule.
The advantage of neural networks lie in their ability to represent both linear and nonlinear
relationships and in their ability to learn these relationships directly from the data being presented
– the set of input data as well as the set of corresponding (desired) outputs. In a neural network
model simple nodes, which can be called variously ‘neurons’, ‘interneurons’, ‘neurodes’, ‘processing
elements’ (PE) or ‘units’, are connected together to form a network of nodes – hence the term ‘neural
network’. While a neural network does not have to be adaptive per se, its practical use comes with
2This is attributed to the cyclic nature of signal flow, ‘diluting’ the error deltas during the backpropagation phase.
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algorithms designed to alter the strength (weights) of the connections in the network to produce a
desired signal flow.
To learn a mapping <d → < between a set of input-output data, a training set DI = {xi,yi}Ni=1
is presented to the network. xi ∈ <d is assumed to be drawn from a continuous probability measure
with compact support. Learning in this sense, involves the selection of a learning system L = {H,A},
where the set H is the learning model and A is a learning algorithm. From a collection of candidate
functions, H (assumed to be continuous) a hypothesis function h is chosen by learning algorithmA :
DI →H on the basis of a performance criterion. This is known as supervised learning. Unsupervised
learning, for example Hebbian learning (which is the focus of the second part of this dissertation, on
fully recurrent neural networks), do not have a set of ‘desired’ output or training signals present at
the output nodes.
The learning algorithm is a somewhat systematic way of modifying the network parameters
(i.e. synaptic weights) in an iterative and automated manner, such that a pre-specified loss or error
function is minimized. In most cases, the convention is to use a Sum-of-squared errors (SSE =∑N
i=1 (di − yi)2), or a mean-squared-error (MSE = 1N
∑N
i=1 (di − yi)2 or simplyMSE = 1N SSE).
One of the most common algorithms used in supervised learning is the backpropagation algorithm
based on a gradient-descent approach. Being simple and computationally efficient, the iterative
gradient search here, has the possibility of local convergence – moreover, this method is also often
criticized for being noisy and slow to converge.
That said, the traditional approaches to training neural networks for both feedforward and
recurrent types are usually based on simple gradient-based methods. In such approaches, the input
data is presented to the neural network and passes through the entire network, from which an
output is then obtained this output is then compared with desired output (teaching signal). If
they do not match, a corrective signal (which is essentially based on the gradient of this error
term) is then passed in a reverse manner into the same network, but from the converse direction,
to which corrective modifications to the synaptic weights are then made this is the well-known
back-propagation algorithm of error derivatives. The degree of correction would largely depend on
the size of deviation between the actual and the desired outputs. This correction can be carried out
after every presentation of an input pattern (online, or sequential learning), or made when all the
inputs patterns have been presented (batch learning). Such an approach is also known as supervised
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learning because there is a set of desired outputs (teaching signal) that corresponds to the set of input
patterns. Unsupervised learning on the hand is another class of learning algorithms that attempts
to classify or arrange the inputs that are available in the training set of data, purely based on the
similarity of features of the input data.
Neural networks have been applied to solve various real-world problems due to its well-documented
advantages – adaptability, capability of learning through examples (good for data intensive problems
where availability of reliable data is not a problem) and ability to generalize (under appropriate train-
ing conditions). To efficiently use the model to various applications, the optimization approaches of
ANNs for each specific problem is critical, with numerous search-optimization algorithms for weight
and/or architecture optimization, such as evolutionary algorithms (EAs) [45], simulated annealing
(SA) [119], tabu search (TS) [61], ant colony optimization (ACO) [41], particle swarm optimization
(PSO) [114] and genetic algorithms (GAs) [1,91] 3. Among these searching-optimization techniques,
some of them have been applied to simultaneous connection weights adjustment and/or architecture
optimization of ANNs in a multiobjective scheme [62,2].
As a case-in-point, a genetic algorithm was hybridized with local search gradient methods for the
process of ANN training via weight adjustment of a fixed topology in [8]. Ant colony optimization
was used to optimize a fixed topology ANN in [26]. In [175], tabu search was used for training ANNs.
Simulated annealing and genetic algorithms were compared for the training of ANNs in [176], where
the GA-based method was proven to perform better than simulated annealing. Simulated annealing
and the backpropagation variant Rprop [163] were combined for MLP training with weight decay
in [201].
The current emphasis is to integrate neural networks within a comprehensive interpretation
scheme instead of as a stand-alone application. Neural network studies have evolved from one
that was largely theoretical to one that is now predomoninantly application specific through the
incorporation of heuristical and a priori information, as well as merging the neural network approach
with other methods in a hybridized scheme. As domains within science and engineering progresses,
neural networks will play an increasingly vital role in helping researchers and practitioners alike in
finding relevant information in the vast streams of data under the constraints of lower costs, less
time, and fewer people.
3All of these are mainly for feedforward neural network architectures
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1.1.2 Application Areas
Over the last 2-3 decades, neural networks have found widespread use in myriad applications rang-
ing from pattern classification, recognition and forecasting to modeling various problems in many
industries4 and domains from biology and neuroscience to control systems and finance-economics.
The tasks to which artificial neural networks are applied tend to fall within the following broad
categories:
1. Function approximation: regression analysis, including time series prediction/forecasting and
modeling.
2. Classification: pattern and sequence recognition, novelty detection and sequential decision
making.
3. Data processing: filtering, clustering, blind signal separation and compression.
Specific application areas include system identification and control (vehicle control, process con-
trol), game-playing and decision making (backgammon, chess, racing), pattern recognition (radar
systems, face identification, object recognition, etc.), sequence recognition (gesture, speech, hand-
written text recognition), medical diagnosis, financial applications, data mining (or knowledge dis-
covery in databases or “KDD”), visualization and e-mail spam filtering.
1.2 Architecture
As mentioned, a taxonomical classification of neural networks can be made on the basis of the
direction of signal or informational flow in a neural network where from an architectural perspective,
neural networks can be categorized into either feedforward or recurrent networks. As their names
suggest, a feedforward network processes information or signal flow strictly in a single direction from
input to output; a recurrent network on the other hand, has less restrictive connections signals and
information from one neuron to another can be connected between layers of neurons laterally, or
even with feedback. The beauty of a recurrent network is only truly understood when dealing with

















Figure 1.4: A simple one-factor time-series prediction problem.
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time-dependent problems as often the difficulty in training a recurrent network using conventional
learning algorithms far outweighs its benefits.
A feedforward network, as its name suggests only allows the flow of information in a single or
unidirectional manner (in a forward pass, although corrective signals are made in a backpass when
using the backpropagation with gradient descent, those signals are error deltas). Recurrent networks
on the other hand, allow a very general interpretation of informational flow – there are no limits
being placed on the direction of signal flows – structurally, there are feedforward, lateral and feedback
connections. Assuming the mathematical nomenclature of a synaptic weight connection to be wij ,
where i and j represent the layer index of the network (i.e. the signal flows from layer i to j), the
following holds for the different type of synaptic weight connections – feedforward: i < j, lateral
i = j and feedback i > j.
Learning, given a set of input-output examples, is essentially the computation of a mapping
from an input to output space, which in turn can be cast as an optimization problem where the
minimization of a suitable cost function (such as the ubiquitous sum-of-squared-loss error) is desired.
Having said that, it comes as no surprise that the learning strategies for feedforward and recurrent
networks are necessarily different.
The selection of an appropriate training algorithm for a neural network, whether recurrent or
otherwise, is largely dependent on its overall architecture. Therefore the critical issue is to find, or
adapt and evolve a ‘sufficient’ architecture and correspondingly, the appropriate set of weights to
solve a given task – all of which is done in an iterative manner. The weights are thought to be
variable parameters that are subjected to adaptation during the learning process. The network is
initialized with some random weights and it is run on a set of training examples. Dependent on
the response of the network to these training examples, weights are adjusted with respect to some
learning rule.
Typically, the more complex the architecture, the likelier that many local minima exists. This is
particularly relevant in the dynamics of recurrent neural network. As such, gradient descent based
approaches (besides being computationally expensive) usually result in sub-optimal solutions when
applied to complex problems being solved by recurrent neural networks. Moreover, the learning time
increases substantially when there are time lags between relevant inputs and desired outputs become
longer due to the fact that the error decays exponentially as it is propagated through the network.
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Long term dependencies are hard to learn using gradient based methods – this is called the vanishing
gradient problem. There are a few areas that can be identified to work upon. Two of them are the
characterization of the structure of the weight space and the location of the minima of the error.
1.2.1 Feedforward Neural Networks
Multilayer feedforward neural networks (FNN), also equivalently known as multilayer perceptrons
(MLP), have a layered structure which processes informational flow in a unidirectional (or feedfor-
ward, as its name suggests) manner: an input layer consisting of sensory nodes, one or more hidden
layers of computational nodes, and an output layer that calculates the outputs of the network. By
virtue of their universal function approximation property, multilayer FNNs play a fundamental role
in neural computation, as they have been widely applied in many different areas including pat-
tern recognition, image processing, intelligent control, time series prediction, etc. From the universal
approximation theorem, a feedforward network of a single hidden layer is sufficient to compute a uni-
form approximation for a given training set and its desired outputs, hence this chapter is restricted
to discuss the single hidden layer FNN, unless otherwise specified.
Error Back-propagation Algorithm with Gradient Descent
In the standard back-propagation (SBP) algorithm, the learning of a FNN is composed of two passes:
in the forward pass, the input signal propagates through the network in a forward direction, on a
layer-by-layer basis with the weights fixed; in the backward pass, the error signal is propagated in
a backward manner. The weights are adjusted based on an error-correction rule. Although it has
been successfully used in many real world applications, SBP suffers from two infamous shortcomings,
i.e., slow learning speed and sensitivity to parameters. Many iterations are required to train small
networks, even for a simple problem. The sensitivity to learning parameters, initial states and
perturbations was analyzed in [220].
Typical learning algorithms for training feedforward neural architectures for a variety of appli-
cations such as classification, regression and forecasting utilize well-known optimization techniques.
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These numerical optimization methods usually exploit the use of first-order (Jacobian) and second-
order (Hessian) methods 5.
The standard back-propagation algorithm for example, utilizes first-order gradient descent based
methods to iteratively correct the weights of the network. Learning using second-order information
such as those based on based on the Newton-Raphson framework offer faster convergence, but at the
cost of increased complexity. Typically, the Jacobian or gradient of the cost function can be computed
quite readily and conveniently; however, the same cannot be said of the Hessian, particularly for
larger-sized networks as the number of free parameters (synaptic weights) increase. As such, second-
order approaches are not popular primarily because of the additional computational complexity that















Figure 1.5: Typical FNN architecture






where the subscript p denotes the given pattern, p = 1, · · · , P . The mean squared error (given the
5Respectively, the Jacobian and the Hessian refer to the first and second derivatives of the cost function with
respect to the weights.
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(dpk − opk)2. (1.1)
In the batch mode training, the weights are updated after all the training patterns are fed into the
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The functions ϕj , ϕk are called activation functions which are continuously differentiable. The
activation functions commonly used in feed-forward neural networks are described below:
1. Logistic function. Its general form is defined by
y = ϕ(x) =
1
1+ exp(−ax) , a > 0, x ∈ R. (1.3)
The output value lies in the range 0 ≤ y ≤ 1. Its derivative is computed as
ϕ′(x) = ay(1 − y). (1.4)
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2. Hyperbolic tangent function. This type of activation functions takes the following form
y =
1− exp(−2x)
1 + exp(−2x) . (1.5)
The output lies in the range −1 ≤ y ≤ 1. Its derivative takes the simple form
ϕ′(x) = (1 + y)(1 − y). (1.6)
3. Linear function. It is simply defined as
y = ϕ(x) = x. (1.7)
The kind of activation functions to be used is dependent on the applications. The former two types
of activation functions are called sigmoidal nonlinearity. The hidden layer and output layer can take
either form 1 or 2. In particular, for function approximation problem, the output layer often employs
the linear activation function.
The optimization of the error function over the weights wkj and vji is typically taking the steepest
descent algorithm, that is, the successive adjustments applied to the weights are in the direction of




= ηek · ϕ′k(αk) · yj (1.8a)
∆vji = −η ∂E
∂vji






where η is a positive constant and called the learning rate. The steepest descent method has a zig-zag
problem when approaching the minimum, and in order to remedy this drawback, a momentum term
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is often added into the above equations:
∆wkj(t) = −η∂E(t)∂wkj
+ β∆wkj (t− 1) (1.9a)
∆vji(t) = −η∂E(t)
∂vji
+ β∆vji(t − 1) (1.9b)
where t denotes the iteration number, and β is a positive constant between 0 and 1 called the
momentum constant.
1.2.2 Recurrent Neural Networks
Recurrent neural networks, through their unconstrained synaptic connectivity and resulting state-
dependent nonlinear dynamics, offer a greater level of computational ability when compared with
regular feedforward neural network (FFNs) architectures. A necessary consequence of this increased
capability is a higher degree of complexity, which in turn leads to gradient-based learning algorithms


















Figure 1.6: Typical RNN architecture: compare with the FNN structure in Fig. 1.5. Note the
inclusion of both lateral and feedback connections.
As described in the previous subsection, error backpropagation in feedforward neural network
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models is a well-known learning algorithm that has its roots in nonlinear estimation and optimization.
It is being used routinely to calculate error gradients in nonlinear systems with hundreds of thousands
of parameters. However, the conventional architecture for backpropagation has severe restrictions
[155].
Both the BPTT (backpropagation through time) and the batch version of RTRL (real-time
recurrent learning) are equivalent (they perform gradient descent on the same cost function). The
online version of RTRL, however, introduces some additional complexities, most notable of which
is that the RTRL, being an epoch-based algorithm, resets the state of the network to the initial
conditions of the trajectory periodically, such that the online version may move very far from the
desired trajectory and never return. This is especially true if the network moves into a region where
the neurons are saturated, because the gradients go to zero. To alleviate this problem, Williams and
Zipser [211] introduced the idea of teacher forcing, where visible units of the network are clamped
to the desired trajectory, preventing the actual trajectory from getting too far off course. In this
version of the algorithm, we take a single Euler integration step of the original algorithm, including
our weight updates, and then enforce the clamps.
Back-propagation through time (BPTT)
As with static back-propagation, fixed-point learning maps a static input with a static output. The
difference is that the mapping is not instantaneous. When data is fed to the input of the network, the
network cycles the data through the recurrent connections until it reaches a fixed output. Training
a network using fixed-point learning can be more difficult than with static back-propagation, but
the added power of these networks can result in much smaller and more efficient implementations.
In recurrent back-propagation, activations are fed forward until a fixed value is achieved. After this
relaxation period, the error is computed and propagated backwards. The error activations must be
stable before the weights can be updated, so relaxation of the error is also needed.
Instead of mapping a static input to a static output, BPTT maps a series of inputs to a series
of outputs. This provides the ability to solve temporal problems by extracting how data changes
over time. Examples of temporal problems are digital signal processing, speech recognition, and
time-series prediction. In back-propagation through time, the goal is to compute the gradient over
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the trajectory. Since the gradient decomposes over time, this can be achieved by computing the
instantaneous gradients and summing the effect over time. During BPTT the activation is sent
through the network and each processing element stores its activation locally for the entire length
of the trajectory. At each step the network output is also computed and stored. At the end of the
trajectory, the errors are generated at the output and a vector of errors is used to update the network
weights.
[150] introduced an extension of the back-propagation algorithm for RNNs 6. The idea is to
unfold the recurrent network in time and then to treat it as a feedforward network. [150] extends
this analogy to continuous time, and readers are directed to that article for further details.
Real-time recurrent learning (RTRL)
The real-time recurrent learning (RTRL) [211] algorithm is an on-line training algorithm for RNNs.
It is a gradient descent based algorithm in which the weights of the network are determined by
minimizing the MSE between the desired output and the actual output at the current time step.
Given an RNN, the corresponding error gradient at the current time step is calculated, and the
weights are changed according to the error gradient to minimize the MSE.
Backpropagating through time requires that the network maintains a trace of its activity for
the duration of the trajectory. This becomes very inefficient for long trajectories. Using Real-
Time Recurrent Learning, RTRL [211], the temporal credit assignment problem is solved during
the forward integration step by keeping a running estimate of the total effect that parameters Wij
and bi have on the activity of neuron xk. However, the RTRL algorithm is computational intensive
because it has a time complexity of for each time step, where is the number of processing nodes. [211]
overviews this approach in more detail.
This algorithm is computationally expensive, because we have to store O(N3) variables in mem-
ory and process as many differential equations at every time step. On the other hand, we do not
have to keep a trace of the trajectory, so the memory footprint does not depend on the duration
of the trajectory. The major advantage, however, is that we do not have to execute the backward
dynamics – the temporal credit assignment problem is solved during the forward pass.
6See [151] for a survey of techniques that have been used for gradient learning in dynamical RNNs.
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1.3 Overview of This Dissertation
Neural networks have thus far demonstrated their effectiveness in both modeling and optimization
problems, casting itself as an interesting and particularly worthy subject of study. The primary
motivation underlying this work, which will be presented over the following chapters, is to examine
two specific areas of personal and professional (in an academic sense) interest: firstly, for feedforward
networks, how structural complexity can be studied using a simple geometrical measure and from
there, exploited and incorporated in a learning algorithm; and secondly, for recurrent networks, how
a particular type of neuron with a linear-threshold type activation function can be utilized and its
dynamics analyzed in a Hopfield-type fully recurrent architectures for solving optimization problems.
In Chapter 2, the idea underlying the use of a geometric informational measure to quantify
the significance and contribution of separating hyperplanes constructed in the hidden layer space
lies, is presented – specifically in attempting to provide a simple yet useful method to describe the
contribution of each additional neuron that is added to the hidden layers of a neural network. While
the approach that is described here is based on a feedforward architecture, extending this framework
to recurrent or more general structure would be similar in thinking. The idea here stems from
the understanding of how hidden layer neurons construct hyperplanes in hidden layer space. For a
simple two-dimensional classification problem (with two features in input space), each hidden neuron
construct a separating hyperplane – how these hyperplanes are arranged and laid out with respect
to each other is largely a function of the learning algorithm, which essentially attempts to maximize
the linear independency of te final positions of the separating hyperplanes such that they meet, as
best as possible, the distribution of the underlying classes of data (by minimizing some performance
metric which, commonly for neural networks is the sum, or mean of squared errors).
Building on this idea, Chapter 3 then introduces a geometrical measure based on the SVD op-
erator to estimate the necessary number of neurons to be used in training a single hidden layer
feedforward neural network (SLFN). In addition, we develop a new hybrid multi-objective evolu-
tionary approach which includes the features of a variable length representation that allow for easy
adaptation of neural networks structures, an architectural recombination procedure based on the
geometrical measure that adapts the number of necessary hidden neurons and facilitates the ex-
change of neuronal information between candidate designs, and a micro-hybrid genetic algorithm
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with an adaptive local search intensity scheme for local fine-tuning. In addition, the performances
of well-known algorithms as well as the effectiveness and contributions of the proposed approach are
analyzed and validated through a variety of dataset types.
Subsequently, Chapter 4 looks at the possibility of decomposing both feedforward and recurrent
neural networks into layered stages such that each layer is trained using a different learning algo-
rithm – a layer-by-layer training approach then attempts to build upon the idea of developing a
learning paradigm that is able to learn at a fraction of the computational and structural complexity
of conventional training algorithms. Specifically, we present two simple, yet effective method to
learning for both feedforward and recurrent neural networks based on a ‘layered’ training mechanism
– first, this is done for an MLP that is based on approximating the Hessian using only local infor-
mation, specifically, the correlations of output activations from previous layers of hidden neurons,
and second, for a recurrent MLP structure that is based on a hybrid Evolutionary Strategy (ES) and
pseudoinverse approach together with an adaptive linear observer (the pseudoinverse and adaptive
linear observer acting as local search operators), as a simple layered learning mechanism for general
RNN applications.
In the second part of this dissertation, recurrent architectures are examined – specifically those
with a linear-threshold activation function. Unlike feed-forward neural networks, recurrent neural
networks (RNN) are described by a system of differential equations that define the exact evolu-
tion of the model dynamics as a function of time. The system is characterized by a large number
of coupling constants represented by the strengths of individual junctions, and it is believed that
the computational power is the result of the collective dynamics of the system. Two prominent
computation models with saturating transfer functions, the Hopfield network and cellular neural
network, have stimulated a great deal of research efforts over the past two decades because of
their great potential of applications in associative memory, optimization and intelligent compu-
tation [94,95,194,27,134,224,195,223].
As a nonlinear dynamical system, intrinsically, the stability is of primary interest in the analysis
and applications of recurrent networks, where the Lyapunov stability theory is a fundamental tool
and widely used for analyzing nonlinear systems [74,203,221,160]. Based on the Lyapunov method,
the conditions of global exponential stability of a continuous-time RNN were established and applied
to bound-constrained nonlinear differentiable optimization problems [129]. A discrete-time recurrent
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network solving strictly convex quadratic optimization problems with bound constraints was analyzed
and stability conditions were presented [153]. Compared with its continuous-time counterpart, the
discrete-time model has its advantages in digital implementation. However, there is lack of more
general stability conditions for the discrete-time network in the previous work [153], which deserves
further investigation.
Solving NP-hard optimization problems, especially the traveling salesman problem (TSP) using
recurrent networks has become an active topic since the seminal work of [95] showed that the Hopfield
network could give near optimal solutions for the TSP. In the Hopfield network, the combinatorial
optimization problem is converted into a continuous optimization problem that minimizes an en-
ergy function calculated by a weighted sum of constraints and an objective function. The method,
nevertheless, faces a number of disadvantages. Firstly, the nature of the energy function causes
infeasible solutions to occur most of the time. Secondly, several penalty parameters need to be fixed
before running the network, while it is nontrivial to optimally set these parameters. Besides, low
computational efficiency, especially for large scale problems, is also a restriction.
It has been a continuing research effort to improve the performance of the Hopfield network
[7, 3, 152, 148, 185]. The authors in [7] analyzed the dynamic behavior of a Hopfield network based
on the eigenvalues of connection matrix and discussed the parameter settings for TSP. By assuming
a piecewise linear activation function and by virtue of studying the energy of the vertex at a unit
hypercube, a set of convergence and suppression conditions were obtained [3]. A local minima escape
(LME) algorithm was presented to improve the local minima by combining the network disturbing
technique with the Hopfield network’s local minima searching property [152]. Most recently, a
parameter setting rule was presented by analyzing the dynamical stability conditions of the energy
function [185], which shows promising results compared with previous work, though much effort has
to be paid to suppress the invalid solutions and increase convergence speed.
In recent years, the linear threshold (LT) network which underlies the behavior of visual cortical
neurons has attracted extensive interests of scientists as the growing literature illustrates [83, 42,
21, 167, 76, 77, 209, 222]. Differing from the archetypical neurons used in Hopfield-type networks,
the LT network possesses nonsaturating transfer functions of neurons, which is believed to be more
biologically plausible and has more profound implications in the neurodynamics. For example, the
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network may exhibit multistability and chaotic phenomena, which might give provide insights into
the underlying processes of associative memory and sensory information processing [214].
The LT network has been observed to exhibit one important property, which is multistability;
this feature allows the network to possess multiple steady-states, or equilibrium points coexisting
under certain synaptic weights and external inputs. This then allows LT networks to exhibit charac-
teristics suitable for decision-making, digital selection and analogue amplification [77]. It was proven
that local inhibition is sufficient to achieve nondivergence of LT networks [210]. Most recently, several
aspects of LT dynamics were studied and the conditions were established for boundedness, global
attractivity and complete convergence [222]. Nearly all the previous research efforts were devoted to
stability analysis, thus the cyclic dynamics has yet been elucidated in a systematic manner. In the
work of [76], periodic oscillations were observed in a multistable WTA (Winner-Take-All) network
when slowing down the global inhibition. He reported that the epileptic network switches endlessly
between stable and unstable partitions and eventually the state trajectory approaches a limit cycle
(periodic oscillation) which was shown by computer simulations. It was suggested that the appear-
ance of periodic orbits in linear threshold networks was related to the existence of complex conjugate
eigenvalues with positive real parts. However, there was lack of theoretical proof about the existence
of limit cycles. It also remains unclear what factors will affect the amplitude of the oscillations.
Studying recurrent dynamics is also of crucial concern in the realm of modeling the visual cortex,
since recurrent neural dynamics is a basic computational substrate for cortical processing. Physio-
logical and psychophysical data suggest that the visual cortex implements preattentive computations
such as contour enchancement, texture segmentation and figure-ground segregation.
This recurrent architecture of LT neurons is further investigated in Chapters 5 and 6, specifically
for associative memories and combinatorial optimization (Traveling Salesman Problem) respectively.
Chapter 2
Estimating the Number of Hidden
Neurons Using the SVD
In this chapter, I attempt to quantify the significance of increasing the number of neurons in the
hidden layer of a feedforward neural network architecture using the singular value decomposition
(SVD). Although the SVD has long been utilized as a method of off-line or non-real-time computation,
parallel computing architectures for its implementation in near real time have begun to emerge.
Through this, I extend some well-known properties of the SVD in evaluating the generalizability of
single hidden layer feedforward networks (SLFNs) with respect to the number of hidden layer neurons.
The generalization capability of the SLFN is measured by the degree of linear independency of the
patterns in hidden layer space, which can be indirectly quantified from the singular values obtained
from the SVD, in a post-learning step. A pruning/growing technique based on these singular values
is then used to estimate the necessary number of neurons in the hidden layer. More importantly, this
chapter describes in detail properties of the SVD in determining the structure of a neural network
particularly with respect to the robustness of the selected model.
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2.1 Introduction
The ability of a neural network to generalize well on unseen data depends on a variety of factors,
most important of which is the matching of the network complexity with the degree of freedom or
information that is inherent in the training data. A network that is too small is unable to learn
the inherent or salient characteristics of the data (‘underfitting’), while a network that is too large
captures an excessive amount of information, most of which is redundant, such as noise and properties
that are only limited to the training data (‘overfitting’). Matching of this information with complexity
is critical for networks that are able to generalize well. With this in mind, growing and pruning
methods have been the focus of numerous approaches in the neural network literature [126,207,84].
A measure of the complexity of a structure is its number of free, or adjustable parameters, which for a
feed-forward neural network is the number of synaptic weights. Clearly, the capacity of a feed-forward
neural network in learning the samples of the training set is proportional to its complexity [101,103].
For a simple SLFN architecture, the number of weights in the structure is a function of the number
of hidden layer neurons; each hidden neuron added increases the number of connections by a factor of
(M +1) +C where M and C are the number of input and output nodes respectively (the additional
dimension accounts for the bias for the hidden layer neurons). See [13] for an overview of the
complexity of learning in neural networks. An SLFN with a large number of adjustable parameters,
corresponding to a high model capacity and complexity tends to over-fit the training data and thus
poor generalization on the testing set. Conversely, a classifier with insufficient capacity will provide
a poor learning performance.
The objective here is to determine a parsimonious model that provides a reliable performance
for the given (training) data, with the smallest structural complexity – as the model complexity
increases, with all other factors (such as the training data) held constant, the performance of this
network improves up to a certain limit in the complexity, after which the model perofrmance on the
unseen testing data then deteriorates. Clearly, there is a trade-off in the approximation obtained in
the training set and the generalization of the unseen testing data. The aim of structural selection is
to find this compromise value. If the model complexity is below it, underfitting occurs; conversely
overfitting occurs when the model complexity is above this compromise value. Determining this
value is difficult, depending not only on our definition of an ‘optimal’ value but also on the amount
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and quality of data. A computationally simple approach would thus be best, as will be put forward
in this chapter.
The problem of estimating the number of neurons in the hidden layers of SLFNs (also known as
multi-layer perceptrons, MLPs) is difficult; conventional techniques are often based on a trial-and-
error approach or some heuristics; a typical method involves partitioning the available data into three
sets – training, validation and testing sets. Usually, this approach involves training the MLP while
increasing number of neurons in the hidden layer 1 and subsequently comparing the performance
(accuracy) of the resulting SLFN with respect to both the training and validation set, up till a
point where the SLFN’s performance peaks on the validation set – after which the introduction
of additional hidden neurons will result in an increase in the training accuracy at the expense of
generalization (there is a corresponding decrease in the SLFN’s accuracy on the validation set).
This is similar in principle to the early stopping method of training [87]; this technique however,
emphasizes a statistical approach, and does not provide much insight to the geometry of the problem
at hand.
In this chapter, I examine an approach of estimating the necessary number of hidden layer
neurons using the Singular Value Decomposition (SVD). The SVD essentially factorizes a matrix of
any dimension into a product of 3 constituent matrices – 2 square, orthonormal bases and a diagonal,
rectangular matrix consisting of singular values. Its properties and corresponding application in
the context of estimating the number of hidden layer neurons will be highlighted in further detail
subsequently. I discuss more in detail, the significance of these singular values in the construction
of hyperplanes in hidden layer space, as well as suggest some heuristical thresholds for pruning and
growing the network model complexity based on these singular values.
The outline of this chapter is as follows: preliminaries are given in Section 2, describing some
previous efforts in estimating bounds on the number of neurons in the hidden layer, as well as
establishing notations that will be used throughout this chapter. Section 3 then introduces the SVD
while Section 4 describes the construction of hyperplanes in hidden layer space by introducing hidden
neurons, after which I explore the concept of actual (effective) and numerical rank of matrices. A
pruning/growing technique using the singular values obtained from the SVD is then used to estimate
the necessary number of hidden neurons – this is addressed in Section 5. Simulations and illustrative
1This approach gradually increases the network size, and is in this sense, a ‘growing’ algorithm.
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examples together with a discussion on some of the ideas and concepts that are proposed will be




Previous work on estimating the number of hidden layer neurons have often focused on the learning
capabilities of the SLFN on a training set without accounting for the possibility of the network being
over-trained [100, 169, 186, 188, 101, 103]. Projection onto increasingly higher-dimensional (hidden
layer) space is achieved by implementing increasingly larger number of neurons in the hidden layer.
Cover’s seminal work using concepts from combinatorial geometry rigorously showed that patterns
projected onto higher dimensions are likelier to be linearly separable [34]. This work was followed
by Huang [100] and Sartori and Antsaklis [169], demonstrating that a simple SLFN can achieve
perfect accuracy on an N -size problem (there are N samples in the training set) when N hidden
neurons are used – this creates N hyperplanes that partition the N samples into N distinct regions.
This approach however, was achieved using a simple matrix inverse without any use of any iterative
training algorithms. When N − 1 hidden neurons are used – this creates N − 1 hyperplanes that
partition the N samples into N distinct regions. This approach however, was achieved using a simple
matrix inverse without any use of any iterative training algorithms. Moreover, perfect reconstruction
of the training set is usually not desirable as over-fitting usually occurs, particularly in many practical
examples where noise is typically present in the training set – perfect reconstruction would mean
that the mapping (look-up table approach) learnt by the SLFN fits the noise rather than the actual
features of the training samples. The generalization ability of such large capacity SLFNs are hence
very poor.
The use of the SVD in neural networks have been briefly highlighted by [85, 187, 159]. [206]
used the SVD to demonstrate that the effective ranks of the hidden unit activations and the hidden
layer weights are equal to each other as the solution converges thus indicating that the learning
algorithm (the backpropagation using gradient descent was used) can be stopped. On the other
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hand, geometrical methods such as in [213] have been used to great effect in providing greater insight
into the nature of the problem, however such methods are only applicable to problems in which the
dimensionality of the problem is in either 2- or 3-dimension for the problem is thus visualizable.
Traditionally, the simplest possible approach in network pruning would be to first train the
network and to subsequently remove weights that are of small magnitudes – clearly this method,
though simple, has obvious flaws. Other more sophisticated pruning techniques such asOptimal Brain
Damage (OBD) [126] and Optimal Brain Surgeon (OBS) [84] make use of the Taylor approximation
of the error functional, focusing on the second-order Hessian matrix in determining the sensitivities
of the weights of the trained network to remove redundant weights. While [126] uses a diagonal
approximation of the Hessian to determine the saliency (importance) of the removal of weights, [84]
explores the off-diagonal entries of the Hessian to obtain improved results on generalization, at the
cost of increase complexity as a near-exact computation of the Hessian is now being used. The
Hessian, however, is computationally intensive to obtain and despite advances that have been made
in computing the Hessian [25, 28], a simpler approach is always desired. While the OBD and OBS
focuses on the pruning of weights, the approach that is proposed here is focused on the estimation
of the appropriate number of neurons to be used in the hidden layer – in this sense, full connectivity
between the layers of the feedforward network is assumed.
The SVD computes directly on a data matrix, rather than on the corresponding estimated
correlation or covariance matrix. This might lead to one questioning the similarity between the use
of SVD and another equivalent approach, namely principal components analysis (PCA). PCA, while
similar in approach to the SVD, can be viewed as the application of the SVD operator on a set of
mean-centered data. This is the key difference between SVD and PCA – the centering of the data,
which in turn ensures that the origin is in the middle of the data set. SVD will result in vectors that
pass through the origin. In many problems this is desired. On the other hand, centering destroys
sparseness, and in some problems it might affect other structure in the data as well. In addition,
centering is sensitive to outliers. Alternatively, PCA is seen to work on the covariance matrix of
the data while the SVD works on the original matrix. Both SVD and PCA are however, similar
in the sense that they are related to standard eigenvalue-eigenvector problems, as well as aim to
remove noise or correlation and obtain the most significant information, or factors, from the data.
Moreover, singular values can be obtained more efficiently with a greater degree of numerical and
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computational stability as compared to through the computation of the eigenvalues [120] 2.
2.2.2 Notations
For the purpose of clarity and uniformity, I define some symbols and abbreviations that will be used
in this chapter. Consider a single hidden layer feedforward network (SLFN) with n hidden neurons
trained on a set of N training patterns, X of dimension M + 1 (an added dimensionality is included
to account for the bias input). The nonlinearity of the hidden layer activation functions is h(·). The
output activations of these hidden neurons are represented by the matrix H, where H = h(XW )
with X ∈ RN×(M+1), W ∈ R(M+1)×n and H ∈ RN×n. Typically, we have an over-determined
system where N ≥M (H is tall and thin). The discussion that follows throughout this chapter will
center about the singular value decomposition (SVD) of the hidden layer activation matrix H.
2.3 The Singular Value Decomposition (SVD)
The ordinary Singular Value Decomposition (SVD) is widely used in numerous statistical and signal
processing computation applications, both for the insight it provides of the structure of a linear
operator, and as a technique for reducing the computational word length required for least-squares
solutions and certain Hermitian eigensystem decompositions, by roughly a factor of two. The SVD
is one of many widely known matrix factorizations, but its primary function is as a rank-revealing
decomposition, providing an insight of the actual rank (also known as effective rank) of the matrix
that is being analyzed. Alternatively, the SVD can also be seen as a robust method of determining the
null space of a particular matrix. The interested reader is directed to [69, 120, 182] (and references
therin) for a more thorough treatment on the theory and concepts underlying the SVD. In this
section, I motivate the use of the SVD as a tool to estimate the necessary number of neurons to be
used in training an SLFN.
2As Klema and Laub ( [120]) asserts, it is generally not advisable to compute the singular values from the square-
root of the eigenvalues of auto-correlation of a real, rectangular matrix H , that is HTH – [120] provides an illustrative
example, which is reproduced here for completeness. Given a real number µ (|µ| < √), such that fl(1 + µ2) (fl
denoting a floating-point computation) and H = [1 1; µ 0; 0 µ], then fl(HTH) = [1 1; 1 1]. Hence, because of the
lack of computational precision, σˆ1 =
√
2, σˆ2 = 0 leading to the incorrect conclusion that the rank of H is 1. This
would not occur is we have infinite computational precision, for then HTH = [1 + µ2 1; 1 1 + µ2 ] with σ1 =
√
2 + µ
and σ2 = |µ| leading to the correct conclusion that the rank(H) = 2.
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If this ‘contamination’ were absent, the matrix H would clearly be rank deficient, but due to
the noise and other observational oddities, H will have cluster of small nonzero singular values [82].
Typically the individual elements of E is unknown (but its general properties may be known – this
will be explained subsequently), and applying a rank-revealing decomposition such as the SVD to the
‘contaminated’ matrix X˜ would provide a quantification of the ‘robustness’ of a number k such that
k ≤ n. In most cases, X˜ will be full-ranked and hence the decomposition would not reveal the actual
rank of X˜ through the structure of its zero elements [182]; however it does provide detail into its
actual rank by allowing us knowledge of its the ‘small’ elements – what constitutes a ‘small’ number
will be examined subsequently. The SVD is now described. Given a real matrixH ∈ RN×n , applying
the SVD results in the orthogonal transformation.U ∈ RN×N is known as the left singular vectors
of H and V ∈ Rn×n is known as the right singular vectors of H. Both U and V are orthonormal.
Σ ∈ RN×n = diag(σ1, . . . , σn) where (σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0 = σn+1 = . . . = σN ), is a diagonal
matrix with unique, nonnegative entries ordered in decreasing magnitude. This decoupling technique
of the SVD allows the expression of the original matrix as a sum of the first n columns of u and vT ,




i . The matrix Mi = uiv
T
i is known as the ith
mode of H, where H = σ1M1 + σ2M2 + . . .+ σnMn. The rank of H is determined by observing
that the n largest singular values are non-zero, whereas the N − n smallest singular values are zero.
The SVD also factorizes the original matrix H into two orthonormal bases for range and null spaces
associated with H [182]. Note that UUT = IN and V V T = In. By partitioning U and V as
U = (U1, U2) and U = (V1, V2) (2.1)
we have:
i. The columns of U1 form an orthonormal basis for the column space of H.
ii. The columns of U2 form an orthonormal basis for the null space of HT .
iii. The columns of V1 form an orthonormal basis for the column space of HT .
iv. The columns of V2 form an orthonormal basis for the null space of H.
Supposing H˜ = H + E, let the singular values of H and H˜ be (σ1, . . . , σk) and (σ˜1, . . . , σ˜k)
respectively. Likewise, let U1, U2, V1, V2 and U˜1, U˜2, V˜1, V˜2 be the orthonormal bases of H and H˜
respectively. From Schmidt’s Subspace Theorem [182], we have (with ‖ · ‖F denoting the Frobenius
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norm),
σ˜2k+1 + . . .+ σ˜
2
n ≤ ‖E‖2F (2.2)
With this, the SVD of H˜ reveals the rank, in a manner that its n − k smallest singular values
are bounded by the Frobenius norm of E [182]. While each of the n− k smallest singular values are
bounded by the spectral norm of E, this result is less useful than the above bound. This also allows
us to conclude that the spaces spanned by U˜1, U˜2, V˜1, V˜2 are approximations to the original space
spanned by U1, U2, V1, V2 to about σ−1k ‖E‖. Hence, if σk is reasonably large as compared to E (the
problem has a favorable Signal-to-Noise Ratio, SNR), the SVD provides a good approximation to the
desired subspaces [182]. The use of the SVD, specifically its spectral properties through its singular
values (the diagonals of Σ), provides us with an indication of the degree of linear independency of
the matrix H. While each of the n− k smallest singular values are bounded by the spectral norm of
E, this result is less useful than the above bound.
Algorithms for computing the SVD can be found in [70], where its derivations, concepts and
applications are discussed further in depth. The most widely used algorithm for computing the SVD
is by Golub and Reinsch ( [68]) which is both stable and efficient. This chapter will focus on the use
of the SVD as a robust tool in estimating the number of hidden layer neurons without focusing on
the algorithmic details of the SVD, which can be found in the literature highlighted above.
2.4 Estimating the number of hidden layer neurons
2.4.1 The construction of hyperplanes in hidden layer space
Every neuron in the hidden layer constructs a hyperplane in the input feature space [100]. The
additional separating capability of the system in view of this additional hyperplane created by an
additional hidden neuron depends on its ‘uniqueness’, an indication of which is given by the rank of
the matrix H. Quite clearly, and in a geometrical sense, the rank of H denotes the space in which
the columns of H occupy, representing the number of (unique) separating hyperplanes of the system.
In the case where n = N − 1 hidden neurons are used (with a suitable nonlinear activation function)
such that H is full-ranked, this satisfies the rank requirement of [100,169,101], giving rise to N − 1
separating hyperplanes for the N training samples. Using the simple matrix inverse [100, 169, 101],
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we are guaranteed perfect reconstruction for the training set 3. Intuitively, if H is of higher rank,
H better fits the training data, at the expense of generalization when limn→N rank(H). This full-
rank condition also ensures that the patterns projected onto the hidden layer space are linearly
independent; accordingly this is also known as φ-general position as described in Cover ( [34]). h is
equivalent to φ in the context of this chapter. 4 It can be surmised that hidden neurons of the first
layer form the (separating) hyperplanes, those of the second layer form the regions, and finally the
neurons of the output layer form the classes [199].
2.4.2 Actual rank (k) versus numerical rank (n): Hk vs. Hn
The actual rank (say k) of H may be different from its numerical rank (say n), where k ≤ n. Such a
situation usually arises when the original matrix X is ‘contaminated’ by E, resulting in a matrix H˜,
such that H˜ = X +E [182], with rank(H) = k and rank(H˜) = n. These ‘contaminations’, which are
commonly referred to as noise, obstructs the characterization of the true properties of the system
or problem given the observed training samples. As will be highlighted subsequently, this ‘noise’
(when taken in our context), corresponds to the marginal role that is played by additional hidden
layer neurons that tends to fit the features of the training samples which are not truly representative
of the intrinsic underlying distribution of observations. Aside from noise, these ‘contamination’ can
also consist of environment and measurement errors or features that is only present in the training
but not the testing set.
Knowledge of the rank of H is often the initial stage in determining further information that
can be derived from the column and null spaces of H. The use of the SVD, as a rank-revealing
decomposition, allows us to obtain approximations to the subspaces spanned by Hn and Hk. Thus,
even if the transformed patterns produced in the hidden layer space are in general position, some
of these patterns may be degenerate, in the sense that certain projected patterns can ‘almost’ be
represented as a linear combination of other projected patterns. But is this additional hidden neuron
contributing to the actual separability of the samples, or it it merely compensating for the noise that
3A reviewer suggested that the validity of [100] and [169] is based on the condition that the same value may be
chosen for all the hidden biases – however, in many practical applications, the hidden biases may be adjusted with
different values. In fact, as pointed out by [101], N hidden neurons are actually used in [100] and [169].
4Too much nonlinearitywill produce many non-unique outputswhile too little nonlinearitymay produce activations
which are integral multiples of one another – both will give rise to a matrix H which is low-ranked.
CHAPTER 2. ESTIMATING THE NUMBER OF HIDDEN NEURONS USING THE SVD 30
is present in the observations? Clearly, there is a limit, for which introducing additional hidden
neurons will tend to over-fit the training data. The numerical rank of H is defined as the number
of linearly independent columns of H. Equivalently, the rank of a matrix H is also the minimum n
which satisfies σn > σn+1 = 0 with σi (i = {1, 2, . . . , N}) being the singular values of H. However,
a value k which describes the actual rank of the matrix H is more useful for us in estimating the
appropriate number of hidden neurons to be used in the SLFN for a given problem.
Often, the presence of degeneracy in H is subtle and not readily apparent – this is to say that
even if H is full-ranked, it may be numerically rank-deficient or unstable, in that it has nonzero
singular values that are close to zero. Under many practical circumstances, the presence of noise and
error will give rise to a matrix H˜ that, from a mathematical perspective is full-ranked and linearly
independent, yet is almost linearly dependent. The SVD allows us to estimate the number of columns
of H (corresponding to the number of hidden layer neurons that should be used for the problem)
that are most linearly independent. The closeness of H to a matrix that is of defective rank will
cause it to behave erratically when subjected to many statistical and numerical algorithms [69].
This suggests that the column space of Hk spans a region that is almost similar to that spanned
by the column space of Hn. Conceptually, we may arrive at the conclusion that Hn is the result
of a perturbation of a rank-k matrix Hk. Thus a more general concept of the rank of a matrix is
used, by specifying a tolerance below which, it is of full rank. In the context of representing the
input patterns in hidden layer space, we can think of additional hidden layer neurons as causing
degeneracy in this hidden layer space, for increasing the number of hidden layer neurons is similar
to introducing noise into the system – thus perturbing the hidden layer space (which could have
been reasonably represented using k hidden neurons instead) such that the hidden layer space is now
being represented by n hidden neurons which are of marginal benefit.
Theorem 1. Define the numerical -rank k of the matrix H with respect to some tolerance  [82]
by:
k = k(H, ) ≡ min‖E‖2≤{rank (H +E)} (2.3)
Theorem 1 states that if there is a ‘gap’ between the k-th and the k+1-th singular values of size 
(i.e., σk >  > σk+1), then H has actual rank (-rank) k. The larger this gap  is, the more ‘robust’
the matrix H ′ is to perturbation (the more ‘confident’ we are that the matrix H can be truncated
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at k) – Hansen ( [82]) further elucidates that the -rank of a matrix H is equal to the number of
columns of H that are guaranteed to be linearly independent for any perturbation of H with norm
less than or equal to the tolerance , i.e. (robust to perturbations of E such that ‖E‖2 ≤ ). The
sensitivity to the errors E is now influenced by the ratio of σ1/σk instead of the usual conditional
number of H, cond(H)= σ1/σn. More specifically, the numerical rank (δ, , r) of a matrix if r if and
only if, σr ≥ δ >  ≥ σr+1 with δ being defined as,  < δ ≤ sup{η : ‖H −H ′‖ ≤ η ⇒ rank(H ′) ≥ r}.
Golub et. al. [69], from which the following definition originates, provides an excellent treatment of
the concept of numerical rank. To avoid possible problems when  is itself perturbed, the definition
of actual rank is refined by introducing δ as an upper bound for  for which the numerical rank
remains at least equal to k.
Theorem 2. The matrix H has a numerical rank of (δ, , r) with respect to the norm ‖ · ‖ if δ,  and
r satisfies the following:
i) k = inf{rank (H˜) : ‖H − H˜‖ ≤ }
ii)  < δ ≤ sup{η : ‖H − H˜‖ ≤ η ⇒ rank (H˜) ≥ k}
σk provides an upper bound for δ while σk+1 provides a lower bound for , i.e. δ ≤ σr and  ≥ σk+1.
This is the best ratio that can be obtained for /γ is σk+1/σk. Note that the norms used above are
either the L2 or Frobenius norms.
The above definitions are equivalent to saying that the matrix H is linearly-independent when
perturbed by E up to a threshold determined by ‖E‖2 ≤ . This result also means that the singular
values of H satisfies σk >  > σk+1 . This concept will be used in the next section as a robustness
measure of the estimate that is made of the number of hidden layer neurons. As described in [82] and
originally in [69], a well-determined gap between the singular values of σk and σk+1, represented
by  should exist in order for the above definition to make much sense; k should be, in other words,
well-defined for small perturbations of the threshold  and the singular values. Alternatively, the




j ≤ 2 (again, Schmidt’s Subspace
Theorem).
This result suggests that as more neurons are added to the hidden layer, the contributory effect
of each additional hidden neuron decreases after a certain threshold. In economic theory, this could
be seen as diminishing marginal returns. From a geometric point of view, additional hyperplanes
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constructed by these newly introduce hidden neurons are not that unique, or different as compared
to existing hyperplanes (these new hyperplanes may be almost parallel to existing ones). The ‘sig-
nificance’ of these new hyperplanes can be quantified by examining the singular values of the matrix
H, as more hidden layer neurons are added.
These singular values indicate the degree of mutual correlation between features in the hidden
layer space with column degeneracy resulting when these hidden space features are highly correlated,
which in turn leads to the conclusion that these additional neurons are redundant. While the singular
values do not provide information on which of these features are correlated, the presence of small
singular values would indicate that these additional hidden neurons can be removed without affecting
the performance of the SLFN significantly. However, it is the relative and not the absolute magnitude
of the singular values that interests us – this is described in further detail in the next section.
2.5 A Pruning/Growing Technique based on the SVD
In the previous sections, our notion of ‘small’ singular values was purely arbitrary. In this section, I
define the ‘small’ singular values purely in a relative sense. Here I describe some possible methods
in selecting the threshold γ. These methods are largely heuristical in nature, as is common in the
determination of model order in system identification problems [131].
2.5.1 Determining the threshold
A long-standing problem in the use of the SVD as a tool in determining the actual, or effective rank
of a (perturbed) matrix is in the distinguishing of (significantly) small and (insignificantly) large
singular values [123]. Supposing Hn ∈ RN×n represents the hidden layer output activation matrix of
a SLFN with n neurons in the hidden layer. As n increases, the input-output space mapping that is
discovered by the MLP better approximates the training data. Increasing n can be seen as increasing
the complexity (and hence capacity) of the network, but all problems would have an ‘inherent’ degree
of complexity, which is essentially unknown – estimating this complexity, characterized by k that is
in some sense close to the inherent complexity of the problem, is our objective. However, as n is
increased, the better fitting of the training data by the MLP gives rise to a lesser ability to generalize
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on unseen examples (i.e. the training set). Let σi(Hn) denote the ith singular value of the SLFN with
n hidden neurons. A way to measure the contribution of the i singular value to say, the separability
of classes, is to relate its value to other singular values in Σ.
Using the singular values obtained from the SVD, the condition number of any matrix H by
definition, is given by κ(Hn) = σ1(Hn)/σn(Hn) = ‖Hn‖ · ‖H†n‖ where σi is the ith singular value of
Σ. The condition number is a measure of how far the matrix Hn is from a matrix Hk of lesser rank
(k < n) [120]. Adopting a similar approach, we can limit the number of hidden neurons to k, where
we attempt to find a value of k which satisfies the following: mink{σk+1(Hn)/σ1(Hn)} ≤ γ, with γ
as some threshold.
Alternatively, we could also take into account the sensitivity of the singular values ( = σk−σk+1),
as an indication of the ‘robustness’ in the selection of a number k (< n). This sensitivity value is also
used to determine the numerical -rank r [82] of the matrix H (this was explained in the previous
section),
r = r(H, ) ≡ min‖E‖2≤
{rank(H +E)} (2.4)
Since the L2-norm of H is equivalent to the sum-of-squares of the singular values of H (U and V
are orthogonal and their norms are unity), another approach would be to find k such that selection








i ≥ γ with γ
being some pre-specified threshold.
If  is large, it can be assumed that the matrix H is relatively robust to perturbations (such as
rounding, measurement or observation errors); conversely, if  is selected to be small (but not too
small such that the numerical -rank k does not make sense [82]), external noise that is introduced
to the system may cause the matrix H to be rank-degenerate. Sometimes, there is no clear value
for k where σk − σk+1 is obvious. If the SLFN has been well-trained, and has converged (there is
little change in its weight values), in some problems, the decay of the singular values is gradual and
not very distinct, and hence cannot conclude confidently that the numerical rank of matrix H is less
than its actual rank.
In what follows, both σi and i (i = {1, . . . , n}) are used to estimate the necessary number (k)
of hidden layer neurons to implement. Recall that k = σk − σk+1. We associate the i with σi.
Ideally, we want to preserve all i = {1, 2, . . . , k} such that σi is large and k is large. Put simply,
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we want to retain singular values that contribute to the overall spectral energy (this corresponds to
large σi, i = {1, 2, . . . , k} ) and yet remain sufficiently robust (this corresponds to a large k).
Let σˆi denote the normalized, or scaled singular value, i.e. σˆi = σi/
∑n
j=1 σj . The simple
measure (ρi) that is used is a λ-weighted (or regularized) linear combination of σi and i, i.e. ρi =
λσi + (1 − λ)i. Since i = σi − σi+1, ρi = λσi + (1 − λ)(σi − σi+1) = σi + (λ − 1)σi+1, where
λ ∈ [0, 1].
To summarize the possible measures or criteria that can be used in determining the appropriate,
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Criterion (1-5) have been previously considered in [123, 70]. Here, in criteria (6) and (7), I
propose using both the singular values σ and its associated sensitivity  in determining the actual
rank k of the matrix Hn. Presently, the threshold value γ is chosen heuristically and is largely
problem-dependent – there is a lack of available theoretical or analytical expressions – however [123]
provides some statistical techniques in constructing suitable threshold values for γ, particularly for
rank determination in signal processing problems. By varying the threshold γ I am able to ‘control’
the confidence that I have in the selected model complexity of the network – a higher γ would reflect
a greater level of confidence that k = n. Further work, using more advanced measures of structural
complexity such as the Akaike or Bayesian information criterion is possible.
Typically, the feedforward network is trained on the training set using a tuning-based learning
algorithm such as the well-known backpropagation with steepest-gradient descent (scaled-conjugate
variant) algorithm, using a sufficiently large number of hidden layer neurons (in our simulations, 20
hidden layer neurons were often used as a starting value). A sufficiently large number of hidden
neurons is required because too few hidden neurons often give a large first singular value, which,
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together with a high threshold, provide an incorrect indication of the rank of the output activations
of the hidden layer neurons (H). The network is then trained to convergence, until a minimum in the
training error is obtained where there is little or no change in the error (approximately 5000-10000
epochs).
Pruning, as well as growing of the network is applied after the learning phase, after all observa-
tions (training samples) have been presented. The SVD is then applied on the output activations of
the hidden layer neurons (H), and the network subsequently pruned after an appropriate threshold
(γ) and selection criteria (see above) is chosen, thus obtaining an estimated rank ofH as k. After the
rank k is obtained, the network is retrained using the same learning algorithm, but with the number
of hidden layer neurons in the network set to k. Our results demonstrate improved generalization
performance on the testing set with insignificant change in the training error.
Conversely, in developing a growing method using the SVD, additional neurons are incorporated
into the hidden layer only if the decay of singular values of H does not show a distinct gap. In this
case, geometrically, the construction of the hyperplanes are more or less distinct from one another,
and perhaps the solution to the problem would benefit from the incorporation of additional neurons
into the hidden layer. The notion of a ‘distinct’ gap can be approached from the same perspective
as that of the pruning method used above, where  = σk − σk+1 is the measure of robustness used.
Unlike OBD and OBS, this approach is significantly faster – as this criterion is based on the geometric
nature of the hyperplanes in hidden layer space, and hence do not make use of the error function in
determining the number of redundant neurons.
2.6 Simulation results and Discussion
In this section, the performance of the pruning/growing method using the singular values and the
associated sensitivity values from performing the SVD on H (in a post-learning step) is investigated
on two types of classification datasets: (i) 2 toy datasets, and (ii) well-known datasets. The use
of the toy datasets are studied as these are of low-dimension (2-D) and are illustrative examples
that would thus offer better visual insight of the problem and its proposed solution (particularly
in the construction of hyperplanes in hidden layer space), while the real-life datasets provide some
CHAPTER 2. ESTIMATING THE NUMBER OF HIDDEN NEURONS USING THE SVD 36
justification and indications for use in practical circumstances 5. The SLFN for each dataset was
trained for 20 runs for 5000 epochs (to ensure that it is sufficiently well-trained). The average training
and testing accuracies were then obtained. The back-propagation algorithm was implemented using
a batch scaled-conjugate gradient (SCG) variant [142]. The algorithm is based upon a class of
optimization techniques well known in numerical analysis as the Conjugate Gradient Methods. SCG
uses second order information from the neural network but requires only O(N ) memory usage, where
N is the number of weights in the network. Batch learning in this case is preferred over stochastic
learning as the conditions of convergence are well understood, in addition to the availability of many
acceleration techniques such conjugate gradient that only operate in a batch learning mode. Also,
theoretical analysis of the weight dynamics and convergence rates are simpler [127].
Prior to training the SLFN, some preprocessing is carried out on the dataset samples. All input
features are scaled such that the resulting input features have a mean of 0 and a variance of 1.
Convergence is usually faster if the average of each input variable over the training set is close to
zero [127]. For the outputs, since classification problems are considered, binary target values are used,
with a 1-out-of-C encoding – where for a C-class problem, the largest output i is assigned to class i,
with i = {1, 2, . . ., C}. For the jth training sample, the desired class output c is di(j) = 1 ∈ {0, 1}
for i = c and 0 otherwise. Hidden layer neurons use a hyperbolic tangent nonlinearity, while the
output nodes use a linear output activation function. For the real-life classification datasets, the
proposed criteria (6) and (7) are used from Section 2.5. However, for the toy datasets, criteria (4)
with a threshold of γ = 0.95 is used to demonstrate our ideas. Note that the classification accuracies
are measured using a normalized scale, ∈ [0, 1].
2.6.1 Toy datasets
Banana dataset: See Figures 2.2, 2.3 and 2.4. This is an artificially created dataset (banana
dataset) consisting of two classes and 200 samples of which 140 samples were used as the training
set and the remaining for the testing set. Geometrically, the use of 2-3 hyperplanes constructed from
2-3 corresponding hidden neurons would be sufficient (see Figure 2.2). Expectedly, the first three
singular values are dominant based on criteria (4), as shown in Figure 2.4. Setting the threshold
5These datasets were obtained from the UCI Machine Learning database at
http://www.ics.uci.edu/˜mlearn/MLRepository.html
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γ = 0.95, k = 3.
Lithuanian dataset: See Figures 2.5, 2.7 and 2.8. This is an artificially created dataset (lithuanian
dataset) consisting of two classes and 200 samples of which 140 samples were used as the training set
and the remaining for the testing set. Geometrically, the use of 3-4 hyperplanes constructed from 3-4
corresponding hidden neurons would be sufficient (see Figure 2.5). Expectedly, the first four singular









































































































































































Figure 2.2: Banana dataset: 9-12 hidden neurons and corresponding decay of singular values
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Figure 2.3: Banana: Train/Test accuracies





























Number of hidden neurons
Figure 2.4: Banana: Criteria (4)








































































Figure 2.5: Lithuanian dataset: 1-8 hidden neurons
2.6.2 Real-life classification datasets
Figures 2.13 and 2.16 show the mean training and testing accuracies, and the suggested number of
hidden neurons using criteria (7) of Section 2.5 on two datasets – the Iris and Heart datases from
the UCI machine learning repository.
2.6.3 Discussion
From the simulation results obtained, increasing the number of hidden layer neurons after a certain
threshold of neurons has been reached has a marginal effect on the resulting performance of the
CHAPTER 2. ESTIMATING THE NUMBER OF HIDDEN NEURONS USING THE SVD 39




















































































Figure 2.6: Lithuanian dataset: 9-12 hidden neurons and corresponding decay of singular values
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Figure 2.7: Lithuanian: Train/Test accuracies








Minimum k, Threshold = 0.95

















Figure 2.8: Lithuanian: Criteria (4)
classifier, mostly on the training set. Generally, using more hidden neurons than that which is
necessary has a detrimental effect on the classifier’s performance on the testing set, as the capacity
of this more complex SLFN will exploit the additional free parameters of the network in over-fitting
the samples in the training set. This can be observed from the increased classification accuracy on
the training set at the expense of classification accuracy on the testing set.
For the problems described in the previous section, instead of using the singular values or the
sensitivity of the singular values in isolation, a λ-weighted (or regularized) linear combination of σi
and i is used. This is criteria (6) and (7) of Section 2.5 is used in displaying the decay of singular
values shown in the right columns of the figures in Section 2.6. Crues (σi) and sensitivities (i). For
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Figure 2.9: Difficult dataset: 1-8 hidden neurons





















































































Figure 2.10: Difficult dataset: 9-12 hidden neurons and corresponding decay of singular values
our simulations, λ = 0.5. A possible approach is to manually determine the actual rank k from a
visual observation of the proposed criteria, which is graphically similar to that obtained from these
right columns of the aforementioned figures.
It has to be noted that there is no ideal threshold for every problem, and unless prior information
is available of the problem, the fine-tuning of the threshold involves a rather qualitative than ana-
lytical approach, and is to be expected from system identification problems [131]. Visual inspection
of the singular values and their associated sensitivities provide an interesting (though manual) ap-
proach in determining the appropriate number of hidden neurons to be used for the given problem.
This decay shows a range of hidden neurons that should be used in solving a given problem, such
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Figure 2.11: Lithuanian: Train/Test accuracies
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Figure 2.12: Lithuanian: Criteria (4)
























Mean Training and Testing Accuracies
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Figure 2.13: Iris: Classification accuracies (2 neu-
rons, criteria (7))
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Figure 2.14: Diabetes: Classification accuracies
(3 neuron, criteria (7))
that the hyperplanes constructed from these neurons are as ‘unique’ as possible – redundant number
of neurons are identified (though not exact knowledge of the identities of the redundant neurons).
Although subset selection [70] is a possible technique where the k most linearly independent columns
of H ∈ <N×n are picked, such an approach is quite complex, requiring the construction of a permu-
tation matrix, and is hence much slower than retraining the network using the reduced number k of
hidden neurons.
We thus argue that exact identification of redundant neurons is not feasible nor useful because
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Figure 2.15: Breast cancer: Classification accu-
racies (2 neurons, criteria (7))
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Figure 2.16: Heart: Classification accuracies (3
neurons, criteria (7))
the training algorithm constructs the separating hyperplanes (mapping features from input space to
hidden layer space) based on the number of free weights available, fitting the distribution of training
samples. The training algorithm would, to the best of its ability, construct these hyperplanes such
that they are as linearly independent as possible, as a function of the number of hidden neurons.
Note that the addition of every new hyperplane alters the positioning of previous hyperplanes as the
training algorithm attempts to place this new set of hyperplanes to maximize the linear independency
of the set of hyperplanes while improving the class separation. Retraining the network using the
same training algorithm would result in better accuracy and is more efficient from a computational
perspective as the training algorithm attempts to maximize the linear independency of the reduced
set (k instead of n) of hidden layer neurons. This happens until a certain number of hidden layer
neurons is used, after which additional hidden neurons introduced cannot be constructed such that
they are linearly independent (for an illustrative example, refer to the hyperplanes constructed in
the toy datasets – when increasingly larger number of hidden neurons are used, the hyperplanes tend
to lie closely parallel to each other), and this manifests itself as the decay in the singular values of
the matrix H.
With this said, a technique that can be used is to first train the SLFN on the given set of
training data using a reasonably large number of hidden layer neurons. The SVD is then applied on
the matrix of hidden layer activations (H), in a post-learning step. Upon visualization of the decay
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of singular values using the various criterion specified in Section 2.5, we estimate the appropriate
number of hidden layer neurons to be used for that particular problem; subsequently the training
algorithm is reapplied to the same set of training data using the reduced number (k instead of n) of
hidden layer neurons.
Although most systems use nodes based on dot products and sigmoids, many other types of units
or layers can be used. A common alternative is the radial basis function (RBF) network. In such
networks, the SVD, when applied to the hidden layer output activation matrix (H) of a well-trained
RBF network would, provide an estimate of the number of basis functions to be implemented in the
hidden layer. This is conceptually similar to the SLFN case for the MLP as discussed in this chapter.
In a similar vein, this approach can also be used in the context of estimating the number of hidden
neurons (interneurons) in a recurrent neural network setting.
2.7 Chapter Summary
This chapter has presented an empirical approach in estimating the necessary number of hidden
layer neurons for a single hidden layer feedforward network (SLFN) given a set of training data,
through the use of the singular values via the singular value decomposition (SVD) in a post-learning
step. These singular values provide a quantification of the degree of degeneracy, or equivalently,
the level of linear independency of the training patterns in hidden layer space. The weights learnt
during the training stage of the SLFN projects the features from input space onto a hidden layer
space. However, while increasing the number of hidden layer neurons increases the capacity and
thus the complexity of the system on the training set, the generalizability of the resulting SLFN is
compromised as over-fitting occurs. We believe the use of the SVD can be extended to the estimation
of hidden neurons in feedforward neural networks with multiple hidden layers, as well as in recurrent
neural networks. Another possible direction for future work could be a study into the use of the
proposed approach on networks that have been trained using constructive learning algorithms that
are non-tuning based, such as the ELM paradigm [104].
The main contribution of this chapter is to present a simple framework for the use of the singular
values as well as their corresponding sensitivities of the hidden layer output activation matrix H,
in providing an indication of the necessary or appropriate number of hidden layer neurons (as well
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as a robustness measure of this estimate) that should be used in a SLFN for a given training set.
While the current approach involves a rather qualitative and manual approach in determining the
thresholds and number of hidden layer neurons, the use of the rank-revealing SVD allows us to gain a
better practical and empirical insight into the geometry of hidden layer space, which would otherwise
be difficult, if not outright impossible given that many of today’s practical problems involve features




Evolutionary algorithms are a class of stochastic search methods that attempts to emulate the
biological process of evolution, incorporating the ‘borrowed’ concepts of selection, reproduction and
mutation. In recent years, there has been an increase in the use of evolutionary approaches in
the training of artificial neural networks (ANNs). While evolutionary techniques for neural networks
have shown to provide superior performance over conventional training approaches, the simultaneous
optimization of network performance and architecture will almost always result in a slow training
process due to the added algorithmic complexity. In this chapter, I present a geometrical measure
based on the singular value decomposition (SVD) operator to estimate the necessary number of
neurons to be used in training a single hidden layer feedforward neural network (SLFN). In addition,
a new hybrid multi-objective evolutionary approach is developed, which includes the features of
a variable length representation that allow for easy adaptation of neural networks structures, an
architectural recombination procedure based on the geometrical measure that adapts the number of
necessary hidden neurons and facilitates the exchange of neuronal information between candidate
designs, and a micro-hybrid genetic algorithm with an adaptive local search intensity scheme for
local fine-tuning. In addition, the performances of well-known algorithms as well as the effectiveness
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and contributions of the proposed approach are analyzed and validated through a variety of dataset
types.
3.1 Evolutionary Artificial Neural Networks
In the context of artificial neural network (ANN) design, evolutionary optimization have led to
the development of evolutionary artificial neural networks (EANNs) in which adaptation is per-
formed primarily by means of evolution. EANNs have been shown to possess several advantages
over conventional methods of training [51,130,217]. More significantly, it provides a platform for the
simultaneous optimization of synaptic weights and network architecture, and eliminates the daunting
task faced by researchers in the selection of appropriate network architecture. According to Stanley
and Miikkulainen [181], it is necessary to evolve network architecture and weights simultaneously to
achieve a desirable performance. Given that the intrinsic relationship between the architecture and
the associated synaptic weights can be quite complex, the design methodology would be flawed if
these two properties are decoupled during the training phase of the network [138,219,226,227].
Additionally, the design of ANN involves the optimization of two competing objectives, namely
the maximization of network capacity and the minimization of neural architecture complexity. There-
fore, it is not surprising that multi-objective evolutionary algorithms (MOEAs) have been applied
with great success to the concurrent optimization of both architecture and connection weights re-
cently [2, 1, 46,57,60]. Abbass [2] presents a multiobjective (MO) memetic Pareto ANN (MPANN),
which is based on differential evolution and applies the backpropagation algorithm as the local search
(LS) operator. The author further extends his original approach by suggesting an alternative self-
adaptive algorithm that is claimed to be computationally less intensive. While Abbass [2, 1] sought
to achieve a good generalization by optimizing the objectives of training accuracy number of hidden
neurons simultaneously, Giustolisi and Simeone [60] considers the additional objective of model input
dimension. Garcia-Pedrajas et al [57] investigated the influence of 10 different objectives and results
indicated the advantages of the MO approach over single objective (SO) approaches.
However, the simultaneous evolution of both architecture and network weights will inevitably
result in a large increase in the size of the search space. While evolutionary algorithms (EAs) are
capable of exploring and identifying promising regions of the search space, they require a relatively
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longer time to locate the local optima. Support from experimental studies has shown that EA-LS
hybrids or hybrid EAs are capable of more efficient search capabilities [139, 145]. Therefore, one of
the goals of this chapter is to present a hybrid multiobjective EANN (HMOEN) which entails the
design of appropriate representation, genetic and LS operators. One of the core design issues is the
capability to evolve architecturally parsimonious networks as measured by the structural complexity
of the evolved network. The ability of an ANN to generalize well depends on the matching of the
network complexity with the degree of information that is inherent in the training data. Thus, in
order to achieve this goal, the informational or to be more specific, the geometrical relationship
between the hidden layer neurons in the evolved network needs to be obtained such that a pruning
mechanism can be developed to identify in an approximate manner, the geometrically irrelevant
hidden neurons to be removed.
Similar to [2, 1], the proposed HMOEN is based upon the concepts of Pareto optimality, which
accounts for the inherent tradeoffs in capacity and complexity. Most of the previous work investi-
gating optimization of network structure involves stochastic and performance-driven adaptation of
network architecture which will inevitably result in larger network complexities. In contrast to these
approaches, an information measure based on the singular value decomposition (SVD) is developed
to quantify the contribution of the neurons in the hidden layer, for an archetypical neural network
classifier. Subsequently, SVD-based architectural recombination (SVAR) is designed for the purpose
of facilitating the exchange of neuronal information between candidate ANN designs and adaptation
of the number of neurons for each individual. The role of the SVD operator is important, particularly
in obtaining the geometrical relevancy of neurons in hidden layer space when attempting to prune
a neural network through the proposed SVAR scheme to finally arrive at a parsimonious network
architecture.
Together with the SVAR, two other problem specific operators including the variable length
representation and the micro-hybrid genetic algorithm (µHGA) are proposed to handle the issues of
architectural adaptation and local fine-tuning. The variable length representation encodes the entire
ANN design with each neuron and its associated weights as the basic building block, and is designed
to allow for easy adaptation of ANN architecture. The µHGA is then applied for the exploitation
of connection weights and incorporates the pseudoinverse to find the optimal output weights in the
least squares sense.
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The organization of the chapter is as follows: some background information is provided in Section
2, while an overview of the matrix decomposition operator, namely the singular value decomposition
(SVD) as well as the Moore-Penrose generalized inverse (pseudoinverse) is given in Section 3. The
SVD is used here as a rank-revealing decomposition to adapt the network structure, as well as to
compute the pseudoinverse. The details of the proposed features in the HMOEN are described in
Section 4. Experimental studies including a comparative study with well-known approaches upon
medical data sets, analysis of parameter sensitivity and individual contribution of the proposed
features are conducted in Section 5. Conclusions are subsequently drawn in Section 6.
3.2 Background
This section provides the necessary background required to appreciate the work presented in this
chapter. Fundamental multi-objective optimization concepts and definitions are presented in Section
3.2.2 while a brief overview of MOEAs is given in Section 3.2.1. Section 3.2.3 then introduces
preliminary ANN concepts.
3.2.1 Multi-objective Optimization
At present, many real-world applications involve complex optimization problems with various objec-
tives that are often non-commensurable, and conflicting in nature; this, together with the presence of
numerous constraints makes such problems difficult, if not infeasible to solve without the support of
powerful and efficient optimization algorithms. Here, without any loss of generality, a minimization
problem is considered, with a decision space X, a subset of real numbers. For the minimization
problem, we intend to solve for a parameter (variable) set P that optimizes the following objective,
min
P∈X
F(P),P ∈ <n (3.1)
where P = {p1, p2, . . . , pn} is a vector with a set of n decision variables and F = {f1, f2, . . . , fm} is
the objective vector with m objectives to be minimized.
The concepts of Pareto dominance and Pareto optimality are fundamental in MO optimization,
with Pareto dominance forming the basis of solution quality. There are three possible relationships
between the solutions that are defined by Pareto dominance.







Figure 3.1: Illustration of the optimal Pareto front and the relationship between dominated and
non-dominated solutions).
Definition 2.1 (Pareto Dominance): Given the objective vectors X1, X2 ∈ <m. Then X1 dom-
inates X2, denoted as X1 ≺ X2 iff x1i ≤ x2i∀i ∈ {1, 2, . . .,m} and x1j < x2j∃j ∈ {1, 2, . . . ,m}.
Definition 2.2 (Optimal Pareto Front): The optimal Pareto Front (PF) denoted by Z∗ is the set of
individuals Z∗ = {Z∗j |Z∗j ≺ Zi, ∀Zi ∈ Z}.
In contrast to SO optimization, the solution to MO optimization problem exists in the form of
alternate tradeoffs known as Pareto optimal set. The different dominance relationship is illustrated
in Figure where the solutions denoted by closed circles form the optimal Pareto front and dominated
the solutions represented by open circles. Note that each objective component of any non-dominated
solution in the Pareto optimal set can only be improved by degrading at least one of its other
objective components [180].
3.2.2 Multi-Objective Evolutionary Algorithms
Traditional operational research approaches to MO optimization typically entails the transforma-
tion of the original problem into a SO problem and employs point-by-point algorithms such as
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branch-and-bound to iteratively obtain a better solution. Such approaches have several limitations
including the requirement of the MO problem to be well-behaved, i.e. differentiability or satisfying
the Kuhn-Tucker conditions, sensitivity to the shape of the Pareto-front and the generation of only
one solution for each simulation run. On the other hand, meta-heuristical approaches that are in-
spired by biological or physics phenomena such as evolutionary algorithms and simulated annealing
have been gaining increasing acceptance as a much more flexible and effective alternative to complex
optimization problems in the recent years.
Among these meta-heuristics, MOEA is one of the more popular stochastic search methodologies
to solve MO problems and it has been applied to solve real world problems [32,122,189,205] involving
multiple non-commensurable and often competing criteria. Emulating the DarwinianWallace princi-
ple of ‘survival-of-the-fittest’ in natural selection and adaptation, MOEAs have the distinct advantage
of being able to sample multiple solutions simultaneously. Such a feature provides the MOEA with
a global perspective of the MO problem as well as the capability to find a set of Pareto-optimal
solutions in a single run.
Based on the different cost assignments and selection strategies, EAs for MO optimization can
be broadly classified into two classes: non-Pareto approaches and Pareto-based approaches [31].
Notable examples of non-Pareto approaches include VEGA [171], HLGA [79] and MO genetic local
search algorithm [108]. Pareto-based approaches include PAES [121], SPEA2 [228] and NSGA [180].
Despite these differences, the general MOEA framework can be represented in the pseudocode shown
below. The optimization process starts with the initialization and evaluation of candidate solutions.
After which, good solutions are updated into an external population or archive. The selection process
typically involves the archive of non-dominated solutions to improve convergence. Common genetic
operators used in the literature include simulated binary crossover and Gaussian mutation for real-
number MOEAs while uniform crossover and bit-flip mutation is applied for binary MOEAs. The
iterative process of evaluation, archive update and genetic variation will be repeated until a stopping
criterion is satisfied.
INITIALIZE Population
EVALUATE Candidate solution fitness
Update Archive
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REPEAT UNTIL stopping criteria satisfied DO
SELECTION
GENETIC VARIATION
EVALUATE Candidate solution fitness
Update Archive
END
3.2.3 Neural Network Design Problem
This chapter considers the problem of multilayer feedforward neural network (MLFN) design for
pattern recognition or regression. Each training sample Xi, is drawn from the set X(= x1 × x2 ×
· · · × xN ) is associated with a corresponding desired output label Yi, from Y (= y1 × y2 × · · · × yN ).
The MLFN can be described by its topological structure, activation function and connection weights.
Let L denote the number of layers in the network. Layer 0 corresponds to the input layer of neurons.
NHk represents the number of neurons in (hidden) layer k. Wk refers to the set of weights from
layer k − 1 to layer k, where k = {1, 2, . . ., L} . In a similar vein, bk represents the biases of the
neurons in layer k.
Note that Wk ∈ <NHk−1×NHk and bk ∈ <NHk . However, for purpose of specificity, in our
subsequent discussions, a single hidden layer feedforward network (SLFN) is used, as a single hidden
layer approach is justified (over a multiple hidden layer approach) lies in the fact that the Universal
Approximation Capability (UAC) theorem asserts that a single hidden layer of neurons would be
sufficient for approximating any given function [33, 55, 98]. As such, the use of additional layers of
hidden neurons might (perhaps) lead to fewer neurons being required, but the number of connections
between these layers would necessarily increase, which in turn would lead to a more complex, unwieldy
structure being evolved. Hence, while it is possible to develop our approach towards handling multi-
layer feedforward networks, the benefits might be marginal compared to the additional computational
resource and complexity required in doing so.
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3.3 Singular Value Decomposition (SVD) for Neural Net-
work Design
As mentioned in the introduction, the adaptation of network architectures is mainly stochastic or
performance-driven (by the classification accuracies, in our case), which will inevitably result in
larger network complexities, as measure by the architectural size, or otherwise known as structural
complexity. The primary difficulty in this area is the formulation of an appropriate measure to
quantify the contribution of the ‘information’ that emerges during the process of evolution while the
learning, or training mechanism takes place. At present, it is difficult to quantify the contribution of
additional neurons in the hidden layer without the use of an independent validation set of data. As
such, a simple, yet robust information measure based on the SVD operator is used in the framework
of EANNs, to achieve this purpose, in removing neurons in the hidden layer of the evolved single
hidden layer feedforward neural network. For further insight into the use of the SVD in investigating
structural complexity of neural networks, refer to [198]. This has also been discussed in the previous
chapter (Chapter 2).
Computationally, the SVD is very robust and allows the discrimination against noise contami-
nation. Typically, the SVD is utilized in computing the pseudoinverse (Moore-Penrose generalized
inverse) of a rectangular, possibly singular, matrix. The SVD has also been extensively applied in
problems of least squares, spectral estimation and system identification. In signal processing, the
SVD plays a central role in subspace modeling or low-rank approximation (similar to our problem
of estimating the number of hidden layer neurons) of signals. Please refer to [120, 182] for further
technical details.
These singular values indicate the degree of mutual correlation between features in the hidden
layer space with column degeneracy resulting when these hidden space features are highly correlated,
which in turn leads to the conclusion that these additional neurons are redundant. While the singular
values do not provide information on which of these features are correlated (the identity of the neurons
are not explicitly known), the presence of small singular values would indicate that these additional
hidden neurons can be removed without affecting the performance of the SLFN significantly. In ap-
plication of the pseudoinverse, or otherwise known as the Moore-Penrose Generalized Pseudoinverse,
in resolving a linear system of the general form Hβ = T , the approach is fairly straightforward if the
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matrix H is square and non-singular. However, under many practical circumstances, the matrix H
is usually singular and likely to be rectangular. The Moore-Penrose generalized inverse simplifies the
treatment by providing the solution to the linear system in a least-squares sense. The pseudoinverse
of H is defined differently depending on the rank and dimensionality of H.
In most practical problems, the system is over-determined and hence would want find the least-
square error of ||Hβ − T ||2 in the presence of the inconsistencies introduced by the additional equa-
tions. Thus, β is obtained from ||Hβ−T ||2. The pseudoinverse can be shown to be the minimumnorm
least-squares solution of the system, i.e. the pseudoinverse of β, which is β†, minimizes ||Hβ − T ||2.
For further details on the pseudoinverse, readers are directed to [174].
Again, these issues have been further explained in the previous chapter (Chapter 2) as well as
in [198].
3.4 Hybrid MO Evolutionary Neural Networks
3.4.1 Algorithmic flow of HMOEN
To design an EANN that is capable of evolving the architecture and weights of the ANN simultane-
ously, a few features such as variable-length chromosome representation, specialized genetic operator
in the form of the SVD-based Architectural Recombination (SVAR), and micro-hybrid genetic algo-
rithm (µHGA) for effective local search are incorporated in HMOEN. The flow of the HMOEN is
shown in Figure 3.2. The design process begins with the initialization of population. All individuals
will be evaluated according to the objective functions and ranked according to their dominance rela-
tionship in the population. The objective functions and ranking scheme will be described in Section
3.4.2.
After the ranking process, non-dominated solutions will be updated into the archive. This chapter
applies a fixed-sized archive. Elitism is implemented by a two-stage process; 1) the archive and
evolving population are combined and 2) binary tournament selection of this combined population
is conducted to fill up the mating pool. In binary tournament selection, two individuals are selected
randomly from the combined population and compared based on the Pareto rank. The individual




















Figure 3.2: Algorithmic Flow of HMOEN.
with a lower rank, i.e, better is selected for genetic variation. In the event of a tie in Pareto ranks,
niche count is used as the tie-breaker.
The selected ANNs will then undergo the process of SVAR, which adapts the network architec-
ture, and the mutation process. In order to reduce the noise presented by the change in network
architecture as well as to improve convergence, the offspring are allocated to the for local exploita-
tion. The evolution process repeats until the stopping criterion is satisfied. The mechanisms of
SVAR and µHGA are described in Section 3.4.4 and 3.4.5 respectively.
3.4.2 MO Fitness Evaluation
The ANN design is cast as a MO optimization problem where a number of objectives such as training
accuracy and degree of complexity can be specified. The conflicting objectives of maximizing network
capacity and minimizing network complexity is manifested in the tradeoffs between training and test







Figure 3.3: Tradeoffs between training error and number of hidden neurons.
accuracy. As before, the Pareto ranking scheme [52] which assigns the same smallest cost for all
non-dominated individuals. One of the primary reasons why a weighted objective is not favored is
due to the fact that it is difficult to properly apportion the weights that should be associated with
each objective, in converting a MO problem into a SO problem. Most objectives that are considered,
such as training accuracy and size of neural network weights are not commensurable (not of the
same dimensional quantity) which makes it rather difficult to place these two objectives on a similar
platform for comparison.
Figure 3.3 illustrates the concept of Pareto optimality in ANN design where each closed circle
represents an ANN design evolved by the MOEA. The gray and black circles denote non-dominated
and dominated solutions respectively. Point A represents the utopian point which may not exist.
Solution A represents the compromise between training error and number of neurons. In the context
of single objective optimization of ANN where training error is the sole concern, the evolutionary
process will inevitably drive the solutions towards point B.
1) Pareto Ranking: The Pareto ranking scheme [52] is adopted in this chapter based on the
objectives of minimizing training error and network complexity. This scheme assigns the same
smallest cost for all non-dominated individuals, while the dominated individuals are ranked according
to how many individuals in the population dominate them. So, the rank of an individual in the
CHAPTER 3. HYBRID MULTI-OBJECTIVE EVOLUTIONARY NEURAL NETWORKS 56
population will be given by
rank(i) = 1 + ni (3.2)
where ni is the number of individuals dominating the individual i in the objective domain.
2) Optimization Objectives: One of the primary reasons why a weighted objective is not favored
is due to the fact that it is difficult to properly apportion the weights that should be associated with
each objective, in converting a MO problem into a SO problem. Most objectives that are considered,
such as training accuracy and size of neural network weights are not commensurable (not of the
same dimensional quantity) which makes it rather difficult to place these two objectives on a similar
platform for comparison.
In this chapter,the simultaneous evolution of both the neural architecture as well as the synaptic
weights is considered. Further, this problem is distinguished from previous work by formulating the
problem as a MO problem where the twin objectives of classification accuracy and network complexity
are conflicting in nature. Therefore, the optimization problem for the ANNs generalization on unseen












where f1 refers refers to the sum-of-squared (SSE) errors of the classification errors. In our problem
formulation, only one hidden layer of neurons (k=1) is used, as dictated by the Universal Approxi-
mation Capability (UAC) theorem for neural networks. N is the number of samples, C is the number
of class and dk is the desired output.
The two other objectives that are considered in the proposed MO framework are firstly, the
minimization of the number of neurons in the hidden layer (f2), and secondly the minimization of
the L2-norm of the hidden layer weights (f3). f2 and f3 are different methods of controlling the
size of the network complexity. f2 is the conventional manner in which MO methods approach the
(direct) control of structural complexity in ANNs, while f3 has its roots in [16]. With that in mind,
we intended to analyze and compare empirically, the performance of these two structural complexity
control methods.
CHAPTER 3. HYBRID MULTI-OBJECTIVE EVOLUTIONARY NEURAL NETWORKS 57
3) Diversity Preservation: The approximation of the Pareto optimal front requires the MOEA
to perform a multi-directional search simultaneously to discover multiple, widely different solutions.
This requires a substantial amount of diversity in the evolving population. According to Mahfoud
[135], a simple elitist EA tends to converge towards a single solution and often loses solutions due to
the effects of selections pressure, selection noise, drifting, and operator disruption.
The use of niche sharing was proposed by Goldberg and Richardson [64] to prevent genetic drift
and to promote the sampling of the whole Pareto front by the population. The basic idea is that
individuals in a particular niche should share the available resources and the fitness value of an
individual is degraded as the number of individuals in its neighbourhood increases. Niching can
be performed in either the decision variable domain or the objective domain. The choice between
niching in decision variable domain or objective domain depends on what is desired for the underlying
problem. In general, niche sharing is achieved using a sharing function. Let d be the Euclidean
distance between x and y. The neighbourhood size is specified by the so-called niche radius σshare.
The sharing function is defined as follows,
sh(d) =
 1− (d/σshare if d < σshare0 otherwise (3.4)





The niche radius σshare is a key parameter that affects MOEA’s effectiveness. Improper setting
of the value will result in bad distribution of the population. In practice, the niche radius is difficult
to estimate because there is no a priori knowledge about the shape of the Pareto front for many prob-
lems. Fonseca and Fleming [52] gave some bounding guidelines of appropriate σshare values for multi-
objective problems when the number of individuals in the population and the minimum/maximum
values in each objective dimension are given. In this chapter, the objective space is normalized online
based on the evolved tradeoffs and the sharing distance is set as σshare = 1archive size . This niche
count approach will be used in the selection and archive updating process.
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3.4.3 Variable Length Representation for ANN Structure
EAs process a set of encoded parameters, providing its designers with the flexibility to design an
appropriate representation of the potential solutions (the candidates). Appropriate representation
implies that it fulfils some criteria such as ease of implementation or exploitation of the problem
structure. For simplicity, the chromosome is often represented as a fixed-structure and the embedded
variables are usually assumed to be independent and context insensitive. In EANNs, a hybrid
structure between binary and real-number representation is commonly used for the simultaneous
optimization of weights and architecture. However, such a representation is not suitable for the
ANN design problem where flexibility is essential for the simultaneous evolution of both architecture
and connection weights.
In this chapter, a variable-length chromosome representation is adopted to represent the ANN
topology including the number of neurons in the hidden layers and the connection weights linking the
input, hidden and output layer, as illustrated in Figure 3.4(a). Figure 3.4(b) is the instantiation of
the representation in Figure 3.4(a). Each neuron is coupled with its associated weights, thus allowing
easy manipulated by search operators for the addition or deletion of neurons. The chromosome may
consist of different number of neurons which reflects the complexity of the ANN but the number
of connections is fixed by the number of input attributes. Such a representation is efficient and
facilitates the design of problem-specific genetic operators.
3.4.4 SVD-based Architectural Recombination
In EANNs, the recombination process between two ANNs is unlikely to produce a ‘good’ offspring due
to the lack of a clear definition of what defines a ‘building block’ in the framework of ANNs [218].
However, the lack of recombination to facilitate the exchange of information between candidate
solutions implies that each individual is expected to adapt independently by making best use of all
available ‘local’ information (confined within its own genetic pool). This motivates the development
of the SVAR approach which is based on the fact that each neuron constructs a hyperplane in the
input feature space and hence contributes to the resulting separating capability of the ANN. It
follows that each neuron and its associated connections defines a (somewhat coarse-grain) ‘building
block’ which contributes to the capacity of the ANN.














































Figure 3.4: An instance of the variable chromosome representation of ANN and (b) the associate
ANN.
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The issues considered in the design of the SVAR operator include the selection of the appropriate
neuron and its associated weights for recombination as well as the decision to remove or add an
appropriate neuron to the candidate ANN design. SVAR is performed between two parent ANNs
and the procedure is outlined in the following pseudocode (Figure 3.5).
SVD Determine presence of redundant neurons for both parents – the SVD 
operator is applied, together with a corresponding threshold,   to determine 
the number of (redundant) hidden layer neurons to ‘prune’, or remove.
SELECTION Calculate intra- and inter- subspace angle between neurons. 
Mark neurons with smallest intra-subspace angle and largest inter-subspace 
angle for removal and exchange respectively.
FOR both parents DO
IF U(0,1) < 1/3 
EXCHANGE neurons marked for exchange
ELSEIF redundant neuron is  TRUE
REMOVE neurons marked for removal 
ELSE
ADD neurons marked for exchange
END
END
Figure 3.5: SVAR pseudocode.
For our proposed approach, the building blocks of each network are the set of neurons (together
with its incoming weights from the previous layer). These are known as ‘building blocks’, as they
are the ‘smallest’ units for which are operated on (such as performing crossover). The SVD is used
as the tool to determine the presence of redundant neurons while the calculation of inter- and intra-
subspace angles is used for the selection of neurons to be removed or exchanged the SVD operator
(together with the corresponding threshold) will decide the number of hidden layer neurons to be
removed.
The number of neurons in the hidden layers that are deemed redundant by the SVD operator is
in effect, a function of the threshold that is used, with ε assuming the role of the SVD threshold. In
deciding which hidden layer neuron to remove or prune, a geometrical approach is used, where the
algorithm examines the subspace spanned between the hidden layer neurons such that the neuron(s)
which is (are) most linearly correlated with the other hidden layer neurons are consequently removed.
This is to prevent unnecessary removal of a neuron at the initial stages where the weights are not
yet adapted to the problem.
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The rationale for utilizing subspace angles as the selection criterion for pruning and exchange
is to encourage the linear independency between the neurons. In [198], the authors use the SVD
operator to first determine the appropriate, or necessary number of hidden layer neurons on an
initially large structured feedforward neural network, after which, the network is retrained using
the same learning algorithm, but using the reduced set of hidden layer neurons. In our approach,
however, an online method is adopted, in that during the evolutionary process, the identity of the
hidden layer neuron(s) to be removed are determined geometrically, by the subspace approach as
described above. From the flowchart, it is observed that it is possible for a candidate ANN with
redundant neurons to retain the same structure via the exchange of neurons from the other parent.
3.4.5 Micro-Hybrid Genetic Algorithm
As mentioned in the introduction, the optimization of neural network structure is an inherently
noisy problem, i.e., the immediate neural network fitness after the recombination process may not
be a good indicator of the new network structure due to an inappropriate set of weights. Thus,
it is necessary to optimize the synaptic weights with respect to the new ANN structure after any
structural changes. The mutation operator offers a simple option for local fine-tuning [109]. However,
domain information cannot be easily incorporated and its stochastic nature tends to render the search
operation inefficient. Intuitively, the change in genetic structure should be ordered instead of being
left to chance in order for the local search to be robust. While the well-known back-propagation (BP)
algorithm is a directed by means of gradient descent, it is prone to being trapped in local optima.
In view of these concerns, the EANN is hybridized with the µHGA .
µHGA
THe µHGA exploits the synergy between a µGA [113] and the pseudoinverse operator to decompose
the large and complex search space. Specifically, the µGA performs local fine-tuning of the hidden
layer weights while the pseudoinverse optimizes output weights in the least squares sense based on the
weights found by the µGA. The pseudocode of the µHGA is shown in Figure 3.6 where POP SIZELS
is the population size of the µHGA. In this chapter, simulated binary crossover (SBX) and uniform
mutation (UM) is applied to evolve the desired set of connection weights. The description of SBX
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and GM can be found in [39]. The mutation strength of UM is adapted as,
s = 0.1 · (uppbdw − lowbdw) (3.6)
where uppbdw and lowbdw corresponds to the minimum, maximum of the associated weights in the
population.
INITIALIZE POP by create LSPOP_SIZE variants of selected ANN
EVALUATE LS ANNs
STORE best ANN
REPEAT UNTIL _gen req reached DO
SELECTION: Insert best ANN into mating pol. Binary tournament
LS ANN from POP
CROSSOVER: Perform SBX on selected  neurons







Figure 3.6: µHGA pseudocode.
Balance between Evolution and Learning
While the incorporation of local search can accelerate convergence of the evolutionary optimization
process, hybrid EAs also give rise to issues pertinent to the tradeoffs between evolution and learning.
Apart from the obvious the challenge posed by limited computational resources, balance between
exploration and exploitation is necessary to maintain diversity in the evolving population for the
approximation of the Pareto optimal front. Consequently, these concerns have lead to the recent
development of resource utilization schemes such as local search probability [109] and simulated
heating [15].
While local search probability can reduce the computational time utilized for local fine-tuning,
the exploration-exploitation dilemma is not explicitly considered. The fundamental idea behind
simulated heating is based on simulated annealing, where the intensity of local search increases with
time. Although, it is intuitive that more computational time for local search should be allocated in
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the later stages, online search requirements are not considered in simulated heating. In contrast to
existing methods which allocate resources based on a predetermined schedule, this chapter adapts
the allocation of resources based on the feedback of an online performance measure, the evolutionary
progress rate [192]. The evolutionary progress rate (epr(n)) can be defined as the ratio of the number
of new non-dominated solutions discovered in generation n, newnondomsol(n), to the total number
of non-dominated solutions, totalnondomsol(n),
epr(n) = new nondomsol(n)
total nondomsol(n)
(3.7)
The set of new non-dominated individuals discovered at each generation is basically composed of
individuals that dominate the non-dominated individuals of the previous generation and individuals
that contribute to the diversity of the solution set.
In this adaptive scheme, the number of individuals allocated for LS is adapted based on the




1− epr(n)) · (upp bdcom − low bdcom)+ low bdcom (3.8)
where gen req is the number of generations performed by µHGA while upp bdcom and low bdcom
denote the upper and lower limits of available computational resource. The rationale is that a high
value of epr(n) means that the algorithm is still in the exploratory stage and the need for local
fine-tuning is low. Likewise, a low value of epr(n) is an indication of convergence and more resources
are required to meet the requirements of local fine-tuning. In this chapter, upp bdcom and low bdcom
are set as 20 and 10 of the total population size respectively.
Archiving
In our algorithm, elitism is implemented in the form of a fixed-size archive to prevent the loss of good
particles due to the stochastic nature of the optimization process. The size of the archive can be
adjusted according to the desired number of individual distributing along the tradeoff in the objective
space. The archive is updated at each cycle, e.g., if the candidate solution is not dominated by any
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members in the archive, it will be added to the archive. Likewise, any archive members dominated
by this solution will be removed from the archive. In order to maintain a set of uniformly distributed
nondominated individuals in the archive, the dynamic niche sharing scheme is employed. When the
predetermined archive size is reached, a recurrent truncation process [115] based on niche count is
used to eliminate the most crowded archive member.
3.5 Experimental Study
3.5.1 Experimental Setup
In order to evaluate the effectiveness of the proposed methods, a detailed empirical study is carried
out on seven different datasets. HMOEN is implemented using the MATLAB technical computing
platform, and corresponding simulations are performed on an Intel Pentium 4 2.8 GHz computer.
Sixty independent runs are performed for each of the dataset to obtain statistical information such
as consistency and robustness of the algorithms. The various parameter settings of HMOEN are
tabulated in Table 3.1. For all experiments, evolution of the ANNs is terminated once the mean
training accuracy of the archived solutions stops improving for three consecutive generations.
In the training phase for the classifiers, 30-fold cross-validation is used, partitioning the data
into two independent training and testing sets. 60% of the available samples are randomly selected
as training data, with the remaining 40% as testing data. Prior to training, pre-processing is carried
on the samples of each dataset. All input features are scaled and transformed such that the resulting
input features have a mean of 0 and a variance of 1, as it has been shown that convergence is usually
faster if the average of each input variable over the training set is close to zero [127]. For the outputs,
as classification datasets are the focus, binary target values with a 1-out-of-C encoding are used -
where for a C-class problem, the largest output i is assigned to class i, with i = {1, 2, , C}. For the
µth training sample, the desired class output c where dk(θ) = {0, 1} is 1 for k = c and 0 otherwise.
This is essentially a winner-take-all approach for the output layer neurons, and is a common approach
used for classification purposes. Hidden layer neurons use a hyperbolic tangent nonlinearity, while
the output nodes use a linear output activation function.
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Table 3.1: Parameter settings of HMOEN for the simulation study
Parameter Settings
Population Main Population size: 20; Archive size: 20
µHGA: 4
Archive (secondary population) size: 20
Chromosome HMOEN: Variable Length real number representation;
µHGA: Real number representation;
Selection Binary tournament selection









The real-world datasets used in this chapter, represent some of the most challenging problems
in machine learning, were obtained from the UCI machine learning database 1. Many researchers
have used these datasets in validating the performances of their algorithms, and thus these datasets
provide a good test suite of problem for evaluation of the proposed approach. The key characteristics
of these problems and their associated learning tasks are summarized in Table 3.2.
3.5.2 Analysis of HMOEN Performance
Experimental Results
Table 3 and Table 4 show the results of HMOEN over 60 independent runs on the seven problems.
HMOEN HN denotes that ANNs are evolved based on the criteria of f1 and f2 while HMOEN L2
denotes ANNs are evolved based on the criteria of f1 and f3. The test and training results are
based on the ANN with the best training accuracy on the dataset from each run. Network size refers
1(http://www.ics.uci.edu/m˜learn/MLRepository.html)
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Table 3.2: Characteristics of Data Set
Dataset Samples Attributes Classes Remarks
Cancer 699 9 2 Determine the patients for whom the tumour is benign or
malignant
Pima 768 8 2 Determine whether a patient shows sign of diabetes accord-
ing to World Health Organization Criteria
Heart 297 13 2 The learning task is to predict the presence or absence of
heart disease given the results of various medical tests car-
ried out on a patient.
Hepatitis 155 19 2 The hepatitis problem is a complex and noisy dataset as
it contains a large number of missing data (there are 167
missing values in total in this dataset). The learning task
is to predict whether a patient with hepatitis will live or
die.
Horse 368 27 2 The objective here is to determine, based on the physical
ailments and attributes of a particular horse, if it should
have surgery performed on it.
Iris 150 4 3 This dataset is perhaps the best-known database to be
found in pattern recognition literature. One class is linearly
separable from the other two; the latter are NOT linearly
separable from each other.
Liver 345 7 2 The learning task for this dataset is to determine, if the
adult male that is tested using blood tests suffer from
liver disorders that might arise from excessive alcohol
consumption
to the mean of the number of hidden layer neurons of the associated ANNs. With the exception
of Hepatitis, the networks evolved by HMOEN HN and HMOEN L2 have comparable sizes. For
instance, the mean network size evolved by HMOEN HN and HMOEN L2 is 9.8667 and 9.6833
percent respectively. This is probably because architectural adaptation is governed by the same
mechanism of SVAR. On the other hand, apart from Liver, the paired T-test reveals that the different
optimization criteria have a significant impact on test accuracies. In particular, HMOEN L2 performs
significantly better for the problems of Pima, Hepatitis, Horse and Iris while HMOEN HN only fares
slightly better for Cancer and Heart.
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Figure 3.7: HMOEN HN Performance on the Seven Different Datasets. The Table Shows the Mean
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Figure 3.8: HMOEN L2 Performance on the Seven Different Datasets. The Table Shows the Mean
Classification Accuracy and Mean Number of Hidden Neurons for all Datasets.
Effects of proposed features
In this section, the effects and contribution of multiobjectivity, and the proposed features of SVAR
and are examined for the different datasets. Note that only HMOEN L2 is used in the study here since
it has been observed in previous section that f1 and f3 are generally the better optimization criteria.
Here, different case setups are used to represent different combinations of features in HMOEN L2.
The different cases are summarized in Table 5. In Case 1, f1 and f3 are aggregated with the weight
vector [0.8 0.2], i.e. F = 0.8f1 + 0.2f3. HMOEN L2 is represented as Case 5. The variable-length
chromosome, Gaussian mutation operator and archive mechanism remain fixed for the five cases.
The distributions of the classification accuracy and network size are represented by box-plots in
Figure 9 and Figure 10 respectively. By comparing Case 1 (which is the SO version of HMOEN) and
Case 5 in Figure 9, is can be noted that the MO approach is generally better with similar structural
complexities. The paired-T test conducted also indicates that the performance between Case 1 and








   
   
   
   
Figure 3.9: Different Case Setups to Examine Contribution of the Various Features.
Case 5 is statistically different in all problems except Cancer.
The purpose of conducting variants of HMOEN L2 with and without SVAR is to ascertain the
contribution of the proposed operator. The effects of SVAR can be observed by comparing the
performances between Cases 2 and 3, and Cases 4 and 5 in Figure 9. Clearly, without the use of the
SVD as a form of capacity control in SVAR, the performance demonstrated in Case 2 and Case 4 is
inferior to Case 3 and Case 5 respectively for most of the problem. In addition, comparable, if not
better, classification accuracies are achieved with smaller networks as evident in Figure 10. These
results substantiate our earlier hypothesis that each (hidden) neuron, together with its corresponding
hidden layer weights (leading from the input layer to the hidden layer), functions as a building block
for an EANN. The specialized recombination operator acts specifically on these neuronal building
blocks. This notion is intuitively appealing because when viewed from the perspective of hidden
layer space, each hidden neuron and its input set of weights (for the single hidden layer) constructs a
separating hyperplane in hidden layer space; thus, each hidden neuron together with its corresponding
set of input weights, which are treated as a set of building blocks, are accountable for determining
the separation of the training samples in hidden layer space.
By comparing the performance between Case 2 and 4, and Case 3 and 5, it is clear that the
introduction of the µHGA provides improvements to the classification performance on the testing sets
of all the datasets. It can be noted that the local search ensures that the final network is sufficiently
well-trained such that the SVD is able to operate on the hidden layer activation matrix effectively.
Recall that the use of the SVD, as described earlier requires the network to be ‘well-trained’. In
other words, without the µHGA, the SVAR tend to remove neurons excessively as reflected in the
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Figure 3.10: Test Accuracy of the Different Cases for (a) Cancer, (b) Pima, (c) Heart, (d) Hepatitis,
(e) Horse, (f) Iris, and (g) Liver.
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Figure 3.11: Test Accuracy of the Different Cases for (a) Cancer, (b) Pima, (c) Heart, (d) Hepatitis,
(e) Horse, (f) Iris, and (g) Liver.
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generally lower number of hidden neurons (large number of neurons is pruned). Therefore, it is also
evident that that SVAR and the µHGA are complementary mechanisms in HMOEN.
Effects of SVD threshold settings
It can be observed in the previous section that the SVAR allows HMOEN to evolve smaller networks
with comparable, if not better, classification accuracies. In this section, experiments are conducted
for the various datasets over SVD threshold settings of {0.9, 0.95, 0.98,0.99} to investigate its effects
on network structure and classification performance. Trends of testing accuracies and network sizes
over the four threshold settings for the different datasets are plotted in Figure 11 and Figure 12
respectively. Theoretically, the size of the network is expected to increase as the SVD threshold
becomes larger - this can be explained from the fact that the ‘pruning’ mechanism, implemented
through the proposed SVD-based crossover, becomes stricter so as to maintain more of the spectral
energy of the singular values, hence requiring that more hidden layer neurons need to be kept. This
conjecture is reinforced from the Figure 12 shown where a monotonically increasing trend is seen for
the architectural or structural complexity (as measured by the number of hidden layer neurons) as
the SVD threshold is progressively increased from 0.95 to 0.99.
From a conventional and theoretical perspective, the trend for the training and testing accuracy
is usually strongly positively correlated up to a certain point, beyond which the performance of the
classifier on the test set degrades where the correlation between these 2 sets becomes negative,
in that the training accuracy steadily increases while the testing accuracy drops. Continuing the
training process beyond this point would result in the classifier being overtrained, and any subsequent
training, while increasing the training accuracy, will always degrade the performance of the classifier
on the testing set. Overtraining occurs in two ways either through an overly strict learning algorithm
(with excessively many training epochs) or when the architecture of the network is overly complex
(with excessively many hidden layer neurons) the former applies to the traditional learning route
for neural networks, while the latter applies to our approach, where the SVD threshold is increased
during the pruning mechanism which in turn is implicitly implemented via the SVD-based crossover.
The SVD threshold can be understood from the perspective of architectural complexity - a higher
SVD threshold means larger networks with more hidden layer neurons are evolved. However, using
the proposed approach (based on Figure 11), using a larger SVD threshold does not necessarily














































































Figure 3.12: Trend of Training Accuracy (–) and Testing Accuracy (-) over different SVD threshold
settings for (a) Cancer, (b) Pima, (c) Heart, (d) Hepatitis, (e) Horse, (f) Iris, and (g) Liver. The
trend is connected through the mean while the upper and lower edges represent the upper and lower
quartiles respectively.
lead to a lower performance in generalization, as measured by the accuracy on the testing set.
Alternatively, this can be understood from the perspective of the proposed method being able to
‘prevent’ overtraining from occurring.
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Figure 3.13: Trend of Network Size over different SVD threshold settings for (a) Cancer, (b) Pima,
(c) Heart, (d) Hepatitis, (e) Horse, (f) Iris, and (g) Liver. The trend is connected through the mean
while the upper and lower edges represent the upper and lower quartiles respectively.
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3.5.3 Comparative Study
Having validated the effectiveness of the µHGA and SVAR, the performance of HMOEN L2 and
HMOEN HN are compared against other works in the literature using these datasets. These works in-
cludes some well-known rule-based machine-learning algorithms as well as recent EANN approaches.
The discussion is limited specifically to methods which is largely centered upon evolutionary algo-
rithms, namely MOBNET [58] and MGNN [146]. MGNN [146] utilizes a mutation-based genetic
operation in the evolutionary process in adapting the weights of the neural network to replace the
traditional back-propagation algorithm during the training process - this is achieved via the muta-
tion strategy of local adaptation of evolutionary programming (EP) to affect weight learning. The
mutation process allows the network to dynamically evolve its structure and adapt its weights si-
multaneously. MOBNET [58] on the other hand evolves subcomponents in an independent manner,
such that they are subsequently combined to form a network, unlike traditional approaches which fo-
cuses on the development of an entire structure at once. Clearly, these subcomponents when evolved
separately in a cooperative co-evolution model must meet predefined criteria such that the sum of
these parts is useful, even though these criteria might be in conflict with each other, which is quite
commonly the case in many practical circumstances. This dilemma in evaluating the fitness on an
individual based on multiple criteria that are to be optimized together is almost always approached
as from a multi-criteria optimization perspective. 2
The summary of results is shown in Table 6. Note that comparisons between the results obtained
from different approaches have to be made cautiously, as there are numerous ways in which the
experimental and simulation setups are done, for example, the training/testing ratio, the pre/post-
processing, the cross-validation runs, etc. The results that are presented here are not fine-tuned
in any manner, i.e., the same parameter and experimental settings are used for all the datasets.
Nonetheless, it can be observed that the proposed approach is better or at least competitive for
Pima, Hepatitis, Horse, Iris and Liver. Cancer results are outperformed by MPANN and GABE
while Heart result is outperformed by GABE. On the other hand, GABE and MPANN perform
poorly for Pima with respect to our proposed HMOEN L2 and HMOEN HN.
2An additional point to note is that the improvement in performance comes with additional requirements in terms
of computational complexity – where compared to ‘unhybridized’ approaches, the proposed approach would result in
longer simulation times.
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Figure 3.14: 1) Results recorded from [17] are based on the performance of a single ANN (SNG) as
opposed to an ensemble; 2) Results recorded from [6] are based on the performance of the ANNs
using genetic algorithm with Baldwinian evolution (GABE).
Abbass [2] reported that the average network sizes of the ANN with the lowest classification
error for MPANN for the Cancer and Pima datasets were 4.125 and 6.6 percent respectively. In the
case of single network in [57], the mean network sizes for the datasets of Cancer, Pima, Heart, and
Horse are 5.89, 7.9, 7.28, and 20.3 percent respectively. GABE [29] fixes the number of neurons in
the hidden layer to be 5. Using our proposed approach, the size of the networks that were evolved
are correspondingly, for the datasets of Cancer, Pima, Heart, and Horse: (1) 4.8, 8.0833, 9.6833, and
9.15 hidden layer neurons respectively when the L2-norm is used as the second objective, and (2)
4.667, 7.517, 9.8667, and 7.2 percent respectively when the number of hidden layer neurons is used
as the second objective.
3.6 Chapter Summary
In this chapter, a hybrid multi-objective evolutionary approach to artificial neural network design is
proposed. To address the issue of network architectural development, the use of a simple, but robust
information measure based on the singular value decomposition, is used to estimate the necessary
number of neurons to be used in training a single hidden layer feedforward network. Subsequently,
an SVD-based architectural recombination is presented for the purpose of facilitating the exchange
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of neuronal information between candidate neural network designs and adaptation of the number of
neurons for each individual, based on a geometrical approach in identifying hidden layer neurons to
prune.
In addition, two other problem specific operators comprising a variable length representation and
a micro-hybrid genetic algorithm with adaptive local search intensity are also proposed to handle the
fundamental issues of structural adaptation and local fine-tuning. It has been shown that neural net-
work classifiers evolved by the proposed approach provides competitive, if not better, performances
over the set of datasets employed in the comparative study as compared to existing approaches.
Experimental studies were also performed to examine the effectiveness of the proposed methods
with respect to real-life datasets to illustrate that the both SVAR and models assume different, but
nonetheless significant roles in the evolution of effective ANN designs.
While the effectiveness of our proposed approach have been demonstrated for classification prob-
lems, it is believed that the methods that employed in this chapter are sufficiently flexible and
robust to be extended to handle a variety of problem domains, such as regression, prediction as well
as system identification problems, all of which are possible directions for future research.
Chapter 4
Layer-By-Layer Learning and the
Pseudoinverse
In this chapter, two simple, yet effective methods to learning are presented, for both feedforward
and recurrent neural networks based on a ‘layered’ training mechanism – first, this is done for an
MLP that is based on approximating the Hessian using only local information, specifically, the
correlations of output activations from previous layers of hidden neurons, and second, for a recurrent
MLP structure that is based on a hybrid Evolutionary Strategy (ES) and pseudoinverse approach
together with an adaptive linear observer (the pseudoinverse and adaptive linear observer acting as
local search operators), as a simple layered learning mechanism for general RNN applications.
For training feedforward networks, this approach of training the hidden layer weights with the
Hessian approximation combined with the training of the final output layer of weights using the
pseudoinverse (from the ELM paradigm [ [104]) yields improved performance at a fraction of the
computational and structural complexity of conventional learning algorithms. On the other hand, the
training approach used for a recurrent neural network uses an Evolutionary Strategy (ES) to learn
the real-valued weights of the recurrent stage of the network, and a combination of the pseudoinverse
and adaptive linear observer implemented using gradient descent (both as local search operators)
for learning the weights of the feedforward stage. Essentially, underlying vein of the methods used
to train the feedforward and recurrent networks in this chapter is the partitioning of the networks,
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whether feedforward or recurrent, into a cascade of layers or stages to which different, or specific
learning algorithms can be used for each target layer.
4.1 Feedforward Neural Networks
4.1.1 Introduction
Learning, given a set of input-output examples, is essentially the computation of a mapping from an
input to output space, which in turn can be cast as an optimization problem where the minimization
of a suitable cost function (such as the ubiquitous sum-of-squared-loss error) is desired.
Typical learning algorithms for training feedforward neural architectures for a variety of appli-
cations such as classification, regression and forecasting utilize well-known optimization techniques.
These numerical optimization methods usually exploit the use of first-order (Jacobian) and second-
order (Hessian) methods. 1 The standard back-propagation algorithm for example, utilizes first-order
gradient descent based methods to iteratively correct the weights of the network. Learning using
second-order information such as those based on based on the Newton-Raphson framework offer
faster convergence, but at the cost of increased complexity. Typically, the Jacobian or gradient of
the cost function can be computed quite readily and conveniently; however, the same cannot be said
of the Hessian, particularly for larger-sized networks as the number of free parameters (synaptic
weights) increase. As such, second-order approaches are not popular primarily because of the addi-
tional computational complexity that is introduced in calculating the Hessian of the cost function
with respect to the weights.
With this in mind, approximation of the Hessian matrix, commonly found in numerous quasi-
Newton approaches for optimization, is of great interest. Although more efficient methods in com-
puting the Hessian exactly have been suggested [25, 28], exact computation of the Hessian is costly
- moreover, in many practical applications, such accurate computation is not required. For exam-
ple, the Hessian is often numerically ill-conditioned or even singular for many real-life problems
due to the limited discrimination ability of certain nonlinear functions, hence requiring some form
1Respectively, the Jacobian and the Hessian refer to the first and second derivatives of the cost function with
respect to the weights.
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of regularization to be included. Some of the more well-known approximation techniques include
only using the diagonal entries of the Hessian, omission of certain terms (such as the second partial
derivatives) [158] or through numerical differentiation [28].
While various approximations to the Hessian have been proposed, computation of the Hessian
matrix based solely on local information, such as (input and output) signals available to weights of
a particular layer, is often desirable, as this may allow the partitioning of the training of a multi-
layered neural architecture into layers, each of which can be trained separately from each other. This
avoids global computation methods (such as of the Hessian) which are inherently computationally
intensive. However, in approximating the Hessian, it is important to consider those which maintains
the symmetry and positive definiteness such that the one-dimensional minimization step remains
unaltered [17]. On the other hand, non-gradient based approaches such as evolutionary algorithms
(EAs), and the ELM paradigm [104] which trains only the output layer weights while leaving the
hidden layer weights initialized randomly with a uniform probability distribution provide interesting
alternative methods of training a neural network. Non-gradient based techniques are attractive par-
ticularly because they are less likely to converge to a local minima, which holds true for increasingly
complex problems. However, EAs are largely stochastic optimizers and are hence slow in discovering
solutions; the ELM approach is fast in obtaining solutions but at the cost of the need to use an
architecturally more complex (as measured by the number of hidden layer neurons used) structures.
In [104], the Moore-Penrose generalized inverse (or more commonly known as the pseudoinverse)
was used to train the output weights of the feedforward network (for either a conventional MLP or
an RBF network) while leaving the hidden layer weights (initialized randomly using a uniform prob-
ability distribution) untrained. While this method is extremely fast in the training stage, relatively
larger number of hidden layer neurons are needed – some form of training if utilized, to learn the
weights of the hidden weights, is always able to obtain a smaller, or minimal network architecture
using fewer hidden neurons. The number of iterations (or epochs) that is additionally used to train
the hidden layer weights need not be exhaustive, as will be subsequently demonstrated.
Depending on the order of the model is chosen, and applying the stationarity condition, the
standard versions of the steepest-gradient and Newton’s approach is obtained as follows. Neglecting
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terms of order two and above, the standard steepest-gradient weight update rule is as follows,
∆w = −J(w0) (4.1)
w(t+ 1) = w(t)− η(t)J(w0) (4.2)
One of the critical drawbacks of the steepest descent approach is its rate of convergence, which is
slow and at best, linear. However, if additional information of the approximation of the cost function
is included by incorporating the second-order term, and neglecting terms of order three and above
to obtain a quadratic function, the standard Newton’s formula for weight updating (after imposing
the stationarity condition J(w0) +H(w0)(w − w0) = 0) is obtained,
H(w)∆w = −J(w0) (4.3)
w(t+ 1) = w(t)− η(t)H(w0)−1J(w0) (4.4)
This solves the optimization problem in a single step if and only if the cost function is the second-order
surface. Otherwise, as is usually the case, this second-order weight update procedure is iteratively
applied. The direction −H(w0)−1J(w0) is known as Newton’s direction, or the Newton step at
w = w0. Unlike the steepest gradient method, Newton’s approach does not guarantee that the
E(w, t + 1) < E(w, t) as this is dependent on the positive-definite nature of H(w0). Furthermore,
the use of the Hessian in Newton’s approach introduces added complexity (assuming N is the size of
H(w0)), in the form of storage (O(N2)) and inversion (O(N3)). Like most second-order optimization
methods, the use of Newton’s approach converges fast but only in a local sense, that is when it is
used (initialized) sufficiently close to a solution. As noted by [17], the main idea when developing a
general-purpose learning algorithm is to combine a fast tactical local method with a robust strategic
method that is able to assure global convergence.
4.1.2 The proposed approach
Given a cost function E(w) : <n → <, such as the sum-of-squares cost function, 2 E(w) is constructed
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nominal point w0 and subsequently analyze the effect of perturbing the parameter vector (w) wbout
w0 (the local minimum). Thus, E(w) = E(w0) + J(w0)(w − w0) + 12(w − w0)TH(w0)(w − w0) +
O(‖w − wo‖3), where J(w) and H(w) are the Jacobian (gradient) and Hessian of the cost function
respectively.
The essential idea that underlies the proposed approach is the layer-wise (iterative) estimation
of the Hessian, which together with the gradient (Jacobian) information forms a weight update
rule for hidden layer weights. This, coupled with the least-squares or pseudoinverse approach for
the weights of the final (output) layer is the basis of our proposed training algorithm which offers
faster convergence and better generalizability. Is is further shown through empirical simulations, for
the specific instance of a feedforward network with a single hidden layer, the improvement in the
convergence as well as performance of the resulting network compared to conventional training using
the back-propagation algorithm. This special case of a single hidden layer uses the inverse of the
correlation matrix of the training data (incorporating a regularization term) in an iterative update
of the hidden layer weights (from the input to hidden layer).
Instead of manipulating the weights of the network directly, the approach does so in an indirect
manner, through the modification of the desired activations of each layer, and is derived by noticing
the separability of the layers of the network into linear (given by the affine form of the locally induced
field) and a nonlinear (given by the activation function of the nodes) blocks. Consider the activation
of a layer k at time step (iteration) t as Yk(t), where
Yk(t) = Xk(t)Wk(t) (4.5)
Xk+1(t) = [f(Yk(t)) 1] (4.6)
The new estimate for Yk at the next time step is Yk(t+1) = Yk(t)+Dk(t) where Dk(t) is the estimate
for the direction in which the new activation for layer k should proceed. Dk(t) can be derived using
a variety of methods, but for simplicity, is found using the gradient descent on the cost function
with respect to the output activations of the hidden layers (Yk(t)), i.e. Dk(t) = −η(t)∇Yk(t)E(w, t).
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Thus,
Yk(t+ 1) = Yk(t) − η(t)∇Yk(t)E(w, t) (4.7)
Yk(t+ 1) = Xk(t)Wk(t+ 1) (4.8)
Xk(t)Wk(t+ 1) = Xk(t)Wk(t)−∇Yk(t)E(w, t) (4.9)
Wk(t+ 1) = Xk(t)
†Xk(t)Wk(t) − η(t)Xk (t)†∇Yk(t)E(w, t) (4.10)
Wk(t+ 1) = Wk(t) − η(t)Xk (t)†∇Yk(t)E(w, t) (4.11)
Clearly, ∇Wk(t)E(w, t) = Xk(t)T∇Yk(t)E(w, t) ⇒ ∇Yk(t)E(w, t) and thus ∇Wk(t)E(w, t) =
(Xk(t)T )−1∇Wk(t)E(w, t). By virtue of the fact that Xk(t)† = (Xk(t)TXk(t))−1Xk(t)T , this then
leads to
Wk(t + 1) =Wk(t)− η(t)Xk(t)†∇Yk(t)E(w, t) (4.12)
Wk(t+ 1) = Wk(t) − η(t)(Xk(t)TXk(t))−1Xk(t)T∇Yk(t)E(w, t) (4.13)
Wk(t+ 1) = Wk(t)− η(t)(Xk(t)TXk(t) + λ1I)−1∇Wk(t)E(w, t) (4.14)
Wk(t+ 1) = Wk(t)− η(t)(Φk(t) + λ1I)−1∇Wk(t)E(w, t) (4.15)
From this, Φk(t) represents the correlation matrix of the activation outputs of the preceding layer and
λ1 being the regularization parameter for the hidden layer weights. On the other hand, the gradient
or the Jacobian of the cost function with respect to the weights in layer k, ∇Wk(t)E(w, t) can be
recursively computed layer-by-layer. This approach was previously suggested by [170,149] (without
involving the use of the pseudoinverse), which offers a simpler method to building an approximation
of the Hessian in a second-order approach.
The use of the pseudoinverse in the layer-by-layer computation of the weights of each layer affords
us the ability to introduce regularization terms to ‘control’ the resulting size of the weights in each
layer as measured by its L2-norm. This prevents overtraining of the network, and is similar in idea to
that of ‘early-stopping’. As was rigorously discussed by Bartlett, the size of the weights of the network
is important for the generalization performance of the network [16]. The computational advantage
obtained from the use of the proposed approach however, is dependent on the number of neurons
that is used in the hidden layer(s). Another point worthy to note is that this layered estimation
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of the Hessian assumes the independency of weights on different layers – such as assumption is
generally acceptable in the case when the learning is close to convergence [149]. The convergence
rate using only the pseudoinverse as a learning algorithm is extremely fast - however the use of
the pseudoinverse in determining the weights of a layer in a multi-layer feedforward network is only
optimal with respect to the weights of the other layers. This is to say that global optimality is only
guaranteed for that layer. In a global context, the weights found using the pseudoinverse is locally
optimal.
Based on Cover’s 1965 function counting theorem [34], projecting samples or observations from
a low dimensional input space to a higher dimensional feature space would make these transformed
features more likely to be linearly separable. Placed in our context, a single hidden layer with a
large number of neurons (with randomly initialized hidden layer weights) is instead used. To find
the output layer weights, the pseudoinverse (also known as the Moore-Penrose generalized inverse)is
used. Note that the output nodes need not be a linear activation function, for if f(y) = d, then
y = f−1(d) where d is the desired signal, f−1(·) is the functional inverse. The pseudoinverse is then
used with y as the desired signal.
Like other numerical minimization algorithms, the method being suggested here is an iterative
procedure. The gradient (Jacobian) of the cost function (sum-of-squares) with respect to the weights
in the different layers can be found quite readily. The estimate of the Hessian is based on a layer-wise
approximation [149] that only uses local information (in essence, using only the correlation of the
activation signals from the previous layer). Clearly, this Hessian approximation is a function of the
layer index (k) and the iteration step (t). The output layer, using a linear activation function is
computed using the pseudoinverse.
Let k denote the layer index, and t the iteration step.
Hˆ(k, t)∆w(k) = η(t)∇(E(w)) (4.16)
wk(t+ 1) = wk(t) − η(t)Hˆ(k, t)−1∇(E(w)) (4.17)
Appropriate settings of the learning rate, η were shown to lead to good performance, and is generally
insensitive to small variations. For the simulations carried out, η(0) = 1 and is made to decrease in
an exponential manner as learning progresses (i.e. η(t) ∝ η(0)
1+ln(t)
).
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For the final (output) layer (k = L), with the superscript † denoting the pseudoinverse and d
the desired signals,
XL−1(t)wL(t+ 1) = d (4.18)
wL(t + 1) = XL−1(t)†d (4.19)





XL−1(t) is the set of activation (output) values from the previous layer in the current time step. The
system is usually overdetermined as there are more samples than hidden layer neurons in layer L−1.
The use of this training process, in a way, allows a layer-by-layer training approach in determining
the appropriate set of weights for each hidden layer – by utilizing different learning algorithms
for learning the weights on different layers, the properties and characteristics of each layer can be
exploited.
4.1.3 Experimental results
The datasets that were used to demonstrate the effectiveness and efficiency of the proposed approach
are taken from the UCI Machine Leaning Repository. I then compare the proposed approach with
the ELM paradigm [104] and a MLP-based neural network (using the NETLAB toolbox). All initial
simulation parameters (such as the weights) of the network used were randomly initialized but are
the same for the different approaches. The comparison of the proposed algorithm with the back-
propagation algorithm (scaled conjugate gradient variant) is based on the CPU time. The ratio of the
improvement of the proposed algorithm over the BP algorithm (the speed-up) is approximately 3-5
times faster – notably it is difficult to compare the speeds of the algorithms based solely on the CPU
time as different implementation and coding techniques may bias the results and hence the run times.
Moreover, the convergence of the algorithms are different, for example the ELM approach converges
in a single step (‘one-shot’ learning) as no iterative correction of the weights are required since the
training on the linear output layer of weights is achieved via the use of the pseudoinverse. The
MLP on the other hand takes a longer time to converge while the proposed algorithm’s convergence
speed is between the two, depending on the problem complexity and network size. All weights were
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randomly initialized to be within the range of [−1, 1] (kept the same for the MLP, ELM and the
proposed approach). The tansig function is used as the nonlinearity for the hidden layers.
Results obtained, comparing the performances of the MLP, the proposed approach (using 2
different regularization parameters) and the ELM are as in Table 4.1. 60% of available data was
used as the training data while the remaining 40% was used as the testing data – these were randomly
selected for each of the 50 runs. 10 hidden neurons were used for the MLP, ELM and the proposed
approach.
4.1.4 Discussion
The ‘size’ of the weights, as measured by the norm of the weights at each layer is smaller using
the proposed approach than that obtained from using the back-propagation. For the output layer
weights this can be attributed to the operation of the pseudoinverse as the pseudoinverse obtains
the minimum norm of possible weights that solves an overdetermined problem in a least-squares
sense. For better generalization performance, clearly, fitting the network to the data of the training
set is not desirable. Some form of regularization is advantageous in preventing the network from
being overtrained. However, determining the appropriate amount of regularization is an art in itself.
Regularization is introduced explicitly through the use of the regularization parameter λ, and through
the approximation of the Hessian.
Approximations made during the weight update in the training phase is akin to regularization,
since little attempt is made to fit the samples in the training data in an exact manner. In the
approach presented here, the Hessian, which in the usual sense is a global computation and is
expensive to obtain, is approximated on a layer-by-layer basis using the correlation matrix of the
output activations from the preceding layer. Moreover, as was highlighted previously in this chapter,
exact computation of the Hessian is not only computationally expensive but may also result in
an ill-conditioned and even singular matrix. The regularization term that is introduced in the
computation of the pseudoinverse has an effect on the classification performance of the resulting
feedforward network – generally a larger regularization term (clearly, only up to a certain point)
leads to poorer training performance but better testing performance. Geometrically, this is seen
as the construction of increasingly smoother separating hyperplanes in hidden layer space as larger
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Table 4.1: Performance comparisons – Mean accuracies and standard deviations (50 runs, 10 epochs,
10 hidden neurons)
Dataset MLP MLP Fast Fast Fast Fast ELM ELM
training testing training testing training testing training testing
(λ = 0.001) (λ = 0.001) (λ = 1) (λ = 1)
Diabetes 0.7777 0.7517 0.8184 0.7403 0.7945 0.7629 0.7690 0.7530
(0.0146) (0.0238) (0.0178) (0.0245) (0.0132) (0.0193) (0.0188) (0.0256)
Breast cancer 0.9680 0.9659 0.9789 0.9668 0.9790 0.9666 0.9666 0.9640
(0.0072) (0.0106) (0.0110) (0.0072) (0.0054) (0.0078) (0.0087) (0.0110)
Biomedical 0.9166 0.8861 0.9285 0.8671 0.9178 0.8821 0.8963 0.8871
(0.0199) (0.0329) (0.0333) (0.0380) (0.0157) (0.0298) (0.0170) (0.0309)
Sonar 0.8695 0.7395 0.9924 0.7388 0.9729 0.7507 0.7270 0.6776
(0.0409) (0.0492) (0.0091) (0.0392) (0.0126) (0.0358) (0.0451) (0.0626)
Ionosphere 0.8884 0.8357 0.9886 0.8736 0.9744 0.8664 0.8227 0.7967
(0.0237) (0.0340) (0.0072) (0.0270) (0.0097) (0.0245) (0.0383) (0.0388)
Heart 0.8646 0.8088 0.9404 0.7837 0.8981 0.8295 0.8087 0.7963
(0.0211) (0.0357) (0.0174) (0.0350) (0.0163) (0.0251) (0.0369) (0.0462)
Glass 0.9617 0.9184 0.9913 0.8635 0.9710 0.9219 0.9340 0.9073
(0.0127) (0.0275) (0.0097) (0.0948) (0.0117) (0.0224) (0.0182) (0.0272)
Liver 0.7351 0.6736 0.7836 0.6581 0.7539 0.7032 0.7069 0.6706
(0.0282) (0.0369) (0.0406) (0.0341) (0.0199) (0.0377) (0.0252) (0.0404)
E.Coli 0.9503 0.8039 0.9656 0.9250 0.9670 0.9467 0.9543 0.8150
(0.0165) (0.1232) (0.0123) (0.0318) (0.0084) (0.0173) (0.0125) (0.1677)
Iris 0.9498 0.9450 0.9682 0.9420 0.9587 0.9423 0.9431 0.9307
(0.0269) (0.0342) (0.0318) (0.0461) (0.0149) (0.0327) (0.0269) (0.0421)
IMOX 0.9214 0.8695 0.9674 0.8976 0.9552 0.9126 0.8864 0.8453
(0.0217) (0.0432) (0.0186) (0.0322) (0.0158) (0.0283) (0.0249) (0.0414)
Wine 0.9498 0.9373 0.9687 0.9320 0.9598 0.9417 0.9491 0.9263
(0.0298) (0.0388) (0.0322) (0.0457) (0.0145) (0.0309) (0.0365) (0.0427)
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regularization is used. Clearly, the magnitude of the regularization term assists in the generalization
ability of the resulting network only up to a certain point, beyond which any increase would be
detrimental to both the training and testing performance.
While the ELM is fast in the training stage, from the perspective of architectural or structural
complexity, it requires more hidden neurons than is typically expected for a network that is trained
on all its weights. In other words, the output layer weights found from the use of the pseudoinverse
in the ELM method is dependent (or ‘slaved’ [132]) to the randomly initialized weights of the hidden
layer. The output layer weights is globally optimum, but only with respect to the hidden layer
weights that was found during the training process (as is in the proposed approach), or that was
which was initially randomized (as in the ELM paradigm). The use of the pseudoinverse in solving
the output layer weights in a least-squares sense quickens convergence of the algorithm. As such,
fewer training epochs are required for the proposed algorithm, which essentially combines the speed
of the ELM and second-order gradient descent methods with the minimal network requirement of
MLPs which are trained on all layers. The strength of the proposed approach lies in (1) its rate of
convergence, (2) its speed resulting from its simplicity of implementation, and (3) minimal network
structure requirement.
4.1.5 Section Summary
Faster convergence, or lengthier training on the training set is not beneficial if performance on the
testing set is poor – for it is not desirable for the learning algorithm to converge onto the less
salient features of the training set, but rather only up to a point where it would be able to provide
a sufficiently high level of discrimination accuracy on the unseen observations in the testing set.
The approach proposed here is less complex on each iteration (epoch) while still retaining the fast
convergence of the pseudoinverse used in [104] yet using a smaller network size (as measured by the
number of hidden layer neurons). The proposed algorithm, exploiting Cover’s 1965 theorem [34],
together with the pseudoinverse and an approximation to the Hessian, demonstrate a significant
increase in the performance on both the training and testing set, in addition to a faster convergence
rate. The psudoinverse is used to train the output layer weights while a second-order method using
a Hessian approximation is used to train hidden layer(s) weights. Regularization terms introduced
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allow fine-tuning of both the weights in all layers of weights. The approach proposed here can possibly
be used for networks with multiple hidden layers, which is a direction for future exploration. As the
structural complexity of the network increases 3, or if noise is known to be present in the training
examples, it makes little sense to impose a ‘strong’ or ‘strict’ learning algorithm for which it will tend
to overtrain the network, thus leading to a decreased ability of the resulting network to generalize
on unseen data. Approximate methods incorporating regularization terms allow better and faster
training techniques to be applied.
4.2 Recurrent Neural Networks
Recurrent neural networks, through their unconstrained synaptic connectivity and resulting state-
dependent nonlinear dynamics, offer a greater level of computational ability when compared with
regular feedforward neural network (FFNs) architectures. A necessary consequence of this increased
capability is a higher degree of complexity, which in turn leads to gradient-based learning algo-
rithms for RNNs being more likely to be trapped in local optima, thus resulting in sub-optimal
solutions. This motivates the use of evolutionary computational methods which center about the use
of population-based global-search techniques as an optimization scheme. In this chapter, I propose
the use of a hybrid evolutionary strategy (ES) approach together with an adaptive linear observer,
acting as a local search operator, as a learning mechanism for general RNN applications. Illustrative
examples, though largely preliminary in nature, in solving a few system identification problems, are
encouraging.
4.2.1 Introduction
Feedforward neural networks (FNNs) have been extensively used for stationary/static input-output
mapping due to their powerful approximation capabilities. As [36] and [98] have shown, using real
and functional analysis, multi-layer perceptrons with at least one single hidden layer possesses what
is known as the Universal Approximation Capability (UAC), where the network has the ability to
approximate any given function to any specified level of accuracy, provided that a sufficient number
3Akin to increasing the number of adjustable free parameters of the network, or equivalently, the number of hidden
layer neurons.
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of hidden layer neurons is used. However, the use of FNNs is limited by its inability to trace
or incorporate time-dependant dynamics. RNNs are clearly a more general architecture for neural
networks – RNNs can have arbitrary topologies depending on the connectivity of its synaptic weights.
RNNs have often been used to model systems that exhibit time-dependent behavior, such as those
found in controller systems and chemical processes, as well as to represent the cortical dynamics
of the brain – in addition to many other natural systems. For over two decades, much work has
focused around RNNs because of their capability in exhibiting dynamical behavior, having been used
to model oscillators, associative memories, finite automata and control systems [23].
In this section, I present a hybrid evolutionary strategy (ES) learning approach together with
a local search operator, in the form of an adaptive linear observer, in simultaneously learning the
parameters (weights) and observer gains and structure of a recurrent neural network (RNN) that
is applied to a system identification problem, based on a predefined structural complexity. The
organization of this section is as follows: preliminaries are given in Section 2 – specifically I introduce
traditional learning algorithms for RNNs, as well as describe previous efforts that have been made in
the area of learning for RNNs. Section 3 subsequently overviews some previous work, general concepts
as well as distinguishing features of evolutionary strategies and (adaptive linear) observer systems.
Section 4 then introduces the proposed method, using a cascaded recurrent neural network structure
consisting of a recurrent stage and a feedforward stage both of which are trained independently of each
other, first with an ES, the second with the pseudoinverse, coupled with an adaptive linear observer.
Subsequently I discuss its corresponding characteristics and properties in terms of its representation
and corresponding operators. Simulations and some illustrative examples are presented in Section
5. Section 6 then provides a discussion on some of the ideas and concepts that are proposed, as well
as highlighting some possible areas for future work. A summary then concludes this chapter.
4.2.2 Preliminaries
System Identification
System identification is a well-researched domain that involves, as its name suggests, the identification
of a particular unknown system through either the use of model-based, or model-free structures, either
the time or frequency domain. Typically, this involves the construction of mathematical models of
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dynamical systems using empirical, or measured input-output data, that are found in all types of
applications, from chemical plants and processes to engine and aircraft dynamics to economic and
financial processes.
In many cases, first principles are not used as they may lead to overly complex structures.
Instead, a more common approach is to begin from measurements of the behavior of the system and
the external influences (inputs to the system) and attempt to determine a mathematical relation
between them and the corresponding outputs without going into the details of what is actually
happening inside the system. Two paradigms are common in the field of system identification: (a)
model-based: although the peculiarities of what is going on inside the system are not entirely known,
a certain model is already available. This model does however still have a number of unknown free
parameters which can be estimated using system identification, and (b) model-free: No prior model
is available – most system identification algorithms are of this type. The use of neural networks in
system identification tasks fall under this latter category.
Evolutionary Algorithms
The most significant advantage of using an evolutionary search lies in the additional flexibility and
adaptability to the task at hand, in combination with robust performance and global search char-
acteristics [14]. In fact, evolutionary computation should be understood as a general adaptable
concept for problem solving, especially well suited for solving difficult optimization problems [14]
such as those for which the system is largely unknown and/or for multi-modal problems with many
local optima.
The majority of current implementations of evolutionary algorithms (EAs) originate from three
related but independently developed approaches: evolutionary programming (EP), evolution strate-
gies (ES) and genetic algorithms (GAs) – all of which operate on a population of candidate solutions
and rely on a set of variation operators to generate new offspring. Selection is then used to promote
(occasionally in a probabilistic manner) better solutions to subsequent generations and eliminate
less fit solutions. The different EAs emphasize the use of the different representations, operators as
well as their corresponding interactions. For example, conventional implementations of EP and ES
for continuous real-valued parameter optimization focus on the use Gaussian mutations to generate
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offspring; GAs on the other hand emphasize the role of the crossover operator in exploring the search
space.
It should also be noted that classical GAs on the other hand are based on three distinguishing
features: the representation used (bitstrings), the method of selection (proportional selection), and
the primary method of producing variations (crossover). Of these three features, however, it is
the emphasis placed on crossover which makes GAs distinctive [80]. Genetic algorithms (GAs) are
stochastic search algorithms based on the mechanics of natural selection and natural genetics. GAs
can be and have been used in training neural networks (for a review, see [218]). The proposed
algorithm that will be described later in this chapter builds upon the synergistic interaction between
GAs and ESs in evolving both the architecture as well as synaptic weights of a RNN.
4.2.3 Previous work
4.2.4 Gradient-based Learning algorithms for RNNs
Both the BPTT (backpropagation through time) and the batch version of RTRL (real-time recurrent
learning) are equivalent (they perform gradient descent on the same cost function). The online
version of RTRL, however, introduces some additional complexities, most notable of which is that
the RTRL, being an epoch-based algorithm, resets the state of the network to the initial conditions of
the trajectory periodically, such that the online version may move very far from the desired trajectory
and never return. This is especially true if the network moves into a region where the neurons are
saturated, because the gradients go to zero. To alleviate this problem, Williams and Zipser [211]
introduced the idea of teacher forcing, where visible units of the network are clamped to the desired
trajectory, preventing the actual trajectory from getting too far off course. In this version of the
algorithm, a single Euler integration step of the original algorithm is taken, including the weight
updates, and then enforce the clamps.
Various attempts have been made to combine EAs and learning paradigms for the optimiza-
tion of the weights and/or topologies of neural networks – in particular, evolution has been used
in constructing neural networks at three different levels [218]: connection weights, architectures and
learning rules. Petridis et. al. [154] proposed a simple hybrid GA that evolved the low-level weights of
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a RNN, where the actual real-valued weights of the RNN were converted to binary strings. The evo-
lutionary parameters were typical of a canonical GA (at that moment of time), where roulette wheel
(proportional) selection, one-point crossover and bit inversion mutation were used. The interesting
approach that the authors used was the fitness-dependent adaptive probability parameters that were
associated with the crossover and mutation operators. However, current theory from both genetic
algorithms and connectionism suggests that GAs are not well-suited for evolving networks [11]. On
the other hand, Mandischer [136] suggested the use of a high-level representation (consisting of layer
size, network parameters, training parameters such as learning rates and momentum terms) of the
neural network (both feedforward and recurrent structures were considered), in evolving the architec-
ture of the network. This approach was partly motivated by the large search space of representations
encoded with low-level information. Readers are encouraged to refer to [218] (and references therein),
which provides an interesting and comprehensive survey on how evolutionary techniques have been
applied to neural networks. For a basic introduction into evolutionary computation in general, the
interested reader is directed to [14,80].
Evolutionary Strategies (ES)
Evolution and adaptation are the key mechanisms of EAs, not only for finding candidate solutions for
a given problem, but also the parameter values and operator probabilities of the algorithm [89]. This
property of self-adaptation is the hallmark of an ES (from which the idea of an adaptive mechanism
was derived from) and is intrinsically a dynamical search process that self-adapts at the level of its
individuals and components (most commonly the mutation step-sizes). In this sense, the control
parameters that undergo adaptation are known as the strategy parameters (as opposed to the object
parameters that are directly optimized) – not unlike the idea of meta- or hyper- parameters. These
strategy parameters are encoded into the chromosomes, and like object parameters, they undergo
recombination and mutation – but unlike object parameters, they do not contribute directly to the
fitness of the corresponding individual. However, better strategy parameters are more likely to cor-
respond to fitter individuals and hence survive to produce offspring for propagation into subsequent
generations.
While I have motivated the use of evolutionary computational methods in training a RNN by
rationalizing the cause from the perspective that complex RNNs are likelier to be trapped in local
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optima when a gradient-based technique is used, I will now address why ES is preferred – it is be-
lieved that an ES is one of the more appropriate evolutionary computation techniques for evolving a
direct, low-level representation of neural network weights [218] because of the indeterminate nature
of the genotype-to-phenotype mapping of neural network representations in chromosomes (possibly,
even many-to-many). In other words, for a particular problem solved using a neural network, there
are myriad possible combinations of network parameters (weights), as well as architectures, that
will lead to a solution. This is one of the defining characteristics of neural networks – two different
networks might exhibit similar qualitative behavior. While I have motivated the use of evolution-
ary computational methods in training a RNN by rationalizing the cause from the perspective that
complex RNNs are likelier to be trapped in local optima when a gradient-based technique is used,
I will now address why ES is preferred – it is believed that an ES is one of the more appropriate
evolutionary computation techniques for evolving a direct, low-level representation of neural network
weights [218] because of the indeterminate nature of the genotype-to-phenotype mapping of neural
network representations in chromosomes (possibly, even many-to-many). In other words, for a par-
ticular problem solved using a neural network, there are myriad possible combinations of network
parameters (weights), as well as architectures, that will lead to a solution. This is one of the defining
characteristics of neural networks – two different networks might exhibit similar qualitative behavior.
There is less similarity between ES and GA (than say between, ES and EP), as GAs emphasize
simulating specific mechanisms that apply to natural genetic systems whereas ES emphasizes the
behavioral, rather than genetic, relationships between parents and their offspring [80]. The popu-
lation size need not be kept constant and there can be a variable number of offspring per parent,
much like the (µ + λ) methods offered in ES. In contrast to these methods, selection is often made
probabilistic in GAs, giving lesser-scoring solutions some probability of surviving as parents into
the next generation. In contrast to GAs, no effort is made in ES to support (some say maximize)
schema processing, nor is the use of random variation constrained to emphasize specific mechanisms
of genetic transfer, perhaps providing greater versatility to tackle specific problem domains that are
unsuitable for genetic operators such as crossover. Crossover, for example, tends to be most effective
in environments where the fitness of a member of the population is reasonably correlated with the
expected ability of its representational components [66,11]. Environments where this is not true are
called deceptive [66]. See [80][Ch A.2] for a historical overview.
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Cascaded/Layered Recurrent Neural Network
A possible method in circumventing the local minima convergence problem usually found in gradient-
based approaches for learning in recurrent neural networks is to avoid the use of gradient information
in updating the weights of the network. Here, the recurrent neural network is decomposed into two
parts: a recurrent stage using a nonlinear activation function (for hidden neurons, or interneurons),
and a feedforward stage using a linear activation function for the output nodes. While the recurrent
stage accounts for the temporal evolution of the system dynamics, the feedforward stage is responsible
for the spatial variation of the overall dynamics of the network [225].
Our proposed hybrid algorithm uses ES and a local search operators for training of the RNNs –
based on our empirical results thus far, I find that it is less likely that the network will be trapped in
local minima using this algorithm. However, performance tends to converge slowly as the networks
evolve. This is because the network has only one RNN layer, so all the training efforts are con-
centrated on that layer, which is exactly opposite to the situation of the cascaded DNNs structure,
whereas all the training occur in feedforward layer. Therefore, it is natural to consider integrat-
ing the two methods so that the total learning effort is shared between the feed forward layer and
the recurrent layer, while the advantages of these two methods can be extracted to improve the
performance to a higher level.
Local Search Operators
The use of local search operators is aimed to complement the global optimization ability of evolu-
tionary algorithms, and is biased towards the discovery of solutions which are better, or as good as
other solutions in a certain neighborhood - a local optimum. In a conventional sense, this entails the
generation of an initial solution, subsequently making small, controlled changes to this solution over
a length of time to continuously improve the solution until a point for which no further improvement
is possible.
Typically, in training the weights of a neural network, an evolutionary algorithm functions as
a primary search operator, over which the well-known backpropagation using a gradient descent
algorithm acts as the local search operator. In effect, the weights found using the EA is used as the
initial, or starting points of the training using backpropagation. In this chapter, the local search
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operators that are implemented as a result of the use of two operators: (1) a pseudoinverse method
to train the output layer weights (since the activation function for the output neuron is linear, the
optimal set of weights with respect to the hidden layer weights in a least-squares sense can be found
using the pseudoinverse), (2) an adaptive linear observer system, which is trained using a simple
first-order gradient based method.
Least-Squares Approach Training the recurrent layer of weights in the RNN can be quite
complex because of the presence of lateral and feedback connections. It is also difficult to relate the
error to a set of weights of a certain neuron (the classical credit assignment problem). In training
RNNs, it is also important to see how the weight changes affect the stability of the NN. In [104],
the Moore-Penrose generalized inverse (or more commonly known as the pseudoinverse) was used
to train the output weights of the feedforward network (for either a conventional MLP or an RBF
network) while leaving the hidden layer weights (initialized randomly using a uniform probability
distribution) untrained. While this method is extremely fast in the training stage, relatively larger
number of hidden layer neurons are needed – some form of training if utilized, to learn the weights of
the hidden weights, is always able to obtain a smaller, or minimal network architecture using fewer
hidden neurons. The number of iterations (or epochs) that is additionally used to train the hidden
layer weights need not be many, as will be subsequently demonstrated.
Adaptive Linear Observer
Adaptive observers are schemes that simultaneously estimate the plant state variables and param-
eters by processing the plant input and output measurements in an on-line manner. Clearly, there
is a growing need in many industries for handling complex systems, and the capacity of the neu-
ral networks (NN) for approximating functions and dynamical systems, has motivated the neural
network-based identification and control approach. Mainly because this allows the identification and
control of highly uncertain dynamical systems that can present unknown nonlinearities, unmodeled
dynamics and disturbances. Essentially, this approach allows the replacement of parts of the un-
known plant dynamics by neural network (plus small approximation error terms), that have known
structures but unknown weights, hence the parameterization problem is simplified and the adaptive
observer design is reduced to the choice of (appropriate robust) adaptation laws for the weights. It
is assumed that the states of the system are inaccessible and hence unknown and thus would require
the construction of an observer, which then attempts to estimate these unknown states using only
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input and output information over a certain time interval. A (linear) system to be controlled is
considered to be of the form
x(k + 1) = Ax(k) +Bu(k) (4.21)
y(k) = Cx(k) (4.22)
A more general system, possibly nonlinear can be represented as
x(k + 1) = f(x(k), u(k)) (4.23)
y(k) = g(x(k), u(k)) (4.24)
In a simple case, a stochastic gradient descent algorithm is used to learn the ‘correct’ value of
the observer gain in an adaptive manner, for a linear system. The error function is the difference
between the actual output and the previously estimated value. If the weights are updated in an online
manner, then the error function should be weighted such that more recent error terms contribute
more significantly to the weight adaptation process. State estimation drew much attention from the
control and signal processing community following Kalman’s seminal work [112]. Modern approaches
on state estimation are based on Luenberger’s design [133]. The classical Luenberger observer deals
with linear systems. The dynamics of a nonlinear system can be cast into a form that is identical to
the dynamics of a recurrent neural network. First consider an estimated linear system of the form,
xˆ(k + 1) = Axˆ(k) + Bu(k) + L(y(k) − ˆy(k)) (4.25)
yˆ(k) = Cxˆ(k) +Du(k) (4.26)
Rearranging, we obtain
xˆ(k + 1) = (A− LC)xˆ(k) + (B − LD)u(k) + Ly(k) (4.27)
xˆ(k + 1) = (A− LC)xˆ(k) +






This can be compared to an equivalent linear recurrent neural network of the form z(k + 1) =
CHAPTER 4. LAYER-BY-LAYER LEARNING AND THE PSEUDOINVERSE 97
W1z(k) +W2b(k). Let W1 = A−LC and W2 =
 B − LD 0
0 L




the observer gain, is adaptive (as is later shown), stability of the resulting network can be verified
by treating the system as that of one containing time-varying parameters, of the form
xˆ(k + 1) = W1(k)xˆ(k) +W2(k)z(k) (4.29)
z(k) = [u(k) y(k)]T (4.30)
yˆ(k) = Cxˆ(k) +Du(k) (4.31)
As can be seen, the above can be used to map a conventional linear (or even a nonlinear) system
into that of a RNN, such is the similarity of the structure(s). Likewise, a nonlinear system, can be
approximated with a linear adaptive observer, of the form,
x(k + 1) = f(x(k), u(k)) + L(y(k) − ˆy(k)) (4.32)
y(k) = g(x(k), u(k)) (4.33)
Clearly, we could choose instead to evolve WA(k) ' A, WB(k) ' B and WC (k) ' C directly
as separate components of the overall system. This is suitable for problems where there is an
approximate knowledge of the system to be identified, for instance, its system order – and, as will be
shown later, an ES is used to evolveWA andWB for a second-order system, the local search operator
(pseudoinverse) to compute WC and then another local search operator, in the form of an adaptive
linear observer to find the observer gains L(k). For more complex problems, for example, systems
where the order is unknown, and/or the system is nonlinear, a neural network representation is used,
with a sigmoidal (tanh) nonlinearity. Essentially, this means that the state update of the RNN now
becomes, with f(·) = tanh(·): xrnnk+1) = f(xrnn(k), u(k))+L(k)(y(k)− ˆyrnn(k)). xrnn and ˆyrnn
are the states and output of the RNN, respectively. The output, ˆyrnn = Woutputf(xrnn(k), u(k))
is then computed as a linear sum of the states. Woutput and L(k) can then be found using the
pseudoinverse and a simple first-order gradient descent algorithms respectively, both of which acts
as local search operators.
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Table 4.2: Notations, symbols and abbreviations
Symbol Type Remarks
N N Number of neurons
k N Number of output neurons
N − k N Number of hidden neurons
w RN×N Network weights
σ RN+ Mutation step-size/variance
LES N Length of genome encoding strategy parameters
LGA N Length of genome encoding masking bits (active/inactive neurons)
4.2.5 Proposed Approach
In the following subsections, I describe the salient features of the approach and the correspond-
ing algorithm, particularly the representation of individuals, the operators (mutation, crossover-
recombination, selection) and the fitness measure. As in almost all EAs, we aim for a balance, or
compromise between exploration (local/global diversification of the search space) and exploitation
(of the best individual(s)) to prevent the algorithm from degenerating into a slow, exhaustive random
search at one end of the spectrum, or a search process that prematurely converges at the other end
of the spectrum. In describing our proposed approach, I will restrict our discussion to the training
procedure for RNNs with hidden units, that is, units which have no particular desired behavior and
are not directly involved in the input or output of the network. Biologically, they can be thought of
as interneurons that perform such form of intermediary computations. Hidden units make it possible
for networks to discover and exploit regularities of the task at hand, such as symmetries or replicated
structure [173]. Let N be the number of neurons present in the system. For purpose of clarity and
uniformity, I first establish the notations that will be used throughout this section in describing the
proposed algorithm.
Representation
In attempting to find a suitable representation and structure to represent the object parameters and
strategy parameters of the RNN, it is necessary and perhaps more elegant to use the natural encoding
of the RNN. This is to say, rather briefly, that the low-level encoding of the weights of the RNN
should be continuously real-valued, as is the mutation step-size (this suggests the use of an ES-based
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approach).The first genome consists of the exogenous object parameters – the RNN weights (and
biases), represented in the form of a real-valued (floating-point) matrix W ∈ RN×(N+1) with the
number of entries being equal to the number of weights in the RNN and is in turn equal to the
number of genes in the genome. The (N + 1)th column accounts for the bias (afferent inputs). wij
represents the weights leading from the jth neuron to the ith neuron (corresponding to the matrix
cell in the ith row and jth column) – the weights of the network are not necessarily symmetrical,
i.e. wji 6= wij . Nevertheless, it is obvious that one of the critical shortcomings of using a direct
low-level encoding as a representation is the lack of scalability when extending the algorithm to
larger-size problem, since the size of the chromosome scales quadratically (O(N2)) with the size of
the network (N ). This problem is highlighted in [218] (Section III. A). A high-level representation
of a neural network might alleviate this problem, at the expense of a realistic representation of the
evolution and learning process.
The second genome encodes the endogenous strategy parameters, namely the mutation variance
of the (N + 1) neurons, that is Σ = {σ1, . . . , σN+1}. Again, the additional dimensionality accounts
for the biases (afferent inputs). The jth value of Σ, i.e. σj corresponds to the jth column of W –
specifically, σj is responsible for the mutation variance of the set of weights leading from neuron j
to neuron i. This is biologically plausible, and is particularly attractive because the set of weights
leading from a particular neuron to all other neurons (including, possibly itself) should correspond,
or at least be proportional to its output activation. Hence the mutation variance for the set of output
weights leading from any given neuron should be the same.
Local Search Operators
The global-local search algorithm proposed here is a result of the structure of the proposed neural
network model, which consists of a cascaded recurrent and feedforward layer as well as a separate
observer system. While the hidden layer weights are optimized via a global optimization process
(ES), the feedforward weights and observer gains are trained using a pseudoinverse and a first-
order gradient descent algorithm, respectively. The local search operators are not updated at every
generation, as is done with the training of the network weights using the ES, but rather only at
every multiple of a predefined number of generations. In out simulations, 20 generations are used in
between the application of the local search operators. I believe that the use of global-local search
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algorithms combine the best of both broad-based searching abilities as well as a focused, fine-tuning
capability, further described below.
Local search operator: Least-squares (pseudoinverse)
For the final (output) layer (k = L), with the superscript † denoting the pseudoinverse and d
the desired signals,
XL−1(t)wL(t+ 1) = d (4.34)
wL(t + 1) = XL−1(t)†d (4.35)





XL−1(t) is the set of activation (output) values from the previous (hidden) layer in the current
time step. The system is usually overdetermined as there are more samples than hidden layer
neurons in layer L − 1. The use of this training process, in a way, allows a layer-by-layer training
approach in determining the appropriate set of weights for each hidden layer – by utilizing different
learning algorithms for learning the weights on different layers, we are able to exploit the properties
and characteristics of each layer. Furthermore, the use of the pseudoinverse for computing the
feedforward weights in a layer-wise computation of the weights of the network affords us the ability
to introduce regularization terms (represented by λ) to ‘control’ the resulting size of the weights as
measured by its L2-norm. This prevents overtraining of the network, and is similar in idea to that
of ‘early-stopping’. As was rigorously discussed by Bartlett, the size of the weights of the network is
important for the generalization performance of the network [16].
An interesting property of the pseudoinverse is that it can be computed in an online manner
based on the availability of newer data, as noted by Poggio and Girosi [156] and originally by
Albert [9]. This method can be contrasted with the ‘batch’ update mode that uses all the available
samples in the training set to find the pseudoinverse. The batch versus online approach is similar in
principle to that of gradient-descent back-propagation technique used in neural networks, and we can
justifiably extend the arguments on the merits and drawbacks of both the batch and online method
to the pseudoinverse case. This recursive method for calculating the pseudoinverse, as noted by
Poggio and Girosi [156] and originally by Albert [9], is beneficial in applications where more recent
data would assist in better characterizing the problem, cumulatively. For example, with the current
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knowledge of the first n − 1 data points, and supposing the nth input-output pair {hn, tn} arrives
(hn = h(〈xn · ˆWn−1〉), the value of Hn can be recursively computed using,
T = βH (4.37)




1 + hTn (Hn−1HTn−1)hn
(4.38)
While batch updates is shown to give a better estimate of the error surface, perform more reliably
in the presence of noise, as well as allow more sophisticated variants to be applied, the increased
computational cost can be quite demanding. On the other hand, a sequential update rule is believed
to allow the network training to escape local minima in the presence of noise due to the increased
randomness inherent during the training phase [199]; for the pseudoinverse approach, the sequential
approach comes at the expense of additional time required for training.
Local search operator: Adaptive linear observer
For an observable pair (A,C), if there exists a gain matrix L such that Ao = A − LC is stable with
positive definite matrices P and Q verifying the discrete-time Lyapunov equation ATo PAo−P = −Q,
then the dynamics of the recurrent network of the form
xˆnn(k + 1) = Axˆnn(k) +Bu(k) +Dσ(xˆnn(k)) (4.39)
yˆnn(k) = Cxˆnn(k) (4.40)
the nonlinear observer is asymptotically stable, and the hidden layer dynamics is state convergent,
i.e. limk→∞xnn(k)− xˆnn(k) = 0, if and only if






with τ being the Lipschitz constant where ‖f(x1)− f(x2)‖ ≤ τ‖x1− x2‖, f(·) is a Lipschitz nonlin-
earity. This method, however, does not provide any direction for designing a stable observer and is
merely used as an procedure to verify the stability of the resulting observer. A standard approach
to obtain a stable matrix L would be the use of a linear matrix inequality (LMI) technique.
Consider the nonlinear system in (4.23) and (4.24). Subsequently, we derive a simple gradient-
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based approach (based on a least-means squares method) in computing the adaptive observer gain,
J(k) = (y(k) − yˆ(k))T (y(k) − yˆ(k)) (4.42)
∂J(k)
∂L(k)











+ (y(k − 1)− yˆ(k − 1)) (4.44)
where J(k) is the instantaneous error at time index k, fx(·) and gx(·) representing the Jacobian
matrices of the nonlinearities in (4.23) and (4.24) respectively. Subsequently, the iterative update to
the observer gains are simple, in a first-order manner,
L(k) = L(k − 1)− η ∂J(k)
∂L(k)
(4.45)
η is the learning rate, and is usually chosen to be a small value (≈ 0.001) to prevent divergence of
the state dynamics. Here, the recurrent network is regarded as a dynamical operator implementing
a mapping (possibly nonlinear) between input and output pairs of functions. I now treat the overall
network as a system with time-varying parameters, for as L is continuously adapted (at least, until
convergence), then both W1 and W2 are continuously being modified. Stability can then be inves-
tigated by, as I have suggested, assuming this resulting network to be a system with time-varying
parameters (with W1 and W2 being the time-varying parameter) where the input-output stability
can be studied. While a more direct method of investigating the (input-output) stability is the use of
Lyapunov methods to find a globally asymptotic stable equilibrium in state space, these assumptions
may not hold particularly when the parameters of the network (weights) are time-varying. This will
be investigated subsequently as a future research direction.
Standard Operators
Fitness function The objective of the approach used here is to minimize the network error function
which is defined as the mean squared error (MSE) between the actual and desired system outputs,
over a time period bounded by [0, Ttraj]. ttraj denotes the time steps of the simulation. The use of
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the subscript traj is to avoid confusion with the generation index t and the maximum generation
number T that will be used in subsequent sections. Since (as will be described later) a proportional
selection strategy is not used, the requirement that the fitness values be non-negative is not necessary.
I then aim to maximize the negated MSE value, i.e. minimizing E is equivalent to maximizing (−E
or 1/E). This is to say that the fitness Fi of each individual i in the population is defined as the
negative of the error between the desired and the actual trajectory learnt, i.e. Fi = −Ei This error




Mutation The core of the evolutionary process used in ES centers about the mutation operator,
which perturbs the original value by an amount determined by (i) the type of mutation probability
distribution, and (ii) the mutation step-size (variance). The step-size of the mutation undertaken is
based on the observation that smaller changes in a genotype is more likely than a large change – this
naturally suggests the use of ‘bell-shaped’ probability distribution from which the mutation variance
is sampled from. With this in mind, the most popular and widely-known probability distribution




x <∞; an alternative is the Cauchy distribution ft(x) = 1pi tt2+x2 , −∞ < x <∞, which essentially
is similar to the Gaussian distribution except that it has a smaller peak and a much longer tail.
Recently, Cauchy mutations have been proposed for use with EP and ES [215, 216] inspired by fast
simulated annealing [183]. The lognormal self-adaptation scheme [172,168] was extended for evolving
scale parameters for these Cauchy mutations. Qualitatively, the fatter tails of the Cauchy distribution
generate a greater probability of taking large steps, which could help in escaping local optima, and
this has been offered as a possible explanation for its enhanced performance [172], particularly for
multi-modal problems.
Recombination The primary drawback of crossover and recombination is its destructive effect,
which is detrimental to the real-valued encoding used for representing the weights and mutation
step-sizes of the resulting RNN architecture. In order to mitigate this (destructive) effect yet retain
some form of variation, a discrete recombination through the sharing of genotypic material from
ρ (≤ µ) parents is applied – unlike conventional GAs where a two parents produce two offspring,
the standard ES recombination operator to a parent family of size ρ produces only one offspring.
While there are two possible types of recombination used in ES (discrete (dominant) recombination,
and continuous (intermediate) recombination), I focus on the former, where the kth feature of the
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child chromosome is determined exclusively by the kth feature of a randomly (in a uniform manner)
chosen parent from the (mating) parent population of size ρ 4.
Selection While selection methods in GAs typically use a stochastic selection operator (pro-
portional, rank-based and tournament being the more popular), ES uses a deterministic selection
procedure (usually an elitist (µ+λ) or a non-elitist (µ, λ) selection strategy). The degree of selection
pressure imposed in the population decreases the diversity of the population rapidly, often resulting
in premature convergence (stasis) – this necessitate the use of highly disruptive search/variation
(recombination and mutation) operators; alternatively, a selection scheme with high selection pres-
sure is associated with high recombination and mutation probabilities. Tournament selection [67]
is a well-known and popular ranking method of performing selection [43]. A binary tournament in
turn implies that only two individuals compete directly for selection, and this can be done with, or
without reinsertion of competing individuals into the population. In our proposed selection strategy,
a probabilistic approach is implemented by decreasing the probability that a less fit individual is




∈ (0, 1) (4.46)
where c > 0 (= 1) and po (= 0.25) denoting a positive constant and initial probability (values within
brackets indicate simulation values), respectively. This attempts to maintain population diversity
for the initial stages of the search process while on the other hand, increasing the probability of
retaining the best solution as the search advances.
As was previously highlighted, the complexity of the RNN dynamics usually leads to the in-
creased likelihood that many local minima may exist on the error surface. With this in mind, the
approach avoids using a deterministic as well as an elitist strategy, preferring to focus instead on a
probabilistic non-elitist selection strategy. To be more specific, a probabilistic binary tournament
selection (without reinsertion) is used on a (µ, λ) strategy. This naturally allows the selection strat-
egy to accept temporary deteriorations that may assist the algorithm in leaving attraction regions of
local minima and ultimately arrive at a better optimum (the progression of the fitness function is no
longer monotonic as would have been the case if a deterministic elitist strategy had been adopted).
4The alternative continuous, or intermediate recombination creates the kth feature of a child as the weighted
average of ρ parents. This is discussed with more detail in [22, 43].
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Table 4.3: Evolutionary parameters
Parameter Value Remarks
µ 10 Parent size
λ 7µ Offspring size
τ 1LES
= 1N Mutation learning rate
ρ µ2 Discrete recombination parent pool size





T ∈ [40, 200] Number of generations per time step
Evolutionary parameters
A deterministic non-elitist (µ, λ) selection strategy (as opposed to an elitist (µ+λ) strategy) is used.
This naturally allows the selection strategy to accept temporary deteriorations that may assist the
algorithm in leaving attraction regions of local minima and ultimately arrive at a better optimum
(the progression of the fitness function is no longer monotonic as would have been the case if a
deterministic elitist strategy had been adopted). This has been suggested by Beyer [22] particularly
for real-valued object parameters. While the possibility of the loss of good individuals is present, non-
elitist selection strategies is able to avoid local optima more readily than elitist selection strategies.
Avoiding being trapped in local minima is crucial for RNN learning. In our simulations, µ = 15 and
λ = 7µ with the number of generations in the range of [40, 200], increasing as time progresses (since
the neural network model needs to be fitted to a larger number of input, or sample observations).
Table 4.3 summarizes the evolutionary parameters used in the simulation.
General algorithm
Figure 4.1 illustrated the flow of the proposed ES-local search approach.
1. Initialization: Generate an initial population of µ individuals, and set the generation number t to
one. Each individual is taken as a pair of real-valued vectors, (w(k), σ(k)), ∀k ∈ {1, 2, . . ., µ}. w(k)
give the kth member’s object variables (network weights) andσ(k) the associated strategy parameters
(mutation step size). The object variables typically are the real parameters to be optimized and the
strategy parameters represent standard deviations of the associated Gaussian mutations.
2. Produce offspring : For each parent in the parental pool (µ), spawn λ = 7µ offspring. Each child






















Figure 4.1: Flow-diagram of the proposed ES-local search approach
takes on the genotypical attributes of the parents, but is mutated and recombined, as described in
Steps 3 and 4.
3. Mutate and recombine strategy parameters: The mutation operator used here sampled from a
Gaussian probability distribution. Although a Cauchy probability distribution was attempted, the
results were not very encouraging perhaps due to the fact that the weights often grow without bounds
due to the higher probability that larger mutation step-sizes are undertaken. Subsequently, a discrete
recombination operator is then applied, where the parent pool (of size µ2 is randomly chosen.
4. Mutate and recombine object parameters: The object parameters are subsequently mutated and
recombined, using the values found from Step 2. Mutation and recombination of strategy parameters
is carried out before that of the objective parameters, for if the converse was done, ‘bad’ strategy
parameters (and correspondingly ‘bad’ object parameters) would be preserved while individuals hav-
ing ‘good’ object parameters are eliminated.
5. Create mating pool : The mating pool for which the subsequent generation is created, from the λ
offspring (the µ parents are removes since the use of a deterministic elitist strategy is avoided).
6. Selection: A probabilistic binary tournament selection without reinsertion (no replacement) is
then carried out on the mating pool. An alternative approach would be to rank these individuals
and select the top µ individuals for propagation into the next generation. However, it was found
that a probabilistic approach demonstrated improved results over a deterministic method, as it is
likelier that local minima are overcome.
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7. Convergence criteria: Repeats Steps 2-7 until some convergence criteria is met. The convergence
criteria can be specified based either on some resource (fitness, diversity, progress ratio, etc.) or com-
putational aspect (maximum time, maximum number of generations reached). In our simulations,
a maximum generation number of between 50 to 200 per time step (increasing with time as more
observations are used in the training data) is used.
4.2.6 Simulation results
All prediction or tracking of the output of the unknown system is done in an online manner, where
new data is continuously being used, to iteratively update the parameters (network weights, biases
and observer gains) of the neural network model.
The first simulation was carried out on a second-order linear system of the following form:
x(k + 1) = Ax(k) +Bu(k) (4.47)







 and C = [0.5 0.3]. With the implementation of
the adaptive linear observer, the system structure now becomes,
xˆ(k + 1) = Axˆ(k) +Bu(k) + L(k)e(k) (4.49)
yˆ(k) = Cxˆ(k) (4.50)
where the error term e(k), is e(k) = y(k − 1)− yˆ(k − 1). y(k) is the actual observed output, yˆ(k) is
the estimated, or predicted output, and u(k) is the input. L(k) is the adaptive observer gains, which
is modified in an iterative manner using a local search operator in the form of a simple first-order
gradient descent. The input is defined as u(t) = 0.8[sin(2t)2 − 2 cos(3t)] + 0.1U (0, 1), with U (0, 1)
being a standard uniform probability distribution. See Figure 4.2.





 and C = [0.2 0.2]. The resulting performance is shown in
Figure 4.3.
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Figure 4.2: Left: Actual and predicted output (SSE = 1.9× 10−4); Right: Fitness evolution















Figure 4.3: Actual and predicted (both online, and batch) output – by ’online’ it is meant that the
next step output is based solely on the last previous states, output and present input while in ’batch’
mode, at the end of the simulation, the system is simulated again using the found weights, biases
and observer gains during the training process. (SSE = 3.02× 10−7)
4.2.7 Discussion
Self-adaptive update schemes, in conjunction with the selection process, favor strategy parameters
that yield a higher probability of improving the quality of the parent. This is the crux of the
proposed ES-local search approach. ES (like EP), differs philosophically from other evolutionary
computational techniques such as GAs in a crucial manner, in that it is a top-down versus bottom-
up approach to optimization. It is important to note that (according to neo-Darwinism theories)
selection operates only on the phenotypic expressions of a genotype; the underlying coding of the
phenotype is only affected indirectly. The realization that a sum of optimal parts rarely leads to
an optimal overall solution is key to this philosophical difference. GAs rely on the identification,
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combination, and survival of ‘good’ building blocks (schemata) iteratively combining to form larger
‘better’ building blocks [80]. Generally, a less complex structure would require a more sophisticated
learning algorithm, while a more complex structure might require a less complex learning algorithm
since there would be a greater degree of freedom inherent in the network structure.
In a canonical GA, the coding structure (genotype) is of primary importance as it contains the set
of optimal building blocks discovered through successive iterations. The building block hypothesis
is an implicit assumption that the fitness is a separable function of the parts of the genome. This
successively iterated local optimization process is different from ES, which is an entirely global
approach to optimization. Individuals in an ES are judged solely on their fitness with respect to
the given environment. No attempt is made to partition credit to individual components of the
solutions. This observation is imperative in training an RNN because of the indeterminate nature
of the genotype-to-phenotype mapping of neural network representations in chromosomes (possibly,
even many-to-many) – what constitutes a building block for a neural network representation? From
empirical observations, it would be a hidden neuron together with its associated weights. In an
ES, the variation operator allows for simultaneous modification of all variables at the same time.
Fitness, described in terms of the behavior of each population member, is evaluated directly, and is
the sole basis for survival of an individual in the population 5. Thus, a crossover operation designed to
recombine building blocks is not utilized in the general forms of ES, where in our proposed approach,
a discrete recombination operator was instead applied between individuals with similar degrees of
connectivity.
Despite some fairly elegant algorithms like BPTT and RTRL, most are unable to solve more
complex trajectories without having to increase the structural complexity (i.e. number of hidden
neurons) of the network. Essentially, a balance needs to be maintained between a network structure
and its corresponding training algorithm. For less complex problems, where in this case, simple
trajectories like the circle limit cycle demonstrate that gradient-descent methods may perform bet-
ter that an EA approach. Nevertheless, it is also difficult to compare, directly, the performance of
the proposed method against conventional gradient-descent methods – while the proposed approach
‘works’ on a population of individuals in a parallel manner, conventional algorithms operate sequen-
tially; moreover, these gradient-based techniques are essentially localized operators unlike EAs which
5This is described in more detail in [80][Ch. B.1].
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are more global in character.
Apart from that, these gradient-based learning methods are computationally expensive for large
networks, componding the fact that the search space seems to have a number of spurious local minima
– there are also very few results describing the stability/robustness of the trained trajectories. What
this means is that the resulting set of network parameters found by the algorithms (i.e. weights and
biases) are sensitive to perturbations of their starting positions – once the network has been trained,
and the initial state x(0) is subsequently perturbed by a small amount, the resulting trajectory will
not be able to track the desired trajectory. This issue was not rigorously pursued in this chapter, but
is an interesting direction for future work. Furthermore, at present, very little is known about the
capacity of these networks. The effectiveness of the various approaches that have been presented in
this chapter ultimately depends on the degree of interaction of representations (of the individuals),
the variation and selection operators as well as the configuration (coupling) of the ES together with
the adaptive linear observer system that was proposed. A key property here is adaptation, which
provides the opportunity to modify the resulting hybrid ES-local search algorithm to the problem
at hand as well as to alter the configuration and strategy parameters that are used while solutions
to the problem are being evolved.
A promising direction for future work would be to allow a more ‘natural’ representation of the
architecture and weights of the network, such that the upper bound of the number of hidden neurons
used need not be specified a priori – this is beneficial in problems of unknown complexity, where the
algorithm would then be allowed to freely add or remove hidden neurons as necessary, depending
on the problem difficulty. To further increase the flexibility of the approach, the algorithm should
also be allowed to specify the type of nonlinear activation function (for each neuron) – this can be
incorporated using one of two ways: (i) allow modification of the parameters of the nonlinearity
(such as the scaling, or gradient of the sigmoid), and/or (ii) allow the algorithm to select from a
set of predefined nonlinear activation functions (such as the hyperbolic tangent, binary threshold,
sigmoidal, or even higher-order polynomial functions). Through this, the versatility of the algorithm
is enhanced because for some problems, the dynamical trajectory that is being traced cannot be
followed using the current architecture due to the inherent capacity of the structure. Future work
would also entail a more detailed comparative study of the performance of the proposed approach
against standard system identification schemes, in terms of tracking or prediction accuracy and
CHAPTER 4. LAYER-BY-LAYER LEARNING AND THE PSEUDOINVERSE 111
architectural or model complexity.
4.2.8 Section Summary
This section presents a hybrid ES-local search algorithm as an adaptive learning algorithm for
RNNs in addressing system identification problems, through the simultaneous evolution of connec-
tion weights, its mutation step-sizes as well as a separate observer system, which in turn facilitates
the exploration of interactions between the structure and weights of the network. Preliminary re-
sults obtained highlight the ability of the proposed ES-local search approach in accurately tracking
the trajectory or output of a particular system – all achieved using an online, or real-time manner.
This gives us evidence that a hybridized technique, when approached correctly, can solve complex
problems that would otherwise be unsolvable by standard gradient-based methods. An emerging
possibility in this context would be to strengthen the coupling between the ES and the local search
technique used here such that the resulting synergistic interaction between them would complement
the strengths of these two methods leading to a better performance – present search dynamics, indi-
cate the possibility of constructing hybrid EA-based learning algorithms for neural networks (both
feedforward and recurrent) that are extremely versatile. Future work would focus on constructing a
more general representation for the evolutionary process to undertake, as well as to perform further
comparative analysis on a wider, and more complex range of problem sets.
Chapter 5
Dynamics Analysis and Analog
Associative Memory
The additive recurrent network structure of linear threshold neurons represents a class of biologically-
motivated models, where nonsaturating transfer functions are necessary for representing neuronal
activities, such as that of cortical neurons. This chapter attempts to extend existing results of the
dynamics analysis of such linear threshold neurons by establishing new and milder conditions for
boundedness and asymptotical stability (while allowing for multistability). As a condition for the
asymptotical stability, it is found that boundedness does not require a deterministic matrix to be
symmetric or possess positive off-diagonal entries. The conditions put forward an explicit way to
design and analyze such networks. Based on the established theory, an alternative approach to study
such networks is through permitted and forbidden sets. An application of the LT network includes
that of analog associative memory – where a simple design method describing associative memory is
suggested. The proposed design method is similar to a generalized Hebbian approach; however, with
distinctions of additional network parameters for normalization, excitation and inhibition, both on a
global and local scale. Furthermore, a brief outline of the dependence of the computational abilities
of the network with respect to its nonlinear dynamics is also made, which is in turn is reliant upon
the sparsity of the memory vectors.
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5.1 Introduction
Although recurrent networks with linear threshold (LT) neurons were first examined in 1958 in a
study of the limulus in the anatomical make-up of the eye [83], only in recent years has interest in the
biologically-inspired models been growing [42, 21, 167, 18]. The lack of an upper saturating state in
neurons has been supported by experiments of cortical neurons that rarely operate close to saturation
[42], which suggests that the upper saturation may not be involved in actual computations of the
recurrent network with LT neurons. However, this non-saturating characteristic of a neuron increases
the likelihood that the network dynamics may be unbounded, as well as the possibility that no
equilibrium point might exist [53]. Therefore, it is worthy of investigating and establishing conditions
of boundedness and convergence of LT dynamics to design or exploit the recurrent networks.
Hahnloser (1998) analyzed the computational abilities and dynamics of linear threshold networks,
particularly in explaining winner-take-all (WTA) multistability of the network with self-excitation
and global inhibition, as well as oscillating behavior of the dynamics when the inhibition delay of the
network is increased in an asymmetrical network. Of more recent interest, a functional silicon-based
circuit design for a linear threshold network [77] has demonstrated to be able to verify the theory of
digital selection (groups of active and inactive neurons) and analog amplification (active neurons are
amplified in magnitude, as represented by the gain in neuronal activity). A convergence condition was
given by constructing a Lyapunov function for asynchronous neural networks with non-differentiable
input-output characteristics [48]. Conditions for generalized networks of linear threshold neurons that
ensure boundedness and complete convergence, for symmetrical and asymmetrical weight matrices
were established [210,222]. Meanwhile, the studies [214,76] put forward the underlying framework for
analyzing networks of linear threshold neurons by examining the system eigenvalues and classifying
neurons according to permitted and forbidden sets, where subsets of permitted groups of neurons
are likewise permitted, and supersets of forbidden groups of neurons are likewise forbidden. This is
a consequence of the digital selection abilities of the network. This chapter places an emphasis on
the dynamics analysis for the LT networks, to extend existing results by providing some new and
milder conditions for boundedness and asymptotical stability.
It has been shown that complex perceptual grouping tasks, such as feature binding and sensory
segmentation, can be accomplished in an LT network composed of competitive layers [209]. Yet the
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computational ability of associative memory (also called content-addressable memory) has not been
made clear. Recurrent neural network architectures have long been the focus of dynamical associative
memory studies since Hopfield’s seminal work [93]. However, while the majority of efforts made since
then have centered about the use of binary associative memory with discrete-state and saturating
neural activities, few in the literature have generalized the original idea to the non-binary case, and
even less so to the continuous case. Another focus of this chapter is on the associative memory
(especially analog, real-valued auto-associative memory of gray-level images). A design method for
the LT network’s analog associative memory is proposed and discussed extensively.
5.2 Linear Threshold Neurons
The analog of the firing-rates of actual biological neurons in an artificial neuron is represented by an
activation function. Various types of activation functions have been used in modeling the behavior
of artificial neurons, and it is from these (nonlinear) activation functions that a network of neurons
is able to derive its computational abilities. In recent years, a class of neurons which behaves in a
linear manner above a threshold, known as linear threshold (LT) or threshold linear neurons, have
received increased attention in the realm of neural computation. Previously, saturation points were
modeled in activation functions to account for the refractory period of biological neurons when it
’recharges’, and hence cannot be activated.
Computational neuroscientists believe that artificial neurons based on an LT activation function
are more appropriate for modeling actual biological neurons. This is quite a radical departure from
the traditional line of thought which assumed that biological neurons operate close to their saturating
points, as conventional approaches to neural networks were usually based on saturating neurons with
upper and lower bounded activities. Studies have demonstrated that cortical neurons rarely operate
close to their saturating points, even in the presence of strong recurrent excitation [42]. This suggests
that although saturation is present, most (stable) neural activities will seldom reach these levels.
It is believed that there are three generations of artificial neuron models. First-generation arti-
ficial neurons were discrete and binary-valued (digital representation), such as the classical binary
threshold McCulloch-Pitts neuron. Second-generation models were based on neurons with contin-
uous activation functions (analog representation), with sigmoidal neurons being archetypical. A
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third-generation neuron model is the spiking neuron model, which is represented by an LT neuron –
a non-differentiable, unbounded activation function that behaves linearly above a certain threshold,
similar in functionality to (half-wave) rectification in circuit theory. The general form of the LT
activation function is defined as
σ(x) = [x]+ = k ×max(θ, x) (5.1)
where k and θ respectively denotes the gain (usually 1) and threshold (usually 0), of the activation
function. This form of nonlinearity is also known as threshold, or rectification nonlinearity.
5.3 Linear Threshold Network Dynamics
The network with n linear threshold neurons is described by the additive recurrent model,
x˙(t) = −x(t) +Wσ(x(t)) + h, (5.2)
where x, h ∈ <n are the neural states and external inputs, W = (wij)n×n the synaptic connection
strengths. σ(x) = (σ(xi)) where σ(xi) = max{0, xi}, i = 1, · · · , n.
There is another equivalent model which is described by
y˙(t) = −y(t) + σ(Wy(t) + h). (5.3)
The former one is more dynamically plausible than the latter one as suggested in [222], because
system (5.3) can be transformed to system (5.2) by a simple linear transformation while it is not
this case when transforming (5.2) to (5.3).
The nonlinearity of an LT network is a consequence of (i) the rectification nonlinearity of the
LT neurons on an individual level, and (ii) the switching between active and inactive partitions of
neurons on a collective level. Although (i) is apparent from the structure of the activation function,
(ii) is a more subtle effect, yet contributes significantly to the computational abilities of the network.
Specifically, the latter arises from the fact that an inactive partition of LT neurons do not contribute
to the feedback within the recurrent neural network.
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Such a network is said to exhibit hybrid analog-digital properties; while most digital circuits
display some form of multistability (recall that feedback in digital flip-flops promotes some form
of inherent differential instability), analog circuits in contrast, demonstrates linear amplification.
Together, both characteristics co-exist in an LT network, and have been shown to manifest in an
actual silicon circuit [77], and is suggested as an underlying mechanism of the neocortex in response
to sensory stimulation.
Since at any time t, each LT neuron is either firing (active) or silent (inactive), the whole
ensemble of the LT neurons can be divided into a partition P+ of neurons with positive states
xi(t) ≥ 0 for i ∈ P+, and a partition P− of neurons with negative states xi(t) < 0 for i ∈ P−.
Clearly P+ ∪ P− = {1, · · · , n}.
Define a matrix Φ = diag(φ1, · · · , φn), where φi = 1 for i ∈ P+ and φi = 0 for i ∈ P−. The
matrix Φ carries the digital information about which neurons are active. It is obviously
Wσ(x) = WΦx. (5.4)
Let W e = WΦ, called the effective recurrence matrix [76], which describes the connectivity of the
operating network, where only active neurons are dynamically relevant.





|wˆij |φj − 1 < 0, (5.5a)
Re{λmax{WˆΦ− I}} < 0, (5.5b)
Re{λmax{WˆΦ}} < 1. (5.5c)
for all i, then the LT dynamics (5.2) is bounded in the partitions defined by Φ.
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Proof. It holds that
x˙ = −x+Wσ(x(s)) + h
≤ −x+ Wˆσ(x(s)) + h
= −(I− WˆΦ)x(s) + h. (5.6)
Let y(t) = x(t)− h, then
y˙ ≤ −(I − WˆΦ)y(t). (5.7)
Define z˙(t) = −(I−WˆΦ)z(t). Let λi and vi, i = 1, ..., n be the eigenvalues and n linearly independent
eigenvectors of −(I − WˆΦ), respectively. According to the linear system theory [19], then z(t) can
be decomposed as z(t) =
∑





Obviously z(t) has an upper bound m > 0 if λi < 0. According to the comparison principle,
y(t) ≤ z(t) ≤ m. Thus
x(t) ≤ m + h
for all t ≥ 0. This shows that xi(t) is upper bounded. Furthermore, the trajectory x(t) of network
(5.2) satisfies








for all t ≥ t0. Then
|xi(t)| ≤ |xi(t0)|e−(t−t0) + (m + h)
n∑
j=1
|wij |+ |hi|, i = 1, ..., n. (5.10)
This proves that the LT dynamics is bounded in the partition defined by Φ if (5.5b) holds. It is
obviously to derive (5.5c). Furthermore, by applying Gerschgorin’s theorem [63], (5.5a) is easily
obtained from (5.5b). The proof is completed.
A set of active neurons is called a permitted set if they can be coactivated at a stable steady
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state by some input; otherwise, it is termed a forbidden set. Permitted set and forbidden set were
firstly studied in [77], then further discussed in [214] and [78]. The assertion given for the superset
of a forbidden set and the subset of a permitted set, nevertheless, was addressed in a more likely
intuitive manner. Herein, from the above established theorem, such results are proven as follows.
Corollary 4. Any subset of a permitted set is also permitted; any superset of a forbidden set is also
forbidden.
Proof. Let Γ = {γi} denote a set of m active neurons, γi ∈ {1, ..., n}, i= 1, ...,m. Firstly, suppose Γ





|wˆij |φj > 1.








Thus Γˆ is also forbidden. It is similarly to prove for permitted set.
Next, the conditions which ensure that the LT dynamics is bounded regardless of partitions, are
presented. Firstly, the following lemma is introduced.
Lemma 5. Let y(t) denote the solution of the following equation
y˙(t) = −y(t) + σ (Wy(t) + h+ (x(0) −Wy(0) − h)e−t) .
Then for any x(0) ∈ <n, the solution x(t) of network (5.2) starting from x(0) can be represented by
x(t) = Wy(t) + h+ (x(0)−Wy(0) − h) e−t.
This proof can be referred to [222].
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|wˆij | − 1 < 0, (5.11a)
Re{λmax{Wˆ − I}} < 0, (5.11b)
Re{λmax{Wˆ}} < 1, (5.11c)
for all i, then the LT dynamics (5.2) is bounded.
Proof. Consider the following dynamical system
y˙(t) = −y(t) + σ(Wy(t) + h), t ≥ 0, (5.12)
of which the solution is calculated as
y(t) = e−ty(0) +
∫ t
0
e−(t−s)σ(Wy(s) + h)ds. (5.13)
By taking x(0) = Wy(0) + h, recall Lemma 1, the dynamics (5.2) are associated with (5.12) as
x(t) = Wy(t) + h. (5.14)
It means that any trajectory y(t) starting from y(0) can be transformed to the trajectory x(t) starting
from Wy(0)+h. Consider the trajectory formulation (5.13), the dynamics (5.12) possess a property
of nonnegativity: if y(0) ≥ 0 then y(t) ≥ 0 and if y(0) < 0 then y(t1) ≥ 0 after some transient
time t1 > 0. Consequently, in (5.12) it is assumed that yi(t) ≥ 0 for all i. Now we have either
y˙(t) = −y(t) ≤ 0 or
y˙(t) = −y +Wy + h
≤ −y + Wˆ y + h
= −(I − Wˆ )y + h. (5.15)
Thus if Re{λmax{I − Wˆ}} > 0, following the method in the proof of Theorem 1, y(t) is bounded
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for all t ≥ 0. Therefore, in light of (5.14), x(t) is also bounded. The rest conditions are easily
derived.
In contrast to that of Theorem 1, the condition of Theorem 2 implies that the dynamics (5.2) is
bounded in any of partitions, thus it results in global boundedness.
Note that the components of Wˆ need not be positive. Define a matrix W+ = (w+ij), where
wij =
 wii, i = j,max(0, wij), i 6= j.
Clearly, W+ provides a straightforward choice of Wˆ with nonnegative off-diagonal elements. As a
consequence, all the analytical results for Wˆ are applicable to W+, which give rise to equivalent
conditions as those of [210] for nonsymmetric networks. Unlike their argument that required W and
Wˆ to be symmetric, furthermore, note that Theorem 2 where Wˆ need not be symmetric is applicable
to both symmetric and nonsymmetric networks. Hence it gives a wider rule.
Lemma 7. For any x, y ∈ <n, the linear threshold transfer function σ(·) has the following properties:
i). ‖σ(x)− σ(y)‖2 ≤ (x− y)T [σ(x)− σ(y)],
ii). [σ(y) − y]T [σ(y) − u] ≤ 0, ui ≥ 0(i = 1, ...n),
iii). xT [σ(u− x)− u] ≤ −‖σ(u− x)− u‖2, ui ≥ 0(i = 1, ...n).
Proof. (i) can be concluded from Lemma 2 of [222]. To prove (ii),
[σ(x)− x]T [σ(x)− u] = [σ(x)− x]T [σ(x)− σ(u)]
= [σ(x)− σ(u)]T [σ(x)− σ(u)] + [σ(u)− x]T [σ(x)− σ(u)]
= ‖σ(x)− σ(u)‖2 − [x− u]T [σ(x)− σ(u)]
≤ 0.
The last inequality is resulted from (i). Let y = u− x and substitute into (ii), it follows
[σ(u− x)− u+ x]T [σ(u− x)− u] ≤ 0,
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which is equivalent to
[σ(u− x) − u]T [σ(u− x)− u] + xT [σ(u− x) − u] ≤ 0.
Thus
xT [σ(u− x)− u] ≤ −‖σ(u− x)− u‖2.
This completes the proof.
Theorem 8. If W is symmetric and there exists a Wˆ satisfying one of conditions (5.11), then the
LT dynamics (5.2) is Lyapunov asymptotically stable.




yT (t)(I −W )y(t) − hT y(t) (5.16)
for all t ≥ 0. Obviously, E(0) = 0. According to Theorem 2, y(t) is bounded. It is easy to show that
E(t) is also bounded. It is derived from Lemma 1 that
E˙(t) = [y(t)(I −W )− h]T y˙(t)
= [y(t) − (Wy(t) + h)]T (−y(t) + σ(Wy(t) + h))
= −[y(t) − (Wy(t) + h)]T [σ(y(t)) − σ(Wy(t) + h)]
≤ −‖y(t) − σ(Wy(t) + h)‖2
= −‖y˙(t)‖2. (5.17)
Hence E(t) is monodecreasing. Since it is bounded below, E(t) must approach a limit as t→∞ and
thus E˙(t) = 0 as t→∞. So y˙(t)→ 0 as t→∞. It follows that
lim
t→∞ x˙(t) =W limt→∞ y˙(t) = 0.
Eventually, based on an analogous analysis as [222], it is concluded that any trajectory of the network
approaches one of its equilibria, that is to say the dynamics is Lyapunov asymptotically stable.
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In contrast to global asymptotical stability that admits exactly one equilibrium, the above the-
orem does obey such restriction and thus allows for multistable dynamics stated in [76,210].
While the synaptic weight matrixW determines the stability of the dynamics, the input vector h
determines the analog responses of the active neurons at steady state. By replacing the rectification
function σ(x) with Φ (only when the identities of the active neurons are known a priori), the steady
state is computed by
(I−WΦ)x = h.
Thus x = (I −WΦ)−1h. Using a power series expansion,
(I−WΦ)−1h = (I +WΦ + (WΦ)2 + ...)h. (5.18)
This can be interpreted as the signal flowing through the partition of active neurons in a first
synapse pass, a second synapse pass, and so on. Mathematically, the power series expansion allows
the determination of the analog responses of the active neurons without explicitly computing the
inverse of (I-W), which may not be possible in large networks.
Together, W and h determines the identity and response of the active neurons at steady state,
thus the LT network can perform computations involving both digital selection and analog amplifi-
cation, as realized in a silicon circuit [77].
5.4 Analog Associative Memory and The Design Method
5.4.1 Analog Associative Memory
From a physiological or biological viewpoint, memory can be divided into two main categories – short-
term and long-term memory. Short-term memory, it is believed, arises from persistent activity of
neurons, where the time-frame involved is in the order of seconds to minutes. On the other hand, long-
term memory involves storage of memory patterns through actual physical/neuronal modifications of
synaptic strengths. Such changes, which usually persist for period from tens of minutes or longer [37]
are generally known as long-term potentiation (LTP) and long-term depression (LTD) – and of these
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types, the longest lasting forms of LTP and LTD require some kind of protein synthesis to modify
the synaptic connections.
Another categorical measure of associative memory is the input stimulus used [117]. Auto-
associative memory refers to the presentation of a partial or noisy version of the desired memory
state which is to be recalled. An example would be presentation of a noisy version of A, say A′
to recall A. Hetero-associative memory, in contrast, is said to occur when an input stimulus that
is different from the memory to be recalled is presented to the network. An example would be
presentation of an input stimulus B to recall A. The focus of this chapter is centered on long-term
auto-associative memory.
The dynamics of early associative memory models involved the use of input patterns (in a partial
or approximate form) h as the starting conditions for the network dynamics. The most recognizable
type of network based upon such a principle is the Hopfield network [93] of binary neurons, which
incorporate recurrent connections between neurons, thus allowing the current state of the network to
directly influence its state in the future. These states thus evolve systematically over time, tracing
out a trajectory in the space of possible values. The dynamics of the recurrent connections of neurons
leverage upon the shape of these trajectories to perform computations, allowing stored patterns (the
desired or intended patterns to be recalled) to be encoded as fixed-points of the network, with the
’noisy’ or corrupted versions presented at the input as the probe vector – these initial conditions that
are started with then ’flow’ into a state-space trajectory that will converge to their equilibrium points.
Error correction or pattern retrieval is achieved by these initial states or probes being attracted to
the stored fixed-points.
However, which of these fixed equilibrium points that are arrived at, largely depends on where
these initial conditions begin: only if these starting points lie within the basin of attraction of the
desired pattern (for binary patterns, the Hamming distance measures the difference between the
initial probe and the desired pattern) will these starting points converge to an intended pattern.
Useful pattern matching will in turn require each fixed-point to have a sufficiently large basin of
attraction.
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Table 5.1: Nomenclature
m no. of patterns
δ normalization term
ν(µ) contribution of each pattern, µ = 1, ...,m.
κ removal of self-correlation term
ξµ µth pattern vector ξ
I identity matrix
11T matrix of ones
α > 1 :global excitation; < 1 : divisive inhibition
β global inhibition
ω self-coupling for eigenvalue ’placement’
Wc analog correlation matrix
5.4.2 The Design Method
Essentially, the key proposition of the Hebbian rule is that, during the learning phase, pre-synaptic
signals and post-synaptic activity that fire at the same time or within a short time period of each
other are more closely correlated, which is reflected in the synaptic weight connection between these
two neurons. There should then be a greater (excitatory) connection between neurons i and j. Such
adaptation method is described as follows (η > 0 denotes the learning rate)
∆ wij ∝ ξiξj (5.19a)
∆ wij = ηξiξj (5.19b)
During the training phase, the network learns by potentiating the synapse between two neurons
if both neurons are active (or inactive), and depressing the synapse if one neuron is active (inactive)
and the other is inactive (active). The inclusion of depressive action in reducing the synaptic strength
is a more general form of the Hebb’s original postulate. Other, more general form of this rule is that
synapses should change according to, and proportionally to the degree of correlation or covariance
of the activities of both the pre-synaptic and post-synaptic neurons [37].
For gray-level image storage of an N -dimensional pattern/memory vector, the synaptic weight
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matrix is set-up using the following design approach (which is not unlike a generalized Hebbian rule
for learning)






ξµξµT − κI}} − β11T} − ωI (5.20a)
W = {αWc − β11T} − ωI (5.20b)
The proposed approach uses small, positive (excitatory) synaptic weights mediated by inhibition
for non-divergence of the linear threshold network dynamics. Inhibitive self-coupling further allows
the fine-tuning of the stability margin of the system. Because self-couplings are denoted as the
diagonal entries in the synaptic weight matrix W, control of the eigenvalues can be done directly
(however, without knowledge of the actual values). Suppose λi, i = 1, ..., n, are eigenvalues of W.
By introducing an exogenous variable ω that only shifts the diagonals of W, the eigenvalues of the
system are shifted uniformly by (λi + ω). In a further step, after scaling by a factor α, i.e., applying
a transformation to W as αW + ωI, the eigenvalues are now changed to αλi + ω for all i, where ω
can be either positive or negative.
The three parameters (termed as ’external’ parameters, as opposed to the ’internal’ parameters
as those found within the correlation matrix Wc) are α, β and ω. These three parameters are
considered to be ’external’ by virtue that they are not dependent on the input patterns (images).
The nomenclature for the terms used in the proposed design approach is listed in Table I. The
primary difficulties with using the Hebbian rule for storing analog patterns, are firstly, the possibility
of instability, and secondly, excessive, unbalanced inhibition. The first problem arises because the
possibility of instability is caused by the method used to set up the synaptic weights (as correlations
between pixel gray levels). If saturating neurons were used instead of LT neurons, neural activities
would be driven to their saturation values. On the other hand, the second problem occurs because
of the large range of possible gray level values: leaving darker pixels inhibited and brighter pixels
excited, in effect, a partitioning occurs between active (very large activities) neurons and silent
neurons (at threshold).
To further elucidate, consider the following: for gray scale images, possible gray-level values
reside in the range [0,255]. The idea that is being put forward here is that neurons corresponding to
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higher gray-level values should have, accordingly greater excitatory connections with other neurons.
However, the problem with the preceding approach is that neurons corresponding to lower gray level
values have less excitatory connections with other neurons. Thus some of these neurons are inhibitive
(negative connective weights) after introducing inhibition. This in turn leads to the (perpetual) state
at which the group of neurons with lower gray level values will always be inhibited by those more
active neurons (because of the inhibitive connections), and hence are subsequently silent at steady
state.
In view of the aforementioned problem, the key idea in the proposed design method to be used
in a network of LT neurons for continuous, real-valued associative memory is to limit the degree
of inhibition introduced, such that most synaptic connections are excitatory (wij > 0) only to a
small extent. Divisive inhibition is preferably used (α < 1), as opposed to subtractive inhibition
(β). However, the self-couplings of the neurons in the network are usually made inhibitive to prevent
runaway excitation in the dynamics of the network (in simpler terms, this means that the diagonals
of the network matrix are negative), though this condition is not always necessary; small, finitely
positive values can also be used for self-excitation, and yet retain stability. Moreover, the off-diagonals
are also small but finite values, which can either be excitatory or inhibitory.
A modulating term (δ) that is introduced to the weight matrix W assists in normalizing the
synaptic weights that connects a neuron i to all other neurons and vice-versa. It is a global parameter,
as it is applied to all synaptic connections in the weight matrixW. Supposing there are N neurons,
and assuming the maximum gray level value in the stored image/pattern is Imax. In the worst case
scenario, all N neurons would consist of the maximum gray level value (Imax). To approximate the
value of δ to be used,
δNImax < 1⇒ δ < 1
NImax
(5.21)
5.4.3 Strategies of Measures and Interpretation
A measure of the difference between two analog patterns, can be quantified by comparing the absolute
differences in the original pattern and the distorted pattern, to the difference in the original pattern
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j (Ioriginal(i, j) − Inoise(i, j))2∑N
i
∑N
j (Ioriginal(i, j) − Iretrieval(i, j))2
. (5.22)
The greater the SNR value, the better the correction (retrieval) process is, as performed by the
associative memory network. An SNR value larger than unity indicates that error-correction has
occurred - however, the tasks that are performed by an image filter and that of an associative memory
system are, at a conceptual level, quite different. While a filter is expected to remove noise from any
signal, the associative memory system is designed to only filter the noise on prototype/probe vectors
only [141].
The SNR value measures the absolute differences in gray-level values by quantifying the degree
to which error correction has been made. However, this measure may not be particularly good for
measuring the difference in content, or structure of the retrieved image with the original stored image
(where relative difference is more important).
Interpretation of the neural activities at steady-state is not possible unless some form of quan-
tization is imposed on the final neural activities. The final image that is obtained from simulating
the network dynamics can be interpreted by linearly scaling these neural activities according to the
minimum and maximum gray level value (Imin and Imax respectively)
x¯ = Imin + x× Imax − Iminxmax − xmin (5.23)
This process if less of a biological mechanism, but is useful in simulations to better visualize the
readout process of the final neural activities because of the large range of their values.
5.5 Simulation Results
The dynamics of an LT network is capable of amplifying arbitrarily small differences in the inputs –
the explicit presence of the input (hi) in the state update equation also introduces some interesting
behavior into the dynamics of the network, and as [210] has illustrated, multistability allows a system
to exhibit symmetry-breaking, where the dynamics allows for nonlinear amplification of small input
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differences. Moreover, assuming that the state (x∗) is a fixed-point in the network (or a memory
state), (ρx∗) is also a fixed-point (memory state) of the network, so that uniform scaling of active
neurons is possible while leaving all inactive neurons unchanged. Care, however, has to be taken in
ensuring that the input vector hi is approximately of the same order as
∑N
j wijxj to prevent either
term from dominating.
The update of neuron states can be achieved either synchronously (all neurons in parallel at
once), or asynchronously (one neuron at a time in a serial manner and at any time step, each
neuron has a uniform probability of being selected for updating). From the previous analysis for the




x(I −W)xT − hTx (5.24)
A system which is stable and convergent would tend to a certain energy limit after some transient
time or a number of iterations. In the case of an unstable system, the energy would increase expo-
nentially as the individual neural activities of neurons experience runaway excitation. An oscillatory
system is characterized by fluctuations (which may be upper and lower bounded) without tending
to a fixed energy value. The trend of the energy function is more important than the final value,
unless the problem is that of optimization, such as quadratic optimization [196].
5.5.1 Small-Scale Example
In this example, a smaller network of N=9 neurons was used. Smaller networks are easier to analyze
in terms of its eigen-structure. A 2-dimensional analog pattern was stored in the network, and





ij) = 0.9365. The N eigenvalues of the system matrix W are
−3.8805,−1.7750,−1.7750,−1.7750,−1.7750,−1.7750,−1.7750,−1.7750,1.2638,




ij ) < 1 and W is symmetric,
according to Theorem 3, the network is asymptotically stable. The original pattern and the noisy
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Figure 5.1: Original and retrieved patterns with stable dynamics
Fig. 5.1 shows the retrieval process and the convergence of energy function (for the sake of
illustration, the energy function takes its reverse sign herefrom). Fig. 5.2 depicts the convergence
of individual neuron activity. Note that if ω = −0.1 was to be shifted to ω = 0.1, the eigenvalues
























































Figure 5.2: Illustration of convergent individual neuron activity





ij) = 1.2365 > 1) and hence create an unstable system. On the contrary, if ω
to be shifted to a more negative value, it would result in a faster convergence. Self-coupling can
therefore be used to tune the stability margins of the system.
5.5.2 Single Stored Images
Four different gray scale images of resolution 32×32 with 256 gray-levels were stored in the network
independently of each other (Fig. 5.3). The scaling parameter α proves to be an interesting parameter
for consideration because its role is two-fold: if α > 1, it controls the excitation; if α < 1, it
controls the amount of (divisive) inhibition in the network. Because excitation is inversely related to
divisive inhibition, increasing α is similar to increasing the instability (excitation) while decreasing
the amount of (divisive) inhibition. The input (probe) vectors were noisy versions of the original
gray scale images (Gaussian noise with mean 0 and variance of 10% or 50% salt-&-pepper noise).
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Figure 5.3: Collage of the 4, 32× 32, 256 gray-level images used
Because of the input dependency of the LT dynamics, certain types of noise will not result in reliable
retrieval because neurons with zero inputs will remain inactive at steady-state. Unless otherwise
specified, the network parameters used in the simulations are, ν = 1, κ = 0.35; m and σ are





ij , i = 1, ..., N was increased; β and ω were kept at zero and the resulting SNR value
calculated.
Figs. 5.4–5.5 illustrate the variation in the quality of recall measured by the SNR value in
the retrieval process of the four gray scale images as the excitation is increased (correspondingly,





ij}. From the resulting plots, it is interesting to note the range of values of α that
would result in the best recalled image, as measured by the SNR. These figures give a general trend
of how the SNR measure varies: as α increases up to a certain point (competition/instability likewise
becomes greater), the SNR will correspondingly increase. After this peak, greater competition will
result in overall instability in the network; consequently, divergence of individual neural activity will
occur resulting in a marked decrease in the SNR. The optimal α value is image-dependent, closely
related to the overall composition and contrast of the image. More precise tuning of the network
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Figure 5.4: Lena: SNR and MaxW+ with α in increments of 0.0025
parameters (α, β, and ω) will result in better quality memory retrieval as shown in Figs. 5.6–5.8.
5.5.3 Multiple Stored Images
Now the four images (Fig. 5.3) were stored together in the same network (not independently, as
in the previous approach). Expectedly, the quality of recall decreases, yet the retrieved image is
still quite apparent (see Fig. 5.9). 50% Salt-&-Pepper noise was used (Gaussian noise was also
used with similar results). The network parameters were set as α = 0.24, β = 0.0045, ω = 0.6, with
SNR = 1.8689.
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Figure 5.5: Brain: SNR and MaxW+ with α in increments of 0.005
5.6 Discussion
5.6.1 Performance Metrics
A typical performance metric of associate memory is the ability of the network to recall noisy or
partial memory vectors presented at the inputs. This ability is in turn, dependent on the sparsity
of the stored memory vectors [93]. This requirement of sparsity places restrictive constraints on the
types of images that are stored in an associative memory network, which is even more severe when
dealing with gray scale images because large regions of gray scale images have positive gray-levels.
Likewise, the information capacity per neuron for an LT neuron is difficult to quantify because of
its unbounded, continuous characteristic (unlike discrete-valued binary neurons). The performance
of the network using the proposed approach, cannot be compared vis-a´-vis with that of the Hopfield
network – primarily because the approach outlined here is concerned mainly with a range of graylevel
values, much unlike the Hopfield model which focuses on discrete binary values.
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Original stored image



































Figure 5.6: Lena: α = 0.32, β = 0.0045, ω = −0.6, SNR = 5.6306; zero mean Gaussian noise with
10% variance
5.6.2 Competition and Stability
Competition is a corollary of instability, which promotes separation of neural activities in a recurrent





(regarded as a measure of competition/instability) increases, until it results in divergent neural
activities and hence a decrease in the SNR. The use of a saturating neuron in competitive dynamics
would result in activities that are close to the saturation points of the activation function, the LT
neuron, in a stable LT network, however, allows its neural activities to run to arbitrarily high value,
until convergence.
Multistability is a manifestation of instability in an LT network that arises from the existence of
unstable differential-mode eigenvalues [77]. The LT dynamics results in nonlinear switching between
active and inactive partitions of neurons until neurons corresponding to unstable eigenvalues are
eventually inactivated. Convergence then occurs after the nonlinear switching selects a permitted
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Figure 5.7: Brain: α = 0.43, β = 0.0045, ω = −0.6, SNR = 113.8802; zero mean Gaussian noise with
10% variance
set of neurons and the linear dynamics of the LT network then takes over to provide for the analog
responses of these active sets of neurons.
5.6.3 Sparsity and Nonlinear Dynamics
The computational abilities of any neural network is a result of the degree of nonlinearity present in
the network. Because the nonlinear dynamics of the LT network is a consequence of the switching
between active and inactive partitions of neurons, since inactive neurons do not contribute to the
strength of feedback in the network. This form of dynamic feedback depends on the ratio of the
number of inactive neurons to active neurons, which is a measure of the sparsity of the memory
vectors that are stored. Recall that an LT neuron behaves linearly above threshold, hence if the
pattern vector that is stored in the associative memory is dense (less sparse), it can be expected
that the network to behave more like a linear system, and in a way, lose its computational abilities
derived from its nonlinear switching activities.
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Figure 5.8: Strawberry: α = 0.24, β = 0.0045, ω = 0.6, SNR = 1.8689; 50% Salt-&-Pepper noise
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Figure 5.9: Men: α = 0.24, β = 0.0045, ω = 0.6, SNR = 1.8689; 50% Salt-&-Pepper noise
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Some effort was made to determine the optimal sparsity for random patterns in a specialized
network of LT neurons [214]. In determining the maximum storage capacity of an associative memory
network, it is necessary to know the optimal sparsity of the memory vectors to be stored. The reason
for this is mostly related to information theory; the network has a upper limit on the amount of
information that it will be able to store. If each pattern was to contain more information (low
sparsity), the number of patterns that can be stored and retrieved reliably decreases. In effect, a
network would be able to store more sparse patterns than dense patterns. However, the difficulty in
analyzing the storage capacity using conventional methods is the continuous and unbounded nature
of an LT neuron. It might be interesting to derive the optimal sparsity of pattern vectors for an
associative memory network of LT neurons, much like the classical Hopfield network, where it was
calculated that p = 0.138N [88]. A possible direction for future work might include developing
better, more efficient algorithms for learning the stored patterns as well as methods to retrieve them.
5.7 Conclusion
LT networks, because of its continuous, real-valued elements, allow a greater representational scheme
which in turn is more expressive than discrete, binary-state neurons (see [144] for a discussion on
the relative benefits of real-valued vectors over binary vectors). While the unbounded nature of
LT networks may cause instability, when properly inhibited, such networks allows more competitive
dynamics between groups of neurons as the activation states of these neurons will not be driven to
their saturating values.
This chapter has extensively analyzed the LT dynamics, presenting new and milder conditions
for its boundedness and stability, which extended the existing results in the literature such that
symmetric and nonnegative conditions for a deterministic matrix are not required to assert bounded
dynamics. Based on a fully-connected single-layered recurrent network of linear threshold neurons,
this chapter also proposed a design method for analog associative memory. In the design framework,
with the established analytical results and the matrix theory that underly LT networks, fine-tuning of
network stability margins was realized in a simple and explicit way. The simulation results illustrated
that the LT network can be successful to retrieve both single stored and multiple stored real-valued
images.
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Measures to quantify the performance of associative memory were also suggested, and its rela-
tionship with network competition and instability was also discussed. Because the computational
abilities of the LT network is a consequence of its switching between active and inactive partitions,
this is consistent with the behavior of typical associative memory systems, with dense patterns result
in low storage capacity. Although the performance of the associative memory capacity was largely
limited to a few stored patterns of high density (low sparsity), LT networks have shown to exhibit
interesting dynamics that can be further analyzed and addressed.
Chapter 6
Asynchronous Recurrent LT
Networks: Solving the TSP
In this chapter, an approach to solving the classical Traveling Salesman Problem (TSP) using a
recurrent network of linear threshold (LT) neurons is proposed. It maps the classical TSP onto a
single-layered recurrent neural network by embedding the constraints of the problem directly into
the dynamics of the network. The proposed method differs from the classical Hopfield network in the
update of state dynamics as well as the use of network activation function. Furthermore, parameter
settings for the proposed network are obtained using a genetic algorithm, which ensure a stable
convergence of the network for different problems. Simulation results illustrate that the proposed
network performs better than the classical Hopfield network for optimization.
6.1 Introduction
This chapter is primarily focused on the mapping of combinatorial optimization problems [162] onto
a linear threshold (LT) network, where an approach to solving the classical Traveling Salesman
Problem (TSP) using a recurrent network of LT neurons is proposed. Although LT-type neurons
were first examined in Hartline and Ratliff’s Nobel prize-winning work in 1958 during a study of
the limulus in the anatomical make-up of the eye [83], only in recent years has interest in such
139
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neurons been growing. The lack of an upper saturating state in neurons has been shown to exclude
spurious ambiguous states by Feng and Hadeler [47], as well as to guarantee the presence of a unique
stationary state. However, this non-saturating characteristic of a neuron increases the likelihood
that the network dynamics may be unbounded, as well as the possibility that no equilibrium point
might exist [53].
Nevertheless, further work by Feng [48] using the theory of supermartingales in developing a
Lyapunov-based function for asynchronous neural networks with non-differentiable input-output
characteristics, has demonstrated the existence of a convergence condition by proving that a Lya-
punov function for such a network is equivalent to one that is differentiable. Hahnloser [76] subse-
quently analyzed the computational abilities and dynamics of linear threshold networks, particularly
in explaining Winner-Take-All (WTA) multistability of the network with self-excitation and global
inhibition, as well as oscillating behavior of the dynamics when the inhibition delay of the network
is increased in an asymmetrical network.
Of more recent interest, Hahnloser et.al. [77] demonstrated a functional silicon-based circuit
design for a linear threshold network that is able to verify the theory of digital selection (groups of
active and inactive neurons) and analog amplification (active neurons are amplified in magnitude,
as represented by the gain in neuronal activity). Necessary and sufficient conditions for generalized
networks of linear threshold neurons, for both symmetrical and asymmetrical weight matrices were
established in works by Wersing et.al. [210] and Yi et.al. [222]. Meanwhile, Xie [214] and Hahnloser
[78] put forward the underlying framework for analyzing networks of linear threshold neurons by
examining the system eigenvalues and classifying neurons according to permitted and forbidden
sets, where subsets of permitted groups of neurons are permitted, and supersets of forbidden groups
of neurons are forbidden. This is a consequence of the digital selection abilities of the network.
Further analysis of the dynamics of LT neurons in a recurrent network is addressed in Tan [190] with
application in analog associative memories pursued in Tang [197].
The original TSP requires that each city and hop taken is passed through exactly once. This
means that there can only be a single active neuron in each row and column. Any city cannot be in
more than one hop in a valid tour. Conversely, in any hop (column), only one city can be visited.
The TSP can be formulated as follows: Given a finite number of n cities, together with the distance
(cost) between city x and y (denoted by dxy), find the optimal sequence of cities that the salesman
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should visit such that the total distance taken to travel to all cities exactly once (and returning to
the starting city) is the minimum. For the problem being considered here, and consistent with the
focus of this chapter on symmetrical networks, the symmetrical-TSP is considered, i.e. dxy = dyx.
A more general formulation is to treat the cost of traversing a pair of cities unequally, i.e. the cost
of traveling from city x to y is different from that of traveling from city y to x, (dxy 6= dyx). Math-














δ(vx,i) = 1 ∀ i ∈ {1, 2, . . ., n} (6.2)
n∑
i
δ(vx,i) = 1 ∀ x ∈ {1, 2, . . . , n} (6.3)




i δ(vx,i) = n, where δ(vx,i) = 1 ∀vx,i > 0 and δ(vx,i) = 0
otherwise. The matrix v ∈ Rn×n is the solution, or assignment matrix consisting of the entries
vx,i ∈ [0,∞), which in turn represents the activation of the neuron in the xth row and ith column.
An active neuron, defined as a non-negative activation in the xth row and ith column corresponds
to city x being assigned to the ith hop.
(Eqn. 6.1) defines the tour length, the quantity which is to be minimized since it is the length of
the tour a salesman would make when visiting the cities in the order specified by the permutation,
returning at the end to the initial city. For n cities, this tour would involve n hops, where each
hop is the route taken (a straight line for a Euclidean problem) between one city and the next.
Alternatively, using nomenclature from graph theory, each hop is also known as an edge or arc, and
the cities known as a vertices (singular: vertex) or nodes. The final sequence of cities is known as a
tour. A valid tour solution satisfies the constraints of (Eqn. 6.2) and (Eqn. 6.3). A sufficiently good
solution would in turn be a tour which minimizes (Eqn. 6.1). See Fig. 6.1 for a simple illustration
of the weight connections between cities in a 6-city example.
For a symmetrical network, where the distance from city x to city y is equal in both directions,




2 (n − 1)! possible tours (a specified tour describes the order in
which the n cities are visited, thus a problem with n cities would have n tours of equal length in
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Figure 6.1: 2-D topological view of a simple 6-city TSP illustrating the connections between all n = 6
cities (no self-coupling or connections (diagonals of W are set to 0).
one direction, and another n tours of equal length in the other direction, leaving 2n degenerate
tours). Conversely, for an asymmetrical network, (dxy 6= dyx), there are (n− 1)! possible tours. An
optimum solution would be a tour solution of the least (minimum) length, while an arbitrarily good
tour solution is one whose distance traversed is within a range of the optimum distance.
It is apparent that an exhaustive search is not possible for large n in practice. It is interesting,
however, to note that near-optimal tours can be vastly different, especially for larger-sized problems.
To improve on a good solution, many modifications to the problem approach need to be done, hence
the intractibility of the TSP. To many, solving the TSP seems simple enough, but the key difference
here is that humans perceive the problem differently, from a 2-dimensional point of view that provides
a perspective that allows a rather trivial solution (which might be significantly harder for large n).
Notions of distances vary according to how the problem is set-up. It is thus not necessary for
distances to be defined strictly in a Euclidean sense. Any appropriate measures of cost such as time,
economical cost, etc. are possible. Practical applications of the TSP include constraint satisfaction,
packing, assignment, scheduling, and routing problems [178,88].
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The use of neural networks in solving combinatorial optimization problems have been largely
inspired by Hopfield and Tank’s implementation of a single-layered recurrent neural network [95,96],
which was in turn drawn from Hopfield’s earlier work on content-addressable memory (CAM) [93,94].
The TSP is one of the more representative polytopes of problems in combinatorial optimization, and
is often used as a test-bed for evaluating many proposed solutions and approaches for combinato-
rial optimization [88], making the TSP a particularly interesting optimization problem for neural
networks. The iterative nature of solving such problems necessitates the use of recurrency in the
network architecture, in which Hopfield and Tank’s original approach was based on the use of penalty
terms with an inhibitory weight matrix, to solve the mapped constrained optimization problem of
the TSP. Constraints exist in the form of permissible numbers of active neurons per row and column
of the solution matrix. The dynamics of the network is such that its energy function is minimized.
Analogously, the energy function is equivalent to the cost or objective function of the original prob-
lem. In the TSP, the single objective is to minimize the cost represented by the total distance of the
resulting tour. While the initial method proposed by Hopfield and Tank was fraught with some dif-
ficulties particularly with the number of invalid solutions found, many improvements using a variety
of techniques have been used to obtain improved results.
Previous neural network methods for solving TSPs often involved the use of a network of sat-
urating neurons with bounded activities [95]. However, it is believed that the use of a class of
continuous-valued, neurons without a upper saturation state is able to exclude the problem of spu-
rious ambiguous states in Winner-Take-All (WTA) dynamics [76, 164, 210]. Self-organizing neural
networks inspired by Kohonen [116], using an elastic net approach [44] have also been employed.
In solving the TSP using a neural network approach, there is an inherent trade-off between a
network that has parameters tuned to obtain very good quality solutions and one that has been
tuned to obtain mostly valid solutions [128, 191]. For the interested reader, Smith (and references
therein) [178] provides a fairly comprehensive overview on the evolution of neural networks in solving
a variety of combinatorial optimization problems such as the TSP, while Ramamujam [162] discusses
the general approach of mapping combinatorial type problems onto neural networks. As Smith has
concluded, research is still continuing to improve the many approaches that have been inspired from
Hopfield’s seminal work [178], and further asserts that hybridization of these approaches, such as
that between neural networks and genetic algorithms attempted by this chapter, could possibly yield
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better results.
The organization of this chapter is as follows: Section 2 will present the proposed approach to
solving the TSP using a recurrent linear threshold network as well as its corresponding state update
dynamics. Optimization of the network parameters using a genetic algorithm is then described in
Section 3. A comparative study of the proposed method, together with its GA-optimized parameters
is subsequently drawn with the classical Hopfield network [95] in Section 4. Consequently in Section
5, a discussion on the network dynamics of the proposed approach, pertinent to the scalability and
setting of the parameters, is presented. A summary, in Section 6 then concludes this chapter.
6.2 Solving TSP using a Recurrent LT Network
For an n-city problem, there are n3 possible connections in the network; n2 connections between
neurons in a single layer, and connections between neurons between the n layers. In other words, an
n-city problem has n2 neurons with a weight matrix of n3 connections. According to [88], the use of
binary threshold neurons does not provide good results as the dynamics will rapidly converge onto
a local minimum with a poor tour length; hence either stochastic units with simulated annealing, or
continuous-valued neurons should be used. This can be explained in terms of granularity of binary
neurons versus that of analog neurons. While binary neurons are more nonlinear in the sense that
they arrive at decisions more readily (either 1 or 0 states with no values in-between), they do not
represent transitionary states of the network well. Analog neurons, on the other hand are continuous-
valued, hence provide more informative and thus useful values for intermediary computation.
Often, the optimization problem at hand needs to be mapped onto a neural network, such that
the dynamics or activities of the network can interpreted as the result, or solution to the originally
posed problem. This mapping process usually involves the setting up of an appropriate cost, or
objective function which in turn can be represented as an energy function in the dynamics of the
neural network. The solution in turn is most often a discrete answer, although the neurons perform
analog computations [95]. In the original formulation of the TSP [95], negative weights (inhibitive
connections) were used between neurons in the network. However, in the proposed network of LT
neurons, a positive weight matrixW ∈ Rn×n (with zero entries along the diagonal) and zero inputs
(bx,i = 0 ∀x, i ∈ n) is used.
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6.2.1 Linear Threshold (LT) Neurons
In recent years, a class of neurons which behaves in a linear manner above a threshold, known as
linear threshold (LT) or threshold linear neurons, have received increased attention in the realm of
neural computation. Previously, saturation points were modeled in activation functions to account
for the refractory period of biological neurons when it ‘recharges’, and cannot be activated. Compu-
tational neuroscientists believe that artificial neurons based on an LT activation function are more
appropriate for modeling actual biological neurons. This is quite a radical departure from the tradi-
tional line of thought which assumed that biological neurons operate close to their saturating points,
as conventional approaches to neural networks were usually based on saturating neurons with upper
and lower bounded activities. Studies have demonstrated that cortical neurons rarely operate close
to their saturating points, even in the presence of strong recurrent excitation [42]. This suggests that
although saturation is present, most (stable) neural activities will seldom reach these levels.
An LT neuron is a non-differentiable, unbounded activation function that behaves linearly above
a certain threshold, similar in functionality to (half-wave) rectification in circuit theory. The general
form of the LT activation function is defined as
σ(x) = [x]+ = k ×max(θ, x) (6.4)
where k and θ respectively denotes the gain (usually 1) and threshold (usually 0), of the activa-
tion function (see Fig. 6.2). This form of nonlinearity is also known as threshold, or rectification
nonlinearity.
6.2.2 Modified Formulation with Embedded Constraints
Unlike the Hopfield model [95] where continuous, bounded neurons were used, this chapter proposes
an approach using a network of LT neurons. It is believed that using LT neurons in a WTA ar-
rangement reduces the possibility of invalid tours as there is more granularity, or resolution in the
neural activities; since the neural activities are not bounded, stable network dynamics will ultimately
converge to a set of active neurons with a range of analog values. Hence, the criteria for convergence
can be stricter to allow for the possibility that the neural activities can assume any real nonnegative
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Figure 6.2: LT Activation Function with Gain k = 1, Threshold θ = 0, relating the neural activity
output to the induced local field.
value, instead of requiring that the activities of neurons be represented by the neural activity of 0 or
1. See subsection (5.4) on Conditions for Convergence.
Let v denote the set of n×n neurons indicating the tour specified by the network. For an n-city
problem, W ∈ Rn×n and v ∈ Rn×n ; a valid tour solution would mean that exactly n neurons
are active in v, with the row and column constraints specified by Eqn. (6.2) and Eqn. (6.3). For
example, a 6-city problem that has the final tour solution as shown in Figure 6.3 has the tour path
as follows: 1 → 4 → 2 → 5 → 6 → 3 → 1. Note that each column and row has exactly one active
neuron.
An important stage involved in attempting to map a constrained optimization problem onto
a neural network implementation is to determine appropriately, how to embed the given problem
constraints into the dynamics (motion equation) of the network. Specifically, in addressing this issue
for the TSP using a network of LT neurons, the implied idea is to restrict the activation of neurons
along a row or column of v which is already active, unless conditions are favorable (e.g. the support
it receives from neighboring hops is greater than the inhibition it receives from active neurons along
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Figure 6.3: A valid tour solution for a simple 6-city TSP with a tour path of 1→ 4→ 2→ 5→ 6→
3→ 1.
the same row or column). The next subsection further elucidates this idea.
6.2.3 State Update Dynamics
The constraints of the problem is directly embedded into the state dynamics of the network. Let x and
y denote the identities of the n cities, and i and j represent the n possible hops taken (x, y, i, j ∈ n).
[x]+ = x if x > θ (where θ is the threshold and is usually taken to be 0) and 0 otherwise. This form
of an activation function is linear threshold (or threshold linear) and is said to have rectification
nonlinearity (linear behavior only occurs above the threshold). Let d ∈ Rn×n represent the square,
symmetrical distance matrix between all n nodes of the network. Then the weight matrix W of the
network is set-up as follows (W is a nonnegative matrix, where all off-diagonal entries are strictly
positive while the components are zero along the diagonal):
W = max(d) +min(d) − d (6.5)
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The equation of motion of the LT network dynamics is as follows (one can assume that the
time constant of the dynamics τ = 1), where a neuron x (in hop/path i) randomly selected
for asynchronous update. Recall that u(x,i),(y,j) ∈ R (all real values) is the pre-activation, and
v(x,i),(y,j) ∈ R0,+∞) (all real, non-negative values) is the activation. Also, k0, k1, k2, k3 ∈ R+ are
all real, positive values:
ux,i = k0ξ0 − k1ξ1 − k2ξ2 + k3ξ3 (6.6a)





























δ(z) represents a step function where δ(z) = 1 if z > 0 and 0 otherwise. The first term (ξ0) represent
the support a randomly selected neuron in hop i receives from neighboring hops (i − 1 and i + 1);
the second (ξ1) and third term (ξ2) denote the row and columnar constraints respectively, while
the fourth term (ξ3) forces the network to have exactly n active neurons. The inhibitive terms
(Eqn. 6.7.b) and (Eqn. 6.7.c) penalizes neurons in the same row or column that are active. Neurons
having positive activations at convergence are then selected as the active neurons. This is collectively
represented in the v matrix. As was previously highlighted, feasible or valid solutions require that
only one neuron per row and column are active at steady-state.
In an ideal situation, we would like to avoid specifying the weighted penalty terms, and let
the network attempt to solve the problem to the best of its ability without human intervention
solely based on the dynamical update and states of the network itself. However, in our formulation,
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these penalty terms are often derived heuristically, based on the size of the problem (it becomes
substantially more difficult to determine appropriate settings of these penalty terms for larger-sized
problems). In particular, a genetic algorithm is used to assist in the process of obtaining a set of
penalty terms that is valid for a particular problem size. This approach is outlined in the next
section. Note, however, that these penalty terms (also known as network parameters in this chapter)
are not unique.
6.3 Evolving network parameters using Genetic Algorithms
Determining the appropriate values for k0, k1, k2, k3 in (Eqn. 6.6.a) is a non-trivial task. A
‘pre-processing’ stage using a simple genetic algorithm approach was used to obtain these values.
Genetic algorithms (GAs) are stochastic search methods that simulate the process of biological
evolution. The principle of “natural selection” forms the core of such algorithms, enabling it to
maintain the necessary evolutionary force to make progressive improvement towards the optima.
In contrast to traditional operation research and heuristical methods, GAs are capable of sampling
multiple potential solutions simultaneously. Furthermore, operations such as crossover encourage the
exchange of information between individuals, giving the GA a global perspective of the optimization
process. Intuitively, GA is more effective in dealing with local optimal traps. In addition, the
exploitation of both global and local information allows the GA to perform a much more effective
optimization process.
Thus, it is not surprising that GAs have found increasing applications and interest in many
practical problems as the tuning of parameters for process controllers, drug scheduling, optimization
of neural network weights and design set up in the industry. In fact, GAs have been applied to
different problems of neural network design such as the optimization of network parameters, network
structures as well as to the training of known architectures. As was highlighted in the previous
section, the network parameters of k0, k1, k2, k3 are presently determined using a trial-and-error
approach. Such an approach becomes infeasible when extended to larger-size problems. With this
in mind, a GA-based approach is used to determine the appropriate values of k0, k1, k2, k3 for
different problems.
CHAPTER 6. ASYNCHRONOUS RECURRENT LT NETWORKS: SOLVING THE TSP 150
This section is solely meant to illustrate the suitability of the parameters that were selected (ki
∀i = {1, 2, 3, 4}). In other words, the optimization of the parameters through the use of a simple GA
is not meant to be part of the proposed approach, but rather to ’verify’ the appropriateness of the
parameters that were used in the simulation runs. The use of a GA in evolving candidate solutions
for solving the TSP has long been a research topic in the literature, and is thus not our objective to
solve the TSP using this approach.
6.3.1 Implementation Issues
In this section, a GA approach is used to determine the appropriate values of k0, k1, k2, k3, which
ensures a stable convergence of the network for different problems. By stability, it is meant that the
activation values of the v matrix do not ‘explode’ (recall that linear threshold activation functions
is continuous and unbounded). The rationale of such a goal is intuitive since stable activation is
a necessary condition before feasible solutions can be found and feasibility is in turn a necessary
condition for optimality.
6.3.2 Fitness Function
Considering the implementation of GA, it should be noted that the GA processes a set of encoded
parameters and not the parameters itself. Hence, it provides us with the flexibility to design an
appropriate representation of the potential solutions. By appropriate representation, it is meant that
it fulfills some criteria such as ease of implementation or exploitation of the problem structure. In this
case, the parameters to be optimized are represented directly by real-number coded chromosomes.
The fitness function attempts to minimize the number of epochs required to attain a stable solution.
Suppose epoch is the number of epochs required by a NN to converge. Then minimizing epoch is
akin to finding the best set of parameter that ensures stability. Then any reasonable solution will
be able to provide a reasonable upper bound to the number of epochs required. The fitness function
is given as:
epoch = min{num epoch, (MAX EPOCH − state stop)} (6.8)
num epoch is the actual number of epoch required to attain stability, while MAX EPOCH is the
predefined upper bound on the number of epochs and state stop is period of stable state conditions
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prior to the end of NN training. Due to the stochastic nature of neural networks, each solution is
evaluated and averaged over sample times.
6.3.3 Genetic Operators
Crossover facilitates the exchange of information between selected individuals, allowing the evolu-
tionary process to explore new solutions while retaining past information. In this chapter, simulated
binary crossover [38] is implemented to produce offspring. The mutation operator employed is the
normally distributed mutation, which is a popular method. In addition, the niching mechanism
proposed by Goldberg [65] to prevent genetic drift and to promote the sampling of the whole Pareto
front by the population is also employed.
6.3.4 Elitism
The use of the elitist strategy was first introduced by De Jong [40] to preserve the best individuals
found into the next generation. The objective of this policy is to prevent the lost of good individuals
due to the stochastic nature of the evolution process. De Jong found that elitism could improve
the performance of GAs although there is a potential danger of premature convergence. Since then,
several variants of the elitist scheme have been employed in GA and showed that elitism can indeed
improve the performance of the GA greatly.
In this chapter, elitism is implemented using the evolving population and an archive. All the good
solutions found from the evolutionary process are copied into the archive while previously archived
solutions that are found to be inferior due to the introduction of better solutions are deleted. Binary
tournament selection is then performed on a combined population of the evolving population and
archive to fill the mating pool. Tournament selection is chosen because it eliminates the need to
rank and sort the population.
6.3.5 Algorithm Flow
The algorithm flow of the implemented GA is summarized below. In the experiments, 10 runs are
performed for the design problem so as to study the statistical performance, such as consistency and
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Table 6.1: Genetic Algorithm Parameters
Parameter Description
Pop size Population size
Arc size Archive size
genNum Maximum number of generations
Pc Crossover rate
Pm Mutation rate
Table 6.2: Genetic Algorithm Parameter Settings
Parameter Settings
Chromosome Real-number representation
Populations Population size: 20; Archive size: 10
Selection Binary tournament selection





Diversity operator Niche count with radius 0.1
in the normalized objective space
Sample 5
Evaluation number 2000
robustness of the methods. Note that a random initial population is created for each of the 10 runs,
and for each test problem. See Table 6.1 for a brief description of the simulation parameters. Actual
parameter settings are listed in Table 6.2.
• Step 1: Initialization – Generate initiate population, and empty archive. Set gen = 0.
• Step 2: Fitness assignment – Calculate fitness values of individuals in population(gen).
• Step 3: Update archive-Copy all good individuals into the archive. If current archive size >
arc(size), niching is employed for archive truncation.
• Step 4: Reinsertion – Combine archive solutions and evolving population.
• Step 5: Selection- Select individuals according to binary tournament selection scheme and add to
mating pool.
• Step 6: Crossover – Select two individuals each time and perform simulated binary crossover. Add
offspring to population(gen + 1). Continue until mating pool is empty.
• Step 7: Mutation – Perform normally distributed mutation on individuals in population(gen+ 1)
with Pm.
• Step 8: if gen < genNum, go to Step 2.
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6.4 Simulation Results
The following results show that the performance of the proposed LT network solves the TSP more
efficiently than the classical Hopfield network for optimization. A particularly interesting result
is the worst, or maximum distance of the tour solutions solved using the respective approaches,
where the proposed LT network produces results that are significantly better (shorter in distance).
Good tour solutions are defined to be tours whose distances are within 150% of the optimal tour
distance (this performance measure was similarly used in [195, 184]), which in the 10-city case is,
doptimal = 2.58325 units and d150% = 3.87488 units. For the 12-city double-circle problem, the
optimum distance is doptimal = 12.3003 and d150% = 18.045045. The performance ratio metric
measures the consistency of the obtained solutions with respect to the minimum distance obtained,
i.e. Performance Ratio = Minimum DistanceAverage Distance .
6.4.1 10-City TSP
A 10-city problem was solved using the proposed LT approach, with the optimal solution of 2.58325
units shown in Figure 6.4. Empirical results obtained of the proposed LT network and the classical
Hopfield network are summarized in Table 6.3. For all runs, stopping condition of ∆vx,i = 0 ∀x, i ∈ n
for 80 iterations or ∆δ(vx,i) = 0 ∀x, i ∈ n for 2000 iterations is used.
Random valid tours are solution tours where at each hop, the destination city is randomly
selected, without taking into account the distance matrix d. This is pseudo-random, as purely
random tours are not considered because of the possibly large set of invalid solution tours. The
use of more complex problem sets, in terms of size (n) and/or positioning of cities (see the 12-city
double-circle TSP in the next subsection) would further differentiate the results obtained using a
random approach (as explained above), the Hopfield network method and the proposed LT network.
Throughout the simulations carried out for the 10-city TSP, the default values for the LT network
parameters are k0 = 12 , k1 = 1, k2 = 1, k3 = 1. The values obtained for these parameters using a GA
was found to be k0 = 0.6183, k1 = 1.244, k2 = 0.8531, k3 = 1.3311. Note the closeness of these values
to the values that were found using a trial-and-error method. These GA-evolved parameter settings
were shown to obtain solutions substantially faster. The difference between the LT and LT+GA
approaches is that for the latter, the LT network parameters are optimized using the GA.
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Table 6.3: Simulation Results for the 10-city TSP
Performance Random Valid Hopfield Proposed Proposed




Distance 4.6534 3.8601 3.2608 3.3955
Maximum
Distance 5.6504 5.2216 4.0468 4.1489
Minimum
Distance 3.3153 2.8978 2.5832 2.6018
Valid
Tours 100 100 100 100
Invalid
Tours n/a 6 1 0
Good
Tours 6 64 95 91
Performance
Ratio 0.7124 0.7507 0.7979 0.7662
Time
taken (secs.) 6.219 54.375 156.078 82.531
































Figure 6.4: Optimal solution for the 10-city TSP (2.58325 units).
Histograms of the distribution of tour distances, for the three cases: the LT network approach,
the random and the Hopfield methods are shown in Figures 6.7, 6.9 and 6.10 respectively, illustrating
the noticeable spread of tour distances using the various approaches.
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Figure 6.5: A near-optimal solution for the 10-city TSP (found using the proposed LT network with
parameters found using a trial-and-error approach).
Figure 6.11 shows a comparison of the total distance resulting from the different methods used to
solve the 10-city TSP (random, Hopfield, LT, LT+GA). The distribution of the results is represented
in boxplot format to visualize the distribution of the simulated results efficiently (the results being
the distances of the solutions found by the different methods). The vertical axis represents the
distances while the horizontal axis denotes the solution approach used. Each box plot represents the
distribution of the 100 results (runs), where a thick horizontal line within the box encodes the median
while the upper and lower ends denote the upper and lower quartile respectively. Dashed appendages
illustrate the spread and shape of distribution and dots represent outside values. This boxplot clearly
illustrates the improvement in the results obtained for the 10-city TSP using the proposed LT and
LT+GA approach. In this particular example, the results obtained using the LT+GA method is
similar to the results obtained using the LT approach, the only improvement being the shorter time
required for obtaining solutions using the GA optimized parameters in the LT+GA method (see
Table 6.3).
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Figure 6.6: A near-optimal solution for the 10-city TSP (found using the proposed LT network with
GA-evolved parameters).
6.4.2 12-City Double-Circle TSP
The solutions to a double-circle TSP, though perceptually is easy to solve, is very difficult for the
original Hopfield network to solve. For this case, 12 cities were arranged in a circle such that there
are 6 cities on the inside circle and another 6 cities located just on the outside (see Figure 6.12 for the
optimal tour solution). Throughout the simulations carried out for the 12-city double-circle TSP, the
default values for the LT network parameters are k0 = 12 , k1 =
3
2 , k2 =
3
2 , k3 = 1. The values obtained
for these parameters using a GA was found to be k0 = 0.8555, k1 = 1.5002, k2 = 1.3072, k3 = 1.6078.
Again, note the closeness of these values to the values that were found using a trial-and-error method.
Recall that the difference between the LT and LT+GA approaches is that for the latter, the LT
network parameters are optimized using the GA. Similar to the 10-city problem, these GA-evolved
parameter settings were shown to obtain solutions substantially faster (and in this case, slightly
better results were obtained). The weight matrixW is also scaled by a factor of 14 to ensure that the
network dynamics is stable, since unlike the previous 10-city TSP, the positions (x, y-coordinates) of
the cities are not normalized within the unit box [0, 1]. The definitions for the various performance
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Figure 6.7: Histogram of tour distances for the 10-city TSP from the proposed LT network.
measures are the same as for the 10-city TSP explained in the previous section. Empirical results
obtained of the proposed LT network and the classical Hopfield network are summarized in Table
6.4. For all runs, stopping condition of ∆vx,i = 0 ∀x, i ∈ n for 80 iterations or ∆δ(vx,i) = 0 ∀x, i ∈ n
for 2000 iterations is used.
Histograms of the distribution of tour distances, for the three cases: the LT network approach,
the random and Hopfield methods are shown in Figures 6.13, 6.15 and 6.16 respectively, again
illustrating the noticeable spread of tour distances using the various approaches. Figure 6.14 shows
the noticeable improvement obtained from using the parameters obtained from the GA.
Figure 6.17 shows a comparison of the total distance resulting from the different methods used to
solve the 12-city double-circle TSP (random, Hopfield, LT, LT+GA). This boxplot clearly illustrates
the improvement in the results obtained for the 12-city double-circle TSP using the proposed LT
and LT+GA approach. In this case, the results obtained using the LT+GA method is significantly
better than the results obtained using the LT approach, in all measured performance metrics (see
Table 6.4).
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The objective of any mapped optimization problem onto a neural network is to minimize the com-
putational energy function of the network. The energy function not only determines the number
of neurons used in the system but also the strength of the synaptic connections (weights) between
these neurons. Such an energy function is constructed based on the constraints and the cost function
of the original problem. For the TSP, the constraints are specified by (Eqn. 6.2) and (Eqn. 6.3),
while the cost function is given by (Eqn. 6.1). The change in the (input) state of a neuron (ux,i) is
given by the partial derivatives of the computational energy function E with respect to the (output)
activity of the particular neuron (vx,i) in question. Observe that E is a n × n-variable function of
the n× n neurons present in the system. The motion equation of the xth neuron in the ith hop is
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Figure 6.9: Histogram of tour distances for the 10-city TSP from the random case.

























Figure 6.10: Histogram of tour distances for the 10-city TSP from the Hopfield case.
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(Random | Hopfield | LT | LT+GA) Approach
Boxplot of tour distances obtained
Figure 6.11: Boxplot of the tour distances obtained for the 10-city TSP, comparing the (1) Random,











The total energy of the system, denoted by E, can be separated into four terms,
E = E0 + E1 +E2 +E3 (6.10)
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Table 6.4: Simulation Results for the 12-city double-circle TSP
Performance Random Valid Hopfield Proposed Proposed




Distance 31.6149 22.9828 18.6660 16.1568
Maximum
Distance 41.7054 32.1454 24.4208 25.4873
Minimum
Distance 21.7492 12.3040 12.3040 12.3003
Valid
Tours 100 100 100 100
Invalid
Tours n/a 6 5 6
Good
Tours 0 13 42 74
Performance
Ratio 0.6879 0.5354 0.6386 0.7613
Time
taken (secs.) 10.906 47.062 770.406 95.094



















Figure 6.12: Optimal solution for the 12-city double-circle TSP (12.3003 units).
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Figure 6.13: Histogram of tour distances for the 12-city double-circle TSP from the proposed LT
network.
The first term (E0) is always nonpositive for a valid tour solution since vx,i∀x, i ∈ n is nonnegative
and wxy is positive (with zero diagonals). E1 and E2 is, in a similar manner, nonnegative following
the same argument that vx,i∀x, i ∈ n is nonnegative. The last term, E3 is zero if exactly n neurons
are active in the whole network. The inclusion of such terms in the energy function gives rise to


















= k0ξ1 + k1ξ2 + k2ξ3 + k0ξ3 (6.13)
CHAPTER 6. ASYNCHRONOUS RECURRENT LT NETWORKS: SOLVING THE TSP 163























Figure 6.14: Histogram of tour distances for the 12-city double-circle TSP from the proposed LT


































Because (Eqn. 6.14.b) is always a nonpositive term, and (Eqn. 6.14.e) is zero when exactly n neurons
are active, while Eqns. (6.14.c, 6.14.d) are always nonpositive, insofar that (Eqn. 6.14.b) is stable
(non-divergent), one can expect the total energy of the system to be likewise stable.
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Figure 6.15: Histogram of tour distances for the 12-city double-circle TSP from the random case.















The LT function results in a non-negative, monotonically increasing function (see Fig. 6.2).
The dagger superscript (†) indicates the derivative of a discontinuous function (recall that the linear
threshold function has a discontinuity at its threshold). This gives ∂vij∂uij ≥ 0, let
∂vij
∂uij
= a, where a



































Now, two cases are possible, depending on whether the LT function (in square brackets) results
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Figure 6.16: Histogram of tour distances for the 12-city double-circle TSP from the Hopfield case.






































In the first case, when the activation is positive, results in dEdt ≤ 0. However, for the second
case, when the activation is thresholded at zero, dEdt can be either positive or negative; this in turn
depends on the value of the pre-activation uij . Since uij obeys the state update equation (Eqn.
6.15), uij will always tend to a positive value after some time, allowing the assumption that uij is
non-negative. Because uij ≤ ∂E∂vij ,
∂E
∂vij
≥ 0 for uij ≥ 0. Then ∂E∂vij ≥ 0. Thus,
d†E
dt ≤ 0. Essentially,
this means that as uij tends to a non-negative value, the energy of the system remains stable. While
dE
dt initially increases (this can be seen as escaping a local minimum),
dE
dt will eventually tend to
zero for appropriate settings of k0, k1, k2, k3. Typically, k0, k3  k1, k2 is chosen such that E(> 0)
is bounded from below. This has been empirically verified from the simulation results obtained.
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(Random | Hopfield | LT |LT+GA) Approach
Boxplot of tour distances obtained
Figure 6.17: Boxplot of the tour distances for the 12-city double-circle TSP obtained, comparing the
(1) Random, (2) Hopfield, (3) Proposed LT, (4) Proposed LT + GA approaches.
However, to guarantee boundedness of E such that it does not tend to −∞, one needs to restrict
the support term (ξ0 =
∑n
y 6=x wxy(vy,j−1 + vy,j+1)) of the dynamics. This is turn is dependent
on the values of the weight matrix W, which is a matrix with positive entries and zero diagonals.
Sufficient conditions for stability of dE0dt is based upon the original requirements for stability in a
linear threshold network, that is
∑n
y wxy < 1. This is thus discussed subsequently. This then leads
to us to consider conditions for which the dynamics of (Eqn. 6.14.a) will be stable. To be more
specific, one needs to consider the conditions for which wxy in (Eqn. 6.14.b) will result in a stable




w+xy < 1 (6.21)
But since wxx = 0, and wxy > 0, ∀x, y ∈ n, this condition is reduced to
n∑
y 6=x
wxy < 1 (6.22)
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In other words, the network dynamics of the proposed approach can be guaranteed to be stable
(but not necessarily result in valid tour solutions) if the weight matrixW derived from the distances
between the cities are normalized. Hence when different scales (feet vs. meters) or magnitude of
measure (1 meter vs. 1 kilometer) are used in calculating the distances between the cities prior
to creating the weight matrix W, attention needs to be given to ensure that W does not give rise
to unstable dynamics. It is surmised that normalization would aid in scalability of the problem
particularly in determining appropriate values of the network parameters. It is not the absolute
values but the relative values of these distances that are important. A simple method of synaptic
weight normalization is to divide the individual weight entries in W with the sum of the weights





A caveat to this point is that not all the entries in W contribute to the stability (instability)
of the network dynamics. Only the components of W that correspond to active neurons in v at
any time step are significant to the dynamics. For example if a candidate tour solution at a time
step for a 5-city TSP is 1 → 3 → 2 → 5 → 4 → 1, this means neurons in v that correspond
to v1,1, v3,2, v2,3, v5,4, v4,5 are active (of which the non-zero magnitudes are unknown but positive).
Hence, only the entries ofW that correspond to (x, y) values of (1, 3), (3, 2), (2, 5), (5, 4), (4,1) as well
as (3, 1), (2, 3), (5, 2), (4, 5), (1,4), and because of symmetry, contribute to the stability (instability)
of the network dynamics. Thus, to further extend (Eqn. 6.22),
n∑
y 6=x
σ(x, y)wxy < 1 (6.24)
where σ(x, y) = 1 if a path exists between city x and y and σ(x, y) = 0 otherwise. The issue of
stability and convergence will be a focal point for future work.
6.5.2 Constraints
The problem constraints, mapped onto the recurrent LT network manifests itself as constraints upon
the dynamics of the network, usually in the form of inhibition. These embedded constraints in the
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proposed dynamics pose an interesting problem. A tradeoff exists between the selection of a small
inhibitory term with that of a large inhibitory term. If the constraints, mapped as an inhibitory
term in the neural network implementation are excessively large, an optimum solution is less likely
to be found, as previously activated neurons are more likely to inhibit the activation of later neurons.
Intuitively, this means that the search space, or candidate sets of neurons is limited and that the
possible candidates are less diverse. Conversely, too small an inhibition would result in the network
perpetually switching between active and inactive neurons, since the support a neuron receives from
previously activated neurons may be greater than the inhibition it receives from active neurons in
the same row or column. A corollary of this is that convergence of the network dynamics will be
much slower as neuron activity is less likely to settle to a steady-state. Invalid tour solutions would
then result.
6.5.3 Network Parameters
In the proposed LT approach, the 4 network parameters (k0, k1, k2, k3) can be modified to alter the
relative contribution of each term (ξ0, ξ1, ξ2, ξ3 respectively) to the state update dynamics of the LT
network. These parameters are critical in determining the stability, feasibility and optimality of the
network dynamics, particularly because the architecture is based on a recurrent structure, which,
together with the use of unbounded LT activation function can easily lead to unstable dynamics.
Under most circumstances, k0 is modified when the distances of the cities are not normalized
(i.e. the Cartesian (x, y) coordinates of the cities are not within the unit box with range [0, 1]. This
is to prevent the divergence of network activity since ξ0 is always nonpositive. k1 and k2 controls the
magnitude of inhibition of the rows and columns of neurons. We believe that prior normalization of
the weight matrixW would aid in scalability of the problem particularly in determining appropriate
values of the network parameters. As mentioned in the previous sections, a greater inhibitory value
restricts the search space and the number of possible candidate solutions in the network dynamics.
Lastly, k3 accounts for the magnitude of the penalty term whenever the sum of active neurons is less
than n (positive penalty) or more than n (negative penalty).
These parameter values (k0, k1, k2, k3) influences the size of the search space that is being con-
sidered by the dynamics of the LT network. Too strict values will lead to a small search space
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being considered and is heavily dependent on the initial conditions of the network due to premature
convergence, while values which are too relaxed will often lead to non-convergence of the dynamics.
Proper setting of these values (the use of stochastic optimization approaches such as GA, as was
outlined in Section 6.3) will enable better results to be obtained.
6.5.4 Conditions for Convergence
In a similar manner, the conditions for convergence are also of considerable significance. A require-
ment that is too strict would lead to long convergence times, while on the other hand, convergence
conditions that are not sufficiently strong would result in solutions that are not particularly good
(longer distances are obtained), although the corresponding convergence times might be favorable.
Worse yet, invalid tour solutions occur more frequently when weaker conditions for stopping are
used. This can be interpreted as the search space being stuck in a local minimum.
It is for this reason that analog neurons are used instead of binary neurons, as the lack of
granularity in a binary threshold neuron does not provide a good basis for intermediary computation
(since only one of two states are stored). The finer resolution in an analog neuron in this sense allows
greater versatility in calculation of transitory state values prior to convergence. The use of an LT
neuron, which is not only analog-valued but also non-saturating, allows a greater range of values
to be represented, without having to be overly concerned with the possibility of intermediate state
values saturating. As long as the LT network is stable (using the previously mentioned sufficient
conditions), the dynamics are guaranteed to converge.
In the simulations that were carried out, unless otherwise specified, the condition requirements
were that there is no change in the energy function (see next section) for successive iterations, i.e.
∆E = 0 for at least k time steps. Alternatively, other stopping conditions can be one that requires
that there be no change in either (i) the analog values of the neurons (i.e. the activations of the
neurons remain steady or constant), or (ii) the states of the neurons (i.e. active neurons remain
active, inactive neurons remain likewise inactive).






x,i −voldx,i )2 = 0 or∑n
x
∑n
i |vnewx,i − voldx,i | = 0. Condition (ii), on the other hand, is a less strict criteria, only requiring
that the set of active neurons remain active, and the set of inactive neurons remain inactive for a
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x,i ) − δ(voldx,i )) = 0 for (k) time steps. Again,
δ(z) = 1 for z > 0 and δ(z) = 0 otherwise.
Figure 6.18 shows a typical Pareto front for the solutions (tour distances), as a trade-off between
convergence time (a strict stopping criteria takes a longer time to converge; conversely, a more
relaxed stopping criteria would converge more rapidly) and the tour distances obtained. The Pareto
front in this case is based on the 10-city TSP where the optimal tour distance is 2.59 units. The
solutions are represented by the circles lying on a curved line (since two competing objectives are
being examined here). In an ideal situation, both these objectives are minimized, that is the tour
distance that is obtained, as well as the time required to arrive at the solution. A particular solution
is a member of the Pareto front if there are no other solutions that are better than this solution both
in tour distance and time taken. These are known as the non-dominated solutions. On the other
hand, solutions that do not lie on this Pareto front (not shown) are the dominated solutions.


























Figure 6.18: Pareto front illustrating the tradeoff between a stricter convergence criteria and the
tour distance produced by the LT network.
CHAPTER 6. ASYNCHRONOUS RECURRENT LT NETWORKS: SOLVING THE TSP 171
6.5.5 Open Problems
In combinatorial optimization, or for any problems in general optimization theory, linear threshold
networks are an interesting possibility particularly because of its non-saturating activation function
which allows greater competition and hence selectivity to be achieved as compared to archetypical
classes of neurons with discrete or bounded activation functions. The study into identifying ap-
propriate parameters when mapping combinatorial optimization problems onto neural networks of
linear threshold neurons warrants further investigation. Better insight into the role played by these
parameters would be expected to result in better quality solutions. The determination of the network
parameters, can be analogously compared to as determining a balance between the size of the search
space and restricting the search within the confines of the problem constraints. The use of a GA that
was used here provide a more appropriate setting of the network parameters (k0, k1, k2, k3) that
was shown to obtain better results. This issue of stability and convergence of the energy dynamics
will be a focal point for future work. Aside from the above parameters, the solution approach also
involves the prior determination of various settings, such as convergence conditions, network weights;
all of which are less explicit but nonetheless critical in the set of solutions that are obtained using the
proposed approach. A drawback however, as is typical of such approaches to solving similiarly posed
problems is the increased computational complexity (O(n2)) as the size of the problem (n cities)
increase. The manner in which we define the convergence criteria also increases the computational
requirements of the proposed approach.
6.6 Conclusion
This chapter has presented an alternative formulation to solving the TSP, where a recurrent net-
work of non-saturating linear threshold (LT) neurons has been used, instead of the classical Hopfield
model. Results that were obtained from utilizing the proposed network of linear threshold neurons
using asynchronous update dynamics consistently produced better results than its Hopfield equiva-
lent in solving certain instances of the Traveling Salesman Problem (TSP). Particularly important
is that the worst (maximum) distances obtained for the TSP using the proposed LT network is
significantly better (lesser in distance) than the Hopfield network (see Tables 6.3 and 6.4). The
improved results are believed to be attributed to the ability of the LT neurons to avoid saturating
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levels, characteristic of many archetypical neuronal activating functions. Larger-size problems were
much slower to converge because of the difficulty in determining the appropriate parameters, which
in turn is due to the exponentially greater number of iterations and candidate solutions, and hence
were not quantitatively pursued. However, the dynamics for higher dimensional problems exhibit
qualitatively similar dynamics.
Clearly, heuristical and mathematical approaches using a priori information would give rise
to better performance and scalability. Notwithstanding, the objective of this chapter is not to
demonstrate improved results for the TSP, but rather, to put forward the viability of using neurons
with non-saturating properties, specifically of the linear threshold (LT) type, as a candidate activation
function for solving such combinatorial optimization problems using Hopfield-like recurrent networks.
We believe that further fine-tuning of the architecture and parameter settings would increase the
practicability of such networks in solving a more general class of optimization problems.
Chapter 7
Conclusion
Neural networks refer to ‘simplified’ mathematical models of how the human brain functions in
tasks such as perception, computation and memory – in some ways, modeling systems using neural
networks and their variants facilitates the investigation of how information processing occurs in
the animal brain from a mathematical and computational perspective, where the complexity and
capabilities of such networks rely on our present understanding and knowledge of similar biological
neural systems.
7.1 Contributions and Summary of Work
This work attempts a two-fold contribution: firstly, towards the design and learning of feedforward
neural networks based on the singular value decomposition (SVD), and secondly, towards the use of
linear threshold (LT) neurons in recurrent neural networks. In particular, the first part of this thesis
centered largely about feedforward neural architectures, first adopting a theoretical stance before
taking on a more application-oriented perspective.
• Chapter 2 lays the foundation for the first part of this dissertation by examining the singular
value decomposition as an operator and a measure to estimate the appropriate number of
hidden layer neurons in a single hidden layer feedforward neural network. The motivation for
this chapter stems from the observation of singular values as an indicator of ‘stability’ of a
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system, which in this context allows a simple quantification of the degree of degeneracy, or
equivalently, the level of linear independency of the training patterns in hidden layer space.
Becase the weights learnt during the training stage of the SLFN projects the features from an
input space onto a hidden layer space, increasing the number of hidden layer neurons increases
the capacity and thus the complexity of the system on the training set, the generalizability of
the resulting SLFN is compromised as over-fitting occurs.
The main contribution of this chapter was to present a practical and simple framework in
the use of singular values as well as their corresponding sensitivities of the hidden layer out-
put activation matrix H, in providing an indication of the necessary or appropriate number
of hidden layer neurons for a given problem set – where the use of the rank-revealing SVD
allows us to gain a better practical and empirical insight into the geometry of hidden layer
space, which would otherwise be difficult, if not outright impossible given that many of to-
day’s practical problems involve features that are of high-dimension and models that are of
high-complexity. Results, first demonstrated on simple datasets, and subsequently extended
to real-world datasets illustrated the effectiveness of this approach.
• Building upon the framework laid out in Chapter 2, Chapter 3 then investigated the possibility
of using the SVD, together with two other problem specific operators comprising a variable
length representation and a micro-hybrid genetic algorithm with an adaptive local search in-
tensity scheme (both as local search operators) to improve the performance of a multi-objective
evolutionary algorithm approach to training neural networks. Similar to the previous chapter,
but based on a different learning scheme and context, I consider the use of a information mea-
sure based on the SVD to estimate the necessary number of neurons to be used in training a
single hidden layer feedforward network – this, to address the issue of network architectural
development in an evolutionary learning approach. In this approach, the SVD was used in a
recombination scheme that was termed as an SVD-based architectural recombination (SVAR).
This idea here is for the purpose of facilitating the exchange of neuronal information between
candidate ANN designs and adaptation of the number of neurons for each individual, in a
population-based approach.
• Subsequently, Chapter 4 proposed a learning algorithm for both feedforward and recurrent
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neural architectures based on a ‘layered’ training mechanism. For feedforward networks (first
section), this was done using approximations of the Hessian based on only local information,
specifically, the correlations of output activations from previous layers of hidden neurons. The
pseudoinverse is then used to train the output layer weights while a second-order method using
a Hessian approximation is used to adapt the hidden layer(s) weights. Regularization terms
introduced allow fine-tuning of both the weights in all hidden layers. This is partly motivated
on the understanding that as the structural complexity of the network increases, or if noise
is known to be present in the training examples, it makes little sense to impose a ‘strong’ or
‘strict’ learning algorithm for which it will tend to overtrain the network, thus leading to a
decreased ability of the resulting network to generalize on unseen data. With that in mind,
approximate methods incorporating regularization terms would in turn allow better and faster
training techniques to be applied.
On the other hand, for a recurrent MLP structure (second section) this layered training was
achieved via a hybrid Evolutionary Strategy (ES) and pseudoinverse approach together with an
adaptive linear observer (the pseudoinverse and adaptive linear observer both acting as local
search operators), through the simultaneous evolution of connection weights, its mutation
step-sizes as well as a separate observer system, which in turn facilitates the exploration of
interactions between the structure and weights of the network. Results indicated a faster rate
of convergence with performance matching or exceeding benchmarks. This gives us evidence
that a hybridized technique, when approached correctly, can solve complex problems that would
otherwise be unsolvable by standard gradient-based methods.
In the second part of this dissertation, I examined the use of linear-threshold type neurons in
recurrent neural networks addressing both theoretical and application-oriented aspects – because of
its continuous, real-valued elements, allow a greater representational scheme which in turn is more
expressive than discrete, binary-state neurons. Specifically,
• Chapter 5 puts forward an extension of existing results in the dynamics analysis of linear thresh-
old neurons in recurrent networks by establishing new and milder conditions for boundedness
and asymptotical stability while allowing for multistability, where the typical requirement for
symmetric and nonnegative conditions for a deterministic matrix are not necessary to assert
CHAPTER 7. 176
bounded dynamics. As an example of a possible application of the proposed LT network, a sim-
ple analog associative memory scheme was demonstrated – where a design method describing
associative memory is suggested similar to a generalized Hebbian approach but with distinc-
tions of additional network parameters for normalization, excitation and inhibition, both on a
global and local scale – this was based on a fully-connected single-layered recurrent network of
linear threshold neurons.
Because the computational abilities of an LT network is the consequence of its switching be-
tween active and inactive partitions, this is consistent with the behavior of typical associative
memory systems, with dense patterns resulting in low storage capacity. Although the perfor-
mance of the associative memory capacity was largely limited to a few stored patterns of high
density (low sparsity), LT networks have shown to exhibit interesting dynamics that can be
further analyzed and addressed as a future direction of research.
• Lastly, Chapter 6 investigated the use of a recurrent network of linear threshold (LT) neurons
(similar in structure to the previous chapter), but with modified asynchronous state update
dynamics to solve the classical Traveling Salesman Problem (TSP). Results that were obtained
from utilizing the proposed network of LT neurons using asynchronous update dynamics con-
sistently produced better results than its Hopfield equivalent in solving certain instances of the
TSP. The improved results are believed to be attributed to the ability of the LT neurons to
avoid saturating levels, characteristic of many archetypical neuronal activating functions. The
objective of this chapter was not to demonstrate improved results for the TSP, but rather, to
put forward the viability of using neurons with non-saturating properties, specifically of the
linear threshold (LT) type, as a candidate activation function for solving such combinatorial
optimization problems using Hopfield-like recurrent networks.
7.2 Some Open Problems and Future Directions
The computational abilities of a neural network, either feedforward or recurrent, stems from a con-
fluence of factors – two of the most critical being its (i) learning algorithms, used to optimize a set
of parameters, usually the weights of the neural network; and (ii) structure, from its architectural
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complexity. While much of the research done thus far has focused on the former, the latter has
seen fewer contributions. That said, the advancement of one of the two factors cannot proceed far
without an equivalent development in the other – in other words, the structure affects the learning
algorithm, and vice-versa.
In feedforward neural networks, much of the emphasis has been placed on the aspect of its
learning algorithms, which is quite rightly so as the architecture of such networks are assumed to be
fairly simple. However, the same does not hold for recurrent neural networks, as given the additional
degrees of freedom in how the synaptic weights are connected, in terms of lateral and feedback
connections instead of just the usual feedforward connections, requires a greater level of analysis and
understanding to fully comprehend how architecture-specific learning algorithms can be developed
to exploit the additional structural complexity and freedom of the recurrent network. As has been
argued earlier in this thesis – the computational power of a neural network arises from both the
architecture as well as learning algorithm used. As a case in point, using a feedforward structure as
an example – increasing the complexity of the network via the number of hidden layers/neurons would
require fewer training epochs to reach a particular level of performance. The same performance level
can be achieved by using a more parsimonious architecture but with increased complexity (training
epochs). Of course this is a simple example but nevertheless serves to underline the close and often
causal relationship between the network structure and the learning algorithm.
Looking back, the use of the SVD, as was done in Chapter 2, can be extended to the estimation
of hidden neurons in feedforward neural networks with multiple hidden layers, as well as in recurrent
neural networks. The use of the SVD does not need to be confined to a particular architecture – I
believe that an important and particularly interesting aspect of analysis would be to investigate the
hidden layer space of neural networks, for both feedforward and recurrent types as the hidden layer(s)
are the single most important contributor to the computational abilities of the network. Through
the decomposition of the hidden layer space, a better understanding of how the hidden layer neurons
operate is obtained. in fact be used during the learning process to examine the geometric implications
as well as understanding the behavior of how the modification of the weights during the training
process affects the computational ability of the neural network. Another possible direction for future
work would be to study the use of the proposed approach on networks that have been trained using
constructive learning algorithms that are non-tuning based, such as the ELM paradigm [104].
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Similarly, in Chapter 3, while the effectiveness of our proposed approach for classification prob-
lems was demonstrated on feedforward-type neural networks, it is believed that the methods that
were employed are sufficiently flexible and robust to be extended to handle a variety of problem
domains, such as regression, prediction as well as system identification problems, all of which can be
further investigated as a future direction for research. In a likewise manner, the approach proposed
in the first part of Chapter 4 can be used for networks with multiple hidden layers, which is a possible
direction for future exploration. This would be beneficial for (feedforward) neural networks particu-
larly those with many hidden layers, where each layer would be specifically trained for a certain task
(in applications such as hardware replication of the human visual system). In such a situation, each
layer can adopt a particular learning algorithm, with task specificity.
An emerging possibility, based on the second part of Chapter 4 would be to strengthen the
coupling between the Evolutionary Strategy and the local search technique used such that the re-
sulting synergistic interaction between them would be able to complement the strengths of these two
methods leading to a better performance 1 – present search dynamics indicate the possibility of con-
structing hybrid EA-based learning algorithms for neural networks (both feedforward and recurrent)
that are extremely versatile. Future work could focus on constructing a more general representation
for the evolutionary process to undertake, as well as to perform further comparative analysis on a
wider, and more complex range of problem sets.
Lastly, looking at Chapters 5 and 6, recurrent neural networks using Linear Threshold (LT)
neurons are emerging as a potentially interesting field of study. Given their rich dynamics, partly
due to their non-saturating behavior means possible application in a wide variety of problem domains.
An avenue for possible study would be the use of LT networks not only in replicating and modeling
the dynamics of biological systems (LT neurons were in fact inspired by the anatomical make-up of
the eye [83]), but also in solving suitably mapped combinatorial optimization problems.
In concluding, the past two to three decades have seen research in neural networks achieve many
notable accomplishments in the areas of theoretical analysis, mathematical modeling and have found
widespread acceptance and use in a variety of domains from an application perspective. In writing
this dissertation, the author hopes it will be helpful for readers who share similar interests in these
few areas of neural network research, and to inspire new ideas in related topics.
1While evolutionary algorithms are suited for a first-stage, global-based search, gradient-descent searches work well
as a fine-tuning mechanism
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