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Abstract
In their work [15] I.A. Ikromov and D. Müller proved the full range Lp´L2 Fourier restriction
estimates for a very general class of hypersurfaces in R3 which includes the class of real analytic
hypersurfaces. In this article we partly extend their results to the mixed norm case where the
coordinates are split in two directions, one tangential and the other normal to the surface at
a fixed given point. In particular, we resolve completely the adapted case and partly the non-
adapted case. In the non-adapted case the case when the linear height hlinpφq is below two is
settled completely.
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1 Introduction
For a given smooth hypersurface S in Rn, its surface measure dσ, and a smooth compactly supported
function ρ ě 0, ρ P C80 pSq, the associated Fourier restriction problem asks for which p, q P r1,8s
the estimate ˜ż
| pf |qρdσ¸1{q ď Cp,q }f}LppRnq, f P SpRnq, (1)
holds true. This problem was first considered by E.M. Stein in the late 1960s. Soon thereafter the
problem was essentially solved for curves in two dimensions, see [7], [3], [27]. The higher dimensional
case in its most general form turned out to be too difficult, and the three dimensional case, as of
yet, is far from being completely understood even when S is the sphere. The case when q “ 2 has
proven to be more tractable since one can use the “R˚R technique”. This was exploited by P.A.
Tomas and E.M. Stein (see [25]) to obtain the full range Lp ´ L2 estimates when the hypersurface
in question is the unit sphere, and later further developed by A. Greenleaf in [11] where the full
range Lp´L2 estimates were obtained for surfaces with non-vanishing curvature. In fact, Greenleaf
proved that if one has a decay estimate on the Fourier transform of ρdσ (which can be interpreted
as a unfiorm estimate for an oscillatory integral), i.e.
|yρdσpξq| À p1` |ξ|q´1{h, ξ P Rn,
then the associated restriction estimate holds true for p1 ě 2ph` 1q and q “ 2. However, in general,
this range is not optimal. Recently I.A. Ikromov and D. Müller in their series of works (see [13],
[14], [15], and also their work with M. Kempe [12]) have developed techniques for proving the full
range Lp ´ L2 estimates for a very general class of surfaces. Their work builds upon the work of
V.I.Arnold and his school (in particular, see [26]) which highlighted the importance of the Newton
polyhedron within problems involving oscillatory integrals, and upon the work of D.H. Phong and
E.M. Stein [22] and D.H. Phong, E.M. Stein, and J.A. Sturm [23] where the authors in addition to
the Newton polyhedron used the Puiseux series expansions of roots to obtain results on oscillatory
integral operators. For further and more detailed references we refer the reader to [15].
In [15] Ikromov and Müller proved the following theorem.
Theorem 1. Let S be a smooth hypersurface in R3 and dσ its surface measure. Assume that S can
be given as a graph of a smooth function φ : Ω Ñ R3 of finite type with φp0q “ 0 and ∇φp0q “ 0,
where Ω Ď R2 is an open neighbourhood of 0. Furthermore, assume that φ is linearly adapted in
its original coordinates. Let ρ ě 0, ρ P C8c pSq, be a smooth compactly supported function. Then
the estimate (1) holds true for all ρ with sufficiently small support around 0 when q “ 2 and when
either
(a) φ is adapted in its original coordinates and p ě 2phpφq ` 1q, or
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(b) φ is not adapted in its original coordinates, satisfies the Condition (R), and p ě 2phrespφq`1q.
Since linear transformations respect the Fourier transform, one can always assume linear adapt-
edness. The quantities hpφq and hrespφq are respectively the height and the restriction height of
the function φ (the precise definition can be found in Subsection 1.1 below; also note that we use
hrespφq to denote the restriction height of the function φ instead of hrpφq as in [15]). Condition
(R) is a factorisation condition which is true for real analytic functions, but not for general smooth
functions, and it remains open whether this condition can be removed in the above theorem.
In this paper we shall be interested in the mixed norm case with p now being a triple p “
pp1, p2, p3q and q “ 2 in (1). This means we take }f}LppR3q to mean˜ż ˜ż ˜ż
|f |p1px1, x2, x3qdx1
¸p2{p1
dx2
¸p3{p2
dx3
¸1{p3
.
We shall be interested in the particular case when p1 “ p2, i.e. we only differentiate between the
tangential and the normal direction to the surface S at the point 0 P S. Our task is to determine
for which p “ pp1, p1, p3q the inequality˜ż
| pf |2ρdσ¸1{2 ď Cp }f}LppR3q “ Cp }f}Lp3x3 pLp1px1,x2qq, f P SpR3q, (2)
holds true for ρ ě 0 supported in a sufficiently small neighbourhood of 0. This question may turn
out to be of great interest in the theory of PDEs for obtaining new mixed norm Strichartz estimates
for a wide collection of symbols φ determining the surface S.
It turns out that we can use the same techniques and decompositions as in the work [15] in
proving the estimate (2) in the cases we consider (namely, the adapted case and the non-adapted
case with hlinpφq ă 2). Though certain complications do appear more often than in [15], luckily one
can handle them using the same methods. The only additional ingredients we shall use are some
basic ideas from [9] (see also [19]) for handling mixed norms.
In this article we do not deal with the non-adapted case when hlinpφq ě 2, but one can easily
get some preliminary Fourier restriction estimates in this case. Namely, the abstract result from
[19] implies that we automatically have the Fourier restriction estimate for the up-left oriented blue
region in Figure 2 below. Combining this with the case p1 “ p2 “ p3 from Theorem 1 we get the
up-right oriented red region in the same Figure by interpolation. Sometimes the edge points are
missing though.
The structure of this article is as follows. In the following Subsection 1.1 we review some
fundamental concepts such as the Newton polyhedron and adapted coordinates. We also list some
elementary reductions. In Subsection 1.2 we list technical results related to oscillatory integrals,
such as the van der Corput lemma, and also some results regarding oscillatory sums from [15] useful
in conjunction with complex interpolation. In Subsection 1.3 we state results which we need for
handling mixed norms. In Section 2 we determine the necessary conditions (the Knapp conditions)
for the exponents in (2). See Proposition 12. In Subsection 2.2 we also determine explicitly the
Newton polyhedra of φ in its original and adapted coordinates in the case when the linear height of
φ is strictly less than 2. In Section 3, Proposition 15, we solve the adapted case, i.e. we prove that
if φ is adapted in its original coordinates, then the estimate (2) holds for all p’s determined by the
Knapp conditions, except occasionally for a certain endpoint. In the same section (see Proposition
16) we also reduce the general non-adapted case to considering the part near the principal root of φ.
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In Sections 4 and 5 we solve the case when the linear height of φ is strictly less than 2 for a class of
functions φ which includes the analytic functions (see Theorem 17 for a precise formulation). These
two sections constitute most of the article.
We use the following notational convention. If we have two nonnegative quantities A and B,
then A ! B means there is a small positive constant c such that A ď cB, A À B means there is
a (possibly large) positive constant C such that A ď CB, and A „ B means there is a positive
constant C such that A{C ď B ď CA. One defines analogously A " B and A Á B. Often the
constants c and C shall depend on certain parameters p in which case we shall occasionally write
A !p B, A Àp B, etc., in order to emphasize this dependence.
A further notational convention adopted from [15] is the use of the symbol χ0 (resp. χ1) to
denote a nonnegative smooth compactly supported cutoff function supported in a neighbourhood
of 0 P R (resp. away from 0 and in a neighbourhood of 1 or both ´1 and 1). The cutoff functions
χ0 and χ1 may differ from line to line. Sometimes in a formula we shall even use χ0 and χ1 several
times, each time designating a possibly slightly different function.
1.1 Fundamental concepts and basic assumptions
Let the surface S be given as a graph S “ Sφ :“ tpx1, x2, φpx1, x2qq : x “ px1, x2q P Ωu of a smooth
and real-valued function φ. We can assume without loss of generality that φp0q “ 0 and we take
Ω to be a sufficiently small neighbourhood of the origin in R2. In the mixed norm case we cannot
use the rotational invariance of the Fourier transform in order to reduce to the case ∇φp0q “ 0.
Instead, one can use the linear transformation
Lpx1, x2, x3q :“ px1, x2, x3 ` B1φp0qx1 ` B2φp0qx2q
whose inverse and transpose are
L´1px1, x2, x3q “ px1, x2, x3 ´ B1φp0qx1 ´ B2φp0qx2q,
Ltpx1, x2, x3q “ px1 ` B1φp0qx3, x2 ` B2φp0qx3, x3q.
Plugging in the function f ˝ Lt into the expression (2) we obtain˜ż
|Fpf ˝ Ltq|2pξ, φpξqqρpξqa1` |∇φpξq|2dξ¸1{2 ď Cp }f ˝ Lt}Lp3x3 pLp1px1,x2qq.
Now one just notices that }f ˝ Lt}Lp3x3 pLp1px1,x2qq “ }f}Lp3x3 pLp1px1,x2qq, and that
|Fpf ˝ Ltq|2pξ, φpξqq “ |F f |2pL´1pξ, φpξqqq
“ |F f |2pξ, φpξq ´ ξ ¨∇φp0qq.
since the determinant of L is 1. Thus the estimate (2) with the function φ is almost completely
equivalent to the same estimate with function φ replaced by the function ξ ÞÑ φpξq´ξ ¨∇φp0q which
has gradient 0 at the origin. The only difference is that we need to slightly change the amplitude
ρ because of the Jacobian factor
a
1` |∇φpξq|2. Due to the nature of our problem this change is
unessential. Thus, from now on we may and shall assume ∇φp0q “ 0.
Next, we impose on φ to be a function of finite type at 0. This means that there exists a multi-
index α P N20 such that Bαφp0q ‰ 0. By continuity, φ is of finite type on a neighbourhood of 0. We
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may therefore assume that φ is of finite type in each point of Ω. We define the Taylor support of φ
as the set
T pφq :“
!
α P N20 : Bαφp0q ‰ 0
)
.
The Newton polyhedron N pφq of φ is the convex hull of the setď
α
!
pt1, t2q P R2 : t1 ě α1, t2 ě α2
)
,
where the union is over all α such that Bαφp0q ‰ 0 (and so |α| ě 2). Both edges and vertices are
called faces of N pφq. We define the Newton diagram Ndpφq of φ to be the union of all compact
faces of N pφq.
If we are given a face f0 of N pφq, we can define its associated (formal) series
φf0px1, x2q :“
ÿ
αPf0XT pφq
Bαφp0q
α!
xα.
If f0 is a compact face, then φf0px1, x2q is a mixed homogeneous polynomial. This means that there
exists a pair κf0 “ pκf01 , κf02 q of positive numbers such that for any r ą 0 we have
φf0prκ
f0
1 x1, r
κ
f0
2 x2q “ rφf0px1, x2q,
and we call φf0 a κf0-homogeneous polynomial. κf0 is uniquely determined if and only if f0 is not
a vertex. For the same pκf01 , κf02 q we also have that
f0 Ď
!
pt1, t2q P R2 : κf01 t1 ` κf02 t2 “ 1
)
. (3)
When f0 is an unbounded face, φf0px1, x2q is to be taken only as a formal power series. Note that
then f0 is either a vertical or horizontal edge of N pφq, and we can also find unique κf01 and κf02 (one
of them being 0 in this case) such that (3) holds.
Of particular interest is the principal face pipφq defined as the face of minimal dimension of
N pφq which intersects the bisectrix tpt1, t2q P R2 : t1 “ t2u. Its associated series (or homogeneous
polynomial) we call the principal part of φ and denote φpr “ φpipφq. Let κ “ pκ1, κ2q determine the
line of the principal face if it is an edge, or when it is a vertex, let κ determine the edge of N pφq
having the principal face as its left endpoint. Interchanging the x1 and x2 coordinates if necessary
we may always assume that
κ2 ě κ1.
The Newton distance dpφq of φ is defined to be the coordinate d of the point pd, dq which is
the intersection of the bisectrix and the the principal face of N pφq. One can easily see that if
κ “ pκ1, κ2q determines the line of the principal face (or any of the lines in case pipφq “ tpd, dqu),
then we have
dpφq “ 1
κ1 ` κ2 .
The Newton height hpφq of φ is defined as
hpφq “ suptdpφ ˝ ϕq : ϕ a smooth local coordinate changeu.
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By a smooth local coordinate change we mean a function ϕ which is smooth and invertible in a
neighbourhood of the origin, and ϕp0q “ 0. We also define the linear height as
hlinpφq “ suptdpφ ˝ ϕq : ϕ a linear coordinate changeu.
For a coordinate change ϕ we shall denote the new cooridnates by y “ ϕpxq. In this case we also
denote dy “ dpφ ˝ ϕq. We say that φ is adapted in the y coordinates if dy “ hpφq. Analogously, we
say that φ is linearly adapted in coordinates y if dy “ hlinpφq. When φ is adapted in its original
coordinates x we say that φ is adapted, and if φ is not adapted in its original coordinates, then we
say that φ is non-adapted. Analogous expressions we shall use for linear adaptedness. We obviously
always have
dx “ dpφq ď hlinpφq ď hpφq.
The existence of an adapted coordinate system for real analytic functions on R2 was first proven
by Varchenko in [26]. He gave an explicit algorithm on how to construct an adapted coordinate
system. His result was generalised in [13] where it was shown that an adapted coordinate system
exists for general smooth functions. It turns out that in the smooth case one can also essentially
use Varchenko’s algorithm. In this article when we refer to Varchenko’s algorithm we shall always
mean the variant used in [13]. In this variant one constructs an adapted coordinate system in the
form of a non-linear shear transformation
y1 “ x1, y2 “ x2 ´ ψpx1q.
The smooth real-valued function ψ can be taken in the real-analytic case to be the principal root
jet of φ. We denote the function φ in the new (adapted) coordinates by φa. Then we have
φapyq “ φpy1, y2 ` ψpy1qq.
We introduce next Varchenko’s exponent νpφq P t0, 1u. If hpφq ě 2 and there exists an adapted
coordinate system y such that in these coordinates the principal face of φapyq is a vertex, we define
νpφq :“ 1. In all other cases we take νpφq :“ 0. In particular νpφq “ 0 whenever hpφq ă 2. A
concrete characterisation for determining when an adapted coordinate system having the principal
face as a vertex exists can be found in [14, Lemma 1.5].
Let us discuss next linear adaptedness. We assume that hlinpφq ă hpφq, i.e. that we cannot
achieve adapted coordinates with a linear coordinate change. In [15, Section 1.3] it was shown
that in this case we can always find a linearly adapted coordinate system, and [15, Proposition 1.7]
gives an explicit characterisation of when a coordinate system is linearly adapted. It was shown in
particular that if the coordinate system x is not already linearly adapted, then one just needs to
apply the first step of Varchenko’s algorithm in order to obtain it.
Since in our mixed norm case we consider only p1 “ p2, we can freely use linear coordinate
changes in “tangential” variables px1, x2q in the expression (2). Thus we may assume without loss
of generality that either the original coordinate system x is already adapted, or that it is at least
linearly adapted. In particular, we may assume dpφq “ hlinpφq.
At the end of this subsection we briefly review all the conditions on the function φ which we
may assume without loss of generality when considering the mixed norm restriction problem:
• φp0q “ 0 and ∇φp0q “ 0,
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• φ is of finite type on Ω,
• the κ determined by the principal face of N pφq (or the edge containing the principal face as
its left endpoint) satisfies κ2 ě κ1, and
• the original coordinate system x is either adapted, or linearly adapted but not adapted. Either
way we have dpφq “ hlinpφq.
1.2 Technical results related to oscillatory sums and integrals
We shall often need the following two one-dimensional oscillatory integral results. The first one is a
van der Corput-type estimate used in [15], and originating in the works of van der Corput [4], G.I.
Arhipov [1], and J.E. Björk (see [5]).
Lemma 2. Let M ě 2 be an integer and let f P CM pIq be a real-valued function on the interval
I Ă R. Let us assume that either
(i) |f pMqpsq| ě 1 for every s P I, or
(ii) f is of polynomial type M ě 2, that is, I is compact and there are positive constants c1, c2 such
that
c1 ď
Mÿ
j“1
|f pjqpsq| ď c2, for every s P I.
Then there exists a constant C which depends only on M in case (i), and on M , c1, c2, and I in
case (ii), such that for every λ P R we have
ˇˇˇ ż
I
eiλfpsqgpsqds
ˇˇˇ
ď Cp}g}L8pIq ` }g1}L1pIqq|λ|´1{M ,
for any bounded function g on I with an integrable derivative on I. Furthermore, if G P L1pIq is a
nonnegative function which is majorized by a function H P L1pIq such that pH P L1pIq, then for the
same constant C as above we haveż
I
Gpλfpsqqds ď Cp}H}L1 ` } pH}L1q|λ|´1{M .
We note that in the above lemma in case piiq we can use in both expressions p1 ` |λ|q´1{M
instead of |λ|´1{M since the constant C depends on I anyway. We also remark that we can always
use G “ |ϕ| for a Schwartz function ϕ since the Fourier transform of |ϕ| is integrable. The proof of
this well known fact is almost straightforward. Namely, the derivative of |ϕ| can have jumps only
at the points s where ϕpsq “ 0 and ϕ1psq ‰ 0. Denote the set of such points N and note that it is
a discrete set. In order to estimate the Fourier transform of |ϕ| at ξ, one integrates by parts twice
and gets the additionaly boundary terms which can be estimated by |ξ|´2 řsPN |ϕ1psq|. Using the
fact that between any two neighbouring points s1, s2 P N there is a point s inbetween such that
ϕ1psq “ 0 one gets řsPN |ϕ1psq| ď ş |ϕ2psq|ds and the claim follows.
The second lemma (less general, but with a stronger implication than the one in [15, Section
2.2]) we need gives us the asymptotic of an oscillatory integral of Airy type. We shall also need
some variants, but these we shall state and prove along the way when they are needed.
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Lemma 3. For λ ě 1 and u P R, |u| À 1, we consider the integral
Jpλ, u, sq :“
ż
R
eiλpbpt,sqt3´utqapt, sqdt,
where a, b are smooth and real-valued function on an open neighbourhood of I ˆK, for I a compact
neighbourhood of the origin in R and K a compact subset of Rm. Let us assume bpt, sq ‰ 0 on IˆK
and |t| ď ε on the support of a. If ε ą 0 is chosen sufficiently small and λ sufficiently large, then
the following holds true:
(a) If λ2{3|u| À 1, then we can write
Jpλ, u, sq “ λ´1{3gpλ2{3u, λ´1{3, sq,
where gpv, µ, sq is a smooth function of pv, µ, sq which has derivatives of any order uniformly
bounded on its natural domain.
(b) If λ2{3|u| " 1, then we can write
Jpλ, u, sq “λ´1{2|u|´1{4χ0pu{εq
ÿ
τPt`,´u
aτ p|u|1{2, s;λ|u|3{2qeiλ|u|3{2qτ p|u|1{2,sq
` pλ|u|q´1Epλ|u|3{2, |u|1{2, sq,
where a˘ are smooth functions in p|u|1{2, sq and classical symbols1 of order 0 in λ|u|3{2. The
function E is a smooth function satisfying
|BαµBβv BγsEpµ, v, sq| ď CN,α,β,γ |µ|´N ,
for all N,α, β, γ P N0, and where a˘, q˘ are smooth functions such that |q˘| „ 1.
Proof. For the part (a), we only sketch the proof since it is a straightforward modification of [15,
Lemma 2.2., (a)]. In the integral we substitute t ÞÑ λ´1{3t. Then we can write
Jpλ, u, sq “ λ´1{3
ż
R
eipbpλ´1{3t,sqt3´λ´1{3utqapλ´1{3t, sqχ0pλ´1{3t{εqdt.
We added the smooth cut-off function χ0 localised near 0 in order to emphasize that domain of
integration. If we denote
v “ λ2{3u,
µ “ λ´1{3,
then the integral can be written asż
R
eipbpµt,sqt3´vtqapµt, sqχ0pµt{εqdt.
We split the integral in two parts, depending on whether |t| ď C or |t| ą C for some fixed large C,
by using smooth cut-off functions The part where |t| ď C is obviously smooth in all the (bounded)
1 There is a slight error in [15, Lemma 2.2]. Namely, the functions a˘ there should also be classical symbols of
order 0 in the same variable as stated here.
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parameters pv, µ, sq and hence it satisfies the conclusion of the lemma. If C is sufficiently large, ε
sufficiently small, and |t| ą C, then
|Btpbpµt, sqt3 ´ vtq| „ |t|2,
|BNt Bαpbpµt, sqt3 ´ vtq| ÀN,α |t|3`|α|´N ,
where Bα is any derivative in the pv, µ, sq variables. Therefore by taking derivatives of the integral
in pv, µ, sq, factors of polynomial growth in t appear. This can be controlled by using integration
by parts a sufficient number of times since the phase derivative is „ |t|2, and so we get the uniform
estimate in this case too.
The second part (b) is also a straightforward modification of [15, Lemma 2.2., (b)], and so we
sketch the proof. Here we get a stronger result for the function E since we assume there are no t2
terms in the phase. We start by substituting t ÞÑ |u|1{2. Then one gets
Jpλ, u, sq “ v
ż
R
eiµpbpvt,sqt3´psgnuqtqapvt, sqχ0pvt{εqdt,
where µ denotes λ|u|3{2 and v denotes |u|1{2. If |u| Á ε and if ε is sufficiently small, then the
integration domain is |t| ! 1 and so we may use integration by parts and get the estimate as for
the E term in the conclusion.
Let us now assume |u| ! ε, and so in particular |v| ! 1. Derivative of the phase is
Btpbpvt, sqt3 ´ psgnuqtq “ t2p3bpvt, sq ` vtpB1bqpvt, sqq ´ sgnpuq.
If t is away from the critical points (which only exist if u and b are of the same signs), then we can
argue similarly as in the (a) part of the proof by using integration by parts and get an estimate as
for the E term in the conclusion. If u and b have the same sign, then there are two critical points
|t˘pv, sq| „ 1. One now applies the stationary phase method at each of the critical points and gets
the form in the conclusion of the theorem.
Next, we state results relating the Newton polyhedron and its associated quantities with asymp-
totics of oscillatory integrals.
Theorem 4. Let φ : Ω Ñ R be a smooth function of finite type defined on the set Ω Ă R2 containing
the origin. If Ω is a sufficiently small neighbourhood of the origin and η P C8c pΩq, thenˇˇˇˇ
ˇ
ż
eipξ1x1`ξ2x2`ξ3φpxqqηpxqdx
ˇˇˇˇ
ˇ ď Cηp1` |ξ|q´1{hpφq plogp2` |ξ|qqνpφq,
for all ξ P R3.
This result was proven in [14] and can be interpreted as a uniform estimate with respect to a
linear pertubation of the phase. The case when hpφq ă 2 was considered earlier in [6]. The case
when φ is real analytic and there is no pertubation (i.e. ξ1 “ ξ2 “ 0) the above result goes back to
Varchenko [26]. In the case of a real analytic function φ one actually has a uniform estimate with
respect to analytic pertubations (this was proved by Karpushkin in [17]).
We also have the following result from [14] which gives us sharpness of the Theorem 4 in the
case when ξ1 “ ξ2 “ 0.
9
Theorem 5. Let φ be as in Theorem 4 and let us define for λ ą 0 the function
J˘pλq :“
ż
e˘iλφpxqηpxqdx,
for an η P C8c pΩq. If the principal face pipφaq of φ in adapted coordinates is a compact face, and if
Ω is a sufficiently small neighbourhood of the origin, then we have the limits
lim
λÑ`8
λ1{hpφq
plog λqνpφqJ˘pλq “ c˘ηp0q,
where c˘ are non-zero constants depending on the phase φ only.
An analogous result was proved earlier by Greenblatt in [10] for real analytic phase functions φ.
When the principal face is not compact, Theorem 5 may fail in general (for an example of this see
[16]).
Finally, we state three lemmas which we shall often use in conjunction with Stein’s complex
interpolation theorem. The proofs of the first and third lemma can be found in [15, Section 2.5],
while we only give a brief note on the proof of the second lemma since it is a direct modification of
the first one. The proof of all of them are elementary, though the proof of the third one is rather
technical.
Lemma 6. Let Q “ śnj“1r´Rk, Rks be a compact cube in Rn for some real numbers Rk ą 0,
k “ 1, . . . , n, and let α, β1, . . . , βn be some fixed non-zero real numbers. For a C1 function H
defined on an open neighbourhood of Q, non-zero real numbers a1, . . . , an, and M a positive integer
we define
F ptq :“
Mÿ
l“0
2iαltpHχQqp2β1la1, . . . , 2βnlanq
for t P R. Then there is a constant C which depends only on Q and the numbers α and βk’s, but
not on H, ak’s, M , and t, such that
|F ptq| ď C }H}C1pQq|2iαt ´ 1|
for all t P R.
We shall often use this lemma in combination with the holomorphic function
γpζq :“ 2
iαpζ´1q
2iαpθ´1q
when applying complex interpolation. It has the property thatˇˇˇ
γp1` itqF ptq
ˇˇˇ
ď Cθ ă `8,
and γpθq “ 1. Note that if we have several different α’s whose singularities we need to deal with,
then we can just multiply the associated γ’s and obtain a holomorphic function with the same
properties as above.
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Lemma 7. Let Q “ śnk“1r´Rk, Rks be a compact cube in Rn for some real numbers Rk ą 0,
k “ 1, . . . , n, let α, β1, . . . , βn be some fixed non-zero real numbers, and let 0 ă  ă 1. For a C1
function H on a neighbourhood of Q, non-zero real numbers a1, . . . , an, and M a positive integer
we define
F ptq :“
Mÿ
l“0
2iαltpHχQqp2β1la1, . . . , 2βnlanq
for t P R. Then there is a constant C which depends only on Q and the numbers α, βk’s, and , but
not on H, ak’s, M , and t, such that
|F ptq| ď C |Hp0q| `
řn
k“1Ck
|2iαt ´ 1|
for all t P R. The constants Ck are given as
C1 :“ sup
y1PR1
|y1|1´
ż 1
0
|pB1Hqpsy1, 0, . . . , 0q|ds,
Ck :“ sup
y1,...,yk
|yk|1´
ż 1
0
|pBkHqpy1, . . . , yk´1, syk, 0, . . . , 0q|ds, k ą 1,
where the supremum goes over the set
śk
j“1r´Rj , Rjs.
The only difference compared to the proof of [15, Lemma 2.7.] is that one now writes
Hpyq “ Hp0q ` |y1|Hpy1, 0, . . . , 0q ´Hp0q|y1|
`
nÿ
k“1
|yk|Hpy1, . . . , yk´1, yk, 0, . . . , 0q ´Hpy1, . . . , yk´1, 0, 0, . . . , 0q|yk| , (4)
and notes that the fractions are bounded by their respective Ck’s. This lemma is only a slight
variation of [15, Remark 2.8.].
In the above lemma we could have directly defined Ck’s as the Hölder quotients appearing in
(4), but the formulae used in the Lemma 7 turn out to be more practical. One can easily construct
an example though where using the Hölder quotients is more appropriate. One example is when
one has an oscillatory factor such as in Hpy1q “ y1 eiy
´1
1 , 0 ă y1 ă 1 (cf. the Riemann singularity
as in [24, Chapter VIII, Subsection 1.4.2]). This function is -Hölder continuous at 0 and satisfies
the conclusion of Lemma 7 in the sense that |F ptq| ď C|2iαt ´ 1|, but one can show without too
much effort that the integral defining C1 in Lemma 7 is infinite.
The third lemma is a two parameter version of the first one.
Lemma 8. Let Q “ śnj“1r´Rk, Rks be a compact cube in Rn for some real numbers Rk ą 0,
k “ 1, . . . , n, and let α1, α2 P Qˆ, and βk1 , βk2 P Q, k “ 1, . . . , n, be fixed numbers such that
α1β
k
2 ´ α2βk1 ‰ 0,
for all k (i.e. the vector pα1, α2q is linearly independent from pβk1 , βk2 q). For a C2 function H defined
on an open neighbourhood of Q, non-zero real numbers a1, . . . , an, and M1,M2 positive integers we
define
F ptq :“
M1ÿ
l1“0
M2ÿ
l2“0
2ipα1l1`α2l2qtpHχQqp2pβ11 l1`β12 l2qa1, . . . , 2pβn1 l1`βn2 l2qanq
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for t P R. Then there is a constant C which depends only on Q and the numbers α1, α2, βk1 ’s, βk2 ’s,
but not on H, ak’s, M1, M2, and t, such that
|F ptq| ď C }H}C2pQq|ρptq|
for all t P R. The function ρ is defined by ρptq :“śNν“1 ρ˜pνtqρ˜p´νtq for
ρ˜ptq :“ p2iα1t ´ 1qp2iα2t ´ 1q
nź
k“1
p2ipα1βk2´α2βk1 qt ´ 1q,
and N a positive integer depending on the βk1 ’s and β
k
2 ’s.
For future reference, we also note the following construction from [15, Remark 2.10] of a complex
function γ on the strip Σ :“ tζ P C : 0 ď Re ζ ď 1u which shall be used in the context of complex
interpolation together with the above two parameter lemma. If we are given 0 ă θ ă 1 and the
exponents α1, α2, and βk1 ’s, βk2 ’s as above, we define
γpζq :“
Nź
ν“1
γ˜pνpζ ´ 1qqγ˜p´νpζ ´ 1qq
γ˜pνpθ ´ 1qqγ˜p´νpθ ´ 1qq , (5)
where
γ˜pζq :“ p2α1ζ ´ 1qp2α2ζ ´ 1q
nź
k“1
p2pα1βk2´α2βk1 qζ ´ 1q.
It has the following two key properties. It is an entire analytic function uniformly bounded on the
strip Σ, and for the function F as in Lemma 8 there is a constant Cθ such that for all t P Rˇˇˇ
γp1` itqF ptq
ˇˇˇ
ď Cθ ă `8.
It also has the property that γpθq “ 1.
1.3 Auxiliary mixed-norm related results
We start with the remark that we can freely use Littlewood-Paley decompositions in the mixed
norm case. See [20, Theorem 2], and also [2, 8].
In this subsection R shall denote the Fourier restriction operator LppR3q Ñ L2pdµq for a positive
finite Radon measure µ. Recall that we assume p “ pp1, p2, p3q with p1 “ p2.
We first consider the simple case when p “ p2, 2, 1q and µ has the form
xµ, fy “
ż
Ω
fpx, φpxqq ηpxqdx, (6)
where φ is any measurable function on the open set Ω and η P C8c pΩq is a non-negative function.
In this case the form of the adjoint of R is
pR˚fqpx1, x2, x3q “
ż
R2
eipx1ξ1`x2ξ2`x3φpξqqfpξqηpξqdξ,
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and it is called the extension operator. Using Plancherel for each fixed x3, we easily get boundedness
of R˚ : L2pdµq Ñ L8x3pL2px1,x2qq. Note that the operator bound depends only on the L8 norm of η.
When considering the Lp ´ L2 Fourier restriction problem for other p’s, it is advantageous to
reframe the problem using the so called “R˚R” method. The boundedness of the restriction operator
R : Lp Ñ L2pdµq is equivalent to the boundedness of the operator T “ R˚R, which can be written
as
Tfpyq :“
ż
R3
ż
R3
fpy ´ xqeiξ¨x dµpξqdx “ f ˚ qµpyq, f P SpR3q, (7)
in the pair of spaces Lp Ñ Lp1 , where p1 denotes the Young conjugate triple pp11, p11, p13q. Note that
the operator T is linear in µ and it even makes sense for a complex µ (unlike the restriction operator
R). This enables us to decompose the measure µ into a sum of complex measures, each having an
associated operator of the same form as in (7).
The following few lemmas give us information on the boundedness of convolution operators,
such as in (7).
Lemma 9. Let us consider the convolution operator T : f ÞÑ f ˚ pµ for a tempered Radon measure
µ (i.e. a Radon measure which is a tempered distribution).
(i) If µ satisfies
|pµpx1, x2, x3q| À Ap1` |x3|q´σ˜ (8)
for some σ˜ ă 1, then the operator norm of T : Lp Ñ Lp1 for p1{p11, 1{p13q “ p0, σ˜{2q is bounded
(up to a multiplicative constant) by A.
(ii) If µ is a bounded function such that }µ}L8 À B, then the operator norm of T : L2 Ñ L2 is
bounded (up to a multiplicative constant) by B.
Proof. One can easily show by integrating (7) in px1, x2q variables that
}Tfp¨, y3q}L8py1,y2q À A
ż
R
}fp¨, y3 ´ x3q}L1px1,x2qp1` |x3|q
´σ˜dx3,
and therefore we can now apply the (one-dimensional) Hardy-Littlewood-Sobolev inequality and
obtain the claim in the first case. The second case when p1 “ p3 “ 2 is a well known classical result
for multipliers.
For a more abstract approach to the above lemma see [9] and [19]. There one also obtains an
appropriate result for σ˜ “ 1 when 1{p11 ą 0, but shall not need this.
A particular useful application of the above lemma is the following.
Lemma 10. Let us consider T : f ÞÑ f ˚ pµ for a tempered Radon measure µ which is now localised
in the frequency space:
supp pµ Ă R2 ˆ r´λ3, λ3s
for a λ3 Á 1. Let us assume that we have the estimates
}pµ}L8 À A,
}µ}L8 À B.
(9)
Then T is a bounded operator for p 1
p11
, 1
p13
q “ p0, σ˜2 q for all 1 ą σ˜ ě 0, with the associated operator
norm being at most (up to a multiplicative constant) Aλσ˜3 . The operator norm of T : L
2 Ñ L2 is
bounded (up to a multiplicative constant) by B.
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Proof. We only need to obtain the decay estimate (8). We note that since pµ has x3 support bounded
by λ3, it follows
|pµpx1, x2, x3q| À A p1` λ´13 |x3|q´σ˜
À Aλσ˜3 p1` |x3|q´σ˜
for all 1 ą σ˜ ě 0.
At the end of this subsection we note the following simple result which tells us that the conclusion
of Lemma 9 is in a sense quite sharp. We remark that the last conclusion in the lemma below is
consistent with the condition σ˜ ă 1 in (8).
Lemma 11. Consider the convolution operator T : f ÞÑ f ˚ pµ for a tempered Radon measure
µ whose Fourier transform pµ is continuous. Let ϕ : r0,`8q Ñ p0,`8q be an increasing and
unbounded continuous function and assume that at least one of the limits
lim
x3Ñ´8
pµp0, 0, x3qp1` |x3|qσ˜
ϕp|x3|q or limx3Ñ`8 pµp0, 0, x3qp1` |x3|q
σ˜
ϕp|x3|q
exists for some 0 ă σ˜ ă 1, with the limiting value being a nonzero number. Then T : Lp Ñ Lp1
is not a bounded operator for p1{p11, 1{p13q “ p0, σ˜{2q. The conclusion also holds in the case when
ϕ “ 1 and σ˜ “ 1 if we assume furthermore that pµ is uniformly bounded and that both of the above
limits exist and are equal with the limiting value being a nonzero number.
Proof. Let us start by assuming that the operator
T : L
2
2´σ˜
x3 pL1px1,x2qq Ñ L2{σ˜x3 pL8px1,x2qq
is bounded. Since pµ is continuous, without loss of generality we can assume that for all x3 ą K ą 0
we have
pµpxq „ |x3|´σ˜ ϕp|x3|q (10)
for all x in a neighbourhood U of the positive x3-axis which may shrink when x3 Ñ8. Now consider
the function fpxq “ ε´2χ0px1ε qχ0px2ε qχ0px3M q, where χ0 is smooth, identically 1 in the interval r´1, 1s,
and supported within the interval r´2, 2s. Then
}f}
L
2
2´σ˜
x3
pL1px1,x2qq
„M1´ σ˜2 ,
and if we assume  to be sufficiently small and M sufficiently large, one obtains by a simple calcu-
lation that
Tfp0, 0, x3q „
˜
χ0p ¨
M
q ˚
´
| ¨ |´σ˜ ϕp| ¨ |q
¯¸
px3q
for all x3 such that 4M ă x3 ă CpM, εq, where CpM, εq Ñ 8 when  Ñ 0 and M is fixed. If in
addition we know say x3 ď 5M ă CpM, εq, then
Tfp0, 0, x3q ÁM1´σ˜ ϕp|M |q,
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and the lower bound on the norm is
}Tf}
L
2{σ˜
x3
pL8px1,x2qq
Á
´
M1´σ˜ ϕp|M |q
¯
M σ˜{2
“M1´σ˜{2 ϕp|M |q.
But now by the boundedness assumption we obtain
M1´σ˜{2 ϕp|M |q ÀM1´σ˜{2 „ }f}
L
2
2´σ˜
x3
pL1px1,x2qq
,
i.e. ϕp|M |q À 1. This is impossible in general since we can take M Ñ8.
In the case when the limits are equal, σ˜ “ 1, and ϕ “ 1, we can take (10) to be true for |x3| ą K.
If we use the same f as above, then for any x3 P r´M{2,M{2s we have
Tfp0, 0, x3q Á
ż M{2
K
|t|´1dt´K}pµ}L8 Á lnM
for an M sufficiently large. Thus the norm }Tf}L2x3 pL8px1,x2qq is bounded below by M
1{2 lnM , while
}f}L2x3 pL1px1,x2qq is of size M
1{2. This is impossible if T is bounded.
The above proof in the case σ˜ “ 1 and ϕ “ 1 does not work if the limits have the same absolute
value but opposite signs. This is related to the fact that an operator given as a convolution against
x ÞÑ x{p1` x2q is bounded L2pRq Ñ L2pRq since the Fourier transform of x ÞÑ x{p1` x2q is up to
a constant ξ ÞÑ e´|ξ| sgn ξ.
2 Knapp Conditions
In this section our assumptions on φ are as explained in Subsection 1.1. Our goal is to determine
what the necessary conditions on p “ pp1, p1, p3q P r1,8s3 are for which (2) holds true whenever
ρp0q ‰ 0.
We first need to introduce some further notation. In the following we fix a coordinate change of
the form
y1 “ x1, y2 “ x2 ´ fpx1q,
where f is a smooth function in a neighbourhood of 0 such that fp0q “ 0 and its formal Taylor
series is non-zero. In [15] a slightly more general function f was considered, but in this article we
shall not be interested in such generality. The function φ in the new coordinates is
φf py1, y2q :“ φpy1, y2 ` fpy1qq.
We denote the vertices of N pφf q by
pAl, Blq P N20, l “ 0, 1, 2, . . . , n,
where n ě 0 and we assume that the points are ordered from left to right, i.e. Al´1 ă Al for
l “ 1, 2, . . . , n. Now we can denote the compact edges of N pφf q by
γl :“ rpAl´1, Bl´1q, pAl, Blqs, l “ 1, 2, . . . , n,
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1{κf1
1{κf2
Lf
pA0, B0q
pA1, B1q
pAl0´1, Bl0´1q
pAl0 , Bl0q
pAl0`1, Bl0`1q
pAn´1, Bn´1q pAn, Bnq
N pφf q
t1
t2
Figure 1: The (augmented) Newton polyhedron associated to φf .
and also the unbounded edges by
γ0 :“ tpt1, t2q P R2 : t1 “ A0, t2 ě B0u,
γn`1 :“ tpt1, t2q P R2 : t1 ě An, t2 “ Bnu.
Let us denote by Ll, l “ 0, . . . , n ` 1, the associated lines on which these edges lie. For each such
line we have its associated equation
κl1t1 ` κl2t2 “ 1,
where κ1, κ2 ě 0. We also introduce the quantity
al :“ κ
l
2
κl1
,
representing the slope of the line. We obviously have a0 “ 0 and an`1 “ 8.
In order to introduce the restriction height appearing in Theorem 1, we need the line Lf defined
in the following way. Let us denote by 0 ă m0 ă 8 the leading exponent in the Taylor expansion
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1
2pm0`1q
´
1` κn˜`12 ´κn˜2
κn˜`11 ´κn˜1
¯
1
2pm0`1q
´
1` κ
l0
2 ´κ2
κ
l0
1 ´κ1
¯
1{2
1{p2hpφqq
1{p2hrespφqq
1{p2dpφqq
1{2
p1 “ p3
1{p11
1{p13
Figure 2: Knapp conditions on the p1{p11, 1{p13q graph.
of f . We define Lf to be the unique line
κf1 t1 ` κf2 t2 “ 1,
satisfying the conditions κf2 “ m0κf1 and that it is the supporting line to the Newton polyhedron
N pφf q. By a supporting line we mean a line which intersects N pφf q, but only in its boundary. This
line is precisely the one associated to the principal face of φ in its original coordinates when we take
f “ ψ, as is well known from Varchenko’s algorithm. Next, let l0 be such that
al0 ą m0 ě al0´1.
Then one should notice that the point pAl0´1, Bl0´1q is the right endpoint of the intersection of Lf
and N pφf q. Varchenko’s algorithm shows that in the case when f “ ψ ‰ 0 we have Bl0´1 ě Al0´1.
Now we can define the augmented Newton polyhedron N respφf q (note the slight change in notation
compared to [15], where N rpφf q is used instead) as the convex hull of the set
N pφf q Y Lf`,
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where Lf` denotes the ray !
pt1, t2q P Lf : t2 ě Bl0´1
)
.
See Figure 1.
Before stating the necessary conditions analogous to [15, Proposition 1.16.], let us denote by
κ “ pκ1, κ2q the weight determining the principal face of φ in its original coordinates. In the case
of the principal face being a vertex, we take κ to determine the edge which has pipφq as its left
endpoint. Recall that we assume κ2 ě κ1 and that φ is linearly adapted in its original coordinates.
Proposition 12. Let φ be as above. Let ρ ě 0, ρ P C80 pSq, be a smooth compactly supported
function with ρp0q ‰ 0, and assume that the estimate (2) holds true. Let us consider a shear
transformation
y1 :“ x1, y2 :“ x2 ´ fpx1q,
where f is a real valued, smooth, non-flat function (i.e. its Taylor series is non-zero), such that
fp0q “ 0, and with the leading exponent m0 ą 0. Let φf pyq “ φpy1, y2 ` fpy1qq be the function φ
expressed in the y coordinates. Then it necessarily follows that
κl1 ` κl2
2
ě p1`m0qκ
l
1
p11
` 1
p13
, l “ 0, 1, . . . , n, with κ
l
2
κl1
ą m0,
κf1 ` κf2
2
ě p1`m0qκ
f
1
p11
` 1
p13
.
(11)
and in particular for all pairs pκ˜1, κ˜2q which determine the supporting lines to the augmented Newton
polyhedron N respφf q. Furthermore, we always have the conditions
1
dpφqp11
` 1
p13
ď 1
2dpφq ,
1
p11
ď 1
2
,
1
p13
ď 1
2hpφq . (12)
where dpφq “ 1{pκ1 ` κ2q and κ is the weight associated to the principal face of φ in its original
coordinates. If φ is not adapted in its original coordinates and f equals ψ, then we have κ “ κf . In
particular the first condition in (12) coincides with the second one in (11).
Proof. We give only a sketch of the proof since it is almost completely the same as in [15]. Let pκ˜1, κ˜2q
determine any supproting line to the augmented Newton polyhedron N respφf q. This particularly
implies that κ˜2 ě m0κ˜1.
We first consider the case when κ˜1 ą 0, i.e. when the associated line is not horizontal. In this
case for each sufficiently small ε ą 0 we define the region
Dfε :“
!
y P R2 : |y1| ď εκ˜1 , |y2| ď εκ˜2
)
,
which in the original coordinate system has the form
Dε :“
!
x P R2 : |x1| ď εκ˜1 , |x2 ´ fpx1q| ď εκ˜2
)
.
Using the φfκ˜ part of the Taylor approximation of φ
f one easily gets that for each y P Dfε we have
|φf pyq| À Cε. Returning to the x coordinates we obtain
|φpxq| ď Cε, x P Dε.
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But for x P Dε one has
|x2| ď εκ˜2 ` |fpx1q| À εκ˜2 ` εm0κ˜1 À εm0κ˜1 ,
since |fpx1q| À |x1|m0 and κ˜2 ě m0κ˜1. Therefore the region Dε is contained in the set where
|x1| ď C1εκ˜1 and |x2| ď C2εκ˜2 . Thus we choose a Schwartz function ϕε which has its Fourier
transform of the form
xϕεpx1, x2, x3q “ χ0´ x1
C1εκ˜1
¯
χ0
´ x2
C2εκ˜2
¯
χ0
´ x3
Cε
¯
,
for some smooth compactly supported function χ0 which is identically 1 on the interval r´1, 1s.
Then in particular we have xϕεpx1, x2, φpx1, x2qq ě 1 on Dε.
Now on one hand, since ρp0q ‰ 0, we have˜ż
S
|xϕε|2ρdσ¸1{2 Á |Dε|1{2 “ εpκ˜1`κ˜2q{2,
and on the other
}ϕε}Lp3x3 pLp1px1,x2qq „ ε
p1`m0qκl1
p11
` 1
p13 .
Plugging these into (2) and letting εÑ 0 one obtains (11) for the non-horizontal edges.
In the horizontal case one only slightly changes the argument. Namely, one defines for a suffi-
ciently small δ ą 0
Dfε :“
!
y P R2 : |y1| ď εδ, |y2| ď εκ˜2
)
.
The associated set in the x coordinates Dε is then contained in the box determined by |x1| ď εδ
and |x2| ď εm0δ. Furthermore, using a Taylor series expansion, one can easily show that for x P Dε
we have again |φpxq| ď Cε. Now one proceeds as in the non-horizontal case, the only difference is
that after taking the limit εÑ 0, one also needs to take the limit δ Ñ 0.
The proof of (12) is again similar to above. One considers the set Dε defined by tx P R2 : |x1| ď
εκ1 , |x2| ď εκ2u in the case when the principal face of φ is compact. If it is not compact, then one
uses tx P R2 : |x1| ď εδ, |x2| ď εκ2u. Using the Taylor approximation of φpxq one gets that for
x P Dε we have |φpxq| À ε. The first condition in (12) is then obtained by plugging
xϕεpx1, x2, x3q “ χ0´ x1
εκ1
¯
χ0
´ x2
εκ2
¯
χ0
´ x3
Cε
¯
,
into the estimate (2) in the compact case. In the non-compact case we just change εκ1 to εδ. The
second condition in (12) is a consequence of the first one. In the adapted case, when dpφq “ hpφq,
we get automatically also the third condition from the first one. Finally, as was mentioned at the
beginning of this section, if φ is non-adapted, then taking f “ ψ one has κf “ κ, and if we take
l such that κl is associated to the principal face of φa “ φf , then we have hpφq “ 1{pκl1 ` κl2q.
Therefore the associated condition to this l in (11) implies the third condition in (12).
In general, not all conditions are necessary. One can show that it is sufficient to consider the
conditions up to l “ n˜`1 where n˜ is the greatest integer such that 1`pκn˜`12 ´κn˜2 q{pκn˜`11 ´κn˜1 q ě 0.
As in the p1 “ p3 case, we expect in case when φ is not adapted in its original coordinates that
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the sharpest conditions are obtained when we take f to be ψ, the principal root of φ. This will
of course follow if we prove that the Fourier restriction estimate is true within the range given by
these conditions. In the adapted case, when dpφq “ hpφq, it turns out that the only condition we
need is
1
hpφq
1
p11
` 1
p13
ď 1
2hpφq , (13)
which coincides with the first condition in (12). This will follow as soon as we prove the estimates
in range given by (13) in Section 3 (though sometimes an endpoint estimate on the 1{p13 axis will
not hold).
In general, the Knapp conditions give a polyhedron when looking at the p1{p11, 1{p13q graph (see
Figure 2).
Remark 13. We describe how the p1{p11, 1{p13q graph of the Knapp conditions is related to the
Legendre transform of the Newton polyhedron. As already noted, the Knapp conditions can be stated
as
κ˜1 ` κ˜2
2
ě p1`m0qκ˜1
p11
` 1
p13
,
for all pκ˜1, κ˜2q determining the supporting lines to the augmented Newton polyhedron of φa, the
function φ in adapted coordinates. This is equivalent to
1
p13
ď 1
2
˜
κ˜2 ´
´2` 2m0
p11
´ 1
¯
κ˜1
¸
,
and if we take κ˜2 to depend on κ˜1, this is in turn equivalent to
1
p13
ď ´1
2
pLegendre transformqpκ˜1 ÞÑ κ˜2q
”2` 2m0
p11
´ 1
ı
.
We take the function κ˜1 ÞÑ κ˜2 to be finite on the closed interval r0, κ˜f1 s, and `8 otherwise. See
Figure 3.
2.1 Conditions when the ratio is fixed
If we fix a ratio r “ p11{p13 P r0,8s, then we are able to introduce a quantity slight more general
than the restriction height hrespφq introduced in [15]. We shall not use this quantity in this article,
but it may prove useful when considering the mixed norm Fourier restriction for functions φ with
hlinpφq ě 2. The cases r P t0,8u are not interesting since we shall prove the associated results in
the Section 3 easily, so we assume that r P x0,8y is fixed. In this case the conditions (11) can be
restated as
κ˜1 ` κ˜2
2
ě p1`m0qκ˜1
rp13
` 1
p13
ðñ p13 ě 2 p1`m0qκ˜1 ` rrpκ˜1 ` κ˜2q ,
where again pκ˜1, κ˜2q determine the supporting lines to the augmented Newton polyhedron N respφf q.
But now we notice that the number rp1 `m0qκ˜1 ` rs{rrpκ˜1 ` κ˜2qs is actually the t2-coordinate of
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`8 `8
pκn`11 , κn`12 q
pκn1 , κn2 q
pκn´11 , κn´12 q
pκl0`11 , κl0`12 q pκl01 , κl02 q pκf1 , κf2q
κ˜1
κ˜2
Figure 3: The typical form of the graph of the function κ˜1 ÞÑ κ˜2.
the intersection of the line κ˜1t1 ` κ˜2t2 “ 1 (which we shall denote by Lκ˜) with the parametrised
line t ÞÑ pt´ p1`m0q{r, tq (which we shall denote by ∆pmqr ). This motivates us to define
hlr :“ p1`m0qκ
l
1 ` r
rpκl1 ` κl2q
´ 1 (14)
when κl2{κl1 ą m0 (i.e. for l ě l0, as denoted in [15]). Then if we define
hfr pφq :“ max
#
df pφq ` 1
r
´ 1, hl0r , . . . , hn`1r
+
, (15)
the conditions (11) can be restated that the inequalities
p11 ě 2rp1` hfr pφqq,
p13 ě 2p1` hfr pφqq,
(16)
must hold necessarily true for all r P x0,8y.
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2
N pφq
t1
t2
2m n
2
N pφaq
t1
t2
1
2pm`1q
1
2
n`2
4pm`1q
1
4
pn` 2q{p4nq
pm` 1q{p4mq
1{p11
1{p13
Figure 4: The Newton polyhedra associated to the An´1 type of singularity in the (linearly adapted)
original and adapted coordinates respectively, and the associated Knapp conditions.
2.2 The case when hlinpφq < 2
In the case when φ is non-adapted and the linear height of φ is strictly less than 2, it turns out there
are only two relevant Knapp conditions (when taking f to be the principal root ψ in Proposition 12).
Let p be the exponent obtained by the intersection of the lines of these two conditions. Then it is
sufficient to prove the Fourier restriction estimate for the exponent p and the exponents associated
to the points lying on the axes, i.e. p0, 1{2q and p1{p2hpφqq, 0q. In order to obtain what precisely
this point p is, we recall [15, Proposition 2.11] which gives us explicit normal forms of φ in this case.
It states that there are two type of singularities, A and D. In the case of an A type of singularity,
the form of the function φ is
φpx1, x2q “ bpx1, x2qpx2 ´ ψpx1qq2 ` b0px1q. (17)
Here ψ, b, and b0 are smooth functions such that ψpx1q “ cxm1 `Opxm`11 q (here c ‰ 0 and m ě 2),
bp0, 0q ‰ 0, and b0px1q “ xn1βpx1q (here either βp0q ‰ 0 and n ě 2m` 1, or b0 is flat). The function
ψ is the principal root of φ. If b0 is flat, this is the A8 singularity, and otherwise it is the An´1
22
singularity.
1 2m` 1
2
2m`1
m
4` k
N pφq
t1
t2
1 2m` 1 n
2
2m`1
m
4` k
N pφaq
t1
t2
1
4pm`1q
1
2
n`1
4pm`1q
1
4
pn` 1q{p4nq
pm` 1q{p2p2m` 1qq
1{p11
1{p13
Figure 5: The Newton polyhedra associated to the Dn`1 type of singularity in the (linearly adapted)
original and adapted coordinates respectively, and the associated Knapp conditions.
In adapted coordinates, the formula (17) turns into
φapy1, y2q “ bapy1, y2qy22 ` b0py1q, (18)
where bapy1, y2q “ bpy1, y2 ` ψpy1qq, i.e. the function b in py1, y2q coordinates. From the formulas
(17) and (18) one can now determine the form of the Newton polyhedron of φ and φa, and therefore
easily calculate that the relevant exponent is p1{p11, 1{p13q “ p1{p2m`2q, 1{4q (see Figure 4). Namely,
in this case the Knapp conditions (11) can be written as
2
p11
` 4m
m` 1
1
p13
ď 1,
4pm` 1q
n` 2
1
p11
` 4n
n` 2
1
p13
ď 1.
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In the case of D type singularity one obtains
φpx1, x2q “ px1b1px1, x2q ` x22b2px2qqpx2 ´ ψpx1qq2 ` b0px1q,
φapy1, y2q “
´
y1b
a
1py1, y2q ` py2 ` ψpy1qq2b2py2 ` ψpy1qq
¯
y22 ` b0py1q,
(19)
i.e. the function b from (17) is now to be written as bpx1, x2q “ x1b1px1, x2q`x22b2px2q. In this case
we have the conditions b1p0, 0q ‰ 0 and b2px2q “ c2xk2 `Opxk`12 q. Again ψpx1q “ cxm1 `Opxm`11 q
(c ‰ 0, m ě 2) and b0px1q “ xn1βpx1q, but now either βp0q ‰ 0 and n ě 2m ` 2, or b0 is flat. If
b0 is flat, this is the D8 singularity, and otherwise it is the Dn`1 singularity. The function ba1 is
the function b1 in py1, y2q coordinates. Now one determines the form of the Newton polyhedra and
calculates that the relevant exponent is p1{p11, 1{p13q “ p1{p4m` 4q, 1{4q (see Figure 5). The Knapp
conditions can be written as
2
p11
` 2p2m` 1q
m` 1
1
p13
ď 1,
4pm` 1q
n` 1
1
p11
` 4n
n` 1
1
p13
ď 1.
In the A8 and D8 cases the Knapp conditions form a right-angled trapezium (easily seen by
taking nÑ8).
3 The Adapted Case and Reduction to Restriction Estimates Near
the Principal Root Jet
Here we mimic [15, Chapter 3] and the last section of [14], where the adapted case is considered.
In this section all the relevant measures will be of the form
xµ, fy “
ż
fpx, φpxqqηpxqdx (20)
where φp0q “ 0, ∇φp0q “ 0, and η is a smooth non-negative function with sufficiently small support
around 0. We assume that φ is of finite type on the support of η. The associated Fourier restriction
problem is ˜ż
| pf |2dµ¸1{2 ď Cη }f}Lp3x3 pLp1px1,x2qq, f P SpR3q, (21)
for all η with sufficiently small support.
The following proposition will be useful in this section.
Proposition 14. Let µ, φ, and η be as above. Then the mixed norm Fourier restriction estimate
(21) holds true for the point p1{p11, 1{p13q “ p1{2, 0q. Furthermore we have the following two cases.
(i) If either hpφq “ 1 or νpφq “ 1, then the estimate (21) holds true for 1{p11 “ 0 and 1{p13 ă
1{p2hpφqq. In this case the estimate for p1{p11, 1{p13q “ p0, 1{p2hpφqqq does not hold if ηp0q ‰ 0.
(ii) If hpφq ą 1 and νpφq “ 0, then the estimate (21) holds true for p1{p11, 1{p13q “ p0, 1{p2hpφqqq.
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Proof. The claim for p1{p11, 1{p13q “ p1{2, 0q follows from considerations at the beginning of Subsec-
tion 1.3.
Let us now recall what happens in the non-degenerate case, i.e. when the determinant of the
Hessian detHφp0, 0q ‰ 0. This is equivalent to hpφq “ 1 and in this case φ is adapted in any
coordinate system. Here we have the bound (21) for all of the p1{p11, 1{p13q given in the Knapp
condition (13), except for the point p0, 1{2q, for which it does not hold. This fact is actually true
globally, i.e. the Strichartz estimates hold (see [9, 19] and references therein) in the same range,
and one can easily convince oneself that the same proof as in say [19] goes through in our local
case. For the negative results at the point p0, 1{2q in the case of Strichartz estimates see [18] and
[21]. We can also get negative results at the point p0, 1{2q directly in our case by applying Lemma
11 with the case σ˜ “ ϕ “ 1. The limits in Lemma 11 are obtained by a simple application of the
two dimensional stationary phase. Furthermore, since the Hessian does not change its sign when
changing the phase φ ÞÑ ´φ, the limits in both directions are equal.
The claims for the case when hpφq ą 1 follow easily by applying Theorems 4 and 5 to Lemmas
9 and 11 respectively. In Lemma 11 we take ϕ to be the logarithmic function x ÞÑ logp2` xq.
3.1 The Adapted Case
The following proposition tells us precisely when the Fourier restriction estimate holds in the adapted
case.
Proposition 15. Assume µ, φ, and η have the form as at the beginning of this section and let us
assume that φ is adapted.
(i) If hpφq “ 1 or νpφq “ 1, then the full range given by the Knapp condition (13) holds true,
except for the point p0, 1{p2hpφqq “ p0, 1{2q where it is false if ηp0q ‰ 0.
(ii) If hpφq ą 1, and νpφq “ 0, then the full range given by the Knapp condition (13) holds true,
including the point p0, 1{p2hpφqq “ p0, 1{2q.
Proof. The case when hpφq “ 1 is the classical known case and it was already discussed in the
proof of Proposition 14. The case when hpφq ą 1 and νpφq “ 0 follows from Proposition 14 by
interpolation.
Let us now consider the remaining case when hpφq ą 1 and νpφq “ 1. Then if we would use
Proposition 14 and interpolation as in the previous case, we would miss all the boundary points
determined by the line of the Knapp condition (13)
1
hpφq
1
p11
` 1
p13
“ 1
2hpφq ,
except the point p1{2, 0q which always holds. Recall that this is essentially because we have the
logarithmic factor in the decay of the Fourier transform of µ. Instead, one can use the strategy from
[14, Section 4] to avoid this problem. We shall only briefly sketch the argument. We may assume
that we consider the measure of the form
xµ, fy “
ż
pR`q2
fpx, φpxqqηpxqdx,
as other quadrants can be treated similarily. In [14, Section 4] one decomposes
µ “
ÿ
kěk0
µk,
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where µk are supported within ellipsoid annuli around 0 closing in to 0. This is done by considering
the partition of unity
ηpxq “
ÿ
kěk0
ηpxqχ ˝ δ2kpxq,
where χ is an appropriate C8c pR2q function supported away from the origin and
δ2kpxq “ p2kκ1x1, 2kκ2x2q,
where κ “ pκ1, κ2q is the weight associated to the principal face of φ. Next, one rescales the
measures µk and obtains measures µ0,pkq having the form (20) (though for different φ and η).
These new measures have uniformly bounded total variation and the decay estimate with constants
uniform in k: ˇˇzµ0,pkqpξqˇˇ À p1` |ξ|q´1{hpφq,
Note that there is no logarithmic factor anymore. Now we can use Proposition 14 and interpolation
to obtain the mixed norm Fourier restriction estimate within the range (13) for each µ0,pkq. As in
[14, Section 4], one now easily obtains the bound2ż
| pf |2dµk À 2p|κ|`2qk}f ˝ δe2k}2Lp3x3 pLp1px1,x2qq, f P SpR3q,
where δerpx1, x2, x3q “ prκ1x1, rκ2x2, rx3q. The scaling in our case is
}f ˝ δe2k}Lp3x3 pLp1px1,x2qq “ 2
´kpκ1`κ2
p1
` 1
p3
q}f}Lp3x3 pLp1px1,x2qq,
and therefore ż
| pf |2dµk À 2kp|κ|`2q´2kpκ1`κ2p1 ` 1p3 q}f}2Lp3x3 pLp1px1,x2qq
“ 2kp|κ|`2´ 2|κ|p1 ´ 2p3 q}f}2
L
p3
x3
pLp1px1,x2qq
“ 22k|κ|p´
1
2
` 1
p11
` 1|κ|p13 q}f}2
L
p3
x3
pLp1px1,x2qq
ď }f}2
L
p3
x3
pLp1px1,x2qq
,
by the Knapp condition and the equalities dpφq|κ| “ hpφq|κ| “ 1. The rest of the proof is the
same as in [14] if we assume p1 ą 1, since then one can use the Littlewood-Paley theorem3 and the
Minkowski inequality (which we can use since p1 “ p2 ď 2 and p3 ď 2) to sum the above inequality
in k. The proof of Proposition 15 is done.
2In the equation right above [14, Equation (4.7)] there is a typo. Instead of p|κ|{2` 1qk in the exponent, it should
be p|κ| ` 2qk.
3 Here we don’t need a mixed norm Littlewood-Paley theorem since the decomposition is only in the tangential
direction where p1 “ p2. Note that the ordering of the mixed norm is important, namely that the outer norm is
associated to the normal direction.
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3.2 Reduction to the principal root jet
In this subsection we make some preliminary reductions for the case when φ is not adapted. Recall
that we may assume that φ is linearly adapted and that we denote by ψ the principal root of φ.
Then we can obtain the adapted coordinates y (after possibly interchanging x1 and x2 coordinates)
through
y1 “ x1,
y2 “ x2 ´ ψpx1q.
Before stating the last proposition of this section (analogous to [15, Proposition 3.1.]) let us recall
some notation from [15]. We write
ψpx1q “ b1xm1 `Opxm`11 q,
where m ě 2 by linear adaptedness. If F is an integrable function on the domain of η, say Ω Ď R2,
then we denote
µF :“ pF b 1qµ.
If χ0 denotes a C8c pRq function equal to 1 in a neighbourhood of the origin, we may define
ρ1px1, x2q “ χ0
´x2 ´ b1xm1
εxm1
¯
,
where ε is a small parameter. The domain of ρ1 is a κ-homogeneous subset of Ω which contains the
principal root x2 “ ψpx1q of φ when Ω is sufficiently small.
Proposition 16. Assume φ is of finite type on Ω, non-adapted, and linearly adapted (i.e. dpφq “
hlinpφq). Let ε ą 0 be sufficiently small and let µ1´ρ1 have sufficiently small support. Then the
mixed norm Fourier restriction estimate (21) with respect to the measure µ1´ρ1 holds true for all
p1{p11, 1{p13q which satisfy
1
dpφq
1
p11
` 1
p13
ď 1
2dpφq ,´ 1
p11
,
1
p13
¯
‰
´
0,
1
2dpφq
¯
,
i.e. within the range determined by the Knapp condition associated to the principal face of φ,
except maybe the endpoint p0, 1{p2dpφqqq. In particular, it also holds true within the narrower range
determined by all of the Knapp conditions.
We just briefly mention that the proof of the Proposition 16 is trivial as soon as one uses the
results from [15, Chapter 3]. Analogously to the previous subsection, one decomposes the measure
µ1´ρ1 by using the κ dilations associated to the principal face of φ. The measures νk obtained
by rescaling are of the form (20), have uniformly bounded total variation, and have the Fourier
transform decay (with constants uniform in k)
|pνkpξq| À p1` |ξ|q´dpφq.
All of this was proven in [15, Chapter 3]. Therefore we have the Fourier restriction estimate for
each νk for the points p1{p11, 1{p13q “ p1{2, 0q and p1{p11, 1{p13q “ p0, 1{p2dpφqqq. Now one uses again
interpolation, the Minkowski inequality, and the Littlewood-Paley theorem, to obtain the claim.
Note that the endpoint p1{p11, 1{p13q “ p0, 1{p2hpφqqq is already solved for the original measure µ in
Proposition 14.
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4 The Case hlinpφq < 2
In this section and the next one we prove the following theorem:
Theorem 17. Let φ : R2 Ñ R be a smooth function of finite type in a sufficiently small neighbour-
hood Ω of the origin, satisfying φp0q “ 0 and ∇φp0q “ 0. Let us assume that φ is linearly adapted,
but not adapted, and that hlinpφq ă 2. We additionally assume that the following holds: Whenever
the function b0 appearing in (17), (18), (19) is flat (i.e. when φ is an A8 or D8 singularity), then
b0 ” 0. In this case, for all smooth η ě 0 with support in a sufficiently small neighbourhood of the
origin the Fourier restriction estimate (21) holds for all p given by the associated Knapp conditions,
as determined in Subsection 2.2.
The above condition on the function b0 is implied by the Condition (R) from [15] (see [15,
Remark 2.12. (c)]).
We begin with some preliminaries. As one can see from the Newton diagrams in Subsection
2.2, the assumption in our case hlinpφq < 2 implies that hpφq ď 2. Additionally, we see that
hpφq “ 2 implies that we either have the A8 or D8 singularity. As mentioned in Subsection 1.1,
the Varchenko exponent is 0, i.e. νpφq “ 0, if hpφq ă 2. When hpφq “ 2 the equality νpφq “ 0 also
holds true in our case since the principal faces are non-compact. We conclude that if hlinpφq < 2,
then by Proposition 14 we have the mixed Fourier restriction estimate (21) for both of the points
p1{p11, 1{p13q “ p1{2, 0q and p1{p11, 1{p13q “ p0, 1{p2hpφqqq. Therefore, according to Subsection 2.2, by
interpolation it remains to prove the estimate (21) for´ 1
p11
,
1
p13
¯
“
´ 1
2pm` 1q ,
1
4
¯
if we have an A type singularity,´ 1
p11
,
1
p13
¯
“
´ 1
4pm` 1q ,
1
4
¯
if we have a D type singularity,
(22)
where m ě 2 is the principal exponent of ψ.
Recall that according to Proposition 16 we may concentrate on the piece of the measure µ
located near the principal root:
xµρ1 , fy “
ż
x1ě0
fpx, φpxqq ηpxq ρ1pxqdx,
where
ρpxq “ χ0
´x2 ´ ωp0qxm1
εxm1
¯
,
and ωp0qxm1 is the first term in the Taylor series of
ψpx1q “ xm1 ωpx1q,
where ω is a smooth function such that ωp0q ‰ 0. As we use the same decompositions of the measure
µρ1 as in [15], we shall only briefly outline the decomposition procedure.
4.1 Basic estimates
Before we outline the further decompositions and rescalings of µρ1 , we first describe here the general
strategy for proving estimates for the obtained pieces. All of the pieces ν of the measure µρ1 will
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essentially be of the form
xν, fy “
ż
f ˝ Φpxq apxqdx,
where Φ is the phase function and a ě 0 the amplitude. The amplitude will usually be compactly
supported with support often away from the origin. Both Φ and a will depend on various decom-
position related parameters. We shall need to prove the Fourier restriction estimate with respect
to these measures with estimates being uniform in all the appearing decomposition parameters.
At this point one uses the “R˚R” method applied to the measure ν. The resulting opeartor is
Tν which acts by convolution against the Fourier transform of ν. Now one considers the spectral
decomposition pνλqλ of the measure ν so that each functions νλ is localised in the frequency space
at λ “ pλ1, λ2, λ3q, where λi ě 1 are dyadic numbers for i “ 1, 2, 3. For such functions νλ we shall
obtain bounds of the form (9). By Lemma 10 then we have the bounds on its associated operator
“R˚R” operator
}T λν }L2{p2´σ˜qx3 pL1px1,x2qqÑL2{σ˜x3 pL8px1,x2qq À Aλ
σ˜
3 ,
}T λν }L2ÑL2 À B,
(23)
for all 1 ą σ˜ ě 0. A and B shall depend on various parameters appearing in the decomposition. If
we now define
pθ, σ˜q :“
´ 1
m` 1 ,
m´ 1
2m
¯
, if we have an A type singularity,
pθ, σ˜q :“
´ 1
2pm` 1q ,
m
2m` 1
¯
, if we have a D type singularity,
then interpolating (23) (θ being the interpolation coefficient) we get precisely the estimate for the
exponent in (22) with the bound
}T λ}
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À A1´θBθλ 12´θ3 . (24)
Now it remains to sum over λ. In the case when θ ă 1{4, we shall be able to sum absolutely. In the
cases when θ “ 1{4 and particularly θ “ 1{3 (note that both appear only in the A type singularity
with m “ 3 and m “ 2 respectively) we shall need the complex interpolation method developed in
[15].
4.2 First decompositions and rescalings of µρ1
As in Section 3 (and [15, Section 4.1]), we use the κ dilatations associated to the principal face of
φ, and subsequently a Littlewood-Paley argument. Then one reduces the problem to considering
the renormalised measures νk of the form
xνk, fy “
ż
fpx, φpx, δqq apx, δq dx
for which we need to prove the Fourier restriction estimate uniformly in k. The function φpx, δq has
the form
φpx, δq :“ b˜px1, x2, δ1, δ2qpx2 ´ xm1 ωpδ1x1qq2 ` δ3xn1βpδ1x1q,
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where
δ “ pδ1, δ2, δ3q :“ p2´κ1k, 2´κ2k, 2´pnκ1´1qkq,
and
b˜px1, x2, δ1, δ2q “
#
bpδ1x1, δ2x2q, for φ of type A,
x1b1pδ1x1, δ2x2q ` δ2m´11 x22b2pδ2x2q, for φ of type D.
Above the functions b, b1, b2, β, and the quantity n are as in Subsection 2.2. Recall that m “
κ2{κ1 ě 2 and so δ2 “ δm1 . The amplitude apx, δq ě 0 is a smooth function of px, δq supprted at
x1 „ 1 „ |x2|.
Furthermore, due to the ρ1 cut-off function which has a κ-homogeneous domain, we may assume
|x2 ´ xm1 ωp0q| ! 1.
Since we can take k arbitrarily large, the parameter δ ě 0 approaches 0. This implies that on
the domain of integration of a we have that b˜px1, x2, δ1, δ2q converges as a function of px1, x2q to
bp0, 0q (resp. b1p0, 0qx1) in C8 when k Ñ 8 and φ is of type A (resp. type D). The amplitude
apx, δq converges in C8c to apx, 0q. We also recall that according to the assumption in Theorem 17,
we may assume that δ3 “ 0 if “n “ 8”, i.e. b0 is flat in the normal form of φ.
The next step is to decompose the (compact) support of the amplitude a into finitely many parts
localised near the points v “ pv1, v2q for which we may assume that they satisfy v2 “ vm1 ωp0q. The
newly obtained measures we denote by νδ and their new amplitudes by the same symbol apx, δq ě 0.
Since we are able to use the mixed norm Littlewood-Paley theorem (see [20, Theorem 2]), we can
now decompose the measure νδ in the x3 direction. This is achieved by using the cut-off function
χ1p22jφpx, δqq in order to localise near the part where |φpx, δq| „ 2´2j . Then it remains to prove
the mixed norm estimate (21) for measures νδ,j with bounds uniform in paramteres j P N and
δ “ pδ1, δ2, δ3q P R3, δi ě 0, i “ 1, 2, 3. The measure νδ,j are defined by
xνδ,j , fy :“
ż
x1ě0
fpx, φpx, δqqχ1p22jφpx, δqqapx, δqdx,
where j can be taken sufficiently large and δ sufficiently small. The function 22jφpx, δq is then
22jφpx, δq “ 22j b˜px1, x2, δ1, δ2q
´
x2 ´ xm1 ωpδ1x1q
¯2 ` 22jδ3xn1βpδ1x1q.
Following [15], we distinguish three cases: 22jδ3 ! 1, 22jδ3 " 1, and the most involed 22jδ3 „ 1.
4.3 The case 22jδ3 " 1
As was done in [15, Subsection 4.1.1], by switching coordinates from px1, x2q to px1, 22jφpx, δqq, and
after a rescaling (which we adjust to our case) one obtains that the mixed norm Fourier restriction
for νδ,j is equivalent to the estimateż
| pf |2dν˜δ,j ď Caδ322jp1´2{p13q}f}2LppR3q, f P SpR3q,
that is, since p13 “ 4, ż
| pf |2dν˜δ,j ď C δ 123 2j}f}2LppR3q, f P SpR3q, (25)
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where ν˜δ,j is the rescaled measure
xν˜δ,j , fy :“
ż
fpx1, φpx, δ, jq, x2qapx, δ, jqχ1px1qχ1px2qdx. (26)
The function apx, δ, jq has in δ and j uniformly bounded C l norms for an arbitrarily large l ě 0,
and the phase function is given by
φpx, δ, jq :“b˜1
´
x1,
b
2´2jx2 ` δ3xn1 β˜pδ1x1q, δ1, δ2
¯
ˆ
b
2´2jx2 ` δ3xn1 β˜pδ1x1q ` xm1 ωpδ1x1q,
(27)
where x1 „ 1, x2 „ 1, and without loss of generality b˜1px1, x2, 0, 0q „ 1 and β˜p0q „ 1. The phase
function φpx, δ, jq was obtained by solving the equation
22jφpy, δq “ 22j b˜py1, y2, δ1, δ2qpy2 ´ ym1 ωpδ1y1qq2 ´ 22jδ3yn1 β˜pδ1y1q.
in y2 after substituting x1 “ y1 and x2 “ 22jφpy, δq.
One can show by using the implicit function theorem that when δ Ñ 0, then b˜1px1, x2, δ1, δ2q
converges in C8 to a non-zero constant function if φ has an A type singularity, and that it converges
up to a multiplicative constant to x´1{21 if φ has a D type singularity. In either case, b˜ does not
depend on x2 in an essential way.
Now we proceed to perform a spectral decomposition of ν˜δ,j , i.e. for pλ1, λ2, λ3q dyadic numbers
with λi ě 1, i “ 1, 2, 3, the localised measures are defined through
xνλj pξq :“χ1´ ξ1λ1
¯
χ1
´ ξ2
λ2
¯
χ1
´ ξ3
λ3
¯p˜νδ,jpξq
“χ1
´ ξ1
λ1
¯
χ1
´ ξ2
λ2
¯
χ1
´ ξ3
λ3
¯
ˆ
ż
e´ipξ2φpx,δ,jq`ξ3x2`ξ1x1q apx, δ, jqχ1px1qχ1px2q dx.
(28)
We shall slightly abuse notation in the following way. Whenever λi “ 1, then the appropriate factor
χ1p ξiλi q in the above expression shall be considered as localisation to |ξi| À 1, instead of |ξi| „ 1.
Using the equation (28) we get
νλj pxq “λ1λ2λ3
ż qχ1pλ1px1 ´ y1qq qχ1pλ2px2 ´ φpy, δ, jqqq
ˆ qχ1pλ3px3 ´ y2qq apy, δ, jqχ1py1qχ1py2q dy. (29)
Here we immediately obtain that the L8 bound on νλj is λ2 using the first and the third factor
within the integral by substituting λ1y1 and λ3y2. On the other hand, one can easily verify that
By2φpy, δ, jq „ δ´1{23 2´2j ! 1, and hence by substituting z1 “ λ1y1, z2 “ λ2φpy, δ, jq, and utilising
the first two factors within the integral, we obtain
}νλj }L8 À δ1{23 22jλ3,
and therefore
}νλj }L8 À mintλ2, δ1{23 22jλ3u. (30)
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As in [15], here we shall have no problems when absolutely summing the diagonal pieces where
λ1 „ λ2 „ λ3. However, unlike in [15], a case appears which is not absolutely summable. This
will be a recurring theme in this article. It will also indicate that we should take care even when
estimates are obtained by integration by parts.
Case 1. λ1 ! λ2 or λ1 " λ2, and λ3 " λ2. In this case we can use integration by parts in
both x1 and x2 to obtain
}xνλj }L8 À ´λ3 maxtλ1, λ2u¯´N ,
for any N . Therefore, after interpolation, we can easily sum in all three parameteres.
Case 2. λ1 ! λ2 or λ1 " λ2, and λ3 À λ2. Here it is sufficient to use integration by parts in
x1. Therefore, we have
}xνλj }L8 À ´maxtλ1, λ2u¯´N ,
for any N . Again, summation is possible since now λ3 is dominated by λ2.
Case 3. λ1 „ λ2, and λ3 ! δ´1{23 2´2jλ2. In this case we see that necessarily λ1 Á δ
1
2
3 2
2j . By
stationary phase (and integration by parts away from the critical point) in x1 and integration by
parts in x2 we get
}xνλj }L8 À λ´ 121 pδ´ 123 2´2j λ1q´N .
The better bound in (30) is δ1{23 22jλ3. Therefore (24) becomes
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À λpθ´1qpN`1{2q1 pδ
1
2
3 2
2jqNp1´θq pδ 123 22jqθ λθ3 λ
1
2
´θ
3
À λpθ´1qpN`1{2q1 λ
1
2
3 pδ
1
2
3 2
2jqN´pN´1qθ,
and hence summing in λ3 and taking N “ 1ÿ
λ3Àδ´1{23 2´2jλ1
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À λθpN`1{2q´N1 pδ
1
2
3 2
2jqN´pN´1qθ´ 12
À λ3θ{2´11 pδ
1
2
3 2
2jq 12
À λ´ 121 pδ
1
2
3 2
2jq 12 .
Now we obviously get the desired result by summing over λ1 Á δ
1
2
3 2
2j .
Case 4. λ1 „ λ2, and λ3 „ δ´1{23 2´2jλ2.
Subcase a). 1 ď λ1 À δ
3
2
3 2
4j. Here we have by stationary phase in x1
}xνλj }L8 À λ´1{21 .
Therefore by (24) we obtain
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À λ 12 pθ´1q1 λθ1 λ
1
2
´θ
3
“ λ 32 θ´ 121
´
δ
´ 1
2
3 2
´2jλ1
¯ 1
2
´θ
“ δ 12 θ´ 143 22jθ´j λ
θ
2
1 .
32
Subcase b). λ1 " δ
3
2
3 2
4j. In this case we have by stationary phase in the first variable and
subsequently by the van der Corput lemma (Lemma 2, piq with M “ 2) in the second
}xνλj }L8 À δ3{43 22jλ´11 ,
and hence
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À δ 34´ 34 θ3 22j´2jθ λθ´11 λθ1 δ
1
2
θ´ 1
4
3 2
2jθ´j λ
1
2
´θ
1
“ δ 12´ 14 θ3 2j λθ´
1
2
1 .
Now by summing up in λ1 in both subcases we obtainÿ
λ1ě1
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À δ 12 θ´ 143 22jθ´j pδ
3
2
3 2
4jq θ2 ` δ 12´ 14 θ3 2j pδ
3
2
3 2
4jqθ´ 12
“ 2 ¨ δ 5θ´143 24jθ´j ,
and therefore it remains to see whether
δ
5θ´1
4
3 2
4jθ´j À δ 123 2j
ðñ δ´ 3´5θ43 À p22jq1´2θ.
But recall that 22jδ3 " 1, i.e. δ´13 ! 22j , and notice that 0 ă θ ď 1{3 implies 0 ă p3´5θq{4 ď 1´2θ.
Hence, the inequality (25) follows and we are done with this case.
Case 5. λ1 „ λ2, and λ3 " δ´1{23 2´2jλ2. Here we have by the stationary phase method in x1
and integration by parts in x2
}xνλj }L8 À λ´ 121 pλ3q´N ,
and the bound in (30) is λ1 „ λ2. Interpolating, we obtain (with a different N)
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À λp3θ´1q{21 λ´N3 .
Now if θ ă 1{3, then we can easily sum in both λ1 and λ3. Therefore, we may assume in the
following that θ “ 1{3.
Subcase a). λ1 Á δ
1
2
3 2
2j. Summing here in λ1 between δ
1{2
3 2
2j and δ1{23 22j λ3 up to constant,
we get
ÿ
δ
1
2
3 2
2jÀλ1Àδ
1
2
3 2
2jλ3
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À λ´N3 log2
´δ1{23 22j λ3
δ
1{2
3 2
2j
¯
À λ´N3 ,
and now summing up in λ3 we get the desired result.
Subcase b). 1 ď λ1 ! δ
1
2
3 2
2j. Note that here we sum λ3 over all the dyadic numbers greater
than 1. We can also assume that λ1 " δ
1
2
3 2
j since summing λ1 up to δ
1
2
3 2
j gives gives the bound
λ
´N`1{2
3 log2pδ
1
2
3 2
jq which we can sum in λ3 and then estimate by δ
1
2
3 2
j . This is admissible for (25).
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In order to obtain the required bound in the remaining range, we need to use the complex
interpolation technique developed in [15]. For simplicity we assume that λ1 “ λ2 (we can do this
without losing much on generality since for a fixed λ1 there are only finitely many dyadic numbers
λ2 such that λ1 „ λ2). We consider the functions parametrised by the complex number ζ and the
dyadic number λ3
µλ3ζ “ γpζq pδ´3{23 2´3jqζ
ÿ
δ
1{2
3 2
j!λ1!δ1{23 22j
pλ1q 1´3ζ2 νλj , (31)
where
γpζq “ 2´3pζ´1q{2 ´ 1.
The associated convolution operator (given by convolution against the Fourier transform of the
functions µλ3ζ ) we denote by T
λ3
ζ . For ζ “ 1{3 we see that
δ
1{2
3 2
j µλ3ζ “
ÿ
δ
1{2
3 2
j!λ1!δ1{23 22j
νλj ,
which means, by Stein’s interpolation theorem, that it is sufficient to prove
}T λ3it }L2{p2´σ˜qx3 pL1px1,x2qqÑL2{σ˜x3 pL8px1,x2qq À λ
´N
3 ,
}T λ31`it}L2ÑL2 À 1,
for some N ą 0, with constants uniform in t P R. The first estimate is trivial. Namely, since xνλj
have essentially disjoint supports, it follows from the formula (31) and the estimate on the Fourier
transform of νλj that
}yµλ3it }L8 À λ´N3 ,
for any N P N, the implicit constant depending of course on N . Now one just uses the results from
Subsection 1.3. In order to prove the second estimate we shall need to use the oscillatory sum result
Lemma 6. It turns out that the term pδ´3{23 2´3jqζ in the definition of µλ3ζ is superfluous, and that
we can actually prove the stronger estimate›››››γp1` itq ÿ
δ
1{2
3 2
j!λ1!δ1{23 22j
pλ1q´1´ 32 it νλj
›››››
L8
À 1,
that is ››››› ÿ
δ
1{2
3 2
j!λ1!δ1{23 22j
pλ1q´1´ 32 it νλj
›››››
L8
À 1ˇˇˇ
2´ 32 it ´ 1
ˇˇˇ , (32)
uniformly in t.
We start by substituting λ1y1 and λ3y2 in the expression (29) and plugging the obtained ex-
pression into the above sum:ÿ
δ
1{2
3 2
j!λ1!δ1{23 22j
pλ1q´ 32 it
ĳ qχ1pλ1x1 ´ y1q qχ1pλ1x2 ´ λ1φpy1{λ1, y2{λ3, δ, jqq
ˆ qχ1pλ3x3 ´ y2q apy1{λ1, y2{λ3, δ, jqχ1py1{λ1qχ1py2{λ3q dy1dy2.
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Recall that here y1 „ λ1 and y2 „ λ3 are both positive, and that |φpλ´11 y1, λ´13 y2, δ, jq| „ 1.
Therefore we can assume |px1, x2q| ď C for some large constant C, since otherwise we can use the
first two factors within the integral to obtain the factor λ´N1 . As the dominating term in φ is in the
y1 variable and as λ3 is fixed, we shall only concentrate on the y1 integration and consider y2{λ3 „ 1
as a bounded parameter. Therefore the inner y1 integration, after substituting λ1x1 ´ y1, becomesÿ
δ
1{2
3 2
j!λ1!δ1{23 22j
pλ1q´ 32 it
ż qχ1py1q qχ1pλ1x2 ´ λ1φpx1 ´ λ´11 y1, λ´13 y2, δ, jqq
ˆ apx1 ´ λ´11 y1, λ´13 y2, δ, jqχ1px1 ´ λ´11 y1qdy1,
where now x1 ´ λ´11 y1 „ 1, and therefore |y1| À λ1. Next, we can consider only the part where
|y1| ! λε1 for some small ε, since in the other part by using the first factor in the integral we could
obtain a factor |λ|´Nε. Since λ1 can be taken arbitrarily large, and hence λ´11 y1 arbitrarily small, the
relation x1´λ´11 y1 „ 1 implies x1 „ 1. Therefore by developing the term φpx1´λ´11 y1, λ´13 y2, δ, jq
in the first variable into a Taylor series we obtainÿ
δ
1{2
3 2
j!λ1!δ1{23 22j
pλ1q´ 32 it
ż qχ1py1q qχ1pλ1Qpx1, x2, λ´13 y2, δ, jq ` y1 rpλ´11 y1, x1, λ´13 y2, δ, jqq
ˆ apx1 ´ λ´11 y1, λ´13 y2, δ, jqχ1px1 ´ λ´11 y1qχ0pλ´ε1 y1qdy1,
where |BN1 r| „ 1 for any N ě 0, and Qpx1, x2, λ´13 y2, δ, jq “ x2 ´ φpx1, λ´13 y2, δ, jq. Now we note
that the first two factors in the integral are essentially a convolution, and therefore by using this
two factors, one easily obtains that the bound on the integral is |λ1Q|´N . If |λ1Q| " 1, this is a
geometric series summable in λ1, and if |λ1Q| À 1, then we are actually within the scope of Lemma
6. Namely, we define the function H as
Hpz1, z2, z3;λ´13 y2, x1, x2, δ, 2´jq :“
ż qχ1py1q qχ1pz1 ` y1 rpz1{ε2 y1, x1, λ´13 y2, δ, jqq
ˆ apx1 ´ z1{ε2 y1, λ´13 y2, δ, jqχ1px1 ´ z1{ε2 y1qχ0pz2 y1qdy1.
Note that H does not actually depend on z3, but we shall use it to implement the lower bound on
λ1 in the summation (recall that there is a characteristic function χQ in the definition of F ptq in
Lemma 6). Tracing back, we note that all the dependencies in j are actually dependencies in 2´j .
All the parameters pλ´13 y2, x1, x2, δ, 2´jq are now restrained to a bounded set and the C1 norm of
H in pz1, z2, z3q is bounded uniformly in all the (bounded) parameters if pz1, z2, z3q are contained
in a bounded set. Therefore by taking
pz1, z2, z3q “ pλ1Qpx1, x2, λ´13 y2, δ, jq, λ´ε1 , δ1{23 2jλ´11 q
and applying Lemma 6 with α “ ´3{2, λ1 “ 2l, M “ cδ1{23 22j for a small c ą 0 determined by
implicit constant in the summation condition λ1 ! δ1{23 22j , and with
pβ1, β2, β3q “ p1,´ε,´1q,
pa1, a2, a3q “ pQpx1, x2, λ´13 y2, δ, jq, 1, δ1{23 2jq,
we obtain the bound (32). Note that the lower bound on λ1 in the summation in (32) is obtained
by taking |z3| ! 1. We are done with the case 22jδ3 " 1.
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4.4 The setting when 22jδ3 À 1
As explained in Section [15, Subsection 4.2], in this case we use the change of coordinates px1, x2q ÞÑ
px1, 2´jpx2 ` xm1 ωpδ1x1qqq. After renormalising the measure νδ,j we obtain that the mixed norm
Fourier restriction estimate for νδ,j is equivalent toż
| pf |2dν˜δ,j ď C 2jp1´4{p13q}f}2LppR3q, f P SpR3q,
that is, since p13 “ 4, ż
| pf |2dν˜δ,j ď C }f}2LppR3q, f P SpR3q, (33)
where ν˜δ,j is the rescaled measure
xν˜δ,j , fy :“
ż
fpx1, 2´jx2 ` xm1 ωpδ1x1q, φapx, δ, jqqapx, δ, jqdx. (34)
The function apx, δ, jq has the form
apx, δ, jq :“ χ1pφapx, δ, jqqηpx1, 2´jx2 ` xm1 ωpδ1x1qq. (35)
and the phase function is given by
φapx, δ, jq :“b˜px1, 2´jx2 ` xm1 ωpδ1x1q, δ1, δ2qx22 ` 22jδ3xn1βpδ1x1q. (36)
where |b˜px1, x2, 0, 0q| „ 1 and |βp0q| „ 1. Also, one can show that when δ Ñ 0, then b˜px1, x2, δ1, δ2q
converges in C8 to a non-zero constant if φ has an A type singularity, and that it converges up
to a multiplicative constant to x1 if φ has a D type singularity. We shall assume without loss
of generality that b˜px1, x2, δ1, δ2q ą 0, since one can just reflect the third coordinate of f in the
expression for the measure ν˜δ,j . Support assumptions on η give us x1 „ 1 and |x2| À 1.
4.5 The case 22jδ3 ! 1
Here we have the stronger bounds x1 „ 1 and |x2| „ 1 since φapx, δ, jq „ 1 by (36) and the
assumption 22jδ3 ! 1. We also have |Bx2φapx, δ, jq| „ 1. We again perform a spectral decomposition
of ν˜δ,j , i.e. for pλ1, λ2, λ3q dyadic numbers with λi ě 1, i “ 1, 2, 3, we consider the localised measures
of the form
νλj pxq “λ1λ2λ3
ż qχ1pλ1px1 ´ y1qq qχ1pλ2px2 ´ 2´jy2 ´ ym1 ωpδ1y1qqq
ˆ qχ1pλ3px3 ´ φapy, δ, jqqq apy, δ, jqχ1py1qχ1py2q dy. (37)
Similarily as in the case 22jδ3 " 1, we can consider either the substitution pz1, z2q “ pλ1y1, λ22´jy2q,
or the substitution pz1, z2q “ pλ1y1, λ3φapy, δ, jqq (here one would need to consider y2 „ 1 and
y2 „ ´1 separately). Then we easily obtain
}νλj }L8 À mint2jλ3, λ2u. (38)
The Fourier transform isxνλj pξq “χ1´ ξ1λ1
¯
χ1
´ ξ2
λ2
¯
χ1
´ ξ3
λ3
¯
ˆ
ż
e´iΦpx,δ,j,ξq apx, δ, jqχ1px1qχ1px2qdx,
(39)
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with the complete phase function Φ being
Φpx, δ, j, ξq :“ ξ3φapx, δ, jq ` 2´jξ2x2 ` ξ2xm1 ωpδ1x1q ` ξ1x1. (40)
Note that φapx, δ, jq is a small pertubation of bp0, 0qx22 in A type of singularity, and a small pertu-
bation of b1p0, 0qx1x22 in D type of singularity.
We shall again take precaution and consider cases other than the diagonal one.
Case 1. λ1 ! λ2 or λ1 " λ2, and λ3 ! maxtλ1, λ2u. By integration by parts in x1 one has
}xνλj }L8 À ´maxtλ1, λ2u¯´N .
This is now easily summable after interpolating.
Case 2. λ1 ! λ2 or λ1 " λ2, and λ3 Á maxtλ1, λ2u. Here we use integration by parts in x2
only and so we have the bound
}xνλj }L8 À λ´N3 .
We can now sum in all three paramteres.
Case 3. λ1 „ λ2 and λ3 ! 2´jλ2. Note that necessarily λ2 ě 2j . Here we use stationary phase
in x1 and integration by parts in x2. Then one gets the estimate
}xνλj }L8 À λ´1{21 p2´jλ2q´N .
The better bound in (38) is 2jλ3. Therefore (24) becomes
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À pλ´1{21 p2´jλ2q´N q1´θp2jλ3qθλ
1
2
´θ
3 .
If θ ă 1{3, then after writing
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À pλ´1{21 λ´N3 q1´θλθ1λ
1
2
´θ
3 .
we note that one can now easily sum in both λ1 and λ3. If θ “ 1{3, then the first inequality for T λj
can be rewritten as
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À p2´jλ1q´Nλ1{23 ,
for some different N . Now we first sum in λ3 up to 2´jλ1, and then we can sum over λ1 ě 2j .
Case 4. λ1 „ λ2 and λ3 „ 2´jλ2. Again necessarily λ2 Á 2j . One uses in both x1 and x2 the
stationary phase method and gets
}xνλj }L8 À 2j{2λ´11 .
The estimate for }νλj }L8 from (38) is À λ2. Hence we obtain the estimate
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À p2j{2λ´11 q1´θλθ1λ1{2´θ3
À 2jθ{2λθ´1{21 .
Summing in λ1 Á 2j we obtain the bound
23jθ{2´j{2.
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Now since θ ď 1{3, we get the desired result.
Case 5. λ1 „ λ2 and λ3 Á λ2. Here it suffices to use integration by parts in x2 only. One
easily gets
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À λ´N3 ,
and one can now sum in both λ1 and λ3.
Case 6. λ1 „ λ2 and 2´jλ2 ! λ3 ! λ2. By the stationary phase method in x1 and integration
by parts in x2
}xνλj }L8 À λ´ 121 pλ3q´N ,
and the bound in (38) is λ2. Similarily as in the case 22jδ3 " 1, one easily sees that unless θ “ 1{3,
one can sum in both parameters. Henceforth we shall assume θ “ 1{3 and use complex interpolation
in order to deal with this case. Here we know that φ has an A type of singularity. For simplicity we
shall again assume that λ1 “ λ2. We consider the functions parametrised by the complex number
ζ and the dyadic number λ3
µλ3ζ “ γpζq
ÿ
λ3!λ1!2jλ3
pλ1q 1´3ζ2 νλj , (41)
where
γpζq “ 2´3pζ´1q{2 ´ 1.
We denote the associated convolution operator by T λ3ζ . For ζ “ 1{3 we see that
µλ3ζ “
ÿ
λ3!λ1!2jλ3
νλj .
Hence, by interpolation it suffices to prove
}T λ3it }L2{p2´σ˜qx3 pL1px1,x2qqÑL2{σ˜x3 pL8px1,x2qq À λ
´N
3 ,
}T λ31`it}L2ÑL2 À 1,
for some N ą 0, with constants uniform in t P R. The first estimate follows right away since xνλj
have essentially disjoint supports, and so
}yµλ3it }L8 À λ´N3 ,
for any N P N. We prove the second estimate using Lemma 6. We need to prove››››› ÿ
λ3!λ1!2jλ3
pλ1q´1´ 32 it νλj
›››››
L8
À 1ˇˇˇ
2´ 32 it ´ 1
ˇˇˇ , (42)
uniformly in t.
We first use the substitution pz1, z2q “ py1, φapy1, y2, δ, jqq in the expression (37), considering the
cases y2 „ 1 and y2 „ ´1 separately. In order to solve for py1, y2q in terms of pz1, z2q, we introduce
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for a moment intermediary coordinates py˜1, y˜2q “ py1, 2´jy2 ` ym1 ωpδ1y1qq. In coordinates py˜1, y˜2q
the expression for φa “ z2 becomes
22j b˜py˜1, y˜2, δ1, δ2qpy˜2 ´ y˜m1 ωpδ1y˜1qq2 ` 22jδ3y˜n1βpδ1y˜1q.
Then one can easily see that by solving for y˜2 in terms of pz1, z2q, one gets precisely the expression
(27) as in the case 22jδ3 " 1. Therefore by solving for y2 in terms of pz1, z2q one gets
y2 “ ˘b˜1
´
z1,
b
2´2jz2 ´ δ3zn1 βpδ1z1q, δ1, δ2
¯
ˆ
b
z2 ´ 22jδ3zn1 βpδ1z1q,
where now both z1 and z2 are positive. We shall consider y2 as a function of pz1, z2q. On the limit
j Ñ8 and δ Ñ 0 the function y2 “ y2pz1, z2q converges to ˘bp0, 0q?z2 since we are in the θ “ 1{3
case (i.e. A-type of singularity).
Now we substitute λ1z1 and λ3z2 in the expression (37), plug it into the sum (42), and obtainÿ
λ3!λ1!2jλ3
pλ1q´ 32 it
ż qχ1pλ1x1 ´ z1q
ˆ qχ1pλ1x2 ´ 2´jλ1y2pλ´11 z1, λ´13 z2, δ, jq ´ λ´m`11 zm1 ωpδ1λ´11 z1qq
ˆ qχ1pλ3x3 ´ z2q ˆ apλ´11 z1, λ´13 z2, δ, 2´jqχ1pλ´11 z1qχ1pλ´13 z2qdz.
Here we have z1 „ λ1, z2 „ λ3, |y2pλ´11 z1, λ´13 z2, δ, jq| „ 1, and note that the function a is different
than before, but it is still a C8 function in its variables with uniform bounds. We can assume
|px1, x2q| ď C for some large constant C, since otherwise we can use the first two factors and obtain
the factor λ´N1 . As in the case 22jδ3 " 1 we shall consider integration in z1 only (and so λ´13 z2 shall
be a bounded parameter), and one can similarily use the substitution z1 ÞÑ λ1x1´ z1 to reduce the
problem to when |z1| ! λε1 and x1 „ 1. We also introduce ψδpx1q “ xm1 ωpδ1x1q. Then it remains to
estimate ÿ
λ3!λ1!2jλ3
pλ1q´ 32 it
ż qχ1pz1qqχ1pλ1px2 ´ ψδpx1 ´ λ´11 z1q ´ 2´jy2px1 ´ λ´11 z1, λ´13 z2, δ, jqqq
ˆ apx1 ´ λ´11 z1, λ´13 z2, δ, 2´jqχ1px1 ´ λ´11 z1qχ0pz1λ´ε1 q dz1.
Within the second factor in the integral we can use a Taylor approximation at x1 and obtainÿ
λ3!λ1!2jλ3
pλ1q´ 32 it
ż qχ1pz1qqχ1pλ1Qpx1, x2, λ´13 z2, δ, 2´jq ` z1rpλ´11 z1, x1, λ´13 z2, δ, 2´jqq
ˆ apx1 ´ λ´11 z1, λ´13 z2, δ, 2´jqχ1px1 ´ λ´11 z1qχ0pz1λ´ε1 q dz1,
where |BN1 r| „ 1 for N ě 0 since the term ψδ dominates, and Q is a smooth function with uniform
bounds. Now we notice that this form is the same as in the case 22jδ3 " 1 and hence the same
proof using the oscillatory sum lemma can be applied, up to changing the summation bounds.
4.6 The case 22jδ3 „ 1
Let us recall the notation from [15] in this case. We denote
σ :“ 22jδ3, b#px, δ, jq :“ b˜px1, 2´jx2 ` xm1 ωpδ1x1q, δq,
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with σ „ 1 and |b#px, δ, jq| „ 1. Therefore the complete phase can be rewritten as
Φpx, δ, j, ξq :“ξ1x1 ` ξ2xm1 ωpδ1x1q ` ξ3σxn1βpδ1x1q
` 2´jξ2x2 ` ξ3b#px, δ, jqx22.
(43)
Recall also that in this case we have the weaker conditions x1 „ 1 and |x2| À 1. Furthermore, we
slightly change notation, as it was done in [15]. Namely, δ shall denote in this subsection pδ1, δ2q
since δ3 is only contained in σ. We also note that in this case there is no A8 nor D8 type of
singularity.
After performing a spectral decomposition of the measure ν˜δ,j , we have
νλj pxq “ λ1λ2λ3
ż qχ1pλ1px1 ´ y1qq qχ1pλ2px2 ´ 2´jy2 ´ ym1 ωpδ1y1qqq
ˆ qχ1pλ3px3 ´ b#py, δ, jqy22 ´ σyn1βpδ1y1qqq
ˆ apy, δ, jqχ1py1qχ0py2q dy.
(44)
As was noted in [15, Subsection 4.2.2.], here we have the bounds
}νλj }L8 À λ1{23 mint2jλ1{23 , λ2u. (45)
Namely, in the first factor within the integral in (44) we can substitute λ1y1, and afterwards either
substitute λ22´jy2 in the second factor, or use the van der Corput lemma (i.e. Lemma 2, piq) in
the third factor with respect to the y2 variable.
As can easily be seen from (43) by using integration by parts in x1, if one of λ1, λ2 is much
bigger than any other λi, i “ 1, 2, 3, then we can easily sum in all the parameters. If λ3 is much
bigger than both λ1 and λ2 and φ is of type A, we can also use integration by parts in x1. In the
case when λ3 is the greatest and φ is of type D, then b#px, δ, jq is approximately x1 in the C8
sense, and so in this case and when |x2| „ 1, we use integration by parts in x2, and when |x2| ! 1
integration by parts in x1.
As it turns out, in all the other possible relations between λi, i “ 1, 2, 3, we shall need complex
interpolation if θ “ 1{3, or if θ “ 1{4 and it is the diagonal case, i.e. all the λi, i “ 1, 2, 3, are of
approximately the same size. If θ “ 1{3 and λi, i “ 1, 2, 3, are of approximately the same size we
shall actually need a finer analysis where estimates on Airy integrals are needed. This will be done
in the following subsections.
Case 1.1. λ1 „ λ3, λ2 ! λ1, and λ2 ď 2jλ1{21 . On the part where |x2| „ 1 we can use
integration by parts in x2 and obtain much stroger estimates. When |x2| ! 1 we use stationary
phase in both variables and so
}xνλj }L8 À λ´11 , }νλj }L8 À λ1{21 λ2,
from which one can calculate that
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À λpθ´1q{21 λθ2.
The sum of the operator pieces in this case we denote by T Iδ,j . We need to separate the sum in λ1
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into two subcases λ1 ď 22j and λ1 ą 22j :
}T Iδ,j}
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À
22jÿ
λ1“1
λ1ÿ
λ2“1
λ
pθ´1q{2
1 λ
θ
2 `
8ÿ
λ1“22j`1
2jλ
1{2
1ÿ
λ2“1
λ
pθ´1q{2
1 λ
θ
2
À
22jÿ
λ1“1
λ
p3θ´1q{2
1 `
8ÿ
λ1“22j`1
2jθλ
p2θ´1q{2
1
À
22jÿ
λ1“1
λ
p3θ´1q{2
1 ` 2jp3θ´1q.
Therefore if θ ă 1{3, then we obtain the desired result, and if θ “ 1{3, we need to use complex
interpolation for the first sum. For θ “ 1{3, we have
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À pλ1λ´12 q´1{3,
and it is sufficient to consider only the case 1 ! λ1 ! 22j and 1 ! λ2 ! λ1. The bound on the
operator norm motivates us to define k through 2k :“ λ1λ´12 “ 2k1´k2 , where we have taken 2k1 “ λ1
and 2k2 “ λ2. Our goal is to prove for each k within the range 1 ! 2k ! 22j that››››› ÿ
λ1λ
´1
2 “2k
T λj
›››››
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À 2´k{3,
since then we obtain the desired estimate by summing in k.
We shall slightly simplify the proof by assuming that λ1 “ λ3. We consider the functions
parametrised by the complex number ζ and the integer k:
µkζ “ 2k
3ζ´1
2 γpζq
ÿ
λ1λ
´1
2 “2k
pλ1q 3´9ζ4 νλj , (46)
where
γpζq “ 2
´9pζ´1q{4 ´ 1
2
3
2 ´ 1 .
The associated operator is denoted by T kζ . For ζ “ 1{3 we see that
µkζ “
ÿ
λ1λ
´1
2 “2k
νλj .
Therefore, it is sufficient to prove
}T kit}L2{p2´σ˜qx3 pL1px1,x2qqÑL2{σ˜x3 pL8px1,x2qq À 2
´k{2,
}T k1`it}L2ÑL2 À 1,
with constants uniform in t P R. Note that in our case σ˜ “ 1{4. The first estimate follows right
away since xνλj have supports located at λ. Therefore
|xµkitpξq| À 2´k{2p1` |ξ3|q1{4 ,
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and now one needs to recall Lemma 9. We prove the second estimate using Lemma 6. We need to
prove››››› ÿ
λ1λ
´1
2 “2k
2kpλ1q´ 32´ 94 it νλj
›››››
L8
“
››››› ÿ
2k!λ1ď22j
λ
´1{2
1 λ
´1
2 λ1
´ 9
4
it ν
pλ1,λ12´k,λ1q
j
›››››
L8
À 1ˇˇˇ
2´ 94 it ´ 1
ˇˇˇ , (47)
uniformly in t.
Let us denote ψωpy1q “ ym1 ωpδ1y1q and ψβpy1q “ σyn1βpδ1y1q. After substituting λ1y1 and λ1{21 y2
in the expression (44), we get that the sum on the left hand side of (47) isÿ
2k!λ1ď22j
λ
´ 9
4
it
1
ż qχ1pλ1x1 ´ y1q qχ1p2´kλ1x2 ´ 2´j´kλ1{21 y2 ´ 2´kλ1ψωpλ´11 y1qq
ˆ qχ1pλ1x3 ´ b#pλ´11 y1, λ´1{21 y2, δ, jqy22 ´ λ1ψβpλ´11 y1qq
ˆ apλ´11 y1, λ´1{21 y2, δ, jqχ1pλ´11 y1qχ0pλ´1{21 y2qdy.
Using the first three factors we can reduce the problem to the case |x| ď C for some large constant
C. Now as usual we use the substitution y1 ÞÑ λ1x1 ´ y1, conclude that it is sufficient to consider
the part where |y1| ď λε1. In particular then x1 „ 1 and we can use Taylor approximation for ψω
and ψβ at x1. Then one getsÿ
2k!λ1ď22j
λ
´ 9
4
it
1
ż qχ1py1q qχ1p2´kλ1Qωpx1, x2, δ1q ´ 2´ky1rωpλ´11 y1, x1, δ1q ´ 2´j´kλ1{21 y2q
ˆ qχ1pλ1Qβpx1, x3, δ1q ´ y1rβpλ´11 y1, x1, δ1q ´ b#px1 ´ λ´11 y1, λ´1{21 y2, δ, jqy22q
ˆ apx1 ´ λ´11 y1, λ´1{21 y2, δ, jqχ1px1 ´ λ´11 y1qχ0pλ´1{21 y2qχ0pλ´ε1 y1qdy,
where |BN1 rω| „ 1 and |BN1 rβ| „ 1 for any N ě 0. Note that 2´jλ1{21 ď 1, and therefore it is sufficient
to consider the cases when A :“ 2´kλ1Qωpx1, x2, δ1q, |A| " 1, or B :“ λ1Qβpx1, x3, δ1q, |B| " 1,
since otherwise we could apply Lemma 6, similarily as in the case 22jδ3 " 1, to the function
Hpz1, z2, z3, z4, z5;x, δ, σq :“
ż qχ1py1q qχ1pz1 ´ 2´ky1rωpz1{ε4 y1, x1, δ1q ´ 2´kz3y2q
ˆ qχ1pz2 ´ y1rβpz1{ε4 y1, x1, δ1q ´ b#px1 ´ z1{ε4 y1, z1{p2εq4 y2, δ, jqy22q
ˆ apx1 ´ z1{ε4 y1, z1{p2εq4 y2, δ, jqχ1px1 ´ z1{ε4 y1qχ0pz1{p2εq4 y2qχ0pz4y1qdy,
where we would plug in
pz1, z2, z3, z4, z5q “ p2´kλ1Qωpx1, x2, δ1q, λ1Qβpx1, x3, δ1q, 2´jλ1{21 , λ´ε1 , 2kλ´11 q.
Note that the upper bounds on z4 and z5 are given by the summation bounds for the “index” λ1, and
that the function H does not depend on z5. Furthermore, the C1 norm of H in pz1, z2, z3, z4, z5q is
bounded since derivatives of Schwartz functions are Schwartz and only factors of polynomial growth
in y1 and y2 appear. The polynomial growth in y1 can be dealt with by using the first factor. For
the polynomial growth in y2, one has to consider the cases |y2| À |y1|N and |y2| " |y1|N separately.
In the first case we can obviously again use the first factor, and in the second case we use the third
factor inside which the term b#y22 now dominates.
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Let us now first assume |B| " 1. The first three factors within the integral are behaving
essentially like qχ1py1qqχ1pA´ 2´ky1 ´ 2´j´kλ1{21 y2qqχ1pB ´ y1 ´ y22q.
Since we could otherwise use the first factor, obtain the estimate |B|´NεB , and then sum the
geometric series in λ1, we may reduce ourselves to considering the part where |y1| ! |B|εB . Then
|B ´ y1| „ |B|, and so integration in y2 givesż
|qχ1pB ´ y1rβ ´ y22b#q|dy2 À ż |qχ1pB ´ y1rβ ´ tq| |t|´1{2dt ď C|B|´1{2,
with constant C independent of y1. Now one can sum in λ1.
Let us now assume |B| ď CB for some large, but fixed constant CB, and let |A| " CB. Again,
we can reduce ourselves to the part where |y1| ! |A|εA , and so |A ´ 2´ky1rω| „ |A|. Therefore if
|y2| ď |A|1{2, then using the second factor we get that the integral is bounded (up to a constant)
by |A|´N . If |y2| ą |A|1{2, then |B ´ y1rβ ´ y22b#| Á |A| and so we can use the third factor, and
sum in λ1.
Case 1.2. λ1 „ λ3, λ2 ! λ1, and λ2 ą 2jλ1{21 . In this case we have the same bound for the
Fourier transform. Hence
}xνλj }L8 À λ´11 , }νλj }L8 À 2jλ1,
from which one can calculate that
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À λθ´1{21 2jθ.
The sum of the operator pieces in this case we denote by T IIδ,j and calculate:
}T IIδ,j}
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À 2jθ
8ÿ
λ1“22j
λ1ÿ
λ2“2jλ1{21
λ
θ´1{2
1
À 2jθ
8ÿ
λ1“22j
plog2 λ1 ´ 2jqλθ´1{21
À 2jp3θ´1q À 1.
Case 2.1. λ2 „ λ3, λ1 ! λ2, and λ2 ď 22j. Here again we may use stationary phase in both
variables (and when |x2| „ 1 even integration by parts in x2). The estimates are
}xνλj }L8 À λ´12 , }νλj }L8 À λ3{22 ,
and therefore independent of λ1. As in [15] we define
σλ2,λ3j “
ÿ
λ1!λ2
νλj ,
and note that then we can write
{
σλ2,λ3j “ χ0
´ ξ1
λ2
¯
χ1
´ ξ2
λ2
¯
χ1
´ ξ3
λ3
¯p˜νδ,j ,
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where χ0 is a smooth cutoff function supported in a sufficiently small neighbourhood of 0. Therefore,
one easily sees that using the same argumentation as for νλj we have
}{σλ2,λ3j }L8 À λ´12 , }σλ2,λ3j }L8 À λ3{22 .
The operator norm bound is
}T λ2,λ3j }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À λp3θ´1q{22 .
Therefore if θ ă 1{3, then we obtain the desired result by summing the geometric series, and if
θ “ 1{3, we need to use complex interpolation. Note that we may consider only the pieces which
have λ2 " 1.
As usual, in order to avoid introducing additional notation, we only consider the case λ2 “ λ3.
We define functions parametrised by the complex number ζ
µζ “ γpζq
ÿ
1!λ2ď22j
pλ2q 3´9ζ4 σλ2,λ2j , (48)
where
γpζq “ 2
´9pζ´1q{4 ´ 1
2
3
2 ´ 1 .
The associated convolution operator is denoted by Tζ . For ζ “ 1{3 we see that
µζ “
ÿ
1!λ2ď22j
σλ2,λ2j ,
and so it is sufficient to prove
}Tit}L2{p2´σ˜qx3 pL1px1,x2qqÑL2{σ˜x3 pL8px1,x2qq À 1,
}T1`it}L2ÑL2 À 1,
with constants uniform in t P R. The first estimate follows right away since σλ2,λ2j have ξ3-supports
located around λ2,
|xµitpξq| À 1p1` |ξ3|q1{4 ,
and σ˜ “ 1{4. Now one applies Lemma 9. We prove the second estimate using the oscillatory sum
lemma (Lemma 6). We need to prove››››› ÿ
1!λ2ď22j
pλ1q´ 32´ 94 it σλ2,λ2j
›››››
L8
À 1ˇˇˇ
2´ 94 it ´ 1
ˇˇˇ , (49)
uniformly in t.
First note that since we obtain the function σλ2,λ2j by summing in λ1, the expression (44) has
to be replaced by
σλ2,λ2j “ λ32
ż qχ0pλ2px1 ´ y1qq qχ1pλ2px2 ´ 2´jy2 ´ ym1 ωpδ1y1qqq
ˆ qχ1pλ2px3 ´ b#py, δ, jqy22 ´ σyn1βpδ1y1qqq
ˆ apy, δ, jqχ1py1qχ0py2q dy.
(50)
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Recall that the function qχ0 in the first factor within the integral has support contained in r´ε, εs
where ε depends on the implicit constant which appears in the relation λ1 ! λ2. Let us denote
ψωpy1q “ ym1 ωpδ1y1q and ψβpy1q “ σyn1βpδ1y1q. After substituting λ2y1 and λ1{22 y2 in the expression
(50), we get that the sum on the left hand side of (49) isÿ
1!λ2ď22j
λ
´ 9
4
it
2
ż qχ1pλ2x1 ´ y1q qχ1pλ2x2 ´ 2´jλ1{22 y2 ´ λ2ψωpλ´12 y1qq
ˆ qχ1pλ2x3 ´ b#pλ´12 y1, λ´1{22 y2, δ, jqy22 ´ λ2ψβpλ´12 y1qq
ˆ apλ´12 y1, λ´1{22 y2, δ, jqχ1pλ´12 y1qχ0pλ´1{22 y2q dy.
Since otherwise we could use the first three factors, we assume that |x| ď C for some large constant
C. Now again we use the substitution y1 ÞÑ λ2x1 ´ y1, conclude that it is sufficient to consider
|y1| ď λε2 and x1 „ 1, and use Taylor approximation for ψω and ψβ around x1. Then one getsÿ
1!λ2ď22j
λ
´ 9
4
it
2
ż qχ1py1q qχ1pλ2Qωpx1, x2, δ1q ´ y1rωpλ´12 y1, x1, δ1q ´ 2´jλ1{22 y2q
ˆ qχ1pλ2Qβpx1, x3, δ1q ´ y1rβpλ´12 y1, x1, δ1q ´ b#px1 ´ λ´12 y1, λ´1{22 y2, δ, jqy22q
ˆ apx1 ´ λ´12 y1, λ´1{22 y2, δ, jqχ1px1 ´ λ´12 y1qχ0pλ´1{22 y2qχ0pλ´ε2 y1q dy,
where |BN1 rω| „ 1 and |BN1 rβ| „ 1 for any N ě 0. Note that 2´jλ1{22 ď 1, and therefore it is sufficient
to consider the cases when A :“ λ2Qωpx1, x2, δ1q, |A| " 1, or B :“ λ2Qβpx1, x3, δ1q, |B| " 1, since
otherwise we could apply the oscillatory sum lemma similarily as in Case 1.1.. The first three factors
within the integral are behaving essentially like
qχ1py1qqχ1pA´ y1 ´ 2´jλ1{22 y2qqχ1pB ´ y1 ´ y22q.
We first consider |B| " 1, as in Case 1.1. We can reduce ourselves to considering the part where
|y1| ! |B|εB . Therefore |B ´ y1| „ |B|, and the integration in y2 is bounded byż
|qχ1pB ´ y1rβ ´ y22b#q|dy2 À ż |qχ1pB ´ y1rβ ´ tq| |t|´1{2dt ď C|B|´1{2,
with constant C independent of y1. Now one can sum in λ2.
Let us now assume |B| ď CB for some large, but fixed constant, and |A| " CB. Again, we can
consider only the part |y1| ! |A|εA , and so |A ´ y1| „ |A|. Therefore if |y2| ď |A|1{2, then using
the second factor we get that the integral is bounded (up to a constant) by |A|´N . If |y2| ą |A|1{2,
then |B ´ y1rβ ´ y22b#| Á |A| and so we can use the third factor, and sum in λ2.
Case 2.2. λ2 „ λ3, λ1 ! λ2, and λ2 ą 22j. As in the previous case we use
σλ2,λ3j “
ÿ
λ1!λ2
νλj ,
and note that in this case the bounds are
}{σλ2,λ3j }L8 À λ´12 , }σλ2,λ3j }L8 À 2jλ2,
The operator norm bound is
}T λ2,λ3j }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À 2jθλθ´1{22 .
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This is summable over λ2 ą 22j for all θ ď 1{3.
Case 3.1. λ1 „ λ2, λ3 ! λ1, and λ1{23 Á 2´jλ1. In this case, by stationary phase in both
variables, the estimates are
}xνλj }L8 À λ´1{21 λ´1{23 , }νλj }L8 À λ1λ1{23 , (51)
from which one can calculate that
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À λp3θ´1q{21 .
The sum of the operator pieces in this case we denote by T Vδ,j .
}T Vδ,j}
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À
2jÿ
λ1“1
λ1ÿ
λ3“1
λ
p3θ´1q{2
1 `
22jÿ
λ1“2j
λ1ÿ
λ3“p2´jλ1q2
λ
p3θ´1q{2
1
À
22jÿ
λ1“1
λ1ÿ
λ3“1
λ
p3θ´1q{2
1
À
22jÿ
λ1“1
λ
p3θ´1q{2
1 log2pλ1q.
This is summable if and only if θ ă 1{3. For θ “ 1{3 we see
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À 1.
Therefore in this case we shall need the oscillatory sum lemma with two parameters (Lemma 8)
when applying complex interpolation. As usual we assume λ1 “ λ2. We consider the functions
parametrised by the complex number ζ
µζ “ γpζq
ÿ
λ1,λ3
λ
1´3ζ
2
1 λ
1´3ζ
4
3 ν
λ
j , (52)
where γpζq is to be defined later as appropriate (see (5)). The summation is over all λ1 and λ3
satisfying the conditions of this case. Furthermore, it is sufficient to consider only the pieces which
have λ1 " 1. We denote by Tζ the associated operator. For ζ “ 1{3 we require that
µζ “
ÿ
λ1,λ3
νλj ,
i.e. γp1{3q “ 1. Then by interpolation it suffices to prove
}Tit}L2{p2´σ˜qx3 pL1px1,x2qqÑL2{σ˜x3 pL8px1,x2qq À 1,
}T1`it}L2ÑL2 À 1,
with constants uniform in t P R. Here σ˜ “ 1{4 since θ “ 1{3. Therefore, to prove the first estimate,
we need the decay bound (8), i.e.
|xµitpξq| À 1p1` |ξ3|q1{4 .
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But this follows automatically by (51), the definition of µζ , and the fact that each xνλj has its support
located at λ. We need to prove for the L2 Ñ L2 estimate››››› ÿ
λ1,λ3
pλ1q´1´ 32 itpλ3q´ 12´ 34 it νλj
›››››
L8
À 1|γp1` itq| , (53)
uniformly in t. As usual, we denote ψωpy1q “ ym1 ωpδ1y1q and ψβpy1q “ σyn1βpδ1y1q. After substi-
tuting λ1y1 and λ
1{2
3 y2 in the expression (44), we get that the sum on the left hand side of (53)
is ÿ
λ1,λ3
pλ1q´ 32 itpλ3q´ 34 it
ż qχ1pλ1x1 ´ y1q qχ1pλ1x2 ´ 2´jλ1λ´1{23 y2 ´ λ1ψωpλ´11 y1qq
ˆ qχ1pλ3x3 ´ b#pλ´11 y1, λ´1{23 y2, δ, jqy22 ´ λ3ψβpλ´11 y1qq
ˆ apλ´11 y1, λ´1{23 y2, δ, jqχ1pλ´11 y1qχ0pλ´1{23 y2qdy.
Using the first two factors we can reduce ourselves to consider the case when |px1, x2q| ď C for
some large constant C. Now we use the substitution y1 ÞÑ λ1x1 ´ y1, conclude that it is sufficient
to consider |y1| ď λε1 and x1 „ 1, and use Taylor approximation for ψω and ψβ around x1. Then
one getsÿ
λ1,λ3
pλ1q´ 32 itpλ3q´ 34 it
ż qχ1py1q qχ1pλ1Qωpx1, x2, δ1q ´ y1rωpλ´11 y1, x1, δ1q ´ 2´jλ1λ´1{23 y2q
ˆ qχ1pλ3Qβpx1, x3, δ1q ´ λ3λ´11 y1rβpλ´11 y1, x1, δ1q
´ b#px1 ´ λ´11 y1, λ´1{23 y2, δ, jqy22q
ˆ apx1 ´ λ´11 y1, λ´1{23 y2, δ, jqχ1px1 ´ λ´11 y1qχ0pλ´1{23 y2qχ0pλ´ε1 y1q dy,
where |BN1 rω| „ 1 and |BN1 rβ| „ 1 for any N ě 0. Recall that 2´jλ1λ´1{23 À 1 and λ3λ´11 ! 1. We
first consider the cases when A :“ λ1Qωpx1, x2, δ1q, |A| " 1, or B :“ λ3Qβpx1, x3, δ1q, |B| " 1.
First we consider the case when |B| ą CB for a sufficiently large CB (this contains the case
when |x3| " 1), and |A| À 1. In this case we shall use the Hölder variant of the one parameter
oscillatory sum lemma for each fixed λ3. We define
H˜pz1, z2, z3, z4;λ3, x1, x3, δ, 2´jq (54)
:“
ż qχ1py1q qχ1pz1 ´ y1rωpz1{ε3 y1, x1, δ1q ´ z2y2q
ˆ qχ1pλ3Qβpx1, x3, δ1q ´ z4y1rβpz1{ε3 y1, x1, δ1q ´ b#px1 ´ z1{ε3 y1, λ´1{23 y2, δ, jqy22q
ˆ apx1 ´ z1{ε3 y1, λ´1{23 y2, δ, jqχ1px1 ´ z1{ε3 y1qχ0pλ´1{23 y2qχ0pz3y1qdy,
where we shall plug in
z1 “ λ1Qωpx1, x2, δ1q, z2 “ 2´jλ1λ´1{23 ,
z3 “ λ´ε1 , z4 “ λ3λ´11 .
Note that the parameters λ3 and x3 are not bounded. Applying Lemma 7 we get›››››pλ3q´ 12´ 34 itÿ
λ1
pλ1q´1´ 32 it νλj
›››››
L8
À |H˜p0q| `
ř4
k“1Ck
|2´ 32 it ´ 1| À
}H˜}L8 `ř4k“1Ck
|γp1` itq| ,
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if we add an appropriate factor to γ (see the discussion after Lemma 6). It remains to prove that
one can estimate }H˜}L8 and the constants Ck by |B|´εB , since then we can sum in λ3. First let us
consider the expression for Hpzq. The first three factors within the integral are behaving essentially
like qχ1py1qqχ1pz1 ´ y1 ´ z2y2qqχ1pB ´ z4y1 ´ y22q.
Since we could otherwise use the first factor, we may reduce our problem to considering only the
part where |y1| ! |B|εB . Therefore |B ´ z4y1rβ| „ |B|, and we haveż
|qχ1pB ´ z4y1rβ ´ y22b#q|dy2 ď 2 ż |qχ1pB ´ z4y1rβ ´ tq| |t|´1{2dt ď C|B|´1{2,
with constant C independent of y1. Hence, we have the required bound for }H˜}L8 .
Next, we see that taking derivatives in z1 and z4, doesn’t change in an essential way the actual
form of H˜ since then we only obtain polynomial growth in y1 which can be absorbed by pχ1py1q,
and since derivatives of Schwartz functions are again Schwartz. Therefore, we may estimate Ck,
k “ 1, 4, in the same way we estimated the original integral.
Permuting the variables zk, k “ 1, 2, 3, 4, we see from the expressions for Ck in Lemma 7 that
we may now assume z1 “ z4 “ 0. Taking the derivative in z3 we obtain several terms. We deal
with the terms where a y1 factor appears in the same way as we have dealt with the previous cases.
It remains to deal with the term where y22 factor appears. The y2 integration of this term can be
estimated by ż
|χ0pλ´1{23 y2q pqχ1q1pB ´ y22b#q| |z3|´1`1{ε y22dy2. (55)
The key is now to notice that if we fix λ3, then λ1 goes over the set where λ1 " λ3. In particular
since we shall plug in z3 “ λ´ε1 , we have |z3|´1`1{ε À λ´1`ε3 . Therefore using the first factor in (55)
we obtain the bound for (55) to beż
|pqχ1q1pB ´ y22b#q| |y2|εdy2,
for some different ε. Now one subsitutes t “ y22b# and easily obtains an admissible bound of the
form |B|´εB .
For the last constant C2 we shall need to consider the Hölder norm. Here we may assume
z1 “ z3 “ z4 “ 0. The derivative in z2 can be estimated by the integralż ˇˇˇqχ1py1q pqχ1q1p´y1rωp0, x1, δ1q ´ z2y2qqχ1pB ´ b#px1, λ´1{23 y2, δ, jqy22q y2 ˇˇˇdy.
We shall now consider only the part where y2 ě 0 and z2 ě 0, as other cases can be treated in the
same way. Then substituting t “ y22, one gets that the estimate for Bz2H˜ isż ˇˇˇqχ1py1q pqχ1q1p´y1rω ´ z2t1{2qqχ1pB ´ tb#qˇˇˇdy1dt.
From this form it is now obvious that we may now reduce ourselves to considering only the part
where |y1| ! |B|εB and |t| „ |B| by using the first and the third factor respectively. The estimate
for the C2 constant as in Lemma 7 is
|z2|1´ϑ
ż 1
0
ż ˇˇˇqχ1py1q pqχ1q1p´y1rω ´ sz2t1{2qqχ1pB ´ tb#qˇˇˇdy1dtds
“|z2|´ϑ
ż z2
0
ż ˇˇˇqχ1py1q pqχ1q1p´y1rω ´ s˜t1{2qqχ1pB ´ tb#qˇˇˇdy1dtds˜,
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where ϑ represents the Hölder exponent. If |z2| ď |B|´1{4, then we obviously have the required
estimate. Therefore let us assume |z2| ą |B|´1{4. Then |z2|´ϑ ă |B|ϑ{4 and so integration on the
part |s˜| ď |B|´1{4 is not a problem. On the other hand, if |s˜| ą |B|´1{4, then |s˜t1{2| Á |B|1{4 by
our assumption on the size of t. Thus we may use the Schwartz property of the second factor in
the integral and obtain the required estimate. This finishes the proof of the case where |B| " 1 and
|A| À 1.
Next, let us consider the case when |B| ą CB and |A| " 1. The preceding argumentation for
the estimate of }H˜}L8 is also valid in this case since we have not used the second factor, and so we
see that we can always estimate the integral by |B|´1{2. It remains to gain a decay in |A|. If we
furthermore assume |A| ď |B|, then |B|´1{2 ď |B|´1{4|A|´1{4, and so we can sum in both λ1 and
λ3. Therefore we may consider |A| ą |B| next, and reduce our problem using the first factor in the
integral in (54) to consider only the part where |y1| ! |A|εA . Then |z1 ´ y1rω| “ |A´ y1rω| „ |A|,
and so we can gain an |A|´εA using the second factor in the integral, unless |z2y2| „ |A|. But since
|z2| À 1, we see that |z2y2| „ |A| implies |y2| Á |A|, and so we can use finally the third factor where
then the y22 term dominates.
Let us now assume |B| ď CB for some large, but fixed constant, and |A| ą C2B. We can reduce
ourselves to considering only |y1| ! |A|εA , and so |A ´ y1rω| „ |A|. Therefore if |y2| ď |A|1{2,
then using the second factor we get that the integral is bounded (up to a constant) by |A|´1. If
|y2| ą |A|1{2, then |B ´ z4y1rβ ´ y22b#| Á |A| and so we can use the third factor, and sum in both
λ1 and λ3 (since |B| ă |A|).
Finally, if both |A| ď C2B and |B| ď CB are bounded, we use the two parameter oscillatory sum
lemma. We define the function
Hpz1, z2, z3, z4, z5, z6;x1, δ, 2´jq :“ ż qχ1py1q qχ1pz1 ´ y1rωpz1{ε3 y1, x1, δ1q ´ z5y2q
ˆ qχ1pz2 ´ z6y1rβpz1{ε3 y1, x1, δ1q
´ b#px1 ´ z1{ε3 y1, z4y2, δ, jqy22q
ˆ apx1 ´ z1{ε3 y1, z4y2, δ, jqχ1px1 ´ z1{ε3 y1qχ0pz4y2qχ0pz3y1qdy,
where we shall plug in
z1 “ λ1Qωpx1, x2, δ1q, z2 “ λ3Qβpx1, x3, δ1q,
z3 “ λ´ε1 , z4 “ λ´1{23 ,
z5 “ 2´jλ1λ´1{23 , z6 “ λ3λ´11 .
The associated exponents are pα1, α2q “ p´3{2,´3{4q and
pβ11 , β12q “ p1, 0q, pβ21 , β22q “ p0, 1q,
pβ31 , β32q “ p´ε, 0q, pβ41 , β42q “ p0,´1{2q,
pβ51 , β52q “ p1,´1{2q, pβ61 , β62q “ p´1, 1q.
and so for each k the pairs pα1, α2q and pβk1 , βk2 q are linearly independent. The C2 norm of H is
uniformly bounded in the bounded paramteres px1, δ, 2´jq by arguing in the same manner as in
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Case 1.1.. Therefore we may apply Lemma 8 if we take γ to be defined as in (5) (with θ “ 1{3),
multiplied by the additional factor from the previous case where we applied the one parameter
lemma (i.e. when we had |B| ą CB and |A| À 1).
Case 3.2. λ1 „ λ2, λ3 ! λ1, and λ1{23 ! 2´jλ1. Here we have the same bound for the Fourier
transform as in the previous case. Therefore
}xνλj }L8 À λ´1{21 λ´1{23 , }νλj }L8 À 2jλ3,
from which one can get by interpolation
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À 2jθλpθ´1q{21 λθ{23 .
We first consider λ1 ą 22j and denote the sum of the operator pieces by T V I,1δ,j .
}T V I,1δ,j }Lp3x3 pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À 2jθ
8ÿ
λ1“22j
λ1ÿ
λ3“1
λ
pθ´1q{2
1 λ
θ{2
3
À 2jθ
8ÿ
λ1“22j
λ
θ´1{2
1
À 2jp3θ´1q À 1.
The other case is when 2j ! λ1 ď 22j and we denote the sum of these operator pieces by T V I,2δ,j .
}T V I,2δ,j }Lp3x3 pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À 2jθ
22jÿ
λ1“2j
p2´jλ1q2ÿ
λ3“1
λ
pθ´1q{2
1 λ
θ{2
3
À
22jÿ
λ1“2j
λ
pθ´1q{2
1 λ
θ
1
À
22jÿ
λ1“2j
λ
p3θ´1q{2
1 .
Again, this is summable if and only if θ ă 1{3. For θ “ 1{3, we have
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À 2j{3pλ21λ´13 q´1{6.
This operator norm estimate motivates us to define k through 2k :“ λ21λ´13 “ 22k1´k3 , where we
have taken 2k1 “ λ1 and 2k3 “ λ3. Our goal is to prove for each k that››››› ÿ
λ21λ
´1
3 “2k
T λj
›››››
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À 2p2ε´1qpk´2jq{3
for some 0 ď ε ă 1{2. Since necessarily k ě 2j, we obtain the desired result by summing in k.
We shall slightly simplify the proof by assuming that λ1 “ λ2. We consider the functions
parametrised by the complex number ζ and k.
µkζ “ γpζq
ÿ
λ21λ
´1
3 “2k
pλ3q 1´3ζ2 νλj , (56)
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where
γpζq “ 2´3pζ´1q{2 ´ 1.
The associated operator is denoted by T kζ . For ζ “ 1{3 we have
µkζ “
ÿ
λ21λ
´1
3 “2k
νλj ,
and so, by interpolation, we need to prove
}T kit}L2{p2´σ˜qx3 pL1px1,x2qqÑL2{σ˜x3 pL8px1,x2qq À 2
´k{4,
}T k1`it}L2ÑL2 À 2j 2εpk´2jq,
(57)
for some 0 ď ε ă 1{2, and with constants uniform in t P R. The first estimate follows right away
since xνλj have supports located at λ and therefore
|xµkitpξq| À 2´k{4p1` |ξ3|q1{4 .
Recall that σ˜ “ 1{4. We prove the second estimate using the oscillatory sum lemma. We need to
prove ››››› ÿ
λ21λ
´1
3 “2k
λ
´1´ 3
2
it
3 ν
λ
j
›››››
L8
“
››››› ÿ
λ21λ
´1
3 “2k
2kλ´2´3it1 ν
pλ1,λ1,2´kλ21q
j
›››››
L8
À 2
j 2εpk´2jqˇˇˇ
2´ 32 it ´ 1
ˇˇˇ , (58)
uniformly in t.
Let us discuss the index ranges for λ1, λ3, and 2k “ λ21λ´13 . Recall that we are in the case where
2j ! λ1 ď 22j and 1 ď λ3 ! λ212´2j , which implies λ3 ! λ1 and 22j ! 2k ď 24j . Let us now fix any
k satisfying 22j ! 2k ď 24j , and let us consider all pλ1, λ3q such that 2k “ λ21λ´13 . We shall use the
oscillatory sum lemma by summing in λ1 and consider λ3 “ λ212´k as a function of λ1 and k. The
conditions for λ1 are then
2j ! λ1 ď 22j ,
1 ď λ212´k ! 22j ,
which give an interval of integers Ij,k for k1 (recall λ1 “ 2k1).
We denote as usual ψωpy1q “ ym1 ωpδ1y1q and ψβpy1q “ σyn1βpδ1y1q. After substituting λ1y1 and
2´jλ1y2 in the expression (44), we get that the sum on the left hand side of (58) is
2j
ÿ
k1PIj,k
λ´3it1
ż qχ1pλ1x1 ´ y1q qχ1pλ1x2 ´ y2 ´ λ1ψωpλ´11 y1qq
ˆ qχ1pλ3x3 ´ 22j´kb#pλ´11 y1, 2jλ´11 y2, δ, jqy22 ´ λ3ψβpλ´11 y1qq
ˆ apλ´11 y1, 2jλ´11 y2, δ, jqχ1pλ´11 y1qχ0p2jλ´11 y2qdy.
Using the first three factors we can reduce ourselves to consider only the case |x| ď C for some large
constant C. Now we use the substitution y1 ÞÑ λ1x1 ´ y1, conclude that it is sufficient to consider
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the part where |y1| ď λε1 and x1 „ 1, and use Taylor approximation for ψω and ψβ at x1. Then one
gets
2j
ÿ
k1PIj,k
λ´3it1
ż qχ1py1q qχ1pλ1Qωpx1, x2, δ1q ´ y1rωpλ´11 y1, x1, δ1q ´ y2q
ˆ qχ1pλ3Qβpx1, x3, δ1q ´ λ3λ´11 y1rβpλ´11 y1, x1, δ1q
´ 22j´kb#px1 ´ λ´11 y1, 2jλ´11 y2, δ, jqy22q
ˆ apx1 ´ λ´11 y1, 2jλ´11 y2, δ, jqχ1px1 ´ λ´11 y1qχ0p2jλ´11 y2qχ0pλ´ε1 y1qdy,
where |BN1 rω| „ 1 and |BN1 rβ| „ 1 for any N ě 0. Note that 22j´k ! 1 and λ3λ´11 ! 1,
and therefore it is sufficient to consider the cases when A :“ λ1Qωpx1, x2, δ1q, |A| " 1, or B :“
λ3Qβpx1, x3, δ1q, |B| " 1, since otherwise we may use the oscillatory sum lemma. We concentrate
on the first three factors within the integral
qχ1py1qqχ1pA´ rωy1 ´ y2qqχ1pB ´ λ3λ´11 rβy1 ´ 22j´kb#y22q,
where rω, rβ , and b# are all converging in C8 to constant functions of magnitude „ 1 when λ1 Ñ8,
δ Ñ 0, and j Ñ8.
Let us assume |B| ą M3 and |A| ď M for some large M . Then because of the first factor we
may consider the part where |y1| ă |B|1{3. Therefore |A ´ rωy1| ď C|B|1{3 for some C. Therefore
we may assume now |y2| ď 2C|B|1{3, since otherwise we could use the second factor. Finally, if we
take M sufficiently large, we have
|λ3λ´11 rβy1 ´ 22j´kb#y22| ! B,
and so we can now use the third factor’s Schwartz property to obtain a factor |B|´1, which we can
then sum in λ1.
Next we consider the case |A| ą M . Here we shall need a slightly finer analysis. Note that
using the first factor within the integral we can actually reduce ourselves to consider the integration
within the slightly narrower range |y1| ă |A|ε210εp2j´kq for some small ε (see (57)), and therefore
we can also assume using the second factor that
y2 P rA´ C|A|ε210εp2j´kq, A` C|A|ε210εp2j´kqs,
for some C. Now if |A|ε210εp2j´kq ď 1, we obtain that the bound on the integral is |A|2ε220εp2j´kq (the
area of the surface over which we integrate), and this is summable in λ1 over the set |A|ε210εp2j´kq ď
1. Therefore we assume |A|ε210εp2j´kq ą 1, that is |A|1{10 ą 2k´2j . Now if M is sufficiently large,
we then have by the restraint on y2 that |A|2{2 ă y22 ă 2|A|2, and hence
C1|A|2´1{10 ă |22j´kb#y22| ă C2|A|2.
Therefore if either |B| ! C1|A|2´1{10 or |B| " C2|A|2, we can simply use the Schwartz property
of the third factor within the integral. Let us now assume that B is within the range |B| P
rC1|A|2´1{10, C2|A|2s. We denote δA :“ |A|ε210εp2j´kq and recall δA ą 1 and |y1| ă δA ď |A|ε. Using
the third factor within the integral we can reduce our problem to when
|B ´ λ3λ´11 rβy1 ´ 22j´kb#y22| ď δA.
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The implicit function theorem implies that
y22 P r2k´2j |B| ´ C 12k´2jδA, 2k´2j |B| ` C 12k´2jδAs
ðñ y
2
2
2k´2j |B| P
”
1´ C
1δA
|B| , 1`
CδA
|B|
ı
,
for some C 1. Since δA ď |A|1{10 and |B| ą |A|3{2, we can conclude
|y2| P rp2k´2j |B|q1{2 ´ |A|´1{2, p2k´2j |B|q1{2 ` |A|´1{2s,
that is, y2 goes over a set with length at most C 1|A|´1{2. This implies that our integral is bounded
by C 1|A|´1{2 which is summable in λ1.
Case 4.1. λ1 „ λ2 „ λ3 and λ1 ą 22j. Here one first applies stationary phase in x2.
Afterwards, as easily seen and explained in a bit more detail in the next subsection of this article
and at the end of [15, Chapter 4], one gets a phase function in x1 which has a singularity of Airy-
type. Using Lemma 2, with condition piiq and M “ 3, one gets that the Fourier transform estimate
is
}xνλj }L8 À λ´1{21 λ´1{31 “ λ´5{61 .
From (45) the space-side estimate is
}νλj }L8 À 2jλ1,
from which one gets by interpolation
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À 2jθλp5θ´2q{61 .
The bound on the operator norm is
}T˜ V IIδ,j }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À 2jθ
8ÿ
λ1“22j
λ
p5θ´2q{6
1
À 2jp8θ´2q{3,
where T˜ V IIδ,j denotes the sum of the associated operator pieces. This is uniformly bounded if and
only if θ ď 1{4. For θ “ 1{3, we can only sum in the range λ1 ą 26j and so it remains to see what
happens when 22j ă λ1 ď 26j . We denote the sum of the associated operator pieces for this range
by T V IIδ,j . We shall deal with this case in the following subsections.
Case 4.2. λ1 „ λ2 „ λ3 and λ1 ď 22j. Here only the space-side estimate changes and we have
}xνλj }L8 À λ´5{61 , }νλj }L8 À λ3{21 . (59)
By interpolation one can obtain
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À λp4θ´1q{31 .
We denote the sum of the associated operator pieces by T V IIIδ,j . The above sum is obviously
summable if and only if θ ă 1{4. For θ “ 1{4 we shall now use complex interpolation. We
obviously may assume in this case λi " 1 for all i “ 1, 2, 3.
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We consider the functions parametrised by the complex number ζ
µζ “ γpζq
ÿ
1!λ1ď22j
pλ1q 1´4ζ2 νλj , (60)
where
γpζq “ 2
´2pζ´1q ´ 1
2
3
2 ´ 1 .
The associated operator is denoted by Tζ . For ζ “ 1{4 it holds
µζ “
ÿ
1!λ1ď22j
νλj ,
and so by Stein’s interpolation theorem it suffices to prove
}Tit}L2{p2´σ˜qx3 pL1px1,x2qqÑL2{σ˜x3 pL8px1,x2qq À 1,
}T1`it}L2ÑL2 À 1,
with constants uniform in t P R. Here σ˜ “ 1{3 since θ “ 1{4. Therefore, in order to prove the first
estimate, we need the decay bound (8), i.e.
|xµitpξq| À 1p1` |ξ3|q1{3 .
But this follows automatically by (59), the definition of µζ , and the fact that each xνλj has its support
located around λ. We prove the second L2 Ñ L2 estimate using the oscillatory sum lemma [15,
Lemma 2.7.]. We need to prove››››› ÿ
1!λ1ď22j
pλ1q´ 32´2it νλj
›››››
L8
À 1ˇˇˇ
2´2it ´ 1
ˇˇˇ , (61)
uniformly in t. In order to avoid further notation, we assume that λ1 “ λ2 “ λ3. Let us denote
ψωpy1q “ ym1 ωpδ1y1q and ψβpy1q “ σyn1βpδ1y1q. After substituting λ1y1 and λ1{21 y2 in the expression
(44), we get that the sum on the left hand side of (61) isÿ
1!λ1ď22j
λ´2it1
ż qχ1pλ1x1 ´ y1q qχ1pλ1x2 ´ 2´jλ1{21 y2 ´ λ1ψωpλ´11 y1qq
ˆ qχ1pλ1x3 ´ b#pλ´11 y1, λ´1{21 y2, δ, jqy22 ´ λ1ψβpλ´11 y1qq
ˆ apλ´11 y1, λ´1{21 y2, δ, jqχ1pλ´11 y1qχ0pλ´1{21 y2q dy.
Since we could use the first three factors otherwise, we may assume that |x| ď C for some large
constant C. Now we use the substitution y1 ÞÑ λ1x1 ´ y1, conclude that it is sufficient to consider
|y1| ď λε1 and x1 „ 1, and use Taylor approximation for ψω and ψβ around x1. Then one getsÿ
1!λ1ď22j
λ´2it1
ż qχ1py1q qχ1pλ1Qωpx1, x2, δ1q ´ y1rωpλ´11 y1, x1, δ1q ´ 2´jλ1{21 y2q
ˆ qχ1pλ1Qβpx1, x3, δ1q ´ y1rβpλ´11 y1, x1, δ1q ´ b#px1 ´ λ´11 y1, λ´1{21 y2, δ, jqy22q
ˆ apx1 ´ λ´11 y1, λ´1{21 y2, δ, jqχ1px1 ´ λ´11 y1qχ0pλ´1{21 y2qχ0pλ´ε1 y1q dy,
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where |BN1 rω| „ 1 and |BN1 rβ| „ 1 for any N ě 0. Note that 2´jλ1{21 ď 1, and therefore it is sufficient
to consider the cases when A :“ λ1Qωpx1, x2, δ1q, |A| " 1, or B :“ λ1Qβpx1, x3, δ1q, |B| " 1, since
otherwise we can use the oscillatory sum lemma. The first three factors within the integral are
behaving essentially like
qχ1py1qqχ1pA´ y1 ´ 2´jλ1{21 y2qqχ1pB ´ y1 ´ y22q.
If |B| " 1, then since we can use the first factor, we can assume |y1| ! |B|εB . Therefore |B´y1rβ| „
|B|, and we have the estimate for the y2 integrationż
|qχ1pB ´ y1rβ ´ y22b#q|dy2 À ż |qχ1pB ´ y1rβ ´ tq| |t|´1{2dt ď C|B|´1{2,
with constant C independent of y1. Now one can sum in λ1.
Let us now assume |B| ď CB for some large, but fixed constant, and |A| " CB. Again, we can
assume |y1| ! |A|εA , and so |A ´ y1rω| „ |A|. Therefore if |y2| ď |A|1{2, then using the second
factor we get that the integral is bounded (up to a constant) by |A|´N . If |y2| ą |A|1{2, then
|B ´ y1rβ ´ y22b#| Á |A| and so we can use the third factor, and sum in λ1.
5 Airy-type Analysis in the Case hlinpφq < 2
In this section we begin with the proof of the estimates for T V IIδ,j and T
V III
δ,j when θ “ 1{3, i.e. when
φ is of type An´1 with m “ 2 and finite n ě 5. In this case σ˜ “ 1{4. We shall first recall some of the
notation from [15, Chapter 5]. From now on we use λ to denote the common value λ1 “ λ2 “ λ3
and define
s1 :“ ξ1
ξ3
, s2 :“ ξ2
ξ3
, s3 :“ ξ3
λ
,
s :“ ps1, s2, s3q, s1 :“ ps1, s2q.
Then |si| „ 1 for i “ 1, 2, 3, and therefore we have
ξ “ λs3ps1, s2, 1q,
Φpx, δ, j, ξq “ λs3Φ˜px, δ, σ, s1, s2q,
where Φ is the total phase from (43) and
Φ˜px, δ, j, s1, s2q “ s1x1 ` s2x21ωpδ1x1q ` σxn1βpδ1x1q
` δ0s2x2 ` x22b0px, δq.
Note that since according to Case 4.2. in the last subsection of the previous section we have
}T λj }
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À λ1{9,
and so we can assume λ " 1. In all the above expressions δ is now a triple pδ0, δ1, δ2q with δ0 “ 2´j ,
and
b#py, δ1, δ2, jq “ b0py, δq :“ bapδ1y1, δ0δ2y2q,
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where ba is the same function as in Subsection 2.2. It is the function b from Subsection 2.2 expressed
in adapted coordinates. Recall that βp0q ‰ 0, ωp0q ‰ 0, and b0py, 0q “ bap0, 0q “ bp0, 0q ‰ 0 for all
y. In terms of s the expression for the Fourier transform of νλj “ νλδ becomes
χ1ps1s3qχ1ps2s3qχ1ps3q
ż
e´iλs3Φ˜py,δ,σ,s1,s2qa˜py, δqdy,
where the amplitude a˜py, δq :“ apy, δqχ1py1qχ0py2q is a smooth function supported in the sets where
x1 „ 1 and |x2| À 1 and whose derivatives are uniformly bounded with respect to δ. If we denote
T λδ f :“ f ˚xνλδ ,
then the estimate we need to prove is››› ÿ
1!λďδ´60
T λδ
›››
L
p3
x3
pLp1px1,x2qqÑL
p13
x3
pLp
1
1
px1,x2qq
À 1,
for ´ 1
p11
,
1
p13
¯
“
´1
6
,
1
4
¯
.
This estimates corresponds to the sum T V IIδ,j ` T V IIIδ,j of operators considered in the last subsection
of the previous section (Case 4.1. and Case 4.2.).
5.1 First steps and estimates
Our first step is to use the stationary phase in the y2 variable, ignoring the part away from the
critical point where we can obtain absolutely summable estimates. Then as explained in [15, Section
5.1], one obtains by using the implicit function theorem that the critical point xc2 can be written as
xc2 “ δ0s2Y2pδ1x1, δ2, δ0s2q,
where Y2 is smooth, Y2p0, 0, 0q “ ´1{p2bp0, 0qq, and |Y2| „ 1. Now one defines
Ψpx1, δ, σ, s1q :“ Φ˜px1, xc2, σ, s1q,
so we can write
xνλδ pξq “ λ´1{2χ1ps1s3qχ1ps2s3qχ1ps3q ż e´iλs3Ψpy1,δ,σ,s1,s2qa0py1, s, δ;λqdy1,
where a0 is smooth and uniformly a classical symbol of order 0 with respect to λ, and where
Ψpy1, δ, σ, s1, s2q “ s1y1 ` s2y21ωpδ1y1q ` σyn1βpδ1y1q ` pδ0s2q2Y3pδ1y1, δ2, δ0s2q (62)
for a smooth Y3 with Y3p0, 0, 0q “ ´1{4bp0, 0q ‰ 0. Recall that as a0 is a classical symbol we can
write the amplitude a0 “ a00`λ´1a10 where a00 does not depend on λ and a10 has the same properties
as a0. The function νλδ,a10
associated to the amplitude a10 has Fourier transform bounded by λ´3{2
and the L8 norm on the space side is bounded by λ3{2. From these two bounds we can easily get
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the required estimate for the operator associated to νλ
δ,a10
. Therefore from now on we may assume
that νλδ has an amplitude which does not depend on λ, i.e.
xνλδ pξq “ λ´1{2χ1ps1s3qχ1ps2s3qχ1ps3q ż e´iλs3Ψpy1,δ,σ,s1,s2qa0py1, s, δqdy1.
The next step is to localise the integration of Ψpy1, δ, σ, s1, s2q around the point where the second
derivative vanishes. For δ “ 0 this point is
xc1 “ xc1p0, σ, s2q :“
˜
´ 2ωp0q
npn´ 1qσβp0qs2
¸1{pn´2q
.
Away from this point the estimate on the Fourier transform of this part of the function is λ´1, by
stationary phase or integration by parts. We now briefly explain how to deal with the part away
from xc1. Recall from Case 4 in the last subsection of the previous section that the space bound
on νλδ is 2
jλ “ δ´10 λ if λ ą 22j “ δ´20 . Now using the results from Subsection 1.3 one can easily
see that we can sum absolutely in λ ą δ´20 . The case when λ ď δ´20 has to be dealt with complex
interpolation as in the Case 4.2. from the last subsection of the previous section. In fact, the proof
is completely the same, except that one needs to appropriately change γ and the exponent over λ1
in the expression for µζ in (60) since θ “ 1{3 in this case, and there it was θ “ 1{4. One also has a
different amplitude a localising near xc2 in y2 integration and away from xc1 in y1 integration. Hence
we may now consider only the part near the critical point xc1. Abusing the notation again, we shall
denote the part near the critical point xc1 by νλδ too.
Following [15] we shall from now on assume without loss of generality
´ 2ωp0q
npn´ 1qσβp0q “ 1, s2 „ 1, (63)
and that in (62) we are integrating over an arbitrarily small neighbourhood of xc1. Therefore we
now have xc1p0, σ, s2q “ s1{pn´2q2 , |Ψ3pxc1pδ, σ, s2q, δ, σ, s1, s2q| „ 1, (by implicit function theorem)
xc1 “ xc1pδ, σ, s2q depends smoothly in all of its variables, and
Ψ2pxc1pδ, σ, s2q, δ, σ, s1, s2q “ 0.
We restate [15, Lemma 5.2.] how to locally develop Ψ around the critical point of Ψ1. Its proof is
straightforward.
Lemma 18. The phase Ψ given by (62) can be developed locally around xc1 in the form
Ψpxc1pδ, σ, s2q ` y1, δ, σ, s1, s2q “ B0ps1, δ, σq ´B1ps1, δ, σqy1 `B3ps2, δ, σ, y1qy31,
where B0, B1, and B3 are smooth functions and where |B3ps2, δ, σ, y1q| „ 1. In fact we can write
(after taking (63) into account)
xc1pδ, σ, s2q “ s1{pn´2q2 G1ps2, δ, σq,
B0ps1, δ, σq “ s1s1{pn´2q2 G1ps2, δ, σq ´ sn{pn´2q2 G2ps2, δ, σq,
B1ps1, δ, σq “ ´s1 ` spn´1q{pn´2q2 G3ps2, δ, σq,
B3ps1, δ, σ, 0q “ spn´3q{pn´2q2 G4ps2, δ, σq,
(64)
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where Gk, k “ 1, 2, 3, 4, are all smooth and of the following forms at δ “ 0:
G1ps2, 0, σq “ 1,
G2ps2, 0, σq “ n
2 ´ n´ 2
2
σβp0q,
G3ps2, 0, σq “ npn´ 2qσβp0q,
G4ps2, 0, σq “ npn´ 1qpn´ 2q
6
σβp0q.
(65)
We shall also need G5 :“ G1G3´G2. One can easily check that Gk ‰ 0 for each k “ 1, 2, 3, 4, since
n ě 5, and that
G5ps2, 0, σq “ pn´ 1qpn´ 2q
2
σβp0q ‰ 0.
Therefore we havexνλδ pξq “λ´1{2χ1ps1s3qχ1ps2s3qχ1ps3qe´iλs3B0ps1,δ,σqż
e´iλs3pB3ps2,δ,σ,y1qy31´B1ps1,δ,σqy1qa0py1, s, δqχ0py1qdy1,
(66)
where χ0 is supprted here in a sufficiently small neighbourhood and a0 denotes a slightly different
function than before, but with the same relevant properties. We now further decompose xνλδ moti-
vated by Lemma 3 into parts where λ2{3|B1ps1, δ, σq| À 1 near the Airy cone, and p2´lλq2{3|B1ps, δ, σq| „
1 away from the Airy cone, forM0 ď 2l ď λ{M1, whereM0,M1 are sufficiently large. The Airy cone
itself is given by the equation B1 “ 0. In order to obtain such a decomposition, we take smooth
cutoff functions χ0 and χ1 such that χ0 is supported on a sufficiently large neighbourhood of the
origin, and χ1ptq is supported where |t| „ 1. We furthermore assume thatÿ
lPZ
χ1p2´2l{3tq “ 1
on Rzt0u. Then we define
zνλδ,Aipξq :“ χ0pλ2{3B1ps1, δ, σqqxνλδ pξqxνλδ,lpξq :“ χ1pp2´lλq2{3B1ps1, δ, σqqxνλδ pξq, (67)
where M0 ď 2l ď λ{M1 and so
νλδ pξq “ νλδ,Ai `
ÿ
M0ď2lďλ{M1
νλδ,l.
We denote the associated operators T λδ,Ai and T
λ
δ,l. Note that the size of the number M0 is related
to how large of a neighbourhood of 0 the cutoff function χ0 covers in the first equation of (67), and
the size of the number M1 is related to how small of a neighbourhood of 0 we take in (66) for the
y1 variable.
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5.2 Estimates near the Airy cone
From Lemma 3, (a), we get that the bound on the Fourier transform of νλδ,Ai is λ
´5{6. Unlike in
[15] we shall need to use complex interpolation to be able to estimate the part T λδ,Ai. The proof
here is actually similar to certain cases when hlinpφq ě 2 in [15, Subsection 8.7.1.]. We consider the
functions parametrised by ζ P C
µζ “ γpζq
ÿ
1!λďδ´60
λ
7´21ζ
12 νλδ,Ai, (68)
where
γpζq “ 2
´ 7pζ´1q
4 ´ 1
2
7
6 ´ 1 .
The associated operator acting by convolution against the Fourier transform of µζ is denoted by Tζ .
For ζ “ 1{3 we see that
µζ “
ÿ
1!λďδ´60
νλδ,Ai,
which means, by interpolation, that it is sufficient to prove
}Tit}L2{p2´σ˜qx3 pL1px1,x2qqÑL2{σ˜x3 pL8px1,x2qq À 1,
}T1`it}L2ÑL2 À 1,
with constants uniform in t P R. Recall that here σ˜ “ 1{4 since θ “ 1{3. Therefore, to prove the
first estimate, we need the decay bound (8), i.e.
|xµitpξq| À 1p1` |ξ3|q1{4 .
This follows right away using the estimate on the Fourier transform of νλδ,Ai, the definition of µζ ,
and the fact that each zνλδ,Ai has its support located at pλ, λ, λq. We prove the second L2 Ñ L2
estimate by using Lemma 6. We need to prove››››› ÿ
1!λďδ´60
λ´
7
6
´ 7
4
it νλδ,Ai
›››››
L8
À 1ˇˇˇ
2´ 74 it ´ 1
ˇˇˇ , (69)
uniformly in t.
As in [15, Subsection 5.1.1] we now apply Fourier inversion using the formulas (66), (67), and
the form from Lemma 3, (a). Then after changing coordinates in the integration from pξ1, ξ2, ξ3q to
ps1, s2, s3q one gets
νλδ,Aipxq “λ13{6
ż
e´iλs3pB0ps1,δ,σq´s1x1´s2x2´x3qχ0pλ2{3B1ps1, δ, σqq
ˆ gpλ2{3B1ps1, δ, σq, λ´1{3, δ, σ, sqχ˜1psqds1ds2ds3,
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where g is the smooth function from Lemma 3, (a), whose derivatives of any order are uniformly
bounded, and where
χ˜1psq :“ χ1ps1s3qχ1ps2s3qχ1ps3qs23.
We may now also reduce to the situation where |x| À 1, since otherwise we can get a factor
λ´N by integrating by parts. Finally, we change coordinates from s1 “ ps1, s2q to pz, s2q, where
z :“ λ2{3B1ps1, δ, σq, and so by Lemma 18 we have
z “ λ2{3p´s1 ` spn´1q{pn´2q2 G3ps2, δ, σqq,
that is
s1 “ spn´1q{pn´2q2 G3ps2, δ, σq ´ λ´2{3z.
Thus we obtain
νλδ,Aipxq “λ3{2
ż
e´iλs3Φpz,s2,x,δ,σq
ˆ g
´
z, λ´1{3, δ, σ, spn´1q{pn´2q2 G3ps2, δ, σq ´ λ´2{3z, s2, s3
¯
ˆ χ˜1
´
s
pn´1q{pn´2q
2 G3ps2, δ, σq ´ λ´2{3z, s2
¯
χ0pzqdzds2ds3,
(70)
where by using the expressions for B0ps1, δ, σq and G5ps2, δ, σq from Lemma 18 one gets
Φpz, s2, x, δ, σq :“sn{pn´2q2 G5ps2, δ, σq ´ spn´1q{pn´2q2 G3ps2, δ, σqx1 ´ s2x2 ´ x3
` λ´2{3zpx1 ´ s1{pn´2q2 G1ps2, δ, σqq.
(71)
We may rewrite the expression in (70) as
νλδ,Aipxq “ λ3{2
ż
e´iλs3Φpz,s2,x,δ,σq
ˆ g˜pz, s1{pn´2q2 , s3, λ´1{3, δ, σqdzds2ds3.
(72)
with g˜ being smooth with uniformly bounded derivatives and localised so that |z| À 1, s2 „ |s3| „ 1.
Next we notice that by (65), Φpz, sn´22 , x, 0, σq is a polynomial in s2. We therefore substitute
s0 “ s1{pn´2q2 and denote Φ˜pz, s0, x, δ, σq “ Φpz, s1{pn´2q0 , x, δ, σq. We are interested in localising the
integration in (72) to the place where B2s0Φ˜ “ 0 and B3s0Φ˜ ‰ 0. In order to carry out this reduction,
we need another simple lemma. It will be applied to the first three terms of
Φ˜pz, s0, x, 0, σq “sn0G5psn´20 , 0, σq ´ sn´10 G3psn´20 , 0, σqx1 ´ sn´20 x2 ´ x3
` λ´2{3zpx1 ´ s0G1psn´20 , 0, σqq,
which constitute a polynomial in s0 whose derivatives have at most two zeros not located at the
origin. Note that the last term in the above expression is arbitrarily small.
Lemma 19. Assume n ě 5 and consider a number x0 „ 1. We define a polynomial of the form
P pxq :“ xn´2px2 ` bx` cq “ xn ` bxn´1 ` cxn´2,
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having the second derivative written as
P 2pxq :“ npn´ 1qxn´4px´ x0 ` εqpx´ x0 ´ εq.
If |ε| ď c1 for a sufficiently (and arbitrarily) small constant c1, then |P 1pxq| „ 1 on a neighbourhood
of x0 depending on c1. On the other hand, if |ε| ą c2 for some c2 ą 0 and x0 ´ ε „ 1 (resp.
x0 ` ε „ 1), then |P3px0 ´ εq| „c2 1 (resp. |P3px0 ` εq| „c2 1).
Proof. One needs to express b and c in terms of x0 and ε, after which it is easy to prove the lemma
by a straightforward calculation.
From the first conclusion of Lemma 19 we see that if the zeros of B2s0Φ˜ are too close, then we
may use stationary phase or integration by parts to obtain a factor of λ´1{2 (or better) and so the
left hand side of (69) is absolutely summable. Therefore we may assume that there is at least some
distance between the zeros of B2s0Φ˜. From the second conclusion of Lemma 19 we obtain |B3s0Φ˜| „ 1
in a neighbourhood of those zeros within the integration domain (i.e. for those located at „ 1).
Next we use the implicit function theorem and obtain a parametrisation of a zero of the first
three terms of B2s0Φ˜:
B2s0psn0G5psn´20 , δ, σq ´ sn´10 G3psn´20 , δ, σqx1 ´ sn´20 x2q,
which we shall denote by sc0px, δ, σq. We may assume we integrate arbitrarily near one of the zeros
sc0px, δ, σq since again we could otherwise use stationary phase or integration by parts. We may then
use a Taylor approximation for the first three terms in Φ˜ at sc0px, δ, σq and obtain after translating
s0 ÞÑ s0 ` sc0 that the phase has the form
Φ˜1pz, s0, x, δ, σq “B˜0px, δ, σq ´ B˜1px, δ, σqs0 ` B˜3ps0, x, δ, σqs30
` λ´2{3zG˜1ps0, x, δ, σq ´ λ´2{3zG˜2ps0, x, δ, σqs0
with functions B˜i being smooth and |B˜3| „ 1. The functions G˜i are also smooth and have the
property that they do not depend on s0 when δ “ 0. Note also G˜2ps0, x, 0, σq “ 1. Therefore, we
have obtained an Airy type integral with an error term of size at most λ´2{3. We denote this new
localised function by ν˜λδ,Ai.
We now prove (69). Above we have reduce our problem so that it is sufficient to consider the
function ν˜λδ,Ai. Let us begin with the case when A :“ λ2{3B˜1px, δ, σq satisfies |A| " 1. We claim
that in this case we can estimate the function ν˜λδ,Ai by λ
7{6|A|´1{4, which is absolutely summable in
λ in the expression for µ1`it. We need a modification of Lemma 3, (b).
Lemma 20. Consider the integralż
eiλp´b1s0`b3ps0qs30`λ´2{3gps0qqa0ps0, λ´1{3qχ0ps0qds0,
where all the appearing functions are smooth with uniformly bounded derivatives, and |b3ps0q| „ 1.
The integral can be estimated up to a constant by λ´1{3|λ2{3b1|´1{4 if |λ2{3b1| " 1, λ " 1, and χ0 is
supported in a sufficiently small domain.
Proof. Without loss of generality we may assume b3 ą 0. We proceed similarily as in the proof of
Lemma 3, (b). The main point is that since we may assume |b1| " |λ´2{3gpkq| for finitely many
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k ě 0, the term λ´2{3gps0q will not have any significant influence. The first derivative of the phase
is
iλp´b1 ` 3b3ps0qs20 ` b13ps0qs30 ` λ´2{3g1ps0qq,
and hence if b1 ă 0 or |b1| Á 1, then the phase has no critical points since the first two terms
dominate, and its derivative is of size Á |λb1|. Using integration by parts we get the estimate
|λb1|´1. Therefore we may assume 0 ă b1 ! 1 and substitute b1{21 s0 to obtain
b
1{2
1
ż
eiλb
3{2
1 p´s0`b3pb1{21 s0qs30`b´3{21 λ´2{3gpb1{21 s0qq
ˆ a0pb1{21 s0, λ´1{3qχ0pb1{21 s0qds0.
One can now easily check that the function
s0 ÞÑ ´s0 ` b3pb1{21 s0qs30 ` b´3{21 λ´2{3gpb1{21 s0q
has precisely two critical points near ˘1. Near these critical points the second derivatives are of
size „ 1 and so by stationary phase one gets the bound b1{21 |λb3{21 |´1{2 “ λ´1{3|λ2{3b1|´1{4. Away
from critical points the size of the derivative of the phase is „ λb3{21 maxts20, 1u and so integrating
by parts one gets the estimate |λb1|´1.
Therefore after one uses the above lemma, the problem is reduced to the case |A| À 1. Next, we
substitute y1 ÞÑ λ´1{3y1. Then one gets
ν˜λδ,Aipxq “ λ7{6
ż
e´iλs3Φ˜1pz,λ´1{3s0,x,δ,σq
ˆ g˜1pz, λ´1{3s0, s3, λ´1{3, δ, σqdzds0ds3,
where
λΦ˜1pz, λ´1{3s0, x, δ, σq “λB˜0px, δ, σq ´As0 ` B˜3pλ´1{3s0, x, δ, σqs30
` λ1{3zG˜1pλ´1{3s0, x, δ, σq ´ zG˜2pλ´1{3s0, x, δ, σqs0,
and g˜1 has the same properties as g˜. After the above substitution, the integration is over the domain
where |z| À 1, |s3| „ 1, and |s0| ! λ1{3. Using a Taylor approximation we can rewrite the G˜1 term
as
G˜1pλ´1{3s0, x, δ, σq “ G˜1p0, x, δ, σq ` λ´1{3s0rpλ´1{3s0, x, δ, σq.
where |BNt rpt, x, δ, σq| !N 1 for any N ě 0 since G˜1 is constant when δ “ 0. Therefore if we denote
G˜3 “ G˜2 ´ r, then G˜3 has the same properties as G˜2 (in particular G˜3 „ 1) and we can write
λΦ˜1pz, λ´1{3s0, x, δ, σq “λB˜0px, δ, σq ´As0 ` B˜3pλ´1{3s0, x, δ, σqs30
` λ1{3zG˜1p0, x, δ, σq ´ zG˜3pλ´1{3s0, x, δ, σqs0.
From this expression one sees that we can get an integrable factor of size p1 ` |s0|2q´N{2 in the
amplitude of ν˜λδ,Ai by using integration by parts in s0, i.e. we can assumeˇˇˇ
Bα1z Bα2s0 Bα3s3
´
g˜1pz, λ´1{3s0, s3, λ´1{3, δ, σq
¯ˇˇˇ
À Cα1,α2,α3p1` |s0|2q´N{2,
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as the unbounded terms in the expression for the s0 derivative of λΦ˜1pz, λ´1{3s0, x, δ, σq vanish. Let
us denote by E :“ λB˜0px, δ, σq and F :“ λ1{3G˜1p0, x, δ, σq the unbounded terms of the phase. In
order to be able to apply the oscillatory sum lemma, we need to reduce our problem to the case
when |E| À 1 and |F | À 1.
First let us assume that |F | " 1. We now consider the z integration. The factor tied with z in
the phase is
F ´ G˜3pλ´1{3s0, x, δ, σqs0 “ F ´ G˜3s0,
where G˜3pλ´1{3s0, x, δ, σq „ 1. We may therefore assume we are integrating over the area in s0
where
|F ´ G˜3s0| À |F |ε.
since otherwise we can use integration by parts in z and obtain a factor |F |´ε. In particular
|s0| „ |F |. But then the integrable factor p1 ` |s0|2q´N{2 is of size |F |´N and so we obtain the
required bound.
Therefore we may now assume |F | À 1 and consider the case |E| " 1. The idea is now to
use integration by parts in s3 which enables us to localise the integration in s0 to the place where
|λΦ˜1| À |E|ε. If we now take |E| sufficiently large compared to both |A| and |F |, then we see that
this localisation forces |s0| „ |E|1{3. But then the integrable factor p1`|s0|2q´N{2 is of size |E|´N{3
and so we easily get our estimate. We are done with the part near the Airy cone.
5.3 Estimates away from the Airy cone – first considerations
Recall from (66) and (67) that we may write
xνλδ,lpξq “λ´1{2χ1pp2´lλq2{3B1ps1, δ, σqq
χ1ps1s3qχ1ps2s3qχ1ps3qe´iλs3B0ps1,δ,σqż
e´iλs3pB3ps2,δ,σ,y1qy31´B1ps1,δ,σqy1qa0py1, s, δqχ0py1qdy1,
where 1 ! 2l ! λ. Applying Lemma 3, (b), we obtain
xνλδ,lpξq “λ´1{2χ1pp2´lλq2{3B1ps1, δ, σqq
χ1ps1s3qχ1ps2s3qχ1ps3qe´iλs3B0ps1,δ,σq´
s
´1{2
3 λ
´1{2|B1ps1, δ, σq|´1{4
ˆ ap|B1ps1, δ, σq|1{2, s; s3λ|B1ps1, δ, σq|3{2q eis3λ|B1ps1,δ,σq|3{2qp|B1ps1,δ,σq|1{2,s2q
` ps3λ|B1ps1, δ, σq|q´1Eps3λ|B1ps1, δ, σq|3{2, |B1ps1, δ, σq|1{2, sq
¯
,
(73)
where we have slightly simplified the situation by ignoring the sign of the function q (both q` and
q´ appearing in Lemma 3, (b), can be treated in the same way). Note that q depends in the second
variable only in s2 and not s since the same is true for B3, as can be readily seen from the proof
of Lemma 3, (b). Recall that a, q, and E are smooth, and |q| „ 1. E and all its derivatives have
Schwartz decay in the first variable, and a is a classical symbol of order 0 in the s3λ|B1ps1, δ, σq|3{2
variable. We denote z “ p2´lλq2{3B1ps1, δ, σq and slightly change a and E in order to absorb the s3
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factors. Then we can rewrite the previous expression as
xνλδ,lpξq “λ´1{2χ1pzqχ1ps1s3qχ1ps2s3qχ1ps3qe´iλs3B0ps1,δ,σq´
λ´1{2p2´lλq1{6|z|´1{4
ˆ app2lλ´1q1{3|z|1{2, s; 2l|z|3{2q e´is32l|z|3{2qpp2lλ´1q1{3|z|1{2,s2q
` λ´1p2´lλq2{3|z|´1Ep2l|z|3{2, p2lλ´1q1{3|z|1{2, sq
¯
.
(74)
It follows that the bound on the Fourier transform of xνλδ,l is λ´5{62´l{6. We plan to use complex
interpolation and the two parameter oscillatory sum lemma (Lemma 8). We consider the functions
parametrised by ζ P C:
µζ “ γpζq
ÿ
1!λďδ´60
M0ď2lďλ{M1
λ
7´21ζ
12 2
1´3ζ
6
l νλδ,l, (75)
for an appropriate γpζq to be chosen later as in (5). We shall also use the one parameter oscillatory
sum lemma for certain subcases and so we shall need to add appropriate factors to γ as explained
after the statement of Lemma 6. The operator associated to µζ we denote by Tζ . For ζ “ 1{3 we
see that
µζ “
ÿ
1!λďδ´60
M0ď2lďλ{M1
νλδ,l,
which means, by Stein’s interpolation theorem, that it is sufficient to prove
}Tit}L2{p2´σ˜qx3 pL1px1,x2qqÑL2{σ˜x3 pL8px1,x2qq À 1,
}T1`it}L2ÑL2 À 1,
with constants uniform in t P R. Here σ˜ “ 1{4 since θ “ 1{3. Therefore, to prove the first estimate,
we need the decay bound (8), i.e.
|xµitpξq| À 1p1` |ξ3|q1{4 .
But this follows automatically by the estimate on the Fourier transform of νλδ,l, the definition of µζ ,
and the fact that each xνλδ,l has its support located at pλ, λ, λq. It remains to prove the L2 Ñ L2
estimate ››››› ÿ
1!λďδ´60
M0ď2lďλ{M1
λ´
7
6
´ 7
4
it 2´
1
3
l´ 1
2
ilt νλδ,l
›››››
L8
À 1ˇˇˇ
γp1` itq
ˇˇˇ , (76)
uniformly in t.
We split the function νλδ,l as
νλδ,l “ νEλ,l ` νaλ,l,
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where
yνEλ,lpξq “λ´5{62´Nlχ˜1ps, zqe´iλs3B0ps1,δ,σq
ˆ Ep2l|z|3{2, p2lλ´1q1{3|z|1{2, sq
and
yνaλ,lpξq “λ´5{62´l{6χ˜1ps, zqe´iλs3B0ps1,δ,σq
ˆ app2lλ´1q1{3|z|1{2, s; 2l|z|3{2q e´is32l|z|3{2qpp2lλ´1q1{3|z|1{2,s2q,
with appropriate (and in each of the above expression possibly different) χ˜1 smooth functions
localising to the area where |s1| „ s2 „ |s3| „ |z| „ 1. In the expression for νEλ,l we obtain the factor
2´Nl by using the Schwartz property in the first variable of E, and so the function E is slightly
different than before with an appropriate modification.
5.4 Estimates away from the Airy cone – the estimate for νEλ,l
The function νEλ,l can be treated similarily as the function ν
λ
δ,Ai in the case near the Airy cone.
We first apply the inverse of the Fourier transform to yνEλ,l, and then substitute s “ ps1, s2, s3q for
ξ “ pξ1, ξ2, ξ3q. Recall that z “ p2´lλq2{3B1ps1, δ, σq and so by Lemma 18 one has
s1 “ spn´1q{pn´2q2 G3ps2, δ, σq ´ p2lλ´1q2{3z.
We plug in this expression for s1 and also substitute s0 for s
1{pn´2q
2 . In the end one gets
νEλ,lpxq “λ3{22´Nl
ż
e´iλs3Φ2pz,s0,x,δ,σq
ˆ g2
´
2l, p2lλ´1q1{3, z, s0, s3, δ, σ
¯
dzds0ds3,
where g2 is smooth, all of its derivatives are Schwartz in the first variable, and
Φ2pz, s0, x, δ, σq :“sn0G5psn´20 , δ, σq ´ sn´10 G3psn´20 , δ, σqx1 ´ sn´20 x2 ´ x3
` p2lλ´1q2{3zpx1 ´ s0G1psn´20 , δ, σqq.
The only difference compared to the phase in (71) is that there |z| À 1, while here |z| „ 1, and
instead of the λ´2{3 factor in front of z in the phase in (71), here we have the much larger factor
p2lλ´1q2{3.
We can now reduce to the situation where |x| À 1. Namely, if |x1| " 1 then we integrate by
parts in z to obtain a factor pλp2lλ´1q2{3q´N . Otherwise if |x1| À 1 and |x2| " 1, then we integrate
by parts in s0 to obtain λ´N , and if |px1, x2q| À 1 and |x3| " 1, we integrate by parts in s3 to again
obtain λ´N .
Next, recall that p2lλ´1q2{3 ! 1. Therefore, we may use again Lemma 19 and argue similarily as
we did in the case near the Airy cone to reduce the problem localised to the case where the second
derivative in s0 of the first three terms vanishes and |B3s0Φ2| „ 1. In particular the critical point sc
of the first three terms of Bs0Φ2 depends (smoothly) on px, δ, σq with the property that when δ “ 0,
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then sc is a constant. Translating to this point and localising we obtain a new function ν˜Eλ,l with
the phase
Φ˜2pz, s0, x, δ, σq “B˜0px, δ, σq ´ B˜1px, δ, σqs0 ` B˜3ps0, x, δ, σqs30
` p2lλ´1q2{3zH0ps0, x, δ, σq ´ p2lλ´1q2{3zH1ps0, x, δ, σqs0,
where |s0| ! 1, |B˜3| „ 1, and H1 „ 1. Additionally H0 and H1 do not depend on s0 when
δ “ 0. The next step is to localise the whole phase Φ˜2 around the point where B2s0Φ˜2 “ 0. The
reason for this is that the factor p2lλ´1q2{3 is too large, and we cannot apply something similar
to Lemma 20. Let us denote the critical point of Bs0Φ˜2 by sc0 “ sc0px, δ, σ, p2lλ´1q2{3zq. Note that
sc0 is identically 0 when either δ “ 0 or the variable refering to p2lλ´1q2{3z is 0. Therefore we can
actually write sc0 “ p2lλ´1q2{3z s˜c0px, δ, σ, p2lλ´1q2{3zq with s˜c0 being identically 0 when δ “ 0. If we
shorten ρ “ p2lλ´1q2{3z, then the expressions for the first derivative of Φ˜2 at the point sc0 has the
form
Bs0Φ˜2pz, sc0, x, δ, σq “ psc0q2 bpsc0, x, δ, σq ´ ρhpsc0, x, δ, σq ´ B˜1px, δ, σq
“ ρ2ps˜c0q2 bpsc0, x, δ, σq ´ ρhpsc0, x, δ, σq ´ B˜1px, δ, σq,
where hpsc0, x, δ, σq „ 1 and |bpsc0, x, δ, σq| „ 1. One can also easily check that |B3s0Φ˜2pz, s0, x, δ, σq| „
1. Therefore, developing the phase Φ˜2 at the point sc0 we may write
Φ˜3pz, s0, x, δ, σq “b0pρq ´
”
b1 ` ρb˜1pρq
ı
s0 ` b3ps0, ρqs30, (77)
where we suppressed the dependence of b0, b1, b˜1, and b3 on the bounded parameters px, δ, σq. We
have b˜1 „ 1 and |b3| „ 1. We may also assume |s0| ! 1 as otherwise we could use integration by
parts or stationary phase. Finally, we shall develop the term b0 at 0 and substitute s0 ÞÑ λ´1{3s0.
Then
λΦ˜3pz, s0, x, δ, σq “ λ
´
b00 ` ρb10 ` ρ2b˜0pρq ´ λ´1{3
”
b1 ` ρb˜1pρq
ı
s0 ` λ´1b3pλ´1{3s0, ρqs30
¯
“ λb00 ` λ1{322l{3b10z ` λ´1{324l{3b˜0pρqz2
´
”
λ2{3b1 ` 22l{3b˜1pρq z
ı
s0 ` b3pλ´1{3s0, ρqs30,
and the function is of the form
˜˜νEλ,lpxq “λ7{62´Nl
ż
e´iλs3Φ˜3pz,s0,x,δ,σq
ˆ g3
´
2l, p2lλ´1q1{3, z, λ´1{3s0, s3, δ, σ
¯
dzds0ds3.
First we note that we can assume λ´1{324l{3 ! 1 since otherwise we can easily sum in both λ and
l using the factor 2´Nl for a sufficiently large N . Next we denote A :“ λb0, B :“ λ1{322l{3b10, and
D :“ λ2{3b1. In order to be able to use the (one parameter) oscillatory sum lemma, we need to
reduce our problem to the situation when A,B, and D are bounded. When this is the case, the
integration in s0 on the domain |s0| À λ1{3 is not a problem since if we split the integration domain
where |s0| À 2l{3 and |s0| " 2l{3, the first part has a bound depending on 2l{3, and the second is
integrable in s0 after using integration by parts.
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We start with the case when |D| " 1. We consider two subcases. If
|λ2{3b1 ` 22l{3b˜1pρq z| “ |D ` 22l{3b˜1pρq z| ą 1,
then we can actually use the Airy integral (Lemma 3, (b)) applied to s0 integration (before substi-
tuting s0 ÞÑ λ´1{3s0) using the phase form (77), and obtain the bound
}˜˜νEλ,l}L8 À λ7{62´lN
ż
χ1pzq|D ` 22l{3b˜1pρq z|´εdz,
for some constant ε ą 0. After plugging into (76) this is absolutely summable in λ. Namely, in
the cases |D| ! 22l{3 and |D| " 22l{3 we get the estimate |D|´ε which is summable, and the case
|D| „ 22l{3 happens for only Op1q λ’s, which depend on l. If
|D ` 22l{3b˜1pρq z| ď 1
then necessarily again |D| „ |22l{3|, and this can happen only for Op1q λ’s. The bound on the
function is
}˜˜νEλ,l}L8 À λ7{62´lN ,
for maybe some different N . The factor λ7{6 is retained since in this case we can get an integrable
factor in s0 by using integration by parts. After plugging into (76) we may sum over the Op1q λ’s
and then in l.
The other case is when |D| À 1, and either |A| " 1 or |B| " 1. The case |A| „ |B| can again
happen only for Op1q number of λ’s and so we can assume that either |A| " |B| or |B| " |A|. Both
cases can be treated equally and so we can assume without loss of generality that |A| " |B|. Then
we can rewrite the phase in the form
λΦ˜3pz, s0, x, δ, σq “ B0pλ, 2l, zq ´B1pλ, 2l, zqs0 ` b3pλ´1{3s0, ρqs30,
where we know that for l sufficiently large |B0| „ |A|, |B1| „ 22l{3, and |b3| „ 1. In order to simplify
the situation a bit, we develop the amplitude function g3 into a sum of tensor products, separating
the s3 variable from the others. It is sufficient to consider each of these terms separately, and so we
can assume without loss of generality that
g3
´
2l, p2lλ´1q1{3, z, λ´1{3s0, s3, δ, σ
¯
“ g˜3
´
2l, p2lλ´1q1{3, z, λ´1{3s0, δ, σ
¯
χ1ps3q,
where g˜3 has the same properties as g3. Then after using the Fourier transform in s3, the integral
in s0 for the function ˜˜νEλ,l is of the formż qχ1´B0 ´B1s0 ` b3pλ´1{3s0, ρqs30¯ g˜3´2l, p2lλ´1q1{3, z, λ´1{3s0, δ, σ¯ds0, (78)
where we have further suppressed the variables of B0 and B1. One can easily check that this integral
is bounded by 2l{3 by considering the situations where |s0| À 2l{3 and |s0| " 2l{3 separately. This is
in fact true if we use any L1XL8 function instead of qχ1. Therefore if |B0´B1s0`b3pλ´1{3s0, ρqs30| Á
|A|ε, using the Schwartz property we obtain the bound
}˜˜νEλ,l}L8 À λ7{62´lN |A|´ε,
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with a differentN , which after plugging into (76) is summable. Next, if |B0´B1s0`b3pλ´1{3s0, ρqs30| !
|A|ε, then
B1s0 ´ b3pλ´1{3s0, ρqs30 P rB0 ´ c|A|ε, B0 ` c|A|εs,
for some small c ą 0. In particular the fact |B0| „ A gives us
|B1s0 ´ b3pλ´1{3s0, ρqs30| „ |A|.
First we consider integration over the domain |s0| À 2l{3. In this case we get |B1s0´b3pλ´1{3s0, ρqs30| À
2l, which in turn implies that |A| À 2l. But this means we can trade a 2´l factor for a |A|´1
and so we are done. The second part of the integral is where |s0| " 2l{3, which implies |B1s0 ´
b3pλ´1{3s0, ρqs30| „ |s0|3, i.e. |s0| „ |A|1{3. But as the derivative of B1s0´ b3pλ´1{3s0, ρqs30 is of size
|s0|2 „ |A|2{3, then if we substitute t “ B1s0 ´ b3pλ´1{3s0, ρqs30 in the integral (78), the Jacobian is
of size |A|´2{3 and so the same |A|´2{3 bound holds for the integral. We are done with the estimate
for the function νEλ,l.
5.5 Estimates away from the Airy cone – the estimate for νaλ,l
Again substituting first s for ξ, then s1 for z, and then s0 for s
1{pn´2q
2 , we obtain the expression
νaλ,lpxq “λ3{22l{2
ż
e´iλs3Φ4pz,s0,x,δ,σq
ˆ g4
´
p2lλ´1q1{3, z, s0, s3, δ, σ; 2l
¯
dzds0ds3,
where (assuming z „ 1 since the case z „ ´1 can be treated in the same way)
Φ4pz, s0, x, δ, σq :“sn0G5psn´20 , δ, σq ´ sn´10 G3psn´20 , δ, σqx1 ´ sn´20 x2 ´ x3
` p2lλ´1q2{3zpx1 ´ s0G1psn´20 , δ, σqq
` p2lλ´1qz3{2q0pp2lλ´1q1{3z1{2, s0q.
We can reduce to the situation where |x| À 1 in the same manner as in the previous case. In
fact, we can reduce the problem to the situation where |x1 ´ s0G1psn´20 , δ, σq| ! 1, since otherwise
we can use integration by parts in z. From this it follows |x1| „ 1. Since G1psn´20 , 0, σq “ 1, we can
localise the integration in s0 to an arbitrarily small interval containing x1. The following lemma
will be useful.
Lemma 21. Define the polynomial
P ps0;x1, x2, σq :“ pn´ 1qpn´ 2q
2
σβp0qsn0 ´ npn´ 2qσβp0qx1sn´10 ´ x2sn´20 .
If |x1| „ σ „ |βp0q| „ 1, n ě 5, and |x2| À 1, then
pn´ 3qP 1px1;x1, x2, σq “ x1P 2px1;x1, x2, σq,
and this expression is a polynomial in px1, x2q.
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Proof. Factoring out pn´ 2qσβp0q{2 we can assume without loss of generality
P ps0;x1, x2, σq :“ pn´ 1qsn0 ´ 2nx1sn´10 ´ x˜2sn´20 ,
where x˜2 “ p2x2q{rpn´ 2qσβp0qs. The first two derivatives of this polynomial are
P 1ps0;x1, x2, σq “ npn´ 1qsn´10 ´ 2npn´ 1qx1sn´20 ´ pn´ 2qx˜2sn´30 ,
P 2ps0;x1, x2, σq “ npn´ 1q2sn´20 ´ 2npn´ 1qpn´ 2qx1sn´30 ´ pn´ 2qpn´ 3qx˜2sn´40 .
Plugging in x1 we get
P 1px1;x1, x2, σq “ ´npn´ 1qxn´11 ´ pn´ 2qx˜2xn´31 ,
P 2px1;x1, x2, σq “ ´npn´ 1qpn´ 3qxn´21 ´ pn´ 2qpn´ 3qx˜2xn´41 .
and the claim follows.
The coefficients of the polynomial in the above lemma come from Lemma 18.
We develop the phase in the variable u :“ x1 ´ s0G1psn´20 , δ, σq. Then we can write
Φ4pz, s0, x, δ, σq “b0px, δ, σq ` b1px, δ, σqu` b2px, δ, σqu2 ` b3px, δ, σ, uqu3
` p2lλ´1q2{3zu
` p2lλ´1qz3{2q1pp2lλ´1q1{3z1{2, uq,
From Lemma 21 one easily sees that we can conclude that either |b1| „ |b2| „ 1 or |b1|, |b2| ! 1.
Since |u| ! 1, the case |b1| „ |b2| „ 1 would imply that we can integrate by parts and obtain a
factor λ´N . Therefore we assume that both |b1| and |b2| are very small, and so we can apply Lemma
19 to obtain |b3| „ 1 (this reduction one could have gotten by also checking the third derivative in
Lemma 21). Recall that also |q1| „ 1. Now note that if |u| is not of size p2lλ´1q1{3, then we can
apply integration by parts in z to obtain a factor 2´lN . In fact, after we substitute u “ p2lλ´1q1{3v,
we can get a factor of size 2´lN p1 ` |v|2q´N{2 integrating by parts in z. Thus we are reduce to
considering
νaI pxq “λ7{62´lN
ż
e´iλs3Φ5pz,v,x,δ,σq p1` |v|2q´N{2
ˆ g˜5
´
p2lλ´1q1{3, z, p2lλ´1q1{3v, s3, δ, σ; 2l
¯
p1´ χ1pvqqχ0pp2lλ´1q1{3vqdzdvds3
νaIIpxq “λ7{625l{6
ż
e´iλs3Φ5pz,v,x,δ,σq
ˆ g5
´
p2lλ´1q1{3, z, p2lλ´1q1{3v, s3, δ, σ; 2l
¯
χ1pvqdzdvds3.
In the expression for νaI the χ0pp2lλ´1q1{3vq factor localises so that |u| “ |p2lλ´1q1{3v| ! 1. Sup-
pressing the dependence on px, δ, σq, the phase is of form
λΦ5pz, v, x, δ, σq “λb0 ` λ2{32l{3b1v ` λ1{322l{3b2v2
` 2l
´
b3pp2lλ´1q1{3vqv3 ` zv ` z3{2q1pp2lλ´1q1{3z1{2, p2lλ´1q1{3vq
¯
.
(79)
Estimates for νaI . In this case we plan the use the oscillatory sum lemma in λ only and consider
2l as a parameter. Let us denote A :“ λb0, B :“ λ2{32l{3b1, D :“ λ1{322l{3b2. We need to reduce our
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problem to the case when A, B, and D are bounded. As here the integral itself is bounded by À 1,
we can assume that it is not the case that |A| „ |B|, nor |B| „ |C|, nor |A| „ |C|, since otherwise
λ’s would go over a finite set, and we could sum in l. Furthermore, as soon as |A| (resp. |B|, or |C|)
is greater than 1, then we can automatically assume that |A| " 24l (resp. |B| " 24l, or |C| " 24l),
since otherwise we could trade some factors 2´lN to obtain a factor |A|´ε (resp. |B|´ε, or |D|´ε)
giving summability in λ in the expression (76). If at least one of |A|, |B|, or |C| are greater than 1,
we define
fpv, z, 2lλ´1q :“ b3pp2lλ´1q1{3vqv3 ` zv ` z3{2q1pp2lλ´1q1{3z1{2, p2lλ´1q1{3vq,
and develop the function g˜5 into a series of tensor products with variable s3 separated. Then after
taking the Fourier transform in s3, we are reduced to estimating the integral
λ7{62´lN
ż
p1` |v|2q´N{2 qχ1pλb0 ` λ2{32l{3b1v ` λ1{322l{3b2v2 ` 2lfpv, z, 2lλ´1qq
ˆ χ1pzqp1´ χ1pvqqχ0pp2lλ´1q1{3vqdzdv.
We start with the part where |v| ! 1. The bound |v| ! 1 gives
|fpv, z, 2lλ´1q| „ 1,
|Bvfpv, z, 2lλ´1q| „ 1,
|B2vfpv, z, 2lλ´1q| „ |v|.
If |A| " maxt24l, |B|, |D|u, then we can easily get a factor |A|´1 using the Schwartz property of qχ1.
If |B| " maxt24l, |A|, |D|u, then the size of the derivative in v of the function within qχ1 is B and
so we get the bound |B|´1 by substitution. Finally, if |D| " maxt24l, |A|, |B|u, we use the van der
Corput lemma and obtain the bound |D|´1{2.
The other case is 1 ! |v| ! p2lλ´1q´1{3. Since now 1 ! |v| ! p2lλ´1q1{3, we can rewrite
fpv, z, 2lλ´1q “ v3f˜pv, z, p2lλ´1q´1{3q,
where f˜ is a smooth function with |f˜ | „ 1 and |Bkv f˜ | ! |v|´k for all k ě 1. This means that f is
behaving essentially like v3, and in particular
|fpv, z, 2lλ´1q| „ |v|3,
|Bvfpv, z, 2lλ´1q| „ |v|2.
First we assume that maxt|B|, |D|u ě 1. As before, this actually implies that we can assume
maxt|B|, |D|u ě 24l. If now |D| " |B|, then since we could otherwise use the factor p1` |v|2q´N{2,
we can restrain the integration to the domain |v| ! |D|ε. Here the derivative in v of the expression
A`Bv `Dv2 ` 2lf˜pv, z, 2lλ´1qv3 (80)
inside the Schwartz function qχ1 is of size |B` cDv| for some |c| “ |cpvq| „ 1. But recall that |v| " 1
and so |B ` cDv| „ |Dv| " |D|. This means that substituting the above expression would give a
Jacobian of size at most |D|´1. Next let us consider the case |D| À |B|. If |D| À |B|1´ε, and since
using the factor p1` |v|2q´N{2 we can assume |v| ! |B|ε, then in this case the derivative of (80) is
of size |B|. Therefore we may assume now |B|1´ε ! |D| À |B| and |v| ! |D|ε. Now since again the
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derivative of (80) can be written as |B ` cDv| with |c| „ 1, we can reduce our problem to the part
where |B ` cDv| ! |D|ε, since otherwise substituting would give a Jacobian of size at most |D|´ε.
But now |B ` cDv| ! |D|ε implies |v| „ |B||D|´1. Therefore it suffices to estimate the integralż qχ1pA`Bv `Dv2 ` 2lf˜pv, z, 2lλ´1qv3qχ1p|B|´1|D|vqdv.
We substitute w “ |B|´1 |D|v and write
|B||D|´1
ż qχ1pA` pB|B||D|´1qw ` pD|B|2|D|´2qw2 ` 2l|B|3|D|´3w3rpwqqχ1pwqdw.
Applying van der Corput lemma we obtain the estimate
p|B||D|´1q p|B|2|D|´1q´1{2 “ |D|´1{2,
and so we are done with the case maxt|B|, |D|u ě 1. If now maxt|B|, |D|u ď 1 and |A| " 24l, we
may assume |v| ! |A|ε. But then the expression (80) is of size „ |A| and we can get a factor |A|´1,
and so we are also done with the function νaI .
Estimates for νaII . Here we have a non-degenerate critical point in z which would give us a factor
2´l{2. We shall not apply directly the stationary phase method here since in this case some crucial
information has been lost while we were deriving the form of the phase in this and the previous
subsections. It seems that one cannot prove the required bound for complex interpolation using the
information from the form of the phase (79). One needs to go back to the phase form in the original
coordinates (the one before taking the inverse Fourier transform is (62)) and find the critical point
in the variables py1, s1q. This was carried out in [15] (see the discussion before [15, Lemma 5.6.]).
Here we only sketch the steps.
The phase in (62) is
Ψpy1, δ, σ, s1, s2q “ s1y1 ` s2y21ωpδ1y1q ` σyn1βpδ1y1q ` pδ0s2q2Y3pδ1y1, δ2, δ0s2q,
and one integrates in the y1 variable. The phase function after one applies the Fourier transform is
Φ0py1, s1, s2, x, δ, σq “ Ψpy1, δ, σ, s1, s2q ´ s1x1 ´ s2x2 ´ x3, (81)
and one now integrates in the s and y1 variables, after substituting s for ξ. Recall that s0 “ s1{pn´2q2
and
s1 “ sn´10 G3psn´20 , δ, σq ´ λ´2{3z,
v “ p2lλ´1q´1{3px1 ´ s0G1psn´20 , δ, σqq.
Therefore fixing ps2, s3q is equivalent to fixing pv, s3q, and in this case, finding the critical point in
py1, s1q is equivalent to finding the critical point in the py1, zq coordinates. Recall that the phase
form in (79) was derived by using the stationary phase method in y1 (implicitly done as a part of
Lemma 3) and changing variables from s “ ps1, s2, s3q to pz, v, s3q.
The key is now to notice that since the critical point is invariant with respect to coordinate
changes, the phase function (79) after applying the stationary phase in z to
Φ5pzc, v, x, δ, σq
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is the same as the phase function in (81) after we apply the stationary phase in py1, s1q to
Φ0pyc1, sc1, s2, x, δ, σq,
and then change the coordinates from s2 to v. This was carried out in [15] by explicitly calculating
the critical point in py1, s1q in (81) (see [15, Lemma 5.6.]). One obtains that we can rewrite the
function νaII as
νaIIpxq “ λ7{62l{3
ż
e´iλs3Φ6pv˜,x,δ,σqg6
´
p2lλ´1q1{3, v˜, s3, δ, σ; 2l
¯
χ1pv˜qdv˜ds3,
where
λΦ6pv˜, x, δ, σq “λb˜0px, δ, σq ` λ2{32l{3b˜1px, δ, σqv˜
` δ2022l{3λ1{3b˜2px, δ0p2lλ´1q1{3v˜, δ, σqv˜2,
with b˜0, b˜1, b˜2 smooth, and |b˜2| „ 1. The amplitude g6 is a classical symbol of order 0 in 2l, but we
shall ignore this dependence since the lower order terms can be treated similarily, and even simpler
since we can gain summability in l.
We remark that the variable v˜ is only slightly different from the variable v defined above after
the statement of Lemma 21. Here v˜ corresponds to the v variable in [15, Subsection 5.2.3]. We
explain briefly the relation between v and v˜. At the beginning of this subsection we obtained νaII
by localising to the part where
|p2lλ´1q1{3v| “ |x1 ´ s0G1psn´20 , δ, σq| “ |x1 ´ sn´22 G1ps2, δ, σq| „ p2lλ´1q1{3,
i.e. |v| „ 1. Since G1ps2, 0, σq “ 1, one can easily see using the implicit function theorem that
solving the equation
x1 ´ sn´22 G1ps2, δ, σq “ p2lλ´1q1{3v
in s2 one can write
s2 “ G˜1px1, δ, σq ` p2lλ´1q1{3v G˜pp2lλ´1q1{3v, x1, δ, σq,
where |G˜| „ G˜1 „ 1. Therefore if the v˜ variable is defined by
v˜ “ p2lλ´1q´1{3ps2 ´ G˜1px1, δ, σqq,
as is v in [15], then
v˜ “ vG˜pp2lλ´1q1{3v, x1, δ, σq.
In particular, this means that we can freely change coordinates between v and v˜.
We define ρ :“ δ0p2lλ´1q1{3, A :“ λb˜0px, δ, σq, B :“ λ2{32l{3b˜1px, δ, σq, D :“ δ2022l{3λ1{3, and
suppress the variables of b˜2. Then
λΦ6pv˜, x, δ, σq “ A`Bv˜ `Db˜2pρv˜qv˜2,
and in order to use the oscillatory sum lemma for two parameters we need to reduce the problem to
the situation where |A|, |B|, and |D| are of size À 1. In the following we define k through λ “ 2k.
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First we treat the case when at least two of |A|, |B|, and |D| are comparable. When this is the
case, λ can go over only a finite set of indices (the index sets depending on l and other constants),
and it remains to sum only in l. This is done in the following way. If |D| Á 1, then we can use van
der Corput lemma and obtain a factor |D|´1{2, which is summable in l. If |D| ! 1, then the only
case remaining is |A| „ |B|, and here we can use integration by parts in v˜ and obtain a factor |B|´1
which we use to sum in l.
Next, if we have a “strict order” between |A|, |B|, and |D|, then we consider the case |A| "
maxt|B|, |D|u Á 1. We use integration by parts in s3 and obtain |A|´1 ! |A|´1{2|maxt|B|, |D|u|´1{2
which is summable. Similarly, if |B| " maxt|A|, |D|u Á 1, we can integrate by parts in v˜ and obtain
|B|´1 ! |B|´1{2|maxt|A|, |D|u|´1{2 which is summable. And if now |D| " maxt|A|, |B|u Á 1 we use
van der Corput lemma and obtain |D|´1{2 ! |D|´1{4|maxt|A|, |B|u|´1{4 which is again summable.
We are now reduced to the case where one of |A|, |B|, or |D| are greater than 1, and the other
two much smaller. If |A| ě 1 and maxt|B|, |D|u ! 1, then using integration by parts in s3 we can
get a factor |A|´1. Now we can use the one-dimensional oscillatory sum lemma in l (one needs to
notice that the C1 norm of the function on which we use this lemma does not depend on the A
variable since it appears additively in the phase). Afterwards we can sum in λ using the factor
|A|´1.
If |B| ě 1 and maxt|A|, |D|u ! 1, we change summation variables
2k1 :“ λ22l,
2k2 :“ λ,
so that we now sum over pk1, k2q. This change of variables corresponds to the system
k1 “ 2k ` l,
k2 “ k,
which has determinant equal to 1 and so the associated linear mapping is a bijection on Z2. Since the
summation bounds (without the constraints set by A, B, or D) are 1 ! λ ď δ´60 and 1 ! 2l ! λ, for
each fixed k1 the summation in k2 is now within the range 2k1{3 ! 2k2 ! 2k1{2, and the summation
in k1 is for 1 ! 2k1 ! δ´180 . The quantities B and D can be rewritten as
B “ 2k1{3b˜1px, δ, σq,
D “ δ20 22k1{3´k2 .
Now for a fixed k1 we can apply the one-dimensional oscillatory sum lemma to sum in 2k2 since all
the terms coupled with 2k2 are now within a bounded range. In order to sum in k1, one needs to
estimate the C1 norm of the function to which we have applied the oscillatory sum lemma. One can
easily see that integrating by parts in s0 we obtain a factor |B|´1 which in the new indices depends
only on 2k1 .
Finally, if |D| ě 1 and maxt|A|, |B|u ! 1, we change summation variables
2k1 :“ λ22l,
2k2 :“ λ,
so that we now sum over pk1, k2q. We have
k1 “ k ` 2l,
k2 “ k,
ðñ k “ k2,
l “ pk1 ´ k2q{2.
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Therefore when we fix k1, the summation in k2 goes over an interval of even or uneven integers,
depending on the parity of k1. Since the summation bounds (without the constraints set by A, B,
or D) are 1 ! λ ď δ´60 and 1 ! 2l ! λ, for each k1 the summation in k2 is now within the range
2k1{3 ! 2k2 ! 2k1 , and the summation in k1 is for 1 ! 2k1 ! δ´180 . The quantities B and D can be
rewritten as
B “ 2k1{2`3k2{2b˜1px, δ, σq,
D “ δ20 2k1{3.
For a fixed k1 we want to apply the oscillatory sum lemma to the summation in k2. We remark
that formally one should write k2 as either 2r ` 1 or 2r (depending on the parity of k1) and then
apply the oscillatory sum lemma to the summation in r instead of k2. Here we shall give a bit more
details compared to the previous case since the term ρ, which contains p2lλ´1q1{3, is coupled with
D. We need to estimate the C1 norm of the function
Hpz1, z2, z3;x, δ, σq :“
ż
e´is3pz1`z2v˜`Db˜2px,z3δ0v˜,δ,σqv˜2qg6pz3, v˜, s3, δ, σqχ1pv˜qdv˜ds3.
Formally, one should also add further dummy zi’s for controlling the summation indices. Since we
are in the case where |D| ě 1, |z1| ! 1, and |z2| ! 1, integrating by parts in s3 we get that the L8
estimate is |D|´1. Taking derivatives in z1 and z2 does not change the form of the integral in an
essential way, and so we can also estimate the L8 norm of the these derivatives by |D|´1. Taking
the derivative in z3 a factor of size at most |D| appears, but now we just apply integration by parts
in s3 two times and get that we can estimate the C1 norm of H by |D|´1.
The remaining case is where |A|, |B|, and |D| are bounded. Here we apply the two-parameter os-
cillatory sum lemma. We only need to check the additional linear independence condition appearing
in the assumptions of Lemma 8. The terms where λ “ 2k and 2l appear are
A “ 2β11k b˜0px, δ, σq, B “ 2β21k`β22 l2l{3b˜1px, δ, σq,
D “ δ20 2β31k`β32 l, p2lλ´1q1{3 “ 2β41k`β42 l,
where
pβ11 , β12q “ p1, 0q, pβ21 , β22q “ p2{3, 1{3q,
pβ31 , β32q “ p1{3, 2{3q, pβ41 , β42q “ p´1{3, 1{3q,
and recall from (76) that
pα1, α2q “ p´7{4,´1{2q.
Formally, we also have to consider additionally
pβ51 , β52q “ p´1, 0q, pβ61 , β62q “ p0,´1q
for implementing the lower summation boundes for the “indices” λ and 2l as in (76). We see that
the condition α1βr2 ‰ α2βr1 is satisfied for each r “ 1, . . . , 6. Therefore, we may now apply the
lemma and obtain the inequality (76). This finishes the proof of Theorem 17.
74
References
[1] G.I. Arhipov, A.A. Karacuba, V.N. Čubarikov Trigonometric integrals. Izv. Akad. Nauk. SSSR
Ser. Mat., 43 (1979), 971–1003, 1197, in Russian. English translation in Math. USSR-Izv., 15
(1980), 211–239.
[2] A. Benedek, A.-P. Calderón, R. Panzone, Convolution operators on Banach space valued func-
tions. Proc. Nat. Acad. Sci. U.S.A. 48 (1962) 356–365.
[3] L. Carleson, P. Sjölin, Oscillatory integrals and a multiplier problem for the disc. Studia Math.,
44 (1972), 287–299
[4] J.G. van der Corput Zahlentheoretische Abschätzungen. Math. Ann., 84 (1921), 53–79.
[5] Y. Domar On the Banach algebra A(G) for smooth sets Γ Ă Rn. Comment. Math. Helv., 52
(1977), no. 3, 357–371.
[6] J.J. Duistermaat, Oscillatory integrals, Lagrange immersions and unfolding of singularities.
Comm. Pure Appl. Math., 27 (1974), 207–281.
[7] C. Fefferman, Inequalities for strongly singular convolution operators. Acta Math., (1974), 9–36.
[8] D.L. Fernandez, Vector-valued singular integral operators on Lp-opaces with mixed norms and
applications. Pacific J. Math., 129(1987), No. 2, 257–275.
[9] J. Ginibre, G. Velo, Smoothing properties and retarded estimates for some dispersive evolution
equations. Commun. Math. Phys., 144 (1992), 163–188.
[10] M. Greenblatt, The asymptotic behavior of degenerate oscillatory integrals in two dimensions.
J. Funct. Anal., 257(6) (2009), 1759–1798.
[11] A. Greenleaf, Principal curvature and harmonic analysis. Indiana Univ. Math. J., 30(4) (1981),
519–537.
[12] I.A. Ikromov, M. Kempe, D. Müller, Estimates for maximal functions associated to hypersur-
faces in R3 and related problems of harmonic analysis. Acta Math. 204 (2010), 151–271.
[13] I.A. Ikromov, D. Müller, On adapted coordinate systems. Trans. Amer. Math. Soc., 363(2011),
No. 6, 2821–2848.
[14] I.A. Ikromov, D. Müller, Uniform estimates for the Fourier transform of surface carried mea-
sures in R3 and an application to Fourier restriction. J. Fourier Anal. Appl., 17(2011), No. 6,
1292–1332.
[15] I.A. Ikromov, D. Müller, Fourier Restriction for Hypersurfaces in Three Dimensions and New-
ton Polyhedra. Princeton University Press 2016.
[16] A. Iosevich, E. Sawyer, Maximal averages over surfaces. Adv. Math., 132 (1997), 46–119.
[17] V.N. Karpushkin, A theorem on uniform estimates for oscillatory integrals with a phase de-
pending on two variables. Trudy Semin. Petrovsk., 10 (1984), 150–169, 238, in Russian. English
translation in J. Sov. Math. 35, 2809–2826 (1986)
75
[18] S. Klainerman, M. Machedon, Space-time estimates for null forms and the local existence the-
orem. Comm. Pure Appl. Math., Vol. 46, No. 9 (1993), pp. 1221–1268.
[19] M. Keel, T. Tao, Endpoint Strichartz Estimates. American Journal of Mathematics, Vol. 120,
No. 5 (Oct., 1998), pp. 955–980.
[20] P.I. Lizorkin, Multipliers of Fourier integrals and bounds of convolutions in spaces with mixed
norm. Applications. Izv. Akad. Nauk SSSR Ser. Mat. 34 (1970), 218–247, in Russian. English
translation in Mathematics of the USSR-Izvestiya, Vol. 4, No. 1 (1970), 225–255.
[21] S.J. Montgomery-Smith, Time decay for the bounded mean oscillation of solutions of the
Schrödinger and wave equations. Duke Math J., Vol. 91, No. 2 (1998), pp. 393–408.
[22] D.H. Phong, E.M. Stein, The Newton polyhedron and oscillatory integral operators. Acta Math.,
179 (1997), No. 1, 105–152.
[23] D.H. Phong, E.M. Stein, J.A. Sturm, On the growth and stability of real-analytic functions.
Amer. J. Math., 121 (1999), No. 3, 519–554.
[24] E.M. Stein, Harmonic analysis: Real-variable methods, orthogonality, and oscillatory integrals.
Princeton Mathematical Series 43. Princeton University Press, Princeton, NJ, 1971.
[25] P.A. Tomas, A restriction theorem for the Fourier transform. Bull. Amer. Math. Soc. 81 (1975),
477–478.
[26] A.N. Varchenko, Newton polyhedra and estimates of oscillating integrals. Funkcional. Anal. i
Priložen, 10 (1976), 13–38, in Russian. English translation in Functional Anal. Appl., 18 (1976),
175–196.
[27] A. Zygmund, On Fourier coefficients and transforms of functions of two variables. Studia
Math., 50 (1974), 189–201.
76
