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HPC Challenge, NAP Parallel Benchmarkなど，さまざまなベンチマークが提唱されている． 
1993 年に始まったスーパーコンピュータをランク付けする TOP500[2]では，Linpack が採用され
ている．Linpackは密係数行列の連立一次方程式の解を求めることで，1秒あたりの浮動小数点演
算回数(FLOPS)を算出している．この性能値に基づいて，TOP500 では世界のスーパーコンピュー
タの上位 500 位までを年に 2 回，スーパーコンピュータに関する国際会議である
ISC(International Supercomputing Conference) と SC(International Conference on High 















2. HPCG の概要 
 High Performance Conjugate Gradient (HPCG)[3]は，前述した Linpackの問題点を解決するこ
［大規模科学計算システム］





ズにおける 1対 1通信，間接メモリアクセスなども含まれている．2013年 6月の ISC’13におい
て新たなベンチマークとして提唱され，11 月 SC13 における実行方法，実行時間，最適化方法な


















図 1. HPCGの処理の流れ  
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3. サイバーサイエンスセンターにおける HPCGの取り組み 


















          
図 2. 8カラーオーダリング法(2次元平面図)            図 3．ハイパープレイン法 
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4. SX-ACEにおける HPCGの評価 
 SX-ACE 512 ノードを用いて最適化を施した HPCG の評価を行い，SC14 でのランキングへ登録を
行った．表 1 に，SC14(2014 年 11 月)の HPCG BOF で発表されたランキングを示す．全 25 のスー
パーコンピュータが登録されており，HPCGにおける性能が高い順にランキングされている．その
他，Linpackにおける性能値(HPL)やランキング(HPL Rank), HPCGと Linpackや理論性能値との比
率である効率も発表されている． 
 この表を見ると，必ずしも Linpackにおける性能値が HPCGにおける性能値と同一ではないこと
が分かる． HPCGランキングの 2位と 3位のスーパーコンピュータを例に取ってみてみると，HPCG









は，SX-ACE, GPU, Intel Xeon，BlueGene, 富士通 SPARC, Intel Xeon Phiのプロセッサをそれぞ
れ搭載するスーパーコンピュータである．図 4 や表 1 を見ると，実行効率が他のスーパーコンピ
ュータは 1.0〜4.8%であるのに対して， SX-ACEは 10%超えと非常に高い効率であることが分かる．
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1 NSCC/Guangihou 33.9  1 0.632 1.86  1.2  
2 RIKEN AICS 10.5  4 0.461 4.39  3.8  
3 DOE/OS ORNL 17.6  2 0.322 1.83  1.2  
4 DOE/OS Argonne Lab. 8.59  5 0.167 1.94  1.0  
5 Sewiss CSCS 6.27  6 0.105 1.67  1.3  
6 Leibniz Rechenzentrum 2.90  14 0.0833  2.87  2.6  
7 DOE/OS L Barkley Nat Lab. 1.65  24 0.0786  4.76  3.1  
8 GSIC Center, TiTech 2.78  15 0.07300  2.63  1.3  
9 Max-Planck 1.28  34 0.06100  4.77  4.2  
10 CEA/TGCC-GENCI 1.36  33 0.0510  3.75  3.1  
11 
Exploration and 
Production Eni S.p.A 
3.00  12 0.0489  1.63  1.2  
12 
Grand Equipement National 
de calcul intensif 
2.07  N/A  0.0448  N/A  2.2  
13 U. of Tokyo 1.04  36 0.0448  4.30  3.9  
14 
Texas Advanced  
Computing center 
5.168  7 0.0440  0.85  0.5  
15 IFERC 1.240  30 0.0426  3.44  2.8  
16 HWC U of Stuttgart 2.763  N/A  0.0391  N/A  1.0  




0.123  --- 0.0134  10.89  10.2  
19 Meteo France 0.469  79 0.0110  2.35  2.2  
20 Meteo France 0.465  80 0.00998  2.15  2.2  
21 Bull Angers 0.430  N/A  0.00970  N/A  1.8  
22 U of Toulouse 0.255  184 0.00725  2.84  2.6  
23 Cambridge U. 0.240  241 0.00385  1.60  1.0  
24 GSIC Center, TiTech 0.148  392 0.00370  2.50  1.7  
25 SURF Sara 0.154  499 0.00250  1.63  1.2  
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[1] Linpack, http://www.netlib.org/linpack/ 
[2] TOP500 Supercomputing Sites, http://www.top500.org/ 
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