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Abstract 
An optimal control strategy for batch processes using particle swam optimisation (PSO) and stacked 
neural networks is presented in this paper. Stacked neural network models are developed from 
historical process operation data. Stacked neural networks are used to improve model generalisation 
capability, as well as provide model prediction confidence bounds. In order to improve the reliability 
of the calculated optimal control policy, an additional term is introduced in the optimisation objective 
function to penalize wide model prediction confidence bounds. The optimisation problem is solved 
using PSO, which can cope with multiple local minima and could generally find the global minimum. 
Application to a simulated fed-batch process demonstrates that the proposed technique is very 
effective. 
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1. Introduction 
 
Batch or semi-batch processes are suitable for the responsive manufacturing of high value added 
products (Bonvin, 1998). Batch and fed-batch processes are becoming the important means of 
manufacturing in the chemical and pharmaceutical industries. To maximise the profit from batch 
process manufacturing, optimal control should be applied to batch processes. The performance of 
optimal control depends on the accuracy of the process model. Mechanistic models have been utilized 
for many years for optimal control studies (Park and Ramirez, 1988; Luus, 1991). However, 
developing full phenomenological models for complex processes is usually very difficult and time 
consuming if feasible at all. The time and effort needed to develop mechanistic models has tended to 
limit the applications of mechanistic model based optimal control strategies, especially to agile 
responsive manufacturing processes. Data based empirical models, such as neural network models 
(Zhang, 2005), nonlinear partial least square models (Zhao et al., 2006), and hybrid models (Tian et 
al., 2001) have to be utilised. Currently the most popular data-based nonlinear modelling technique is 
artificial neural networks. Neural network models gain their attraction from speed and ease of 
implementation, wide applicability and abundant knowledge and research that they have been 
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receiving. Neural networks have been widely used in process modelling and control (Morris et al., 
1994; Zhang, 2005). Stacked neural networks have been shown to possess better generalisation 
capability than single neural networks (Sridhar et al., 1996; Zhang et al., 1997) and are used in this 
paper to model batch processes. An additional feature of stacked neural networks is that they can also 
provide prediction confidence bounds indicating the reliability of the corresponding model predictions 
(Zhang, 1999). Due to model-plant mismatches, the “optimal” control policy calculated from a neural 
network model may not be optimal when applied to the actual process (Zhang, 2004). Thus it is 
important that the calculated optimal control policy should be reliable. 
 
The use of neural network model based optimal control strategy is faced with two major 
challenges. The first challenge is the non-robust performance of neural networks when they 
are applied to unseen data and the second challenge is the need for powerful global 
optimization method that can effectively overcome the conventional problem of falling into 
local minima. Various techniques have been proposed to enhance the robustness of neural 
network models, such as aggregating multiple neural networks (Sridhar et al., 1996; Wolpert, 
1992; Zhang et al., 1997), integrating first principle knowledge into neural networks (Tian et al., 
2001), and training neural networks with both static and dynamic process data (Zhang, 2001). 
Neural network models are typically non-linear and thus are rich in sub-optimal traps that can 
lock in the traditional gradient-based optimization methods. Conventional gradient base 
optimisation techniques are not effective to deal with objective functions with multiple local minima 
and can be trapped in local minima. Therefore, population-based optimization methods such as 
genetic algorithms (Goldberg, 1989), particle swam optimization (Kennedy and Eberhart, 1995) 
and ant colony optimization (Dorigo and Gambardella, 1997) should be used to overcome this 
problem. 
 
Particle swam optimization (PSO) is a recently developed optimization technique that can cope with 
multiple local minima. This paper proposes using PSO and stacked neural networks to find the optimal 
control policy for batch processes. In order to enhance the reliability of the obtained optimal control 
policy, an additional term is added to the optimisation objective function to penalize wide model 
prediction confidence bounds. The proposed method is demonstrated on a simulated fed-batch process. 
It is shown that, by incorporating model prediction reliability in the optimisation criteria, reliable 
control policy is obtained. 
 
The paper is organized as follows. Section 2 presents particle swarm optimization. The effectiveness 
of PSO algorithms is demonstrated on several benchmark optimisation problems. Section 3 presents 
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the modelling of a fed batch reactor using stacked neural networks. Optimal control of the fed-batch 
reactor using PSO and the stacked neural network models is presented in Section 4. The last section 
concludes the paper.  
 
 
2. Particle Swarm Optimisation 
 
PSO was first proposed by Kennedy and Eberhart (1995) and started as a simulation of the social 
behaviour. They were searching for a simulation of the human behaviour in which a personal factor 
was needed in order to approximate the model to the real life. The main principle behind this 
optimization routine is communication. In real life individual members of a group can profit from the 
discoveries and previous knowledge of other members of the community. In PSO there is a group of 
particles that looks for the best solution within the search area. If a particle finds a fitter answer for the 
objective function, the particle will communicate this result to the rest of the particles. Once the 
knowledge has been communicated the particles have two options: to follow the behaviour of the 
group or to follows its own search path. 
 
All the particles in the PSO have “memory” and they modify these memorized values as the 
optimization routine advances. The recorded values are: velocity (V), position (p), best previous 
performance (pbest) and best group performance (gbest). The first one describes how fast a particle 
should move from its actual position and the second one is the actual position. The last two parameters 
are the recorded best values that have been found during the iterations. Eq(1) and Eq(2) describe how 
these values change. 
 
V(k+1)=wV(k)+C1r(pbest(k)-p(k))+ C2r(gbest(k)-p(k))      (1) 
p(k+1) = p(k) + V(k+1)         (2) 
 
where w is the halt parameter, C1 is the personal parameter, C2 is the group parameter, k is the iteration 
index,  and r is a random number between 0 and 1. 
 
The above equations, proposed by Kennedy and Eberhart (1995), represent the simplest case in the 
PSO routine. The whole PSO routine is divided into two loops. In one loop all the positions of the 
particles will be calculated and compared, during this loop the particles will communicate their results. 
The second loop includes all the previous calculations. This loop is repeated until a termination 
criterion has been met.  
 
 4 
The parameters w, C1 and C2 plays an important part in PSO. The halt parameter (w) helps the 
particles to move around the search area. If it is too large the particles may miss the solution and if it is 
too small they may not reach it. Good values are usually slightly less than 1 (Kennedy and Eberhart, 
1995). The coefficients C1 and C2 indicate the preference of the particles for personal or communal 
results. If the value of C1 is larger than C2 then the particles will search for the best value within the 
best results obtained during its own search and they will not try to reach a communal best point. If vice 
versa, the particles will not perform individual searches and this will diminish the ability of the 
particles to perform “adventurous” searches. Kennedy and Eberhart (1995) recommended that these 
values should be 2. This keeps a balance between the personal and communal search. 
 
Four PSO algorithms are developed in this study and they will perform different ways to communicate 
the results within the community. The first one is the simplest algorithm presented by Kennedy and 
Eberhart (1995). In this algorithm, the particles have the ability to communicate its result to all the 
members of the community (see Figure 1 for an illustration).  
 
The other three algorithms are based on local searches that are performed within small groups formed 
in the community. In the first case, the group is based on a circular community (Kennedy and Mendez, 
2006). This community is not geographical, it is a “social” community that it is formed by members 
that are closed to each other according to the index that they have. For example, if a swarm contains 
10 particles, then small communities of 3 particles can be formed. Figure 2 shows the idea behind this 
concept. It can be seen from the figure the formation of the small groups in the community. These 
small groups will only communicate with members of their own community (see Figure 3). The 
expected result with this formation is that the particles will search more intensively the solution area. 
 
The second case proposed for the local search is presented as a cluster community. In this case, small 
groups are also formed according to the index of the particles. The difference with the circular 
community is the fact that only one particle will communicate and compare the results with members 
of others groups (see Figure 4).  
 
The last option performs a geographical search. In this case the particles will communicate with the 
particles that are close to them in the solution area. Figure 5 presents an example of this search. 
Particle number 9 will communicate its results only with the particles that are within the search circle. 
This means that particle 9 will know if particles 1, 4, 5, and 7 have found a better result for the 
objective function. The expected results are that the local search algorithms explore more intensively 
the search area.  
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The PSO codes were tested using some benchmark functions. An example is given by Eq(3). The 
objective of the problem is to calculate the maximum value that can be obtained from the function.  
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This optimization problem has several local maxima. Figure 6 shows the surface plot of the objective 
function and Figure 7 presents the different local maxima for x1 and x2 within the ranges (-10, 10). The 
global optimum for this function is located at [0, 0] and the value of the objective function is 10. 
 
The problem was solved using the PSO codes and the MATLAB Optimization Toolbox function 
fminunc. The parameters used for PSO command are: 20 particles, 0.1 as halt, 2 for the group and 
personal parameter. For the local versions the communities were selected to be 7 for the circular 
community, 5 for the cluster community and 5 for the geographical search code. 
 
Using the PSO codes the global optimum was found without any problems. On the other hand, the 
fminunc optimization routine did not find the global optimum in all the cases. This is because fminunc 
requires as input the initial conditions for the search. Therefore, if an initial condition close to [0, 0] 
was selected, then fminunc could find the global optimum quickly. If an initial condition far from the 
global optimum was introduced, then fminunc could not find the global maximum value of the 
function and a local maximum is obtained. Table 1 presents some of the results from fminunc.  
 
The PSO algorithms can also be applied to problems that contain constraints in their formulation by 
using the penalty function approach (Mathur et al., 2000). The penalty function approach consists of 
the use of a term that is added to the objective function. If one of the solutions violates a constraint 
then the penalty term is increased. Therefore, if a particle finds a good solution for the objective 
function f(x) but this violates any constraints, then the penalty parameter will be increased reducing the 
usefulness of the new answer. Eq(4) represents the new objective function. The parameter C represents 
the penalties for the m constraints of the problem. The coefficient   can be decreased or increased in 
order to modify the value of the penalties. If the particles are violating the problem constraints then the 
parameter can be increased, this will force them to select a solution that is located within the search 
area. 
 
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A set of benchmark constrained optimisation problems (Mathur et al., 2000) given in Table 2 were 
solved using the PSO codes developed in this study. Tables 3 to 5 give the optimisation results. It can 
be seen that the global optima were found in all the cases. It can be appreciated that the performance 
of the global version of the PSO seems to be better. It requires fewer cycles to get an approximation of 
the answer and also in average it requires fewer particles to find it.   
 
 
3. Modelling of a Fed-Batch Process Using Neural Networks 
3.1 A Fed-Batch Process 
The fed-batch reactor used in this work was taken from (Terwiesch et al., 1998). The batch reactor is 
based on the following reaction system: 
DBB
CBA
k
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This reaction is conducted in an isothermal semi-batch reactor. The desired product in this system is C. 
The objective is to convert as much as possible of reactant A by the controlled addition of reactant B, 
in a specified time tf = 120 min. It is not appropriate to add all B initially because the second reaction 
will take place, increasing the concentration of the undesired by-product D. Therefore, to keep a low 
concentration of product D and at the same time increase the concentration of product C, the reactant 
B has to be fed in a stream with concentration bfeed = 0.2. A mechanistic model for this process can be 
found in (Terwiesch et al., 1998). 
 
Based on the reaction kinetics and material balances in the reactor, the following mechanistic model 
can be developed (Terwiesch et al., 1998). 
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In the above equations, [A], [B], [C], and [D] denote, respectively, the concentrations of A, B, C, and 
D, V is the current reaction volume, u is the reactant feed rate, and the reaction rate constants have the 
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nominal value k1 = 0.5 and k2 = 0.5. At the start of reaction, the reactor contains [A](0) = 0.2 
moles/liter of A, no B ([B](0) = 0) and is fed to 50% (V(0)=0.5 m
3
). 
 
3.2 Stacked Neural Networks 
The developed neural network models need to be accurate and reliable in order to be applied to 
optimisation control of the fed-batch reactor. A limitation of single neural network models is that they 
can lack generalisation when applied to unseen data, i.e. the trained neural network gives good 
performance on the training data but gives unsatisfactory performance on unseen data which is not 
used in the training process. Various techniques have been developed to improve neural network 
generalisation capability, such as regularisation (Bishop, 1991), early stopping (Bishop, 1995), 
Bayesian learning (MacKay, 1992), training with both dynamic and static process data (Zhang, 2001), 
and combining multiple networks through stacked neural networks or bootstrap aggregated neural 
networks (Sridhar et al., 1996; Wolpert, 1992; Zhang et al., 1997). In the training with regularisation 
approach, the magnitude of network weight is introduced as a penalty term in the training objective 
function and unnecessarily large network weights are avoided. In the training with early stopping 
approach, neural network performance on the testing data is monitored during the training process and 
the training stops when the neural network prediction errors on the testing data start to increase. 
Among these techniques, combining multiple networks is a very promising approach to improving 
model predictions on unseen data. The emphasis of this approach is on generalisation accuracy on 
future predictions (i.e. predictions on unseen data). When building neural network models, it is quite 
possible that different networks perform well in different regions of the input space. By combining 
multiple neural networks through stacked neural networks or bootstrap aggregated neural networks, 
prediction accuracy on the entire input space could be improved. Stacked neural networks have been 
successfully used for the inferential estimation of polymer quality (Zhang et al., 1997), prediction of 
final product quality (Zhang et al., 1998), and estimation of reactive impurities and reactor fouling 
(Zhang et al., 1999) in a batch polymerisation process.  
 
Figure 8 presents a stacked neural network model. The overall output of the aggregated neural network 
is a weighted combination of the individual neural network outputs. This can be represented by the 
following equation. 
  f X w f X
i i
i
n
( ) ( )


1
        (10) 
where f(X) is the aggregated neural network predictor, fi(X) is the ith neural network, wi is the 
aggregating weight for combining the ith neural network, n is the number of neural networks, and X is 
a vector of neural network inputs. Individual networks are developed with different network 
structures, different initial weights, and/or different data sets. One effective approach is to train the 
individual networks on bootstrap re-samples of the original training data (Zhang, 1999). In bootstrap 
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re-sampling with replacement, replications of the original data set are obtained by randomly sampling 
from the original data set. Proper determination of the stacking weights is essential for good modelling 
performance. A popular choice of stacking weights is simple averaging, i.e. the stacked neural network 
output is an average of the individual network outputs. Perrone and Cooper (1993) show that 
combining n independent predictors by simple averaging can reduce the mean squared prediction 
errors by a factor of n. This result is interesting although the individual models are generally not 
independent. An implication of this result is that significant improvement in model prediction can be 
obtained if dissimilar models are combined. Since the individual neural networks are highly 
correlated, appropriate stacking weights could be obtained through principal component regression 
(Zhang et al., 1997). Instead of using constant stacking weights, the stacking weights can also 
dynamically change with the model inputs (Ahmad and Zhang, 2005; 2006).  
 
Another advantage of stacked neural network or bootstrap aggregated neural network is that model 
prediction confidence bounds can be calculated from individual network predictions (Zhang, 1999). 
The standard error of the ith predicted value is estimated as 
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where y(xi; .) =  
n
b
b
i nWxy1 /);(  and n is the number of neural networks in a stacked neural 
network. Assuming that the individual network prediction errors are normally distributed, the 95% 
prediction confidence bounds can be calculated as y(xi; .)  1.96e. A narrower confidence bound, i.e. 
smaller e, indicates that the associated model prediction is more reliable.  
 
 
3.3 Modelling the Fed-Batch Process Using Stacked Neural Networks 
Neural network models for the prediction of the amount of desired product [C](tf)V(tf) and the amount 
of undesired by-product [D](tf)V(tf)  at the final batch time are of the form: 
 
 y1 = f1(U)                  (12) 
 y2 = f2(U)                  (13) 
 
where y1 = [C](tf)V(tf), y2 = [D](tf)V(tf), U = [u1 u2 … u10]
T
 is a vector of the reactant feed rates during a 
batch, f1 and f2 are nonlinear functions represented by neural networks. 
 
For the development of neural network models simulated process operation data from 50 batches with 
different feeding profiles were generated using the mechanistic model of the process. In each batch, 
the batch duration is divided into 10 equal stages. Within each stage, the feed rate is kept constant. The 
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control policy for a batch consists of the feed rates at these 10 stages. Dividing the batch time into 
more stages will increase the degree of freedom in constructing the control policy but it will also 
increase the computation burden.  
 
In the stacked neural network models several individual networks are trained using bootstrap re-
sampling of the original data (Efron, 1982). The individual network outputs are combined to give the 
final model output. For each of the stacked neural network models, a group of thirty individual neural 
networks were developed. Each neural network contains in the hidden layer three nodes. The number 
of hidden nodes was selected based on the performance on the testing data. The nodes in the hidden 
layer use a hyperbolic tangent activation function while that in the output layer uses a linear activation 
function. The stacked neural network output is taken as the average of the individual network outputs. 
 
Figures 9 and 10 show, respectively, the performance of individual networks and stacked networks for 
predicting the amount of desired product [C](tf)V(tf) on the training and unseen validation data sets. 
Note that the unseen validation data are of an interpolation nature and are within the range covered by 
the training data. Model generalisation capability can be verified by examining its performance on the 
unseen validation data. Figure 9 indicates that in some networks the SSE on the training data is small 
but this is not the case on the unseen validation data. These results show that individual networks are 
not reliable. It can be seen from Figure 10 that stacked networks give consistent performance on the 
training data and on the unseen validation data. The performance gradually improves when more 
networks are combined and approaches a stable level. This is observed on both the training and unseen 
validation data. This result indicates that the stacked model for predicting the amount of desired 
product [C](tf)V(tf) is more reliable as the number of individual networks is increased. It does not 
matter if some networks do not have a good performance, what matters is the communal performance 
of the group.  
 
Using the developed stacked neural network models the concentrations of the product and by-product 
at the end of the batch were predicted with confidence bounds. Figures 11 and 12 present the stacked 
neural network model predictions for [C](tf)V(tf) and [D](tf)V(tf) respectively. The 95% model 
prediction confidence bounds are also shown in the figures. The comparison between the predicted 
values and the real ones can be seen from the figures. The lines located above and below the points 
indicate the confidence bounds of the model predictions. It can be seen that, although the predictions 
are quite accurate, the predictions are more reliable for some batches than for other batches. This 
confidence indication is very useful as will be demonstrated in the next section.  
 
4. Optimising Control Using PSO 
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The objective of the optimisation is to maximise the amount of the final product while reducing the 
amount of the by-product. The optimisation problem solved in this work is: 
 )()}]([)]([{min 21 fff
U
tVtCtDJ    
 s.t. 
 )10,,2,1(,01.00  iui  
 1)( ftV  
 
where α1 and α2 are weighting parameters which were both set to 0.5 in this study, U is a vector of 
control actions (reactant feed rates), and V is the reaction volume. 
 
For the solution using the developed PSO codes different conditions were selected. For the global 
version the number of particles and the halt parameter were modified. The options for the size of the 
community were 50 and 70. The halt parameter was changed between 0.01 and 0.005. The particle 
population for the local PSO code was also modified. This was changed from 20 to 40. The options for 
the halt parameter were the same as the ones used for the global version. The sizes of the internal 
communities were kept the same in all the cases, 17 particles. Table 6 lists the parameters used in 
global PSO (PSOG1 to PSOG4) and local PSO (PSOL1 to PSOL4) algorithms. For the local PSO 
algorithms, the sizes of the internal communities were kept the same in all the cases: 17 particles.  
 
For the purpose of comparison, optimisation using a mechanistic model and using a single neural 
network were first carried out. Table 7 shows the obtained results. The optimisation results obtained 
from the mechanistic model defines the upper limit of the achievable performance of neural network 
model based optimisation. As can be seen from the table, the values for the difference between the 
final amounts of product and by-product using the PSO codes are similar to that obtained using the 
sequential quadratic programming (SQP) implemented by the MATLAB Optimisation Toolbox 
function, fmincon, in this fed-batch reactor. However, PSO can cope with multiple local minima in 
general as shown in Section 2. As expected, the performance of optimal control policies calculated 
from single neural networks is not as good as that calculated from the mechanistic model due to model 
plant mismatches. Figure 13 shows the mechanistic model based optimal control profile calculated 
using SQP and the associated profiles of [C] and [D]. Control policies obtained using PSO codes are 
similar to that obtained using SQP.  
 
It can also be appreciated that an increment in the number of particles in the global version of the PSO 
code does not help the code to find a better solution for the optimization problem. This could indicate 
that the PSO code only needed a minimum number of particles and the inclusion of more particles will 
not be helpful. A different behaviour was encountered in the local version of the PSO. When more 
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particles were used for the solution of the problem, then the code required less number of iterations to 
solve the problem. 
 
Changing the value of the halt did not show any improvement in the performance. As can be seen 
from the table, the results obtained using different halt values are similar. The results indicate that the 
local version of PSO can find a similar answer to the problem using fewer particles than the global 
version of PSO.  
 
Once the optimal feed rates were obtained, they were applied to the actual process (i.e. simulation by 
the mechanistic model of the process). Table 7 shows the difference between the amounts of the final 
product and by-product on neural network model and the actual process. It can be seen from Table 7 
that the actual amounts of product and by-product under these “optimal” control policies are quite 
different from the neural network model predictions. This indicates that the single neural network 
based optimal control policies are only optimal on the neural network model and are not optimal on 
the real process. Hence, they are not reliable. This is mainly due to the model plant mismatches, which 
is unavoidable in data based modelling.  
 
A method to overcome the impact of model plant mismatch on optimisation performance was 
previously investigated by Zhang (2004) where model prediction confidence bounds are incorporated 
as a penalty in the objective function. Therefore, the objective function can be modified as 
 
 ])[][()()}]([)]([{min 321 DstderrCstderrtVtCtDJ fff
U
   
  s.t. 
  ),,2,1(,01.00 miui   
  1)( ftV  
 
where stderr[C] and stderr[D] are the standard errors of the stacked models, α3 is a weighting factor 
for model prediction confidence and was selected as 0.5 in this work. 
 
Table 7 shows the results obtained using the new objective function with stacked neural network 
models. It can be seen from Table 7 that the modified objective function with stacked neural network 
models leads to better performance on the actual process. It can be appreciated that the actual 
performance of the control policies calculated from stacked neural networks with the above modified 
objective function is very close to that of the control policies calculated using the mechanistic model. 
This demonstrates that control policies obtained using stacked neural networks considering model 
prediction confidence bounds is much more reliable than those obtained using a single neural network 
model. 
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5. Conclusions 
 
The study demonstrates that particle swam optimisation is a powerful optimisation technique, 
especially when the objective function has several local minima. Conventional optimisation techniques 
could be trapped in local minima but PSO could in general find the global minimum. Stacked neural 
networks can not only given better prediction performance but also provide model prediction 
confidence bounds. In order to improve the reliability of neural network model based optimisation, an 
additional term is introduced in the optimisation objective to penalize wide model prediction 
confidence bound. The proposed technique is successfully demonstrated on a simulated fed-batch 
reactor. 
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Table 1. Results from MATLAB Optimization Toolbox function fminunc. 
 
Initial value x0=( x1,0, x2,0) Solution (x1, x2) Objective function value 
(1, 1) (-0.0654×10
-6
, -0.2141×10
-6
) 10.0000 
(2, 2) (3.1400, 4.4384) 9.3113 
(3, 3) (3.1400, 4.4384) 9.3113 
(1, 3) (6.2800, 17.7538) 5.2982 
(-1, -1) (0.0573×10
-6
, 0.2251×10
-6
) 10.0000 
(-3, -1) (-3.1400, -4.4385) 9.3113 
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Table 2. Constrained benchmark optimisation problems 
 
 Test function Global optimum 
1 
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xxx
xxxxxxx
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F = -1.3777 
3 
222
..
712min
2
4
1
2
221


xx
ts
xxxF
 
X=[0.718,1.47] 
F = -16.7389 
4 
0522
01022
08
..
721552min
421
2
3
2
2
2
1
41
2
4
2
3
2
2
2
1
4321
2
4
2
3
2
2
2
1
4321
2
4
2
3
2
2
2
1




xxxxxx
xxxxxx
xxxxxxxx
ts
xxxxxxxF
 
X=[0,1,2,-1] 
F = -44 
5 
201010
5.62336
.
5.0105.15.25.35.75.10min
631
54321
5
1
2
654321


 

xxx
xxxxx
ts
xxxxxxxF
i
i
 
X=[0,1,0,1,1,20] 
F = -213 
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Table 3. Results obtained using PSO global search in constrained problems 
 
 
 
 
Table 4. Results obtained using PSO circular community in constrained problems 
 
 Limits     
 Lower Upper Particles Iterations Size Result 
1 [-10 -10 -10] [10 10 10] 100 159 17 [0.989,2.673,-
1.884] 
2 [-10 -10] [10 10] 10 36 5 [0.824,0.911] 
3 [-10 -10] [10 10] 20 155 7 [0.717,1.471] 
4 [-10 -10 -10 -10] [10 10 10 10] 50 150 17 [0,1,2,-1] 
5 [0 0 0 0 0 0] [1 1 1 1 1 20] 50 28 17 [0,1,0,1,1,20] 
 
 
 
Table 5. Results obtained using PSO cluster in constrained problems 
 
 Limits     
 Lower Upper Particles Iterations Size Result 
1 [-10 -10 -10] [10 10 10] 100 52 20 [0.963,2.685,-1.88] 
2 [-10 -10] [10 10] 10 34 5 [0.824,0.911] 
3 [-10 -10] [10 10] 20 200 10 [0.717,1.471] 
4 
[-10 -10 -10 -10] [10 10 10 10] 
100 150 10 [0.012,0.987,2.012, 
-0.986 
5 [0 0 0 0 0 0] [1 1 1 1 1 20] 100 15 10 [0,1,0,1,1,20] 
 
 Limits    
 Lower Upper Particles Iterations Results 
1 [-10 -10 -10] [10 10 10] 20 90 [0.999,2.666,1.886] 
2 [-10 -10] [10 10] 20 54 [0.824,0.911] 
3 [-10 -10] [10 10] 20 67 [0.717,1.471] 
4 [-10 -10 -10 -10] [10 10 10 10] 200 150 [0.020,1.037,1.970,-1.017] 
5 [0 0 0 0 0 0] [1 1 1 1 1 20] 100 20 [0,1,0,1,1,20] 
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Table 6. Parameters used in PSO algorithms 
 
 PSOG1 PSOG2 PSOG3 PSOG4 PSOL1 PSOL2 PSOL3 PSOL4 
Particles 50 70 50 70 20 40 20 40 
Halt 0.01 0.01 0.005 0.005 0.01 0.01 0.005 0.005 
 
 
 
 
Table 7. Values of ([C](tf) - [D](tf))V(tf) on neural network models and actual process 
 Mechanistic 
model 
Single neural network Stacked neural network 
Neural 
network 
Process Neural 
network 
Process 
fmincon     0.0381 0.0411 0.0314 0.0304 0.0363 
PSOG1     0.0382 0.0400 0.0344 0.0296 0.0359 
PSOG2     0.0377 0.0405 0.0319 0.0297 0.0370 
PSOG3     0.0381 0.0399 0.0325 0.0302 0.0358 
PSOG4     0.0379 0.0396 0.0347 0.0300 0.0368 
PSOL1     0.0373 0.0377 0.0341 0.0298 0.0338 
PSOL2     0.0376 0.0407 0.0307 0.0298 0.0364 
PSOL3     0.0367 0.0394 0.0364 0.0297 0.0348 
PSOL4     0.0370 0.0397 0.0301 0.0297 0.0363 
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Figure 1. PSO with global search 
 
 
 
 
 
 
 
 
 
Figure 2. Representation of the circular community 
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Figure 3. Search within the members of the communities 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Cluster community communication 
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Figure 5. Geographical search 
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Figure 6. Surface plot for the optimisation problem 
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Figure 7. Locations of global and local optima for x1 and x2 within the ranges (-10, 10) 
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Figure 8. A stacked neural network model 
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Figure 9. Performance of individual networks for predicting [C](tf)V(tf) 
 
 
 
 
 
 
 
 
 
 
Figure 10. Performance of stacked networks for predicting [C](tf)V(tf) 
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Figure 11. Model predictions and their 95% confidence bounds for [C](tf)V(tf) 
 
 
 
 
 
 
 
Figure 12. Model predictions and their 95% confidence bounds for [D](tf)V(tf) 
 
[C
](tf )V
(tf ) 
[C
](tf )V
(tf ) 
[D
](tf )V
(tf ) 
[D
](tf )V
(tf ) 
 25 
 
 
Figure 13. Control policy calculated using SQP with the mechanistic model and the associated profiles 
of [C] and [D]  
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