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Abstract—Motivated by the recent success of end-to-end
training of communications in the wireless domain, we strive
to adapt the end-to-end-learning idea from the wireless case
(i.e., linear) to coherent optical fiber links (i.e., nonlinear).
Although, at first glance, it sounds like a straightforward
extension, it turns out that several pitfalls exist – in terms of
theory but also in terms of practical implementation. This
paper analyzes an autoencoder’s potential and limitations
for the optical fiber under the influence of Kerr-nonlinearity
and chromatic dispersion. As there is no exact capacity
limit known and, hence, no analytical perfect system solution
available, we set great value to the interpretability on the
learnings of the autoencoder. Therefore, we design its archi-
tecture to be as close as possible to the structure of a classic
communication system, knowing that this may limit its
degree of freedom and, thus, its performance. Nevertheless,
we were able to achieve an unexpected high gain in terms
of spectral efficiency compared to a conventional reference
system.
Index Terms—autoencoder, communication, optical, coher-
ent, nonlinear, chromatic dispersion
1. Introduction
At first glance, optical fibers promise the wistful dream
of (wireless) communications engineers – a transmission
medium with seemingly infinite bandwidth, static propa-
gation environments combined with low noise and small
attenuation coefficients. However, in the previous decades,
the exponential increase of data-rates and the fast progress
in circuitry have pushed the occupied bandwidth and
sampling rates towards an operation point, where even
the seemingly perfect optical fiber is dominated by non-
linearity that cannot be neglected nor compensated easily
anymore. As such, the optical fiber offers nonlinearity by
its nature and, from an engineering perspective, opens up
an exciting field of research.
It can be easily justified that an increase of the fiber
length or a larger alphabet size requires higher average
launch power at the transmitter, which, in turn, increases
the influence of the Kerr-effect and, thereby, introduces a
possible spectral broadening. Hence, the time-bandwidth-
product (TBP) and, finally, also the spectral efficiency
(SE) are again lowered, which requires for classical com-
pensation algorithms (i.e., post-compensation), that most
of the signal’s bandwidth needs to be captured at the
receiver’s analog to digital converter (ADC). Otherwise
there is a huge loss of information which effectively
limits the maximum launch power and distance for data-
transmission. To account for these effects and to further
increase the SE of optical communication links, current
literature can be split into two different research avenues,
either the linearization (compensation) of the nonlinear
effects (cf. [1]; examples are digital back-propagation
and chromatic dispersion (CD)-compensation via finite
impulse response (FIR) filtering) or by designing a sys-
tem that allows these effects and inherently operates in
the nonlinear regime (e.g., solitons [2]). While the first
approach benefits from the availability of many well-
understood algorithms in the linear domain but comes at
the price of a high complexity and certain limitations, the
later approach becomes mathematically challenging and
is, not yet, competitive in terms of the achievable SE.
On the other hand, deep learning-driven communica-
tions [3] has become a promising and active research
topic, in particular, in the wireless domain [4], [5]. It
has been shown that end-to-end learning of transmitter
and receiver in a joint manner allows to find new signal
constellations and even waveforms for almost arbitrary
channels that are not restricted to linear scenarios [6].
First applications of end-to-end learning in optics have
been proposed by Karanov et al. [7] who have shown that
an autoencoder (AE) may also be applied to a dispersive
optical channel in a short-haul setup. In contrast to this Li
et al. [8] and Jones et al. [9] have shown that an AE is also
capable of learning and communicating over a simplified
long-haul channel with Kerr-nonlinearity (KNL) only, i.e.,
disregarding CD.
We are attracted by the challenges of nonlinear optical
fibers and the engineering simplicity of the end-to-end
learning framework and, hence, seek to adapt the learning
concepts from the wireless domain to the optical fiber.
The main contribution of this work is to apply the AE
to a channel that includes both CD and KNL. Thereby,
we train the coherent mapping as well as the pulse-
shaping. We implement the channel via the split-step
Fourier method (SSFM) as a fully differentiable Tensor-
flow model which needs to be carefully implemented to
ensure numerical stability, to guarantee the gradient-flow
and to keep the required memory complexity during train-
ing managable. Note that, although the universal approx-
imation theorem [10] justifies that a neural network can
potentially approximate the optimal transceiver function,
it does not state that the training process will practically
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Figure 1: Block-diagram describing the whole simulation setup including transmitter, channel and receiver. First,
transmitter and receiver are conventionally implemented to obtain a baseline, and later replaced by a trainable AE.
converge towards a suitable solution. In other words, the
training complexity becomes the practical limitation of
learning-based systems [11]. Thus, it requires to limit
the degrees of freedom during training by providing a
carefully adjusted AE structure.
One of the key ideas is to impose an autoencoder-
structure that preserves flexibility of a machine learning
algorithm but allows the interpretation and comparison by
means of classical communications. For this, we sequen-
tially activate impairments such as additive white Gaussian
noise (AWGN), CD and KNL while always comparing
the achieved results to a conventional baseline system as
benchmark to understand its individual implications to the
autoencoder-framework and to understand how well the
autoencoder can compensate for these effects. Neverthe-
less, we have been able to achieve a high gain in terms
of SE at high average power.
In Section 2 we introduce the channel model. Section 3
details the reference system and its challenges. The actual
AE is introduced in Section 4, followed by its results in
Section 5. Finally, we draw a conclusion in Section 6.
2. Channel model
The block diagram of the simulation setup is shown in
Fig. 1. We consider a single polarization nonlinear optical
fiber channel C = CADN with ideal distributed Raman
amplification where the index denotes the included im-
pairments AWGN (A), CD (D) and KNL (N), respectively.
The propagation of an optical signal q(t, z) along such a
channel can be described by the nonlinear Schro¨dinger
equation (NLSE).
∂q(t, z)
∂z
= j
β2
2
∂2q(t, z)
∂t2
− jγ|q(t, z)|2q(t, z) + n(t, z)
(1)
with β2 and γ being the dispersion and nonlinearity
coefficient, respectively. Amplified spontaneous emission
(ASE) noise is represented by n(t, z). This channel model
accounts for both CD and the KNL, which both cause
either temporal or spectral broadening. The fiber attenua-
tion is assumed to be perfectly compensated by distributed
amplification. For simulation, this channel model has been
implemented using the symmetric SSFM. It divides the
fiber length ` into NSSFM = `/∆z equal segments and
solves the NLSE iteratively. In each iteration, KNL, CD
and noise are treated separately.
The solution for the KNL within a step ∆z is given
in time domain as
q(t, z + ∆z) = q(t, z) exp(−jγ|q(t, z)|2∆z). (2)
The effect of CD is accounted for in the frequency domain
as
Q(ω, z + ∆z) = Q(ω, z) exp
(
− j
2
β2ω
2∆z
)
(3)
where Q(ω, z) = F{q(t, z)} is the Fourier transform of
the optical signal. The ideal distributed Raman amplifica-
tion induces noise with power spectral and spatial density
ρn = nsphf0α (4)
where nsp is the spontaneous emission factor, h is
Planck’s constant, f0 is the carrier frequency and α
denotes the fiber attenuation coefficient. For simulation,
AWGN with variance σ2n = ρn∆zfsim is added to the
signal in each step ∆z, where fsim is the simulation
bandwidth (i.e., sampling rate) of the channel.
We assume an ideal coherent transmitter and receiver
where the bandwidth limitation Bw of both the digital to
analog converter (DAC) and ADC is taken into account by
a respective lowpass filter (LPF). Note that the sampling
256-QAM
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(b) Conventional RX-DSP.
Figure 2: Blockdiagrams of the conventional (classic) DSP implementations.
rate is not changed by DAC and ADC, though being band-
limited. This makes it easier to later compare the signals
that are generated by TX and signals at the channel output.
For modulation, the symbol alphabet size is chosen to
be M = 256 (hence, the number of bits per symbol is
Mb = 8 bits/symbol) with a blockbased signal processing
and transmission of NB = 2048 symbols (batch size).
Each batch is represented at the input of the transmit-
ter by a vector of constellation symbol labels (indices)
s ∈ {0, 1, 2, . . . , M − 1}NB = MNB . The transmission
signal sequence is denoted as x ∈ CNB·fsim/Rs and has
a symbol rate of Rs = Bw = 20 GHz (according to the
DAC-bandwidth and simulation sampling rate), i.e., the
number of samples per symbol is fsim/Rs = fsim/Bw ∈ N.
The optical signal launched into the fiber is represented
in simulation by xo ∈ CNB·fsim/Rs . The signal sequence
after propagation along the fiber is denoted as yo ∈
CNB·fsim/Rs . The AD conversion at the receiver results
in y ∈ CNB·fsim/Rs . The recovered symbol index vector
at the receiver is sˆ ∈ MNB . The transmitter DSP maps
the symbol index vector s to the transmission signal x.
The receiver DSP recovers a symbol index vector sˆ from
the received y. The transmitter and receiver DSPs are
implemented by an AE as described in Section 4.
The channel and simulation parameters are given in
Tab. 1. Note that the simulation bandwidth needs to be
chosen carefully in order to ensure proper simulation of
the analog waveform channel. The signal bandwidth along
the link is generally unknown due the potential bandwidth
expansion. We approximate the maximum occurring band-
width according to [12] as Bˆmax = 0.86·γ (2 · Pmax) `Bw,
where Pmax is the maximum average input power, which
is used in the following sections. We choose fsim =
1 THz; this way we have fsim > 2Bˆmax in all scenarios.
We define the signal-to-noise-ratio (SNR) as SNR =
P/ρn`Bw, i.e., the ratio of the mean input signal power and
the noise power within the maximum bandwidth of the
transmit signal. However, for a nonlinear fiber channel,
the SNR is not a sufficient quantity to characterize the
system performance. The above SNR definition does not
account for nonlinear interaction of the signal with noise
components outside the signal bandwidth.1 Furthermore,
the system performance does also explicitly depend on the
absolute signal power. Nonetheless, in the linear regime of
1. This outside-bandwidth interaction may be interpreted as an addi-
tional noise term, that degrades the system performance.
the fiber (low signal power), the SNR allows to compare
the system performance with references such as, e.g., the
AWGN channel.
TABLE 1: Channel parameters
Property Symbol Value
Planck’s constant h 6.626 · 10−34 J s
Carrier frequency f0 193.55THz
Attenuation α 0.046 km−1 ≡ 0.2 dBkm−1
Chromatic dispersion β2 −21.67 ps2 km−1
Kerr-nonlinearity γ 1.27 km−1W−1
Spontaneous emission nsp 1
Fiber length ` 1000 km
Simulation sampling rate fsim 1THz
No. of SSFM-steps NSSFM 200
Launch power P [−30 dBm, 10 dBm]
Bandwidth of TX/RX Bw 20GHz
3. Conventional system and performance
Having discussed the channel, we can now introduce
the remaining DSP-blocks for transmitter and receiver.
To validate the AE-performance and to obtain a base-
line we first implemented a basic and conventional DSP-
algorithm to simulate a data transmission and compensate
for the impairments. We are aware of the fact that more
sophisticated (but also more complex) algorithms exist.
Nevertheless, this simple baseline helps to interpret the
effect of each impairment and the respective compensation
that is learned by the AE in Section 4.
The conventional system’s transmitter-DSP (shown
in Fig. 2a) consists of a 256-quadrature-amplitude-
modulation (QAM)-Mapper, followed by a power normal-
ization to obtain in-phase-quadrature (IQ)-symbols with
the desired launch power P . After upsampling, a Nyquist-
pulse-shaping is applied, to not exceed the required band-
width Bw and avoid inter-symbol interference.
The corresponding receiver-DSP, shown in Fig. 2b,
performs a compensation of CD and KNL as follows [1].
Concerning CD we use an FIR-filter hCD with taps
hCD,k =
1√
ν
· exp
(
−j pi
ν
[
k − NCD − 1
2
]2)
(5)
where ν = 2piβ2`B2w and NCD = b|ν|c; Eq.
(5) is convolved with the received signal, such that
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Figure 3: SE over input power P of the chosen conven-
tional system for CAD and CADN, depicting that CD can be
compensated completely, while additional KNL can not.
yCD = ysam ∗ hCD. Here, ysam is the downsam-
pled received signal y with symbol rate Rs. For the
KNL-compensation we have implemented a simple power-
dependent and sample-wise back-rotation described as
yKNL,i = yCD,i · exp
(
j · γ |yCD,i|2 `
)
(6)
where i is the discrete-time-index of the signal and
ϕKNL,i = γ |yCD,i|2 ` is the nonlinear sample-wise phase-
shift. Finally, a maximum likelihood demapping of the
received and sampled signal leads to the estimated symbol
index.
As a performance measure (to later compare the con-
ventional system with the AE) we use the average mutual
information (MI) defined as
MI = H(s) +H (ˆs)−H(s, sˆ) (7)
where H(·) is the entropy and H(·, ·) the joint entropy.
Note that H (ˆs) = log2(psˆ(ξ)), where the probability
mass function (PMF) psˆ(ξ) is obtained by generating
the histogram over the hard decisions sˆ of the respective
receiver-DSP, and normalizing it appropriately. The same
holds for the required joint distribution. Further, we use
the derived SE as
SE =
MI
T ·Bw (8)
where T = 1/Bw is the symbol duration and TBP =
T · Bw = 1 is denoted as the time-bandwidth-product
(TBP). It follows that TBP = 1 ⇒ SE = MI . The SE
over SNR defined in Section 2 (or input power P , respec-
tively) for the conventional system and the AE shall be
compared, together with corresponding reference curves
and bounds. Therefore, Shannon’s capacity-limit for the
AWGN-channel CA, which also holds for the optical fiber
[13] and the symbol-wise capacity of a conventional 256-
QAM for CA shall be considered.
Fig. 3 shows the reference performance for a sim-
plified channel CAD (incl. CD). It achieves the same
performance as for the above spoken CA and hence, the
conventional system completely compensates CD by hCD.
The same holds for CADN and low input powers P , where
KNL is not yet significant. As expected, the achieved
performance increases with launch-power until it reaches
its maximum and results in a drop due to KNL. Fig. 4
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Figure 4: Estimated and peak normalized PSD (using
Welch’s method) of the input and output signal before and
after the ADC for the conventional system and different
input powers. The bandwidth-expansion due to KNL can
clearly be seen.
shows the power spectral density (PSD) of x after TX-
DSP, yo before and y after the channel’s (or ADC’s,
respectively) LPF. Here, one can see that the drop is most
probably due to the KNL-caused bandwidth-expansion of
the signal at high input powers (e.g., for P > 0 dBm).
Note that, information falling outside of the DSP baseband
bandwidth Bw gets lost by the receiver’s (i.e., the ADC’s)
lowpass characteristics! This motivates the setup of the
chosen AE that is supposed to find a pulse shape that
propagates with less distortion through the fiber while
keeping the information within the given bandwidth Bw.
4. Autoencoder
Usually, an AE in the context of communications
consists of two neural networks (encoder and decoder)
with a penalty layer in between, which, in our case, is the
optical channel. Its goal is to encode the input information,
such that it can be decoded with minimal loss after having
passed the penalty. One problem concerning this approach
is that the encoding network is hard to interpret. Hence,
we have designed an architecture for the AE that follows
along the lines of classic communication, meaning that
it has a classic communication structure while specific
parameters may be learned. Those trainable parameters
are
• the mapping of symbol indices s to IQ-symbols c,
i.e., embedding W, and
• the pulse-shaping FIR-filter, i.e., its filter-taps F
Fig. 5a shows the trainable TX-DSP-implementation of
the AE. Akin to a conventional system, first, it maps the
integer symbol indices s ∈MNB to complex IQ-symbols.
This corresponds to a simple lookup in a trainable em-
bedding matrix W ∈ RM×2 where sm (m = 1, . . . , NB)
determines the row of the matrix, of which the first column
is the real and the second column the imaginary part of
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Figure 5: Block-diagrams of the AE’s DSP implementations. Trainable blocks are in yellow.
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Figure 6: SE over input power P of the AE for different
channel models and compared with the chosen conven-
tional system.
the resulting IQ-sample. Here, sm is the m-th element of
s. After normalization, these IQ-constellation symbols c
shall be analyzed later to compare them with a classic
256-QAM constellation. It follows an upsampling to sim-
ulation sampling rate fsim. The idea behind this is that the
encoding DSP shall be able to really learn a pulse-shaping,
that we can visualize easily. With this, we try to make the
encoder easier to understand, knowing that this increases
the complexity but not its degree of freedom. Again,
equivalently to a classic scheme, it follows a trainable
pulse-shaper F that allows jointly learning of
• a bandwidth-limitation to avoid information- or
SNR-loss by the LPF,
• a pulse-shape that propagates with little distor-
tions, and
• a simple and low-level diversity coding, such that
information may be distributed over time.
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Figure 7: Constellation symbols c learned by the AE, or,
more precisely, the rows of its embedding matrix W.
At last, the filtered signal undergoes an additional LPF and
a power-normalization with power P to finally obtain the
TX-signal x. The LPF seems to be redundant as part of the
pulse-shaping (see DAC of the channel) and hence does
not affect the overall performance of the system. Neverthe-
less, only the block-sequence LPF first, and normalization
second prevents the AE from intentionally wasting power
in the outside-bandwidth-regime2, thus reducing the ef-
fective input power P , the influence of KNL and hence
manipulating the SNR-definition. Further, this sequence
of execution is necessary to preserve the gradient flow
for frequencies outside Bw, and hence to prevent the AE
from retaining high frequencies from the filter-weight-
initialization. As the DAC’s LPF is fixed and as we do
not want to add a normalization within the channel, we
were forced to add an LPF in the TX-DSP.
As shown in Fig. 5b, on the receiver side a dense
neural network (DNN) with layers described in Tab. 2
shall demap the received samples ysam ∈ CNB to the
estimated sent symbol indices sˆ ∈ MNB , where ysam
2. In case the normalization comes first, the LPF would extract only
a portion of the configured input power P .
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Figure 8: Learned pulse shapes x (with NB = 1) of the AE TX-DSP’s trainable filter F with Nadj = 0 and the
corresponding received pulse y at the RX-DSP. The Nyquist-pulse sin(piRst)piRst is given as reference.
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Figure 9: Estimated and peak normalized PSDs for the AE.
Compared to the conventional system the AE achieved less
spectral broadening for P ≤ 0 dBm.
again is the downsampled received signal y. Therefore, it
has not only access to the corresponding single sample,
but also to its temporal neighbors. As shown in Fig. 5b,
after downsampling the received signal, a sliding window
of length 2Nadj + 1 parallelizes the sequentially received
samples to a matrix Yadj. Hence, the input of the DNN
is a single row of Yadj. With parameter Nadj we control
the number of single-side neighbors.
TABLE 2: RX-DNN-configuration
Layer Neurons Activation function
1 2048 elu
2-6 512 elu
7 256 softmax
Finally, the AE is trained, such that the cross-entropy
between the conditional PMFs of the labels and estimates
is minimized. One can show that this optimization maxi-
mizes the spoken MI.
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Figure 10: Learned pulse shapes x (with NB = 1) of the AE TX-DSP’s trainable filter F with Nadj = 20 and the
corresponding received pulse y at the RX-DSP. The Nyquist-pulse sin(piRst)piRst is given as reference.
5. Results
In the following we want to compare the performance
between the conventional system and the AE. We therefore
start with a sanity check using two simplified channel
models, one consisting only of AWGN, denoted as CA,
and another with AWGN and CD, denoted as CAD. In the
beginning we set Nadj = 0 to ensure that all compensation
has to be performed by the transmitter. As we know
perfect transmission systems (achieving capacity limits)
for those two channel-models, we can check whether the
AE is able to also approximate those perfect solutions.
The resulting SE is shown in Fig. 6. As the AE achieves
the performance of the conventional system for CA and
CAD this means that, jointly,
1) a constellation that maximizes average distance
between IQ-symbols, and,
2) a Nyquist-pulse-shaping, as well as
3) a perfect CD-compensation
have been learned! Further, there is, of course, no gain
compared to the conventional implementation. Neverthe-
less, this leads to the hypothesis that the AE is (at least
in some cases) able to learn perfect solutions.
Applying the AE to the channel-model CADN (con-
sisting of noise, CD and KNL as described in Section 2)
and starting with Nadj = 0 results in a small performance
gain in terms of SE compared to the conventional system
only (see Fig. 6). As we have chosen a classical commu-
nications structure we can now analyze the single blocks
of the AE and hence try to find the source of this gain.
We first analyze the mapping of the AE of Fig. 7,
which is indeed a more efficient constellation compared
to a conventional 256-QAM in case the SE is calculated
on uncoded symbols. Its circular shape can maximize the
average distance between neighboring symbols. Further-
more, the density of symbols is lower in the high power
than in the low power regime, tolerating higher KNL-
induced phase-shifts. This also matches with the results
of [9]. As both facts may already lead to a slightly higher
performance we, nevertheless, analyze the surprising pulse
shaping filter F of Fig. 8, where a dark blue depicts the
squared amplitude (power) of its impulse response, red
depicts the received output pulse (after the channel) and
dotted black a reference Nyquist-pulse. The same holds
for its corresponding phase in blue, orange and gray.
In Fig. 8a the signals’ squared amplitudes for low
powers (P = −10 dBm) are shown. Here, one can see that
the received output signal y matches with the well-known
Nyquist-pulse perfectly. Hence, the AE shaped the input
signal x such that it obtains orthogonal samples in time
at the output, to not lose information by the implemented
sampling (as Nadj = 0). Fig. 8b further depicts the
phase response of F that matches with the inverse of the
well-known phase of CD (wrapped parabolic) and, hence,
a classic CD-compensation, almost perfectly. The same
holds for P = 0 dBm in Fig. 8c and 8d. At higher powers,
where the AE-performance in terms of SE follows the
same curve as for the conventional system and especially
at P = 10 dBm, we experience a missing convergence
of the AE resulting in Fig. 8e and 8f. There, no sensible
pulse-shapes were learned, that one can interpret. This
may have two reasons, while we are not able to exclude
the one or the other: First, the gradient may get lost
such that optimization fails or, second, there is no proper
constellation-pulse-shape-combination that works at high
powers. Only by increasing Nadj we can see in Fig.
6 a significant performance gain from 1.32 bits/s · Hz at
P = −10 dBm to 4.46 bits/s · Hz at P = 0 dBm, which
increases with Nadj until it saturates at ca. Nadj,opt = 20.
For higher values of Nadj there is no further gain (see Fig.
6 and Nadj = 40). Again, we conduct an analysis of the
single blocks of the AE to search for the source of this
gain. It turned out, that the constellations, generated by the
mapping W, again converge to the same constellation,
shown in Fig. 7. For low powers, there is no perfect
convergence3 and hence, the constellation-diagram is not
that symmetric, while still showing the same circular
structure. We also interpret the learned pulse-shapes for
Nadj,opt = 20 starting with their PSD as shown in Fig. 9.
Here, one can see for the input power with the highest
gain (compared to classic systems) at P = 0 dBm, that the
AE achieved a pulse-shaping that has much less spectral
broadening by achieving a high direct-current (DC)-offset
(or a remaining CD, respectively) at the output signal yo.
Unfortunately, it was not able to achieve the same for an
even higher power P = 10 dBm. Nevertheless, this leads
to the hypothesis that the AE tries to level the derivative of
the signal’s squared amplitude (power) and apply a phase
modulation, to avoid KNL in general. The corresponding
filter shapes are shown in Fig. 10. All amplitudes at the
three different power levels in Figs. 10a, 10c and 10e do
not provide any deeper insights. In contrast, the phase
responses do: For low powers, one can still identify some
wrapped parabolic shape of the learned pulses (see Fig.
10b and 10d). Surprisingly, this is not only the case for the
learned but also for the received phase. This means that
the AE left some CD uncompensated before the pulse is
transmitted over the channel. Unfortunately, this does not
hold for high powers in Fig. 10f.
6. Conclusion
Surprisingly, the learned pulse-shaping filter of the AE
trained on a CD-only channel CAD matches the analytical
solution for a CD-compensating filter almost perfectly,
while the constellation is plausible. Hence, the AE is
3. As there is no gain for the AE being more precise or smoother than
the channel’s induced noise.
indeed able to learn a proper compensation of physical
impairments while it can still be interpreted by choosing a
classic communication structure, consisting of well-known
but trainable blocks like a mapper or pulse-shaper. This
gives rise to the hypothesis that an AE is also able of
learning a compensation for a fiber model CADN including
also KNL for which no closed form solution is known
today. In this work, we were able to achieve a gain of up
to 4.46 bits/s · Hz in terms of spectral efficiency by the AE’s
design for AWGN, CD, and KNL. Nevertheless, it was not
possible to compensate for the impairments over all input
powers. To our believe, this is due to our purely linear
design template of the AE’s TX-DSP. Ongoing work fo-
cuses on the search for a nonlinear structure that is flexible
enough to compensate better for nonlinear effects, while
still being interpretable in terms of classic communcation
signal processing.
Acknowledgement
We want to thank Laurent Schmalen for all the ex-
citing discussions and the chance for benefiting from
his long experience in the field of machine learning for
optical communications, especially in the beginning of this
project.
References
[1] S. J. Savory, “Digital Coherent Optical Receivers: Algorithms
and Subsystems,” IEEE Journal of Selected Topics in Quantum
Electronics, vol. 16, no. 5, pp. 1164–1179, 2010.
[2] M. I. Yousefi and F. R. Kschischang, “Information Transmission
Using the Nonlinear Fourier Transform, Part I: Mathematical
Tools,” IEEE Transactions on Information Theory, vol. 60, no. 7,
pp. 4312–4328, Jul. 2014.
[3] T. J. O’Shea and J. Hoydis, “An Introduction to Deep Learning
for the Physical Layer,” arXiv:1702.00832 [cs, math], Jul. 2017.
[4] S. Do¨rner, S. Cammerer, J. Hoydis, and S. t. Brink, “Deep Learning
Based Communication Over the Air,” IEEE Journal of Selected
Topics in Signal Processing, vol. 12, no. 1, pp. 132–143, Feb. 2018.
[5] Y. Jiang, H. Kim, H. Asnani, S. Kannan, S. Oh, and P. Viswanath,
“Turbo autoencoder: Deep learning based channel codes for point-
to-point communication channels,” in Advances in Neural Infor-
mation Processing Systems, 2019, pp. 2754–2764.
[6] N. Farsad and A. Goldsmith, “Detection algorithms for
communication systems using deep learning,” arXiv preprint
arXiv:1705.08044, 2017.
[7] B. Karanov, M. Chagnon, F. Thouin, T. A. Eriksson, H. Bu¨low,
D. Lavery, P. Bayvel, and L. Schmalen, “End-to-end Deep Learning
of Optical Fiber Communications,” Journal of Lightwave Technol-
ogy, vol. 36, no. 20, pp. 4843–4855, Oct. 2018.
[8] S. Li, C. Ha¨ger, N. Garcia, and H. Wymeersch, “Achievable
Information Rates for Nonlinear Fiber Communication via End-
to-end Autoencoder Learning,” in 2018 European Conference on
Optical Communication (ECOC). IEEE, Sep. 2018, pp. 1–3.
[9] R. T. Jones, M. P. Yankov, and D. Zibar, “End-to-end learning
for gmi optimized geometric constellation shape,” arXiv preprint
arXiv:1907.08535, 2019.
[10] K. Hornik, M. Stinchcombe, H. White et al., “Multilayer feed-
forward networks are universal approximators.” Neural networks,
vol. 2, no. 5, pp. 359–366, 1989.
[11] T. Gruber, S. Cammerer, J. Hoydis, and S. ten Brink, “On deep
learning-based channel decoding,” in 2017 51st Annual Conference
on Information Sciences and Systems (CISS). IEEE, 2017, pp. 1–6.
[12] G. P. Agrawal, Nonlinear fiber optics. Springer, 2000.
[13] G. Kramer, M. I. Yousefi, and F. R. Kschischang, “Upper bound on
the capacity of a cascade of nonlinear and noisy channels,” in 2015
IEEE Information Theory Workshop (ITW). IEEE, Apr. 2015, pp.
1–4.
