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Аннотация
Рассматривается эллиптическое уравнение второго порядка в области, составленной из конечного
числа ячеек произвольной неравномерной ортогональной сетки, являющихся подобластями декомпо-
зиции.В качестве модельного взято уравнение в дивиргентнойформе с диагональнойматрицей коэффи-
циентов, которые принимают произвольные положительные конечные значения в каждой ячейке этой
сетки. Переменная ортогональная дискретизационнаяконечно-элементная сетка удовлетворяет только
одному условию: на каждой ячейке декомпозиционной сетки она равномерная. Для решения конечно-
элементной задачи предлагается итерационный метод декомпозиции области типа Дирихле-Дирихле,
имеющий линейную сложность. Наиболее трудной проблемой при его создании является получение
эффективного предобусловливателя-солвера для интерфейсного дополненияШура. Она тесно связа-
на с получением граничных норм для дискретно-гармонических конечно-элементных функций в узких
прямоугольниках.
Ключевые слова:Метод декомпозиции области, предобусловливание, эллиптическое уравнение с
переменной ортотропией, метод конечных элементов, параллельные алгортмы, оптимальные итераци-
онные методы
Summary
Second order elliptic equation is considered in the domain, which is the union of a finite number of
cells of an arbitrary nonuniform orthogonal decomposition grid. For a model problem is taken the equation
in the divergent form and the diagonal matrix of coefficients, which are arbitrary positive finite numbers in
each cell. The variable orthogonal finite element discretization mesh has to satisfy only one condition: it is
uniform in each cell. No other conditions on the coefficients of the elliptic equation and step sizes of the
discretization and decompositionmeshes are imposed. For the resulting finite element problem, we suggest
the domain decomposition algorithmof linear total arithmetical complexity, not depending on any of the three
factors contributing to the orthotropismof the discretization on subdomains. The main problem at designing
such an algorithm is preconditioning of the inter-subdomain Schur complement. It is closely related to the
derivation of boundary norms for discrete harmonic finite element functionson the shape irregular rectangles.
Key words: Method of domain decomposition, preconditioning, elliptic equation with piece wise
constant orthotropism, finite element method, parallel algorithms, optimal iterative methods.
1. Модельная краевая задача.
В качестве модельной рассматривается задача Дирихле для эллиптического уравнения 2-го порядка,
в области Ω : Ω =
J⋃
j=1
Ωj , составленной из конечного числа J ячеек Ωj произвольной ортогональной
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сетки, называем декомпозиционной. Ее обобщенная формулировка имеет вид
αΩ(u, v) ≡
∫
Ω
∇u(x) · ρ(x)∇v(x) dx = 〈f, v〉 , ∀ v ∈ H˚1(Ω) , (1)
причем диагональная 2 × 2 матрица ρ = diag [ρ1, ρ2] коэффициентов уравнения на каждой ячейке сетки
постоянна, т. е. ρ = ρ j = diag [ρ1,j , ρ2,j] при x ∈ Ωj , где ρk,j – произвольные положительные числа.
Относительно дискретной задачи
Ku = f (2)
предполагаем, что она получена посредством МКЭ с билинейными конечными элементами на неравно-
мерной ортогональной сетке, удовлетворяющей двум условиям:
• декомпозиционная сетка вложена в дискретизационную,
• дискретизационная сетка равномерна на каждой подобласти. Сложность дискретнай задачи (2)
обусловлена многочисленными независимыми факторами ортотропии: конфигурацией подобластей Ωj и
конечных элементов, на аспектные отношения сторон которых не накладывается никаких ограничений так
же как на отношения ρ2,j/ρ1,j , j = 1, 2, . . . , J , произвольно изменяющихся по величине от подобласти к
подобласти. Для решения системы алгебраических уравнений (2) удается построить метод декомпозиции
области (МДО) типа Дирихле-Дирихле с подобластями декомпозиции Ωj , имеющий линейную вычисли-
тельную сложность.
Ниже для симметричных неотрицательных n × n матриц A,B неравенство A 6 B подразумевает,
что B −A неотрицательна, в то время как A ≺ B равносильно неравенству B − cA > 0 с постоянной
c > 0 независящей от n . Обозначение ops [·] используется для числа арифметических действий операции,
стоящей в квадратных скобках, diag [Al]Ll=1 – для блочно диагональной матрицы с блоками Al .
2. Предобусловливатель метода декомпозиции области.
Пусть U,UI , UB, UV , соответственно, пространства всех степеней свободы, степеней свободы внут-
ренних для подобластей Ωj , степеней свободы интерфесной границы B ⊂ Ω , сторон Eq ⊂ B и вершин
подобластей, из чего следует U = UI + UB, UB = UE + UV . Матрица K может быть представлена в
блочной форме
K =
(
KI KIB
KBI KB
)
, (3)
с блоками на диагонали KI : UI → UI и KB : UB → UB , первый из которых является блочно диаго-
нальным KI = diag [KI,j ]Jj=1 . Обращенный МДО предобусловливатель рассматриваемого типа имеет в
общем случае вид
K
−1
DD = K
+
I + PBS
−1
B, itP
⊤
B , (4)
где KI = diag [ KI,j ]Jj=1 и S B, it – предобусловливатели для KI и дополнения Шура SB = KB −
KBIK
−1
I KIB , A
+ обозначает матрицу псевдообратную матрице A , PB = (P⊤I , I)
⊤ : UB → U – опера-
тор продолжения I – единичная матрица.
Для локальных дискретных задач Дирихле с матрицами KI,j имеется ряд многоуровневых итера-
ционных методов линейной сложности, рассматривавшиеся, например, в [1] и во многих других рабо-
тах. Их целесообразно применять как неточные солверы, неявно определяющие предобусловливатели
KI,j = KI,j,it , спектрально эквивалентные матрицам KI,j . В частности, в [2] для регулярных дис-
кретизаций МКЭ было показано, что достаточно одной итерации многосеточного метода, чтобы полу-
чить предобусловливатель спектрально эквивалентный матрице МКЭ равномерно по параметру сетки.
Глобальный оператор продолжения P однозначно определяется локальными операторами продолжения
PBj = (P
⊤
Ij
, Ij)
⊤ : UBj → Uj , где Uj и UBj ограничения пространств U и UB на Ωj и ∂Ωj . Локальным
операторам продолжения, особенно для достаточно регулярных дискретизаций, также уделялось много
внимания, см. [1, 3–6]. Это позволяет применять оптимальные операторы продолжения для подобластей
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Ωj . В связи со сказанным можно считать, что имеются локальные предобусловливатели и операторы про-
должения, удовлетворяющие неравенствам
KI,j ≺ KI,j ≺ KI,j ‖ PBjvBj ‖Kj≺‖ vBj ‖Sj , (5)
и
ops [K−1I fI ] ≺ NΩ , ∀ f ∈ UI , ops [PvB] ≺ NΩ , ∀vB ∈ UB , (6)
в которых ‖ v ‖A – норма вектора, порождаемая матрицей A , NΩ – число узлов дискретизационнй
сетки на Ω .
3. Предобусловливатель дополнения Шура.
Наиболее сложным является построение предобусловливателя-солвера S B, it для дополнения Шу-
ра SB . Матрица SB – результат сборки локальных дополненийШура SBj , которые получаем из матриц
жесткости Kj для подобластей Ωj исключением внутренних для Ωj степеней свободы. Известно мно-
го итерационных методов линейной сложности для решения систем уравнений с матрицами SBj , см.,
например, работы [6–8] и библиографию в них. Многоуровневые декомпозициии пространств МКЭ на
подобластях, лежащие в основе этих методов, в рассматриваемом случае несовместны на интерфейсной
границе ΓΩ = ∪j∂Ωj \ ∂Ω . Поэтому получить с их использованием быстрый солвер для систем с гло-
бальной матрицей SB затруднительно. Это относится и к солверам, получаемым с помощью технологий
H -матриц, граничных элементов, тензорных аппроксимаций матриц и др. Работы [9–12] – это только
несколько представителей этой обширной области исследований.
Нами предлагается предобусловливатель–солвер S B, it , определяемый неявно посредством неточ-
ного итерационного процесса. В итерационном процессе участвуют два предобусловливателя –
предобусловливатель–мультипликатор S (1)B и предобусловливатель–солвер S
(2)
B , удовлетворяющие
следующим условиям:
i) предобусловливатель S (1)B спектрально эквивалентен дополнениюШура и почти оптимален в опе-
рации умножения на произвольный вектор,
ii) предобусловливатель S (2)B определяется как наиболее близкий по спектру дополнениюШура сре-
ди тех, для которых имеется быстрый метод обращения1).
При применении двухслойного итерационного процесса с чебышевскими итерационными параметрами σk
предобусловливатель–солвер удовлетворяет формуле
S
−1
B, it = [IB −
νǫ∏
k=1
(IB − σk(S
(2)
B )
−1
S
(1)
B ] (S
(1)
B )
−1 . (7)
Число итераций νǫ можно принять соответствующим достижению относительной погрешности ǫ = 0.5 в
норме, порождаемой матрицей S (1)B , при любом векторе в правой части решаемой системы. Оно извест-
ным образом зависит от величин γ
S
, γS в неравенствах
γ
S
S
(2)
B ≺ S
(1)
B ≺ γSS
(2)
B . (8)
Предобусловливатель S (2)B определяется достаточно просто. Пространство всех степеней свободы
на ΓΩ можно представить прямой суммой UB = UV + ΣqUEq подпространства UV степеней свободы в
узлах декомпозиционной сетки и подпространств UEq , q = 1, 2, . . . , Q степеней свободы на ее отрезках,
снабженных обозначением Eq . Блочно диагональную матрицу S
(2)
B получаем путем обнуления в SB всех
блоков, связывающих подпространства в прямой сумме, кроме блоков, связывающих пары длинных сто-
рон каждой подобласти Ωj . Указанный способ получния предобусловливателя–солвера для дополнения
1)Говоря для краткости об обращении матрицы, всегда имеем в виду процедуру решения системы линейных алгеб-
раических уравнений с этой матрицей.
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Шура был использован для близких по свойствам дискретизациий в [9, 13] и в [14–16]. Эффективность
предобусловливателя характеризуется оценками
1
N + logN
S
(2)
B ≺ SB ≺ S
(2)
B , ops [(S
(2)
B )
−1
fB ] ≺ NΓΩ(1 + logN) + ΨV , (9)
приведенными с целью большей наглядности для прямоугольной области. В этом случае, если Jk, Nk –
числа внутренних узлов, соответственно, декомпозиционной и дискретизационной сеток на сеточной ли-
нии x3−k ≡ const , то N = maxkNk , NΓΩ = J1N2 + J2N1 и ΨV – число действий, затрачиваемых
на решение системы уравнений МКЭ на декомпозиционной сетке, когда на каждой подобласти Ωj за-
дан один билинейный конечный элемент. Так как dimUV существенно меньше размерности NΩ системы
(2), то даже при решении системы относительно степеней свободы в вершинах декомпозиционной сет-
ки прямым методом величина ΨV во второй оценке (sss2) будет второстепенной. Это предполагается в
дальнейшем.
Построение предобусловливателя-мультипликатора S (1)B облегчается тем, что операции умножения
можно выполнять независимо для каждой подобласти, собирая затем соответствующий глобальный век-
тор из векторов полученных для каждой подобласти. Это ослабляет роль условий совместности и позво-
ляет определять эвффективные (для операций умножения) декомпозиции пространств МКЭ для каждой
подобласти Ωj независимо при условии, что преобразования к совместному базисуМКЭпочти оптималь-
ны по вычислительной работе. Основанием построения служит граничная норма для гармоническихфунк-
ций в произвольном прямоугольнике Ωj , полученная в [16] и являющаяся обобщением известной нормы
в пространстве H1/2(π1) для единичного квадрата π1 = (0, 1)× (0, 1) . Было установлено, что на подпро-
странстве конечно-элементных функций полученная норма сохраняет свой вид, то есть порождающая ее
матрица спектрально эквивалентна матрице SBj . Затем вид дискретной нормы был упрощен до практи-
чески явного ее выражения посредством конечно-разностных операторов, при сохранении спектральной
эквивалентности и оптимальности операций умножения матрицы, порождающей норму, на вектор. Для
этой матрицы согласно [16, 17] имеем
S
(1)
B ≺ SB ≺ S
(1)
B , ops [S
(1)
B fB ] ≺ NΓΩ(1 + logN) . (10)
Не трудно увидеть, что свойства компонент предобусловливателя МДО, отраженные в (5), (6), (9) и
(10), достаточны для заключения о его спектральной эквивалентности матрице МКЭ и оптимальности по
арифметической работе соответствующего МДО для системы (2). То есть
KDD ≺ K ≺ KDD , ops [K
−1
DDf ] ≺ NΩ , ∀f ∈ U , (11)
c постоянными, не зависящими от чисел ρk,j и, в рамках сформулированных условий, от густоты и кон-
фигураций декмпозиционной и дискретизационной сеток.
Пионерной в исследовании МДО для задач, подобных рассматриваемой, была работа [9], см. так-
же [13]. В [18] к ним был применен несколько другой подход. В двух первых работах неточные сол-
веры для предобусловливания дополнения Шура не применялись, в последней предобусловливателем–
мультипликатором служила диагональная матрица. Как следствие оценки трудоемкости МДО зависели
от аспектных отношений, характеризующих степень ортотропии дискретизаций на подобластях Ωj . В [16]
эту зависимость удалось устранить за счет более эффективного предобусловливания задачи на интер-
фейсной границе.
4. Заключение.
Укажем некоторые обобщения. Тот же предобусловливательМДО с той же оценкой арифметической
работы, очевидно, применим для решения уравнения, коэффициенты которого являются переменными на
каждой подобласти, но несильно отличаются от постоянных. Число подобластей декомпозиции может
расти с ростом числа степеней свободы, примеры таких вариантов рассмотренного алгоритма для сингу-
лярных дискретизаций рассматривались в [19, 20].
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