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Abstract — We dene the energetics of proteinlike
heteropolymers according to an ensemble of copoly-
mer sequence interactions, in which (i) the sequences
dene a basis of orthogonal vectors belonging to an
optimal class of bases, and (ii) the matrix of contact
energies for each sequence has the Mattis (diagonal)
form, which eliminates all energetic frustration loops
along closed circuits of contacts within any congu-
ration of the chain. This makes it possible to derive
a set of physical order parameters which partition
the conguration space into structually similar sta-
tistical ensembles, each having low topological frus-
tration. By applying this description to the statistics
of homopolymeric chains (with length N = 16−128)
we obtain a number of important results, which pro-
vide a simple explanation for the observed frequency
dependence of hydrophobic domains in proteins, and
suggest that the diagonal ensemble is sucient to
represent the energetics of minimally frustrated het-
eropolymers.
Introduction — In typical copolymer models of
proteins [1{7] the sequence interactions are designed
to provide a force for overall collapse and phase seg-
regation of the two monomer species in an eort to
model the hydropathic forces in proteins [8{10].
These interactions can always be separated into
two components − a sequence independent com-
ponent characteristic of a homopolymer, and a se-
quence dependent component that forces the chain
to adopt a particular topology, or topological en-
velope. Consequently, the problem of determining
the most designable topologies [11, 12] for copoly-
mer chains of given length N can be viewed from
the standpoint of a neural network analogy in which
the sequence dependent part of the self interactions
plays the role of an external eld acting on the mo-
tion of a homopolymer with equivalent internal re-
strictions [12].
In simple models of neural networks [13], robust
(reproducible) and ecient recall of stored patterns
is achieved when the patterns are at least approxi-
mately orthogonal [13, 14]. And, one suspects that if
nature were to choose a system for storing and pass-
ing biochemical signals, its choice would have been
biased towards systems that posess this partitioned
memory and optimal recall feature.
In earlier work we have used an o lattice copoly-
1
2mer model to explore this idea and we have shown
that the fastest folding, most thermally stable native
structures of short copolymers are in fact approxi-
mately orthogonal [11]. What is more, this happens
for a specic reason, namely that the connectivity
and excluded volume restrictions of the chain per-
mit, in a statistical sense, certain congurations to
be stabilized much more easily than others by the
sequence interactions (see Fig. 1).
In order to achieve robust and ecient \recall"
(folding) the intrinsic structures of this model are
partitioned into dissimilar classes which correspond
to competing ways of satisfying the copolymer inter-
actions. Consequently, (i) the families of sequences
folding to separate optimal native structures are in-
trinsically dissimilar, (ii) a large number of muta-
tions are necessary to mutate one optimal structure
into another [15], and (iii) intermediate sequences
(between the optimal sequence families) fold much
slower (much less reproducibly) into their native
states.
Prior to this work Wolynes had argued that the
most dominant native structures for designing a het-
eropolymer would correspond to the minimum en-
ergy congurations of a homopolymeric chain with
equivalent internal restrictions [12]. These argu-
ments can be extended to a more general (nite tem-
perature) statement, namely that the most visited
structures of a homopolymeric chain contain a sig-
nature, corresponding to the intrinsic structures for
designing the heteropolymer.
This exposes a crucial dierence behind the ideas
of neural network evolution [16, 17], and the evolu-
tion of single folding domain proteins. While in neu-
ral network problems the object is to store multiple
patterns so that an incomplete input conguration
is attracted to (i.e. can reconstruct from) the most
similar memory, in protein evolution the initial ob-
jective is apparently [18{25] to design just one mem-
ory to reconstruct from any arbitrary input chain
conguration.
If a sequence is not completely tuned to its folded
structure it is more likely to misfold − i.e. it cannot
reconstruct its native state reproducibly. This is sim-
ilar to what happens in a frustrated neural network,
however, in that case, part of the frustration comes
from noisy overlaps with the other stored patterns.
It appears that nature may have resolved this inter-
ference problem by partitioning its structural signals
into independently foldable pieces (i.e. into separate
or grafted segments that each posess a single folding
funnel [23{27]).
In the simplest neural networks, the orthogonal-
ization of stored memories takes place by an articial
learning rule [16, 17] which does not exist for pro-
teins. However, the fact that protein sequences are
able to fold into recognizeable structures suggests the
possibility of an intrinsic learning rule which causes
the sequence information to be dissimilarized, and
hence allows it to be expressed (folded) as a col-
3lapsed shape [11]. For this reason, it is important to
ask [12] whether there are some universal features of
the internal architecture of amino acid chains [28{
30] that could decide the dominant shapes of short
proteins.
At the very least, amino acid chains are not a
tabula rasa upon which any native conguration can
be designed to fold rapidly. And, if the dominant
congurations for designing such chains are already
contained in the structural signature of a homopoly-
meric chain, it would would explain, to some extent,
why amino acid chains have been chosen as a system
to transmit biochemical signals.
To explore these questions quantitatively we use
a theoretical model of proteinlike heteropolymers de-
scribed by an ensemble of Mattis copolymer interac-
tions [31]. In this type of model, the uniformly at-
tractive component of the self interactions automat-
ically separates from the sequence dependent com-
ponent when an orthogonal basis of sequence vectors
is used.
We consider the application of this model to de-
cribe the statistics of o lattice Monte Carlo chains
where the interactions are short ranged, and the
topologies of the polymer can therefore be parti-
tioned according to contact matrices Cij = θ(b −
xij) (where xij is the separation between chain seg-
ments i and j, θ(x) is the Heaviside step function
[32] and b is the range of the potential). To this
level of accuracy, the total energy H(C) of a chain







where Eij is the contact energy between chain seg-
ments i and j. In the Mattis ensemble polymer, we







where Eν > 0 is the weight (in units of energy) of the
stored pattern matrix pνi p
ν
j , the residues p
ν
j take on
the values pj = 1, and the sequences pν correspond
to a basis of N orthogonal vectors belonging to a par-
ticular class of bases indicated by our earlier work [2,
11]. The present model describes a mixture of the en-
ergetics for N sequences with proteinlike (cross chain
ferromagnetic) symmetry interactions1 (like residues
attract, opposites repel), while for Eν < 0 the cross
chain interactions have an anti−ferromagnetic (op-
posites attract) symmetry.
The most general form of the contact energy Eij
is a symmetric matrix of real numbers, which can be







In a pure random energy model [34{37] the contact
energies are independent, gaussian random variables
described by a Wigner distribution function of the
Eij. On the other hand, the diagonal terms (µ = ν)
1This is sometimes called the AB−model [33]
4in equation (3), which describe the subspace of Mat-
tis models (2) contain explicit correlations between
the Eij, in which case the decomposition (2) is not
sucient to express the energetics of a pure random
energy model.
Nevertheless, the Mattis representation has spe-
cial advantages which make it more appropriate for
the description of proteins [21]. To begin with, when
the contact energy is decomposed in terms of an or-
thogonal basis, one obtains a set of order parameters




from derivatives of the free energy F (fEνg) with re-
spect to the pattern weights. Each order parameter
Qν is proportional to the mean number of energet-
ically favorable contacts made in the ensemble het-
eropolymer that could be satised for the copolymer
basis sequence pν . Consequently, the order param-
eters act as a kind of band pass lter [38]. When





j + 1)/2 (for which all the favorable in-
teractions of sequence pµ are satised) is compatable
with the statistics of the chain [20, 21].
The hallmark property of the Mattis magnet
model is the fact that it eliminates all frustration
loops along closed circuits of spins in a magnet [39].
This property also applies to the Hamiltonian (1) be-
cause along any closed circuit of contacts, the prod-
uct of pνi p
ν
j values is always positive (meaning that
H(C) is negative) and the sequence energetics are
totally non frustrated. For this reason, the order
parameters reveal only the frustration eects which
result from the internal architecture of the chain (e.g.
topological frustration).
The main objective of this paper is to establish
that equation (2) is a useful approximation to ex-
press the energetics of proteinlike (fast folding, ther-
mally stable) heteropolymers. To do this we rst
provide a specic example where the N order pa-
rameters are sucient to detect the intrinsic fold-
ing mechanisms (Fig. 1) of a short heteropolymer
(N = 16) by direct assignment from the statistics
of a homopolymeric chain [12]. In this case, the se-
quence search is reduced from what is potentially an
exponentially hard problem to one that is linear in
chain length. This is possible because the intrinsic
structures for designing the heteropolymer are dom-
inate the statistical signature of the homopolymer,
but depends to some extent on the method we use
for constructing the basis sequences.
For longer chains it is dicult to justify a direct
correspondence between an order parameter compo-
nent Qν and a particular folded structure because
a single sequence of two letter interactions (a single
term in the ensemble (2)) is not always sucient to
restrict a long chain to a unique geometry [40]. Nev-
ertheless, we provide convincing evidence to justify
the use of the ensemble (2) to describe much longer
(but still biologically short) chains (N = 64 − 128).
These results suggest that the diagonal ensemble (2)
provides a valid representation to model the energet-
5ics of minimally frustrated heteropolymers, and may
therefore be sucient to represent proteins.
Basis construction method — All of our re-
sults depend on the ability to express the interaction
and contact matrices in terms of a basis of orthog-
onal sequence vectors. The construction method
we use restricts the basis sequences to a particular
class of (fty percent composition) bases that are
expected to result in typically optimal (proteinlike)
properties.
To construct this basis we use a method which
mimics genetic assembly − Fig. 2 demonstrates the
construction method. The elemental basis for N = 2
is written in the upper left corner of the gure. To
generate the basis for N = 4, this basis, (+1, +1),
(+1,−1), is rst replicated and placed exactly as
shown into the small dashed boxes directly below
and to the right − the negative of this basis (i.e.
(−1,−1), (−1, +1)) is replicated and placed in the
small dashed box below and to the right. The sign of
the replication is indicated by the symbols (+) and
(−) contained in the dashed boxes.
Next, these length 2 vectors are polymer-
ized along a vertical line extending below the
number 22 which indicates the resulting vector
length after the polymerization process. The
whole process results in 4 mutually perpendic-
ular vectors (+1, +1, +1, +1), (+1, +1,−1,−1),
(+1,−1, +1,−1), and (+1,−1,−1, +1) of length
N = 4.
To obtain the basis for N = 8, the same proce-
dure is repeated with the 4, length 4 vectors now
contained in the larger dashed box in the upper left
corner. The next (N = 8) polymerization line ex-
tends vertically below the number 23. This proce-
dure can be repeated any number of times, and the






j = N (µ− ν) (5)





N−j = N (µ− ν) (6)
where the second condition describes the scalar prod-
uct between pµj and p
ν
j reflected about its midpoint,
e.g. pνN−j. Clearly, this is something to be expected
from the symmetry of chain bonds in simple het-
eropolymers, as we witnessed in our earlier model.
Specically, the optimal sequence families (high and
low frequency domain alternation) are totally uncor-
related, and hence fold the same way regardless of
their orientation (reading left to right, or right to
left) along the chain [11].
The genetic anzatz intentionally builds a certain
amount uniformity into the spacing of the domains.
This is expected to result in a symmetrization of the
congurational energy landscape, focusing it on the
ground state of the sequence 2. Except for the ho-
2A more detailed explanation of how this connects with
the folding funnel is provided in the Appendix
6mopolymeric sequence (which is always generated),
the remaining N − 1 basis sequences are guaranteed
to have a fty percent composition of +1 and −1
residues, which are simultaneously the most proba-
ble sequences in a random ensemble, and typically
result in a more smoothly focused free energy fun-
nel, leading to optimal folding properties [1]. By in-
cluding the purely homopolymeric sequence, the uni-
formly attractive symmetry component of the con-
tact interactions is in eect removed from the re-
maining basis sequences.
Finally, although the genetic basis can still be
transformed into a similar, non genetic basis by a
unitary transformation [32] (i.e. an overall rotation
of the basis vectors pν about the origin which pre-
serves (6)), it is those quantities which are not af-
fected by a unitary transformation (e.g. anything
that can be written in terms of the scalar product of
two sequences) that are expected to determine the
folding ability of the sequences [11].
The order parameters — Returning now to
the discussion of equations (1)−(2), we consider the
contact energy of a heteropolymer to be described
by the randomly weighted interactions of orthogo-
nal copolymer sequences, as dened in equation (2),
and we require ν = 1 to be the all ones matrix,
p0i p
0
j = 1, corresponding to the homopolymer basis
sequence p1. Given the set of basis vectors, any con-




















is the Hadamard product between the conguration




3. According to our discussion of equation (2),
the subset of diagonal projections Aνν  (N−2)/2,
ν > 1 measures the degree of compatability be-
tween the contact matrix Cij and the energetically
non frustrated ensemble. Thus, the o diagonal pro-
jections Aνµ6=ν are related to terms in the random
contact energy distribution [36] that are not incor-







j . These terms are responsible
for the energetic frustration loops, however, whether
the frustration loops are actually projected by the
chain (as measured by Aνµ6=ν) is an open question,
which depends to some extent on its internal archi-
tecture.
Collecting terms, the Hamiltonian H(C) for a
particular conguration C becomes





and the contact free energy dened by a particular
realization of the fEνg is






3This is simple to verify by placing (8) into (7), and






j = N(i− j)
7This equation is exact for chains on a lattice, while
for o lattice models the sum should extend over
continuous congurations allowed by the excluded
volume and connectivity restrictions of the chain.
In practice, these restrictions can be separated o
into a multiplicative Boltzmann factor which again
just restricts the sum over C in the above expression.
The order parameters result from derivatives of the
free energy,






with respect to the pattern weights.
Short chains — To demonstrate that this anal-
ysis holds, we rst show that the zero weight (ho-
mopolymer) polarization functions Qν jEν 6=1=0, ν > 1
are adequate to detect the optimal folding mecha-
nisms (Fig. 1) of the short chain model investigated
in our earlier work [2, 11].
In the homopolymer model we use [41] the cross
chain (non local) interactions are dened by a Morse
potential
V (xij) = [1 − exp−λ(xij − x0)]2 − 1 (12)
and the monomers are connected together by either
freely jointed, freely extending (immaterial string)
bonds [2, 11], or by quadratic springs, where in each
case the bonds have xed minimum and maximum
extension lengths x. The potential parameters are
λ = 24, x = .7  .3 and x0 = .8. The range of V
is b ’ 1 and the repulsive core radius is xc ’ .75,
exactly as in the model of Milchev et. al. [41].
We simulate the homopolymer at its theta tem-
perature [41] according to standard Monte Carlo
dynamics [42], and we calculate the order param-
eters Qν corresponding to each basis sequence. For
N = 16, the results for all basis sequences, collapsed
along a sequence similarity axis α(pν) are shown in
Fig. 3. The parameter α(pν) in this gure is half the
number of domain boundaries between pνj = +1 and
pνj1 = −1 residues along the length of a basis se-
quence. Obviously, this function determines the fre-
quency of alternation between the two residue types
for the basis sequence pν . Fig. 3 clearly exibits
two regions (high and low frequency domain alter-
nation) where the copolymer sequence interactions
are most compatable with the congurational statis-
tics of the homopolymer. Although we have used
hydrophobic−polar interactions in reference [11], the
contact matrices for large and small α(pν) corre-
spond to the characteristic structures in Fig. 1.
It may be argued that the occupation level in Fig.
3 is too small to justify this connection. However, as
shown in the histograms (Fig. 4) of the order param-
eter components Qν jEν 6=1=0 the most frequently occu-
pied and simultaneously most interconnected struc-
tures have the largest projection precisely for contact




j + 1)/2 with ν corresponding
to high and low frequency sequence domain alterna-
tion.
Both gures also contain (intermediate fre-
quency) regions where the projections are sub-
8stantially negative, indicating that such struc-
tures could be stabilized by interactions with
an anti−ferromagnetic (opposite residues attract)
rather than proteinlike (likes residues attract) sym-
metry. The folding ability of the intrinsic struc-
tures in Fig. 1 are improved by weighting the
anti−ferromagnetic terms negatively so as to design
against intermediate frequency congurations.
Long chains — For long chains, it is unlikely
that a direct assignment from sequence to structure
has any validity, however, to understand whether
the diagonal ensemble (2) is valid for long chains
we compute both the diagonal and o diagonal zero
weight projections Qµν = N
2
< Aµν > for much
longer chains (N = 64 − 128) with relatively sti
spring bonds (in the gures we actually compute
a symmetrized version of this expression Qµν =
N
2
< [Aµν + Aνµ]/2 > since it is easier to in-








The theta temperature results for N = 64 are
shown in Fig. 5 (in the lower graph we have only
included data for terms that exceed roughly ten per-
cent of the largest measured Qµν in absolute mag-
nitude). Analogous to Fig. 3, the upper graph in
Fig. 5 exhibits a strong signal for both high and
low frequency domain alternation, which persists to
N = 128.
This is extremely interesting, in light of the
recent sequence analysis results of Irback et. al.
[33]. To search for non randomness in protein se-
quences, these authors have conducted a systematic
hydrophobic pattern analysis of the SWISS−PROT
database, nding a strong signal for high and low
frequency hydrophobic domain alternation. If one
accepts the premise that the most dominant con-
gurations for designing a heteropolymer are deter-
mined by the statistical signature of an equivalent
homopolymer, then our results in Fig.s 3 and 5 seem
to provide a simple explanation for the sequence
analysis ndings in [33] 4.
More importantly, the lower graph in Fig. 5
clearly demonstrates that the primary contributions
to the order parameter set Qµν come almost exclu-
sively from the diagonal components Qνν  Qν .
Again if one accepts the above premise, then the
diagonal form of the energetics (2) is a valid approx-
imation to represent the true energetics of any min-
imally frustrated sequence. Consequently, the diag-
onal representation may be sucient to describe the
forces that fold real proteins.
To extend this method into the regime of longer
4The high frequency signal in proteins is connected with
the formation of secondary structure units (helices and
sheets). The model we use is too simple to acquire such
structures, however, the fact that the contact patterns
for proteins and heteropolymers have a similar frequency
dependence indicates that this dependence may be re-
lated to shared features of both polymer architectures
9chains, where heteropolymer interactions are re-
quired to obtain proteinlike behavior, it is neces-
sary to determine appropriate systems of weights
Eν in the ensemble (2) and a correspondence be-
tween these systems and the most dominant struc-
tures. Measurements of the configurational statistics
weighted Hadamard product P µν =
∣∣∣〈∑ij Aµµij Aννij 〉∣∣∣





j , are \considered orthogonal" by the chain (i.e.
P µν  j< Aµµ >j, or j< Aνν >j) while others are
not. If one were to organize the projections into a hi-
erarchichal tree, the sequence components which sta-
bilize a particular native structure (and mis−design
non−native structures) should become evident. In
fact, in caculating typical histograms [16] of trian-
gles ( P µν , P να, P αµ ) composed of the projections,
we nd a dominant ultrametric signature to the hi-
erarchy, as is known to occur in neural networks and
spin glasses. It is hoped to explore these interesting
questions in a future article.
We thank Peter Wolynes and Bob Leary for very
useful comments during the completion of this work.
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APPENDIX




j /N as in equation (8).
To establish a connection between the dissimi-
larity of optimal folded congurations and the con-
cept of a funnel like energy landscape, we consider
a highly simplied view of the funnel landscape
in which the ratio of folding to glass temperatures
Tf/Tg [24], which describes the focusing ability of the
funnel, is approximated by the energy gap δE(p) be-
tween native and typical misfolded congurations of
the sequence p. For the contact energy, we consider
a simple AB (cross chain ferromagnetic) model
Epij = −E pipj (13)
The energy Hpi (C) =
∑
j 6=i Cij E
p
ij of a residue
at sequence position i in sequence p folded into an
arbitrary conguration Cij can then be expressed as






is the local eld on residue pi due to its energetic
contacts with neighboring residues pj 6=i [17]. Let
the native contact matrix of an arbitrary sequence
p be written as Cpij  Cp. For the sequence struc-
ture combination (Cp,p) to be stable, the \diago-
nal" components of the local eld hp(Cp) must en-
ergetically support the identity of each residue pi in
the sequence p, while the o diagonal components
hp(Cq 6=p) should provide only a small background
eld.
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Let us establish this requirement in two steps.
First the diagonal component of the eld is maxi-
mized (energy is minimized) when each residue in p
is connected to every other residue with the same
sign. In this case, the contact matrix takes the sim-
ple form,
Cpij = (pi − pj) (16)
Suppose we consider this as an approximation to Cpij
for optimal sequences only − it asserts (i) that op-
timal sequences have the lowest ground state ener-
gies and (ii) that like (unlike) species of monomers
are completely interconnected (disconnected) in the
ground states. Both of these situations are (in gen-
eral) impossible for a chain with realistic excluded
volume and link restrictions. However, the congu-
rational envelope < θ(b − xij) >p of a short, mini-
mally frustrated copolymer sequence should at least
resemble the matrix (pi − pj) (below its folding
temperature). In this case, the replacement
< θ(b − xij) >p  const.  (pi − pj) (17)
constitutes a mean eld approximation in which the
average congurational envelope < θ(b − xij) >p
is approximated by the same model with weak long
range attractions 6. From here on we use a super-
script in pν to designate an optimal sequence.
6This approximation may seem somewhat drastic at
rst, and indeed it is probably only valid for short chains
of the type described in Fig. 1. However, in that case the
The next requirement is that the o diagonal
elds hp(Cq) produce only a small background con-
tribution. This is accomplished by maximizing the
energy bias δE(p), and, given the above approxima-
tion, this is comparable to maximizing the energy
dierence
δHµν = H(Cν ,pν) − H(Cµ6=ν ,pν) (18)
between any optimal sequence pν placed in its own
native envelope Cν = (pνi − pνj ) and the same se-
quence placed in the native envelope of another opti-
mal sequence 7. Maximimizing quation (18) is then







(pµi − pµj )pνj (19)
where Nν = Nν+ − Nν− and Nν+ is the number
of hydrophobic (Nν− the number of polar) residues
in the sequence pν . The Kronecker function can be
expressed in terms of the residues as
2(pµi − pµj ) = pµi pµj + 1 (20)
native core geometries are highly interconnected, and,
as discussed in our previous work, dierent topologies of
the chain may occupy the same geometry of monomers
in its native state.
7Note that this assumes the constant in equation (17)
is the same for any optimal sequence. This assumtion
results in identical overlaps between any pair of native
contact matrices Cν , similar to the replica symmetric
anzatz in the Parisi scheme [16].
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To maximize this expression the second term should
sum to zero, but this is just the condition for the





i = N(µ − ν) (22)
Consequently, the minimally frustrated sequences
correspond to a set of mutually perpendicular vec-
tors which we choose to satisfy the conditions in Fig.
2. The interactions matrices pνi p
ν
j are orthogonal
(perpendicular) under the Hadamard product.
FIG. 1. Color snapshot of the folded states for two
characteristically stable, fast folding sequences in our
earlier copolymer model. The two structures illustrate
the characteristic core geometry of two minimally frus-
trated sequence families. These families exploit separate
features of the internal architecture of the chain, which
are stabilized by either high (upper gure) or low (lower
gure) frequency of sequence domain alternation. Each
of the core structures in this gure have nearly eighty











FIG. 2. Illustration of the anzatz used to construct
the sequence basis. The two sequences (1, 1) and (1,−1)
in the left column span an elemental basis for N = 2. To
construct the basis for N = 4, the basis for N = 2 is rst
replicated and placed in the small dashed boxes, multi-
plied by +1 or −1 as indicated by the symbols (+) and
(−) within each box. These sequences are then polymer-
ized along a vertical line extending below the number
22, which produces the basis (1, 1, 1, 1), (1, 1,−1,−1),
(1,−1, 1,−1) and (1,−1,−1, 1) for N = 4. The same
procedure can be repeated to generate the basis for
N = 24 . . . 2n as discussed in the text.
13










FIG. 3. Collapse of the data for Qν = N2 < A
νν >
along the similarity axis α(pν) (here, Qν = Q(α(pν) ).
The parameter α(pν)  α is half the number of domain
boundaries between +1 and −1 residues along the length
of the basis sequence. Large α corresponds to a high
frequency of alternation between the two residue types.
The homopolymeric (α = 0) term, an artifact of the
genetic rule, always leads to the largest projection Q(0).
The copolymeric sequences (α > 0) exibit two regions
of stability corresponding to high and low frequency of
domain alternation. The contact matrices, (pνi p
ν
j +1)/2,
for these sequences correspond to the optimal folding
mechanisms in Fig. 1. However, a direct assignment is
possible only because in the short chain model (Fig. 1)
stability is already achieved by minimizing the ground
state energy. For longer chains it is also necessary to
mis−design alternative congurations by mis−weighting

























FIG. 4. Histograms of the diagonal projections
N
2 A
νν , ν > 1 at the theta temperature of the short
(N = 16) chain. The highest (α = 15, 14, . . .) and low-
est (α = 1, 2, . . .) domain frequency curves are listed by
their α values (the homopolymer histogram α = 0 is not
included). The highest and lowest frequency curves have
high occupation at large (positive) projection values
(N2 A
νν > 25) while the intermediate frequency curves
have large (negative) projections (N2 A
νν < −25, upper


















FIG. 5. The zero weight projections
Qµν = N4 < A
µν + Aνµ > for a much longer (N = 64)
chain with relatively sti spring bonds. The top gure
contains the diagonal terms Qν = N2 < A
νν >, while
the lower gure shows the absolute magnitude of both
diagonal and o diagonal terms which exceed 10 percent
of the maximum value. In the lower gure, αµ, and αν
are the domain frequencies of the two sequences making






j )/2 used to compute
the projection Qµν). The o diagonal terms which ex-
ceed the threshold 10 percent of maximum are all very
small. Thus, the most populated terms of Qµν come al-
most exclusively from the diagonal components µ = ν in
accord with the representation in eq. (2). Very similar
results are obtained for chains of length N = 128 and
for the chain in Fig. 4.
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