In this paper, we give a 'direct' construction of the endomorphism ring of supersingular elliptic curves over a prime field F p from 'ideal classes' of Q( √ −p). We use the result to prove that the result of Kaneko on 'minimal' CM liftings of such supersingular elliptic curves is a best possible result. We also prove that the result of Elkies on 'minimal' CM liftings of all supersingular elliptic curves is best possible too.
Introduction
Let p be an prime number. It is a classical result of Deuring that every supersingular elliptic curve over a finite field of characteristic p can be lifted to a CM (complex multiplication) elliptic curve over some number field with CM by some imaginary quadratic order
] of discriminant −D ≡ 0 or 1 mod 4. In fact, when D is big enough (depending on p), every such D works. To put it in another way, let
be the supersingular polynomial, where the product runs over all supersingular elliptic curves (up to isomorphism) overF p . Let
be the class polynomial of discriminant −D ≡ 0, 1 mod 4. Here the product runs over all elliptic curves over C with End A = O D (up to isomorphism), i.e., all CM elliptic curves with CM by O D . When D ≡ 1, 2 mod 4, we set P D (x) = 1. Then it was recently proved ( [EOY] , [Mi] ) that for every integer t ≥ 1 and ever prime p, there is D 0 > 0 such that for all D ≥ D 0 and D ≡ 0, 3 mod 4, we have
The case t = 1 is the well-known fact mentioned above. It is an interesting question to find an effective D 0 for this purpose. Ben Kane is working on this problem in [Ka] . Another natural question is about 'minimal' CM liftings-what is the 'correct' size D 0 such that every supersingular elliptic curve over a finite field of characteristic p can be lifted to a CM elliptic curve with CM by some imaginary quadratic order O D with D ≤ D 0 , i.e.,
Elkies [El1] showed that D 0 = 2p 2 3 is enough for this purpose, and mentioned in a private email to the author that the power 2/3 should be the best possible. In Section 2, we first give a simple proof of this claim, by comparing the degrees of the polynomials, i.e., Proposition 1.1. If there are positive constants θ and C such that every supersingular elliptic curve over a finite field of characteristic p can be lifted to a CM elliptic curve over some number field with CM by O D with D ≤ Cp θ when p is big enough, then θ ≥ 2 3 . It turns out to be more interesting to consider only supersingular elliptic curves defined over the prime field F p . Indeed, Elkies and R. Murty have the following observation [El2] . Let E be a rational elliptic curve. If, for some positive θ, every supersingular prime p of E divides P D (j(E)) for some D << p θ , then π 0 (x) << x 3 2 θ . Here π 0 (x) is the number of primes p < x such that E mod p is supersingular, i.e., p is a supersingular prime of E. A well-known conjecture of Lang and Trotter claims that (1.3) π 0 (x) = (C + o(1)) x 1 2 log x for some explicit constant C > 0 depending on the elliptic curve E. So if there is a positive constant θ such that every supersingular elliptic curve over F p can be lifted to a CM elliptic curve over a number field with CM by O D with D << p θ , then π 0 (x) << x 3 2 θ for every rational elliptic curve. Kaneko's result, [Kan] , gives θ ≤ 1/2. The same argument as in Proposition 1.1 shows Proposition 1.2. Let θ be positive number such that there is a constant C > 0 with
Here the product is over all supersingular elliptic curves over F p up toF p -isomorphisms. Equivalently, every supersingular elliptic curve over F p can be lifted to a CM elliptic curve with CM by O D for some D ≤ Cp θ . Then θ ≥ 1 3 . So we have 1/3 ≤ θ ≤ 1/2. Notice that if we can take θ = 1 3 , then we have π 0 (x) << x 1 2 , almost proving the Lang-Trotter conjecture. Unfortunately, we are not that lucky. The truth is that θ = 1 2 . Indeed, in Section 5, we will prove the following theorems.
Theorem 1.3. For every κ < 4 √ 3 , there is N = N (κ) > 0 such that if a prime p > N with p ≡ 3 mod 4 and a constant D 0 satisfying the condition that every supersingular elliptic curve over F p can be lifted to an elliptic curve with CM by O D for some D ≤ D 0 , then D 0 ≥ κ √ p. In particular, the smallest constant θ satisfying the condition in Proposition 1.2 is equal to 1 2 . Theorem 1.4. For every κ < π 6 , there is N = N (κ) > 0 such that if a prime p > N with p ≡ 1 mod 4 and a constant D 0 > 0 satisfies the condition that every supersingular elliptic curve over F p can be lifted to an elliptic curve with CM by
In view of [Kan] , Theorem 1, Theorem 1.3 is the best possible both in terms of exponent and the constant κ for every large enough prime numbers p ≡ 3 mod 4. The proofs of Theorems 1.3 and 1.4 consist of three steps. The first one is standard. CM liftings of a supersingular elliptic curve is closely related to the optimal embeddings of an imaginary quadratic order into a maximal order of B p , which is itself related to the problem of representing an integer D by the so-called Gross lattice L O of a maximal order O of B p [Gr] . We will review this in Section 3. Here the Gross lattice of O is
with the reduced norm as its quadratic form. The second step is our main contribution in this paper. It is well-known that the number of maximal orders of B p (up to isomorphism) with en element w 2 = −p is either 1 2 (h p + h 4p ) or 1 2 h 4p depending on whether p ≡ 3 mod 4 or 1 mod 4, see (2.1). So it is quite natural to construct such maximal orders from primitive positive binary quadratic forms of discriminant p or 4p (or equivalently, proper ideal classes of Z[ 1+ √ −p 2 ] or Z[ √ −p]). We give such a direct construction in Section 4 that we have a good control on the size of the smallest integer represented by its Gross lattice. Briefly, when p ≡ 3 mod 4, we associate to every primitive positive-definite quadratic form Q of discriminant p or 4p a maximal order O(Q) of B p with an element w 2 = −p and prove Theorem 1.5. Assume that p ≡ 3 mod 4 is a prime number.
(1) Let Q 1 and Q 2 are two primitive positive-definite binary quadratic forms of discriminant p or 4p. Then O(Q 1 ) is conjugate to O(Q 2 ) if and only if one of the three conditions holds: b, c] stands for the quadratic form ax 2 + bxy + cy 2 with discriminant disc(Q) = 4ac − b 2 = p or 4p.
(2) When O = O(Q) with disc(Q) = p, the smallest integer represented by the Gross lattice L O is min(p, 4a) where a is the smallest integer represented by Q.
(3) When O = O(Q) with disc(Q) = 4p, the smallest integer represented by the Gross lattice L O is bigger than or equal to min(p, a) where a is the smallest integer represented by Q.
(4) Every maximal order of B p with an element w 2 = −p can be constructed this way.
For p ≡ 1 mod 4, we can only associate a pair of maximal orders O(Q) = {O 1 (Q), O 2 (Q)} with elements w 2 = −p to a primitive positive-definite binary quadratic form of discriminant 4p in the non-principal genus. Recall that Q is in the principal genus if Q is locally equivalent to [1, 0, p] over every local field Q l for every prime l ≤ ∞. We also prove that Theorem 1.6. Assume that p ≡ 1 mod 4 is a prime.
(1) O(Q 1 ) = O(Q 2 ) (up to conjugation) if and only if Q 1 is equivalent to Q 2 orQ 2 .
(2) When O ∈ O(Q) with disc(Q) = 4p, the smallest integer represented by the Gross lattice L O is bigger than or equal to min(p, a) where a is the smallest integer represented by Q.
(3) Every maximal order of B p with an element w 2 = −p can be constructed this way.
These two theorems should have independent interest. We remark that Ibukiyama [Ib] has a different construction of such maximal orders. Finally, we use in Section 5 Duke's deep result ([Du1]) on uniform distribution of Heegner points on the modular curve to show that there is always a binary quadratic forms Q in the above two theorems such that Q can only represent integers a of at least the size κ √ p for some explicit constant κ. That, combined with steps 1 and 2, will prove Theorems 1.3 and 1.4.
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Proof of Propositions 1.1 and 1.2
Proof of Proposition 1.1: Since an elliptic curve is determined by its j-invariants (up to isomorphism), it is clear that the condition in Proposition 1.1 is equivalent to
A classical result of Deuring ([De] , [Si] , Theorem 4.1) asserts
On the other hand, the theory of complex multiplication implies that det
In particular, there is a constant C( ) > 0 for every > 0 such that
Since can be arbitrarily small and p can be arbitrarily big, we have θ ≥ 2 3 . This proves Proposition 1.1.
Proof of Proposition 1.2: The proof of the Proposition 1.2 is basically the same as that of Proposition 1.1. The only difference is the following result of Deuring ([De] , [Co] , Theorem 14.18)
Here H(−D) is the Hurwitz class number of discriminant −D. A classical theorem of Siegel on class numbers implies that
for every > 0. Now the same argument as above gives θ ≥ 1 3 , proving Proposition 1.1. We remark that the proof gives a slightly stronger result, namely,
Moreover, C is computable assuming no Siegel zeros for quadratic Dirichlet L-series.
Maximal Orders and Optimal Embeddings
For a prime number p, let B p be the unique quaternion algebra over Q ramified exactly at p and ∞. It is a well-known fact, due to Deuring [De] , that every maximal order
In such a case, the Frobenius gives an element w ∈ O E such that w 2 = −p. The converse is also true, a maximal order containing an element with square −p comes from a supersingular elliptic curve over F p (up to an isomorphism). It is well-known that two maximal orders are isomorphic to each other if and only if they are conjugate to each other, i.e., there is
Deuring [De] also proved that a supersingular elliptic curve E can be lifted to an elliptic curve over a number field with complex multiplication (CM) exactly by an imaginary
be the Gross quadratic (ternary) lattice with quadratic form Q(x) = −x 2 , the reduced norm of x. Then Gross proved in [Gr] 
We refer to [Gr] and [EOY] for more precise information on how to count the numbers of CM liftings. Now the results in the introduction can be reinterpreted in terms of optimal embeddings. For example, Theorem 1.3 can be rephrased as Theorem 3.2. For every > 0, there is a constant N = N ( ) > 0 such that for ever prime number p ≡ 3 mod 4 with p > N , if one of the following equivalent conditions hold for a number D 0 , then
(1) Every supersingular elliptic curve over F p can be lifted to an elliptic curve with To a primitive positive-definite binary quadratic form [a, b, c] = ay 2 + byz + cz 2 of discriminant d = 4ac − b 2 > 0 and an integer α = 0, we first associate a ternary quadratic lattice
Then it is well-known that the even Clifford algebra of L is actually a quaternion algebra B = B(L) with a Q-basis {v 0 = 1, v 1 = e 2 e 3 , v 2 = e 3 e 1 , v 3 = e 1 e 2 } and the following multiplication table. 
In particular,
is an order of B(L). The reduced norm on B(L) is a quadratic form and the Gram matrix
In particular, det A O(L) = α 2 d 2 . Since the diagonization of 1 2 A O(L) is diag (1, d/4, cα, dα/4) , its local Hasse invariant is l = (d, −1) l (cα, −d) l , where ( , ) l is the local Hilbert symbol. So [Se] , Theorem 6 implies Lemma 4.1. Let the notation be as above. Then (1) B(L) is positive definite if and only if α > 0.
(2) B(L) l is split for every prime number l 2αd. (1) Let Q = [a, b, c] is a primitive positive definite quadratic form of discriminant 4ac − b 2 = p. Then B(Q) = B p is the quaternion algebra ramified exactly at p and ∞, and O(Q) is a maximal order of B p with an element w = 2v 1 − b satisfying w 2 = −p.
(
Here,
In all other cases, one switch the roles of v 2 and v 3 (and the role of a and c).
(3) When Q = [a, b, c] is a primitive positive definite binary quadratic form of discriminant 4p, one has O 1 (Q) = O(Q 1 ) where Q 1 is a primitive positive definite binary quadratic form of discriminant p given by
Proof.
(1) First, one has by Lemma 4.1 that B(Q) is split for l 2p∞ and is ramified at 
(2) To prove B(Q) = B p , it is again enough to show that (−c, −p) 2 = 1. Now 4ac − b 2 = 4p, b has to be even. Let b 1 = b/2, then ac − b 2 1 = p. If b 1 is even, then c is odd, and (−c, −p) 2 = 1. If b 1 is odd, then ac ≡ 1 + p mod 8. When p ≡ 7 mod 8, one has always (−c, −p) 2 = 1. When p ≡ 3 mod 8, then ac ≡ 4 mod 8. Since [a, b, c] is primitive, one has that c is odd or c/4 is an odd integer. Either way, one has (−c, −p) 2 = 1. So
To find maximal orders containing O(Q), it is easier to use the basis
with the multiplication table (α = 1) Table   w v
Let O be a maximal order of B p = B(Q) containing O(Q).
A simple calculation using Table 2 gives (4.12)
v
If b 1 is even, a and c are odd, and x 3 b 1 , x 2 b 1 ∈ 1 2 Z. So x 2 , x 3 ∈ 1 2 Z by (4.13). If b 1 is odd, then ac is even, say a is even, and c is odd (since [a, b, c] ) is primitive). Then (4.13) implies x 2 b 1 and thus x 2 ∈ 1 2 Z. So x 2 b 1 − cx 2 ∈ 1 2 Z and thus x 3 ∈ 1 2 Z. This proves the claim.
Then (4.12) implies that v is integral over Z if and only if (4.14)
x 2 0 − x 2 1 + x 2 2 c + x 2 3 a − 2b 1 x 2 x 3 ≡ 0 mod 4. Case 1: We first assume that b 1 is even. So ac ≡ −1 mod 4. Clearly u = 1+w+v 2 +v 3 2 is integral over Z. A simple calculation verifies that O 0 (Q) = Z ⊕ Zw ⊕ Zv 2 ⊕ Zu is an order
Notice that (4.14) is the same as in this case (4.15)
Since ac ≡ −1 mod 4, we may assume c ≡ −1 mod 4 (otherwise switch the rule between x 2 and x 3 ). If v ∈ O−O 0 (Q) with x 0 ≡ x 1 mod 2, then (4.15) implies x 0 ≡ x 2 ≡ 1 mod 4 or x 1 ≡ x 3 ≡ 1 mod 2. Let u 2 = 1+v 2 2 and u 4 = w+v 3 2 , then
One check via direct calculation that O 2 (Q) is indeed a maximal order of
This finishes the proof of Case 1, i.e., the case b 1 is even. Case 2: Now we assume that b 1 is odd. Then ac ≡ 0 mod 4. Since [a, b, c] is primitive, one of a and c is odd and the other is a multiple of 4. We assume here c is odd and 4|a. For the other case, one just needs to switch the roles of v 2 and v 3 . In this case (4.12) implies
. Then it is integral over Z, a simple calculation verifies that 1 mod 2 , then x 2 is even, and thus x 3 is even (otherwise v ∈ O 0 (Q)). In this case, u 1 = 1+w 2 ∈ O and 
is odd and x 2 is even). Clearly,
If v ∈ O − O 0 (Q) with x 0 odd and x 1 even, then x 2 is odd, and x 3 ≡ 1+c 2 mod 2. In this case,
A simple calculation gives where
Moreover,
Finally, if v ∈ O − O 0 (Q) with x 0 even and x 1 odd, then x 2 is odd and
The same argument as above gives u ∈ O and O = O 2 (Q). This finally finishes the proof of (2).
(3) When b ≡ 0 mod 4, one checks by using Multiplication Tables 1 and 2 that
gives an isomorphism O 1 (Q) ∼ = O(Q 1 ). When b ≡ 2 mod 4 and c odd, then a ≡ 0 mod 4, and the map
gives an isomorphism O 1 (Q) ∼ = O(Q 1 ). When b ≡ 2 mod 4 and c is even, then c ≡ 0 mod 4 and a is odd, one gets an isomorphism by switching the role of v 2 and v 3 in the above isomorphism.
Now we continue to assume p ≡ 3 mod 4. By Theorem 4.2, we can define for a positivedefinite primitive binary quadratic form Q = [a, b, c] of discriminant p or 4p a maximal order of B p as follows:
It is easy to check that up to isomorphism, O(Q) depends only on the equivalence class of Q by construction. It is also clear that O(Q) = O(Q) whereQ = [a, −b, c] = [c, b, a] is the conjugate of Q. Before proving Theorem 1.5, we briefly review Ibukiyama's construction of maximal orders of B p with an element w 2 = −p in [Ib] , which is needed in our proof.
Let q ≡ 3 mod 8 be a prime number with ( −p q ) = 1, and let r and s be integers satisfying (4.25) r 2 + p ≡ 0 mod q, s 2 + p ≡ 0 mod 4q.
Notice that r exists for all prime number p while s only exists for p ≡ 3 mod 4. Then Ibukiyama proved in [Ib] , Lemma 1.2
He also proved in the same lemma that He further proved in [Ib] , Theorem 3 that every maximal order of B p with an element w with w 2 = −p is isomorphic to one of O(q) or O (q) if p ≡ 3 mod 4 and to one of O(q) when p ≡ 1 mod 4. Proof of Theorem 1.5: (4) We prove Part (4) first. First assume O = O (q). Set a = s 2 +p 4q ∈ Z >0 , then we have the following multiplication table with v 1 = w+s 2 , β, γ ∈ O (q) by (4.27) and (4.29)
Comparing Table 3 with Table 1 (with α = 1), one sees immediately that
is a ring isomorphism between O (q) and O(Q) for Q = [a, s, q]. Table   w β γ
Comparing Table 4 with Table 2 , one sees immediately that
is a positive definite binary quadratic form of discriminant 4aq − 4r 2 = 4p. Since q ≡ 3 mod 8, 1+q 2 is even and 1−q 2 is odd, one checks by Theorem 4.2
This proves (4).
(1) It is clear from the construction that O(Q 1 ) is conjugate (isomorphic) to O(Q 2 ) if (i) or (ii) is true. In the case (iii), say Q 1 = [1, 1, p+1 4 ], and Q 2 = [1, 0, p], then Theorem 4.2(1) asserts O(Q 1 ) = Z + Zv 1 + Zv 2 + Zv 3 with multiplication as in Table 1 , and
and multiplication of w , v 2 and v 3 as in Table 2 . Here use to distinguish the elements in O(Q 2 ) from those in O(Q 1 ). A simple calculation using the multiplication tables shows that v 1 → u 2 , v 2 → u 4 , and v 3 → v 3 gives an algebra isomorphism between O(Q 1 ) and O(Q 2 ). To prove the converse, we use an indirect method. By Theorem 4.2 and what we have just proved, one sees that the number of maximal orders of O(Q) (up to isomorphism) as Q runs over all primitive positive definite binary forms of discriminant p or 4p is at most 1 2 H(−4p) = 1 2 (h p + h 4p ), which happens to be exactly the number of maximal orders of B p with an element w 2 = −p, see (2.1). So Part(4) implies that these O(Q) cover all such maximal orders exactly twice. In particular, O(Q 1 ) ∼ = O(Q 2 ) if and only if Q 1 and Q 2 satisfy one of the conditions (i), (ii), or (iii). This proves (1).
(2) When Q = [a, b, c] with 4ac − b 2 = p and O = O(Q), one has
If L O represents D, then D = px 2 + 4(ay 2 − byz + cz 2 ).
In particular D ≥ p or x = 0, D 4 = ay 2 − byz + cz 2 is represented by Q. This proves (2). 
If D is represented by L O , it is also represented by Zw + Zv 2 Zv 3 , i.e.,
So D ≥ p or x = 0, D is represented by Q. This finishes the proof of Theorem 1.5.
The proof of Theorem 1.5 together with [Ib] , Theorems 1 and 2 gives Corollary 4.4. Let Q 1 and Q 2 be two primitive positive definite binary quadratic forms of the same discriminant p or 4p. Then L(Q 1 ) is equivalent to L(Q 2 ) if and only Q 1 is equivalent to Q 2 orQ 2 .
Proof. One implication is clear. Assume now that L(Q 1 ) ∼ = L(Q 2 ). Then O(Q 1 ) = O(Q 2 ). If disc(Q i ) = 4p, we have Q 1 is equivalent to Q 2 orQ 2 by Theorem 1.5. If disc(Q i ) = p, one has (up to isomorphism)
, and thus Q 1 is equivalent to Q 2 orQ 2 by Theorem 1.5.
Proof of Theorem 1.6: Since the proof is similar to that of Theorems 4.2 and 1.5 combined, we are content in sketching it in several steps.
Step 1: For a primitive positive definite binary quadratic form Q = [a, b, c] 
When b ≡ 2 mod 4 and c is even, then a is odd, and O 1 (Q) and O 2 (Q) are given by switching the role of v 2 and v 3 . In all cases, set Step 2: Every maximal order of B p with an element w 2 = −p belongs to some O(Q). Indeed, by [Ib] Theorem 3, such an maximal order has the form O = O(q) defined by (4.26). Set a = r 2 +p q where r is given in (4.25). Then the same argument as in Theorem 4.2(2) shows that the map (4.30) gives an algebra isomorphism from O(q) to O 2 (Q) with Q = [a, 2r, q]. This proves (3).
Step 3: Clearly, for Q 0 = [1, 0, p], one has (−p, −p) 2 = −1, B(Q 0 ) is ramified at 2 and is not equivalent to B p . In general, if Q = [a, b, c] is in the principal genus, then Q is equivalent to Q 0 over Q 2 , and B(Q) is isomorphic to B(Q 0 ) over Q 2 . So B(Q) 2 is ramified too, and thus (−c, −p) 2 = −1. In particular, no form in the principal genus produces any maximal order as described in Step 1.
Step 4: By genus theory, O 4p = Z[ √ −p] has genus 2, which means that the non-principal genus contains exactly 1 2 h 4p primitive positive definite binary forms (of discriminant 4p) up to equivalence. So, by Steps 1 and 3, there are at most 1 2 h 4p maximal orders of the form O(Q) (up to isomorphism) as Q runs over all primitive binary form [a, b, c] not in the principal genus with (−c, −p) 2 = 1. But B p has exactly 1 2 h 4p maximal orders with an element w 2 = −p by (2.1) and every one of them comes from some O(Q) by Step 2. This implies two things by simple counting. First, every primitive binary form Q = [a, b, c] in the non-principal genus satisfies (−c, −p) 2 = 1, i.e., O(Q) is well-defined. Second, O(Q 1 ) = O(Q 2 ) if and only if Q 1 is equivalent to Q 2 orQ 2 . This proves (1)
Step 5: Finally (2) follows from (4.37) with the same proof of Theorem 1.5(3). This finishes the proof of Theorem 1.6.
From the proof of Theorem 1.6, one sees that a primitive positive definite binary form Q = [a, b, c] of discriminant 4p is in the principal genus if and only of (−c, −p) 2 = 1 (when p ≡ 1 mod 4). This has the following interesting consequence on class number h 4p which is well-known. Larry Washington kindly showed me a nice proof using his joint work with D. Shanks, P. Sime on 2-adic L-functions [SSW] . Proof. When p = 2, it is clear. When p ≡ 3 mod 4,
is odd. When p ≡ 1 mod 4, one has by genus theory that h 4p is even and is divisible by 4 if and only if the class of the prime ideal p 2 = [2, 1 + √ −p] is a square, or equivalently the quadratic form Q = [2, 2, p+1 2 ] is in the principal genus. When p ≡ 5 mod 8, (− p+1 2 , −p) 2 = 1, Q is not in the principal genus by the remark above, and thus h 4p ≡ 2 mod 4. When p ≡ 1 mod 8, (− p+1 2 , −p) 2 = −1, Q is in the principal genus by the remark above, and thus h 4p ≡ 0 mod 4. in the fundamental domain F binary quadratic form Q of discriminant d such that the minimal integer represented by Q is bigger than or equal to κ √ d for any κ < 1 2 ([Du2], Theorem 1).
