A simple method for the definition of protein structural domains is described that requires only α-carbon coordinate data. The basic method, which encodes no specific aspects of protein structure, captures the essence of most domains but does not give high enough priority to the integrity of β-sheet structure. This aspect was encouraged both by a bias toward attaining intact β-sheets and also as an acceptance condition on the final result. The method has only one variable parameter, reflecting the granularity level of the domains, and an attempt was made to set this level automatically for each protein based on the best agreement attained between the domains predicted on the native structure and a set of smoothed coordinates. While not perfect, this feature allowed some tightly packed domains to be separated that would have remained undivided had the best fixed granularity level been used. The quality of the results was high and, when compared with a large collection of accepted domain definitions, only a few could be said to be clearly incorrect. The simplicity of the method allowed its easy extension to the simultaneous definition of domains across related structures in a way that does not involve loss of detail through averaging the structures. This was found to be a useful approach to reconciling differences among structural family members. The method is fast, taking less than 1 s per 100 residues for medium-sized proteins.
Introduction
It has been clear since the determination of the earliest protein structures (Phillips, 1966) that there is a level of structural organization that is greater than the folding of the chain into simple secondary structure components. The exact definition of these structural domains, however, has remained problematic since there is a continual progression from proteins that slightly divide into two lobes to those that form clearly distinct folded regions separated by a flexible linking segment of chain. A component of (sequentially) local organization is partly an element in the idea of a domain but is not sufficient as some domains are formed from segments of chain that are distant in the chain. Secondary structure, in particular the β-sheet, also influences the definition of a domain since β-sheets are rarely split into separate domains. However, although one sheet would not normally be in two domains, two or more sheets may be in one domain, so again, this structural feature does not provide a sufficient definition. A concept sometimes taken as a rough working definition of a domain is that, if excised, the domain should remain folded as a stable structure. Although difficult to test (either experimentally or computationally), an implication of this concept is that the excised domain should contain a hydrophobic core and should therefore be larger than, roughly, 40 residues (for reviews, see Janin and Wodak, 1983; Janin and Chothia, 1985) .
All the above principles have, in various combinations, been taken to form operational definitions of domains. Local compactness was taken as the principle aspect in the early method of Rose (1979) and more recently has been extended by Holm and Sander (1994) in a way that captures the relationship between compact units. Swindells (1995a) concentrated more on the requirement of having a hydrophobic core in each domain (Swindells, 1995b) , extending cores outwards from their deepest components and, where necessary, pruning and fusing these into larger units. Some older methods such as that of Rose (1979) and the more recent method of Siddiqui and Barton (1995) have focused on minimizing the number of chain breaks needed to separate domains while also measuring the degree of association between the separating units, while Rashin (1985) and Islam et al. (1995) employed solvent area calculations. Sowdhamini et al. (1996) also captured many of these ideas but at the level of secondary structure elements. Whatever their primary guiding principle, most of these methods apply corrections to their initial definitions on the basis of the remaining (secondary) principles. Typically, the primary method generates alternative definitions that can be selected using the secondary principles, which, for example, may involving counting the resulting breaks in the chain and secondary structures. Often, these secondary filters become a complex weighted combination (as, for example, in the method of Siddiqui and Barton, 1995) .
The methods described above generally take the approach in which a predefined idea of a domain is imposed on the structural data. In the language of systems analysis, this would be called a 'top-down' approach and the inherent danger in its application is being unable to recognize when the data do not fit the conceptual model. An alternative approach is to reverse the direction and let the idea emerge from the data, in what is sometimes called a 'data-driven' or 'bottom-up' approach. In this paper, a 'bottom-up' method for structure domain definition is described that is based on a very simple idea that has few parameters, so allowing their effect to be systematically investigated and, perhaps most important, it can be easily extended to the simultaneous definition of domains across homologous structures.
Methods

Ising model
The basic method is similar to an Ising model in which the structural elements of the model change state according to a function of the state of their neighbours. Although Ising models are typically applied to two states on a two-dimensional lattice, the approach has also been applied to the one-dimensional protein chain in the Zimm and Bragg (1959) model of helixcoil transitions (see Thouless, 1992, and Bruce and Wallace, 1992 , for reviews of the approach applied to magnetic and more general phenomena, respectively). In the current method, Neighbouring residues are defined to lie within a radius r. In this simplified example, neighbours are indicated by dashed lines (connections between i and i ϩ 2 have been omitted for clarity). (b) Starting with consecutive state labels (top line), these are modified through successive cycles (following lines) as described in Equations 1 and 2 (in this simple example, however, inverse distance weighting is not applied so the process can be followed more easily 'by hand'). The final state oscillates between 7 and 8 and, in the full method, an average is taken over consecutive cycles to attain a steady state. the neighbours are defined by spatial proximity in the threedimensional protein structure, and the states are multi-valued labels. In this implementation, the approach has affinity to the analysis of protein structure using connection topology (Aszódi and Taylor, 1993) .
Basic method. Each residue in the protein chain is assigned a numeric label. If a residue is surrounded by neighbours with, on average, a higher label, then its label increases, otherwise it decreases. This test and reassignment are applied repeatedly to each residue in the chain. A worked example is shown in Figure 1 .
Representing the sequences of labels as S ϭ {s 1 ,s 2 , ... ,s N }, for a protein of length N, then the iteration can be stated as
At each iteration t, the new state of residue i (at t ϩ 1) is determined by the influence of all other residues (j) modified by the function J which is referred to as the coupling function.
Where the function is simple multiplication, then the state revision can be represented by a matrix multiplication as in the Zimm-Bragg method (Zimm and Bragg, 1959) . The function U takes the sum over the neighbours and transforms it to either ϩ1 or -1 for positive and negative sums, respectively.
Coupling function. The coupling function (J in Equation 1
) calculates the inverse distance between the α-carbons of residues i and j and returns a negative value if the state label of i (s i ) is less than that of j (s j ). An upper limit (radius, r) on the proximity of the neighbours was imposed on those taken 204 into the calculation. Explicitly, the function evaluates the expression to which it is equivalenced below:
where d ij is the interatomic distance between the α-carbons of residues i and j, p ij is the inverted distance r/d ij and r is the neighbourhood radius. The inverted distances constitute a matrix (P) which will be of further use below. Some trials were made with different functions, in particular, with no inverse weighting (giving a simple majority 'vote' in Equation 1) and with inverse-squared weighting. The results for both were remarkably similar to the basic method but the latter appeared to undervalue the contribution of neighbours whereas the former increased the sensitivity of the result of the choice of cutoff radius (r). This behaviour is typical of Ising models in which the details of the lattice and the form of the coupling function make little difference to the global properties (Bruce and Wallace, 1992) . The choice of the cutoff radius will be considered below but its use as a scaling factor (in Equation 2) does not affect the result since only the final sign of the sum is considered in Equation 1. Label assignment. The most obvious choice for label assignment is the sequential residue number itself. This naturally embodies the desired property that sequentially adjacent residues will be predisposed to belong to the same domain. Other schemes will be considered below but, unless stated otherwise, simple residue numbering should be assumed.
Model evolution and domain extraction
The recursive iteration of Equation 1 results in compact regions evolving towards the same residue number. However, if there are two compact regions linked by a long exposed segment of chain (to take an extreme example), then each domain will evolve towards a local value and these labels will extend and meet half way along the linker. At this point, neither side will have sufficient 'leverage' to 'convince' the other to adopt its label and the system will cease to evolve (typically oscillating, or 'flickering' at the point of label discontinuity). For the extraction of domain definitions it is necessary that this stage in the evolution is detected and the iteration terminated, allowing the assignment of residues with a common label as a domain. To do this, some minor technical difficulties need to be addressed. Stopping the iteration. Because of the potential for domain boundaries to 'flicker', the iteration cannot simply be terminated when there is no further change in labelling. This problem was overcome by keeping an average over two cycles and monitoring the squared deviation of this between successive cycles (summed over the length of the sequence). Any simple oscillation will thus be averaged out; for example, if a residue position alternates between 8 and 7 on successive cycles, then the difference in successive averages (8 ϩ 7, 7 ϩ 8, ...) will be zero. The iteration was stopped when the mean squared deviation of the average between successive cycles was less than 10 -6 or if this degree of convergence was not obtained, then the calculation was stopped after a number of iterations equal to half the number of residues in the protein. This gives sufficient opportunity for both the amino and carboxy termini to evolve to a common label if they lie in the same domain. Refining unique labels. In the basic method, the labels evolve in discrete unit steps. This admits the small possibility that two independent domains might converge to the same value by chance. This possibility can be minimized by using a smaller step (increment/decrement) size but, if a small step size is selected at the outset, then the evolution of the system will be very slow. A compromise was made by following the initial evolution of the system by a further set of N/2 iterations (where N is the number of residues in the protein) in which the step size decreased linearly from one to zero. After this, the value of the labels within a domain generally agreed to better than 10 -2 , greatly reducing the chance of two domains having the same label within the error of convergence.
Conforming to expectation
The method as described to this point, when applied to a variety of representative proteins performed remarkably well, especially considering that it embodies no encoding of any feature specific to proteins (details of these results will be provided below). However, as discussed in the Introduction, there are some assumptions in the received definition of a domain that need to be taken into account to produce a definition that conforms to expectation. Principal among these is the expectation that (1) the chain should not pass too frequently between domains, (2) small domains should be ignored or avoided and (3) secondary structure, in particular β-sheets, should not be broken.
Reclaiming short loops. Examination of some of the initial test results revealed that most of the frequent chain crossings between domains resulted simply from short loops 'dipping' in and out of the adjacent domain. These could easily be 'corrected' by resetting their label to that of the flanking domain; however, situations can be imagined where it is not obvious which loop should be reset, as illustrated by the following example in which two domains (with labels 5 and 7) mingle: {...5555577755577777...}. Simple smoothing (taking an average over a window) cannot be used as this would alter the residue labels; however, a solution was found by using a form of smoothing based on the median, rather than the mean, in which the position in the centre of a window is replaced by the median of the values in the window (Bangham, 1988) . This method, when iterated to completeness, levels all peaks (or troughs) less than half the window size, but these are flattened (or filled) only with observed values so no new domain labels are created by the process. A window size of 21 was taken, eliminating all excursions of 10 or less residues. Reassigning small domains. As in other studies (Siddiqui and Barton, 1995; Jones et al., 1998) , domains of ഛ40 residues were not accepted. These might simply be ignored (marked as unassigned regions), but it was considered better to see if they might be joined on to another existing domain. This was done using a variant of the core calculation in Equation 1 in which each residue in the small domain was directly assigned the (weighted) mean values of its neighbours, as follows:
where p ij is an element from the matrix of reciprocal distances P. Reassignment was made only for residues that shared a common label with Ͻ40 others and this was 'flagged' by setting the label of all such residues to -1 (hence the condition ∀s t i Ͻ 0). Although not explicitly stated above, as before, the sum was taken only over residue pairs closer than the cutoff 205 radius r and, in addition, residues in the process of being reassigned (s t j Ͻ 0) were also excluded. After reallocation of small domains, the balance between the larger domains might have altered. This potential disequilibrium was allowed for by taking the new set of labels (S tϩ1 , calculated by Equation 3) as the starting point for another complete domain assignment calculation and the whole exercise was repeated until no small domains remained or to a limit of five times. This limit was sometimes reached as some small domains are truly isolated and remain 'unclaimed' by any of their larger neighbours. In this situation, it was considered unnecessary to introduce any further steps to 'force' their reallocation. Any remaining small domains were not included in the counts of domain numbers discussed below.
Keeping β-sheets intact. The basic method deviated most seriously from expectation in a propensity to divide large proteins that were dominated by a single β-sheet. This tendency was most apparent in the 8-fold alternating β/α-barrel proteins, which often have weakly packed strands and helices as a result of the stagger in hydrogen bonding around the barrel. Solutions to this problem have been found previously through the use of the recorded secondary structure information (extracted from the protein structure databank) or based on calculated hydrogen bonding. In the current method, a self-contained solution was sought that depended (as does the basic method) on the use of α-carbon coordinates alone.
For each residue i in the protein, its nearest and second nearest neighbours (j and k) were found, such that d ij Ͻ h, d ik Ͻ h, |i -j| Ͼ 3 and |j -k| Ͼ 5 (where d is an interatomic distance). When all these conditions are met, the three residues potentially align in a β-sheet as j-i-k. The same conditions, with the exception of the last, were then reapplied to the two sequentially adjacent triplets i Ϯ 1, j Ϯ 1 and k Ϯ 1, for which the signs were adjusted to minimize the interatomic distances. The resulting set of six residues thus lie in the expected arrangement of a β-sheet and this was recorded in a matrix of pairwise links (B, initially zero) by adding 1 to each of the pairs across the sheet (B ij , B ik , B i Ϯ 1, j Ϯ 1 , B i Ϯ 1, k Ϯ 1 ) and along the strands (B i,i Ϯ 1 , B j,j Ϯ 1 , B k,k Ϯ 1 ), choosing signs as above. After processing each residue in this way, the strongest pairwise links in B have a maximum value of 6 for residues that lie in centre of a large sheet, dropping to 1 for corner pairs. The cutoff distance h was chosen as 7.5 Å, being a point midway between the separation of hydrogen-bonded β-strands and the separation of stacked β-sheets (typically 5 and 10 Å, respectively).
A bias was given to maintain the integrity of β-sheets by setting the initial label of their component residues to a common value. For consistency, this was initially done using the basic method itself, by substituting the matrix B for P (in Equation 1). However, it was found that this approach also was still prone to split weakly linked sheets into domains so the variation employed to reassign small domains was used instead, in which each residue takes the weighted mean label of its neighbours, again, substituting the matrix B for P (in Equation 3):
Unlike the reassignment of small domains, Equation 4 was iterated to convergence using the stopping criteria employed in the basic method (see Methods). No neighbour cutoff was applied as this is already inherently encoded in matrix B and Equation 4 was evaluated only for linked residues (Σ N j ϭ1 b ij Ͼ 0). This approach has the desired property that the entire network of linked residues is still not forced to adopt the same label and weakly (possibly spuriously) linked sheets can still remain distinct. It should also be noted that this procedure only provides a set of starting labels to which the basic method is applied (as described above) and this still has complete freedom to reassign any of the initial labelling.
It was also considered whether an equivalent bias should be applied to α-helices; however, long helices often pack against more than one domain and it seemed more natural that these should be allowed to partition freely as dictated by the basic method.
Setting the granularity level
The basic method has only one parameter which is the neighbourhood cutoff radius (r). The value of r affects the average size of the resulting domains (and can be associated with the correlation length in the application of Ising models to critical-point phenomena). When r is small the resulting domains tend to be smaller but the relationship is not direct and, even when r is infinite, clear domains will still remain separated. Almost all the methods discussed in the Introduction have parameters that affect the granularity of the result but none have any mechanism for objectively setting this property, other than to optimize the parameters to give a result that approximates the definitions recorded in the literature. These, of course, will vary from author to author and, despite some attempts at homogenization, remain a heterogeneous standard.
One approach to this fundamental problem is to obtain two different (ideally independent) views and, when these agree, it can be assumed that some 'truth' has been found that is independent of any particular method. An approach along these lines was made by Jones et al. (1998) using three methods of domain identification. Unfortunately, it was found that, except for the most obvious examples these were never in full agreement (to better than 85% of equivalently assigned residues). An alternative approach is to use a single method but applied to homologous proteins. However, this is limited by the availability of homologues with sufficient structural difference to provide independent solutions. To circumvent this problem, a 'fake homologue' was created for each protein and the current method applied to both. This allowed the value of r to be varied and the level of granularity was accepted as the value where the two solutions agreed best.
Creating a 'fake homologue'. A simple way to create a structure with the same fold but differing in detail is to smooth the path of the chain. This technique has often been used to help visualize the fold of the chain, originally by Feldman (1976) , and more recently (using the current algorithm) by Aszódi et al. (1995) . Smoothing destroys almost all the specific details of protein geometry; however, for the current method this is not a disadvantage as it does not rely on any of these characteristic geometric features. Specifically, for each consecutive triplet of α-carbon coordinates, the central atom was replaced by the average coordinates of the triplet. This procedure was repeated five times giving a structure that was substantially different from the native coordinates but still recognizable. Although not directly comparable, the rootmean-square deviation between the smoothed and native chain was typically around 4-5 Å, which is equivalent to that found Table I . Domains without β-bias (see legend to Table III for details and  summary) between analogous structures (having the same fold but no significant sequence similarity).
Comparing domain agreement.
Comparing the domains assigned with the smooth and native chains, it was apparent that the smooth chains required a slightly larger cutoff radius to give roughly comparable results. This compensates for the reduced interatomic contact in the smooth chain, especially in regions of α-helix packing where the helices have been reduced to almost straight lines. Values of r ϩ 3, r ϩ 5 and r ϩ 7 were tested and a bonus of 3 was found to be sufficient.
Following Jones et al. (1998) , a matrix of common residue counts in all domain pairings was compiled. The best overall count was then extracted from this matrix; however, where Jones et al. (1998) appear to assume that these values lie on the diagonal, a more general (but still 'greedy') algorithm was used in the current work, which has previously been described in the alignment of multiple sequences (Taylor, 1987) . Since the smooth and native structures have the same number of residues, the number in agreement was reported as the percentage of the length of the protein.
Finding the best granularity level. The simplest algorithm to find the best agreement between the two structures is to vary the cutoff radius and monitor the percentage domain agreement. However, this is computationally expensive and a more Table II . Domains with β-bias (see legend to Table III for details and  summary) restricted search strategy was adopted. From trial runs it was found that most solutions lay in the middle to lower part of the range r ϭ 10-20 (see Results and Table I ). A start point was taken as r ϭ 14 and a search expanded with alternating lower and higher values, in unit steps, and terminating when r fell below 10. If at any point during the search the two domain assignments had 90% or more coincidence, then the search was halted and the current solution accepted. Otherwise the best agreement point was recorded and if at the end of the search this was 85% or better, then its solution was accepted. If during the search both structures were reported as single domains, and no other solution agreed to better than 85%, the structure was taken to be a single domain. Structures for which no solution was found (either as single or multiple domains) were marked as unassignable. Excluding badly broken β-sheets. The search for the best granularity level provides an opportunity to check the integrity of the β-sheet structure, allowing this to be controlled without affecting the operation of the basic method. If a β-sheet was found to be broken by separating the domains, in either the native of the smooth structure, then that solution was not accepted and the search continued, as described above. Splits in β-sheets were measured by the summed value of the pairwise terms in the β-sheet network (as calculated in Methods) over 207 all the residue pairs between the two domains. (Note that β-sheet network was calculated only once on the native structure and the splits based on the smooth structure were assessed on the same network.)
As the current (or any) calculation of β-sheet structure can never be completely reliable, some tolerance is desirable in the strictness with which the integrity of β-sheets is maintained. It was estimated that this should relate to the size of the protein, and a rough and reasonably generous level was set as the square root of the length of the protein. A small protein of 100 residues can therefore tolerate an error of 10 (it would cost 12 to split a 4 ϫ 4 sheet in two), whereas a large protein of 400 can accept double this error.
Re-parsing domains
The domains defined by the basic method were automatically represented to the method to check if they could be further divided. This was done by linking the broken ends of the chain in the excised fragments and treating them as a new 'intact' protein. These reconnections were necessary, since a protein with chain breaks would behave differently in the Ising model from an equivalent connected chain (they also make the excised domains much easier to visualize). The connecting loops were 'grown' recursively from the broken ends in the direction of the centroid of the deleted segment until they came within bonding range. This was implemented by the following pseudo-code:
The upper-case characters represent atomic coordinate vectors. The function add writes the atom position of its argument to the coordinate (PDB) file, 'extend' calculates a coordinate 3.8 Å beyond its first argument in the direction of its second and 'dist' calculates the Euclidean separation between its arguments. The starting coordinates (A, B and C) were (respectively) the first and last atoms in the deletion and the centroid of the deleted segment (excluding its first and last atoms).
Simultaneous definition on multiple structures
The flexibility of the labelling system allows the labels to be taken not simply as a residue position in a single structure but as a position in a multiple sequence alignment. Rather than suffer the distortions inherent in defining domains on an averaged multiple structure, or taking the averaged domain definitions after individual domain definition, the current method can allow simultaneous (interacting) domain definition across all the structures. This was achieved using the basic method on each structure individually but with the labels derived from a multiple structure alignment. Between each iteration of Equation 1, the individually evolving labels can be synchronized by taking an average over the label values at each position across the structures that are represented at that point in the multiple alignment. Structural data Protein structural data were taken from the Protein Structure Databank (PDB) (Bernstein et al., 1977) as it existed in June 1998. This constituted 29 000 chains which were 'sifted' in successive runs of the multiple sequence alignment program MULTAL [using parameters described by Taylor (1998) , Appendix II] until no chains remained with more than 50% residue identity when aligned. The selection criteria for those retained were based on a weighted combination of resolution, mean B-value (indicative of refinement) and their assorted properties, details of which can also be found in Taylor (1998) (Appendix II). After filtering, 1775 chains remained which will be referred to below as the PDB50 set.
Reference domain definitions were found in the collection of Islam and Sternberg at the ICRF (Imperial Cancer Research Fund) web-site: http://bonsai.lif.icnet.uk/domains/assign.html. The domain definitions in this collection have been extracted from the original literature, with some modification where necessary. A number of the files in this collection have been replaced in the current PDB and, rather than attempt to reconcile these, only those that had a current PDB file were used. Those remaining were then filtered, as above, to give a collection of 517 proteins in which no pair had better than 50% identity (referred to as the ICRF50 set).
For preliminary testing, a sub-set of the ICRF collection described by Jones et al. (1998) was taken. Only one of these had been replaced in the current PDB and for this the corresponding revised entry was taken. One member of this set, 1brd (bacteriorhodopsin), was rejected, not because it is an integral membrane protein, but because it has no loops connecting its transmembrane helices (this feature would hinder the evolution of the labels). This collection will be referred to as the UCL-subset.
Results
Tests on the UCL-subset of structures
Testing the basic method. The basic method was applied to the UCL-subset with different values of the neighbour cutoff radius r and the results were compared with those expected. This test set contains roughly half single domain proteins and multi-domain proteins and different behaviour was observed in each group.
On both smooth and native structures, both with and without the β-sheet bias, the single domain proteins were most correctly predicted at the higher values of neighbourhood radius, as would be expected. Values of r ϭ 18 and r ϭ 20 (or 21) for the native and smooth structure, respectively, gave perfect assignment with the exception of 1ace (acetylcholinesterase). However, this large protein (526 residues) looks like two domains but its obvious division splits a large β-sheet that runs through the structure.
By contrast, the multi-domain group showed little variation in error with different radii. Good predictions were made for the native structure at lower radii (13, 14) and at higher values with the smooth structure. The average assignment accuracy was 75% and better than 80% in the mid-ranges of r (see Tables I and II for details and Table III for a summary). A Tables I and II   Tables I and II show the number of domains calculated for the UCL sub-set of the ICRF domain collection on the native structure and the smoothed chain both without consideration of β-sheets (Table I ) and with the bias to keep sheets intact (Table II ) (see the main text for details). The PDB code is given for each structure (a terminal upper-case letter designates the chain) along with the number of residues in the protein (len) and the number of domains (N) a specified in the ICRF domain server (see the main text for location). ‡ P-Hydroxybenzoate hydroxylase (1phh) differs in its number of domains in Jones et al. (1998) and the current ICRF server (the latter appears correct). † Actin (1atn) clearly has two domains (corresponding to an internal symmetry), each of which can be subdivided but the level of division is ambiguous (Holm and Sander, 1994; Siddiqui and Barton, 1995) and the protein has not been counted in this table. Without actin, the set contains 29 single domain proteins and 23 multi-domain proteins. The number of domains is shown for differing values of the neighbour cutoff radius r (Equation 2) ranging from 12 to 18 for the native structure and from 15 to 21 for the smoothed structure (equivalent values are 3 higher for the latter for reasons discussed in the main text). The point at which the domain definition best agree during the search strategy (Methods) is shown boxed for both structures. Where there is more than one domain, the percentage agreement (at the residue level) is shown under the heading joint agree. A NO in this column indicates that no agreement was obtained within the search range of 10-18. *Indicates that the solution was found at r ϭ 10 and § at r ϭ 11. The table summarizes the frequency of errors (on the basis of number of predicted and observed domains) for each structure, with and without the β-bias. The values in the joint column summarize the error over the boxed values in Tables I and II . This is only ambiguous for one protein (8acn), which has two or three predicted domains for the smooth and native structure, respectively. Since no structure has precedence, a value of 1 2 was recorded. In this column, the number of times when no agreement was found is given in parentheses. persistent deviant in these assignments was the protein 2had (haloalkane dehalogenase) which has a main β/α domain capped by an extended (bent) α-helix hairpin. This feature packs tightly on the β/α domain and by itself is not compact, making it an ambiguous candidate as a distinct domain.
Neglecting 1ace and 2had, the only error in the best assignment (smooth structure with r ϭ 20) was 1sgt (elastin), which has two tightly packed β-barrels that have been accepted as domains for many years (McLachlan, 1979) but have previously been found difficult to split automatically into domains (Swindells, 1995a) .
Automatic granularity adjustment. It was clear that tightly packed domains, such as those observed in elastin, require a lower level of granularity in their domain definition. If this is encouraged by reducing r, then the average accuracy of domain definition over the multi-domain proteins is largely unaffected but some of the single domain proteins begin to break up (see Table III ). Most of these erroneous splits involve the division of a β-sheet and while this is discouraged (roughly twofold) by setting an initial β-bias, small proteins such as 1gky (guanylate kinase) which have two clear lobes (similar to adenylate kinase) re-establish a double domain split. However, such splits incur a high error score based on the summed value of the bonds broken in the β-network (the matrix B in Equation 4) and can be disallowed on this basis (see Methods), e.g. the split of 1gky into two domains costs 26, twice as much as the permitted level.
Using the strategy outlined in Methods, a search for agreement between the native and smooth structures was started at r ϭ 14, being just above the point at which the errors in the single-domain proteins begin to escalate. It was expected that spurious domain divisions would be less likely to agree at these lower levels of r and that this effect, combined with the tendency to avoid β-sheet disruption, would drive the singledomain proteins to find a solution at higher r values while still allowing the multi-domain proteins to find agreement at a lower granularity level.
With no β-sheet contribution, the results for the multidomain proteins improved but remained much the same for the single-domain proteins. With the β-sheet bias and filter, the single domain proteins also improved to the same level and (neglecting 1ace) only one protein, 1rveA (ECO RV endonuclease) was incorrectly split. This protein has a carboxyterminal α-helical extension that was split off from the main β/α domain. This also involved the removal of a distorted edge-strand from the β-sheet, but this β-strand has no links in the β-network matrix. Interestingly, no agreement was found for 1ace, which from the above discussion is an acceptable conclusion for this protein. Similarly, with the multi-domain proteins, 2had was predicted as one domain, despite having access to two-domain solutions at lower r values; however, these never agreed to the required level. Only one protein, 8atcA (aspartate transcarbamylase, A-chain), had the wrong number of domains. Investigation of the domain assignments revealed that, again, an edge β-strand had been split off along with some α-helices, giving three rather than the expected two domains. The correct two-domain solution existed at larger values of r and could be reached if the criterion for rejecting split sheets was stricter; however, this change was not implemented until a wider selection of proteins was investigated.
Application to the ICRF50 data set
The method was applied to the ICRF50 data set and full details of the results are reported in the Appendix. In summary, the errors found among these results include the division of two TIM barrels and the failure to split several multi-domain proteins. These included some representatives of the trypsin family, lactate dehydrogenase, a phosphate-binding protein (a periplasmic binding fold), an acid protease and a nitrogenase. Interestingly, all these proteins have relatives that were correctly divided.
Related 'errors' were found among the multi-domain proteins in which some of the larger proteins were only partially split into their accepted component domains but the remaining divisions could be obtained by reapplication of the algorithm to the fragments. This type of error brings to light a limitation in the search strategy employed to find agreement between the smooth and native chains. If there is sufficiently good agreement for a protein to be split into three domains, then the agreement at the level in which any two of these domains are combined cannot be worse and will therefore be accepted.
A solution to this problem is to perform a routine reapplication of the algorithm to each domain and assess the resulting additional splits. While this strategy would be beneficial to those included in Table X , about the same number of proteins again do not benefit from a reapplication, which leads to subdivisions at too fine a level (perhaps because the excised domains are not as compact as their equivalent native structures 209 Table IV . Multiple structure domain assignments Protein names with their PDB codes and length are followed by the number of domains defined on each single structure (one) and when combined with the proteins named below each subtable (two). The weighted root-mean-square deviation (r.m.s.d.) is given for each structure pair (with the number of residues in parentheses). The percentage agreement between the native and smoothed structures is given under agree with the value of r at which the agreement was found. In (c), L ϭ lactate and M ϭ malate. might be). However, a reasonable size limit can be imposed on the reapplication of the algorithm and if re-parsing is restricted to domains over 250 residues in length, then all those included in Table X can be accepted (1aozA, 1hkg, 1mioB, 1gsgP) with the exception that the symmetric thirds are not split in the N-terminal domain of 1eps. The only additional error introduced by this condition is the splitting of the TIM barrel in the α-amylase 2aaa.
Multiple structure domain definitions
The outstanding problematic proteins all have structural relatives that have been correctly parsed into domains. Rather than search for a parameter combination that would satisfy all proteins, it was considered more sensible to use the redundant data found in these relatives to calculate a consensus domain definition. This was done as described in Methods, using a simple extension of the basic method, in which the undisrupted interactions in each protein were combined simultaneously. Aspartyl protease family. The aspartyl protease family members (pepsins for short), which all have two domains, exhibit a wide variety of predicted domain structure, including one domain (1pp1E and 1lybB, both cathepsin-D), two domains (1rne, renin), three domains (4pep, pepsin) and two examples where a solution was not found (1mpp, renin; and 2apr, rhizopuspepsin) . This family has previously been found to be difficult to parse (see, for example, Swindells, 1995a, for discussion).
The structure of renin 1rne, for which the correct double domain solution had been obtained, was combined with each of the others in turn and the results are given in Table IV . Much greater consistency can be seen among these results, but rather than converging towards the expected double-domain solution, most favour three domains and even where two domains were found (with 1lybB) there was a third domain that was too small to declare. In all these results, the third domain formed an interface between the two pseudo-symmetric halves and is consistent with the analysis of domain movements by Š ali et al. (1992) . Serine protease family. Although structurally not dissimilar to the pepsins, this family of smaller protease (referred to as trypsins, for short) exhibit the more consistent failure to split into the expected two domains. This behaviour is, again, typical of other automatic methods (Swindells, 1995a) . The family includes proteinase-A (2sga), the alpha-lytic protease (2alp), achromobacter protease-I (1arb), trypsin (1sgt) and a virus coat protein (2tbv). Only the latter two were divided into two domains.
This family benefited little from the pair combinations reported in Table IV , with only 2alp joining 1sgt in a double domain solution. Lactate dehydrogenase. Lactate dehydrogenase contains a tightly packed catalytic domain and a dinucleotide binding domain (DNBD), the latter having been identified since early times as a typical domain (Adams et al., 1970) because of its internal pseudo-symmetry and widespread recurrence in other nucleotide binding proteins (Rossman et al., 1974) . The catalytic domain contributes a large carboxy-terminal helix to the DNBD and this interaction makes separation sufficiently difficult that all three lactate dehydrogenases considered (6ldh, 1lldA and 1ldnB) were predicted to be one domain. Indeed, if the granularity was reduced to try and separate the domains, the first half of the dinucleotide binding domain was the first part to be split off.
Combinations of the lactate dehydrogenases persisted in their single-domain solution. However, for their size, the 1 Å r.m.s.d. for the pairs does not constitute a large difference. More distantly related homologues were found in the malate dehydrogenases (1bdmA and 1emd), both of which had two domains correctly predicted but, even in combination with these, 6ldh maintained a single-domain solution. Examination of these results suggested that some of the failure to agree stemmed from the unique 20-residue unstructured N-terminal tail on 6ldh. This tended to slow the convergence of the first half of the Rossmann fold, increasing its likelihood of detaching as a separate domain. Removal of these residues led to one double domain solution with 1bdmA. Other various pairs. Some less extensively related pairs of proteins were also encountered in the ICRF50 data set that gave different predicted domain definitions. These, along with any pair that also had the same but wrong prediction, were presented to the multiple structure algorithm.
Both versions of Aspartate transcarbamylase (8atcA and 2at2A) suffered the same loss of the edge part of one of their domains. Combining the two structures, this error was avoided as the best solution was found at a high or higher value of r than with the single structures.
The two chains of the molybdenum-iron nitrogenase (1mioA/B), which are distantly similar, had different predicted domain solutions. No solution was found for the A-chain while the B-chain was split into two followed by a further split. Combining the two chains immediately led to the correct split.
Application to the PDB50 data set
The algorithm was applied to the PDB50 collection of 1775 structures (with reapplication of the method to any domain of 250 and over) and the results were assessed, paying particular attention to assessing the generality of the errors observed above on the smaller data set and to any new problems that arose. 'Standard' graphs of number of domains and domain size were not compiled as these differed little from previous results and, as with other automatic methods, any differences are more a reflection of the constraints of the method rather than anything fundamental about proteins. The results of these calculations will be available in electronic form and, instead, some interesting examples are considered below. As a potentially rich source of domains, the 10 largest structures in the PDB50 data set were examined (Table V) .
1jdbB (carbamoyl-phosphate synthetase), the largest protein, consists of a closed ring of mainly β/α-domains along with α-domains. Some of the former link across their β-sheets giving a high cumulated sheet-splitting error, such that the method failed to find a solution that did not break a β-sheet. Despite this, the best solution (87% agreement both across eight domains) is given in Table V. 1bglC (β-galactosidase) yielded two C-terminal domains on the first application (the larger of which did not resplit, despite having 2-fold pseudo-symmetry, because of a strong continuous β-sheet). The more tightly interacting remaining three Nterminal domains were obtained on reapplication of the method.
1kcw (ceruloplasmin) consists of three tightly packed large domains arranged around a pseudo-3-fold axis, each of which consist of two even more closely interacting cuprodoxin-like domains (Murphy et al., 1997) . These levels were correctly parsed with the exception of the second domain, which was declared as one domain. Manual application of the method to this domain (smoothed with r ϭ 17) obtained the expected split.
1rae (an aspartate transcarbamyolase) proved to be an unusual test for the method. This protein consists of two almost identical halves (related by a 2-fold axis); however, owing to inconsistent numbering in the PDB file, distant parts of the molecule (across both halves) appear to be linked. Despite this, the current method divided the structure into almost exactly matching pairs of domains regenerating the obscured symmetry.
1alo (aldehyde oxidoreductase) has a complex collection of closely interacting domains (that had not been parsed correctly before by any automatic method). The current method divided off two N-terminal domains, one of which was again divided but the other was less than 250 residues and so remained intact, despite having two clear domains. The remaining domain consists of three domains arranged in an obscure 3-fold which was revealed by the current method in two stages.
1dhx (adenovirus type-2 hexon) is probably one of the most 'messy' protein structures, with long 'unstructured' loops, some over 50 residues in length. Although undoubtedly vital to the virus coat, these loops obscure any regularity in the fold of the individual molecule. Usefully, the current method tends to remove such loops (as domains) as they have insufficient density for their evolved local label to convert (or be converted by) any neighbouring region. Two core β-domains were clearly uncovered. 1waj (DNA polymerase), like 1jdbB, is a ring of consecutive domains, all of which were cleanly divided, including the folded end of the coiled-coil extension as a small α-helix bundle.
1hkbB (hexokinase-I) has two clear domains and the obvious break-point was recognized by the current method. However, the first half also had a small α-domain cleaved off and the remainder underwent further sub-division into two similar halves. These sub-divisions, however, did not appear in the second domain, which remained undivided. Despite being The PDB identifier and the number of residues in the 10 largest proteins in the PDB50 data set are followed by their predicted domain definitions (specified as in Table VII ). The method is reapplied to all domains of 250 and over and the results are given at each level of application. Definitions in square brackets, as distinct from parentheses, were obtained by manual intervention. See main text for details. almost identical (weighted r.m.s.d. ϭ 0.63, over 448 residues) this difference probably resulted from the different orientation of the N-terminal helix in the two main domains, and not from a context dependence, as the results remain different on the isolated domains. The situation is ideal for application of the multi-chain method and application of this results in an initial split of an α-domain, followed by a subdivision of the remainder into its two symmetric halves (weighted r.m.s.d. ϭ 2.16, over 106 residues). Interestingly, the interface helices in this final split have been swapped (Heringa and Taylor, 1997) , with each packing against the other half.
1dik (pyruvate-phosphate dikinase) and 1qba (chitobiase) are of interest as they both contain 8-fold β/α-barrels (TIM barrels). Given the propensity of these to split into two, it was encouraging to find that both had remained intact, even with the distinct bi-lobed form seen in 1dik. 1qba had a small β-domain left attached to the barrel but this is intimately linked by long loops and for all values of r, separation of this domain was associated with a split in the barrel resulting in no solution being acceptable within the allowed β-sheet disruption error.
The TIM barrel proteins mentioned by Jones et al. (1998) as being problematic (1brlB, 1btc and 1xyzA) were also examined and found to give the intact barrels as domains (in contrast to the other automatic methods assessed in Jones et al., 1998) . These results, combined with the previous, suggest that over a large range of protein sizes, the somewhat ad hoc cutoff placed on β-sheet disruption (as the square root of the protein length) appears to be a reasonable constraint.
Sensitivity to chain breaks
With some of the larger proteins discussed above, and transmembrane proteins in general, the domain parsing was affected by breaks in the protein chain. While the simple approach is to avoid such proteins, this is not always a satisfactory solution. A better alternative would be to 'patch up' such defects by re-linking the broken chain ends; for example, a simple modification to the algorithm described in Methods could be used (replacing the centroid of the deleted segment by a reflection of the protein centroid through he mid-point of the chain break). However, because the domain definition method Groups of five residues were progressively deleted from the structure of thermolysin (4tln) and the changes in domain definition monitored. The protein has two domains (1 and 2) occurring mostly with two segments each. Fig. 2 . Computation times. The elapsed computation time (seconds) is plotted against the number of residues for a variety of proteins: e, singledomain proteins; ϩ, multiple-domain proteins; u, proteins which required more than one pass of the algorithm to resolve small fragments. The curve, represented by (x/275) 2 , provides a rough estimation of computation time for medium-sized proteins.
does not explicitly make use of chain connectivity, it is not particularly sensitive to a few chain beaks (those mentioned above all involved six or more breaks). This can be illustrated by deleting loops from a protein model and reapplying the algorithm. Thermolysin (4tln) provides a good example, being an average sized double domain protein. It was chosen, however, because the domain definition is ambiguous and the current automatic definition differs from that in the ICRF server.
Deleting groups of five residues progressively from loop regions in the structure had little effect on the domain definitions up to three deletions (Table VI) . With the fourth deletion, the loop previously part of domain 1 was claimed by domain 2 (equivalent to the ICRF definition). Further deletions led to a variant of the original allocation. This example illustrates that, while the method is sensitive to chain breaks, reasonable results continue to be generated even after 10% of the protein has been deleted.
Computation time
The computer program encoding the method was executed on a 400 MHz Pentium processor and the actual (elapsed) computation time recorded for a selection of single domain proteins and all the multiple domain proteins included in the UCL test set (under 600 residues). These values are plotted in Figure 2 .
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The computation times for a selection of larger proteins were also calculated (data not shown). These all involved at least double passes to resolve unassigned fragments and the times ranged from 18 s for 750 residues to almost 40 s for proteins over 1000 residues.
The program that implements the method will be made available on the ftp server at ftp://glycine.nimr.mrc.ac.uk/pub/.
Discussion
The current method, in its basic form, is one of the simplest that has been applied to the problem of domain definition, yet its predictions are acceptable for roughly 90% of proteins and deviate seriously from the accepted definitions only where the integrity of β-sheets is not preserved. Since the basic method has no inherent knowledge of protein structure, special treatment of these higher order structures cannot be expected, but its generality allows it to work on just α-carbon coordinates, without any pre-calculation of hydrogen bonding or solvent surface areas, and to have considerable tolerance to chain breaks (and erratically ordered PDB files).
To conform to expectations of unbroken β-sheets, a network of interactions within the β-structure was calculated. It was initially thought that these interactions could be accommodated as an extra term in the matrix of interatomic interactions (P, Equation 2). Although only partially tested, this solution was avoided as it appeared to have little influence on the results, with the same divisions being found, just with larger numbers being balanced. From a theoretical point of view, it also seemed preferable to have exactly the same model operating on all structural types of proteins For these reasons the β-bias was applied only to the starting conditions (the labelling) or as filters to the results (rejecting proteins with badly broken sheets), leaving the computational core untouched.
With the β-bias, the method was almost perfect across the UCL test data set, having only two errors, one of which was debatable (Table II , smooth structure with r ϭ 20). One of these structures, however, was trypsin, which holds a special place in the history of the concept of a domain (McLachlan, 1979) that could not easily be ignored (with a clear conscience). Like the problem of black-body radiation in late nineteenth century physics, this small anomaly led to a more fundamental revision in the current approach to domain definition, as it was clear that the tightly packed trypsin domains are intuitively viewed with a finer level of granularity. As the level of domain granularity can be easily influenced in the current method, it was considered whether there might be some way in which an internally derived value might be found for this property that was optimal for each individual protein. A potential solution that has not been investigated in this work might be to introduce a degree of randomization into the evolution of the state labels. Repeated domain definitions with different starting configurations might then be used to determine the most stable domain assignment.
In the absence of any such fundamental solution, however, the more pragmatic solution of finding agreement between two different representations of the structure was developed in which the level of granularity was found that gave the best agreement between the predicted domains on the native and smoothed structure. While a good practical solution, this approach has theoretical limitations as there might be radically different solutions with trivially different levels of agreement. This problem was encountered above, where it was found that solutions involving fewer domains will be preferred as this introduces less scope for differences. A more fundamental problem, however, is that the agreement between single domains is perfect and, if encountered, will be accepted as best. For these reasons, accepting the point of maximum agreement over a wide range of granularity was not a practical option and a search strategy was adopted beginning in the mid-range of granularity and searching outwards.
The combination of the basic method with the β-bias and variable granularity, developed on the small UCL sub-set of structures, gave good results when tested on the much larger ICRF50 data set. For the easier parsing problems, agreement was almost perfect (to within a residue or two) and for the majority of the more problematic proteins, the current method gave acceptable results that in many instances were an improvement over the recorded definition. Some protein families remained difficult, including (still) the trypsins, pepsins, lactate dehydrogenase and a few TIM barrel structures. Rather than continually refine the parameters of the method to try and encompass all of these difficult cases, a more detailed evaluation of the parameter space was made to see if there was any preferred direction in which to move. Looking at the joint influence of the granularity (r in Equation 2) and the β-sheet cutoff (h in Equation 4), however, revealed that the method was operating within reasonable bounds of these parameters and the only change introduced in the light of the ICRF50 results was to reintroduce the reapplication of the method to any domains of 250 or more residues.
The remaining difficult proteins were taken as test examples for the multiple structure extensions of the method to see if pairwise combinations of related structures would help resolve their domain definition. For the pepsins, the widely scattered single structure definitions converged on a three domain solution with a small β-linker domain being defined between the two commonly accepted domains. The trypsins showed some signs of movement towards a double domain but the lactate dehydrogenases remained with one domain, even with the recruitment of the related malate dehydrogenases (which did separate correctly into nucleotide binding and catalytic domains). It is probable that combinations of more structures, or simply more remote relatives, may help these difficult definitions but this aspect will be more completely investigated elsewhere when further problematic examples have been identified.
The final method was applied to a non-homologous structure collection and its behaviour evaluated on the largest of these proteins, which contain a wide variety of both clear and obscure domains. The method performed well, finding domains in proteins that had previously defined automatic definition. For a few proteins that contain related domains different results were obtained on each copy, but these were reconciled through application of the multi-structure version. These results suggest that the definition of structural domains and multiple protein structure comparison should proceed together in a concerted manner and future work will be made in this direction. Comparison with the ICRF50 definitions The full method described in the main text (searching outwards from r ϭ 14 for agreement between the native and smooth structures with the β-sheet bias and filter) was applied to the ICRF50 collection of structures and the predicted domain definitions compared to those on the server (see Methods for details). For analysis, the results can be divided into singleand multiple-domain proteins, and those for which no agreement was obtained. No solution found. Of the 517 proteins considered, only six failed to reach agreement. These were generally tightly packed domain pairs, often related by internal symmetry and crosslinked through a β-sheet. Failure to find a solution stemmed from the opposing drives to maintain the integrity of the β-sheet and split what are mostly clearly bi-lobed structures.
Calculating the domains with a single pass using the smoothed structure and a neighbour cutoff radius of r ϭ 20 provided good solutions for all the proteins (with the exception of 2tmaA, which is a single long helix) (Table VII) . Single-domain proteins. The predictions of the current method agreed substantially with the ICRF definitions, with only 10% (roughly) of the proteins defined as one domain being predicted Table VII . Proteins for which the smooth and native definitions did not agree Each PDB code is given followed by its ICRF domain definition and the definition predicted for the smooth structure with r ϭ 20. Domains are specified in the form 1abc Ͼ (1:5,31:50)(6:30,51:70), meaning that the first domain (in parentheses) consists of segments 1-5 and 31-50 and the second domain (again in parentheses) includes segments 6-30 and 51-70. Table VIII . Single-domain proteins predicted as two or more Each PDB code is given followed by its predicted domain definitions (see Table VII for details). All these proteins were defined as single domains at the ICRF domain server. The comment OUT indicates that the protein should have been omitted from consideration and OK indicates that the predicted domain is either clearly correct or within the limits of ambiguity. A NO indicates that the predicted domain definition is unacceptable (a ? appended to these indicates some uncertainty in the assignment). B and A are used as abbreviations for β and α and TIM barrel indicates an 8-fold alternating β/α barrel.
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to have more than one. However, examination of these assignments in detail revealed that many of the predictions were acceptable or differ in minor or trivial aspects (Table VIII) .
Of the 24 'single' domains predicted as multiple, only two can be said to be clearly wrong. These were both TIM barrel (8-fold β/α) proteins, one of which (3chb) was split in two as a result of a weak link in the hydrogen bonding around the β-sheet, while the other (1nar) is a simple barrel with good hydrogen bonding. Some further structures had ambiguous divisions: these were 1ayaA, which has two β-sheets, each of which can form the basis of a domain but the resulting fragments were rather small, and 2scpA, which was split into its component EF hands (calcium binding motifs). 2asr is a four-helix coiled coil which should probably be best left as one domain, while 1rveB has been discussed above.
Multi-domain proteins predicted as one. Thirty-nine proteins defined as multi-domain on the ICRF server were predicted as single domains. These are analysed in detail in Table IX . Six of these domains were too small to be recognized by the algorithm (Ͻ40 residues). Typical among these were zincfinger domains. Of the remainder, 15 should have been divided into domains; however, this figure is inflated by distant homologues and includes three lactate dehydrogenases (1ldnB, 1lldA and 6ldh) and three trypsins. Both these families, along with the acid protease (1pplE) and the periplasmic-binding protein (1pbp), have other relatives that were correctly predicted.
Multi-domain predictions. Unlike the previous categories, multi-domain predictions can be compared directly with multidomain definitions and a percentage accuracy calculated. Over the remaining 124 proteins this value was 90.6%. Although acceptable, as an average this figure hides many examples where the domain definitions were substantially different. Thirty-nine non-trivial differences were identified, ranging from the different allocation of loops to different numbers of domains. These are analysed in Table X where it can be seen that most of the predicted domain definitions are acceptable Table IX . Multiple domain proteins predicted as one domain Each PDB code is given followed by its domain definitions from the ICRF server. These are specified as in Table VIII . The status NOT indicates that the domains were too small to be declared by the algorithm (Ͻ40) and OK indicates that the predicted single domain is either clearly correct or within the limits of ambiguity. A NO indicates that the predicted single domain definition is unacceptable (a ? appended to these indicates some uncertainty in the assignment).
and some even preferable to those on the ICRF domain server. When mean agreements were calculated separately over both sub-sets, a value of 97.6% was obtained over the 85 uncontentious definitions (the lowest of which was 82.7%), indicating almost exact agreement, whereas over the contentious sub-set, the mean dropped to 75.4%.
The differences collected in Table X have been split into categories of severity. Four assignments (under ICRF error) are probably typographical or possibly associated with different residue numbering. Seven predicted definitions are clearly better than those on the server and a further five involve more minor loop reassignments which can also be considered to be an improvement. Of the remaining 23 proteins, nine are ambiguous. Among these were actin (1atnA, referred to in Table III ) in which the main (pseudo-symmetric) split into two domain was found but no further sub-division. Pepsin again emerged as ambiguous, being split into three domains rather than the conventional two. However, the third domain constitutes an interface sheet that can be considered as a separate domain (Š ali et al., 1992) . 5-Enol-pyruvyl-3-phosphate synthase (1eps) gives an interesting example of multi-layered domains: while clearly dividing into two domains, one half can be split into two symmetric parts and the other into three. The prediction settles at a level keeping the amino-terminal domain intact but reapplication of the algorithm to this fragment allows the full split into thirds. Similarly, the nitrogenase 1mioB is split into two and then one of the domains resplit into symmetric (flavodoxin-like) halves. 1gsgP encounters the same parsing level difference with an equivalent result being obtained after two applications.
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A further 10 domain definitions differ in this way, and although there is no clear line dividing right from wrong, the ICRF definitions were considered preferable for these proteins. Some of these involved splits that might have been better left, such as that in 2glsA (glutamine synthetase) in which a weak point is found to break the β-sheet, or 3gly (glucoamylase) in which a large ring of α-helices is split into pseudo-symmetric halves. Others are failures to split small, tightly packed, domains away from larger neighbours [for example the Cterminal domain of 1gof (galactose oxidase), which inserts a 'finger' deep into the centre of the larger 7-fold propeller domain]. Only three predicted definitions can be clearly said to be wrong. These included 2at2A, which is a homologue of the aspartate transcarbamolyase included in the UCL sub-set (8atcA) and in which the same error is made (see above). A pair of helices is similarly split off in 1rpa but there seems to be no obvious reason why these small domains should have been split off. The final error in 1lla (haemocyanin) involved a bad split through the middle of the central domain; however, this protein contains several chain breaks in this region and, like the transmembrane proteins, should not have been presented to the algorithm.
