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a b s t r a c t
Given a directed graph G and a pair of nodes s and t , an s-t bridge of G is an edge whose
removal breaks all s-t paths of G. Similarly, an s-t articulation point of G is a node whose
removal breaks all s-t paths of G. Computing the sequence of all s-t bridges of G (as well
as the s-t articulation points) is a basic graph problem, solvable in linear time using the
classical min-cut algorithm (Ford and Fulkerson, 1956).
We show a simplified and self-contained algorithm computing all s-t bridges and s-t
articulation points of G, based on a single graph traversal from s to t avoiding an arbitrary
s-t path, which is interrupted at the s-t bridges. Its proof of correctness uses simple
inductive arguments, making the problem an application of merely graph traversal, rather
than of the more complex maximum flow problem.
© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC
BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
Connectivity and reachability are fundamental graph-theoretical problems studied extensively in the literature
5,6,9,11]. A key notion underlying such algorithms is that of edges (or nodes) critical for connectivity or reachability.
he most basic variant of these is a bridge (or articulation point), which is defined as follows. A bridge of an undirected
raph, also referred as a cut edge, is an edge whose removal increases the number of connected components. Similarly, a
trong bridge in a (directed) graph is an edge whose removal increases the number of strongly connected components of
he graph. (Strong) articulation points are defined in an analogous manner by replacing the edge with a node.
Special applications consider the notion of bridges to be parameterised by the nodes that become disconnected upon
heir removal [10,13]. Given a node s, we say that an edge is an s bridge (also referred as edge dominators from source
[10]) if there exists a node t that is no longer reachable from s when the edge is removed. Moreover, given both nodes
s and t , an s-t bridge (or s-t articulation point) is an edge (or node) whose removal makes t no longer reachable from s.
For undirected graphs, the classical algorithm by Tarjan [12] computes all bridges and articulation points in linear time.
owever, for directed graphs only recently Italiano et al. [10] presented an algorithm to compute all strong bridges and
trong articulation points in linear time. They also showed that classical algorithms [8,13] compute s bridges in linear
ime. The s articulation points (or dominators) are extensively studied resulting in several linear-time algorithms [1–3].
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Fig. 1. Example for Ford–Fulkerson based computation of s-t bridges. (a) The path of unit flow is computed (blue, dashed). (b) The edges of the
path are reversed (green, dashed) in the residual graph. (c) The reachable nodes from s are identified as the first minimal s-t cut (red, dashed), and
the reversed path-edge entering the cut as the s-t bridge (cyan, bold). (d) The next cut and s-t bridge is computed similarly by contracting the first
cut and s-t bridge as s′ .
Fig. 2. The bridge sequence B = {b1, . . . , b|B|} and the articulation sequence A = {a1, . . . , a|A|} along an s-t path, with their corresponding components
= {C1, . . . , Ck}, where k = |B| + 1 or |A| + 1, respectively.
The s-t bridges were essentially studied as minimum s-t cuts in network flow graphs, since an s-t bridge is a cut of
nit size. The classical Ford Fulkerson algorithm [7] can be used to identify the first s-t bridge in the residual graph after
ushing unit flow in the network. For this, one computes a cut as the reachable nodes from s in the residual network (with
he unit flow-edges reversed). The reversed edge entering the cut is then the first s-t bridge. By contracting the entire cut
o s, one can continue finding the next s-t bridge and so on. See Fig. 1 for an example. Since s-t bridges limit the maximum
low to one, the algorithm completes in linear time. The components formed by such contracted cuts are also useful for
n application [4] in Bioinformatics. Hence finding all s-t bridges was understood as an application of maximum flow.
We show that computing all s-t bridges can be simplified to performing a single graph traversal from s to t , avoiding
an arbitrary s-t path, and which is interrupted at the s-t bridges. While this algorithm is inspired by the above network
flow approach, it is a simple application of graph traversal, and it has a simpler proof of correctness based on induction,
making it independent of the theory of network flows. We first present the algorithm for s-t bridges, and then extend it
to s-t articulation points.
2. Preliminaries
Let G := (V , E) be a fixed directed graph, where V is a set of n nodes and E a set of m edges, with two given nodes
s, t ∈ V . Let G \ X denote the resulting graph after removing all edges in X from G. Given an edge e = (u, v), head(e) = v
denotes its head and tail(e) = u denotes its tail.
Let B = {b1, b2, . . . , b|B|} be the set of s-t bridges of G. By definition, for all bi ∈ B there exists no path from s to t in
G \ bi (see Fig. 2), and all s-t bridges in B appear on every s-t path in G. Further, the s-t bridges in B are visited in the
same order by every s-t path in G, which follows by considering the reachability in G \ bi for any bridge bi. Thus, abusing
the notation we define B to be a sequence of s-t bridges ordered by their visit time on any s-t path.
Also, such a bridge sequence B implies an increasing part of the graph being reachable from s in G \ bi, as i increases.
We thus divide the graph reachable from s into bridge components C = {C1, C2, . . . , C|B|+1}, where Ci (for i ≤ |B|) denotes
the part of graph that is reachable from s in G \ bi but was not reachable in G \ bi−1 (if any). Additionally, for notational
convenience we assume C|B|+1 to be the part of the graph reachable from s in G, but not in G\b|B| (see Fig. 2). Since bridge
components are separated by s-t bridges, every s-t path enters Ci at a unique vertex (head(bi−1) or s for C1) referred as
its entry, and it leaves Ci at a unique vertex (tail(bi) or t for C|B|+1) referred as its exit.
The s-t articulation points are similarly defined as the set of nodes A = {a1, a2, . . . , a|A|}, such that removal of any
ai ∈ A disconnects all s-t paths in G. They also follow a fixed order in every s-t path defining A as a sequence with
the corresponding components C (see Fig. 2). The entry and exit of an articulation component Ci are the preceding and
succeeding s-t articulation points (if any), else s and t respectively.104







Fig. 3. Transformation of the graph along an s-t path for computing the s-t bridges (shown in green dashed) and the s-t articulation points (shown
n blue dotted).
. Algorithm
Our algorithm can essentially be described as a forward search from s to t avoiding an arbitrary s-t path, which is
interrupted at the s-t bridges (or s-t articulation points). It discovers the bridge sequence B (or articulation sequence A)
in order as the search proceeds. Our algorithm requires graph transformations to simplify the computation of s-t bridges
and s-t articulation points. In fact the second transformation reduces the problem of computing s-t articulation points to
that of computing s-t bridges.
The algorithm first chooses an arbitrary s-t path P in G. Then it performs a forward search from s to reach t avoiding
the edges of P . The aim is to transform the graph such that this search is interrupted by exactly the s-t bridges, since
all the s-t bridges lie on P (by definition). Thus, if the forward search stops before reaching t , it necessarily requires to
traverse an edge b1 in P (i.e. the first s-t bridge) to reach t . So we continue to forward search from head(b1) until we stop
again to find the next s-t bridge, and so on until we reach t . When the search is interrupted for the ith time, we look at
the last node y on P , that was visited by the search. The s-t bridge bi is then identified as the outgoing edge of y on P .
Graph Transformation. Now, to perform the transformation one approach can be to simply remove the edges of P .
However, merely avoiding edges of P does not necessitate that the search is interrupted only at the s-t bridges. This
is because when this search reaches a node y on P , it clearly implies that all the edges preceding y on P are not s-t
bridges. Further, a node (say x) preceding y on P may be used to reach further along P beyond y. Thus, all such nodes
preceding y must be traversed before assuming that the search is interrupted at an s-t bridge. This extra procedure of
aking such nodes reachable from y for the forward search can be embedded in the original forward search using a
odified transformation, where we reverse the path P instead of removing it (see Fig. 3). Thus, on reaching y every
ode preceding it is reachable by the forward search, ensuring that it is interrupted only at s-t bridges. Note that this
ransformation resembles the residual graph after a unit flow is pushed through the network.
For computing s-t articulation points, we require this search to be interrupted on s-t articulation points instead of s-t
bridges. So each node x on P is split into two nodes x0 and x1, having all incoming edges now incoming to x0 and all
outgoing edges now outgoing from x1. Further, we have the internal edge of the node x from x0 to x1. This transformation
maintains the path P where each node is split into two by an internal edge, where the internal edge of a node x is an s-t
bridge if and only if x is an s-t articulation point. Now, when the previous transformation is applied, it reverses the s-t
path P thereby reversing the internal edges (x0, x1) as well. Finally, to prevent the search to interrupt at the original s-t
bridges, the non-internal edges of P are added back to G (see Fig. 3). Note that this adds the original edges of P in both
directions.
We now formally describe the algorithm (refer to the pseudocode in Algorithm 1). After choosing an arbitrary s-t path
P , it transforms the graph as described above, by reversing the path P . Along with computing the bridge sequence B and
bridge components C, we also ensure access to the component of a node v. This is stored in comp[v] which is initialised
to 0, also serving as an indicator that v is not visited. Thereafter, it initiates the search with a queue Q containing s, the
entry of C1. The forward search continues removing and visiting nodes in Q , and adding their unvisited out-neighbours
back to Q , until Q becomes empty and the search stops. Every node v visited during this search is assigned to Ci and
has comp[v] = i. If t is not visited yet, the last node y in P (closest to t), that was visited during the search is identified
(i.e. the exit of Ci), by looking at the nodes in P starting from entry of Ci. The s-t bridge bi is identified to be the outgoing
edge of y in P (say (y, z), see Fig. 2), and added to B. The forward search is then continued from z (i.e. the entry of Ci+1)
by adding it to Q , and so on. Otherwise, if t was already visited when the search stopped, we terminate the algorithm
with bridge sequence B and the bridge components and node associations in C and comp[·] respectively. For an example
execution of the algorithm, see Fig. 4.
4. Analysis and Correctness
The algorithm essentially performs three procedures that need to be analysed. Firstly, a standard BFS traversal requiring
O(m + n) time, for computing an s-t path P , and for the interrupted forward search which only visits the previously
unvisited nodes (using the Queue Q and the inner loop). Secondly, traversing through the path P in O(n) time, for105













Algorithm 1: Bridge sequence and Bridge components
Input: Graph G := (V , E), s, t ∈ V
Output: Bridge sequence B and bridge components C and associations comp[·]
1 P ← Arbitrary s-t path in G
2 G← (G \ P) ∪ P−1 // graph transform, reverse P
3 i← 1
4 while comp[t] = 0 do
5 if i = 1 then Add s to Q and C1, comp[s] ← 1 // initialise search from s
6 else
7 y← Last node on P with comp[u] ̸= 0 // traverse P from entry of Ci
8 z ← Successor of y in P // where bi−1 : (y, z) ∈ P
9 Add (y, z) to B
10 Add z to Q and Ci, comp[z] ← i // continue search from z
11 while Q ̸= ∅ do // forward search
12 u← Remove node from Q
13 forall the (u, v) ∈ E where comp[v] = 0 do
14 Add v to Q and Ci, comp[v] ← i
15 i← i+ 1
Fig. 4. Example execution of Algorithm 1. We use the same s-t path as in Fig. 1 (a), and transform the graph as in Fig. 1 (b). (a) We compute the
eachable subgraph from s (red, dashed), the last node y on P reachable from s and its successor z in P . Thus, (y, z) is identified as the first s-t
ridge (cyan, bold), and the reachable nodes as C1 (circled with a dotted line). (b) We continue the traversal from the former z, ignoring already
eached parts (grey, dotted), to identify the next s-t bridge and Ci as before.
ransforming the graph by reversing |P| edges, and for identifying the last visited node on P which traverses P once during
he entire algorithm. Thirdly, updating B, C and comp[t] requires to visit the outer loop for each s-t bridge, requiring total
(n) time as the number of s-t bridges and nodes are O(n). Also, the transform for s-t articulation points requires O(m)
ime for splitting the nodes and adding the corresponding edges. Thus, the algorithm requires overall O(m + n) time to
ompute all the s-t bridges and the associated components.
The correctness of the algorithm can be proven by maintaining the following invariant.
nvariant I : In the transformed graph, the forward search started from the entry of Ci
(a) visits exactly the nodes in Ci, and
(b) visits the nodes in P only up to the exit of Ci.
roof. The graph transformation only affects the paths passing through the edges of P , as the remaining edges are
naffected. Hence, to prove I(a) it is sufficient to prove that the nodes on P within Ci, say v1 (entry), v2, . . . , vk(exit),
re reachable from the entry v1. We prove it by induction over the nodes vj, where the base case (j = 1) is trivially true.
For any vj (see Fig. 5), assuming nodes up to vj−1 are reachable from the entry, we consider the edge ej = (vj−1, vj).
Since ej is not an s-t bridge, there exists a path P ′ from s to t (and hence from entry v1 to exit vk) without using ej in
the original graph. Let u and v respectively be the nodes at which P ′ leaves P for the last time before ej, and the node
at which P ′ joins P again after ej. The nodes u and v necessarily exist as the path P ′ passes through v1 and vk. Note that
the subpath of P ′ from u to v does not pass through any edge in P by definition. Now, u (= v′j , j
′ < j) is reachable from
v1 in the transformed graph by induction hypothesis, and there is a path from v to vj in the reverse path of P . Thus, vj is
reachable from u (and hence v1) through P ′ in the transformed graph.
Using induction, every vj and hence the entire Ci is reachable from v1, proving I(a). Further, since bi is an s-t bridge
which is reversed and hence removed in the transformed graph, the forward search cannot reach head(b ). This is becausei
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Fig. 5. Reachability of vj from v1 (entry) in the transformed graph. The path P ′ (blue, dashed) is the alternate s-t path avoiding ej , which leaves P
efore ej for the last time at u, then joins P again after ej at v. The subpath of P ′ from u to v followed by reverse path of P to vj (green, bold),
reaches vj from u and hence v1 .
Algorithm 2: Articulation sequence and its components
Input: Graph G := (V , E), s, t ∈ V
Output: Articulation sequence A and its components C and associations comp[·]
1 P ← Arbitrary s-t path in G
2 G← G ∪ P−1 // graph transform, reverse P
3 forall the x ∈ V do
4 if x ∈ P \ {s, t} then out[x] ← 0 // out edges of x except on P−1 not usable
5 else out[x] ← 1 // all out edges of x usable
6 i← 1
7 while comp[t] = 0 do
8 if i = 1 then Add s to Q and C1, comp[s] ← 1 // initialise search from s
9 else
10 y← Last node on P with comp[u] ̸= 0 // traverse P from entry of Ci
11 Add y to A, out[y] ← 1 // continue search with all out edges of y
12 Add y to Q and Ci, comp[y] ← i // continue search from y
13 while Q ̸= ∅ do // forward search
14 u← Remove node from Q
15 forall the (u, v) ∈ E if out[u] = 1 else (u, v) ∈ P−1 do // usable out edges
16 if comp[v] = 0 or ((u, v) ∈ P−1 and out[v] = 0) then
17 Add v to Q and Ci, comp[v] ← i
18 if (v, u) ∈ P then out[v] = 1 // since u is visited, v /∈ A
19 i← i+ 1
there is no other edge from Ci to Ci+1 including the reversed edges of P . Hence, the last node of P (closest to t) visited by
the forward search is exactly the exit vk proving I(b). By induction, assuming Ci−1 is computed correctly, all Ci would be
omputed correctly proving I for all Ci. □
Articulation points can be computed by Algorithm 1 using the transformation described in Fig. 3. However, for the sake
of completeness we also present the pseudocode (Algorithm 2) for computing them directly without this transformation.
The equivalence of visiting v1 in Fig. 3 is having out[v] = 1, implying that all out edges of v are usable by the forward
earch. The analysis and correctness follow the same arguments. Thus, we have the following theorem.
heorem 1. Given a graph G := (V , E) with n nodes, m edges and s, t ∈ V , there exists an algorithm to compute all s-t
ridges (or articulation points) along with their component associations, in O(m+ n) time.
. Conclusions
We have simplified the maximum flow-based algorithm for computing s-t bridges (or articulation points) along with
heir component associations, obtaining an algorithm based on a single graph traversal. The resulting algorithm has a
imple inductive proof, independent of the theory of flows, and it is potentially easier to use in practice compared to
low-based approaches.107
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