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Neural electromagnetic (EM) signals recorded
non-invasively from individual human subjects
vary in complexity and magnitude. Nonetheless,
variation in neural activity has been difficult to
quantify and interpret, due to complex, broad-
band features in the frequency domain. Study-
ing signals recorded with magnetoencephalogra-
phy (MEG) from healthy young adult subjects
while in resting and active states, a systematic
framework inspired by thermodynamics is ap-
plied to neural EM signals. Despite consider-
able inter-subject variation in terms of spectral
entropy and energy across time epochs, data sup-
port the existence of a robust and linear rela-
tionship defining an effective state equation, with
higher energy and lower entropy in the resting
state compared to active, consistently across sub-
jects. Mechanisms underlying the emergence of
relationships between empirically measured effec-
tive state functions are further investigated us-
ing a model network of coupled oscillators, sug-
gesting an interplay between noise and coupling
strength can account for coherent variation of em-
pirically observed quantities. Taken together, the
results show macroscopic neural observables fol-
low a robust, non-trivial conservation rule for en-
ergy modulation and information generation.
Brain activity varies between states, e.g. in uncon-
sciousness vs consciousness, but a formal macroscopic
description remains poorly understood. Spectral analy-
sis of neural electromagnetic (EM) signals indicates that
fluctuations occur simultaneously at all measurable fre-
quencies, along a 1/fβ distribution, above which resonant
modes occur at different frequencies [1–3]. While neural
power spectra display broadband features, they are con-
ventionally investigated by ad hoc partition of the fre-
quency domain. Results of band-limited analyses have
demonstrated that the power of bands shifts between
brain states. The shift in power within a frequency band
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FIG. 1. Lower spectral energy and higher spectral
entropy in active versus resting brain state, for one
human subject. (a) Magentoencephalography (MEG) sig-
nals (X) from human subjects in resting and active states are
used to compute (b) power spectra (Xˆ) for each subject (φ),
state (τ), sensor (µ), and epoch (). (c) Spectral energy (Eq.
1) and entropy (Eq. 2) are derived. Panel c shows the energy
and entropy across epochs for one subject in resting and ac-
tive states. Between brain states, a significant shift in energy
and entropy (Mann-Whitney U test, p-values reported) can
be seen in histograms (c) as well as a change in slope and in-
tercept of the negative linear energy-entropy relation (best fit
line shown, Pearson’s r reported) as shown in the scatter plot.
The inset labeled δS , δU implies a non-tautological relation
between effective energy and entropy as measured empirically
(see text).
is thought at least in part to reflect changes in the level of
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2synchronous neuronal activity at the time scale of that
band. Indeed, vigilant behavioral states are commonly
called ’desynchronized’ whereas unconscious states ’syn-
chronized’ [1–3].
Macroscopic, EM brain signals measured outside the
human head reflect the coordinated activity of tens of
thousands of neurons [4]. Analogies to statistical physics
have helped to understand how microscopic properties
of neurons and their interactions lead to neural popula-
tion behavior at the mesoscale [5–12] across brain states
[13, 14]. Since the use of methodology from statistical
physics has uncovered descriptions of individual neurons’
activity and resulting population behaviour at meso-
scopic scales, macroscopically observed changes in signal
complexity and magnitude could be addressed in anal-
ogy to thermodynamics. In fact, for large-scale, whole-
brain recordings, spectral entropy measures reportedly
vary with levels of consciousness [15–18]. In the present
paper, brain states are described as a function of global
state variables, derived from the spectral structure of dif-
ferent human subjects’ brain activity.
Neural signals from each human subject in each brain
state may be dissimilar, but the organization of spectra
could follow general principles characterized by a state
equation. To test this possibility, a statistical analysis of
broadband signals is performed using magnetic fields ob-
tained by magnetoencephalography (MEG) from healthy,
adult, human subjects in two brain states - resting state
with eyes open and fixated (rest) and while performing
an N-back visual working memory task (active) [19, 20].
Specifically, the magnetic field X, measured for each
subject φ = {1 . . . 77}, brain state τ = {rest, active},
sensor µ = {1 . . . 248}, and time epoch  = {1 . . .M}
where M is the total number of epochs (Fig.1) is ana-
lyzed. In figure 1a, the time courses of fields for such
Xφ,τ,µ,(t) in rest (τ = r, Fig.1a, top) and active (τ = a,
Fig.1a, bottom) states is shown. The corresponding
power spectra Xˆφ,τ,µ,(f) are computed for each epoch
(Fig.1b).
Observables between resting and active states may
present different statistical properties. In order to test
this hypothesis, a spectral energy measure Uφ,τ, is in-
troduced for each subject in each brain state and each
time epoch, summing over sensors :
Uφ,τ, ≡
∑
µ,f
Xˆφ,τ,µ,(f) (1)
Similarly, a spectral entropy measure Sφ,τ, is defined,
for each subject in each brain state and epoch, summing
over sensors, as
Sφ,τ, ≡ −
∑
µ,f
P (f) ln P (f), (2)
where, P (f) := Xˆφ,τ,µ,(f)∑
f Xˆφ,τ,µ,(f)
describes the relative
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FIG. 2. Variation of the spectral energy-entropy re-
lation between brain states is robust across subjects.
Mean spectral entropy (a), mean spectral energy (b), slope
(c), and intercept (d) (Eq. 3) are shown in active state against
rest (one point per subject, identity line shown). In the rest-
ing state, spectral energy is consistently larger, and entropy
smaller than in the active state (Wilcoxon signed-rank test).
The energy-entropy relation has a steeper negative slope (c)
and a higher intercept (d) in resting than active state.
heights of power spectral frequency bins, from each sub-
ject φ in each brain state τ .
A negative relation between energy and entropy across
time epochs is found (Fig.1c): when energy decreases,
entropy increases, suggesting a linear relationship of the
following form:
Uφ,τ, = Tφ,τSφ,τ, +Wφ,τ (3)
where Tφ,τ and Wφ,τ are respectively the slope and in-
tercept of the entropy-energy relation across time epochs,
for each subject in each brain state. Tφ,τ and Wφ,τ dif-
fer between brain states; in the resting state, energy is
higher, entropy is lower, and their relationship follows a
steeper (more negative slope) line with a higher-intercept
than in the active state (Fig. 1c).
Such a clear linear relationship between the state vari-
ables Sφ,τ and Uφ,τ raises naturally the question of
whether it could be a direct consequence of how the quan-
tities are defined. This possibility is tested through ma-
nipulation of the signals where the entropy can be mod-
ified (δS) by adding zero-mean noise to the power spec-
trum, with no consequent effect on energy as reported
in the inset of Fig.1c. Conversely, multiplying the full
spectrum by a constant results in a change of the energy
(δU) without altering the entropy. The results support
the hypothesis that the observed linear relationship be-
tween energy and entropy could reflect fundamental rules
that define the way neural activity is organized.
Despite important inter-subject variability in the
3means over epochs of Uφ,τ, and Sφ,τ,, as well as Tφ,τ ,
and Wφ,τ , it is verified that the active-rest differences are
strongly consistent across subjects, evidence for robust-
ness of the introduced framework (Fig. 2).
Toward a better understanding of mechanisms govern-
ing fluctuating oscillations in neural assemblies between
brain states, a classical model of coupled oscillators (Ku-
ramoto model) is next studied [21, 22]. N oscillators of
phase θi, i ∈ 1, ..., N are arranged over a fully connected
network, each one evolving according to the following
equation:
θ˙i = ωi +K
∑
j 6=i
sin(θj − θi) + σηi, (4)
where K is the coupling strength. The bare frequencies
ωi are extracted from a bimodal distribution (sum of two
Gaussians). A zero-mean white i.i.d. noise term ηi of
standard deviation σ is received by each oscillator.
From simulated network activity, a collective time-
varying variable R, to compare with Xφ,τ,µ,, is defined:
R = r
1− cos(Θ)
2
, (5)
where
reiΘ =
∑
j
eiθj . (6)
The parameter r(t) captures the synchronization between
the oscillators - indeed, when the phases are equally dis-
tributed over [0, 2pi], r(t) = 0. Conversly, when the sys-
tem is completely synchronous, all oscillators have the
same phase, so that r(t) = 1. The variable Θ(t) repre-
sents the time evolution of the system and describes the
frequency of synchronous events.
To investigate further the behavior of the effective
energy-entropy relation found in human data, the dy-
namics of the Kuramoto model is investigated by chang-
ing the coupling parameter K and the amplitude of noise
σ, which are known to strongly modulate synchrony and
complexity in coupled oscillator models [23]. Varying K,
a transition from asynchronous active-like to synchronous
rest-like dynamical regime (Fig.3a-c) occurs. To mimic
the observed variation between time epochs, the ampli-
tude of noise σ can be understood as varying in time
(Fig.3d-f). Increasing noise amplitude σ results in less
synchronous activity, consistent with previous reports, as
well as decreased R [23], reduced energy, and increased
entropy (Fig. 3). Altogether, the results indicate that a
change in brain state can be modeled by varying coupling
strength, while variation across time can be simulated by
fluctuations in noise amplitude.
If changes in coupling contribute to empirically ob-
served shifts in neural state variables as predicted by the
model, one may expect to find alterations in the phase
synchrony in the data. In order to test this prediction,
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FIG. 3. Phase coupling and noise modulate spectral
energy and entropy. A parameter exploration of the Ku-
ramoto model is performed in order to explain variation of
state variables in experiments. Change in coupling strength
K between oscillators causes a shift in spectral state variables.
(a) Phase of each oscillator throughout time. (b) R (Eq. 5).
(c) Power spectra of R. (d-e) To reproduce variation across
epochs, noise amplitude is modulated - the higher the noise,
the larger the spectral entropy and the lower the spectral en-
ergy. (f) Energy and entropy as defined therefore vary along
a negative linear relation, whose slope becomes steeper and
intercept increases with coupling strength.
the Phase-Lag Index (PLI), a measure of synchroniza-
tion across time series is applied to human data [24]. By
definition, the PLI is larger in more phase-locked states.
Indeed, in resting compared to active state data, a sig-
nificant trend toward enhanced phase synchrony is found
(Fig.4).
A potential interpretation of the robust relation be-
tween these effective state variables could reflect the fact
that energy is used to generate information in brain ac-
tivity. It is important to note that the energy quantity
proposed here is an indirect measure of neural activity
and may be non-trivially related to actual internal en-
ergy. We also find evidence for a change in coupling,
due to the consistent change in intercept and slope of the
energy-entropy relation. Coupling regulates the sensitiv-
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FIG. 4. Phase Lag Index (PLI) is larger in resting
than active state, consistent with stronger coupling
during rest. The PLI is computed across frequency bins
in each epoch in rest and task for each subject. (a-b) The
mean PLI across epochs for each subject and state is reported,
showing the PLI is significantly larger during the resting than
active state (paired Student’s T-test). (c) Summary diagram
of the results. The data support a model in which variation
of effective energy and entropy between brain states relies on
noise fluctuations and a shift in coupling strength.
ity of networks to noise, which can account for the slope
of the aforementioned relation. Indeed, with strong cou-
pling, perturbations propagate more efficiently through-
out the network, causing changes in the collective ac-
tivity and affecting the resulting energy. Conversely, in
a weakly-coupled network, perturbations do not easily
spread across the system. In other words, the ’gas-like’
regime found in active brains may be useful for the poten-
tial to generate information versus the ’liquid-like’ state
in which strong coupling promotes a low entropy state
with less informational capacity. This provides a new in-
terpretation of previously reported changes in functional
connectivity across brain states [25–29].
Lastly, in light of statistical physics inspired models
of neuronal activity [5–14], our results suggest a strat-
egy to bridge the gap from macroscopic system signals
studied here to microscopic cellular level activity. In-
deed, biophysical models of spiking neural networks could
be used to investigate how the mechanisms uncovered
with the Kuramoto model translate at the microscopic
scale. For instance, biophysical processes that control
the variability of noisy inputs or the network’s tendency
to synchronize could be studied. This may also provide
insight on how the spectral state variables defined here
relate to entropy and energy of micro-states in the sense
of statistical physics and spin glass models. While such
an approach demands scale-integrated data from a suf-
ficiently large population of single neurons simultaneous
with global electromagnetic measurements, it would pave
the way to more formal, scale-integrated descriptions of
brain activity in healthy and pathological states.
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6SUPPLEMENTARY INFORMATION
Data and preprocessing
Magnetoencephalography (MEG) data were acquired,
preprocessed, anonymized, and distributed by the Hu-
man Connectome Project (HCP). Healthy adult human
subjects were imaged in a magnetically shielded room
using a whole head MAGNES 3600 (4D Neuroimaging,
San Diego, CA) system at the Saint Louis University
(SLU) medical campus. HCP protocols collected rest-
ing state (rest) and visual N-back working memory (ac-
tive) data from the same subjects. The MEG has 248
magnetometer channels. Electrooculography, electrocar-
diography, and electromyography recordings are all syn-
chronized with the MEG. Data were acquired with a
bandwidth of 400Hz, DC high pass filter, in a con-
tinuous acquisition mode, with a 2034.5 Hz sampling
rate. MEG data were preprocessed by the HCP. Bio-
logical and environmental artifacts, including 60 Hz ar-
tifacts, bad channels, and bad segments were removed
first automatically by an independent component anal-
ysis (ICA)-based, publically available, custom Fieldtrip-
scripted pipeline and further quality controlled by hu-
man verification. Channel-level preprocessing pipelines
also downsampled data to 508.63Hz. N-back data were
split into groups of trials corresponding to task design,
and divided into epochs time-locked to the onset of the
stimulus (TIM) to yield Matlab structures containing
epoched, preprocessed data. Further documentation de-
scribing data collection and preprocessing is available [19]
and www.humanconnectome.org/documentation.
Power spectrum
Subjects with data in both N-back memory and resting
states (N = 77) were included in the analyses. Per sub-
ject average recording time is: 14.06±0.55 min for resting
state and 12.35±0.67 min for working memory. Respect-
ing constraints introduced by epoch time and Nyquist ar-
tifacts, power spectra between [4,100] Hz were obtained
with Welch windowing method per Xφ,τ,µ,, indexing 2
sec MEG time series from each subject φ, brain state τ
(active or rest), sensor µ, and epoch .
Spectral energy and entropy
Each power spectrum Xˆφ,τ,µ,(f) was used to construct
a histogram with bin size 0.1 Hz. Summing over the his-
togram bins of the power spectra of all sensors, the en-
ergy Uφ,τ, is obtained (Eq. 1). By normalizing each
histogram, one obtains the frequency probability distri-
bution P (f) for each sensor, epoch, state, and subject.
Once again, summing over all bins and all sensors, the
entropy can be derived following Eq. 2.
Kuramoto model
In all our simulations, we consider an all-to-all network
ofN = 100 oscillators. The bare frequencies of each oscil-
lator ωi are extracted from a distribution of the following
form:
p(ω) =
1√
8pi∆
{
exp
[
− (ω − ω0)
2
2∆2
]
+exp
[
− (ω − ω1)
2
2∆2
]}
,
(7)
where ∆ = 1 Hz, ω0 = 5 Hz, and ω1 = 10 Hz. We
verified that the general picture reported in the main
text is not affected by the specific choice of these three
parameters. The simulations were run for 15 minutes
of simulated time (to match with the experimental data
and to ensure a robust estimation of observables), using
an Euler integration method with a time step of 5 ms.
The energy and entropy are computed on power spectra
estimated on windows of 2 s, as with the experiments. A
transient time of 100 s was discarded in all simulations.
Phase Lag Index (PLI)
The PLI was computed for each subject and time win-
dow, summing over all sensors. The frequency range of
interest [4,100] Hz was divided into ten equally wide bins.
Within each frequency bin, a time series is obtained by
filtering the signal with a Butterworth band-pass filter.
The Hilbert transform is then employed to extract the
phase ψk of the time series in each frequency bin k. From
there, the PLI, given by
PLI ≡ |< sign(ψk) >|, (8)
is computed, where < · > denotes averaging over time
[24]. One may note that the PLI takes values between 0
(random phase relations) and 1 (perfect phase locking).
In this work we report the mean PLI over all time epochs
for each subject in each brain state.
