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Abstract
Heritability is a central measure in genetics quantifying how much of the variability
observed in a trait is attributable to genetic differences. Existing methods for esti-
mating heritability are most often based on random-effect models, typically for com-
putational reasons. The alternative of using a fixed-effect model has received much
more limited attention in the literature. In this paper, we propose a generic strat-
egy for heritability inference, termed as “boosting heritability”, by combining several
advantageous features of different recent methods to produce an estimate of the heri-
tability with a high-dimensional linear model. Boosting heritability uses in particular
a multiple sample splitting strategy which leads to a more stable estimate. We use
antibiotic resistance data from a major human pathogen, Sptreptococcus pneumoniae,
to demonstrate the applicability of our inference strategy.
Keywords: antimicrobial resistance, boosting, heritability, linear model.
1 Introduction
Whereas genome-wide association studies (GWAS) represent the primary tool for deter-
mining the genetic basis of any phenotype/trait of interest, quantifying the contribution of
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genetic factors to the variation of a phenotype also plays an important part in many studies.
For this purpose, heritability is a crucial quantity [Falconer, 1960, Lynch and Walsh, 1998]
and it is defined (in the narrow-sense) as the proportion of the variance of a phenotype
explained by the (additive) genetic factors.
Current studies of heritability in the literature have usually been carried out in the
linear mixed-effect model framework [Bulik-Sullivan et al., 2015, Yang et al., 2010]. In this
framework, the effect sizes of genetic markers, usually SNPs, are assumed to be independent
and identical distributed random variables, and often the normal distribution (with 0-mean)
is used for computational reasons. The maximum likelihood and method of moments are the
most widely used methods for heritability inference for this family of models [Yang et al.,
2010, Golan et al., 2014, Bulik-Sullivan et al., 2015, Zhou, 2017, Bonnet, 2016, Speed et al.,
2017].
Although the linear mixed-effect model provides various way to interpret correlations
among covariates and traits, and is computationally tractable, it is not unproblematic in
terms of the biological fidelity of its underlying assumptions [Li et al., 2019, Lee et al., 2018,
Gorfine et al., 2017, Janson et al., 2017]. This is because the number of true causal loci among
the variants can be small and their genetic effects are not necessarily random. In addition,
the linear mixed-model is based on the assumption that the biomarkers/covariates are fixed,
which is not the case for genomic data as the allele frequencies vary for different populations.
Moreover, using a random-effect model allows estimation of the overall heritability without
determining the causal loci, and thus heritability estimation may be inefficient or unjustifiable
[Gorfine et al., 2017, Li et al., 2019]. Furthermore, in a recent report [Holmes et al., 2019],
the authors have showed that some state-of-the-art methods using GWAS summary statistics
for estimating heritability with the underlying random-effect model can actually lead to poor
estimates.
Some comparisons of different methods for estimating heritability have been recently
conducted, for example, in [Zhou, 2017, Evans et al., 2018, Weissbrod et al., 2018, Gorfine
et al., 2017]. However, these works compare the performance of different methods on different
datasets without paying much attention to the actual model specification. Since heritability
is a concept detailing the additive variance of a trait which is in a certain sense based on a
statistical model, heritability estimation is consequently dependent on the specified model
[Zaitlen and Kraft, 2012]. For example, as reported in [Evans et al., 2018], there is a sizeable
difference in the estimated heritability of schizophrenia hˆ2SNP that equals 0.56 according to
[Bulik-Sullivan et al., 2015] and only 0.23 according to [Lee et al., 2013]. These estimates
have a very different interpretation also qualitatively and they disagree most likely because
they are based on different statistical models of heritability.
In this paper, we focus on the high-dimensional linear regression model with fixed ef-
fects, where no distributional assumption on the effect sizes is made. Although limited from
the computational perspective due to the extremely high-dimensional data in GWAS, high-
dimensional linear regression is a natural model for GWAS in modelling the whole-genome
level contributions of genetic variation. The benefit of this model over the classical uni-
variate approach in GWAS has been demonstrated for example in [Wu et al., 2009, Brzyski
et al., 2017]. The study of heritability estimation with fixed-effect models has been started
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relatively recently and it has not yet gained a wide-spread attention. A method of moments
approach is proposed in [Dicker, 2014], a convex optimization strategy is suggested in [Jan-
son et al., 2017] through a singular value decomposition, maximum likelihood estimation is
studied in [Dicker and Erdogdu, 2016], and some adaptive procedures have also been theoret-
ically studied in [Verzelen et al., 2018]. However, to our knowledge, a systematic numerical
comparison of these different methods for estimating heritability has not been made yet.
Some two-step procedures based on high-dimensional regularized regression have been
introduced in [Gorfine et al., 2017, Li et al., 2019] that provide an insight to provide more
reliable and stable estimates of heritability. In brevity, this approach is based on splitting
the data into two subsets. In the first step, variable selection is employed through a sparsity
inducing regularization on one subset to select the relevant covariates. In the second step,
these selected covariates are used to estimate heritability from the other subset of data. The
selection step is useful for removing the irrelevant covariates that do not contribute to the
variability of the trait (the response). Moreover, splitting the sample is done to avoid doing
variable selection and heritability estimation on the same data which can cause overestimate
[Li et al., 2019]. Although promising, this approach depends crucially on the particular
partition used to split the data, which can lead to unstable estimates.
To achieve more reliable results, we propose to use a multiple sample splitting procedure
so that different structures in the sample are presented in both selection and estimation steps
with a sufficiently high probability. Based on this idea, we present a general framework called
“boosting heritability” which allows a user to plug-in their own favourite method of variable
selection or heritability estimation. By repeating sample splitting, one can also obtain various
estimates of the heritability and thus provide a meaningful interval of the estimated values.
To demonstrate our framework, we apply the procedure to bacterial GWAS for estimating
the heritability of antibiotic resistant phenotypes. While there are numerous works concern-
ing estimating heritability in human GWAS, the topic has not yet been considered widely
in bacteria, for the only prominent example see [Lees et al., 2017]. This is partly because
bacterial GWAS poses unique challenges compare to studies with human or animal DNA,
stemming from more limited recombination and highly structured populations that result in
substantial linkage disequilibrium across whole chromosomes.
The paper is structured as follows. In Section 2 we present the linear model that relates
a trait with a genotype matrix, then narrow-sense heritability is defined together with some
discussion regarding the fixed-effect vs. random-effect approach to estimation. In Section 3,
a set of methods for estimating heritability are defined, and subsequently we introduce our
“boosting heritability” procedure. Results from a simulation study comparing the different
methods as components of the framework presented in Section 4 and the application to
antibiotic resistance phenotypes are presented in Section 5. The final section contains some
conclusions and discussions of possible future research directions.
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2 Model and definition
Notations: Here, we introduce the main notations used in the paper. The `q norm (0 <
q < +∞) of a vector x ∈ Rd is defined by ‖x‖q = (
∑d
i=1 |xi|q)1/q. For a matrix A ∈ Rn×m,
Ai· denotes its i−th row and A·j denotes its j−th column. For any index set S ⊆ {1, . . . , d},
xS denotes the subvector of x containing only the components indexed by S, and AS denotes
the submatrix of A forming by columns of A indexed by S.
2.1 Model
Given a phenotype/trait y that is modelled as a linear combination of p genetic covariates
X·j and an error term (environmental and unmeasured genetic effects)
yi = Xi×pβp + εi, i = 1, . . . , n (1)
where Xi· are independent and identically distributed (i.i.d) with distribution N (0,Σ) and
are independent of εi ∼ N (0, σ2ε).
Here we focus on the fixed effects encoded by β and assume that the genetic covariates
X are random variables. Conversely, in the majority of works in the heritability literature
assume that elements of β are considered as i.i.d random variables following a Gaussian
distribution i.e βj
i.i.d∼ N (0, σ2β), while the genetic covariates X are assumed fixed.
2.2 Heritability
Under the model (1), we have for the i−th observation that
Var(yi) = Var(Xi·β) + σ2ε = β
>Σβ + σ2ε .
We are interested in estimating (the narrow-sense) heritability for y defined as
h2 =
β>Σβ
β>Σβ + σ2ε
. (2)
Technically, heritability is a quantitative measure that expresses how much of the pop-
ulation variability present in a trait is due to genetic differences. Moreover, estimating
heritability can assist in modelling the underlying genetic architecture. A heritability close
to zero implies that environmental factors cause most of the variability of the trait. In con-
trast, a heritability close to 1 indicates that the variability of the trait is nearly exclusively
caused by the differences in genetic factors.
As we have the relation
E[‖y‖22/n] = Var(y) = β>Σβ + σ2ε ,
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one can use ‖y‖22/n as an unbiased estimator for the denominator of the heritability. Further,
one can re-write (2) as
h2 = 1− σ
2
ε
Var(y)
(3)
and use an estimate of the noise-variance σ2ε (see e.g [Reid et al., 2016]) to estimate h
2
rather than directly estimate the genetic variance β>Σβ (which requires an estimate of the
covariance matrix and the effect sizes).
However, it is worth noting that as a bi-product from GWAS analysis when using a multi-
variate regression approach, such as the Elastic net discussed below, one would already have
the estimated effect sizes corresponding to the selected covariates. Using these effect sizes to
estimate the heritability would bring insight on the heritability corresponding to the selected
covariates and thus clearly provide useful ways to understand the genetic architecture of a
trait.
2.3 Contrasting the fixed and random effects
In GWAS the true number of causal loci reported tend to be comparatively small compared
with the number of putative genetic markers p, which is usually in the order of hundreds
of thousands at minimum. Assume that the true effect size β has s  p non-zero entries.
In the random-effect model, a further assumption is made concerning these non-zero entries
such that they are i.i.d Gaussian random variables with zero mean and variance σ2β. Under
this random effect assumption, the heritability is defined [Bonnet et al., 2015, Li et al., 2019]
as
h2random =
sσ2β
sσ2β + σ
2
ε
.
However, when employing the random-effect assumption, most methods do not explicitly
use the sparsity constraint. This leads to
h2random =
pσ2β
pσ2β + σ
2
ε
and the resulting estimate of heritability may thus be inefficient. Moreover, the LD struc-
ture, an important concept that represents the correlation structure of the covariates, is not
directly addressed in the formula of heritability in random-effect model, which can make the
estimate unjustifiable [Speed et al., 2017, Speed and Balding, 2019].
Several attempts have been done recently to take into account the sparsity constraint
within the random-effect model and some promising results have been reported in [Bonnet
et al., 2015, Bonnet et al., 2018, Li et al., 2019]. Some comparisons of heritability estimates
derived from fixed-effect and random-effect models can be found, for example, in the recent
articles [Gorfine et al., 2017, Li et al., 2019].
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3 Boosting heritability estimation
3.1 Related works and motivation
As the number of biomarkers can be very large, it is natural to first apply some variable
selection or variable screening methods to remove the irrelevant variables from the actual
heritability estimation phase. This kind of a post-selection approach has been proposed in
the literature, more specifically for the fixed-effect model [Gorfine et al., 2017, Li et al., 2019].
The HERRA method proposed in [Gorfine et al., 2017] is based on a screening method
(e.g. as in [Fan and Lv, 2008]) to reduce the number of covariates below the sample size.
Given the remaining covariates, the sample is randomly divided into two equally sized parts.
A lasso-type estimator is employed on the first subset to select a small number of important
variables. After that, the least squares estimator is used on the second subset of data using
only the selected covariates (from the lasso-type estimator) to get an estimate of the noise-
variance. The role of the first and second subsets are switched to obtain another estimate
of the noise-variance. Finally, heritability is calculated as in the formula (3) where the
noise-variance is the mean of the two estimated noise-variances.
Another ”two-stage” approach with sample-splitting has also been proposed in the paper
[Li et al., 2019]. The data is randomly split into two disjoint equal sample size. On one half
of the data, they use a sparse regularization method based on Elastic net to first select the
relevant variables. Then, on the other half of the data, they only use the selected variables
to estimate the heritability through a method of moments based approach [Dicker, 2014].
Both these approaches clearly suffer from some limitations. Firstly, when the number
of covariates is very large, it is impossible to fit a sparse regularization directly as in the
”two-stage” approach described above. Using a screening method, say HERRA, to reduce
the dimension of the problem is thus a pragmatic approach for applications. However, as the
true number of causal biomarkers is not known, as well as their LD structure is not given,
reducing the number of variables below the sample size as is done in HERRA introduces
another problem from the practical perspective. Secondly, a single random sample splitting
of the data could also distort the correlation structure within the data.
It is clear that both of these approaches crucially depend on the particular sample split-
ting employed. One can avoid this dependence on how the dataset happens to be divided by
performing the sample splitting and inference procedure many times (e.g. 100 times) and
aggregating the corresponding results. This is to ensure that the different latent structures
possibly residing in the sample are properly taken into account in both the selection and esti-
mation steps. The idea of aggregating different estimates to yield an estimate with improved
statistical properties is the central feature of the generic boosting approach widely used
in machine learning, such as AdaBoost [Freund and Schapire, 1996]. The multiple sample
splitting approach has previously been proposed in statistics community as in [Meinshausen
et al., 2009, Fan et al., 2012], and successfully used in GWAS [Renaux et al., 2018, Buzdugan
et al., 2016].
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3.2 A repeated sample splitting approach: boosting heritability
We propose a strategy that uses multiple sample splitting to estimate heritability, called
Boosting heritability detailed in Algorithm 1.
Algorithm 1 Boosting heritability
1: Step 0: Using a screening method, such as a marginal-type sure independent screening
[Fan and Lv, 2008], to remove 25% irrelevant covariates. This step aims at reduce the
ultra-high dimension to a more manageable level.
2: RepeatB times from step 1 to step 4,
3: Step 1: With the remaining covariates, divide the sample uniformly at random into
two equal parts.
4: Step 2: On the first part of the data, use Elastic net to select the important covari-
ates.
5: Step 3: Then, on the second subset with only selected covariates from Step 2,
estimate the heritability by using a method presented in Section 3.3.
6: Step 4: Repeat Step 2 and Step 3 by changing the role of the first and second subset.
7: Final → The final heritability estimate is the mean of the estimated heritabilities at
each repeat.
The initial step (Step 0) is a screening step that can use a simple measure of association,
such as the sample correlation, to remove covariates that are only weakly correlated with the
trait of interest. This step is similar to the one used in HERRA [Gorfine et al., 2017] and in
[Bonnet et al., 2018], however, we do not propose to reduce the number of covariates below
the actual sample size. This is motivated by the fact for real data we do not know the true
number of causal variates and the correlation structure of the variables is also unknown. If
too many covariates are removed, this can have a detrimental effect on the subsequent steps
in the estimation procedure. Moreover, the initial screening step can be seen as optional,
and necessary only for situations where the high dimensionality of the covariate space makes
regularized model fitting tedious or practically impossible for practical purposes.
The sample splitting performed in Step 1 is a useful method that can help to avoid
overfitting when variable selection and subsequent estimation is considered [Fan et al., 2012,
Buzdugan et al., 2016, Li et al., 2019]. Step 2 corresponds to a variable selection phase where
we suggest to use Elastic Net as a default alternative, given its ability to deal with highly
correlated covariates. Switching the roles of the data subsets help us to obtain a more stable
estimate of the heritability.
3.3 Methods for estimating heritability
In this section, we provide details for a number of heritability inference methods.
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3.3.1 Convex optimization approach
Using a singular value decomposition transformation, [Janson et al., 2017] propose a di-
rect method, called Eigenprism, to estimate heritability by solving a convex optimization
problem. They also prove the asymptotic normality of their estimator.
Let X = UDV > be a singular value decomposition and define z = U>y. Let λi,i=1:n
denote the eigenvalues of XX>/p. The authors of [Janson et al., 2017] define the following
convex optimization problem
w∗ = arg min
w∈Rn
max
(
n∑
i=1
w2i ,
n∑
i=1
w2i λ
2
i
)
,
such that
n∑
i=1
wi = 0,
n∑
i=1
wiλi = 1.
Then the heritability estimator is given by
hˆ2Eprism =
∑n
i=1w
∗
i z
2
i
‖y‖22/n
. (4)
3.3.2 Maximum likelihood estimation
In the paper [Dicker and Erdogdu, 2016], the authors derive consistency and asymptotic
normality of the maximum likelihood estimation (MLE). More specifically, they show that
the MLE for random-effects models can be effectively used in fixed effects models. The
maximum likelihood estimator is as
(ηˆ, σˆ2) = arg max
η,σ2
{
− log(σ
2)
2
− 1
2n
log det
(
η
p
XX> + I
)
− 1
2σ2n
y>
(
η
p
XX> + I
)−1
y
}
(5)
and the heritability estimate is
hˆ2MLE =
ηˆ
ηˆ + 1
. (6)
3.3.3 Moments method
Heritability estimation based on method-of-moments has been proposed and studied in
[Dicker, 2014, Verzelen et al., 2018]. When the covariance matrix Σ is non-estimable, [Dicker,
2014] proposed the following estimator: with S = X>X/n,
mˆ1 =
trace(S)
p
, mˆ2 =
1
p
trace(S2)− p
n
mˆ21,
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σ˜2 =
(
1 +
pmˆ21
(n+ 1)mˆ2
) ‖y‖2
n
− mˆ1
n(n+ 1)mˆ2
‖X>y‖2,
τ˜ 2 = − pmˆ
2
1
(n+ 1)mˆ2
‖y‖2
n
+
mˆ1
n(n+ 1)mˆ2
‖X>y‖2,
and the heritability estimate is
hˆ2Moment =
τ˜ 2
τ˜ 2 + σ˜2
.
The consistency of the moment estimator is proven in [Dicker, 2014] and [Verzelen et al.,
2018, Corollary 2.2].
3.3.4 Plug-in Lasso type estimators
From the formula of heritability (2), direct approaches to estimate heritability can be ob-
tained using estimates of the effect sizes β and of the covariance matrix. By using a lasso
type method, one can obtain the non-zero estimated effect sizes of the selected covariates,
and one can also use these covariates to obtain an sample covariance matrix. More precisely,
let S =
{
j : βˆ 6= 0
}
where βˆ is an estimate from a lasso-type method, we can calculate the
heritability as in equation (2) with ΣS = XSX
>
S /(n− 1),
hˆ2 =
β>S ΣSβS
β>S ΣSβS + σ2ε
.
The elastic net has been shown to be especially useful when the variables are dependent
[Zou and Hastie, 2005] (LD structure), which is often the case with genetic marker data and
this feature is especially highlighted in bacterial genome data. The corresponding estimator
is defined as
βˆEnet := arg min
β0,β
1
n
n∑
i=1
`(yi, β0 + β
Txi) + λ
[
0.5(1− α)||β||22 + α||β||1
]
.
Here `(a, b) is the negative log-likelihood for an observation e.g. for the linear Gaussian case
it is 1
2
(a − b)2 and for logistic regression it is −a · b + log(1 + eb). Elastic net is controlled
by α ∈ [0, 1], that bridges the gap between lasso (α = 1) and ridge regression (α = 0). As
the true genetic basis of a given trait is generally unknown as well as the LD structure is
hard to estimate, we suggest to use a small value for α, e.g 0.001. The tuning parameter
λ > 0 controls the overall strength of the penalty and we use 10-fold cross-validation to
choose suitable value for λ. Elastic net approach is implemented in the software ’pyseer’
[Lees et al., 2018] focusing on GWAS for bacterial data.
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Figure 1: Simulation results with MA data, 20 randomly selected SNPs. Boxplots depict the
distribution of heritability estimates for each method across the simulation runs.
4 Simulation studies
4.1 Experimental designs
We use a real data set of 616 Streptococcus pneumoniae genomes collected from Mas-
sachusetts, denoted MA data, to create semi-synthetic datasets that incorporate levels of
population structure and LD occurring in natural populations. The data are publicly avail-
able through the publication [Croucher et al., 2015]. After initial data filtering with standard
population genomic procedures (using a minor allele frequency threshold and removing miss-
ing data), we obtain a genotype matrix of 603 samples with 89703 SNPs. Using this observed
genotype matrix, we simulate the responses/phenotypes through the linear model defined in
(1).
We consider the following designs for choosing the causal SNPs:
1. Select uniformly at random 20 SNPs (see Figure 1);
2. Select uniformly at random 1000 SNPs (see Figure 2);
3. 50 SNPs are randomly chosen from 1 gene (see Figure 3);
4. 500 SNPs are randomly chosen from 3 genes (see Figure 4).
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Figure 2: Simulation results with MA data, 1000 randomly selected SNPs.
Figure 3: Simulation results with MA data, 50 randomly selected SNPs from 1 gene.
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Figure 4: Simulation results with MA data, 500 randomly selected SNPs from 3 genes.
The regression coefficients β0 are sampled with replacement from the set {−1,−0.5, 0.5, 1}.
As the true covariance of the genotype matrix is not given, we need to re-normalize the
coefficient β0 as β = β0
√
σ2εh
2/(β0>Σ¯β0(1− h2)) to assure that the true corresponding
heritability is approximating our target. Here h2 is the target heritability and Σ¯ is the
sample covariance matrix of the genotype.
We consider two scenarios for each design: low heritability with h2 = 0.2 and high
heritability with h2 = 0.8. We further vary the noise variance for each setup by altering
between σ2ε = 1 and σ
2
ε = 10
2. We use the “oracle” estimator, denoted by ’h2aprx’ in the
figures, that is calculated through the formula (3)
h2 = 1− σ
2
ε
Var(y)
,
as a benchmark for comparison. As in simulations the true covariance matrix is not known
in our setup, whereas the noise variance is given and thus this estimator provides a solid
basis for approximating the true heritability.
For each setup, we generate 30 simulation runs and the boxplots depict the distribution
of heritability estimates for each method across the simulation runs. We compare Elastic
net (Enet), convex optimization approach (Eprism), maximum likelihood estimation (MLE),
method-of-moments (Moment) and HERRA. The boosting versions of these methods will
be denoted by a prefix ’B ’ (for boosting), and the number of repeated sample splitting is
performed with B = 30 times.
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4.2 Results for estimating heritability
From the results in Figures 1–4, it is clear that the “oracle” approximates well the target
heritability in all designs. Generally, the boosting procedure tends to reduce the variability of
the original method, however in some setups (especially in high heritability) it underestimates
the target heritability for the cases of Eprism, MLE, Moment. For this reason, we will not
use the boosting version of these 3 methods in the real data application.
Elastic net does underestimate the target, which can be explained by the downward bias
known to influence the naive plug-in lasso-type approaches, like Elastic net. The effect is due
to shrinkage of some of the coefficients corresponding to weak effect towards zero, while such
weak effects may still be significant in terms of the total genetic trait variability. However,
we would like to note that estimating heritability through Elastic net does provide a good
lower bound for the heritability, as indicated by the results.
Eprism (the convex optimization approach) seems to be relatively stable with respect
to varying the level of heritability (low/high), the noise level and the number of the causal
variants. However, when combined with the boosting procedure it tends to underestimate
the heritability. There is a similar trend for maximum likelihood estimation (MLE) and the
method-of-moments (Moment). For the setups where the true covariates are random chosen
from a gene or some genes, which is a more realistic, the standard errors of Eprism and
especially Moment methods are very high, see Figures 3, 4.
On the other hand, the approach through estimating the noise variance (as in HERRA)
appears to be more stable and accuracy. The boosting version of HERRA also returns stable
estimates with smaller standard errors than the original method. This can be anticipated
as this approach follows the spirit of the ’oracle’ estimator. More specifically, it aims at
providing a consistent estimate of the noise variance and thus the corresponding heritability
estimate would be also consistent and stable [Gorfine et al., 2017]. For this reason, the
boosting HERRA will be our main focus method in real application in the next section.
Figure 5: The effect of the screening step in the set up of 20 SNPs are randomly chosen. On
the left, 90% of the covariates is removed. On the right, we only keep top (n+ 1) covariates.
It can be seen that screening can improve the heritability estimation but also can deteriorate
it, compare with Figure 1.
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The effect of the screening step
We further investigate the effect of reducing the covariates by using the screening step.
Different scenarios for 20 randomly selected SNPs with target heritability h2 = 0.8 and
σ2 = 1 are examined, see Figure 5. More precisely, we consider two scenarios: remove 90%
of the covariates, and only retain top n+ 1 covariates.
It reveals that using the screening step to reduce the irrelevant covariates are not only
reduce the dimension of the data, but can also improves the heritability estimations, for
the scenario of removing 90% of the covariates. This fact has also been reported before
in the linear mixed model approach in [Bonnet et al., 2018], where the authors show an
improvement of the maximum likelihood estimation. However, if too many covariates are
removed, heritability estimation can be inaccurate as in the scenario of keeping only top
n+ 1 covariates.
5 Heritability of antibiotic resistance in Maela data
To further illustrate the boosting based approach, we apply our procedure to Maela data
which represent 3069 Streptococus pneumoniae genomes from an infant cohort study con-
ducted in a refugee camp on the Thailand-Myanmar border [Chewapreecha et al., 2014, Lees
et al., 2016]. After some data filtering with standard population genomic procedures (using
a minor allele frequency threshold and removing missing data), we obtain a genotype matrix
with 121014 SNPs. We consider resistances to five different antibiotics as the phenotypes:
Chloramphenicol, Erythromycin, Tetracycline, Penicillin and Co-trimoxazole.
The heritability of the antibiotic resistance phenotype is expected to be high, meaning
that the variability stems primarily from the observed genetic differences among these bac-
teria. As suggested by the simulation results presented in Section 4, plugging in the Eprism,
MLE or Moment methods into the boosting heritability procedure can lead to underestima-
tion, and consequently we do not use them on the real data.
We use two different types of resistance phenotypes to investigate their heritability. First
we use the binary phenotype corresponding to the labels ’SENSITIVE’ or ’RESISTANT’ for
each bacterial isolate in the cohort. Second, we use a continuous phenotype corresponding
to the inhibition zone diameters measured in the lab. These inhibition zone diameters are in
practice used to defined whether a sample is ’SENSITIVE’ or ’RESISTANT’ to an antibiotic.
It is however worthwhile noting that the transformation from inhibition zone diameters to
labelling a sample ’SENSITIVE’ vs ’RESISTANT’ is nonlinear due to the way the inhibition
mechanism dynamics in the bacterial culture. The results are given in the Table 1 and Table
2 for the two data types, respectively.
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Table 1: Heritabilities of antibiotic resistance (binary) phenotypes in Maela data
Enet Eprism MLE Moment HERRA B-HERRA
Chloramphenicol 0.4623 1 0.8131 0.2562 0.7489 0.7668
Erythromycin 0.7979 0.5632 0.3806 1 0.9150 0.9142
Tetracycline 0.8217 0.8697 0.1677 1 0.8899 0.8919
Penicillin 0.7369 0.5866 0.2104 1 0.8237 0.8287
Co-trimoxazole 0.5324 0.9449 0.0500 1 0.6093 0.6346
Table 2: Heritabilities of antibiotic resistance phenotypes using inhibition zone diameters in
Maela data
Enet Eprism MLE Moment HERRA B-HERRA
Chloramphenicol 0.5133 1 0 1 0.6364 0.6337
Erythromycin 0.7350 0.7151 0.0311 1 0.8413 0.8383
Tetracycline 0.7364 1 0.0688 1 0.8072 0.8435
Penicillin 0.8092 0.5779 0.0553 1 0.8445 0.8462
Co-trimoxazole 0.7104 0.9427 0.0399 1 0.7840 0.7571
As a broad summary, heritabilities of the five phenotypes are high, as expected, see
Table 1 and 2. The Elastic net method yields an important insight by providing a lower
bound on the heritability of these antibiotic resistances. For binary phenotypes it is at least
46% for Chloramphenicol, 79% for Erythromycin, 82% for Tetracycline, 73% for β-lactams
and 53% for Co-trimoxazole. Similarly, for continuous phenotypes it is at least 51% for
Chloramphenicol, 73% for Erythromycin, 73% for Tetracycline, 80% for Penicillin and 71%
for Co-trimoxazole.
The boxplot, Figure 6, displays the distribution of 200 estimates from the boosting ver-
sion (with B = 100) of HERRA for these 5 antibiotic resistances. There are some small
differences by using whether binary or continuous phenotypes. However, the both estimates
are consistently high. The numerical results based on the continuous phenotype reveal the
heritability as follows: Chloramphenicol 63.37% (± 2.67%), Erythromycin 83.83% (± 1.40%),
Tetracycline 84.35% (± 1.35%), Penicillin 84.62% (± 1.32%) and Co-trimoxazole 75.71% (±
2.10%).
6 Discussion and conclusions
In this paper, we provide a general framework ’boosting heritability’ for making inference
about heritability. The main ingredient of ’boosting heritability’ is a multiple sample splitting
strategy. This strategy allows one to employ a variable selection step to remove irrelevant
covariates that do not contribute to the variability of a trait and thus produce a reliable
estimate of heritability. Moreover, by repeating sample splitting many times, this strategy
makes sure that different latent structures are taken into account in both selection and
estimation steps.
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Figure 6: Boxplot of estimated heritability from Boosting version of HERRA with B = 100
(200 estimates each) for different antibiotic resistances in Maela data.
Numerical comparisons of different methods together with our proposal for estimating
heritability in linear (fixed-effect) model draw a systematic picture on the behaviour of the
current approaches when focusing on an application to bacterial GWAS. The results on real
data suggest that the observed variability of the five studied antibiotic resistances is mainly
due to the variability in the observed genetic factors, while some unexplained variation still
remains.
Succeeding in improving and stabilizing HERRA [Gorfine et al., 2017], “boosting heri-
tability” framework still preserves its advantages that are able to deal with the dichotomous,
time-to-event or age-at-onset traits. Moreover, boosting heritability procedure is also appli-
cable for random-effect model where the heritability estimation step (Step 3 in Algorithm
1) is done by using a random effect method as in [Li et al., 2019]. These would be possible
new research directions for the future.
Furthermore, our boosting heritability procedure uses a simple aggregation to combine
the estimates that is to use their arithmetic mean. Other aggregation, e.g [Renaux et al.,
2018, Buzdugan et al., 2016], could also be used and further examined in future works.
Availability of data and code
The R code and MA data used in the numerical experiments are available at: https:
//github.com/tienmt/boostingher
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