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We report neutron scattering, magnetic susceptibility and Monte Carlo theoretical analysis to
verify the short range nature of the magnetic structure and spin-spin correlations in a Yb3Ga5O12
single crystal. The quantum spin state of Yb3+ in Yb3Ga5O12 is verified. The quantum spins
organise into a short ranged emergent director state for T < 0.4 K derived from anisotropy and
near neighbour exchange. We derive the magnitude of the near neighbour exchange interactions
0.6 K < J1 < 0.7 K, J2 = 0.12 K and the magnitude of the dipolar exchange interaction, D, in
the range 0.18 < D < 0.21 K. Certain aspects of the broad experimental dataset can be modelled
using a J1D model with ferromagnetic near neighbour spin-spin correlations while other aspects of
the data can be accurately reproduced using a J1J2D model with antiferromagnetic near neighbour
spin-spin correlation. As such, although we do not quantify all the relevant exchange interactions
we nevertheless provide a strong basis for the understanding of the complex Hamiltonian required
to fully describe the magnetic state of Yb3Ga5O12.
I. INTRODUCTION
In recent years, emergent behaviour has been ob-
served in 3 dimensional (3D) geometrically frustrated
compounds, due to the interplay between spin-spin inter-
actions and anisotropy. In spin-ice compounds Ho2Ti2O7
(HTO) and Dy2Ti2O7 (DTO), with magnetic rare earth
ions placed on the 3D pyrochlore lattice, a strongly cor-
related ground state is observed with remarkable excita-
tions that can be modelled as magnetic monopoles. This
new physics is derived from a combination of ferromag-
netic (FM) nearest neighbour (NN) spin-spin interactions
and a strong local Ising anisotropy along the central axes
of each tetrahedron1–4.
A second emergent state, that has recently come to
light, is the long range multipolar director state found
in the 3D hyperkagome structure Gd3Ga5O12 (GGG)
5.
In GGG the Gd3+ ions are positioned on two interpen-
etrating hyperkagome lattices, shown in Fig. 1. Despite
the absence of long range correlations of the individual
spins, an emergent long range hidden order known as a
director state has been determined. The director state is
derived from the collective spins on a 10-ion loop and is
defined as
L(r) =
1
10
∑
n
cos(npi)Sn(r), (1)
where Sn(r) are unit-length spins on the the ten-ion loop
with center in r. The director state was found to dis-
play long range correlations in GGG and governs both
the magnetic structure5 and magnetic dynamics6 into
the high field regime. The director state is derived from
anisotropy and near neighbour exchange. Gd3+ ions dis-
play a nominal zero orbital angular momentum L = 0
and thus no strong anisotropy due to spin-orbit coupling.
However, the spins in GGG are highly anisotropic in
the local XY-plane, defined in Fig. 1. This anisotropy
could be derived from the dipole exchange interaction
and, along with antiferromagnetic (AFM) near neigh-
bour (NN) interactions, is essential for the formation
of the director state. Furthermore, as the tempera-
ture is reduced below T < 0.175 K, GGG enters a spin
slush state, a coexistence of longer-range, solid like, and
shorter range, liquid-like, correlations7, that has theo-
retically been shown to require the inclusion of the very
long range nature of the dipolar interactions8 and inter-
hyperkagome exchange.
The director and spin slush states in GGG can be con-
trasted with the unusual long range magnetic structures
observed in the isostructural compounds Tb3Gd5O12
(TGG) and Er3Al5O12 (ErAG),
9,10 for T ≤ TN = 0.25 K
and 0.8 K, respectively. Both compounds reveal strong
local anisotropy resulting in an ordered multi-axis AFM
ground state. The ground state in both compounds has
been ascribed to the interaction between local anisotropy
and long range dipolar interactions. The effect of dipo-
lar interactions on Ising spins on the garnet lattice has
been investigated by Monte Carlo simulations reveal-
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2ing a variety of distinct phases with the phase diagram
strongly affected by the cut-off length of the long range
interactions11.
Figure 1: Left: 24 Yb3+ ions in a unit cell of YbGG.
Blue and red atoms are Yb ions of the two
interpenetrating hyperkagome lattices respectively.
Triangle surfaces between neighbouring Yb ions are
coloured. Right: Local coordinate system of the central
orange ion, which is located in the center of the blue
10-ion loop.
The diverse states of matter observed in these 3D
compounds depend on the perturbative effect of the
anisotropy on the exchange interactions as the rare earth
ions are exchanged in the hyperkagome structure. As
such, we now study Yb3Ga5O12 (YbGG). Significant
spin–orbit interaction from the ground level 2F7/2 of the
Yb3+ ions provides strong anisotropy. The YbGG room
temperature unit cell lattice parameter, a = 12.204(4) A˚,
smaller than than GGG (a = 12.385 A˚), ErGG (a =
12.265 A˚)10 and TbGG (a = 12.352 A˚)9 , will affect the
dipole exchange interaction. YbGG also presents the pos-
sibility to study quantum effects via the effective S = 1/2
state due to the effect of the crystal field that acts on
the Yb3+ 2F7/2 state to leave a ground state Kramers
doublet, well isolated from a series of excited Kramers
doublets12. It is widely expected that quantum effects
on a 3D frustrated lattice could lead to novel states of
matter including a quantum spin liquid state, topologi-
cal order and quantum entanglement13.
Previously, heat capacity and magnetic susceptibility
measurements on YbGG revealed a lambda transition at
0.054 K in addition to a broad peak centered at 0.18 K
that extends to 0.4 K,14. The energy scale of the in-
teractions, extracted by a Curie-Weiss fit, yields θCW =
0.045(5) K, showing dominant FM interactions14. The
lambda transition was assigned to an ordered magnetic
state, however this is not confirmed by muon spin res-
onance and Mo¨ssbauer spectroscopy from which a dis-
ordered moment has been determined down to 0.036
K,15,16. The broad peak at 0.18 K resembles the spe-
cific heat anomaly in GGG indicative of the correlated
director state5.
Here, single crystal studies on YbGG are presented.
We have employed neutron scattering techniques, mag-
netic susceptibility and Monte Carlo theoretical analysis
to verify the short range nature of the magnetic structure
and spin-spin correlations in YbGG.
II. METHOD
A. Experimental Method
A single crystal of YbGG was grown using the floating
zone method in Ar + O2 gas atmosphere at a growth
rate of 10 mm/h 17. X-ray Laue diffraction was used
to determine the quality of the crystal and to align the
samples used for the magnetic properties measurements.
Susceptibility measurements were performed for 1.8 K
< T < 300 K at the Technical University of Denmark on
a 0.29 g YbGG single crystal using the VSM and AC-
MSII options on a Quantum Design Dynacool PPMS.
Cold and thermal inelastic neutron spectroscopy and po-
larised neutron diffraction have been performed on a 1.9 g
YbGG single crystal to access the spin-spin correlations
and crystal field levels18.
Cold neutron spectroscopy was performed at the time-
of-flight instrument cold neutron chopper spectrometer
(CNCS) at the Spallation Neutron Source at Oak Ridge
National laboratory19. Measurements were performed at
0.05 K with incident neutron energies Ei = 1.55 meV
and 3.32 meV. The energy resolutions, obtained via the
incoherent scattering of a Vanadium sample, are ∆Ei =
0.0371(5) and 0.109(2) meV, respectively, while the Q-
resolutions were significantly narrower than the observed
features19. The scattering plane comprises (-H, H, 0) and
(L, L, 2L) with the sample rotated through 180◦ using
2◦ steps in order to access a complete rotational plane.
Polarised neutron diffraction was performed using the
diffuse scattering spectrometer D7, at the Institut Laue-
Langevin (ILL), Grenoble,20, with Ei = 8.11 meV and
a sample temperature of 0.05 K,21. D7 provides an en-
ergy integrated measurement. The scattering plane again
comprises of (-H, H, 0) and (L, L, 2L) with the sample
rotating through 180◦ using 1◦ steps. D7 also provides
a Q-resolution that is significantly narrower than the ob-
served features22. Calibration for detector and polari-
sation efficiency have been performed using Vanadium
and Quartz, respectively. An empty can measurement at
50 K provides a background subtraction for non-sample
dependent scattering.
Although the experimental temperature determined on
CNCS and D7 were stable and experimentally deter-
mined to be 0.05 K, the long range order expected below
the lambda transition of 0.054 K was not observed. Rare
earth garnets compounds display very low thermal con-
ductivity, in particular at low temperatures. We there-
fore estimate the sample temperature to be higher and
within the 0.1 K < T < 0.2 K range.
Thermal inelastic neutron scattering measurements
have been performed at the ILL to access the crystal field
levels. We employed the thermal time-of-flight spectrom-
eter, IN4, with an incident energy Ei = 113 meV in a
temperature range 1-5 K. Measurements were performed
3for three different sample orientations with no observed
angular dependence,23. YbGG crystal field parameters
were extracted using the combined data.
B. Analysis Method
We have modelled the elastic neutron scattering pro-
files using the Reverse Monte Carlo (RMC) Spinvert re-
finement program24. The algorithm employs simulated
annealing to determine real space correlations from the
neutron scattering data. We simulate cubic supercells
with side L ∈ [1, 8] unit cells, corresponding to a maxi-
mum number of 24 · 83 = 12288 spins. To obtain good
statistical accuracy, we performed up to 400 refinements
and employed an average of these to derive the final cor-
relations. In order to aid visualization we employed an
interpolation technique frequently used in the Spinvert
program package, windowed-sinc filtering24. The inter-
polation allows us to calculate S(Q) at a wavevector
transfer that is not periodic in the supercell24.
The RMC simulations yield information on the spin
correlations, but not on the magnitude of the interac-
tions. In order to obtain information on the interaction
strengths, we have performed Monte Carlo (MC) simu-
lations of an Ising system with nearest, next to nearest
and long range dipolar interactions. The crude Ising ap-
proximation is motivated on two fronts:
1. The heat capacity measured by Filippi et al.14 shows
qualitative resemblance with that of a long range dipolar
Ising model11.
2. The resultant correlations from the RMC (Spinvert)
algorithm, suggest that there is an easy axis along the
local z-direction. We have optimised the interaction
parameters in the MC simulation to match the experi-
mentally observed heat capacity. From the interactions
we have computed S(Q) scattering profiles to see how
they compare with the experimentally observed scatter-
ing profile, S(Q). We employed Ewald summation to
handle the conditionally convergent dipolar sum.
III. EXPERIMENTAL RESULTS
A. Susceptibility
Susceptibility measurements are presented in Fig. 2
with data taken for 2 < T < 5 K in the main figure,
and 2 < T < 300 K in the inset figure. The crystal
field parameters are strong, and consequently only the
ground state doublet is occupied at the lowest tempera-
tures, T ≤ 5 K. In fact, the susceptibility for T ≥ 5 K
is well reproduced by crystal field calculations, neglect-
ing exchange interaction. In these calculations, we use
the Stevens parameters as obtained by Pearson et al.12,
and verified from our IN4 experiment. Data and model
are shown in the inset of Fig. 2, for more details, see
appendix A.
The effects of the exchange interaction on the suscep-
tibility become prominent for temperatures below 5 K,
when the crystal field levels no longer dominate. Figure 2
shows a linear fit to the inverse magnetic susceptibility for
T ≤ 5 K. A Curie Weiss temperature θCW = −0.2(1) K,
is extracted, indicative of weak AFM interactions. This
result is in contrast to the FM interactions determined
by Filippi et al.14.
Figure 2: Inverse susceptibility from PPMS
measurements of single crystal YbGG and a linear fit
for T ≤ 5 K yields θCW = −0.2(1) K. The inset shows
the entire inverse susceptibility curve from 2-300 K
along with the simulated crystal field contribution as
discussed in the text. Error bars are contained within
the plotted linewidth.
B. Neutron scattering
1. Thermal neutron spectroscopy
In YbGG the Yb3+ ion is surrounded by eight nearest
neighbour oxygen ions and therefore experiences a dodec-
ahedral local environment and an orthorhombic site point
symmetry. The relevant crystal field levels in YbGG
can be most accurately determined via inelastic neutron
scattering. Figure 3 presents inelastic neutron scatter-
ing data with an incident neutron energy Ei = 113 meV.
As expected, three crystal field excitations are located
at energies E1 = 63.8(2) meV, E2 = 74(1) meV and
E3 = 77(2) meV, respectively. The two upper excita-
tions are not fully resolved, with the highest excitation
appearing as a shoulder on the second excitation. All
three excitations are dispersionless and follow the Yb+3
form factor, expected for the single ion effect of a crystal
field excitation. The excitation energies closely match
previous experimental25 and theoretical12 results. Based
4on these results we confirm the isolated doublet ground
state of the Yb3+ spins in YbGG, making this an effective
spin S = 1/2 system at low temperatures T ≤ 5 K. The
crystal field analysis is further described in appendix A.
Figure 3: S(Q, ω) of the crystal field excitations in
YbGG showing the excitations well separated from the
ground state doublet. Colorbar represents neutron
scattering intensity.(b) Integratesd data for 4 ≤ Q ≤ 5
A˚−1. The two upper excitations (E2,E3) are resolved
using a double Gaussian lineshape.
2. Cold neutron spectroscopy
The magnetic energy scales in YbGG are in the mK
regime and thus accessible via cold neutron scattering.
Figure 4(a) presents the magnetic contribution to the
elastic scattering profile measured at CNCS with incom-
ing neutron energy Ei = 1.55 meV, accessing a low Q re-
gion. The elastic magnetic scattering profile, Smagff(Q) is
extracted from the scattering within the instrumental en-
ergy resolution with a background subtraction of equiv-
alent scattering at 13 K, in the paramagnetic regime. In
comparison, Fig. 4(b) presents the magnetic contribu-
tion measured on D7, Smag(Q), of the energy integrated
measurements with Ei = 8.11 meV and thus provides a
wider Q range. The magnetic signal is extracted using
XYZ polarisation analysis20 from the spin flip channel.
Both data sets show distinct short range correlated scat-
tering, the Q dependence of which does not follow the
magnetic form factor of Yb3+. Indeed the scattering is
correlated with a 6-fold symmetry, consistent with the
crystalline structure. Figure 4(a), with the highest Q
Figure 4: (a) Smagff(Q), Ei = 1.55 meV derived from a
high temperature subtraction. (b)Smag(Q),
Ei = 8.11 meV. We estimate the sample temperature to
be 0.1 < T < 0.2 K.
resolution, enables the observation of a hexagon feature
for |Q| ≤ 0.63 A˚−1, marked A. The reduced intensity
for the lowest Q, |Q| → 0 A˚−1, indicates that long-range
correlations are AFM. A fit to the data with a simple
Gaussian lineshape, see appendix C, shows a peak in in-
tensity at |Q| = 0.30(3) A˚−1 corresponding to a lattice
5spacing d = 2pi/Q = 20(2) A˚, and a correlation length
of 12(2) A˚, as determined from the peak full width at
half maximum (FWHM). Weak circular features extend
from the edges of the hexagon, B → C . At larger val-
ues of Q, figure 4(b), three diffuse peaks are centered at
|Q| = 1.95(8) A˚−1, A, again following the 6-fold symme-
try of the crystalline structure.
IV. DATA MODELLING
A. Reverse Monte Carlo
We have performed RMC simulations of the elastic
magnetic neutron scattering results. It is, however, not
possible to directly minimise the 2D S(Q) of the sin-
gle crystal results, since the RMC simulations leaves all
points in Q outside the (-2H, 2H, 0), (L, L, 2L) scattering
plane unconstrained and can thus lead to errors. In this
work, we have mitigated the possibility of erroneous min-
imisation with three approaches. First, comparing data
from several experiments with various incident energies
and thus energy and Q resolution. Second, creating an
isotropic scattering distribution from the measured 2D
S(Q) through integration of all points with similar |Q|,
which we shall term powder diffraction pattern S(Q), see
Fig. 5, and deriving a single crystal pattern, S(Q), from
the RMC spin configuration obtained. Third, we use
the average of 400 RMC minimisations to obtain good
statistics on the spin correlations. The exact procedure
is outlined in appendix D.
Figure 5 compares the result of the RMC simulation
with the S(Q) powder diffraction pattern from CNCS,
Smagff(Q), (a) and D7, Smag(Q), (b). Figure 5(a) shows
an excellent reproduction of powder data for all Q. In
contrast, the reproduction of the D7 powder diffraction
pattern in Fig. 5(b) provides reasonable agreement only
for Q ≤ 0.8 A˚−1. For higher Q, the RMC model shows
similar features, but with discrepancies in the intensities.
The spin structure derived from the RMC S(Q) pow-
der refinement is used to recalculate the 2D magnetic
scattering profiles, Smagff(Q) or Smag(Q), and subse-
quently compared to experimental data, see Fig. 6 for
CNCS Smagff(Q) data (a) and D7 Smag(Q) data (b). The
RMC Smagff(Q) of the CNCS data contains the correct
crystal symmetry and accurately reproduces all of the
main features at the correct Q positions, including the
low-Q hexagon and the higher-Q features extending from
the sides of the hexagon. In contrast, the comparison in
Fig. 6(b), of the D7 data and the corresponding RMC
Smag(Q), is much less accurate. Although the main fea-
tures are reproduced, the broad Q features are not found
at the correct positions. In order to interpret the RMC
results, the spin distributions and correlations are inves-
tigated. In the following, only CNCS RMC simulations
are presented, but despite the less perfect correspondence
between RMC results and D7 data, there is strong equiv-
Figure 5: Comparison of S(Q) RMC simulation (red)
and powder averaged data (black). (a) Powder averaged
CNCS data and RMC S(Q) simulation. (b) Powder
averaged D7 data and RMC S(Q) simulation.
alence between the spin distributions and correlations ob-
tained from the RMC derived spin structure of the two
datasets, see appendix D.
6Figure 6: Comparison of experimental data and RMC
fit (left and right respectively). (a)CNCS Smagff(Q) (b)
D7 Smag(Q). Colorbar represents scattering intensity.
Figure 7(a) presents the spin probability distribution,
derived from RMC, in the local coordinate system show-
ing an easy axis along the local z-direction, the axis which
connects the centers of two adjacent triangles within the
crystal structure, see Fig. 1(right). Figure 7(b) presents
the average spin-spin correlations 〈S(0) ·S(r)〉 as a func-
tion of spin-spin distance. NN correlations are on average
positive and thus FM with an average angle of 73◦ be-
tween neighbouring spins. This is in contrast to the AFM
NN correlations and strong planar anisotropy in the lo-
cal XY plane observed for GGG5. Figure 7(b) further
shows that spins in YbGG are correlated AFM across
the loop, consistent with FM NN correlations and cor-
responds to the spatial scales extracted from the low Q
hexagon, Fig. 4(a). This final spin structure results in
a director state. We find that the local easy axis of the
directors are along the local z-direction, see Fig. 8(a),
directly equivalent to the director state found in GGG.
The director state is further supported by the magnetic
excitations observed in the extended CNCS data set, see
Fig. 22. Three dispersionless low lying excitations are ob-
served at 0.06, 0.1 and 0.7 meV entirely consistent with
dispersionless excitations observed in GGG and assigned
Figure 7: (a) Stereographic projection of the spin
distribution in the local coordinate system with a log
color scale. The spins show an easy axis along the local
z-direction. (b) Radial dependence of 〈S(0) · S(r)〉.
Positive scalars orange, negative scalars green.
to the director state6,26. Detailed analysis of the excita-
tion spectra will be published elsewhere.
We next investigate the correlations between the direc-
tors, L, Eq. (1). The radial correlation function of the
directors gL = 2〈Lˆ(0) · Lˆ(r)〉 − 1 is equal to −1 if, on
average, the loop directors are orthogonal to each other
and to +1 if collinear. Figure 8(b) shows the radial cor-
relation function and reveals a predominantly collinear
director state within the first unit cell, 12.2 A˚. However,
unlike the long range correlated state of GGG, the di-
rectors in YbGG correlate weakly beyond the first unit
cell.
The resultant spin configuration and director state in
YbGG are presented in Fig. 9 which shows FM correlated
NN spins along the local easy axes as well as the resultant
director of the loop.
7Figure 8: (a) Stereographic projection of the director
distribution in the local coordinate system with a log
colour scale. (b) Radial correlation function of the
directors. Positive scalars are plotted in orange,
negative scalars are plotted in green.
B. Monte Carlo
In order to gain a further grasp on the absolute en-
ergy scale of the spin-spin couplings in YbGG, we have
investigated classical Heisenberg and Ising models with
anisotropy along the local z-direction motivated by the
RMC results. In appendix E we outline a short discussion
of an anisotropic Heisenberg model. In the current text,
we present an Ising model optimised for the heat capac-
ity measured in experiment14, see Fig.10(a). The resul-
tant exchange parameters are used to recalculate S(Q)
and these are compared to the experimental Smag(Q),
Fig. 10(b). We compare to Smag(Q) from D7 due to
the extended Q range provided in this dataset. In GGG
the relevant Hamiltonian in the director phase includes
the NN exchange J1, the next nearest neighbour (NNN)
exchange J2 and the dipolar interaction D, with inter-
Figure 9: A 10-spin-loop together with a single ion from
the opposite hyperkagome lattice (central, red). The
blue spheres depict Yb3+ ions while the red sphere can
be considered as the net average magnetic moment of
the ten-ion loop, the director. Local spin distributions
peak along the local z-direction (grey arrows) which
connects the centers of adjacent triangles. The local
spin structure is presented with spins point along the
easy axis. The director distribution (red arrow) peaks
along the local z-direction.
hyperkagome coupling J3 only relevant at lower temper-
atures to drive the spin slush state8. As such, the relevant
Hamiltonian for YbGG in the director state is
H =J1
∑
〈i,j〉
Si · Sj + J2
∑
〈〈i,j〉〉
Si · Sj+
Da3
∑
i<j
(
Si · Sj
|rij |3 − 3
(Si · rij) (Sj · rij)
|rij |5
)
.
(2)
Here, a is the nearest neighbour distance, ri is the
position of the classical Ising spin Si oriented along the
local z-direction and rij = ri − rj . 〈·〉 and 〈〈·〉〉 denote
summation over NN and NNN respectively.
Two distinct models are simulated. First, we simu-
late a spin structure with J1 and D only, a J1D model.
Second, we add J2 in a J1J2D model. In principle, the
dipolar interaction strength can be calculated explicitly
from the magnetic moment µ and inter-atomic distances,
D = µ0µ
2
4pia = 0.24 K for µ = 4.3 Bohr magnetons
27. How-
ever, the magnetic moment of Yb3+ is strongly affected
by the crystal field, which motivates varying the strength
of the dipolar interaction in addition to the exchange in-
teractions.
Figure 10(a) shows the resultant heat capacities for
the two models with optimised parameters J1 = 0.6 K,
D = 0.21 K for the J1D model, and J1 = 0.72 K,
8J2 = 0.12 K, D = 0.18 K for the J1J2D model. The
lambda transition is well described by both models, and
would correspond to long range ordering due to dipolar
interactions if YbGG was an Ising system11. Both models
reproduce the broad specific heat anomaly, albeit with an
overall suppression. The J1J2D model has better agree-
ment with data above the lambda transition, and above
0.4 K the model coincides with data.
Figure 10: (a) heat capacity data14 with simulated heat
capacity for the J1D and J1J2D models. (b) Simulated
S(Q), T = 0.2 K, for the J1D model and the J1J2D
model with Smag(Q). Colorbar represents S(Q).
Figure 10(b) compares Smag(Q) and the resultant
S(Q) for the J1D and J1J2D models. Both models pro-
vide features that are consistent with the data. The low
Q region is well reproduced by the J1D model, while this
is not captured by the J1J2D model. In contrast, the
diffuse peaks at higher Q are reproduced by the J1J2D
model. These peaks do not appear in the J1D model.
Figure 11 presents the radial dependence of the spin-
spin correlations for (a) the J1D model and (b) the
J1J2D model. Interestingly, the J1D model provides FM
NN correlations, while the correlations across the loop
Figure 11: Correlation functions for MC simulations.
(a) J1D model, (b) J1J2D model. Positive scalars are
coloured orange and negative scalars are coloured green.
are negative, and thus AFM. Correlations are not signif-
icant beyond the unit cell distance. The J1J2D model
has AFM NN correlations, with FM correlations across
the ten-ion loop. In the J1J2D model, the correlations
remain significant for distances up to 25 A˚.
V. DISCUSSION
We have studied the low temperature magnetic corre-
lations in YbGG. We have revisited the crystal field exci-
tations using inelastic neutron scattering and determined
the crystal field contributions to the susceptibility. The
close agreement between data and the simulated suscep-
tibility in Fig. 2 show that crystal field considerations,
when spin-spin interactions are neglected, constitute a
good description of the susceptibility at temperatures
above ∼ 50 K. At the lowest temperatures, T ≤ 5 K
each Yb3+ ion becomes effectively a doublet, and the
doublet splitting due to the small spin-spin interactions
9become dominant. In this description we obtain a neg-
ative Curie-Weiss temperature of −0.2(1) K indicative
of AFM interactions. The high temperature susceptibil-
ity of YbGG has previously been measured by Brumage
et al.28, and it agrees well with the data presented here,
see appendix A. Previous susceptibility measurements by
Filippi et al.14 in the low temperature regime yielded a
positive Curie-Weiss temperature of +0.045(5) K indica-
tive of FM interactions. Although these present incon-
sistent results, all susceptibility measurements agree that
the spin-spin interactions are in the mK range and sev-
eral orders of magnitude smaller than the crystal field
energies.
The RMC simulation of the neutron diffraction data
provides FM NN correlations with significant anisotropy
along the local z-direction. It is not clear what the ori-
gin of the anisotropy might be. However, Pearson et
al.12 calculated the diagonal elements of the crystal field
g-factors and found these to be g = (2.84, 3.59,−3.72),
thus showing a slightly larger contribution along the
local z-direction, but not significant to provide strong
anisotropy.
The resultant director state of the ten-ion loop is also,
similar to GGG, strongly anisotropic but unlike GGG
is not long range ordered. In GGG the relative J1/D
value is J1/D = 0.107 K/0.0457 K = 2.34 while our
MC simulations for YbGG yield 2.86 (0.6 K/0.21 K) <
J1/D < 3.88 (0.72 K/0.18 K). From this we deduce that
the stronger J1/D value reduces the correlation length of
the director state.
We have studied a J1D and J1J2D model using MC
simulations with both models providing convincing re-
productions for the heat capacity data. The resultant
S(Q) profiles provide, in part, convincing comparisons
with the experimental data. However our data and
models provide no unique interpretation of the complete
dataset. The J1J2D model captures the low-Q neutron
scattering data while the J1J2D closely captures the data
at higher Q. A more complex Hamiltonian is required to
fully describe the magnetic state of YbGG and will be
the focus of further studies.
VI. CONCLUSION
In conclusion, we have probed the enigmatic magnetic
state of YbGG and have been able to deduce the mag-
netic correlations using a combination of RMC and MC
to describe heat capacity and neutron scattering results.
We derive the magnitude of the near neighbour exchange
interactions 0.6 K < J1 < 0.7 K, J2 = 0.12 K and the
magnitude of the dipolar exchange interaction, D, in the
range 0.18 K < D < 0.21 K. Magnetic correlations de-
velop below 0.4 K and organise the magnetic structure
into a director state, similar to that found in GGG. How-
ever in YbGG, the director correlations are short ranged.
The broad dataset cannot be fully described within the
current model but provides an avenue for further studies.
YbGG provides an intriguing compound with emergent
quantum magnetic behaviour.
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Appendix A: Crystal Field
The results of section III B show that YbGG has very
strong crystal field levels thus confirming the calculations
by Pearson et al.12 from 1967. In the calculations a crys-
tal field Hamiltonian,
HCF =
∑
i
∑
lm
Alm〈rl〉αl
(
2l + 1
4pi
)1/2
O˜ml (J) (A1)
=
∑
i
∑
lm
Bml O
m
l (J), (A2)
was optimised. Here, O˜ml (J) are the Racah operators
which transform like spherical harmonics, while Oml (J)
are the Stevens operators which transform like tesseral
harmonics. αl is the Stevens factor which depend on
the form of the electronic charge cloud of the single ion,
Alm is the effective charge distribution of the surrounding
ions projected into the Y ml -basis, and B
m
l are the Stevens
parameters. Since both αl and 〈rl〉 are well defined from
the system, there is direct correspondence between the
Alm parameters and the B
m
l parameters.
Yb3+ is a rare earth ion with 4f electrons as the outer
shell. Consequently, l ≤7, but in order to obey time re-
versal symmetry, only even l and m are allowed, and the
crystal symmetry excludes negative m. Consequently,
there are 9 Stevens parameters with l = 2, 4, 6 and m ≤l.
Pearson et al.12 calculated the Stevens parameters us-
ing a point charge model approximation and later fitted
the obtained parameters to experimental data of near-
infrared spectroscopy and susceptibility measurements25.
Table I shows the resulting Stevens parameters, which
have been calculated based on the Alm parameters pre-
sented by Pearson et al.
The susceptibility has been simulated using the
McPhase program with the Stevens parameters listed in
Table I without including any spin-spin interactions, such
as exchange or dipolar interactions, and without fitting
the parameters to match the experimental data presented
here. Consequently, the simulated susceptibility, which
is presented in Fig. 13(a) only contains the crystal field
contribution to the susceptibility. The experimental data
is well reproduced. It is thus possible to describe the
susceptibility using only the crystal field considerations
in the high temperature regime where the crystal field
splitting is several orders of magnitude larger than the
spin-spin interactions found from θCW.
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Stevens parameters12
B20 -0.267 meV
B22 1.097 meV
B40 0.0368 meV
B42 -0.0459 meV
B44 -0.1291 meV
B60 0.000870 meV
B62 -0.008205 meV
B64 0.01460 meV
B66 -0.004138 meV
Table I: Stevens parameters obtained from Ref. 12.
Figure 12: The integrated intensities of E1 and E2 from
the IN4 measurements show good qualitative agreement
with the calculated form factor of Yb3+.
Figure 13: (a) Susceptibility data, simulated crystal
field contribution along with previous susceptiblity
measurements by Brumage et al.28 (b) Energy diagram
of crystal field levels obtained from inelastic neutron
scattering measurements on IN4.
Appendix B: Crystal
A single crystal of YbGG has been grown using the
floating zone method in Ar + O2 gas mixture at a growth
rate of 10 mm/h 17. X-ray Laue diffraction after growth
determined sample crystallinity and orientation.
Figure 14: Crystal used for neutron scattering
experiments and susceptibility measurements
Appendix C: Elastic neutron scattering data and
linecuts
This section contains elastic 2D data along with Gaus-
sian fits of linecuts through the elastic neutron scattering
data to quantify the observed diffuse features.
Figure 15 show the 2D S(Q, E = 0) data obtained from
the CNCS measurements with Ei = 3.32 meV. Fig. 15
contains only the magnetic contribution derived by sub-
tracting a 13 K data set from a 0.05 K dataset. The
signal to noise-ratio in the data is lower than the two
other elastic neutron scattering datasets presented in the
main text.
Figure 15: Magnetic contribution to S(Q,E = 0),
measured at CNCS with Ei = 3.32 meV.
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Ei = 1.55 meV
Gaussian Peak Position 0.30 ± 0.03 A˚−1
Distance (from peak pos) 20 ± 2 A˚
FWHM 0.52 ± 0.09 A˚−1
Correlation Length (from FWHM) 12 ± 2 A˚
Ei = 3.32 meV
Gaussian Peak Position 1.86 ± 0.09 A˚−1
Distance (from peak pos) 3.4 ± 0.2 A˚
FWHM 0.55 ± 0.25 A˚−1
Correlation Length (from FWHM) 11.5 ± 5.2 A˚
Ei = 8.11 meV
Gaussian Peak Position 1.95 ± 0.08 A˚−1
Distance (from peak pos) 3.2 ± 0.1 A˚
FWHM 1.6 ± 0.2 A˚−1
Correlation Length (from FWHM) 4.0 ± 0.6 A˚
Table II: Fit parameters of the 3 Gaussian fits in
Fig. 16.
This is supported by the data in Fig. 16, which shows
various line cuts from the two-dimensional neutron scat-
tering data together with Gaussian fits.
Fig. 16(a) shows a Gaussian fit to a linecut through
the CNSC data with Ei = 1.55 meV, where (-2H 2H 0)
= (0 0 0). Low Q hexagon peaks are seen at |Q| = 0.30±
0.03 A˚−1, corresponding to an equivalent magnetic lattice
spacing of d = 20±2 A˚. The correlation length, obtained
by the FWHM= 0.41± 0.07 A˚−1, becomes 12± 2 A˚.
Fig. 16(b) shows a Gaussian fit to a linecut through
the CNCS data with Ei = 3.32 meV, where (-2H 2H 0)
= (0 0 0). The Gaussian Peak Position is |Q| = −1.86±
0.09 A˚−1, giving an equivalent lattice spacing of d =
3.4 ± 0.2 A˚. The FWHM is 0.43 ± 0.20 A˚−1, giving a
correlation length of 12± 5 A˚.
Fig. 16(c) shows a Gaussian Fit to a linecut in the D7
data, where (-2H 2H 0) = (0.1 0.1 0). The Gaussian Peak
Position is 3.14 ± 0.13 A˚−1, giving an equivalent lattice
spacing of d = 2.0±0.1 A˚. The FWHM is 1.89±0.29 A˚−1,
giving a correlation length of 2.6± 0.4 A˚.
Figure 16: Line cuts from the two-dimensional neutron
scattering data together with Gaussian fits. (a) CNCS
data, Ei = 1.55 meV. (b) CNCS data, Ei = 3.32 meV.
(c): D7 data, Ei = 8.11 meV. Fit parameters are
presented in table II.
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Appendix D: RMC refinements
1. Method and additional data
We follow the procedure of the Spinvert refinement
program24 and use a Monte Carlo technique to find clas-
sical Heisenberg spin configurations that can reproduce
the experimentally observed scattering pattern. In the-
ory, the spin-spin correlations 〈S⊥i · S⊥j 〉 are uniquely re-
lated to the magnetic scattering intensity. For clarity, we
shall in this appendix use
(
dσ
dΩ
)
for the experimental sig-
nal and S for the theoretically calculated signal from a
single configuration. Assuming that we can describe the
observed scattering with a static Heisenberg spin config-
uration, we are interested in the set of M equations{(
dσ
dΩ
)
(Qk) = S
({Si}Ni=1,Qk)}M
k=1
,
S ≡ C[f(|Q|)]
2
N
∑
i,j
〈
S⊥i · S⊥j
〉
eiQ·rij ,
(D1)
which relates a spin configuration {Si}Ni=1 of N spins
to the scattering intensity. k is a labeling index for all
allowed {Qk}Mk=1 ⊂ R3 points. Ideally, the refinement
method uses knowledge of the experimental left hand side
of this system of equations to compute {Si}Ni . In par-
ticular we use single spin flips in simulated annealing to
minimize the residual
χ2 ≡
∑
k
((
dσ
dΩ
)
(Qk)− S
({Si}Ni=1,Qk))2 . (D2)
The experiment only gives information about Q-points
in the (−2H, 2H, 0), (L,L, 2L) plane and in the following
we shall discuss what can be deduced about the underly-
ing configurations. We find that refining a solution only
to the plane where the data was taken ends up over-fitting
scattering intensities at unconstrained Q-points outside
the plane, giving unphysical results. We made several
attempts to compensate for this, such as adding mirrors
of the plane in different directions allowed by the crystal
symmetries to try and capture more of Q-space. However
this was is not enough to resolve the issue. We conclude
that with an under-constrained set of equations we will
always over-fit in the simulated annealing and do not find
physical solutions which are continuous and respect the
crystal symmetries.
Hence, we investigate possible ways of fully constrain-
ing the set of equations given the data. We need to pos-
tulate a scattering intensity for every Q-point, in order
to avoid over-fitting. Since we do not have information
about scattering intensities outside the measured plane,
our attempt will be to extrapolate from the data the
scattering intensities outside the plane to achieve a re-
finement result that agrees with the measured data and
is continuous in the rest of Q-space. Naturally we can
not assume to get a correct description of the spin con-
figurations if we do not have access to the full diffraction
pattern. Hence, we accept that the data presented is only
an approximation of the true correlations. However, by
testing several extrapolation techniques in addition to
extracting RMC from various data sets with different in-
cident energies and averaging across 400 RMC minimiza-
tions, we believe that the results are stable and that some
variation in the assumed extrapolation will not affect the
fundamental structure of the solution.
Figure 17: (a) The constructed powder average from the
CNCS, Ei = 3.32 meV data set (
dσ
dΩ )magff(Q) (black),
together with the RMC fit Smagff(Q) (red). (b) The
CNCS, Ei = 3.32 meV data set (left) together with the
RMC average Smagff(Q) over 400 configurations (right).
To construct a three dimensional data set for the scat-
tering intensity, we make the assumption that the scatter-
ing has the same directional average for a given Q = |Q|
in the experimentally measured plane as it has over all di-
rections. The open source available Spinvert program24
is built for refining scattering data from powder sam-
ples by transforming Eq.(D1) into a powder average that
depend only on Q, Eq. (D6). We term the calculated
powder average S(Q) (as opposed to S(Q)) for which we
minimize the residual against the constructed powder av-
erage
(
dσ
dΩ
)
(Q), named the powder diffraction pattern in
the main text, and defined as
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(
dσ
dΩ
)
(Q) ≡ 1M(Q)
∑
||Qk|−Q|<t
(
dσ
dΩ
)
(Qk). (D3)
whereM(Q) is the number ofQ-points in the experiment
of magnitude Q ± t. We choose the tolerance t so that
features can still be resolved and that good statistics are
obtained. For the D7 data, we have the magnetic signal,
denoted by the subscript “mag”, from the experiment
and we directly minimize the residual
χ2mag ≡
∑
k
((
dσ
dΩ
)
mag
(Qk)− Smag
({Si}Ni=1, Qk)
)2
.
(D4)
For the CNCS data, we obtain the magnetic signal as
the subtraction of the 13 K paramagnetic signal from the
0.05 K signal. We use the subscript “magff” to indicate
this and minimize the residual
χ2magff ≡
∑
k
((
dσ
dΩ
)
magff
(Qk)− Smagff
({Si}Ni=1, Qk)
)2
.
(D5)
Smag(Q) and Smagff(Q) are given by
Smagff(Q) = sC[µF (Q)]
2 1
N
×∑
i,j
[
Aij
sinQrij
Qrij
+Bij
(
sinQrij
(Qrij)3
− cosQrij
(Qrij)2
)]
,
Smag(Q) = Smagff(Q) +
2sC
3N
[µF (Q)]2
(D6)
where
Aij = Si · Sj − (Si · rˆij)(Sj · rˆij),
Bij = 3(Si · rˆij)(Sj · rˆij)− Si · Sj . (D7)
F (Q) is the magnetic form factor of Yb3+, µ is the ef-
fective dipole moment of Yb3+, C = 0.07265 barn is a
physical constant. N is the number of particles in the re-
finement supercell and s is an overall dimensionless scale
factor which relates neutron counts to the differential
cross section. Due to the complexity of determining this
scale factor, we choose to probe the solution space for
all values of s. The resulting refinement will depend in
a non-trivial way on s and from the subset of configura-
tions that minimize the residual of Eq. (D4) or Eq. (D5)
we determine the best fit from the residual of Eq. (D2),
where the directional dependence is included. From this
definition of the best fit, we take the average of 400 min-
imizations to obtain the RMC fits presented in the main
text. Here, we also present the RMC fit to the secondary
CNCS data set, Fig. 17.
In Fig. 18 we show the RMC spin-spin and director-
director correlation functions for the D7 and CNCS Ei =
(a)
10 20
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0.6
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〈S
(0
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10 20
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Figure 18: Spin-spin correlation function and
director-director correlation function from the RMC
refinements of the other data sets. (a) and (b) show the
spin-spin correlations for the CNCS Ei = 3.32MeV and
D7 refinements respectively. (c) and (d) show
director-director correlation function, 〈|Lˆ(0) · Lˆ(r)|〉 − 1.
(gL(r)) for CNCS Ei = 3.32 meV and the D7 data
respectively.
3.32 meV data sets, which we left out in the main text.
We see that the average product between nearest neigh-
bour spins is positive, just as in the main text. Fig. 19
shows the distribution of the azimuthal angle of the mem-
bers in the loop in the coordinate system presented in
Fig. 1. We see that for YbGG, Fig. 19(b-d), each spin is
peaked along the tangent of the loop (local z-direction).
This differs from the GGG refinements5, where the dis-
tribution is peaked for angles perpendicular to the loop,
Fig. 19(a).
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Figure 19: Probability distribution of the azimuthal
angle for each spin in the coordinate frame of a 10-spin
loop viewed from above. Panel (a) shows the
distribution from earlier GGG refinements5. Panels
(b-d) show the distributions from the CNCS
Ei = 1.55 meV, Ei = 3.32 meV and D7 refinements,
respectively. Distance from spin to the surrounding
contour is proportional to the probability for the spin of
having the associated azimuthal angle.
2. Notes on the D7 polarization
We have presented D7 data and corresponding simu-
lations. The resultant spin-spin correlations and angu-
lar distribution show equivalence to those in the CNCS
data, but the RMC fit is less convincing. There are sev-
eral subtle differences between the CNCS and D7 neu-
tron scattering intensities that may give rise to this.
The CNCS magnetic scattering intensity, which we term
Smagff (Q) is obtained via the subtraction of a high tem-
perature scattering from base temperature scattering.
The high temperature scattering provides the intense
magnetic formfactor and Smagff(Q) can result in negative
intensities. This is considered in the RMC. D7 magnetic
scattering, Smag(Q), is extracted using XYZ polarisation
analysis with the following equation:
Smag(Q) = 2(Ix,x′ + Iy,y′ − 2Iz,z′)sf , (D8)
in which Ix,x′ is the neutron y spin flip scattering with
the incident and scattered neutron polarisation along
a Cartesian x direction and y,z denote the orthogonal
directions,20. The resultant spin incoherent scattering is
determined via:
ISI =
3
2
(−Ix,x′ − Iy,y′ + 3Iz,z′). (D9)
The determination of Smag(Q) in this manner assumes
that the net moment of the compound is zero as is the
case for paramagnetic systems or powdered antiferromag-
net compounds and is thus employed for powder samples.
A ferromagnetic signal would induce significant depolar-
isation of the scattered polarization. Using this equation
for the case of a single crystal makes an implicit assump-
tion that there is a net zero averaged moment with no
symmetry breaking such that the magnetic cross-section
is isotropic with magnetic components of equal magni-
tude projected along the three orthogonal directions. We
made these assumption since we did not observe any de-
polarisation of the scattered beam, only short range order
was observed and prior knowledge of the director state
which provides an isotropic spin distribution, to a first
approximation. Nevertheless ISI , expected to be homo-
geneous in Q, contains weak hexagonal features reminis-
cent of the magnetic signal. The peak positions of the
spin incoherent signal are equivalent to the magnetic dif-
fuse peaks in Fig. 4(b), and thus only peak intensities are
affected while no shift of the peaks are observed. RMC
optimises directly to S(Q) and is sensitive to such rela-
tive changes. We suggest that these small variations give
rise to the differences observed between the CNCS and
D7 RMC and is the origin of the poorer simulations of
the data. Nevertheless the resultant D7 RMC spin struc-
ture is consistent with that determined from the CNCS
RMC and provides confidence in our results.
Appendix E: A few notes on the Hamiltonian
1. Heisenberg model with anisotropy
The RMC method of the previous section suggests that
spins have a preference to point along the tangential di-
rection of the 10-spin loop. In particular, the distribution
is peaked along the direction connecting the center points
of two adjacent triangles, the local z-direction. Inspired
by this result, we propose a nearest neighbour classical
Heisenberg Hamiltonian with an energy penalty for spins
pointing away from the axis direction,
H = J
∑
〈i,j〉
Si · Sj + F
∑
i
|Si − Si‖|2, (E1)
where Si‖ is the spin component along the local tangent
axis (local z-direction) and J is the strength of the near-
est neighbour exchange interaction. In this simple Hamil-
tonian, F > 0 models a classical easy-axis crystal field
anisotropy and in the limit of large F , we obtain an Ising
model. With the Metropolis-Hastings algortihm, we cal-
culate a thermal average of the structure factor Eq. (D1)
and tune the parameters J and F to make the scattering
pattern agree with the experimental data. Our best fit
is shown in Fig. 20(b). In Fig. 20(a) we also show
the residual, χ2, Eq. (D2) with respect to the CNCS
Ei = 3.32 meV scattering signal. Experimental data was
binned to wavevectors periodic in the supercell. We show
the error as a function of J/T and F/T for and 648 par-
ticles (L = 3). We see that negative J < 0 (FM NN
interactions) give the best fit to the data. This is also
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Figure 20: (a) Least square fit for the temperature
reduced signal χ2magff Eq. (D2). We vary J/T and F/T
and calculate the residual for a system of 648 (L = 3)
particles. The CNCS Ei = 3.32 meV data is used as
reference. (b) Scattering profile for the best fit in this
model. Here J/T = −3, F/T = 32 (best fit in (a)) is
shown for a system of 5184 particles (L=6).
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Figure 21: Characteristic Probability distribution of the
azimuthal angle for each spin in the coordinate frame of
a 10-spin loop viewed from above in the anisotropic
Heisenberg model. Distance from spin to the
surrounding contour is proportional to the probability
for the spin of having the associated azimuthal angle.
in agreement with the Spinvert refinement that found a
positive value for the nearest neighbour spin correlations,
presented in the main text. From the parameter sweep,
we see also that χ2 is minimized for large F . In the limit,
we get an Ising model, which further motivates the crude
Ising assumpton of the main text. We conclude by show-
ing the characteristic spin distribution for the anisotropic
Heisenberg model, Fig. 21.
s
Appendix F: Excitations
Magnetic excitations have been identified within the
CNCS data set. Three low lying dispersionless excita-
tions are observed at 0.06, 0.12 and 0.7 meV at 0.05
K, see Fig. 22that are absent at 13 K. The inset of
Fig. 22 shows a cut in CNCS data with incoming en-
ergy 3.32 meV with (L, L, 2L), L = 0.23, clearly showing
the dispersionless nature of the highest magnetic excita-
tion. A detailed analysis of these data will be published
elsewhere.
0
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Figure 22: S(E), Ei = 1.55 meV, 3 excitations, vertical
dashed lines, are observed for the nominal temperature
of 50 mK which are absent at 13 K. (b): Cut in data
with; Ei = 3.22 meV, along (L, L, 2L) with L = 0.23,
clearly showing the dispersionless nature of the highest
magnetic excitation.
