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Abstract
Covariant differential calculi and exterior algebras on quantum homogeneous spaces
endowed with the action of inhomogeneous quantum groups are classified. In the case
of quantum Minkowski spaces they have the same dimensions as in the classical case.
Formal solutions of the corresponding Klein–Gordon and Dirac equations are found.
The Fock space construction is sketched.
0 Introduction
It is well known that lattice-like theories serve as regularization schemes in quantum field
theory. But after introducing the lattice, we no longer have the full symmetry of the original
theory. On the other hand, there was a lot of interest in quantum spacetimes endowed with
the actions of quantum groups which are deformations of the objects used in the standard
field theory (cf. [19], [2], [7], [6], [23], [12], [8], [4], [28], [18]). There were two motivations
of such a development: providing naive models of changed geometry at the Planck scale
and attempts to regularize the theory while preserving the ‘size’ of the symmetry group in
such a way that the regularized theory could still be imagined as the theory of our universe.
Although the present paper doesn’t provide support for any of these claims, we find a lattice-
like behavior of certain quantum Minkowski spaces. It has two aspects:
∗On leave from Department of Mathematical Methods in Physics, Faculty of Physics, University of War-
saw, Hoz˙a 74, 00-682 Warszawa, Poland
†This research was supported in part by NSF grant DMS-9508597 and in part by Polish KBN grant No.
2 P301 020 07
1
1. It was found [11] that in the differential calculus on R corresponding to the one-
dimensional lattice one has
xdx = (dx)x+ ldx
where x is the identity function and l is the lattice constant. In Section 1 we describe
differential calculi on quantum Minkowski spaces by a very similar relation (1.7).
2. For the above differential calculus on R one has df = dx∂(f) = ∂˜(f)dx, where f is a
function on R, ∂(f) = (f(x+ l)−f(x))/l, ∂˜(f) = (f(x)−f(x− l))/l (cf. [11]). Setting
∆ = ∂∂˜ = ∂˜∂, one gets
∆e−ipx =
sin2k
k2
(−p2)e−ipx,
where k = pl/2. Thus we obtain an additional factor sin
2 k
k2
(comparing with the action
of the usual Laplacian ∂2/∂x2). In Section 4 similar factors appear in the description
of eigenvalues of the Laplacian on quantum Minkowski spaces.
In Section 1 we recall the definition of homogeneous quantum spaces M (e.g. quan-
tum Minkowski spaces) endowed with the action of inhomogeneous quantum groups G (e.g.
quantum Poincare´ groups). We classify the differential calculi on M which have the same
properties as in the classical case. They exist if and only if a certain matrix F˜ (related to
the existence of quasitriangular structure on G [16]) vanishes, in which case they are unique.
In Section 2 we prove that each such calculus has a unique natural extension to an exte-
rior algebra of differential forms. In the case of quantum Minkowski spaces the modules of
k-forms have the classical dimensions (4k). In Section 3 the properties of partial derivatives,
Laplacian and the Dirac operator are investigated. We heuristically assert hermiticity of the
momenta and Laplacian. In Section 4 we find formal solutions of Klein–Gordon and Dirac
equations for two special classes of M . They are obtained from the plane waves e−ipax
a
, but
the eigenvalues of the momenta are related to pa in a complicated way in general. The sketch
of the Fock space construction is provided in Section 5.
We sum over repeated indices (Einstein’s convention). We use covariant and contravariant
indices but each object is used only with one fixed position of indices (except for gab and
gab which are inverse one to another: g
abgbc = gcbg
ba = δac). If V,W are vector spaces then
τ : V ⊗W →W ⊗V is given by τ(x⊗y) = y⊗x, x ∈ V , y ∈ W . We denote the unit matrix
by 1 , 1⊗k = 1 ⊗ . . . ⊗ 1 (k times). If A is an algebra, v ∈ MN (A), w ∈ MK(A), then the
tensor product v ⊗ w ∈MNK(A) is defined by
(v ⊗ w)ijkl = v
i
kw
j
l, i, k = 1, . . . , N, j, l = 1, . . . , K.
We set dim v = N . If A is a ∗-algebra then the conjugate of v is defined as v¯ ∈ MN (A)
where v¯ij = (v
i
j)
∗. We also set v∗ = v¯T (vT denotes the transpose of v, i.e. (vT )i
j = vji).
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Throughout the paper quantum groups H are abstract objects described by the corre-
sponding Hopf (∗-) algebras Poly(H) = (A,∆). We denote by ∆, ε, S the comultiplication,
counit and the coinverse of Poly(H). We say that v is a representation ofH (i.e. v ∈ Rep H)
if v ∈MN (A), N ∈ N, and
∆vij = v
i
k ⊗ v
k
j , ε(v
i
j) = δ
i
j , i, j = 1, . . . , N,
in which case S(vij) = (v
−1)ij . Matrix elements of all v ∈ Rep H linearly span A. The
conjugate of a representation and tensor products of representations are also representations.
The set of nonequivalent irreducible representations of H is denoted by Irr H . If v, w ∈
Rep H , then we say that A ∈ Mdim v×dimw(C) intertwines v with w (i.e. A ∈ Mor(v, w))
if Av = wA. For ρ, ρ′ ∈ A′ (the dual vector space of A) one defines their convolution
ρ ∗ ρ′ = (ρ⊗ ρ′)∆. For ρ ∈ A′, a ∈ A, we set ρ ∗ a = (id⊗ ρ)∆a, a ∗ ρ = (ρ⊗ id)∆a.
1 The covariant differential calculi on quantum ho-
mogeneous spaces
In this section we recall the definition of the quantum homogeneous space M endowed
with the action of inhomogeneous quantum group G [17]. The corresponding unital algebra
C = Poly(M) is generated by quantum coordinates xi, i = 1, . . . , N . We prove that there
exists a covariant differential calculus on M which has dxi, i = 1, . . . , N , as the basis of the
module of 1-forms if and only if a certain matrix F˜ = 0. Moreover, such a calculus is unique.
We specify the quantum Minkowski spaces endowed with the action of quantum Poincare´
groups [18] for which F˜ = 0.
Throughout the section Poly(H) = (A,∆) is any Hopf algebra with invertible S (we need
invertibility of S in the proof of Theorem 1.1, it was not needed in [17]) such that
(a) each representation of H is completely reducible,
(b) Λ is an irreducible representation of H ,
(c) Mor(v ⊗ w, Λ⊗ v ⊗ w) = {0} for any two irreducible representations of H .
Moreover, we assume that f ij, η
i ∈ A′, T ij ∈ C, i, j = 1, . . . , N = dimΛ, are given and
satisfy
1. A ∋ a→ ρ(a) =
(
f(a) η(a)
0 ε(a)
)
∈MN+1(C) is a unital homomorphism,
2. Λst(f
t
r ∗ a) = (a ∗ f
s
t)Λ
t
r for a ∈ A,
3. R2 = 1 where Rijsm = f
i
m(Λ
j
s),
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4. (Λ⊗ Λ)klij(τ
ij ∗ a) = a ∗ τkl for a ∈ A where τ ij = (R− 1 )ijmn(η
n ∗ ηm − ηm(Λns)η
s +
Tmnε− fnb ∗ f
m
aT
ab),
5. A3F˜ = 0 where A3 = 1 ⊗ 1 ⊗ 1 − R ⊗ 1 − 1 ⊗ R + (R ⊗ 1 )(1 ⊗ R) + (1 ⊗ R)(R ⊗
1 )− (R⊗ 1 )(1 ⊗ R)(R⊗ 1 ), F˜ ijkm = τ
ij(Λkm),
6. A3(Z ⊗ 1 − 1 ⊗ Z)T = 0, RT = −T where Z
ij
k = η
i(Λjk).
In particular, 4.–5. are satisfied if τ ij = 0. The inhomogeneous quantum group G
corresponds to the Hopf algebra Poly(G) = (B,∆) defined (cf. Corollary 3.8.a of [17]) as
follows: B is the universal unital algebra generated by A and yi, i = 1, . . . , d, satisfying the
relations IB = IA,
ysa = (a ∗ f st)y
t + a ∗ ηs − Λst(η
t ∗ a), a ∈ A, (1.1)
(R− 1 )klij(y
iyj − ηi(Λjs)y
s + T ij − ΛimΛ
j
nT
mn) = 0. (1.2)
Moreover, (A,∆) is a Hopf subalgebra of (B,∆) and ∆yi = Λij ⊗ y
j + yi ⊗ I (note that
the yi were denoted by pi in [17]). We define C = Poly(M) as the universal unital algebra
generated by xi, i = 1, . . . , N , satisfying
(R − 1 )ijkl(x
kxl − Zklsx
s + T kl) = 0. (1.3)
The action of G on M is described by the unital homomorphism Ψ : C → B ⊗ C such that
Ψ(xi) = Λij ⊗ x
j + yi ⊗ I, (1.4)
(ε ⊗ id)Ψ = id, (id ⊗ Ψ)Ψ = (∆ ⊗ id)Ψ. The pair (C,Ψ) was investigated in Section 5 of
[17]. We assume
Mor(I,Λ⊗ Λ⊗ Λ) = {0}, (1.5)
Mor(I,Λ⊗ Λ) ∩ ker(R + 1 ) = {0} (1.6)
((1.5)–(1.6) are satisfied for G being quantum Poincare´ groups [18]). Then M is called
quantum homogeneous space and has the properties analogous to the Minkowski space (cf.
Section 5 of [17], Section 1 of [18]). The ‘sizes’ of B and C were described in Corollary 3.6
and Proposition 5.3 of [17].
Motivated by [26], [20], [14] we have
Definition 1.1 We say that Γ ∧1 = (Γ∧1,Ψ∧1, d) is a covariant differential calculus on M if
1. Γ∧1 is a C-bimodule, ωIC = ICω = ω for ω ∈ Γ
∧1,
2. Ψ∧1 : Γ∧1 → B ⊗ Γ∧1 satisfies
(a) (ε⊗ id)Ψ∧1 = id, (id⊗Ψ∧1)Ψ∧1 = (∆⊗ id)Ψ∧1,
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(b) Ψ∧1(ωa) = Ψ∧1(ω)Ψ(a), Ψ∧1(aω) = Ψ(a)Ψ∧1(ω) for ω ∈ Γ∧1, a ∈ C,
3. d : C → Γ∧1 is a linear map such that
(a) d(ab) = a(db) + (da)b, a, b ∈ C,
(b) (id ⊗ d)Ψ = Ψ∧1d,
(c) Γ∧1 = span{(da)b : a, b ∈ C}.
We say that Γ∧1 is N-dimensional if dxi, i = 1, . . . , N , form a basis of Γ
∧1 (as right
C-module).
Theorem 1.1 There exists N-dimensional covariant differential calculus on M iff F˜ = 0.
In that case it is uniquely determined by
xidxj = Rijkldx
kxl + Z ijkdx
k, i, j = 1, . . . , N, (1.7)
Ψ∧1dxi = Λij ⊗ dx
j , i = 1, . . . , N. (1.8)
Proof. Let Γ ∧1 be N -dimensional covariant differential calculus on M . Using (1.4) and
condition 3b) of Definition 1.1, one gets (1.8). The linear mappings ∂i : C → C, ρi
j : C → C,
i, j = 1, . . . , N , are uniquely defined by
da = dxi∂i(a), adx
i = dxjρj
i(a). (1.9)
Using condition 3a) of Definition 1.1 and (ab)dxi = a(bdxi), one gets that
L : C ∋ a→
[
(ρi
j(a))Ni,j=1 (∂i(a))
N
i=1
0 a
]
∈MN+1(C) (1.10)
is a unital homomorphism. Conditions 2b) and 3b) of Definition 1.1 imply
(id⊗ ∂j)Ψ(a) = (Λ
i
j ⊗ I)Ψ(∂i(a)), j = 1, . . . , N, (1.11)
(id⊗ ρk
j)Ψ(a)(Λij ⊗ I) = (Λ
j
k ⊗ I)Ψ(ρj
i(a)), i, k = 1, . . . , N, (1.12)
a ∈ C. Moreover,
∂j(x
i) = δij, i, j = 1, . . . , N. (1.13)
Conversely, any unital homomorphism (1.10) satisfying (1.11)–(1.13) for a ∈ C defines,
through (1.9), a covariant N -dimensional differential calculus on M . So we need to find
all such homomorphisms. Let us notice that it is sufficient to check (1.11)–(1.12) for a = xl,
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l = 1, . . . , N (they are trivial for a = I and if a, b satisfy them then—using the homomor-
phism property—a · b does also). But for a = xl (1.11) is trivial. Moreover, L is determined
by
L(xl) = hl ≡
[
(Ki
lj)Ni,j=1 (δ
l
i)
N
i=1
0 xl
]
,
l = 1, . . . , N , where Ki
lj = ρi
j(xl). The equation (1.13) and the existence of L (for given K)
are equivalent to (1.3) with xi replaced by hi. This can be translated to
d[(R− 1 )ijkl(x
kxl − Zklsx
s + T kl)] = 0, (1.14)
[(R− 1 )ijkl(x
kxl − Zklsx
s + T kl)]dxm = 0, (1.15)
where the left hand sides should be expanded using condition 3a) of Definition 1.1 and (1.9)
so that dxs appear on the very left of the equations. Then the condition means that the total
coefficient multiplying dxs from the right is zero. The condition (1.12) for a = xl means
ΛltΛ
i
j ⊗Kk
tj + ylΛik ⊗ I = (Λ
j
k ⊗ I)Ψ(Kj
li),
i.e.
Ψ(Km
li) = (G⊗ Λ⊗ Λ)m
li, ktj ⊗Kk
tj +Gm
kylΛik ⊗ I (1.16)
where (G−1)i
j = Λji (G = [S
−1(Λ)]T = (ΛT )−1). Thus we need to find K satisfying (1.14)–
(1.16).
Now (1.7) is equivalent to Kk
ij = ρk
j(xi) = Rijklx
l + Z ijk. It is easy to check that
such a K satisfies (1.14) and (1.16). Suppose there exists another K˜ satisfying (1.16).
Then M = K − K˜ satisfies Ψ(Mm
li) = (G ⊗ Λ ⊗ Λ)m
li, ktj ⊗Mk
tj . Using Condition 2. of
Section 5 of [17], one gets Mm
li ∈ C, Gm
kΛltΛ
i
jMk
tj = Mm
li. Multiplying from the left by
Λms = (G
−1)s
m and setting U tj s = Ms
tj , one gets ΛltΛ
i
jU
tj
s = U
li
mΛ
m
s, i.e.
U ∈ Mor(Λ,Λ⊗ Λ) = {0}, U = 0, M = 0, K˜ = K.
Therefore uniqueness follows. Expanding (1.15) and using (1.7), one gets that (after a long
computation) the total coefficients multiplying dxs from the right are zero if and only if
F˜ = 0 (we use the results of [17]: Proposition 5.3 and Remark 5.4 for N = 1, (3.61) and
(3.30)). Thus the existence statement and (1.7) are proved. ✷
All the assumptions (including (1.5)–(1.6)) are fulfilled if H is a quantum Lorentz group
[27], G is a quantum Poincare´ group andM is the corresponding unique quantum Minkowski
space [18]. According to Theorem 1.1, there exists 4-dimensional covariant differential cal-
culus on the quantum Minkowski space iff F˜ = 0, iff λ = 0 (see the proof of Theorem 1.6 of
[18]), which holds for all cases except of the following:
1), t = 1, s = 1, t0 ∈ R\{0}
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5), t = 1, s = ±1, t0 ∈ R\{0}
4), s = 1, b 6= 0
(in the terminology of Theorem 1.6 and Remark 1.8 of [18]1). Then N = 4. Such a calculus
is unique.
Let (A,∆) be a Hopf ∗-algebra. Then S is always invertible. We also assume
Λ¯ = Λ, f ij(S(a
∗)) = f ij(a), η
i(S(a∗)) = ηi(a), T ij = T ji, i, j = 1, . . . , N, a ∈ A.
In that case [17] (B,∆) has a unique Hopf ∗-algebra structure such that (A,∆) is its Hopf
∗-subalgebra and yi∗ = yi. Moreover, C is a ∗-algebra with ∗ defined by xi∗ = xi and Ψ is a
∗-homomorphism.
Proposition 1.1 Under assumptions as above the N-dimensional covariant differential cal-
culus on M described in Theorem 1.1 possesses a unique ∗ : Γ∧1 → Γ∧1 such that:
1. (ωa)∗ = a∗ω∗, (aω)∗ = ω∗a∗, ω ∈ Γ∧1, a ∈ C,
2. (da)∗ = d(a∗), a ∈ C,
3. Ψ∧1(ω∗) = (Ψ∧1(ω))∗⊗∗, ω ∈ Γ∧1.
Proof. We must define ∗ : Γ∧1 → Γ∧1 by
(dxiai)
∗ = ai
∗dxi, ai ∈ C. (1.17)
In virtue of (1.7) of the present paper, (4.14) and the next formula of [17]
(xidxj)∗ = (Rijkldx
kxl + Z ijkdx
k)∗
= Rjilk(x
ldxk − Z lksdx
s) = dxjxi.
But
(xidxj)∗ = (dxkρk
j(xi))∗
= ρk
j(xi)∗dxk = dxs[ρs
k(ρk
j(xi)∗)].
Therefore ρs
k(ρk
j(a)∗) = a∗δjs for a = x
i and hence (ρ is a unital homomorphism) for all
a ∈ A. This means (ajdx
j)∗ = dxja∗j , aj ∈ C. This and (1.17) prove condition 1. for any
ω = dxiai ∈ Γ
∧1. Writing a ∈ C as a polynomial in xj , using condition 1. and (dxi)∗ = dxi
(see (1.17)), one gets condition 2.. By virtue of (1.17) and (1.8) we obtain condition 3..
✷
In particular, all the above ∗-structures exist for quantum Poincare´ groups [18], quantum
Minkowski spaces [18] and 4-dimensional covariant differential calculi on them.
Remark. In the case of Z = T = 0 formulae (1.7), (2.4), (3.1), (3.8), (3.9), (3.13) and
the second formula of (3.2) or their analogues were studied in several contexts in [20], [25],
[3], [12], [23], [4], [1].
1In the old version of Remark 1.8 of [18] one should replace t by t0 (except of expressions t = 1). That
t0 is identified with t of (3)–(4) of Ref. 16 of [18].
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2 Exterior algebras
In this section we construct the exterior algebras for the N -dimensional covariant differential
calculi described in the previous section. In the case of quantum Minkowski spaces the right
C-module of k-forms has dimension (4k) as in the classical case.
Throughout this section Γ ∧1 = (Γ∧1,Ψ∧1, d) is an N -dimensional covariant differential
calculus on quantum homogeneous space M endowed with the action of inhomogeneous
quantum group G as described in Theorem 1.1. In particular, we assume all the conditions
introduced before Theorem 1.1 and that F˜ = 0.
Definition 2.1 (cf. [26], [20], [14]) We say that Γ ∧ = (Γ∧,Ψ∧, d) is an exterior algebra
on M iff
1. Γ∧ = ⊕∞n=0Γ
∧n is a graded algebra such that Γ∧0 = C and the unit of C is the unit of
Γ∧,
2. Ψ∧ : Γ∧ → B ⊗ Γ∧ is a graded homomorphism such that
(ε⊗ id)Ψ∧ = id, (id⊗Ψ∧)Ψ∧ = (∆⊗ id)Ψ∧, Ψ∧0 = Ψ,
3. d : Γ∧ → Γ∧ is a linear mapping such that
(a) d(Γ∧n) ⊂ Γ∧(n+1), n = 0, 1, 2, . . .,
(b) d(θ ∧ θ′) = dθ ∧ θ′ + (−1)kθ ∧ dθ′, θ ∈ Γ∧k, θ′ ∈ Γ∧ (∧ denotes multiplication in
Γ∧),
(c) (id ⊗ d)Ψ∧ = Ψ∧d,
(d) dd = 0,
4. Γ∧n = span{(da1 ∧ . . . ∧ dan)a0 : a0, a1, . . . , an ∈ C} (we omit ∧ if one of multipliers
belongs to C),
5. Γ∧1, Ψ∧1, d : C → Γ∧1 are as in Definition 1.1 and Theorem 1.1,
6. if (Γ˜∧, Ψ˜∧, d˜) also satisfies 1.–5. then there exists a graded homomorphism ρ : Γ∧ → Γ˜∧
which is an identity on C and satisfies Ψ˜∧ρ = (id ⊗ ρ)Ψ∧, d˜ρ = ρd (universality
condition).
We set Rnk = 1
⊗(k−1) ⊗ R ⊗ 1⊗(n−k−1), Rnpi = Rnk1 · . . . · Rnks for any permutation
pi = tk1 · . . . · tks ∈ Πn where tk is the transposition k ↔ k+1, An =
1
n!
∑
pi∈Πn(−1)
sgn piRnpi,
A2n = An, RnkAn = AnRnk = −An, k = 1, 2, . . . , n− 1.
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Let α′ = {α′i : i = 1, . . . , dimAn} be a basis of im An, β
′ = {β ′j : j = 1, . . . , dim(1 −An)}
be a basis of im(1 − An). Then α
′ ⊔ β ′ is a basis of (CN)⊗n. We denote by α ⊔ β the dual
basis. Therefore
αiAn = α
i, βjAn = 0, (2.1)
An = α
′
iα
i. (2.2)
Theorem 2.1 There exists a unique exterior algebra Γ ∧ on M . The n-forms
ωγ = αγnk1,...,kndx
k1 ∧ . . . ∧ dxkn, γ = 1, . . . , dimAn, (2.3)
form a basis of the right C-module Γ∧n. Moreover,
dxi ∧ dxj = −Rijkldx
k ∧ dxl, i, j = 1, . . . , N. (2.4)
Proof. Assume that S∧ = (S∧,Ψ∧S, dS) satisfies conditions 1.–5. of Definition 2.1. Acting dS
on (1.7), one gets (2.4). Set dxJS = dx
i1 ∧ . . . ∧ dxin where J = (i1, . . . , in) ∈ {1, . . . , N}
n ≡
N (n). They generate the right C-module Γ∧n. We obtain dxJS = −(Rnk)
J
Kdx
K
S , dx
J
S =
(−1)sgn pi(Rnpi)
J
Kdx
K
S , dx
J
S = (An)
J
Kdx
K
S , (2.3) generate the right C-module S
∧n. More-
over, S∧n = {dxJSaJ : J ∈ N
(n)}, formulae for dS(dx
J
SaJ), Ψ
∧
S(dx
J
SaJ) are determined by
conditions 2. and 3(b)(c)(d) of Definition 2.1. Thus it suffices to construct Γ ∧ = (Γ∧,Ψ∧, d)
which satisfies the conditions 1.–5. of Definition 2.1 and such that ωγ, γ = 1, . . . , dimAn,
are independent in the right C-module Γ∧n.
We set Γ = Γ∧1, Γ⊗0 = C, Γ⊗n = Γ⊗C . . .⊗C Γ, Γ
⊗ = ⊕∞n=0Γ
⊗n, dxI = dxi1 ∧ . . . ∧ dxin
for I = (i1, . . . , in) ∈ N
(n),
Ln0 = span{dx
J − (An)
J
Kdx
K : J ∈ N (n)},
Ln = Ln0C, L = ⊕
∞
n=0L
n, Γ∧n = Γ⊗n/Ln, Γ∧ = ⊕∞n=0Γ
∧n = Γ⊗/L.
Then Γ⊗n are C-bimodules, Γ⊗ is a graded algebra, ωγ, γ = 1, . . . , dimAn, form a basis of the
right C-module Γ∧n (cf. (2.1)). We see that Ln0 = span{dx
J + (Rnk)
J
Kdx
K : J ∈ N (n), k =
1, . . . , N − 1}. Thus L is the right ideal generated by dxK ⊗ ωik, K ∈ N (s), s = 0, 1, . . .,
i, k = 1, . . . , N , where ωik = dxi ⊗C dx
j + Rijkldx
k ⊗C dx
l. Using (1.7) and (3.11), (3.61) of
[17], one shows that
xmωik = RsknbR
mi
jsω
jnxb + ωablmikab,
where l = Z ⊗ 1 + (R ⊗ 1 )(1 ⊗ Z). That and (1.7) prove that L is the ideal generated by
ωik and condition 1. of Definition 2.1 follows. Moreover, (2.4) is satisfied.
We define a linear mapping Ψ⊗ : Γ⊗ → Γ⊗ by
Ψ⊗(ω1 ⊗C . . .⊗C ωn) = ω
(1)
1 ω
(1)
2 · . . . · ω
(1)
n ⊗ ω
(2)
1 ⊗C . . .⊗C ω
(2)
n , (2.5)
9
where ωs ∈ Γ
∧1, Ψ∧1(ωs) = ω
(1)
s ⊗ ω
(2)
s (Sweedler’s notation), s = 1, . . . , n. Then Ψ
⊗ is well
defined, Ψ⊗ωik = ΛijΛ
k
m ⊗ ω
jm (see (1.8)), Ψ⊗(L) ⊂ B ⊗ L, Ψ⊗ defines Ψ∧ : Γ∧ = Γ⊗/L→
B ⊗ Γ∧ which satisfies condition 2. of Definition 2.1.
We set d(ωγaγ) = (−1)
nωγ ∧ daγ , i.e. (see (2.3), (2.2))
d(dxJaJ) = (−1)
|J |dxJ ∧ daJ , aJ ∈ C, J ∈ N
(n), |J | = n. (2.6)
Conditions 5., 4. and 3(a)(c) follow. Moreover,
ddxJ = 0. (2.7)
We shall prove
d(aJdx
J) = daJ ∧ dx
J . (2.8)
Due to (1.7), (2.6) and (2.4)
d(xidxj) = d[Rijkl(dx
k)xl + Z ij ldx
l]
= −Rijkldx
k ∧ dxl = dxi ∧ dxj .
Thus xi ∈ E = {a ∈ C : d(adxi) = da ∧ dxi, i = 1, . . . , N}. Moreover, E is a unital algebra
(we use (1.9) and (2.6) in order to find LHS in the definition of E and perform a direct
computation). Hence (2.8) for |J | = 1 follows. According to (2.6), d(dxi ∧ ω) = −dxi ∧ dω
for ω ∈ Γ∧. Using this, (1.9) and the mathematical induction w.r.t. |J |, a simple calculation
proves (2.8) in the general case. Then it is easy to check condition 3(b).
We set F = {a ∈ C : dda = 0}. Then xi ∈ F (see (2.7)) and F is a unital algebra (we
use (2.6), (2.8)). Thus F = C. This and (2.7) show ddω = 0 for any ω = dxJaJ and also
condition 3(d) follows. ✷
We also have
Proposition 2.1 Under the assumptions of Proposition 1.1 there exists a unique graded
antilinear involution ∗ : Γ∧ → Γ∧ such that
(a) (θ ∧ θ′)∗ = (−1)klθ′∗ ∧ θ∗, θ ∈ Γ∧k, θ′ ∈ Γ∧l,
(b) Ψ∧(θ∗) = (Ψ∧(θ))∗⊗∗, θ ∈ Γ∧,
(c) d(θ∗) = d(θ)∗, θ ∈ Γ∧,
(d) ∗ on Γ∧0, Γ∧1 coincides with the original one.
Proof. We use the notation of the proof of Theorem 2.1. We define ∗ : Γ⊗n → Γ⊗n by
(ω1 ⊗C . . .⊗C ωn)
∗ = (−1)
n(n−1)
2 ω∗n ⊗C . . .⊗C ω
∗
1
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for ω1, . . . , ωn ∈ Γ
∧1. Using (4.14) of [17], (ωij)∗ = dxj ⊗C dx
i+Rjilkdx
l⊗C dx
k = ωji. Hence
L∗ ⊂ L and we get ∗ : Γ∧n → Γ∧n satisfying conditions (a)(d). Condition (b) follows from
(2.5). We see that conditions (a)(d) imply
(dxIaI)
∗ = a∗I(dx
I)∗ = (−1)|I|(|I|−1)/2a∗Idx
I′ , (2.9)
where I ′ = (in, . . . , i1) for I = (i1, . . . , in). Therefore ∗ is unique. Set θ = dx
IaI . According
to (2.9), (2.8), condition (a) and (2.6),
d(θ∗) = (−1)|I|(|I|−1)/2d(aI)
∗ ∧ dxI
′
= ((−1)|I|dxI ∧ daI)
∗ = (dθ)∗
and condition (c) follows. ✷
In particular, quantum Minkowski spaces with F˜ = 0 (described after the proof of The-
orem 1.1) admit a unique exterior algebra as described in Theorem 2.1 and Proposition 2.1.
Moreover, using the arguments of the proof of Theorem 1.9 of [18], we get
Proposition 2.2 LetM be a quantum Minkowski space. Then dimAk = (4k), k = 0, 1, 2, 3, 4,
dimAk = 0 for k > 4.
3 Differential operators
Here we introduce and investigate the properties of the momenta Pj = i∂j , P
j = i∂j , the
Laplacian ✷ and the Dirac operator P/. In particular, the momenta commute with ✷. We
heuristically show that P j,✷ are hermitian.
Throughout the Section we deal with the exterior algebra on M as described in Theo-
rems 1.1 and 2.1. Further assumptions will be made later on. Let us recall that the partial
derivatives ∂i were defined by (1.9) and satisfy (1.13), (1.11). Their values can be computed
using the unital homomorphism (1.10). They satisfy the following
Proposition 3.1 1. One has
∂l∂k = R
ij
kl∂j∂i, i, j = 1, . . . , N. (3.1)
2. There exist Xi
k, Yi ∈ B
′ such that
ρi
k = (Xi
k ⊗ id)Ψ, ∂i = (Yi ⊗ id)Ψ. (3.2)
3. One has
∂cρa
t = ρd
t∂bR
bd
ac, R
st
bdρc
dρa
b = ρd
tρb
sRbdac. (3.3)
11
Proof. Ad 1. Let a ∈ C. Using (1.9) and (2.4), we get
0 = dda = d(dxi∂i(a))
= −dxi ∧ d(∂i(a))
= −dxi ∧ dxj∂j∂i(a)
= −1
2
(dxi ∧ dxj − Rijkldx
k ∧ dxl)∂j∂i(a).
But
1
2
(dxi ∧ dxj −Rijkldx
k ∧ dxl) = (A2)
ij
kldx
k ∧ dxl = (α′s)
ijωs
(we have used (2.2), (2.3)). In virtue of the independence of ωs, (α′s)
ij∂j∂i = 0. Multiplying
by (αs)kl and using (2.2), we get (3.1).
Ad 2. We set
X(a) =
(
(f lj(S(a)))
N
j,l=1 0
0 ε(a)
)
, a ∈ A, (3.4)
X(yi) =
(
(Z ilj)
N
j,l=1 (δ
i
j)
N
j=1
0 0
)
, i = 1, . . . , N. (3.5)
There exists a unital homomorphism X : B →MN+1(C) which satisfies (3.4)–(3.5) (X(IA) =
1 ; using F˜ = 0 and (2.18) of [17] for b = vkl, v ∈ Rep H , we show that X(a), X(y
i) satisfy
(1.1)–(1.2) for a = vij, v ∈ Rep H). We have
X =
(
(Xj
l)Nj,l=1 (Yj)
N
j=1
0 ε
)
,
where Xj
l, Yj ∈ B
′. By a direct computation (cf. the proof of Theorem 1.1)
L(x) = (X ⊗ id)Ψ(x) (3.6)
for x = xi ∈ C. But L, X are both unital homomorphisms. Hence (3.6) follows for all x ∈ C.
This proves (3.2).
Ad 3. We set Xi
+ = Yi, X+
i = 0, X+
+ = ε. We claim that
(Xa
b ∗Xc
d)Kbd
st = Kac
bd(Xb
s ∗Xd
t), a, c, s, t = 1, . . . , N,+, (3.7)
where
K =


RT 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 .
Indeed, since X is a homomorphism, it is enough to check (3.7) on a ∈ A (which follows
from (3.4) and the last formula before Proposition 3.14 of [17]), and on yi, i = 1, . . . , N ,
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(which can be obtained by a direct computation – see (3.61) of [17]). Using (3.7) and (3.2),
one easily gets (3.3) and also (3.1). ✷
Let us notice that
dxi∂i(x
ka) = d(xka) = (dxk)a+ xkdxl∂l(a)
= dxi[δkia+R
kl
inx
n∂l(a) + Z
kl
i∂l(a)], i.e.
∂ix
k = δki + (R
kl
inx
n + Zkli)∂l. (3.8)
In the following we assume that g = (gab)Na,b=1 ∈ Mor(I,Λ ⊗ Λ) is a fixed invertible
matrix. It is called the metric tensor. Then (see (1.12) of [17] and (1.6)) Rg = g. Moreover
g−1 = (gab)
N
a,b=1 ∈ Mor(Λ⊗Λ, I) (ΛgΛ
T = g implies Λ−1 = gΛTg−1, ΛTg−1Λ = g−1). In the
case with ∗ (as in Propositions 1.1 and 2.1) one has g˜ ∈ Mor(I,Λ ⊗ Λ), where g˜ij = gji.
Then we also assume g˜ = g. Such g exists e.g. for quantum Poincare´ groups and in this
case is given (up to a nonzero real multiplicative factor) by q1/2m, where m is given after
Theorem 1.12 of [18] (we use (2.2) of [18], m−1 = (E ′ ⊗ E ′τ)(1 ⊗X−1 ⊗ 1 )(V ⊗ V )).
We set ∂a = gab∂b, Pa = i∂a, P
a = i∂a, ✷ = g
ij∂j∂i = gij∂
i∂j . Moreover, ∂i∂j =
Rijkl∂
k∂l (we use (3.1) and twice gjbRdcba = R
jd
akg
kc, which follows fromRjdak = (R
−1)jdak =
f da((Λ
−1)jk) and Λ
−1 = gΛTg−1). Using (3.64) of [17] for m = g and (3.1), one easily gets
✷∂k = ∂k✷. (3.9)
Therefore ✷ commutes with all ∂k, ∂
k, Pk, P
k. Moreover, (1.11) implies
(id⊗✷)Ψ(a) = Ψ(✷(a)), (3.10)
(id⊗ ∂j)Ψ(a) = ((Λ−1)j i ⊗ I)Ψ(∂
i(a)). (3.11)
The momenta Pj , P
j transform under the action of the inhomogeneous quantum group G
in the same way as the partial derivatives ∂j , ∂
j in (1.11), (3.11).
The Dirac gamma matrices are defined as matrices γa ∈ Md(C), a = 1, . . . , N , satisfying
γaγb +Rbadcγ
cγd = 2gba1 , a, b = 1, . . . , N, (3.12)
(cf. [21], [22]). It seems that one can analyze irreducible representations of the relations
(3.12) only case by case for particular matrices R. In the following we assume that such an
irreducible representation has been chosen. Then the Dirac operator ∂/ = ∂aγ
a satisfies
∂/2 = ∂c∂dγ
cγd = 1
2
(∂c∂d +R
ba
dc∂a∂b)γ
cγd
= 1
2
∂a∂b(γ
aγb +Rbadcγ
cγd)
= gba∂a∂b · 1 =✷ · 1
(cf. [22]). Let P/ = i∂/. Then P/ 2 = −✷ · 1 .
Later on we shall need the following
13
Proposition 3.2 One has
∂jxk = gjk +Rjkabx
a∂b − (RZ)jkb∂
b (3.13)
Proof. According to (3.8), ∂jxk = gjk +Gjkabx
a∂b + V jkb∂
b, where
Gjkab = g
jiRkliaglb
= fka(g
jiΛliglb)
= fka((Λ
−1)jb)
= (R−1)jkab
= Rjkab,
V jkb = g
jiZkliglb
= ηk(gjiΛliglb)
= ηk((Λ−1)jb)
= −(RZ)jkb
(cf. the proof of Proposition 4.5.2 of [17]). ✷
In the remaining part of the section we shall heuristically prove that the operators P a,✷
are hermitian. A strict proof of that fact would need the existence of topological structures
on the quantum spaces G,M . Therefore the considerations below serve as a motivation
for such a topological approach. We shall assume the existence of a G-invariant measure
µ defined on some “functions” x on M (elements of C are also “functions” on M but we
don’t expect µ to act on them; nevertheless we shall disregard such subtleties here). Thus
(id⊗ µ)Ψx = µ(x)IB. One has the scalar product (x | y) = µ(x
∗y). Using (3.2), we obtain
(I | ∂ix) = µ(∂ix)
= µ(Yi ⊗ id)Ψ(x)
= Yi[(id⊗ µ)Ψ(x)]
= Yi(IB)µ(x)
= 0
(0 = ∂iI = Yi(I)I), (I | P
ax) = 0, (P a)∗I = 0. Also P aI = 0. Moreover, hermitian
conjugate of (3.13) yields
xk(∂j)∗ = gkj +Rkjba(∂
b)∗xa + Zkjb(∂
b)∗,
i.e.
(∂b)∗xa = −gba +Rbakjx
k(∂j)∗ − (RZ)bas(∂
s)∗.
This means that P b and (P b)∗ commute with xa in the same way. Thus they act in the
same way on all elements of C and P b is hermitian. This and gab = gba show that ✷ is also
hermitian.
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4 Solutions of Klein–Gordon and Dirac equations
We shall consider formal solutions ϕ of Klein–Gordon equation (✷ +m2)ϕ = 0 and Dirac
equation P/ϕ = mϕ obtained using the plane waves e−ipax
a
. But now pa are not (in a general
case) eigenvalues of Pa.
Setting Fi
l(xk) = Rklinx
n + Zkli and using ∂ix
k = δki + Fi
l(xk)∂l (see (3.8)), one gets
∂j(x
k1 . . . xkn) =
n−1∑
m=0
Fj
i1(xk1)Fi1
i2(xk2) . . . Fim−1
km+1(xkm)xkm+2 . . . xkn , (4.1)
where m = 0 term reads δk1jx
k2 . . . xkn. We shall consider two cases: Z = 0 and R = τ .
1. Z = 0. Let F be a new ∗-algebra generated by pk, k = 1, . . . , N , satisfying (pk)∗ = pk
and pkpl = Rlkjip
ipj (same relations as for P k but w.r.t. the opposite multiplication). Set
pa = gabp
b, p/ = pj ⊗ γ
j. Then
papb = pkplR
kl
ab. (4.2)
We put x ⊗ p = xa ⊗ pa ∈ C ⊗ F . So in a sense we assume that pa commute with all x
b
and ∂m. This doesn’t seem to be the case in [9], [5], [10], [1] (cf. also [3], [13], [4]) although
calculations in the present case 1. (up to the moment when we use pi) are quite similar as
in these papers. Using (4.1) and (4.2), one obtains
(∂j ⊗ id)(x⊗ p)
n =
n−1∑
m=0
(I ⊗ pj)(x⊗ p)
n−1 = n(I ⊗ pj)(x⊗ p)
n−1. (4.3)
Thus in the sense of formal power series w.r.t. t
(∂j ⊗ id)e
−it(x⊗p) = −it(I ⊗ pj)e
−it(x⊗p), (4.4)
(✷⊗ id)e
−it(x⊗p) = −t2(I ⊗ s)e−it(x⊗p), (4.5)
where s = gijpipj = gimp
mpi = pip
i is a central, hermitian element of F . Let pi be an
irreducible ∗-representation of F in a Hilbert space H with an orthonormal basis ek, k ∈ K.
We denote pikl(x) = (ek | pi(x)el), x ∈ F . In the remaining part of Z = 0 case we assume
that all performed operations are well defined and have “good” properties. Acting id⊗pikl on
(4.5) and setting pi(s) = m2 ∈ R, (id⊗pikl)(e
−it(x⊗p)) = ϕ
(t)
kl , one obtains✷ϕ
(t)
kl = −t
2m2ϕ
(t)
kl .
In a topological approach one should be able to put t = 1. Then ϕ = ϕ
(t=1)
kl is a solution of
Klein–Gordon equation ✷ϕ = −m2ϕ in a usual sense (if m ≥ 0). Also (see (4.4))
P jϕ
(t=1)
kl = piks(p
j)ϕ
(t=1)
sl
so one should get a real spectrum of P j (pj are selfadjoint).
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Let us pass to the Dirac equation. We denote the canonical basis in Cd by εm, m =
1, . . . , d, ϕ
(t)
klm = ϕ
(t)
kl ⊗ εm. Tensoring (4.3) by γ
jεm, one obtains
∂/(13)[(x⊗ p)
n ⊗ εm] = np/(23)[(x⊗ p)
n−1 ⊗ εm],
where e.g. (13) means that ∂/ acts in the first and the third factors of the tensor product.
Thus
P/(13)[e
−it(x⊗p) ⊗ εm] = tp/(23)[e
−it(x⊗p) ⊗ εm].
Acting by id ⊗ pikl ⊗ id, we get
P/ϕ
(t)
klm = tpiks(pa)(γ
a)imϕ
(t)
sli. (4.6)
Set Usikn = piks(pa)(γ
a)in. One has U
2 = m21 . The possible eigenvalues of U are ±m.
Suppose Uv = mv for v ∈ H ⊗Cd. Put ϕ
(t)
vl = v
siϕ
(t)
sli. Then P/ϕ
(t)
vl = tmϕ
(t)
vl . In a topological
approach one should be able to put t = 1 and find a solution ϕ = ϕ
(t=1)
vl of Dirac equation
P/ϕ = mϕ (if m ≥ 0).
2. R = τ , i.e. Rijkl = δ
i
lδ
j
k. Then Rg = g implies g
ab = gba = gab. According
to the proof of Proposition 4.5.2 of [17], RZ = −τZ¯ , Z = −Z¯ , Zabc ∈ iR. Let p
k ∈ R,
k = 1, . . . , N , pj = gjkp
k ∈ R. Setting Ui
l = Zklipk ∈ iR, x · p = x
jpj ∈ C, we get
Fi
l(x · p) = δli(x · p) + Ui
l. This and (4.1) yield ((Uk)i
j = Ui
i1 · Ui1
i2 · . . . · Uik−1
j)
∂j(x · p)
n =
∑
a0 + . . .+ ar = m− r
r ≥ 0, 0 ≤ m ≤ n− 1
[Ua0(x · p)Ua1(x · p) · . . . · (x · p)Uar ]j
bpb(x · p)
n−m−1.
Let G =
∑∞
s=0(tU)
s (in the sense of formal power series w.r.t. t). Since x · p commutes with
U
∂j
∞∑
n=0
(tx · p)n =
∞∑
l=0
l∑
r=0
(Gr+1)j
btpb(tx · p)
l.
But using the mathematical induction
l∑
r=0
Gr+1 =
∞∑
k=1
(l+kk )(tU)
k−1.
Therefore
∂j(x · p)
n =
n∑
k=1
(nk)(U
k−1)j
bpb(x · p)
n−k,
∂je
−itx·p = [ρ(−itU)]j
b(−itpb)e
−itx·p, (4.7)
where ρ(x) =
∑∞
k=1
xk−1
k!
= e
x−1
x
. Using (3.62) of [17] for m = g, one obtains
Zklrg
rj = −Zkjsg
ls, (4.8)
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Ur
lgrj = −glsUs
j . In virtue of the mathematical induction (Um)r
lgrj = gls[(−U)m]s
j ,
ρ(−itU)r
lgrj = glsρ(itU)s
j. Thus
✷e
−itx·p = gmjρ(−itU)m
aρ(−itU)j
b(−t2papb)e
−itx·p = gash(−itU)s
b(−t2papb)e
−itx·p,
where h(x) = ρ(−x)ρ(x) =
(
sinh(x/2)
x/2
)2
. Set
m2 = gash(−iU)s
bpapb ∈ R. (4.9)
In a topological approach one should be able to put t = 1 and find a solution ϕ = e−ix·p of
Klein–Gordon equation (✷+m2)ϕ = 0 (if m ≥ 0).
Using (4.7), one would also have
P jϕ = Pj(t=1)ϕ,
where Pj(t=1) = gjsρ(−iU)s
bpb ∈ R.
Let us pass to the Dirac equation. Setting ϕr = e
−itx·p ⊗ εr, one gets P/ϕr = (P/)
k
rϕk,
where P/ = Pjγ
j, Pj = ρ(−itU)j
btpb ∈ R[[t]]. In a topological approach one should be able
to put t = 1. Then P/2 = gjsPjPs1 , the possible eigenvalues of P/ are ±m, m =
√
gjsPjPs.
Suppose P/v = mv for v ∈ Cd. Put ϕ = vrϕr = e
−ix·p ⊗ v. Then ϕ is a solution of Dirac
equation P/ϕ = mϕ (if m ≥ 0).
Let us notice that spectra of P j,✷ obtained (formally) above are real in agreement with
hermiticity of those operators, heuristically asserted at the end of Section 3.
The case R = τ covers e.g. the quantum Poincare´ groups of case 1), s = 1, t = 1,
t0 = 0. Many of them are described by Remark 1.8 of [18] and [29]. Then eigenvalues λ of
−iU are real or imaginary which yields factors
(
sinh(|λ|/2)
|λ|/2
)2
,
(
sin(|λ|/2)
|λ|/2
)2
in (4.9) (when U is
diagonalizable). Despite the sine factors, m2 of (4.9) is never bounded in the cases given by
[29]. Hyperbolic sine factors can improve the properties of the propagator i
gash(−iU)sbpapb−M2
(M ≥ 0) (although it is never integrable in the cases given by [29]) e.g. b = εe1 ∧H , a = 0,
c = 0 in [29] (ε ∈ R) corresponds to U03 = U30 = iεp1/2, other Uab are 0 and we get the
propagator
i
(p20 − p
2
3)
[
sinh(εp1/4)
εp1/4
]2
− p21 − p
2
2 −M
2
.
A detailed analysis of Feynman diagrams is not yet possible since the measure in the p–
space and interaction factors are not known. Let us also notice that for H = SO(4), U is
antisymmetric and we can have only factors of the second type.
Remark. In [24] differential calculi corresponding to a quantum Minkowski space of [7]
are considered. Despite other choices of axioms the result is the same as here: there are
no 4–dimensional covariant differential calculi in that case (due to [29] t0 6= 0 for [7]). But
nevertheless a different approach suggests a similar form for the propagator as above [7].
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5 The Fock space
Here we define the Fock space for noninteracting particles on M . We assume that G has CT
Hopf ∗-algebra structure R as in Theorem 3.1.3–4 of [16] which is the case e.g. for quantum
Poincare´ groups of cases 1) 2) 3) 4) (except 1), s = 1, t = 1, t0 6= 0 and 4), s = 1, b 6= 0) as
proved in Theorem 3.2.3 of [16].
We follow the scheme of [15] but now we have the left (instead of right) action. The
particles interchange operator K : C ⊗ C → C ⊗ C is defined by
K(x⊗ y) = R(y(1) ⊗ x(1))(y(2) ⊗ x(2))
where Ψ(x) = x(1) ⊗ x(2), Ψ(y) = y(1) ⊗ y(2). We set K(m) = 1⊗(m−1) ⊗ K ⊗ 1⊗(n−m−1) :
C⊗n → C⊗n, m = 1, 2, . . . , n − 1. Then one obtains the representation of the permutation
group
pi : Πn ∋ tm = (m,m+ 1)→ pi(m,m+1) = K
(m)
acting in C⊗n which defines the boson subspace C⊗sn. The group G acts on C⊗n by the linear
mapping Ψ⊗n : C⊗n → B ⊗ C⊗n defined by
Ψ⊗n(x1 ⊗ . . .⊗ xn) = x
(1)
1 · . . . · x
(1)
n ⊗ x
(2)
1 ⊗ . . .⊗ x
(2)
n ,
x1, . . . , xn ∈ C. One has Ψ
⊗nK(m) = (id⊗K(m))Ψ⊗n, i.e. the actions of G and Πn agree. In
particular, one can restrict Ψ⊗n to C⊗sn getting Ψ⊗sn : C⊗sn → B⊗C⊗sn. If W : C → C is an
operator related to a single particle then the corresponding n-particle operator is given by
W (n) =
n∑
m=1
pi(1,m)(W ⊗ 1
⊗(n−1))pi(1,m) =
1
(n− 1)!
∑
σ∈Πn
piσ(W ⊗ 1
⊗(n−1))pi−1σ : C
⊗sn → C⊗sn
(the m-th term in the first sum is the operator in C⊗n corresponding to the m-th particle).
We can also define the Fock space F = ⊕∞n=0C
⊗sn and the operator ⊕∞n=0W
(n) acting in F .
For particles of mass m we should consider ker(✷+m2) instead of C and a scalar product
there but it would lead us beyond the scope of the present article (heuristically e.g. W = P k,
k = 1, . . . , N , would be hermitian operators in such a space – see (3.9)).
Acknowledgments
I am grateful to Professor W. Arveson and other faculty members for their kind hospitality
at UC Berkeley. The author is thankful to Professors J. Lukierski, N. Reshetikhin, B.
Zumino, Dr W. Biedrzycki and Dr A. Schirrmacher for fruitful discussions.
18
References
[1] de Azcarraga, J.A. and Rodenas, F., Differential calculus on q–Minkowski space, hep–th
9406186; de Azcarraga, J. A., Kulish, P.P. and Rodenas, F., On the physical contents
of q-deformed Minkowski spaces, hep–th 9411121.
[2] Carow–Watamura, U., Schlieker, M., Scholl, M. and Watamura, S., Tensor represen-
tation of the quantum group SLq(2,C) and quantum Minkowski space, Z. Phys. C –
Particles and Fields, 48 (1990), 159–165.
[3] Carow–Watamura, U., Schlieker, M. and Watamura, S., SOq(N) covariant differential
calculus on quantum space and quantum deformation of Schro¨dinger equation, Z. Phys.
C – Particles and Fields, 49 (1991), 439–446.
[4] Chaichian, M. and Demichev, A.P., Quantum Poincare´ group, Phys. Lett., B304 (1993),
220–224; Quantum Poincare´ group without dilatation and twisted classical algebra, J.
Math. Phys., 36:1 (1995), 398–413.
[5] Chryssomalakos, C. and Zumino, B., Translations, integrals and Fourier transforms in
the quantum plane, preprint LBL-34803 (1993), to appear in a volume in honour of A.
Salam.
[6] Dobrev, V.K., Canonical q-deformations of noncompact Lie (super-) algebras, J.Phys.A:
Math. Gen., 26 (1993), 1317–1334.
[7] Lukierski, J., Nowicki, A. and Ruegg, H., New quantum Poincare´ algebra and κ–
deformed field theory, Phys. Lett. B, 293 (1992), 344–352; Zakrzewski, S., Quan-
tum Poincare´ group related to the κ-Poincare´ algebra, J. Phys. A: Math. Gen., 27
(1994), 2075–2082; Cf also Lukierski,J., Nowicki, A., Ruegg, H. and Tolstoy, V.N.,
q-deformation of Poincare´ algebra, Phys. Lett. B, 264 (1991), 331–338.
[8] Majid, S., Braided momentum in the q-Poincare´ group, J. Math. Phys., 34 (1993),
2045–2058.
[9] Majid, S., Free braided differential calculus, braided binomial theorem, and the braided
exponential map, J. Math. Phys., 34:10 (1993), 4843–4856.
[10] Meyer, U., Wave equations on q–Minkowski space, hep–th 9404054.
[11] Mu¨ller–Hoissen, F., Physical aspects of differential calculi on commutative algebras,
Lectures presented at Winter School of Theoretical Physics, Karpacz 1994.
[12] Ogievetsky, O., Schmidke, W. B., Wess, J. and Zumino, B., q-Deformed Poincare´ alge-
bra, Commun. Math. Phys., 150 (1992), 495–518.
19
[13] Pillin, M., q–deformed relativistic wave equations, J. Math. Phys., 35 (1994), 2804–
2817.
[14] Podles´, P., The classification of differential structures on quantum 2-spheres, Commun.
Math. Phys., 150 (1992), 167–179.
[15] Podles´, P., Quantization enforces interaction. Quantum mechanics of two particles on a
quantum sphere, Int. J. Mod. Phys. A, 7, Suppl. 1B (1992), 805–812.
[16] Podles´, P., Quasitriangularity and enveloping algebras for inhomogeneous quantum
groups, q-alg 9510018, UC Berkeley preprint, PAM-653.
[17] Podles´, P. and Woronowicz, S. L., On the structure of inhomogeneous quantum groups,
hep-th 9412058, UC Berkeley preprint, PAM-631.
[18] Podles´, P. and Woronowicz, S. L., On the classification of quantum Poincare´ groups,
hep-th 9412059, UC Berkeley preprint, PAM-632.
[19] Podles´, P. and Woronowicz, S. L., Quantum deformation of Lorentz group, Commun.
Math. Phys., 130 (1990), 381–431.
[20] Pusz, W. and Woronowicz, S. L., Twisted second quantization, Rep. Math. Phys., 27
(1989), 231–257.
[21] Reshetikhin, N. Yu., Takhtadzyan, L. A. and Faddeev, L. D., Quantization of Lie groups
and Lie algebras, Leningrad Math. J., 1:1 (1990), 193–225. Russian original: Algebra i
analiz, 1:1 (1989), 178–206.
[22] Schirrmacher, A., Quantum groups, quantum spacetime, and Dirac equation, in Low-
Dimensional Topology and Quantum Field Theory, H. Osborn, Ed., Plenum Press, New
York, (1993), 221–230.
[23] Schlieker, M., Weich, W. and Weixler, R., Inhomogeneous quantum groups, Z. Phys.
C. – Particles and Fields, 53 (1992), 79–82; Inhomogeneous quantum groups and their
quantized universal enveloping algebras, Lett. Math. Phys., 27 (1993), 217–222.
[24] Sitarz, A., Noncommutative differential calculus on the κ-Minkowski space, Phys. Lett.
B, 349 (1995), 42–48.
[25] Wess, J. and Zumino, B., Covariant differential calculus on the quantum hyperplane,
Nucl. Phys. B (Proc. Suppl.), 18B (1990), 302–312.
[26] Woronowicz, S.L., Differential calculus on compact matrix pseudogroups (quantum
groups), Commun. Math. Phys., 122 (1989), 125–170.
20
[27] Woronowicz, S. L. and Zakrzewski, S., Quantum deformations of the Lorentz group.
The Hopf ∗-algebra level, Comp. Math., 90 (1994), 211–243.
[28] Zakrzewski, S., Geometric quantization of Poisson groups – diagonal and soft deforma-
tions, Contemp. Math., vol. 179 (1994), 271–285.
[29] Zakrzewski, S., Poisson Poincare´ groups, submitted to Proceedings of Winter School of
Theoretical Physics, Karpacz 1994, hep-th 9412099.
21
