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1. INTRODUCTION
 .  .Let X, d be a complete metric space, and let K X be the family of all
nonempty compact subsets of X, endowed with the Hausdorff metric
H A , B [ max max min d a, b , max min d a, b . .  .  . 5
agA bgB bgB agA
  . .  wIt is well known that the space K X , H is then complete see, e.g., 1,
x.p. 37; 5, p. 67 . Let k be a positive integer, and let, for i s 1, . . . , k, wi
be contraction selfmaps of X ; i.e., there exist real numbers a , 0 F a - 1,i i
such that
d w x , w y F a d x , y , for all x , y in X . .  .  . .i i i
w x  . .Following Barnsley 1, p. 82 , the system X, d , w , . . . , w is said to be a1 k
hyperbolic iterated function system. The abbreviation IFS is used for
``iterated function system.'' The IFS generates the mapping W from sets to
sets defined by
k
W A [ w A , for A g K X . .  .  .D i
is1
 .  .Then W maps K X into K X since all the maps w are continuous.i
w xMoreover, Hutchinson 9 has proved that W is then the contraction
 .mapping, with respect to the Hausdorff metric H in K X ; the Lipschitz
 4constant a of W is equal to max a , . . . , a . Thus, by the Banach1 k
Contraction Principle, there exists a unique nonempty compact subset A
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k  . w xof X such that A s D w A . Following Barnsley 1 , such a set isis1 i
called the attractor of the IFS.
The concept of an IFS is important in the theory of self-similar sets.
Self-similarity is one of the easiest ways to produce examples of fractals. In
particular, IFS are useful for rendering pictures of fractals on the graphics
 w x.display device of a microcomputer see 1, pp. 86]92 . The so-called
Deterministic Algorithm used in the computer graphics is based on the
 n .4  nidea of computing directly a sequence of sets W A W denotes the0
.nth iterate of the map W defined above starting from an arbitrary initial
 .set A g K X . The Banach Contraction Principle guarantees then the0
convergence of such a procedure with respect to the Hausdorff metric;
moreover, the limit set is the attractor of an IFS. Using the above
algorithm with IFS involving such simple maps as affine transformations of
the plane, it is possible to obtain very interesting pictures: several fractal
 w x.trees, leaves, spirals, etc. see 1, 5 . For making some special effects in the
computer graphics like, for example, blowing of trees in the wind, the IFS
 . with parameters are employed. That is, we have a metric space P, d aP
.  .  .  .4space of parameters , and for p g P, X, d , w p, ? , . . . , w p, ? is an1 k
IFS. Then the question of when small changes in parameters lead to small
 w x.changes in the attractors arises. Barnsley see 1, p. 113; 2, p. 137 has
 .proved that if all the maps w depend continuously on p g P, P, d isi P
  . 4  .compact, and sup a p : p g P is less than 1, then the attractor A p
depends continuously on p g P, with respect to the Hausdorff metric. This
fact is very important for applications because it tells us that we can
continuously control the attractor of an IFS by adjusting parameters in the
transformations. It also means we can smoothly interpolate between
 w x.attractors which is useful for image animation see 1 .
w xUnfortunately, the proof of 1, Theorem 3.11.1 is based on a false
w x  .lemma 1, Lemma 3.11.3 see Example 2.2 . Yet, as is shown in this paper,
w x1, Theorem 3.11.1 remains true. Moreover, we extend this result by
omitting the assumption of compactness of a parameter space see Theo-
.  .rem 2.6 . Further, we show that if the space X, d is locally compact, then
  . 4 also the condition ``sup a p : p g P - 1'' is unnecessary see Theorem
. 3.4 . In particular, if X is the Euclidean space the case important for
.applications we obtain a pellucid result stating that the attractor of IFS
depends continuously on parameters under the only assumption that the
maps constituting IFS are continuous with respect to parameters.
Moreover, in some sense, the last result can be obtained only for finite-
 .dimensional Banach spaces X see Theorem 4.1 .
The above results have been obtained by using some criteria on continu-
ous dependence of fixed points of contraction maps, established by Nadler
w x11 . For a more general setting, we invite the reader to study the paper of
w x w xHale 8 and the monograph 10, pp. 233]244 .
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2. CONTINUITY OF ATTRACTORS}A GENERAL CASE
wWe start by giving a counterexample to the following lemma 1, Lemma
x3.11.3, p. 112 .
 .  .LEMMA 2.1. Let X, d be a metric space and P, d be a compactp
metric space. Let k g N and for i s 1, . . . , k, w : P = X ª X be continuousi
mappings in each ¨ariable separately. Define the transformation W by
k
W p , B [ w p , B for p g P and B g K X , .  .  .D i
is1
 .   . 4  .where w p, B [ w p, x : x g B . Then W maps the set P = K X intoi i
 .K X , and W is continuous in the first ¨ariable.
w xEXAMPLE 2.2. Let X s P s 0, 1 be endowed with the Euclidean met-
 .  2 2 .  .  .  .ric d. Let w p, x [ 2 pxr p q x if p, x g P = X and p, x / 0, 0 ,
 .and w 0, 0 [ 0. It is an easy exercise to verify that the assumptions
w xof Lemma 2.1 are satisfied with k s 1. Further, let B [ 0, 1 . Then
 .  4  . w x   .  ..W 0, B s 0 and W 1rn, B s 0, 1 . Hence H W 0, B , W 1rn, B s 1
which means that W is not continuous in the first variable at the point 0.
Now we give a proper reformulation of Lemma 2.1. We shall employ it
in the proof of Theorem 2.6.
 .  . LEMMA 2.3. Let X, d and P, d be metric spaces none of them needP
.to be compact . Let k g N and for i s 1, . . . , k, w : P = X ª X be continu-i
ous mappings in the first ¨ariable and such that the family of mappings
  . 4w p, ? : p g P and i s 1, . . . , k is equicontinuous on X. Define thei
transformation W as in Lemma 2.1. Then W is continuous in the first ¨ariable.
Proof. It suffices to consider the case k s 1 and then extend the result
using the well-known inequality for the Hausdorff metric
H A j B , C j D F max H A , C , H B , D , 4 .  .  .
 .  w x.for any A, B, C, D in K X see, e.g., 1, Lemma 3.7.4 . Assume that
 .  .p ª p in P. Define f x [ w p , x for x g X and n s 0, 1, . . . .n 0 n 1 n
 4`Since w is continuous in the first variable, the sequence f converges1 n ns1
 4to f pointwise. Moreover, the family f : n g N is equicontinuous on0 n
 .  .X. Therefore, for any compact subset B of X, f x ª f x uniformlyn 0
  .  .. for all x in B. Hence, we may infer that H f B , f B ª 0 see, e.g.,n 0
w x.   .  ..5, Proposition 2.4.8 , i.e., H W p , B , W p , B ª 0, which completesn 0
the proof.
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Remark 2.4. In particular, the assumptions of Lemma 2.3 are satisfied
if the mappings w are continuous in the first variable and nonexpansive ini
the second variable; that is, for p g P and x, y g X,
d w p , x , w p , y F d x , y , i s 1, . . . , k . .  .  . .i i
 wIn a sequel we need the following well-known lemma see, e.g., 1,
x.p. 111 .
 .  .LEMMA 2.5. Let X, d be a complete metric space, and let P, d be aP
metric space. Let F: P = X ª X be continuous in the first ¨ariable and
contracti¨ e in the second ¨ariable with the same Lipschitz constant a - 1. For
 .  .p g P, let x# p be the unique fixed point of the map x ª F p, x . Then the
mapping x# is continuous.
 .  .THEOREM 2.6. Let P, d be a metric space not necessarily compactP
 .  .and X, d be a complete metric space. Let k g N and let for p g P, X, d ,
 .  ..  .w p, ? , . . . , w p, ? be a hyperbolic IFS with a contracti¨ ity factor a p . If1 k
  . 4a [ sup a p : p g P - 1 and for i s 1, . . . , k, w are continuous in thei
 .first ¨ariable, then the attractor A p depends continuously on p g P; that is,
  .  ..if p ª p in P then H A p , A p ª 0.n 0 n 0
Proof. Define W as in Lemma 2.1. By Lemma 2.3 and Remark 2.4, W
is continuous in the first variable. Moreover, W is contractive in the
second variable with the Lipschitz constant a - 1. Further, the space
  . .K X , H is complete. Thus it suffices to apply Lemma 2.5.
3. CONTINUITY OF ATTRACTORS}THE CASE OF A
LOCALLY COMPACT SPACE
Before stating the main theorem we need several preliminary results.
w xThe following theorem has been proved by Nadler 11, Theorem 2 .
 .PROPOSITION 3.1. Let X, d be a locally compact metric space, let
A : X ª X be a contraction mapping with a fixed point a for n g N, and letn n
A : X ª X be a contraction mapping with a fixed point a . If the sequence0 0
 4  4A con¨erges pointwise to A , then the sequence a con¨erges to a .n 0 n 0
Hence, as an immediate consequence we obtain the following counter-
part of Lemma 2.5 for a locally compact metric space.
 .PROPOSITION 3.2. Let X, d be a locally compact complete metric space,
 .and let P, d be a metric space. Let F: P = X ª X be continuous in theP
first ¨ariable and contracti¨ e in the second ¨ariable with not necessarily the
.  .same Lipschitz constant . For p g P, let x# p be the unique fixed point of
 .the map x ª F p, x . Then the mapping x# is continuous.
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 .The next result deals with the local compactness of the space K X . In
the case when X s R n, the Euclidean space, the local compactness of
 . K X follows easily from the Blaschke Selection Theorem see, e.g.,
w x.7, Theorem 3.16, p. 37 .
 .PROPOSITION 3.3. Let X, d be a locally compact metric space. Then the
  . .space K X , H is locally compact.
 .  .Proof. Let A g K X . Since X, d is locally compact, there exists an
 .open set U : X such that A : U and cl U , the closure of U, is compact
 w x.see, e.g., 6, Theorem 3.3.2, p. 196 . Since A is compact, there exists an
« «   .« ) 0 such that A : U, where A [ y g X : d y, a - « , for some
4a g A . Let 0 - r - « . By the definition of the Hausdorff metric, we have
 .  . «  .that if B g K X and H A, B F r, then B : A . In particular, B : cl U .
 .   . .This means that K A, r , the closed ball in the space K X , H is a
  ..  .   ..subset of K cl U . Since cl U is compact, the set K cl U is compact
 w x.  .see, e.g., 3, p. 41 . Therefore, we may infer that K A, r is compact,
which completes the proof.
As a direct consequence of Lemma 2.3, Proposition 3.2, and Proposition
3.3, we obtain the following result.
 .THEOREM 3.4. Let X, d be a locally compact complete metric space,
 .and let P, d be a metric space. Let k g N and let for p g P,P
 .  .  ..X, d , w p, ? , . . . , w p, ? be a hyperbolic IFS. If all the mappings w1 k i
 .are continuous in the first ¨ariable, then the attractor A p depends continu-
ously on the parameter p g P.
4. CONTINUITY OF FIXED POINTS AND THE
DIMENSION OF A BANACH SPACE
Clearly, Theorem 3.4 and Proposition 3.1 include the case when X is a
w xfinite dimensional Banach space. In 11 Nadler has obtained a partial
converse to Proposition 3.1 restricted to Banach spaces. Namely, he has
proved that if a separable or reflexive Banach space X has the property
 4``for any sequence A of contraction selfmaps of X, which convergesn
pointwise to a contraction mapping A, the sequence of the fixed points of
wA converges to the fixed point of A,'' then X is finite dimensional 11,n
x w xTheorem 3 . The key idea of the proof of 11, Theorem 3 is the observa-
tion that for every infinite-dimensional Banach space, separable or reflex-
ive, there is a sequence of linear functionals of norm one, which is weak*
convergent to the zero linear functional. However, now it is known that
such a sequence exists for e¨ery infinite-dimensional Banach space. This
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deep result has been obtained by Josefson and, independently,
 w x.Nissenzweig see, e.g., 4, p. 219 . Thus the following theorem holds.
THEOREM 4.1. A Banach space X is finite dimensional if and only if
whene¨er a sequence of contraction selfmaps of X con¨erges pointwise to a
contraction mapping A, then the sequence of their fixed points con¨erges to the
fixed point of A.
It seems that the above result has not been published, though it could
w xhave appeared almost 20 years ago. In particular, 11, Theorem 3 has been
 . w xcited without any addenda in the monograph 10, p. 240 and in the
w xrecent article 12 .
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