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Abstract 
The influence of aspect ratio, AR, on the unsteady aerodynamics of pitching wings was 
examined by comparing experimental performance, flow measurements, and computational results 
across a range of different AR wings. Performance measurements were acquired for three wings 
of AR = 3, 4, 5, and an airfoil undergoing dynamic stall inside of a low-speed wind tunnel, at Rec 
= 4 × 105, 5 × 105 and respective reduced frequencies k = 0.1, 0.05. In addition, the influence of 
reduced frequency was analyzed by comparing performance measurements at k = 0.1, 0.15, 0.2 for 
a constant Rec = 2 × 10
5. A NACA 0012 airfoil was used for all wing models and the sinusoidal 
motion profile consisted of an angle of attack range between 4 and 22 degrees. After acquiring the 
experimental performance data, it was found that decreasing the AR leads to a decrease in the 
unsteady loading of the wing and postpones the dynamic stall process in a fashion similar to that 
observed for static stall of finite wings. Consequently, the pitch damping characteristics were also 
observed to significantly vary with changing AR. The differences in unsteady forces and moments 
across the unsteady pitch oscillation were attributed to variations in the influence of the trailing 
vortex system on the dynamic stall behavior of the finite wings. Moreover, the computational 
results revealed that, for wings pitching at low angles of attack, a decrease in aspect ratio 
corresponds to a decrease in phase lag of the unsteady circulatory loads with respect to the motion. 
The interaction of the trailing vortex system with the dynamic stall vortex was 
characterized through a series of three-component velocity measurements across different 
spanwise locations. The results revealed that the dynamic stall vortex originates with flow 
separation at the leading edge of the root section of the wing, displacing the shear-layer vorticity 
from the wing surface. The newly formed structure convects downstream across the chord, while 
the unsteady separation is spread across the span towards the wing tips with increasing angle of 
attack. The vortex then detaches from the surface of the root leading edge, while remaining 
connected outboard, forming a Ω-shaped vortex that has been observed in similar studies at much 
lower Reynolds numbers. With the emergence of this three-dimensional vortex structure, spanwise 
pressure gradients act to induce an inboard velocity near the wing trailing edge and an outboard 
velocity close to the wing leading edge. The evolution of all these vortical structures is directly 
tied to the variations in the unsteady wing loading. As a result, it can then be concluded that, along 
with the motion profile and the Reynolds number, the aspect ratio plays a critical role on the 
appearance of the dynamic stall behavior and the stability of pitch. 
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Chapter 1  
 
Introduction 
 
 
 
 
 
When a wing pitches rapidly from low to high angles of attack, unsteady flow separation 
at the leading edge leads to the formation of large-scale vortical structures that dominate the flow 
field, a phenomenon known as dynamic stall. The formation and convection of these structures 
produces large and often unpredictable variations in the aerodynamic performance of the wing in 
motion due to the localized region of low pressure associated with the dynamic stall vortex (DSV). 
These effects include sudden increases in lift and drag, as well as large-scale variation in pitching 
moment1. Moreover, in finite wings, the DSV interaction with the trailing vortex system produces 
three-dimensional flow features that directly affect the performance. The dynamic stall 
phenomenon is most commonly recognized as a hazardous issue for rotorcraft vehicles, but it can 
also occur on wind turbines, flapping or fluttering wing systems, and aircraft undergoing 
aggressive maneuvers. 
1.1 Review of Literature 
Dynamic stall is a complex phenomenon in unsteady aerodynamics with relevance to a 
wide number of applications, making it a topic of enduring interest throughout the years. Early 
experimental studies by McAlister et al.2,3, McCroskey et al.4,5, and Carr et al.1 established a 
foundation for the understanding of the dynamic stall process. These experimental efforts were 
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performed on airfoils undergoing pitch oscillations with the objective of understanding the 
morphology of dynamic stall and the influence of the DSV on airfoil performance. Due to the 
hysteresis and unsteady effects associated with this phenomenon, the lift, drag, and moment curves 
were found to form closed loops with distinct upstroke and downstroke branches. These close 
loops can be observed in Fig. 1.1 together with the flow characteristics of pivotal events across the 
pitch maneuver. When the angle of attack exceeds the static α, flow reversal propagates upstream 
from the trailing edge, eventually reaching the leading edge and rolling up to form the DSV. Soon 
after boundary layer roll up, the airfoil lift is characterized by a rapid rise right before stall, as a 
consequence of the localized low pressure produced by the DSV across the airfoil upper surface. 
Simultaneously, the established DSV convects towards the trailing edge region and causes a large 
nose-down pitch, known as moment stall, right before detaching from the airfoil surface.  
Successive studies have analyzed the influence of motion parameters on the dynamic stall 
behavior. For example, experimental analysis on motion amplitude and mean angle of attack have 
shown that, for low ?̅? and αo, the flow stays attached throughout the pitch cycle and the lift and 
moment curves take an elliptical pattern formed by a single loop6. As the amplitude increases and 
the airfoil pitches from low to intermediate α, a moderate lift peak preceding the downstroke is 
produced by the effect of an emerging DSV. In addition, the moment curve becomes characterized 
by two loops of different orientation7. This case is known as light dynamic stall. Furthermore, an 
airfoil pitching from low to high α experiences the influence of a completely developed DSV that 
detaches from the airfoil surface before the end of the upstroke, leaving behind an area of separated 
flow that drives the aerodynamic loads to static stall values. In this case, known as deep dynamic 
stall, the associated lift peak occurs substantially before the end of the upstroke and the moment 
curve is composed of three loops. In addition to amplitude variations, other studies have analyzed 
the influence of reduced frequency, showing that an increase in k results on a delay of the DSV 
formation along with an increase in the aerodynamic loads experienced by the airfoil8. 
Consequently, for a high enough k, the delay of moment stall results in a moment curve composed 
of only two loops, rather than three. The effect of reduced frequency has been confirmed in more 
recent numerical studies9, which have also added that secondary vortical structures are less 
predominant for higher k, resulting in more abrupt variations in the aerodynamic coefficients after 
the detachment of the DSV.  
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One of the main interests when studying dynamic stall performance is the characterization 
of the pitch damping parameter, which determines the stability of unsteady pitching motions10. A 
negative pitch damping parameter represents an unstable divergence in the aerodynamically-
induced pitching moment during unsteady periodic maneuvers and is characterized as a clockwise 
loop in the pitching moment with changing angle of attack. During this period of the motion, the 
airfoil is effectively extracting energy from the surrounding flow. Such an unstable system leads 
to increases in the motion amplitude which, if not properly damped, can lead to rapid degradation 
of the wing or blade structure. On the other hand, a positive pitch damping parameter is 
characterized as a counterclockwise loop in the pitching moment with changing angle of attack 
and leads to decreases in the motion amplitude, unless additional work is applied to the wing. The 
total stability of the wing is calculated by considering the full moment curve, which may include 
clockwise and counterclockwise loops. Furthermore, the aforementioned influence of the reduced 
frequency and the motion amplitude on the moment curve has a direct impact on the damping 
parameter and are thus essential to determine the pitch damping stability for the airfoils.  
Dynamic stall on airfoils has also been extensively modeled using numerical methods in 
an attempt to predict the performance characteristics and morphology of the phenomenon11. 
Computational studies performed at low Rec have clarified behavioral characteristics of boundary 
layer development for a pitching airfoil12. Boundary layer transition was found to propagate from 
the trailing edge to the leading edge, forming a laminar separation bubble (LSB) at the leading 
edge that eventually bursts leading to the emergence of the DSV. Other computational studies have 
compared the characteristics of static hysteresis aerodynamics with dynamic stall in order to 
understand some of the physically meaningful parameters that can be used to model the flow13. 
Additionally, numerical methods have also been used to investigate the effect of compressibility 
on dynamic stall14. These computational approaches have been validated with recent experiments 
performed to better understand the mechanisms and flow physics of the DSV formation process. 
The onset of dynamic stall has been related to the shear layer that separates the recirculating and 
free stream flows for static airfoil separation15. This shear layer was observed to propagate towards 
the leading edge along with the transition point, eventually rolling up to form the DSV and directly 
influencing the airfoil performance16. For transitional Reynolds numbers, the DSV was found to 
consist of an agglomeration of smaller shear-layer vortical structures that convect together17. In 
4 
 
addition, the time frequency spectra of the pressure measurements related to the formation of these 
structures has been analyzed to track the progression of the LSB and the formation of the DSV18.  
Moreover, studies on finite wing dynamic stall have revealed a distinct influence of wing 
tip vortices in the three-dimensional DSV structure. Due to the interaction of the trailing vortex 
system and the DSV, similarities between the 2d and 3d dynamic stall processes only occur at the 
midspan19, and therefore further analysis of the three-dimensional effects elsewhere along the span 
is necessary. Early studies discovered that the DSV initially forms due to leading-edge separation 
across the inboard sections of wing, which then spreads outboard with further increases in angle 
of attack20. As this DSV structure pinches away from the wing root and convects downstream, the 
spanwise vortex tube becomes elongated into an arch or Ω-shaped vortex. Similar flow structures 
have also been observed for impulsively started low aspect ratio wings, which experience an 
unsteady detachment of the boundary layer21. Experimental studies have provided force and 
moment performance measurements of light dynamic stall22 and chordwise pressure distributions 
across selected spanwise sections of a finite wing23, where clear differences due to the effective α 
are observed. Furthermore, at low Rec, the flow structure resulting from the trailing vortex-DSV 
interaction has been visualized through an extensive experimental investigation24, and the results 
compared with numerical simulations25. 
Computational studies have shown that the magnitude of the aerodynamic loads produced 
by the DSV increases with AR and k, but the dynamic stall angle increases with k and decreases 
with AR26. Moreover, the visualization data has demonstrated that, for the same α, the higher AR 
wings experience a more developed DSV at the root, which explains the performance data 
behavior. The pressure and PIV data of previous experiments at higher Rec
23 have also been 
simulated using numerical approaches27. However, simulating wing dynamic stall using URANS 
was found to predict stall early when compared with experiments27,28. Furthermore, high-fidelity 
large-eddy simulations have been applied on pitching finite wings to successfully represent the 
arch vortex characteristics at transitional Rec
29
, as shown in Fig. 1.2.  
1.2 Research Motivation and Objectives 
The current study is motivated by the lack of experimental data for transitional Rec and the 
limited quantitative understanding of the influence of aspect ratio in the dynamic stall process for 
finite wings. While a few studies have analyzed the characteristics of a finite wing, no study was 
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found to investigate how these characteristics vary with aspect ratio at transitional Rec. For the 
current investigation, changes in aspect ratio were coupled with changes in reduced frequency. 
The trends on the aerodynamic loads and the flow structure produced for a given unsteady pitch 
maneuver, as the AR was modified, led to the conclusions of this study. The following summary 
includes the primary objectives of the current investigation: 
• Characterize the influence of aspect ratio and reduced frequency on the aerodynamic 
performance of low amplitude and high amplitude pitching wings.  
• Study the flow behavior on a finite wing undergoing dynamic stall and compare the 
differences in this behavior as the aspect ratio is varied. 
• Relate the performance data to the flow structures on the wings. 
1.3 Chapter 1 Figures 
 
 
 
Fig. 1.1 Events of dynamic stall on NACA 0012 airfoil1. 
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Fig. 1.2 Iso-surface of total density for a pitching AR = 4 wing at Rec = 2 × 105, k = 0.2, α = 
20.3↓29. 
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Chapter 2  
Experimental Methods 
 
 
 
 
 
This chapter describes the experimental methods, equipment, and facilities used in the 
featured investigation. Chapter 2 includes a detailed description of the experimental setup, 
measurement systems, data acquisition practices, and data reduction techniques.  
2.1 Aerodynamic Testing Environment 
2.1.1 Wind Tunnel 
Experiments were conducted at the University of Illinois Urbana-Champaign in the 
Aerodynamic Research Laboratory. The experiments were performed in a 2.8-ft x 4-ft open-return 
type, low speed wind tunnel, whose schematic can be observed in Fig. 2.1. The wind tunnel test 
section had an 8-ft length in the stream wise direction, with a linear increase in the cross-sectional 
area resulting from an increase in the test section width of 0.06 inches per feet. The increase in 
area was designed to accommodate the boundary layer growth in order to maintain the same 
effective cross-sectional area at different stream wise locations. The inlet section of the wind tunnel 
had an area ratio of 7.5:1 between the flow settling section and the upstream end of the test section. 
A flow conditioning system in the inlet contained a four-inch thick honeycomb flow straightener 
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and four turbulence-reducing screens. These designs considerations produced a low turbulence 
intensity in the wind tunnel for all operating speeds (Tu < 0.1%).  
The wind tunnel was driven by a five-bladed fan, which was housed at the end of the tunnel 
diffuser. This fan was driven by a 125-hp AC motor, which was powered and regulated using an 
ABB ACS 800 Low Voltage AC Drive. The wind tunnel power system was able to achieve a 
maximum empty test section speed of approximately 165 mph (242 ft/sec), which corresponded 
to the motor maximum angular velocity of approximately 1200 RPM. For the experiments 
performed in the presented study, the maximum angular velocity reached was approximately 850 
RPM, corresponding to 98 mph (143 ft/s). The motor was controlled using a proportional 
controller, designed inside a computer LabView routine to achieve the angular velocity required 
for a desired Reynolds number, which was kept within 1 % of the desired value during testing. 
The chord-based Reynolds number was calculated based on the chord of the model using, 
𝑅𝑒𝑐 = 
𝜌𝑈∞𝑐
𝜇
 (2.1) 
where U∞ is the test-section freestream velocity, c is the airfoil chord, ρ is the air density, and μ is 
the dynamic viscosity of air.  
 The test-section freestream velocity was calculated from the difference in static pressure 
between the inlet settling section and the test-section inlet (Pss – Pts). The value of Pss – Pts was 
measured using a Setra 239 15'' WC differential pressure transducer. The settling section pressure 
was averaged across all four wind tunnel walls, with one pressure tap on each tunnel wall. The 
taps were located just downstream of the turbulent-reducing screens and were used as a reference 
for the pressure transducer. Similarly, the pressure transducer sensing port was connected to four 
taps just upstream of the test-section in order to obtain Pts. The flow through the tunnel was 
assumed to be steady, inviscid, and incompressible. Furthermore, the velocity in the test section 
was calculated from the pressure and cross-sectional area of the test section and tunnel inlet (Pts, 
Ats, Pss, Ass) and the ambient air density ρamb, which was calculated using the ideal gas law, shown 
in Eq. (2.2). 
𝜌𝑎𝑚𝑏 = 
𝑃𝑎𝑚𝑏
𝑅𝑇𝑎𝑚𝑏
  (2.2) 
The ambient pressure (Pamb) and the ambient temperature (Tamb) were measured using a Setra 270 
absolute pressure transducer and a National Instruments Type-J thermocouple respectively, and R 
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is the ideal gas constant for air. After calculating the ambient air density, the expression for the 
incompressible mass conservation, Eq. (2.3), and the incompressible Bernoulli’s equation, Eq. 
(2.4) were combined in Eq. (2.5) to solve for the velocity in the test section.  
𝐴𝑠𝑠𝑈𝑠𝑠 = 𝐴𝑡𝑠𝑈𝑡𝑠 (2.3) 
1
2
𝜌𝑎𝑚𝑏𝑈𝑡𝑠
2 + 𝑃𝑡𝑠 = 
1
2
𝜌𝑎𝑚𝑏𝑈𝑠𝑠
2 + 𝑃𝑠𝑠  (2.4) 
𝑈𝑡𝑠 = 
√
2(𝑃𝑠𝑠 − 𝑃𝑡𝑠)
𝜌𝑎𝑚𝑏 (1 − (
𝐴𝑡𝑠
𝐴𝑠𝑠
)
2
)
 (2.5) 
 
2.1.2 Wing Model 
 Three wing models with different aspect ratios were used in order to investigate the 
influence of the trailing vortex system on dynamic stall. The wings were mounted vertically and a 
NACA 0012 airfoil profile was used to construct the models, having a uniform chord length of 8.3 
inches. A picture of the cross section used for the segments is presented in Fig. 2.2. The maximum 
aspect ratio of the NACA 0012 wing model was determined by considering test section height 
clearance requirements, the target Reynolds numbers for testing, and the capabilities of the driving 
pitch motor. In order to have the required clearance with the tunnel ceiling and to achieve a reduced 
frequency of k = 0.1 at a Rec = 4 × 10
5 the maximum aspect ratio was determined to be 5. Therefore, 
the wing models were designed to have aspect ratios 3, 4, and 5. To minimize manufacturing 
complexity, the wings were created using a set of interchangeable wing segments, with a total of 
three independent aluminum wing segments that were wire cut using a CNC machine. During 
testing, the segments were combined to create each of the three wings. Two of the three segments 
had a span length of 8.3 inches, corresponding to an AR = 1, and the last wing segment had a span 
length of 4.15 inches, or AR = 0.5. The length of one of the 8.3-inch segments included the tip 
endplate, which was 0.75-inch thick. The resulting models resulted in wing semi-spans of AR = 
1.5, 2, and 2.5, with respective lengths of 12.45, 16.60 and 20.75 inches. The full-span aspect ratio 
was thus achieved when including the wing-root symmetry plane produced by the splitter plate. A 
detailed drawing of the AR = 5 wing model, which is the only one that includes all three aluminum 
segments, is presented in Fig. 2.3. 
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The wing tip of the highest AR wing was 11 inches below the ceiling of the wind tunnel, 
providing sufficient wall clearance for the formation of the trailing vortex system, based on the 
guidelines discussed by Barlow et al.30 When forming the wing models, the aluminum segments 
were aligned with each other using four close fitted pins. Moreover, the wings were securely 
connected using three threaded rods with lengths dependent on the AR of the wing model. The 
rods were screwed into an aluminum sensing plate at the base of the wing and tightened using nuts 
at the tip, which were later covered by the tip endplate. When performance data were acquired, the 
sensing plate was directly connected to the sensing side of the force/torque sensor, further 
explained in Section 2.2.2. However, when flow visualization data were acquired, an aluminum 
mockup was used in order to protect the sensor integrity when it was not needed.  
The force/torque sensor was enclosed in a rectangular aluminum cover that at the same 
time raised a sharp-edged circular splitter plate 2.5 inches above the wind tunnel floor. Special 
attention was given in order to prevent the splitter plate from contacting the sensing side of the 
force balance. This splitter plate was used to provide a rotating wall boundary at the root of the 
wing and to lift the wing root section above the tunnel wall boundary layer. Observations by 
Spentzos et al.19 indicated that early experiments on finite wing dynamic stall31 may have been 
subject to three-dimensional distortion effects by having the splitter plate designed to be a similar 
size as the DSV. As a result, the splitter plates for the current study were designed to be 2.7 chord 
lengths in diameter, significantly larger than the 2-chord length diameter used by Schreck and 
Helin31.  
The wing assembly was connected to a 1.25-inch outer diameter steel shaft that was rotated 
using a Kollmorgen brushless servo motor, described in greater detail in Section 2.3.1. The shaft 
was mounted inside a rotary bearing below the wind tunnel floor, in order to hold the model in 
place and support radial loads. Additionally, the shaft was attached to an optical encoder, discussed 
in Section 2.3.2, in order to track the model attitude and to a shaft coupling proceeding from the 
servo motor. 
2.1.3 Airfoil Model 
In addition to the finite wings, performance data were also acquired on an airfoil model in 
order to compare the measured finite wing loads to a canonical, infinite wing. The NACA 0012 
airfoil model, which is presented in Fig. 2.4, had an 18-inch chord and a 33.5-inch span. 
Furthermore, the model spanned the height of the test section, with a small gap of approximately 
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0.1 inches between the model and the tunnel floor and tunnel ceiling. The airfoil was constructed 
with an aluminum center-span section which was joined to two foam/fiberglass segments to form 
the full span of the airfoil. The center section was built with a hollow core in order to house the 
instrumentation, and an aluminum airfoil-shaped endplate, with a thickness of 0.25 inches, was 
attached to each end of the model. In a similar way to the wing model, the airfoil model was 
clamped together using four threaded rods.  In addition, this time the 1.25-inch steel shaft used for 
pitching the airfoil spanned the entire length of the model, providing addition structural support.  
The performance data for the wing and airfoil models were acquire for the same Reynolds 
number and reduced frequency, which, due to the longer chord length, corresponded to lower 
freestream velocities and pitch frequencies for the airfoil model. Unlike the wing, the airfoil model 
was fitted with 27 ultra-miniature high frequency response pressure transduces in the middle of 
the central aluminum section, further explained in Section 2.2.3. As a result, the performance data 
acquired for the airfoil model corresponded to unsteady pressure measurements instead of 
unsteady force measurements.   
2.1.4 Vacuum Chamber 
 While the airfoil unsteady surface pressure measurements directly corresponded to 
aerodynamic loads, the force measurements of the finite wings also included inertial forces 
resulting from the acceleration on the model mass. In order to account for these inertial forces, 
measurements were acquired at three conditions, freestream on, freestream off, and partial 
vacuum, with the inertial correction methodology further explained in Section 2.4.1. The 
freestream off condition corresponded to performing the motion profile with no freestream 
velocity, which mostly isolated the inertial forces. However, in the freestream off condition some 
influences from aerodynamic forces remained, due to the interaction of the pitching wing with the 
air around it. In order to better understand the influence of the aerodynamic forces on the inertial 
correction measurements acquired, during the freestream off condition, data were also acquired 
with the wing inside a vacuum chamber.  
A vacuum chamber was built using a PVC pipe with a 14-inch outer diameter, and a 0.75 
wall thickness. The pipe was 2.5 feet in length in order to fit inside the test section, while also 
being long enough to accommodate the highest aspect ratio wing. The PVC pipe was closed at the 
top with a 0.5-inch clear polycarbonate circular sheet with three holes. One of the holes was 
connected to a gauge pressure reader, the second hole included a valve to regulate the pressure, 
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and the third hole was connected to the pressure pump used to generate the vacuum. After 
connecting the pressure pump and closing the valve, the chamber was placed on top of the splitter 
plate, completely enclosing the wing. At this time, sealant was used to seal the interfaces between 
elements of the setup. The limitation on the pressure pump and the difficulties of sealing all the 
leaks between the aluminum elements resulted in the maximum obtainable pressure to be 15 in-
Hg, or half vacuum. After partial vacuum was reached, force data were acquired for selected 
motion profiles. The force results of the wing pitching in partial vacuum provided an understanding 
of the influence of the aerodynamic forces on the wing for the no freestream case. A picture of the 
vacuum chamber before it was placed around the installed wing model is presented in Fig. 2.5. 
2.2 Data Measurement Systems 
2.2.1 Acquisition System 
All the performance data measurements were acquired using a National Instrumentation 
Signal Conditioning eXtension for Instrumentation (SCXI) measurement system. This system was 
chosen due to its capability of acquiring up to 48 measurements simultaneously. The SCXI system 
was connected to a PCI-MIO-16XE-10 A/D board that was at the same time connected to a Dell 
Precision T3400 computer with a Windows XP 32-bit system. The Dell computer used the 
National Instrumentation Lab View software to run the master code, which was used to interface 
with the SCXI system, as well as to operate the wind tunnel. 
The SCXI system, shown in Fig. 2.6, included two SCXI-1001 chassis, with the first SCXI-
1001 chassis connected to both the PCI-MIO-16XE-10 A/D board and the second SCXI-1001 
chassis. A representative schematic of the SCXI module configuration setup is presented in Fig. 
2.7. Each SCXI-1001 chassis was configured with three groups of four modules. The first module, 
SCXI-1140, was the Simultaneous-Sampling Differential Amplifier, which was used to acquire all 
the signals simultaneously. The second module, SCXI-1142, known as the Low-pass Bessel Filter 
module, was configured to low-pass filter the analog voltages from the transducers at the Nyquist 
frequency in order to prevent aliasing. Lastly, the last two modules were the SCXI-1121 Isolation 
Amplifiers with Excitation modules, which were used to condition the voltage signal acquired, 
including setting the gain and excitation across each channel. In this study, the gains were set to a 
value of one during the acquisition of forces and twenty during the acquisition of pressures. The 
SCXI-1121 modules included a connection to mount the SCXI-1321 terminal block, where the 
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signal and excitation cables of the measurement instruments were connected. Each of the six 
SCXI-1321 modules per SCXI-1001 chassis had capacity for four channels, which included a 
positive and negative terminal as well as an excitation terminal. The 6 voltage readings of the 
force/moment balance acquisition system only required of two terminal blocks, while the 28 
voltage readings of the pressure acquisition system required 7 terminal blocks. The SCXI system 
had a maximum acquisition rate of 100 kHz to be distributed between the channels being used 
when simultaneously acquiring signals. 
2.2.2 Force/Torque Sensor System 
 Wing force and moment measurements were acquired using a 6-component force/torque, 
F/T, sensor manufactured by ATI Industrial Automation. The sensor model was a Mini45 US-120-
160, which was selected due to its small size and the broad range of moments that it can acquire. 
Due to the relatively large dimensions of the wing, it was determined that the maximum moment 
experienced, which was calculated to be about 140 lbf-in, was the limiting factor at the time of 
selecting a force/torque sensor. A table of the sensing ranges and resolutions about the three axes 
of the Mini45 sensor is presented in Table 2.1. 
Table 2.1 Sensing ranges and resolutions for the Mini45 US-120-160 force/torque sensor. 
 Fx,Fy (lbf) Fz (lbf) Tx,Ty (lbf-in) Tz (lbf-in) 
Sensing Range 120 240 160 160 
Resolution 1/20 1/20 1/22 1/44 
 
A schematic of the Mini45 force sensor with dimensions and axis orientations can be 
observed in Fig. 2.8. The Mini45 was connected to an interface board, IFPS, that was supplied also 
by ATI. At the same time, the IFPS box was connected to the SCXI system using a cable that 
consisted of smaller cable pairs, one for each of the sensor gages. The cable pairs included a solid 
colored cable, which was the output terminal, and another cable of the same color but with white 
stripes, which was the reference terminal. The differential connection between the IFPS and the 
acquisition system can be observed in the schematic in Fig. 2.9. One discrepancy between the F/T 
sensor and the SCXI system was the voltage ranges. The sensor output voltage was ±10V while 
the acquisition system was limited to readings of ±5V. In order to address the discrepancy, a 
voltage divider was incorporated into the circuit to reduce the range of the sensor output to ±5V. 
The SCXI system maximum acquisition frequency of 100 kHz was evenly divided between the 
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eight channels used. The eight channels used included the six strain gages from the sensor, the 
optical encoder, and the filter. Therefore, data was acquired at a sample rate of  
100 𝑘𝐻𝑧
8
=  12 𝑘𝐻𝑧. 
After the voltage data were simultaneously acquired, the results were calibrated using the 
six by six calibration matrix provided by the manufacturer. Along with the specific values of the 
calibration matrix, the procedure to convert from the voltages readings to the force results is 
provided in Eq. (2.6).   
[
 
 
 
 
 
−0.09043 0.08208 2.38175
−0.54926 19.06786 1.27328
23.79825 1.04363 24.19357
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 (2.6) 
The calibration matrix provided accurate results for the forces and moment that were 
applied near the sensor location. However, it was found that a systematical error occurred when 
the forces were applied at a high moment arm. After experimenting with known loads at specific 
moment arms, it was determined that the maximum error of about 8% corresponded to the FX and 
FY forces applied at the wing tip for the aspect ratio 5 wing. However, for the lift distribution 
expected this error reduces to less than 4% for most cases.  
The silicon strain gages included in the Mini45 provided a better signal-to-noise ratio than 
conventional foil gages, but a significant amount of noise was still present in the system, especially 
in the forces and moments related to the Z, spanwise, direction. This noise had an amplitude of 
about 0.05 lb and it was partially mitigated by connecting the system to an external DC voltage 
supply. In addition, after acquiring the data, a third order Savitzky-Golay filter was used to reduce 
the influence of measurement noise. This filter removed the electrical 60 Hz noise as well as 
oscillations from the natural frequency of the system, determined to be 27 Hz. After the denoising 
was completed, the load measurements were ensemble averaged for the same cycle across 20 runs. 
The center of the Mini45 was coincident with the quarter-chord axis of the wing in order 
to acquire the quarter-chord pitching moment directly, without the need to correct for forces 
applied at an offset from this axis. The Z axis of the force balance was aligned with gravity, which 
also corresponded to the spanwise direction of the wing. The X and Y axes formed the same plane 
as the lift and drag forces, with 20 degrees offset between the negative Y axis and the positive 
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direction of normal force and the same offset between the negative X axis and the positive direction 
of axial force.  
2.2.3 Pressure Transducers System 
 The pressure measurements on the airfoil model were acquired using 27 ultra-mini high 
frequency response pressure transducers, model XCS-062-5D, manufactures by Kulite 
Semiconductor Products Incorporated. The transducers, shown in Fig. 2.10, were carefully 
distributed through the upper and lower surfaces, with the x/c locations tabulated on the following 
table. 
Table 2.2 Pressure transducers x/c locations for the NACA0012 airfoil model. 
x/c location 
Upper 
Surface 
0.023 0.033 0.044 0.056 0.067 0.094 0.117 0.150 0.206 0.300 
0.361 0.422 0.483 0.544 0.606 0.667 0.728 0.789 0.850  
Lower 
Surface 
0.000 0.040 0.100 0.207 0.350 0.500 0.650 1.000 
  
 
The unsteady pressure transducers were calibrated and configured by the manufacturer for 
a ±5 psi differential maximum pressure. Each transducer was equipped with a reference tube, and 
four lead wires that were connected to the SCXI box to provide excitation and to obtain voltage 
measurements. The reference tubes for all 27 transducers were connected to a pressure distribution 
manifold which was in turn connected to a single polyurethane tube in order to provide the same 
reference pressure for all transducers. This tube was connected to the test section static pressure 
(Pts) of the tunnel, such that the readings provided by the pressure transducers were referenced to 
the freestream conditions. The remaining four lead wires were connected to the SCXI system, two 
of them to the excitation ports that provided a 10V DC excitation to each transducer and the other 
two to the analog input ports.  
The unsteady pressure transducers consisted of a diaphragm connected in a four arm 
Wheatstone bridge configuration with an output voltage linearly proportional to the applied 
pressure. The differential pressure sensed by the transducer (ΔPtrans) was determined from the 
output voltage (Vtrans) acquired by the SCXI system using,  
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∆𝑃𝑡𝑟𝑎𝑛𝑠 = 𝑚𝑉𝑡𝑟𝑎𝑛𝑠 + 𝑏 (2.7) 
where m represents the calibration slope and b represents the intercept of the calibration, both 
determined by the manufacturer. The values for m and b were calculated at room temperature, and 
they experienced slight changes due to variations in temperature. Furthermore, during 
experiments, all transducers were re-zeroed prior to every run while the wind tunnel fan was idle 
in order to account for offsets in the intercept voltage, b, due to ambient changes in temperature or 
atmospheric pressure. Since all pressure measurements were zero-corrected by subtracting the 
zero-pressure voltages from the acquired voltages, Eq. (2.7) simplified to, 
 
∆𝑃𝑡𝑟𝑎𝑛𝑠 = 𝑚𝑉0,𝑡𝑟𝑎𝑛𝑠 (2.8) 
where V0,trans was the transducer voltage after the correction was applied. 
2.3 Model Attitude Measurement and Control 
2.3.1 Kollmorgen Servo Motor 
The wing and airfoil models were subjected to an unsteady pitch maneuver about the 
quarter-chord axis, which was provided using a Kollmorgen Cartridge DDR-C09 servo motor with 
a peak torque of 233 ft-lb and maximum rotational speed of 350 RPM. The servo motor was 
installed vertically on a steel frame support structure under the test section of the wind tunnel, with 
a 2.75-inch shaft directly attached to it. A coupling was used to connect the motor shaft to the 1.25-
inch model shaft, and both were secured using two set screws and one aluminum key on each side. 
The motor assembly is presented in Fig. 2.11. 
After installation, the motor was connected to an NI PCI-7354 motion controller that was 
used along with a AKD servo drive to control the model attitude. The commands to the motor were 
input using the manufacturer-provided Kollmorgen WorkBench user interface software. The 
software was run in position mode and the proportional and integral gains of the PID controller 
were modified to achieve the desired motion profile. Increasing the proportional gain corresponded 
to faster responses, however the motion was also more susceptible to external forces and for a very 
large gain the motor was not able to overcome the external forces and perform the maneuver. For 
the motion profiles used in this study, the value of the proportional gain was set to 45. 
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The master LabView code was used to calculate the motion profile required to obtain a 
desired reduced frequency directly in-situ from the wind tunnel freestream velocity, 𝑈∞. A text 
file with the appropriate motion profile format was then exported directly from LabView into the 
Kollmorgen software. The file included the positions and velocities corresponding to 29 different 
instances of the desire sinusoidal motion. The sine maneuver used for the motion had an amplitude 
of 9 degrees and a mean angle of attack of 13 degrees, with only the frequency dependent on the 
local wind tunnel conditions. The dimensional angular frequency, ω, was calculated from the 
desired reduced frequency, k, the freestream velocity, and the chord of the wing, using, 
 
𝑘 =  
𝜔𝑐
2𝑈∞
 (2.9) 
This dimensional frequency, along with the pitch amplitude, ?̅?, and mean angle of attack, 𝛼o, was 
then used to determine the motion profile for α, as shown. 
 
𝛼 =  𝛼𝑜 + ?̅? 𝑠𝑖𝑛 𝜔𝑡 (2.10) 
 
2.3.2 Hollow-Shaft Encoder 
The motion of the airfoil was tracked with a Dynapar hollow-shaft optical encoder, series 
HS35R. The encoder, which is presented in Fig. 2.12, included a Wide Gap Phased Array that 
resulted in ten times more air gap than tradition mask-on sensor designs, therefore having more 
resistance to shocks and vibrations. The encoder parameters were modified such that the desired 
range of 45 degrees was reached within the 5V analog measurement maximum capacity of the data 
acquisition system. In order to achieve this, the encoder, with an output of 100 pulses per volt, was 
set to read 9 degrees for each 1 volt, resulting in a resolution on 0.09-deg. The analog output of 
the optical encoder consisted of a square wave signal with rise and fall times of less than 1 
microsecond. Moreover, a new signal was sent every 10 milliseconds, which resulted in 
approximately 25 signal updates for every cycle of the fastest pitch oscillation. After acquiring the 
encoder data, the signal was filtered to obtain a resolution higher than 100 Hz, in addition to a few 
corrections that were incorporated to account for the delay incorporated by the encoder transmitter. 
An example of the encoder output before and after filtering can be observed in Fig. 2.13.   
In order to properly interpret the angle of attack, the sensing side of the hollow-shaft 
encoder was directly attached to the model rotary shaft using a clamp down collar. For the 
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mounting side, a tether was used to connect the encoder body to a rigid location that did not pitch 
with the model. This way, the rotation of the sensing side was measured with respect to the 
stationary tether. The encoder was connected, via cables, to a transmitter that communicated with 
the computer, and through which the parameters of the encoder were modified using a software 
provided by the manufacturer. During force data collection, the reading from the encoder was 
acquired simultaneously with the performance data by connecting the transmitter to the acquisition 
system. However, during off-body velocity acquisition, Section 2.5, the encoder was instead 
connected to the gate port of the pulse generator in the phase locked setup. 
2.4 Performance Measurements Methodology 
2.4.1 Wing Force Measurements 
As mentioned in Section 2.2.2, the performance measurements on the wing model were 
acquired using a Mini45 force/torque sensor. After applying the matrix to the output voltages, the 
resulting forces and moments corresponded to the total forces and moments on the model with 
respect to the axis of the force sensor. As mention before, the Mini45 axes were offset with respect 
to the chord-normal and chord-axial directions of the wing by 20 degrees. The chord-normal and 
chord-axial forces were defined to have the same direction and sign as the lift and drag, 
respectively, at zero angle of attack. The larger component of the Y and X axis of the sensor 
corresponded to the negative normal and axial directions respectively. Therefore, for an angle of 
attack of negative 20 degrees, FN equals -FY and FA equals -FX. Knowing the angle of attack, the 
wing total forces were calculated from the chord-normal and chord-axial forces using,  
 
𝐿 =  𝐹𝑁 𝑐𝑜𝑠 𝛼 − 𝐹𝐴 𝑠𝑖𝑛 𝛼 (2.11) 
 
𝐷 =  𝐹𝐴 𝑐𝑜𝑠 𝛼 + 𝐹𝑁 𝑠𝑖𝑛 𝛼 (2.12) 
Using the definition for the sensor force readings, the equations for lift and drag become, 
 
𝐿 =  −𝐹𝑌 𝑐𝑜𝑠(𝛼 − 20
𝑜) + 𝐹𝑋 𝑠𝑖𝑛(𝛼 − 20
𝑜) (2.13) 
 
𝐷 = −𝐹𝑋 𝑐𝑜𝑠(𝛼 − 20) − 𝐹𝑌 𝑠𝑖𝑛(𝛼 − 20) (2.14) 
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Moreover, the quarter chord pitching moment was defined as being positive for a leading-edge up 
and it was calculated directly as the negative value of the moment about the z axis (MZ) acquired 
by the force sensor.  
The Mini45 acquired all the forces that were applied to its sensing side, which included the 
aerodynamic forces as well as the inertial forces due to the acceleration of the mass of the wing. 
Given that the model experienced some inertial loading from the angular acceleration provided by 
the motion profile, a critical part of acquiring the wing performance measurements was to remove 
the influence from the inertial forces and moments to ensure only the aerodynamic forces and 
moments were captured. In order to achieve this, all the cases, with the corresponding motion 
profiles, were run with zero freestream velocity. The loads of these runs were acquired and the 
contributions of the inertial forces on the aerodynamic loadings was calculated using Eq. (2.13) 
and Eq. (2.14). Afterwards, the contribution was subtracted from the values acquired for the 
freestream on condition. The zero freestream velocity loads still included some contribution from 
the air that was displaced around the wing as it pitched. To account for this, for selected cases, 
measurements from the F/T balance were acquired after placing the wing inside of a PVC vacuum 
chamber, Section 2.1.4, and reducing the ambient pressure around the wing. The difference in 
results between the wind off and vacuum chamber were minimal in comparison with the large 
aerodynamic forces measured with the freestream on.  
The inertial contribution on the total loads depended on the wing aspect ratio and the 
specific pitch profile used to obtain a desired reduced frequency. An example of the total loads 
measured during wind tunnel experiments and the corresponding inertial loads can be observed in 
Fig. 2.14. Moreover, the cycle to cycle variation shows that the loads do not reach a constant limit-
cycle oscillation until the third cycle, and therefore the data of the first two cycles were ignored.  
After accounting for the inertial forces, the total lift force, drag force, and quarter-chord 
pitching moment were non-dimensionalized, using Eq. (2.15), Eq. (2.16), and Eq. (2.17) 
respectively, to obtain the total lift coefficient (CL), drag coefficient (CD), and quarter-chord 
pitching moment coefficient (CM).  
 
𝐶𝐿 =  
𝐿
𝑞
∞
𝑆
 (2.15) 
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𝐶𝐷 = 
𝐷
𝑞∞𝑆
 (2.16) 
 
𝐶𝑀 = 
𝑀𝑐/4
𝑞∞𝑆𝑐
 (2.17) 
Where S is the surface area of the wing 𝑆 =  𝐴𝑅𝑐2 
2.4.2 Airfoil Pressure Measurements 
 The pressure data acquired on the airfoil using the high frequency response pressure 
transducers, Section 2.2.3, were integrated across the airfoil surface to collect the unsteady 
aerodynamic forces. For this, the data from the Setra 270 absolute pressure transducer and the 
National Instruments Type-J thermocouple were used to calculate the velocity in the test section, 
Section 2.1.1. The resulting Uts corresponded to the freestream velocity of the flow around the 
airfoil model. Therefore, the dynamic pressure of the freestream flow (q∞) could be calculated as, 
𝑞∞ = 
1
2
𝜌∞𝑈𝑡𝑠
2 = 
𝑃𝑠𝑠 − 𝑃𝑡𝑠
1 − (
𝐴𝑡𝑠
𝐴𝑠𝑠
)
2 
(2.18) 
where ρ∞ represents the density of freestream air, which is assumed to be equal to the ambient 
density (ρamb) used in Eq. (2.2). After calculating the freestream dynamic pressure, the pressure 
measurements about the surface of the airfoil model were non-dimensionalized. The instantaneous 
pressure coefficient of the difference between the instantaneous local airfoil pressure and the test 
section static pressure was calculated using,  
These instantaneous pressure measurements were integrated to determine the unsteady 
aerodynamic pressure forces on the airfoil. The local chord-normal force and chord-axial force 
(ΔFN' and ΔFA') between two transducers (i and i+1) were calculated using, 
∆𝐹𝑁
′ = 
𝑃𝑖 + 𝑃𝑖+1
2
(𝑥𝑖+1 − 𝑥𝑖) (2.20) 
𝐶𝑝,𝑖 =
𝑃𝑠,𝑖 − 𝑃𝑡𝑠
𝑞∞
 (2.19) 
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∆𝐹𝐴
′ = −
𝑃𝑖 + 𝑃𝑖+1
2
(𝑦𝑖+1 − 𝑦𝑖) (2.21) 
where P corresponds to pressure and x and y are the coordinates of the tap positioning. 
Subsequently, the influence of all n chordwise pressure taps on the airfoil model were combined 
to acquire the airfoil net axial and net normal forces using,  
𝐹𝑁
′ = ∑ ∆𝐹𝑁
′
𝑛−1
𝑖=1
 (2.22) 
𝐹𝐴
′ = ∑ ∆𝐹𝐴
′
𝑛−1
𝑖=1
 (2.23) 
The chord-normal and the chord-axial sectional forces (ΔFN' and ΔFA') were also used to calculate 
the sectional quarter-chord pitching moment following Eq. (2.24),  
 
∆𝑀𝑐/4,𝑖
′ = ∆𝐹𝑁
′ (𝑥𝑐/4 −
𝑥𝑖 + 𝑥𝑖+1
2
) + ∆𝐹𝐴
′ (
𝑦𝑖 + 𝑦𝑖+1
2
) (2.24) 
where xc/4 is the x coordinate of the airfoil quarter-chord location. Similar to the normal and axial 
forces, the net airfoil quarter-chord pitching moment was calculated by combining the influence 
of all the pressure transducers.  
𝑀𝑐/4
′ = ∑ ∆𝑀𝑐/4,𝑖
′
𝑛−1
𝑖=1
 (2.25) 
The lift and pressure drag, and their respective nondimensionalized values, were calculated from 
the loads using the same approach as in Section 2.4.1, but this time the sectional aerodynamic 
coefficients for the airfoil result in, 
 
𝐶𝑙 =  
𝐿
𝑞
∞
𝑐
 (2.26) 
 
𝐶𝑑 = 
𝐷
𝑞∞𝑐
 (2.27) 
 
𝐶𝑚 = 
𝑀𝑐/4
𝑞∞𝑐2
 (2.28) 
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2.5 Flow Diagnostic Methods 
Phased-locked stereoscopic Particle Image Velocimetry (sPIV) data were acquired in the 
flow field of the wing models at different spanwise positions. PIV is a non-intrusive technique that 
tracks small tracer particles in order to determine the instantaneous motion of a fluid32. For the 
current study, the flow was seeded using a mineral oil-based haze generator, which produced 
particles with a mean particle diameter of 1-2μm. During sPIV acquisition, a plane of particles was 
illuminated by a high-intensity coherent source of light from an EverGreen dual pulsed laser 
produced by Quantel Laser corporation, Fig. 2.15. The laser delivered a combination of two 
overlapped 532nm beams, and it had a maximum pulse energy of 200mJ and a maximum 
frequency of 15 Hz. The high laser power made it possible to maintain an appropriate level of 
intensity for a large 3mm-thick laser sheet that stretched over one and a half chords.  
A total of four beamforming optics were used for the creation of the laser sheet. The first 
was a cylindrical lens with a focal length of -100 mm that was used to diverge the laser beam in 
the thickness direction. After increasing the beam thickness, a pair of diverging beamforming 
optics, with different focal lengths, were incorporated to control the width of the sheet. Lastly, an 
f = 300 mm lens, with a large rectangular area to accommodate the enlarging beam, was used to 
converge the laser sheet thickness into the waist point. The distance between the first and last 
lenses determined the location of the waist point, which was regulated such that the laser sheet 
would have a thickness of approximately 3 mm throughout the field of view. This thickness was 
found to be sufficient to capture the out-of-plane motion of particles between laser pulses. 
However, a thickness of less than 2 mm was found to be insufficient to acquire the velocity fields 
of the trailing vortex system, where the out-of-plane motion of the particles was the greatest. The 
time between the laser pulses was 32 µs, which corresponded to a displacement of approximately 
8 pixels of the particles in the freestream between images.  
In order to measure the velocity of the tracer particles, two LaVision Imager sCMOS 
cameras were used to acquire image pairs for each of the laser dual pulses. The Imager sCMOS 
cameras, presented in Fig. 2.16, had a resolution of 2560 × 2160 pixels and an exposure time of 5 
µs for the first frame and 10 ms for the second frame. The cameras were equipped with a 50 mm 
lens, which provided a field of view of approximately one and a half chords. The field of view was 
skewed slightly towards the trailing edge in order to observe the convection of the flow structures 
away from the wing surface. The cameras were positioned along the stream wise direction, with 
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one camera upstream of the wing and the other camera downstream. In addition, the cameras were 
rotated 20 degrees from the freestream direction, as shown in Fig. 2.18. This rotation was necessary 
in order to minimize the obstruction of the wing tip on the field of view for the angles of attack 
that were recorded. The cameras were placed about 3 feet away from the laser sheet and 3 feet 
from each other, which corresponded to a 25-deg rotation of the angle θ shown in Fig. 2.17. The 
25-deg rotation from the laser sheet normal plane corresponded to an out-of-plane to in-plane error 
ratio of approximately 2% according to Prasad33. Following common procedures for stereo PIV 
acquisition34, both cameras were mounted on Scheimpflug adapters in order to focus the image 
plane by tilting the angle ϕ, Fig. 2.17. After the camera setup was completed, it was noticed that 
the upstream camera was recording images with lower intensity, which was believed to be a result 
of the polarization of the laser. In order to address the discrepancy in light intensity, the lenses of 
the two cameras were set at different apertures, with the upstream camera having an f number of 
2.6 and the downstream camera having an f number of 4.  
The synchronization of the camera and laser systems was achieved using a LaVision 
programmable timing unit PTU-X. The system was triggered based on the analog output of the 
rotary encoder, such that the acquisition of image pairs could be phase-locked with a desired wing 
angle of attack during the upstroke or downstroke. Only one image pair was recorded for each 
oscillation. To create the phase locked mechanism, the encoder voltage output was connected to 
the gate port of a pulse generator. The pulse generator was then gated to exclusively pulse when 
the encoder output voltage exceeded the value corresponding to the desired angle of attack. The 
width of the pulse was set to a value greater than half of the wing pitch period. This way, only one 
pulse was sent each time the gate was open. For the experiments performed, the wing pitch 
frequency was 4.3 Hz and therefore the pulse width was set to 0.15 seconds. In order to validate 
the system, the pulse generator and the analog output of the encoder were displayed in an 
oscilloscope, which can be observed in Fig. 2.18. Finally, the pulse was sent to the trigger input of 
the PTU-X system that controlled the timing between the laser pulses and the camera shots. Even 
though the PTU-X did not fire until receiving the pulse, it provided additional options to delay the 
data acquisition, and to independently change the delay between the camera shots. On this system, 
a downstroke angle of attack was recorded by incorporating a delay from the PTU-X to the pulse 
gated at the highest angle of attack. 
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In order to acquire the images at different spanwise positions, the cameras and the 
beamforming optics were placed on separate rails that were connected to individual Zaber X-
LRT0750BL-C, and Zaber T-LSR450B vertical traverses, respectively. While the T-LSR450B 
provided enough holding torque to precisely displace the lightweight optics, the moment produced 
by the cameras weight was found to exceed the rated moment of the T-LSR and thus the Zaber X-
LRT, with a greater moment limit, was used. Additionally, the T-LSR range of motion was 450mm 
and had to be placed on a lab jack for the additional 75mm needed to reach the span of the AR = 
5 wing. In the case of the cameras, the X-LRT 700 mm range was sufficient, which eliminated the 
need to mount the traverse on a lab jack, consequently reducing vibrations. The travel location for 
both traverses was controlled using the Zaber Console software provided by the manufacturer. Use 
of these traverses allowed the spanwise locations of sPIV data acquisition to be varied consistently 
and precisely for both the camera and laser sheet locations. As such, the distance from the laser 
sheet to the cameras was kept constant while all data were acquired. This approach prevented the 
need to re-focus the cameras whenever the spanwise location of the laser sheet was changed. 
However, in order to account for small dislocations as the equipment was moved, a 3D calibration 
plate, type 11, was used at every location to calibrate the images.  
The sPIV data were acquired in the flow field of the AR = 3, 4, and 5 wings at Rec = 4 × 10
5 
and k = 0.1. Different sets of data were acquired for the different wing models, but at least three 
angles of attack and six spanwise locations were recorded for all three wings. Matte black light 
adhesive paper was affixed to the wing surface, the splitter plate, and the tunnel floor in order to 
mitigate surface reflections. The reflections distorted the acquired image data 2 mm from the 
surface of the wing and the data one inch from the base, due to the reflections from the splitter 
plate. Therefore, the data collection was limited to start at a spanwise location of 1 inch away from 
the root of the wing. In addition, the laser sheet was created to impinge the surface of the wing at 
a large angle, of approximately 70 degrees with respect to the crossflow, in order to reduce surface 
reflections. The large impinging angle implied that the majority of the light scattered reflected in 
the downstream direction, significantly decreasing the reflection scattered towards the cameras.  
After the data were acquired, the vector fields were calculated in LaVision DaVis 8.4 using 
a multipass method with decreasing interrogation window size. The first window size 
corresponded to 128 × 128 pixels with 50% overlap, which was decreased down to a 24 × 24 
interrogation window with 75% overlap in the final processing step. The surface reflections were 
25 
 
masked, and the outlier vectors with a q < 1.3 were replaced. A total of 1600 vector fields for AR 
= 3, 5 and 700 vector fields for AR = 4 were averaged at each spanwise location to provide a set 
of phase-averaged vector fields. Lastly, the resulting velocity and vorticity fields were exported 
into MATLAB, where the data from different spanwise locations were combined into one three-
dimensional figure. 
2.6 Wind Tunnel Corrections 
 The 2.8-ft x 4-ft wind tunnel included many design considerations to reduce freestream 
turbulence intensity and velocity nonuniformity. However, the influence of the wall boundaries on 
the test section generates artificial errors in the measurements. Wind tunnel corrections were 
utilized to account for the local wall effects that are not present in an inbounded freestream 
environment. After acquiring the tunnel measurements, the steady data were corrected for solid 
and wake blockage, as well as boundary-induced upwash and streamline curvature, using the 
procedure outlined in the book by Barlow et al.30 for three-dimensional, low speed wind tunnel 
testing.  
 The solid blockage was corrected using Thom’s short form blockage correction, which 
corresponds to the equation, 
 
 𝜀𝑠𝑏 = 
∆𝑉
𝑈∞
 =  
0.9(𝑉𝑤)
𝐴𝑡𝑠
3/2  (2.29) 
where 𝜖𝑠𝑏 is the solid blockage factor, Vw is the wing volume, and 0.9 corresponds to an 
approximation of the product of two constants given in Barlow et al.30. For this case, the volume 
of the wing was directly extracted from the CAD. After calculating the solid blockage, the wake 
blockage was calculated using the formula derived by Maskell35, which includes the effects of 
separation. This formula follows as, 
 
 𝜀𝑤𝑏  =  
𝑆
4𝐴𝑡𝑠
𝐶𝐷0 +
5𝑆
4𝐴𝑡𝑠
(𝐶𝐷𝑢 − 𝐶𝐷𝑖 − 𝐶𝐷0) (2.30) 
where 𝜖𝑤𝑏 is the wake blockage factor, S is the wing surface area, CDu is the uncorrected drag 
coefficient, CDi is the uncorrected drag due to lift, and CD0 is the uncorrected minimum drag. While 
CDu and CD0 are self-explanatory, CDi is more complicated to compute and corresponds to, 
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 𝐶𝐷𝑖  =  𝐶𝐿𝑢
2 𝑑𝐶𝐷𝑢
𝑑𝐶𝐿𝑢
2
 (2.31) 
where CLu is the uncorrected lift coefficient, and the 
𝑑𝐶𝐷𝑢
𝑑𝐶𝐿𝑢
 term refers to the slope of the linear 
portion of the curve. The two blockage factors were used to correct the dynamic pressure using,  
 
  𝑞𝑐  =  𝑞𝑢(1 + 𝜀𝑠𝑏 + 𝜀𝑤𝑏)
2 (2.32) 
from the uncorrected dynamic pressure, qu. The value of qc was finally used to correct the lift 
coefficient that had been previously calculated from Eq. (2.15). 
 While the correction on the lift measurements only depended on the physical blockage of 
the wing volume on the test section area, the drag, moment, and angle of attack measurements 
required further corrections. The corrections remaining corresponded to the model induced upwash 
due to the interaction of the trailing vortex system with the tunnel walls and to the artificial 
streamline curvature produced by those walls. Unlike the blockage effects, the boundary 
corrections are dependent on the wing sweep, which for this case corresponded to a straight 
planform.  
 Based on tables from Barlow et al.30, the streamline curvature factor, τ2, for the three wings 
of aspect ratio 3, 4, and 5 was determined to be 0.1168, 0.1159, and 0.1149 respectively. In a 
similar way, the boundary correction factor, δ, was determined to be 0.2276 for all three wings. 
Using these two factors and the results from the corrected lift coefficient, the corrected drag 
coefficients, moment coefficients, and angle of attack were calculated using,  
 
 𝐶𝐷𝑐  =  
𝐷𝑢
𝑞𝑐𝑆
+
𝛿𝑆
𝐴𝑡𝑠
𝐶𝐿𝑐
2
 (2.33) 
 
𝐶𝑀𝑐  =  
𝑀𝑢
𝑞𝑐 𝑆 (𝑀𝐴𝐶)
+ 0.125 𝛿 𝜏2  
𝑆
𝐴𝑡𝑠
 𝐶𝐿𝑐 (
𝑑𝐶𝐿𝑐
𝑑𝛼𝑐(rad)
) (2.34) 
 
𝛼𝑐  =  𝛼𝑢 +
𝛿𝑆
𝐴𝑡𝑠
180
𝜋
(1 + 𝜏2)𝐶𝐿𝑐 (2.35) 
where the subscripts u and c correspond to the uncorrected and corrected value respectively of a 
determined parameter. 
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2.7 UVLM Code 
In addition to wind tunnel experiments, the aerodynamics of a pitching wing were 
simulated using an Unsteady Vortex Lattice Method. The UVLM works under the assumption that 
the flow is irrotational, and incompressible, and therefore it was exclusively applied at low angles 
of attack, where the viscous effects are small. The unsteady vortex lattice approach consisted on 
simulating the flow using a collection of vortex elements composed of four filaments that form a 
square shape. The circulation strengths of the bound and wake vortex elements were calculated 
following the guidelines by Katz and Plotkin36. 
  The modeled wing was divided into a grid of segments of streamwise length DX and 
labeled with subscripts i and j to indicate the row and column positions respectively. Moreover, 
one control point and one vortex element were placed on each segment, following the geometry 
shown in Fig. 2.19. The x-y-z coordinates of the control points, bounded vortices, and wake 
vortices were recorded in three dimensional matrices Qcp, Qvs, and Qte respectively. The bounded 
vortex elements spanned from the DX/4 location of one segment to the DX/4 location of the 
segment downstream of the first, and the control points were placed at the 3DX/4 location. These 
positions for the vortex elements and the control points have proven to optimally enforced the 
Kutta condition for 2d and 3d wings37. In addition, the fact that the vortex elements were composed 
of two pairs of filaments that opposed each other with constant circulation strength implied that 
the Kelvin theorem38, Eq. (2.36), was always satisfied. 
 
𝛴𝛤 = 𝛤𝑏𝑜𝑢𝑛𝑑 + 𝛤𝐿𝐸 + 𝛤𝑇𝐸 = 0 (2.36) 
After establishing the geometry, the time step approach summarized in Fig. 2.20 was used 
to calculate the flow behavior and wing performance over the unsteady motion. This approach 
made use of an inertial and a body frame, and incorporated the influence of both halves of the wing 
on the flow chart steps marked with an m. Frame 1, which corresponded to the inertial frame, was 
used to represent coordinates, calculate the aerodynamic loads, and compute the Biot-Savart 
equation. The Biot-Savart law was used to calculate the induced velocity produced by a vortex 
filament of strength Γ on a control point39 as follows: 
 
𝑉𝑖𝑛 = 
𝛤
4𝜋𝑟
(𝑐𝑜𝑠𝐴 − 𝑐𝑜𝑠𝐵) (2.37) 
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where r is the shortest path between the control point and the vortex filament projection, and A 
and B are the angles between the start and end of the vortex filament and the control point. After 
applying the definitions for the dot product and for the shortest distance between a line and a point 
Eq. (2.37) became: 
 
𝑉𝑖𝑛 =
𝛤
4𝜋‖𝑅2 𝑥 𝑅0‖ 
(
𝑅0 ∙  𝑅1
‖𝑅1‖
− 
𝑅0 ∙  𝑅2
‖𝑅2‖
) (2.38) 
where R0 is the vector corresponding to the vortex filament, and R1 and R2 are the vectors that 
connect the start and end of the filament to the control point. 
  The Biot-Savart equation was used to calculate the linear relation between the control 
points and the bounded vortices, which was recorded in the aerodynamic coefficients matrix. 
Given that the wings did not deform, the aerodynamic coefficients associated with the wings 
geometry were constant and therefore they were only calculated once. Moreover, after determining 
the wake induced downwash, WW, and the motion induced downwash, DW, the no penetration 
condition was applied on the body frame, or frame 3, to calculate the bounded circulation strength, 
Γ. The Biot-Savart law was also used to calculate the induced velocities on the wake elements and 
adjust their position accordingly in order to model wake roll-up. These extensive calculations 
associated with continued shedding of wake elements caused an exponential increase in 
computational time, therefore two relaxing factors were incorporated assuming that distant 
vortices had negligible influence. The relaxing factors limited the number of timewise deforming 
wake elements and the number of wake elements that induce a velocity on the wing.  
  After calculating the bound vortex strength, the circulatory aerodynamic loads on each 
panel were calculated using the unsteady Kutta-Joukowski theorem38, Eq. (2.39).  
 
𝐷𝐿𝑖𝑗 =  𝜌(𝑉∞𝛤𝑖𝑗 +
𝑑𝜙𝑖𝑗
𝑑𝑡
)𝐷𝑌 ∙ cos 𝛼 (2.39) 
In addition, the non-circulatory loads were approximated as the force resulting from the 
acceleration of a circular region of flow around the plate36. The induced drag was calculated using: 
 
𝐷𝐷𝑖𝑗 =  ρ (𝐶𝑇𝑆 ∙ 𝛤𝑖𝑗 +
𝜕𝜙𝑖𝑗
𝜕𝑡
sin 𝛼)  𝐷𝑌 (2.40) 
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where CTS is the influence of the chordwise vortex filaments. Finally, the influence of all the 
panels was normalized by the dynamic pressure and the surface area to compute the total 
aerodynamic coefficients. 
2.8 Chapter 2 Figures 
 
Fig. 2.1 Schematic of the University of Illinois 2.8-ft × 4-ft subsonic wind tunnel. 
 
 
 
 
Fig. 2.2 Cross section view of the wing model. 
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Fig. 2.3 Exploded view of the aspect ratio 5 wing model, including all three wing segments. 
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Fig. 2.4 Exploded view of the NACA 0012 airfoil model, after Hristov40. 
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Fig. 2.5 Picture of the wing model installed in the wind tunnel test section, next to the 
vacuum chamber. 
 
 
 
Fig. 2.6 SCXI-1001 chassis and associated modules, after Ansell41. 
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Fig. 2.7 Schematic of the SCXI module and chassis connection, after Ansell41. 
 
 
 
 
Fig. 2.8 Mini45 US-120-160 force torque sensor (images from manufacturer)42. 
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Fig. 2.9 Schematic of the differential connection between the Mini45 and the data 
acquisition system43. 
 
 
 
Fig. 2.10 Schematic of the Kulite XCS-062-5D high-frequency response pressure 
transducer, after Gupta44. 
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Fig. 2.11 Kollmorgen DC motor assembly, after Hristov40. 
 
 
 
Fig. 2.12 Dynapar HS35R hollow-shaft encoder (images from manufacturer)45.  
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Fig. 2.13 Output signal from the optical encoder before and after filtering. 
 
 
 
Fig. 2.14  Effect of AR = 4 wing inertial loads at Rec = 4 × 105 and k = 0.1, with the motion 
profile shown in red. 
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Fig. 2.15 EverGreen Laser (images from manufacturer)46. 
 
 
 
Fig. 2.16 Imager SCMOS camera (images from manufacturer)47. 
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Fig. 2.17 Basic stereoscopic imaging configuration for angular lens displacement with tilted 
back plane (Scheimpflug condition)34. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Object Plane 
39 
 
 
 
 
 
 
` 
 
 
 
 
 
 
Fig. 2.18 Stereo PIV setup. 
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Fig. 2.19 Geometry of the wing vortex elements (colored) and control points (dots) on a 
NACA 4412 AR = 4 wing. 
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Fig. 2.20 Flow chart of the steps used in the UVLM code. 
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Chapter 3  
Results and Discussion 
 
 
 
 
 
This chapter discusses the experimental results from this investigation. It includes a 
detailed analysis of the influence of aspect ratio on dynamic stall performance data, and 
corresponding flow structures. 
3.1 Performance Validation 
3.1.1 Steady Data 
Steady measurements were acquired for the three wings to provide a baseline set of force 
and moment performance data, as shown in Fig. 3.1. These data were taken at Rec = 4 × 10
5, 
corresponding to a Mach number of M = 0.08. After acquiring the tunnel measurements, the steady 
data were corrected for solid and wake blockage, as well as and boundary-induced upwash and 
streamline curvature. As expected, the higher aspect ratio wings stall at a lower angle of attack and 
have a steeper CL slope. The stall angles of attack were found to be 14.7, 15.0, and 16.6 degrees 
for AR = 5, 4, 3 respectively, and the corresponding maximum CL for the three wings are 0.83, 
0.82, and 0.81. There is a slight change in slope at 6 degrees, believed to come from the influence 
of a laminar separation bubble. The airfoil sections used were symmetric and thus the wings 
produced zero lift and minimum drag at α = 0. 
43 
 
The three wings present similar CL vs CD curves, with the higher aspect ratio wings tending 
to produce less drag for a given amount of lift. Following the tendency in the wing lift 
characteristics, a large nose-down pitching moment is produced during stall, which occurs at an 
angle of attack 2 degrees later in the AR = 3 wing than in the AR = 5. The wings experience a 
small positive pitching moment right before stall due to the high suction produced at the leading 
edge of the wing upper surface. Aside from the difference in stall angle of attack, the shape of the 
moment curve of the lower AR is comparable to higher AR. 
3.1.2 Computational Data 
The Unsteady Vortex Lattice Method code was validated by comparison to XFLR5 and 
experimental results. Using the UVLM code, lift and drag polars of three different aspect ratio 
wings were computed using a reduced frequency of 0.001, effectively removing the influence of 
the unsteady circulatory and non-circulatory loads. Subsequently, the steady polars of equivalent 
aspect ratio rectangular wings were calculated using XFLR5 and the results from the two methods 
were plotted in Fig. 3.2. The accuracy of the vortex filament placement across the wing geometry 
was also confirmed by simulating the aerodynamic performance of wings with two different 
airfoils, NACA0012 and NACA4412. The lift polars show agreement between the two methods 
and present the characteristic decrease in the lift slope with a decrease in aspect ratio. In addition, 
for a constant angle of attack, higher lift is produced by the cambered airfoil, NACA 4412. On the 
drag polar, the UVLM code overpredicts the drag values due to the complexity of the drag 
components and therefore only lift results were considered when analyzing the unsteady polars. 
Unsteady polars were validated after using the UVLM code to simulate different aspect 
ratio wings undergoing a pitch maneuver from 0 to 6 degrees and k = 0.1. The lift coefficient 
results are compared in Fig. 3.3 to experimental data that was acquired with the same parameters 
and Rec = 4 × 10
5. The wings pitching at low angles of attack do not experience significant viscous 
forces, as they would during dynamic stall, and therefore the experimental and UVLM results are 
consistent. Other than agreeing on the load values, the two sets of data present the same trends as 
the aspect ratio is varied. When comparing the elliptical pattern taken by the wing CL during the 
pitch cycle with varying AR wings, the width variations correspond to changes on the phase delay 
between the loads and the angle of attack. The observed influence of aspect ratio on the lift curves 
at low angles of attack lead to a further investigation of this phenomenon in Section 3.2.1. 
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3.2 Unsteady Performance Data 
3.2.1 Inviscid Unsteady Polars 
The UVLM code provided a theoretical approximation of the lift loads on a finite wing that 
experiences little viscous effects and therefore it was used for the analysis of pitching wings at low 
angles of attack. Simulations were performed for a NACA 0012 rectangular wing undergoing a 
sinusoidal pitch maneuver from 0 to 6 degrees. The aspect ratio and reduced frequency parameters 
were modified in order to study their influence, and the results were plotted in Fig. 3.4. For k = 
0.1, the airfoil lift curve progresses counterclockwise with change in angle of attack, indicating 
that the motion leads the lift loads48. This phase lag is a result of the circulatory effects from the 
unsteady maneuver that vary with increased reduced frequency, eventually leading to the motion 
lagging the lift loads. Consequently, with an increment in k, the width of the elliptical pattern taken 
by the wing CL decreases and eventually reverses directions to start progressing clockwise with 
changing angle of attack. For an airfoil, the value of k at which this shift occurs is calculated to be 
0.35. 
Compared to the airfoil, the finite aspect ratio wings experience the same trend in the phase 
lag as the reduced frequency increases. However, the shift from counterclockwise to clockwise 
loops was observed to occur at a lower reduced frequency as the aspect ratio decreases. For 
example, while the phase shift for the airfoil happened at a reduced frequency of 0.35 the phase 
shift of an AR = 6 wing was found to occur at a reduced frequency of only 0.20. Therefore, the 
trailing vortex system directly influences the circulatory loads in such a way that reduces the lag 
from the lift loads to the motion. This implies that for a k < 0.35 some aspect ratio wings will 
experience a lift ellipse that progresses counterclockwise, while others progress clockwise. 
Additionally, the width of the lift curves will also depend on AR. A study that analyzed the 
influence of airfoil thickness49 under unsteady pitch motions provides similar discussion points, 
concluding that thinner airfoils experience a phase shift at lower k, corresponding to a similar effect 
as a smaller AR. Finally, following the trend from the static results, the slope of the unsteady lift 
curves decreases with aspect ratio, resulting in a higher maximum CL for the higher aspect ratio 
wings.  
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3.2.2 Viscous Unsteady Polars 
3.2.2.1 Aspect Ratio Comparison for Reduced Frequency of 0.1 
After processing the performance data using the methodology discussed in Chapter 2, the 
aerodynamic coefficients from the three wings and the airfoil were plotted together for 
comparison. The principal case analyzed corresponded to Rec = 4 × 10
5 and k = 0.1, the same 
parameters at which the velocity field data were acquired. The lift and moment curves versus angle 
of attack for the three wings and the airfoil are plotted in Fig. 3.5, which also includes arrows to 
indicate the direction of the angle-of-attack variation.  
The lift curves of the four aspect ratio wings present clear differences in the shape and 
magnitude of the lift performance with varying angle of attack, which gives a first insight on the 
influence of aspect ratio on the dynamic stall behavior. The airfoil data presents the characteristic 
shape of deep dynamic stall. The dynamic stall vortex appears to begin developing at α = 15 deg, 
producing additional suction near the leading edge and consequently increasing the slope of the Cl 
curve. As the DSV grows, this suction increases, producing a maximum Cl of 1.80 at α = 19 deg. 
The dynamic stall vortex then convects away from the airfoil surface before the end of the upstroke 
motion, as indicated by the negative lift slope for the highest angles of attack. Conversely, the AR 
= 5 wing appears to start experiencing the influence of the DSV starting at α = 18 deg and does 
not detach until the beginning of the downstroke. Like the airfoil, the AR = 5 wing still presents a 
distinct lift peak produced by the DSV, unlike the AR = 4 and AR = 3 wings, which exhibit a softer 
dynamic stall behavior. Thus, as the aspect ratio is reduced, both the static and dynamic stall angle 
of attack increase, which also corresponds to a delay in the formation of the dynamic stall vortex, 
and consequently a lighter dynamic stall. Similarly, the higher aspect ratio wings are also observed 
to have a steeper lift-curve slope across the upstroke of the unsteady motion, resulting in a greater 
CL at a fixed angle of attack. However, the lift curves tend to converge on the same path during 
the downstroke, producing similar amounts of lift which, coupled with the difference in lift across 
the upstroke, results in a wider hysteresis loop for the higher aspect ratio wings. Lastly, the 
influence of the trailing vortex system on the DSV and the lower lift slope of the finite aspect ratio 
wings results in a lower CL,max, whose calculated values can be found in Table 3.1. 
The influence of the dynamic stall vortex on the wing performance can also be observed in 
the CM curve. The airfoil pitching moment data can be used as a baseline for comparison as it 
includes the typical characteristics of deep dynamic stall. During the formation of the DSV, 
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starting at 15 degrees, a nose-up pitching moment is produced as a result of the vortex-induced 
suction at the leading edge. Subsequently, with increasing angle of attack across the upstroke the 
vortex propagates across the chord, which corresponds to a large drop in pitching moment as the 
vortex-induced suction reaches the airfoil trailing edge. Finally, the vortex convects away from the 
airfoil and the moment starts recovering during the last portion of the downstroke.  A similar 
behavior is also observed in the pitching moment characteristics for dynamic stall of the AR = 5 
wing, with a significantly lighter dynamic stall behavior observed for the AR = 4 and AR = 3 
wings. However, as will be discussed in Section 3.3, a complication of drawing comparisons 
between airfoil and wing dynamic stall behavior is the spanwise nonuniformity in the DSV 
formation process for finite wings. For the wing configurations, a substantial portion of the DSV 
is still attached to the surface of the wing as the peak angle of attack of the unsteady motion is 
reached, which results in the pitch stall being delayed into the downstroke branch of the unsteady 
pitch maneuver. 
Further comparisons of the moment curve give an improved understanding on the stability 
of the pitching oscillations for different aspect ratios. As mentioned in Chapter 1, dynamic stall 
can potentially lead to an unstable growth in pitching characteristics due to a negative damping 
effect of the aerodynamic pitching moment. This damping effects depends on the net energy 
transfer between the freestream and the wing, and can be visualized by the closed loops of the 
pitching moment curve. For the wings used in the current study, a full dynamic stall process was 
identified to coincide with three characteristics loops in the CM curve. These loops can be clearly 
observed in the pitching moment curve of the airfoil at k = 0.1 in Fig. 3.6. The first loop 
characterizes the portion of the motion with fully attached flow over the wing, and the third loop 
corresponds to the post-stall portion of the pitch profile where a significant portion of the wing 
upper surface is massively separated across both the upstroke and downstroke branches of the 
motion. During these portions of the motion, the wing is releasing energy into the surroundings, 
and thus both loops progress counterclockwise with changing angle of attack, presenting positive 
(stable) pitch damping. On the other hand, the area on the second loop, where the wing is stalled 
during the downstroke but not the upstroke, produces an unstable pitch damping contribution. The 
wing is therefore extracting energy from the freestream, and this loop progresses clockwise with 
changing angle of attack. The stability of the CM curve is given by the area inside the CM – α trace10. 
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The pitch-damping parameter serves as a measurement of the overall stability of the unsteady pitch 
cycle and it is computed as:  
By integrating the moment curve, τ was calculated to quantify the unsteady pitch stability 
for the different aspect ratio wings. For the pitching moment curves of the Rec = 4 × 10
5 and k = 
0.1 case, the pitch-damping parameter values have been tabulated in Table 3.1. As can be observed 
in the CM curves of Fig. 3.5, with reduced aspect ratio the unstable second loop grows and 
subsequently the third loop becomes smaller. The greater significance of the downwash for lower 
aspect ratio wings decreases the effective angle of attack and delays stall, which then leads to a 
delay of the second loop to higher α, overtaking the angle-of-attack portion that at higher aspect 
ratios would be attributed to the third loop. For the AR = 4 and AR = 3 wings the unstable loop 
has completely displaced the third loop and so the pitching moment curves only present two loops. 
Even though the growth of the second loop decreases the pitch stability, the first fully attached 
loop also grows correspondingly, resulting in a similar τ for all three wings. On the airfoil data, 
the small influence of the second loop results in a larger degree of aerodynamic pitch damping. 
Additionally, the greater significance of the DSV on the aerodynamic forces of higher AR wings 
leads to a smaller minimum moment, also recorded on Table 3.1. A smaller minimum CM can be 
problematic for operating through dynamic stall events and thus, for the three wings with 
comparable τ, the AR = 3 wing could display the most desirable dynamic stall properties, given its 
higher minimum CM. As will be discussed in Section 3.3, these differences in performance 
observed here can be traced back to variations in the complex flow structures that develop across 
the wing during the dynamic stall event.  
Table 3.1 Characteristic aerodynamic values for Rec = 4 × 105 and k = 0.1. 
 Airfoil AR = 5 AR = 4 AR = 3 
Maximum Cl, CL 1.80 1.45 1.21 1.12 
𝜏 1.5 0.34 0.39 0.33 
Minimum Cm, CM -0.30 -0.23 -0.15 -0.13 
 
𝜏 =  −∮𝐶𝑀𝑑𝛼 / 4α¯
2
  (3.1) 
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3.2.2.2 Reduced Frequency Comparison 
In addition to aspect ratio, another parameter that influences the characteristics of dynamic 
stall is the reduced frequency. Section 3.2.1 provided an understanding of the relations between 
aspect ratio and reduced frequency for a wing pitching in the attached regime. However, the 
incorporation of the dynamic stall vortex during the pitch maneuver presents different 
characteristics on the aerodynamic loads with AR and k variations. As for pitch maneuvers at low 
angles of attack, the implications of changing the reduced frequency and pitch amplitude for 
dynamic stall of airfoil geometries have been extensively studied2-6, but the respective influences 
on wings is not as well known. In order to provide a better understanding of how a change in k 
would affect the aerodynamic performance of wings with varying aspect ratio, three different 
reduced frequencies were compared for a fixed Rec = 2 × 10
5. Fig. 3.7 presents the influence of 
reduced frequency on dynamic stall for the AR = 3, AR = 4, and AR = 5 wings and reduced 
frequencies of 0.1, 0.15, and 0.2.  
The lift curves in Fig. 3.7 display significantly different variation as the reduced frequency 
is changed between the three different aspect ratios. As the reduced frequency increases, a greater 
dominance of the dynamic stall vortex is observed in the resulting lift performance, which is 
consistent with what is typically observed for measurements on unsteady pitching airfoils3. The 
steeper slope then produces a higher CL,max for higher reduced frequencies, which also increases 
with aspect ratio due to a reduction of the influence of the trailing vortex system. The maximum 
CL of the AR = 5 wing increases proportionally much more rapidly with reduced frequency than 
the AR = 3 wing, for the same change in reduced frequency. In addition, similar to the results at 
Rec = 4 × 10
5 and k = 0.1, as the wing aspect ratio decreases a softening of the dynamic stall can 
be observed across all reduced frequencies. However, Fig. 3.7 also reveals that a similar softening 
of the dynamic stall process is likewise obtained by decreasing k for a fixed aspect ratio wing. 
Therefore, given a fixed Reynolds number, the reduced frequency and the aspect ratio have an 
influence on the dynamic stall. Cases which include significant nonlinearities associated with deep 
dynamic stall include the AR = 5 wing at k = 0.2 and 0.15 as well as the AR = 4 wing at k = 0.2. 
The other cases display smoother lift peaks and, for a constant reduced frequency, smaller 
differences in the CL curve between aspect ratios is observed. Additionally, similar to reducing the 
aspect ratio, an increase in reduced frequency produces a delay in dynamic stall. For all three 
aspect ratio wings, Fig. 3.7 shows that a higher CL,max that occurs at a later α is obtained with an 
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increase in reduced frequency. This behavior is consistent with what is commonly observed with 
an increase of reduced frequency for pitching airfoils8.   
In addition to CL, Fig. 3.7 also presents the CM curves for three aspect ratio wings at three 
different reduced frequencies. For the lower reduced frequency, the moment curve displays three 
loops for all aspect ratios, including the third stable counter-clockwise loop produced immediately 
after dynamic stall. The third loop appears to cover a larger range of angles of attack for the higher 
aspect ratio wing. Unlike the lift data, the result of increasing the reduced frequency is observed 
to influence the CM curves in a similar fashion as decreasing the aspect ratio. With such an increase 
in reduced frequency, the second unstable loop grows and moves to higher angles of attack, which 
was also observed when comparing a reduction of the wing aspect ratio at k = 0.1 and Rec = 4 × 10
5, 
from Fig. 3.5. These traits in the pitching moment characteristics at a fixed aspect ratio are 
consistent with those observed in McCroksey10 for an airfoil pitching at different reduced 
frequencies. Similar studies7,9, have also observed these trends for airfoils, with the difference 
being that for the wings of the present study, the minimum CM and the stall angle of attack are also 
strongly dependent on aspect ratio. For an airfoil, an increase in k comes with a large decrease in 
the minimum moment. Conversely, the variation of the minimum CM for the AR = 3 wing is 
minimal, with a more moderate decrease in the minimum CM with reduced frequency observable 
for the AR = 5 wing. Much like the lift curve discussed previously, for a fixed Reynolds number 
the moment curve is therefore also influenced by both the aspect ratio and the reduced frequency. 
The respective increases in aspect ratio and reduced frequency increase the influence of the DSV 
on the magnitude of the moment values, while a decrease in aspect ratio and a decrease in reduced 
frequency influence the position of the three different loops in the pitching moment. Consequently, 
the two parameters alter the pitch damping coefficient, Eq. (3.1), in a different way.   
3.2.2.3 Aspect Ratio Comparison for Reduced Frequency 0.05 
The last set of performance measurements analyzed include an aspect ratio variation for 
Rec = 5 × 10
5 and k = 0.05, as shown in Fig. 3.8. As explained above, the lower reduced frequency 
results in the dynamic stall vortex convecting across the chord during a shorter period of the 
motion, which is especially evident in this k = 0.05 case. As shown in the lift coefficient, the airfoil 
performance exhibits a distinct lift peak produced by the suction of the dynamic stall vortex, which 
expands over a relatively small range of angles of attack. The DSV starts developing at α = 15 deg, 
after which the Cl,max value of 1.6, occurs at α = 17 deg. A negative lift-curve slope is then 
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subsequently produced across the remainder of the upstroke branch. Consequently, the maximum 
value of the curve is very distinct, as it is preceded by a rapid increase in lift and subsequently 
followed by a rapid decrease. In addition to the reduced frequency, the characteristics of the lift 
peak can be traced to the vortical structures formed on the upper surface of the different AR wings. 
However, unlike the airfoil, the dynamic stall characteristics in CL for the finite aspect ratio wings 
are directly associated to the influence of the DSV across the entire surface. The large-scale flow 
features of an airfoil of infinite aspect ratio are effectively 2D, making them independent of 
spanwise position. This spanwise uniformity stems from the lack of a streamwise-oriented trailing 
vortex system, and therefore the influence of the DSV occurs simultaneously everywhere across 
the span. For this reason, the influence of the DSV on the airfoil performance is maximized while 
also being limited to a small range of angles of attack. On the other hand, for the finite wings the 
induced velocity imposed by the trailing vortex system results in a larger downwash at the tips 
than at the root. This difference in downwash leads to a spanwise variation of the effective angle 
of attack seen by each local section and, thus, a spanwise variation in the dynamic stalling 
characteristics. As a result, the suction produced by the DSV does not occur simultaneously across 
all spanwise positions, as it does for an airfoil. This factor results in a smoother lift peak that covers 
a larger angle of attack range. For example, the AR = 5 wing features a maximum CL = 1.2, which 
occurs at α = 18.5 deg. Even though the DSV for this case begins to form at a similar angle of 
attack as that of the airfoil, the lift peak takes 1.5 degrees longer to form. Similar trends can be 
observed in Table 3.2 as the aspect ratio is reduced, along with a broadening of the lift peak for 
smaller aspect ratios.  
Similar to the effects on the lift curve, the suction-induced variation in the pitching moment 
characteristics are also less dramatic for a finite-wing geometry, as compared to an airfoil. For the 
k = 0.05 case the moment curves for all aspect ratio wings display three loops and the trends 
associated with decreasing the wing aspect ratio are consistent with those observed previously in 
Fig. 3.5. The unstable loop grows in size and is delayed to higher α as the aspect ratio is decreased, 
therefore decreasing the area and influence of the stabilizing third loop. The value of the minimum 
CM produced during dynamic stall is again observed to increase with a reduction in wing aspect 
ratio. While this increase in minimum CM can be beneficial for reducing aerodynamically-induced 
bending moments, it also leads to reductions in pitch stability by decreasing the area of the third 
loop. Additionally, the area of the first, stable loop remains relatively constant and thus a low 
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aspect ratio wing becomes more unstable than a higher aspect ratio. The observed trend in the pitch 
damping characteristics indicates that a low AR wing would extract energy from the freestream 
flow and could lead to aerodynamically-induced increases in pitching amplitudes, while a high 
aspect ratio wing would not. The calculated values of the pitch damping parameter are presented 
in Table 3.2.  
Table 3.2 Characteristic aerodynamic values for Rec = 5 × 105 and k = 0.05. 
 Airfoil AR = 5 AR = 4 AR = 3 
Maximum Cl, CL 1.63 1.20 1.05 1.01 
𝜏 1.11 0.27 -0.22 -0.35 
Minimum Cm, CM -0.24 -0.17 -0.12 -0.12 
 
3.3 Flow Structure Analysis 
Stereoscopic particle image velocimetry data were acquired for the AR = 3, 4, and 5 wings 
at a Reynolds number of 400,000 and reduced frequency of 0.1. These experiments were used to 
identify and characterize the flow structures produced during dynamic stall. The three components 
of velocity were acquired at spanwise locations, 2y/b, as specified in the following table. 
Table 3.3 Spanwise locations of data acquired. 
 2y/b location 
AR = 3 0.14 0.24 0.36 0.49 0.62 0.74 0.87 0.99 
AR = 4 0.12 0.26 - 0.47 - 0.69 0.83 0.97 
AR = 5 0.14 0.25 0.38 0.50 0.62 - - - 
 
where b is the wing semispan and y is the distance from the midspan. In addition, the sPIV data 
were phase locked with the pitch profile of the wing, such that only one image pair was acquired 
for each pitch cycle. These phase-locked sPIV data were acquired at a series of angles of attack, 
which are shown below. 
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Table 3.4 Angles of attack of data acquired. 
 Angle of attack [degrees] 
AR = 3 16 18 20 21↓ 
AR = 4 - 18.5 20.5 21.5↓ 
AR = 5 16 18 20 21↓ 
 
In Table 3.4 and through the remainder of Chapter 3, α values with no arrows indicate that data 
were acquired across the upstroke and α values with downward arrows indicates that data were 
acquired across the downstroke. 
Unlike the AR = 4 wing, the AR = 3, and AR = 5 wings data were acquired during the 
same entry, which allowed consisted α and 2y/b, as shown on the two tables above. Therefore, 
while the AR = 4 wing was analyzed separately to identify the characteristic flow structures of a 
finite wing, the AR = 3 and AR = 5 wings were compared in order to study how these flow 
structures behave for different aspect ratios. For the AR = 3, and 5 wings, the flow fields were 
ensemble averaged over 1600 instantaneous vector fields, whereas the AR = 4 data was only 
averaged over 700 instantaneous vector fields. After processing the raw images, the results were 
mirrored about the wing root to present the total distribution across a full-span wing, and the data 
was interpolated between spanwise locations in order to visualize the full contour of the flow.  
3.3.1 Characteristics of a Finite Wing 
3.3.1.1 Total Velocity Distribution 
As mentioned above, the data from the AR = 4 wing was first analyzed in order to 
understand the flow characteristics present during dynamic stall of a finite wing. The behavior of 
the flow was examined by comparing the front, back, and isometric views of total velocity 
magnitude isosurfaces, which are presented in Fig. 3.9. In order to better visualize the flow, regions 
where the total velocity ranged between 30 and 40 m/s, close to the 34 m/s freestream, were 
masked. Furthermore, the velocity vector fields for the spanwise locations, presented in Fig. 3.10, 
provide additional information about the direction of the flow. Due to the influence of the trailing 
vortex system, the flow velocity field data demonstrated a non-uniform distribution of velocity 
across the spanwise domain. Areas of high velocity extend further away from the surface at the 
root location, forming the arch vortex that has been previously observed in literature20. A 
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significant difference in stall behavior can be observed between the inboard and outboard region, 
marking the extension of the arch vortex in the spanwise direction. This is caused by a more 
dominant trailing vortex system near the wing tip that results in a lower effective angle of attack. 
As α increases to 20.5 and 21.5↓ degrees the separation region spreads outboard, reaching as far 
as the 2y/b = 0.80 position. At the root section, the dynamic stall vortex detaches and starts 
convecting downstream, leaving behind a low-momentum, massively separated region over the 
wing surface. The separated flow is composed of a recirculation region with low velocity 
magnitude, above which a large area of high velocity is present. On the tip region, beyond 2y/b = 
0.85, the tip vortices produce velocities above 40 m/s that illustrate the strong downwash 
component experience at this location. Consequently, the lower effective angle of leads to less 
leading-edge flow acceleration and the regions of high velocity at the leading-edge tip are the 
smallest. Moreover, as the angle of attack increases, the strength of the wing tip vortices also 
increases, producing a larger downwash on the wing. Moreover, the trailing vortex system core 
detaches from the tip producing two streams of high velocity on the wing upper surface, further 
explained in Section 3.3.1.3. 
The center of the DSV marked in red was determined based on the location where the 
rotation, or swirling strength, of the flow was the largest. The DSV develops due to an unsteady 
separation process, and therefore the detachment of the vortex from the wing surface also 
corresponds to a growth of recirculating flow. For α = 18.5 and 20.5 deg, the rotating vectors that 
form the DSV are clearly visible at the spanwise location 2y/b = 0.26, though a similar trace of the 
DSV is not observed outboard of 2y/b = 0.47. As α increases to 21.5↓ degrees, the rotating flow 
due to the DSV can be observed at 2y/b = 0.47 together with an increase in the spatial extend of 
recirculating flow. Even though the DSV spreads outboard as the angle of attack increases, a 
coherent spanwise vortex is not present beyond 2y/b = 0.69 for any angle of attack, indicating that 
the arch vortex never reaches the tip region. The colored velocity contours present the total velocity 
of the flow, with red indicating the highest velocity and blue the slowest. These red regions reside 
over the leading edge of the wing section, and especially near the tips, indicating regions of higher 
suction. The largest areas of high velocities occur at α = 20.5 deg, right before the separation at 
2y/b = 0.47, corresponding to the maximum production of lift as will be discussed in Section 
3.3.1.2.  
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3.3.1.2 Spanwise Vorticity Distribution 
The dynamic stall vortex was also analyzed by studying the spanwise vorticity isosurfaces, 
which are presented in Fig. 3.11. Following similar guidelines as in the previous section, the 
regions where the vorticity ranged between -400 and 900 s-1 were masked. For the angle of attack 
of 18.5 degrees, a region of high vorticity near the root leading edge indicates the beginning of the 
dynamic stall vortex formation. As the angle of attack increases to α = 20.5 and 21.5↓ deg, the 
region of high vorticity convects to the trailing edge while also propagating towards the wing tips. 
The large area of vorticity at the root detaches from the wing surface while the vorticity near the 
tips stays attached, forming the aforementioned arch vortex. Below the arch vortex, a region of 
negative vorticity is observed at the leading-edge surface, downstream of which, at the trailing-
edge surface, there is no presence of significant spanwise vorticity produced by the boundary layer. 
Comparing the vorticity and velocity data with the wing aerodynamic performance, shown 
in Fig. 3.12, provides an insight on the relation between the flow structure and the resulting 
performance characteristics. The velocity fields at α = 18.5 indicate that the flow has begun to 
separate across the root section, though a continued increase in lift can still be observed in the CL 
curve. As such, the performance of the wing has a significant influence from attached flow across 
the outboard sections. As the angle of attack continues increasing, the lift curve reaches CL,max at 
α = 21 deg. For the closest angle of attack recorded, α = 20.5 deg, the attached flow through the 
outboard mid-span is sustaining a large pressure gradient, as observed by the high velocities at the 
leading edge. This situation of high lift also corresponds to a large region of spanwise vorticity 
distribution at the tip region surface. For the highest angle of attack of 21.5↓ degrees, the areas of 
separated flow beyond 2y/b = 0.47 decamber a large region of the wing and produce a decrease in 
lift. The variation in CM during dynamic stall can also be described using the acquired velocity and 
vorticity field measurements. For α = 18.5 deg, the dynamic stall vortex begins to form at the 
leading edge, which corresponds to an increase in the pitching moment due to the increased suction 
near the leading edge. Afterwards, the wing reaches α = 20.5 deg, at which point the dynamic stall 
vortex at the root section pinched away from the surface and begun convecting downstream, 
leading to a decrease in the pitching moment. Lastly, the CM is minimum for α = 21.5↓ deg, where 
a large portion of the DSV is observed to have a dominant influence across the trailing edge of the 
wing root, producing a strong nose-down pitching moment. This dominant effect of the DSV on 
the trailing edge occurs during the downstroke, and therefore the CM curve only presents two loops. 
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3.3.1.3 Spanwise Velocity  
The spanwise velocity distribution across the full span of the AR = 4 wing can be seen in 
Fig. 3.13, where the inboard and outboard flows greater than 5 m/s were plotted in orange and 
purple respectively. The trailing vortex system is observed to have a significant influence on the 
development of an inboard flow component, as is typically observed for finite wings24. The 
influence is noticeable at the tips, where a large region of high inboard velocity is observed above 
a region of outboard velocity, due to the induced influence of the tip vortices. The presence of the 
ouboard flow on the tip upper surface indicates that the trailing vortex forms a streamwise vortical 
structure of flow rotating about a core in between the purple and orange regions, just above the 
wing surface. An inboard flow component remains present farther inboard across the trailing-edge 
region of the wing and is most noticeable near the surface. This presence of the inboard flow 
component occurs due to the low-pressure regions associated with the separated flow across the 
trailing edge of the root section.  Conversely, as the DSV develops, it leaves behind an outboard 
flow component near the leading edge due to a lower pressure associated with the leading-edge 
suction peak across the attached flow region closer to the tip. Since the outboard regions of the 
wing do not exhibit significant separation-induced decambering, the leading-edge sections are able 
to sustain a higher degree of suction, leading to a spanwise pressure gradient and, consequently, 
an outboard velocity across these regions.  
The arch vortex and the associated streamwise flow rotation are presented in the drawing 
on Fig. 3.14. The outboard flow on the arch vortex legs detaches at the leading edge and convects 
above the region of inboard flow at the trailing-edge surface. This indicates the development of a 
streamwise vorticity component rotating opposite to the tip vortex, similar to structures that have 
been previously studied29. The arch vortex legs connect to the coherent DSV structure at the root, 
where the spanwise pressure gradient can be conceptualized based on the pressure distributions of 
an airfoil at different angles of attack. Fig. 3.15 illustrates the different chordwise pressure 
distributions of an airfoil at three angles of attack, which provides a strip-theory approximate 
representation of the pressure distributions at different spanwise locations, as each wing section 
experiences a different effective angle of attack. The spanwise flow travels from high to low 
pressure, and therefore a comparison between the yellow and green curves reveals the spanwise 
pressure variation associated with the outboard flow at the leading edge and inboard flow at the 
trailing edge. After the DSV continues to convect away from the leading-edge root section, the 
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completely separated flow left behind experiences small spanwise velocity components. In this 
region, a small area of inboard flow that will be further discussed in Section 3.3.3.3 can be 
observed right above the center span leading edge. 
3.3.2 Splitter Plate Effects 
After acquiring the sPIV data, the flow analysis revealed a discrepancy from the expected 
trend on the centermost spanwise section. Namely, flow separation did not occur first at the root, 
but rather at the second most inboard section of those acquired, as seen in Fig. 3.16. It is believed 
that this discrepancy is due to the influence of the junction formed between the wing and the splitter 
plate. The splitter plate was sized to reduce the influence of wall effects on the dynamic stall vortex 
formation, but it is possible that utilizing a solid wall boundary at all forces the vortex to be pinned 
at the wall. The junction vortex produces an artificial outboard flow at the surface and additional 
streamwise vorticity, both of which may delay separation. In order to account for this, the spanwise 
locations lower than 2y/b = 0.15 were not considered during the discussion of the flow 
characteristics. 
Another hypothesis contemplated to explain the discrepancies in the stall behavior at the 
root was that self-induced spanwise flow components affected the flow such that the wing did not 
stall at the midspan first. The spanwise components would influence the creation of the vortex by 
producing a three-dimensional turbulent region that becomes detrimental for the creation of 
vorticity. In fact, experimental measurements of three-dimensional DSV formation on a full-span 
flat plate at low Rec seem to show that the largest region of vorticity does not appear right at the 
mid-span location50. However, other studies24,29 suggest that, while there may be a small 
discrepancy, there are not indications of such a large difference in the root stall characteristics. 
Therefore, the hypothesis that the delayed stall is due to a self-induced turbulent region was 
discarded. 
3.3.3 Flow Structure Aspect Ratio Comparison 
3.3.3.1 Total Velocity Distribution 
 In order to better understand the influence of aspect ratio on the dynamic stall behavior, 
the characteristics of the flow across the inboard region of the wing, where the DSV first forms, 
were compared between AR = 3 and AR = 5 wings. This comparison was performed between non-
dimensional spanwise locations, 2y/b, and therefore the wings were plotted with lengths when 
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dimensionless. For α = 16 deg, Fig. 3.17 shows a larger region of high-velocity flow attached to 
the leading edge of the AR = 5 wing as compared to the leading edge of the AR = 3 wing. Prior to 
separation, the higher effective angle of attack on the root of the AR = 5 wing results in additional 
flow curvature and consequently more acceleration, which can be identified by the darker red 
regions on Fig. 3.18. Moreover, the velocity field remains uniform across the span of both wings 
except for a small region of high-speed flow detached from the surface of the AR = 5 wing root 
section. For this angle of attack, the progression of the trailing-edge recirculating flow remains 
close to the mid-chord for the two wings, as shown in Fig. 3.19. 
As the wings continues to pitch up to α = 18 deg, the DSV emerges at the root of the AR = 
5 wing accompanied by a region of recirculating flow that separates at the leading edge and spans 
the entire chord, Fig. 3.20. Consequently, the decambering effect on the AR = 5 wing root becomes 
evident when comparing the velocity gradient with the previous angle of attack. However, the flow 
on the AR = 3 wing is sustaining a large suction peak as it remains attached everywhere resulting 
in higher flow acceleration. Moreover, the AR = 3 wing presents a flow field similar to that of the 
AR = 5 wing for the previous angle of attack of 16 degrees. Outboard of 2y/b = 0.5, the flow on 
both wings is attached, presenting a similar trend as α = 16 deg where the AR = 5 wing experiences 
a larger region of high-velocity flow due to the higher effective angle of attack. Consequently, the 
AR = 5 wing presents a nonuniform spanwise flow distribution while the flow in the AR = 3 wing 
is still constant across the span.  
For the next angle of attack of 20 degrees, a coherent DSV is observed on the root section 
of both wings. However, the vortex on the AR = 5 wing has convected closer to the trailing edge 
and farther from the wing surface, Fig. 3.21. Moreover, beyond 2y/b = 0.5, unsteady separation on 
the AR = 5 wing continues to progress towards the leading edge, spanning almost the entire chord, 
unlike the reverse flow on the AR = 3 wing, which is limited to the quarter chord region. 
Furthermore, on both wings the flow remains attached right at the leading edge, whereas, past the 
quarter chord, the flow separates leading to a behavior different than that observed at the root. This 
difference between attached and separated flow for the 2y/b = 0.5 location is clearer at α = 21↓ 
deg, where a massive region of recirculating flow at the trailing edge contrasts with attached flow 
at the leading edge, as indicated in Fig. 3.22. In addition, similar to the results from the AR = 4 
wing, a coherent DSV is not formed beyond 2y/b = 0.62 even this far in the pitch cycle.  
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The characteristics in the formation of the recirculating region and the development of the 
DSV for the two wings directly influences the aerodynamic performance, as shown in Fig. 3.23. 
For α = 16 deg, the aforementioned higher curvature on the flow for the AR = 5 wing results in 
higher lift generation before the flow separates51. For the next angle of attack of 18 degrees, the 
lift slope increases for the AR = 5 wing due to the emergence of the DSV, while remaining constant 
for the AR = 3 wing that still experiences attached flow. Furthermore, the difference in lift between 
the two wings is larger at this angle of attack than at α = 16 deg. At the same time, the AR = 5 
wing starts to experience moment stall whereas the moment on the AR = 3 wing continues to 
increase due to the additional suction at the leading edge. As the DSV emerges on the AR = 3 wing 
at α = 20 deg, there is a nominal increase in the lift slope and a small decrease in moment. For the 
same α, the AR = 5 wing lift continues to increase rapidly and the moment drops drastically due 
to the dominant effects of the DSV at the trailing-edge surface, Fig. 3.21. Therefore, this angle of 
attack corresponds to the largest difference in loads between the two wings. For α = 21↓ deg, the 
DSV has convected farther from the AR = 5 wing surface than the AR = 3 wing, which implies 
that its effects have decreased at an earlier angle of attack, Fig. 3.22. This corresponds to a lower 
moment recovery α and consequently to an additional third loop on the CM curve for the AR = 5 
wing.  
3.3.3.2 Spanwise Vorticity Distribution 
 The spanwise vorticity analysis between the two wings provides an insight on the influence 
of aspect ratio on the evolution of the shear layer and the arch vortex. After reaching α = 16 deg, 
a region of high vorticity produced by the shear layer at the trailing-edge surface of both wings is 
observed in Fig. 3.24. Moreover, only the AR = 5 wing exhibits vorticity at the leading edge, prior 
to the emergence of the DSV. For α = 18 deg, a similar region of spanwise vorticity prior to the 
emergence of the DSV is observed at the leading edge of the AR = 3 wing, and the shear-layer 
vorticity is still present at the trailing edge. However, at this angle of attack, the DSV established 
on the AR = 5 wing displaces the shear-layer vorticity away from the root trailing-edge surface. 
Farther outboard, the DSV has not yet separated from the surface and the trailing-edge vorticity is 
still present. At this instance, the counter-rotating vortex previously mentioned in Section 3.3.1.2 
appears below the arch vortex. As the two wings continue to pitch to α = 20 deg, the non-uniform 
vorticity distribution forms the characteristic Ω-shaped vortex, and, for the higher AR wing, the 
DSV convects farther away from the wing surface. Moreover, the shear-layer vorticity fades and 
59 
 
a trailing-edge vortex shown in Fig. 3.24 emerges. As the wings reaches the maximum α recorded 
of 21↓ degrees, the arch vortex rolls above the trailing-edge vortex and continues to convect away 
from the surface of the wing, leaving behind an area of recirculating flow with negligible spanwise 
vorticity. 
3.3.3.3 Spanwise Velocity  
 The spanwise velocity comparison between the two wings, Fig. 3.25, reveals characteristics 
of the trailing vortex system associated with the spanwise pressure distribution. For α = 16 deg, 
the uniform flow distribution and the insignificant effect of the trailing vortex system at the root 
results in small spanwise flow components in the AR = 3 wing and in the trailing-edge region of 
the AR = 5 wing. However, the flow on the leading edge of the AR = 5 wing starts to experience 
a non-uniform vorticity distribution, which produces a region of outboard flow due to the spanwise 
pressure gradients explained in Section 3.3.1.3. The same pressure distribution induces an 
outboard flow on the AR = 3 wing as it reaches α = 18 deg. Moreover, in this instance, the higher 
α and the smaller AR result in an additional inboard flow component that was not observed on the 
AR = 5, α = 16 case. For the AR = 5 wing at α = 18, a region of outboard flow at the wing surface 
that was not observed for the AR = 3 and AR = 4 wings encounters the inboard flow downstream 
of the DSV, and its possible causes are explained below. 
   Following the approach previously used on the AR = 4 wing discussion, the spanwise 
variation in surface pressure was approximated from airfoil pressure distributions at different 
angles of attack. In Fig. 3.15, the green curve shows a larger pressure value downwash of the DSV 
suction peak, at around x/c = 0.6, when compared to the α at which the airfoil is still able to sustain 
a high degree of suction at the leading edge, the blue curve. This difference in pressure, produced 
by vortex-induced flow entrainment at the surface of the wing52, would explain the outboard flow 
downstream of the arch vortex. However, it appears that, for the low aspect ratio wings, the high 
pressure that precedes the DSV on the airfoil data does not a have a significant effect on the 
spanwise velocity component. In addition, the inboard flow at the center of the arch vortex 
previously mentioned in Section 3.3.1.3, is observed to increase in size with aspect ratio. This 
region of flow is not at the surface and therefore it cannot be explained using the surface pressure 
measurements, but it would imply that the massively separated region left after the DSV has a 
lower pressure than the streamwise vorticity legs of the arch vortex. Throughout the pitching cycle, 
the spanwise flow components on these two wings follow similar trends as those previously 
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observed for the AR = 4 wing. Moreover, at α = 21↓ deg, the region of the flow with outboard 
velocity components separates from the wing surface and a region of inboard flow forms 
underneath.  
3.4 Chapter 3 Figures 
 
Fig. 3.1 Steady polars for CL, CD, and CM of wings with three aspect ratios at Rec = 4 × 105. 
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Fig. 3.2 UVLM code (line) validation of steady results against XFLR5 (crosses). 
 
Fig. 3.3 UVLM code (line) validation of unsteady results with experimental results (dots) 
for k = 0.1. 
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Fig. 3.4 UVLM aspect ratio comparison for k = 0.1, 0.2, 0.35, and 0.5. Arrows point left or 
right representing counterclockwise or clockwise rotation respectively. 
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Fig. 3.5 Aspect ratio comparison for pitch oscillation case with Rec = 4 × 105 and k = 0.1. 
 
 
Fig. 3.6 Individual aerodynamic coefficients plots of aspect ratio comparison for pitch 
oscillation case with Rec = 4 × 105 and k = 0.1. 
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Fig. 3.7 Comparison of reduced frequency and aspect ratio for Rec = 2 × 105. 
 
 
Fig. 3.8 Aspect ratio comparison for pitch oscillation case with Rec = 5 × 105 and k = 0.05. 
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Fig. 3.9 Total velocity distribution for AR = 4 wing. 
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Fig. 3.10 Velocity fields for AR = 4 wing at different angles of attack and spanwise 
positions. 
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Fig. 3.11 Spanwise vorticity distribution for AR = 4 wing. 
 
 
 
Fig. 3.12 Aerodynamic coefficients for AR = 4 wing. 
 
 
 
Fig. 3.13 Spanwise velocity distribution for AR = 4 wing. 
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Fig. 3.14 Drawing of flow structures and spanwise flow direction for AR = 4 wing at α = 
21.5↓ deg. 
 
Fig. 3.15 Chordwise pressure distribution of a pitching NACA 0012 airfoil at three 
different angles of attack. 
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Fig. 3.16 Splitter plate effects on the root of the AR = 5 wing at α = 20 deg. 
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Fig. 3.17 Back view of total velocity distribution for aspect ratio comparison. 
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Fig. 3.18 α = 16 deg velocity field comparison for AR = 3 and AR = 5 wings at four different 
spanwise positions. 
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Fig. 3.19 Top view of total velocity distribution. 
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Fig. 3.20 α = 18 deg velocity field comparison for AR = 3 and AR = 5 wings at four different 
spanwise positions. Red circle marks the center of the DSV. 
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Fig. 3.21 α = 20 deg velocity field comparison for AR = 3 and AR = 5 wings at four different 
spanwise positions. Red circle marks the center of the DSV. 
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Fig. 3.22 α = 21↓ deg velocity field comparison for AR = 3 and AR = 5 wings at four 
different spanwise positions. Red circle marks the center of the DSV. 
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Fig. 3.23 Flow structure to aerodynamic coefficients comparison. 
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Fig. 3.24 Spanwise vorticity distribution aspect ratio comparison. 
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Fig. 3.25 Spanwise velocity distribution aspect ratio comparison. 
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Chapter 4  
Summary and Conclusions 
 
  
 
 
 
Aerodynamic performance data were acquired for a series of pitching finite wings to better 
understand the influence of the trailing vortex system on the dynamic stall behavior. A reduction 
in aspect ratio was observed to correspond with lift variations characteristic of a lighter dynamic 
stall, where both CL,max and nonlinear stall effects decrease for smaller aspect ratio wings. These 
results are similar to the effects produced by decreasing the reduced frequency8. However, AR was 
observed to behave inversely to reduced frequency when influencing the dynamic stall angle of 
attack. A decrease in AR and an increase in k delayed the dynamic stall angle, thus displacing the 
second, unstable loop on the moment curve to higher angles of attack. Moreover, aspect ratio and 
reduced frequency were found to play a critical role in dictating the CM curve and the pitch 
damping stability. This dependency on AR and k is demonstrated on the cases analyzed, where 
Rec = 5 × 10
5 and k = 0.05 showed a decrease in pitching stability with a decrease in aspect ratio, 
while Rec = 4 × 10
5 and k = 0.1 showed constant stability throughout the finite wings. In addition, 
an increase in reduced frequency or aspect ratio led to a stronger nose-down CM,min, which is 
typically undesirable for structural loading on wing or rotor systems. The relationship between k 
and AR was also studied, and a larger aspect ratio wing was found to experience larger fluctuations 
in the aerodynamic loads due to reduced frequency variations than a lower aspect ratio wing.  
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In order to better understand the flow features affecting the wing unsteady performance, 
three-component planar velocity fields were acquired using stereo PIV. The sPIV results showed 
that, for a finite wing, the induced velocities from the wing tip vortices produced an uneven 
velocity distribution on the wing upper surface, which affected the unsteady separation behavior 
across the wing. Unsteady separation was observed to begin at the root section, with a large region 
of spanwise vorticity emerging close to the wing root and displacing the shear-layer vorticity from 
the trailing-edge surface. As the motion continued, the dynamic stall vortex at the root detached 
from the upper surface while the unsteady separation spread farther outboard, leading to the 
formation of a stretched Ω-shaped vortex structure20. Moreover, for α = 20 deg, the recirculating 
flow was observed to spread outboard across the trailing edge for the AR = 5 wing while being 
limited to the quarter chord for the AR = 3 wing. Consequently, the CL and CM performance results 
in a more gradual dynamic stalling behavior for smaller aspect ratio wings. In addition, the DSV 
was found to detach at a lower α for the higher aspect ratio wings, resulting in an earlier recovery 
of the aerodynamic coefficients, and thus explaining the additional third loop in the moment curve.   
The influence of the trailing vortex system and the unsteady separation on the spanwise 
flow behavior was also observed from the sPIV measurements. For small α, the wing tip vortices 
presented a large region of inboard flow at the tip, below which a small region of outboard flow 
indicated the detachment of the vortex from the surface. Elsewhere on the wing the spanwise flow 
components remained negligible while the flow was still attached. Moreover, as the angle of attack 
increased, the localized low-pressure region associated with the separated flow led to an increase 
in this inboard flow across the trailing-edge region of the wing. At the same time, an outboard flow 
component was observed near the leading edge of the wing, due to the lower leading-edge suction 
produced across the fully attached regions of the wing, as compared to sections with significant 
separation. This outboard flow subject to the DSV was observed to progress into an Ω shape, with 
the vortex legs formed by streamwise vortex structures that rotated in the opposite direction to the 
wing tip vortices.  
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Appendix A 
Uncertainty Analysis 
 
 
 
 
 
This appendix provides a detailed analysis on the experimental uncertainties associated 
with the results from the current investigation. It includes a discussion on the performance and 
PIV measurements uncertainty in order to introduce a more robust interpretation of the 
experimental results. Kline et al.53 and Airy54 have previously described uncertainty as “the 
possible value that an error may have.” Furthermore, the appendix provides an estimation on the 
scattering associated with experimental results over multiple trials55, which includes bias and 
precision errors.  Bias errors are categorized as “fixed” errors since they have a non-zero mean, 
and are typically associated with the equipment limitations and calibration accuracy. Precision 
errors, on the contrary, are characterized by behaving “randomly” from the mean.  
 The “random” or “precision” uncertainty (UX) in measurement X can be calculated using,55     
 
 N
X
tS
U
N
  (A.1) 
where t is the Student’s t statistic appropriate for the number of samples N and the desired 
confidence interval, and S(N) is the standard deviation of the set of N observations used to calculate 
the mean value. The results from the N trials are assumed to represent a Gaussian distribution.  
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The “fixed” or “bias” uncertainty (UR) associated with the result of an experiment (R) is 
expressed by taking a root-square-sum of the corresponding uncertainty components produced by 
each variable53. The “bias” uncertainty can be calculated using, 
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A.1 Uncertainty in Performance Measurements 
A.1.2 Uncertainty in Flow Conditions 
 The flow conditions uncertainties were calculated using the equations presented below, a 
detailed derivation of which can be found in Ansell41. The equations include estimates of the 
uncertainty in freestream dynamic pressure, atmospheric density, dynamic viscosity, freestream 
velocity, and Reynolds number. 
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Using these equations, examples of uncertainties were calculated for Rec = 4 × 10
5 and α = 13 deg. 
The resulting values at 95% confidence level are presented in Table A.1. 
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Table A.1 Example uncertainties for test conditions of wing models at Rec = 4 × 105 and α = 
13 deg. 
Parameter Reference Value Absolute Uncertainty Relative Uncertainty (%) 
S 172.2 in2 ±0.5 in2 ±0.29 
α 13 deg ±0.09 deg ±0.69 
q∞,Setra 0.0958 psi ±0.000771 psi ±0.805 
Pamb 14.3 psi ±0.008 psi ±0.056 
Tamb 530 °R ±1.8 °R ±0.34 
ρamb 2.25 × 10-3 slugs/ft3 ±7.77 × 10-6 slugs/ft3 ±0.35 
μamb 3.81 × 10-7 lb-s/ft2 ±1.27 × 10-9 lb-s/ft2 ±0.33 
U∞ 98 ft/sec ±0.187 ft/sec ±0.19 
Rec 400000 ±3900 ±0.975 
 
A.1.2 Uncertainty in Aerodynamic Coefficients 
 The uncertainties associated with the pressure and aerodynamic coefficients were 
calculated using the equations presented in this section41. 
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Considering the Mini-45 resolutions from Table 2.1, examples of uncertainties in aerodynamic 
coefficients at the reference condition are presented in Table A.2. Similar to the previous section, 
these uncertainties are reported at a 95% confidence level. 
Table A.2 Example uncertainties for performance coefficients of AR = 5 wing model at Rec 
= 4 × 105 and α = 13 deg on the upstroke. 
Parameter Reference Value Absolute Uncertainty Relative Uncertainty (%) 
CL   0.82 ± 0.007 ± 0.85 
CM 0.015 ± 0.0018 ± 12 
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A.2 PIV Uncertainty Analysis 
 The uncertainties associated with the stereoscopic particle image velocimetry 
measurements were calculated using the DaVis 8.4 software. The LaVision program employs the 
method highlighted in Niel et al56, Sciacchitano et al57, and Wieneke58 to calculate contours of 
uncertainty like those presented in Fig. A.1. Moreover, higher levels of uncertainty were observed 
to coincide spatially with the dynamic stall vortex, where the shear forces are the strongest. The 
regions of high uncertainty associated with the streamwise velocity component, U, correspond to 
the regions where vorticity is also high, mostly near the leading edge. At the trailing edge, the 
relatively large uncertainty in spanwise velocity, W, is considered to be related to the laser sheet 
thickness. Even though the laser waist spanned most of the chord, the thinner sheet at the trailing 
edge may have resulted on additional errors tracking the particles out of plane.  
A.3 Appendix A Figures 
 
 
 
 
 
 
 
 
 
 
Fig. A.1 PIV velocity uncertainty with respect freestream value for AR = 5 wing at 2y/b = 
0.37, Rec = 4 × 106 and α = 20 deg. 
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