Abstract. In this work we prove constructively that the complement R n \K of an n-dimensional unbounded convex polyhedron K ⊂ R n and the complement R n \ Int(K) of its interior are polynomial images of R n whenever K does not disconnect R n . The bounded case and the case of convex polyhedra of small dimension were approached by the authors in previous works. The techniques here are more sophisticated and require a rational separation result for certain type of (non-compact) semialgebraic sets, that has interest by its own.
Introduction and statement of the main results
A map f := (f 1 , . . . , f m ) : R n → R m is polynomial if its components f k ∈ R[x] := R[x 1 , . . . , x n ] are polynomials. Analogously, f is regular if its components can be represented as quotients f k = g k h k of two polynomials g k , h k ∈ R [x] such that h k never vanishes on R n . By Tarski-Seidenberg's principle [BCR, 1.4 ] the image of an either polynomial or regular map is a semialgebraic set. A subset S ⊂ R n is semialgebraic when it has a description by a finite boolean combination of polynomial equations and inequalities, which we will call a semialgebraic description. During the last decade we have approached the problem of characterizing which (semialgebraic) subsets S ⊂ R m are polynomial or regular images of R n . The first proposal of studying this problem and some particular related ones like the famous 'quadrant problem' go back to [G] .
The effective representation of a subset S ⊂ R m as a polynomial or regular image of R n reduces the study of certain classical problems in Real Geometry to its study in R n with the advantage of avoiding contour conditions. Examples of such problems are Optimization or Positivstellensätze certificates [FG2, FU2] . These representations provide Positivstellensatz certificates for nonnecessarily closed nor basic semialgebraic sets that are either regular or polynomial images of R n , like it happens with the complement of a convex polyhedron, which is neither closed nor basic.
We feel very far from solving the problem stated above in its full generality, but we have developed significant progresses in two ways:
General results. By obtaining general conditions [Fe, FG2, FU2, U1] that must satisfy a semialgebraic subset S ⊂ R m that is either a polynomial or a regular image of R n . The most remarkable one states that the set of infinite points of a polynomial image of R n is connected. In addition, the 1-dimensional case has been completely described in [Fe] , so we will only take care of semialgebraic sets S ⊂ R m of dimension ≥ 2.
Ample families. By showing that ample families of significant semialgebraic sets are either polynomial or regular images of R n . In [Fe, FG1, FGU, U2] we focused on semialgebraic sets with piecewise linear boundary, that is, semialgebraic sets which admit a semialgebraic description involving only linear equations. We analyzed what happens with convex polyhedra, their relative interiors (as topological manifolds with boundary), their complements and the complements of their interiors. We have full information concerning regular images [FGU, FU2] , but we have less information in regard to polynomial images.
The complements of proper convex polyhedra (or of their interiors) are unbounded, so the representation problem in these cases has a meaning also in the polynomial case. The most general results appear in [FU2] and refer to the bounded case and to the case of convex polyhedra of smaller embedding dimension. Namely, Theorem 1. ([FU2, Thm. 1.1(i)]) Let K be an n-dimensional bounded convex polyhedron of R n . Then the semialgebraic sets S := R n \ K and S := R n \ Int(K) are polynomial images of R n .
Proposition 2. ([FU2, Thm. 3 .1]) Let K be an d-dimensional convex polyhedron of R n such that d < n and it is not a hyperplane. Then the semialgebraic sets S := R n \ K and S := R n \ Int(K) are polynomial images of R n .
Similar techniques to those developed to prove Theorem 1 work for unbounded 2-dimensional and 3-dimensional convex polyhedra [FU3, U2] , but unfortunately they do not extend any further to higher dimensions [FU3] .
Main results. The purpose of this work is to provide a full answer for the representation as polynomial images of R n of the complements of convex polyhedra and their interiors. Our main results in this work are the following:
Theorem 3. Let n ≥ 1 and let K be an n-dimensional unbounded convex polyhedron in R n that is not a layer. Then the semialgebraic set S := R n \ Int(K) is a polynomial image of R n .
Theorem 4. Let n ≥ 2 and let K be an n-dimensional unbounded convex polyhedron in R n that is not a layer. Then the semialgebraic set S := R n \ K is a polynomial image of R n .
Here, Int(K) refers to the relative interior of K as a topological manifold with boundary. A layer is a convex polyhedron of R n affinely equivalent to [−a, a] × R n−1 with a > 0.
Full picture. To ease the presentation of the full picture of what is known concerning piecewise linear boundary semialgebraic sets [FGU, FU1, FU2, U2, U3] we introduce the following two invariants. Given a semialgebraic set S ⊂ R m , we define p(S) : = inf{n ≥ 1 : ∃ f : R n → R m polynomial such that f (R n ) = S}, r(S) : = inf{n ≥ 1 : ∃ f : R n → R m regular such that f (R n ) = S}.
The condition p(S) := +∞ characterizes the non representability of S as a polynomial image of some R n while r(S) := +∞ has the analogous meaning for regular maps. Let K ⊂ R n be an n-dimensional convex polyhedron and assume for the second part of the table below that S := R n \ K and S = R n \ Int(K) are connected. Let us explain some (marked) exceptions:
(2, +∞ * ): for an unbounded convex polygon K ⊂ R 2 we have p(K) = +∞ if and only if the unbounded edges of K are parallel [U3] . Otherwise p(K) = 2. (2, 3, +∞ * ): if K has unbounded parallel edges, then p(K) = +∞. Otherwise, if the number of edges of an unbounded convex polygon K ⊂ R 2 is ≥ 3, then p(Int(K)) = 3. In the remaining cases p(Int(K)) = 2, see [U3] .
(unknown 1 , +∞ * ): if the linear projection of K in some direction is bounded, then p(Int(K)) = +∞. Otherwise, we have no further information [FG2] .
(unknown 2 , +∞ * ): if K has a bounded facet (face of maximal dimension) or its linear projection in some direction is bounded, then p(Int(K)) = +∞. Otherwise, we have no further information [FG2] .
Thus, it only remains to determine which convex polyhedra (and which of their interiors) can be expressed as polynomial images of R n . As we pointed out above, not all interiors of ndimensional convex polyhedra can be polynomial images of R n because all their facets need to be unbounded [FG2, Cor. 3.4] . Structure of the article. All basic notions and (standard) notation appear in Section 1. The reader can start directly in Section 2 and return to these preliminaries when needed. In Section 2 we prove Theorem 3, while Theorem 4 is proved in Section 4. In Section 3 we provide some rational separation results for certain types of (non-compact) semialgebraic sets. These results are the key to construct explicitly a polynomial map whose image is the complement of a convex polyhedron.
Preliminaries on convex polyhedra
We begin by introducing some preliminary terminology and notations concerning convex polyhedra. For a detailed study of the main properties of convex sets we refer the reader to [Be, R, Z] . An affine hyperplane of R n will be written as H := {x ∈ R n : h(x) = 0} ≡ {h = 0} for a linear equation h. It determines two closed half-spaces
We use an overlying arrow · when referring to the corresponding vectorial objects.
1.A. Generalities on convex polyhedra. A subset K ⊂ R n is a convex polyhedron if it can be described as the finite intersection
We allow this family of half-spaces to be empty to describe K = R n as a convex polyhedron. The dimension dim(K) of K is its dimension as a topological manifold with boundary. If K has non-empty interior there exists by [Be, 12.1 .5] a unique minimal family {H 1 , . . . , H m } of affine hyperplanes in R n , which is empty just in case K = R n , such that K = m i=1 H + i . We refer to this family as the minimal presentation of K. We assume that we choose the linear equation h i of each H i so that K ⊂ H + i . For inductive processes we will write K i,× := j =i H + j , which is a convex polyhedron that strictly contains K, satisfies K = K i,× ∩ H + i and has one facet less than K. 1.A.1. The facets or (n − 1)-faces of K are the intersections F i := H i ∩ K for 1 ≤ i ≤ m. Only the convex polyhedron R n has no facets. Each facet
and its boundary is ∂K = m i=1 F i . For 0 ≤ j ≤ n − 2 we define inductively the j-faces of K as the facets of the (j + 1)-faces of K, which are again convex polyhedra. The 0-faces are the vertices of K and the 1-faces are the edges of K. Obviously, if K has a vertex, then m ≥ n. A convex polyhedron of R n is non-degenerate if it has at least one vertex. Otherwise, we say that the convex polyhedron is degenerate.
1.A.2.
A supporting hyperplane of a convex polyhedron K ⊂ R n is a hyperplane H of R n that intersects K and satisfies K ⊂ H + or K ⊂ H − . This is equivalent to have ∅ = K∩H ⊂ ∂K. The intersection of K with a supporting hyperplane H is a face of K and conversely each face of K is the intersection of K with some supporting hyperplane. In particular, the vertices of a convex polyhedron K ⊂ R n are those points p ∈ K for which there exists a (supporting) hyperplane H ⊂ R n such that K ∩ H = {p}. Lemma 1.1. Let E be a face of an n-dimensional convex polyhedron K ⊂ R n and let p, q ∈ Int(E). Let p be a line through p that meets Int(K) and let q be a line through q and parallel to p . Then q also meets Int(K).
where each h i is a linear equation and p := {p + t v : t ∈ R}. We may assume Int(E) =
we have h i (q + t v) > 0 for i = 1, . . . , r and t > 0 small enough. Thus, q ∩ Int(K) = ∅, as required.
1.B. Projections of convex polyhedra. Let K ⊂ R n be an n-dimensional convex polyhedron and let π n : R n → R n−1 , x := (x , x n ) → x be the projection onto the first (n − 1) coordinates. We denote the origin of R n with 0 and that of R n−1 with 0 . Let P := π n (K) and let n be the line generated by e n := (0, . . . , 0, 1) = (0 , 1). By [R, II.Thm.6 .6] we have π n (Int(K)) = Int(P) and consequently π −1 n (∂P) ∩ K ⊂ ∂K. Thus, if is a line parallel to n and π n ( ) ⊂ ∂P, then
n (∂P) ∩ K ⊂ ∂K is a union of faces of K. Indeed, let F be a facet of P and let H be the hyperplane of R n−1 generated by F . Notice that H := π −1 (H ) = (H × {0}) + n is a hyperplane of R n that meets K but does not meet Int(K). Thus, H is a supporting hyperplane of K and H ∩ K =: E is a face of K. Therefore
is a face of K.
1.C. Recession cone of a convex polyhedron. We associate to each convex polyhedron K ⊂ R n its recession cone, see [Z, Ch.1] and [R, II. §8] . Fix a point p ∈ K and denote C(K) := { v ∈ R n : p v ⊂ K}. Then C(K) is a convex cone and it does not depend on the choice of p. The set
Clearly, C(K) = {0} if and only if K is bounded. In addition, if P ⊂ R n is a non-degenerate convex polyhedron and
Recall that each degenerate convex polyhedra can be written as the product of a non-degenerate convex polyhedron times an Euclidean space. Besides, a convex polyhedron is degenerate if and only if it contains a line or, equivalently, if its recession cone contains a line. Consequently a convex polyhedron is non-degenerate if and only if all its faces are non-degenerate polyhedra.
Complements of interiors of convex polyhedra
The purpose of this section is to provide a constructive proof of Theorem 3.
2.A.
Reduction of the Proof of Theorem 3. The strategy to prove Theorem 3 consists of two stages. In the first one we reduce the proof of Theorem 3 to show that the complement in R 2 of the interior of a convex polygon is the image of certain polynomial maps f : R 2 → R 2 . In the second stage we prove that the latter result for the 2-dimensional case is true.
Reduction of the algorithm to prove Theorem 3 to the 2-dimensional case. We proceed by double induction on the pair (n, m), where n denotes the dimension of K and m its number of facets. The result is trivial for n = 1 because in this case layers correspond precisely to bounded closed intervals which disconnect R, whereas R n \ Int(K) for unbounded K is affinely equivalent to [0, +∞[, which is the image of the polynomial map f : R → R, x → x 2 . Assume n ≥ 2 and the result true for all unbounded convex polyhedra that have either dimension ≤ n − 1, or dimension n and less than m facets.
Let K ⊂ R n be an n-dimensional unbounded convex polyhedron with m facets, which is not a layer. If K is degenerate, we can assume K = P × R where P ⊂ R n−1 is a convex polyhedron different from a layer. By the induction hypothesis there exists a polynomial map f 0 : R n−1 → R n−1 whose image is R n−1 \ Int(P). The image of the polynomial map f :
and we are done.
Assume that K is non-degenerate and unbounded, with − e n ∈ Int( C(K)). Let F 1 , . . . , F r be the facets of K parallel to − e n and let F r+1 , . . . , F m be the remaining ones. As K is nondegenerate, r < m.
All the (unbounded) faces of K m,× are parallel to − e n , so K m,× = P × R where P is non-degenerate (because otherwise K would be degenerate).
2.A.1. Let us check: P is bounded.
As H + m is not parallel to − e n , after a change of coordinates that keeps − e n invariant we may assume that H m = {−x n = 0} and also that the origin of R n−1 is contained in Int(P). Since
As P is non-degenerate, then either 0 ∈ ∂ C(P) or C(P) = {0 }. As − e n = (0 , −1) ∈ Int( C(K)), we conclude C(P) = {0 }, so P is bounded.
where P is a bounded convex polyhedron and the origin of R n−1 is contained in Int(P). Write H i := {h i = 0} where h i is a linear equation and let L :=
Notice that L does not depend on the variable x n . We claim: The polynomial map
Indeed, given u ∈ S n−2 ⊂ R n−1 denote the line {t u : t ∈ R} generated by the vector u with
We must show that
Fix u ∈ S n−2 and let a < 0 < b be such that u ∩ P = {t u : t ∈ [a, b]} (recall that the origin of R n−1 is contained in Int(P)). Fix λ ∈ R and write F 1 (t u, λ) = (P u,λ (t) u, λ) where P u,λ (t) := (1 − λL 2 (t u))t. We must show that
Observe that P u,λ (a) = a and P u,λ (b) = b because L is identically zero on the boundary of P. If λ ≤ 0, we have (1 − λL 2 (t u)) ≥ 1 for all t ∈ R, so
Observe that Int(P) × ]−∞, 0] = Int(K) ∪ Λ where Λ is the interior of the facet F m := H m ∩ K.
Stage 1(b). If r < m − 1, assume, after a change of coordinates that keeps the vector − e n invariant, that F m ⊂ {x n = 0} and the origin is contained in the interior of F m . In particular we have K ⊂ {x n ≤ 0}.
Stage 2. Set x := (x 1 , . . . , x n−1 ) and write x := (x 1 , . . . ,
and g i (0 ) > 0 for i = r + 1, . . . , m − 1 because the origin of R n belongs to the interior of F m . For j = 1, . . . , r, denote a linear equation of H j with h j (x) := g j (x ) and assume that H + j = {g j ≥ 0} for each j. Consider the polynomials
We claim that: The map F :
Consider the family of hyperplanes through the origin that contain the line n generated by − e n . This family can be parametrized as follows: for each u ∈ S n−2 ⊂ R n−1 define π u := {( uy, z) : (y, z) ∈ R 2 }, which is the plane through the origin generated by the vectors u and e n . Obviously R n = u∈S n−2 π u and F(π u ) ⊂ π u . Therefore it is enough to check that
for all u ∈ S n−2 . As Int(K m,× ) and Int(K) are open subsets of R n , we have
As the origin of R n belongs to the interior of F m , the intersection E m, u := F m ∩ π u is an edge of K ∩ π u and its interior ∆ u = Λ ∩ π u contains the origin of R n . We are reduced to prove that
for all u ∈ S n−2 . Fix now an arbitrary u ∈ S n−2 and write
As h i (0) = g i (0 ) > 0, the linear equation s i is not identically zero for i = r + 1, . . . , m − 1. Denote
E m := P ∩ {z = 0} and ∆ := Int(E m ). Recall that the origin of R n belongs to the interior of F m , the origin of R 2 belongs to ∆ and E m is an edge of P.
2.A.5. We must prove:
Once this is shown the proof of Theorem 3 will be concluded.
2.B.
Algorithm to prove Theorem 3 in the 2-dimensional case. For the sake of clearness we denote as before the coordinates of R 2 with (y, z). We fix the following notation for the rest of this section. Let 1 ≤ r < m and consider the unbounded convex polygons of R 2
where
We keep the assumptions from 2.A: The line {l m = 0} contains the edge E m of P, the origin of R 2 is contained in the interior of E m and − e 2 ∈ C(P). Define
Remark 2.1. We can rewrite f 1 as follows
In view of 2.A.5 we have to prove the following result.
The proof of the previous result is quite involved and requires some preliminary work.
2.B.1. Level curves of the polynomial f 2 . We need to understand the level curves of f 2 . For each λ ∈ R consider the plane algebraic curve
The following two results provide continuous semialgebraic parametrizations of (a part of) X λ . The properties of these parametrizations depend on the sign of λ. Define Q := {q > 0}.
Lemma 2.3. Assume λ > 0 and define ϕ λ (y) := max{z ∈ R : (y, z) ∈ X λ } for each y ∈ U := R \ {b 1 , . . . , b r }. Then (i) ϕ λ : U → R is a Nash function and its graph Γ λ is contained in X λ ∩ Q.
(ii) lim y→b j ϕ λ (y) = +∞ for all j = 1, . . . , r.
Lemma 2.4. Assume λ < 0 and let π :
2.B.2. Preliminary results.
To ease the proofs of the previous lemmas we need some auxiliary results.
Remarks 2.5. We have
(ii) Q ⊂ m i=r+1 {l i < 0}. In particular P ∩ Q = ∅ and P m,× ∩ Q = ∅ if r < m − 1. Assume r < m − 1 and fix i 0 ∈ {r + 1, . . . , m − 1} and (y 0 , z 0 ) ∈ Q. We have q(y 0 , z 0 ) > 0, so
Fix i ∈ {r + 1, . . . , m − 1} and (y 0 , z 0 ) ∈ Q. By (i) we have |y 0 | < z 0 = |z 0 | and z 0 > 1. Thus,
Lemma 2.6. For each y 0 ∈ U := R \ {b 1 , . . . , b r } there exists
Proof. Consider the odd degree polynomial
and observe that q(y 0 , z 0 ) = 0. As lim z→+∞ p y 0 (z) = −∞ and p y 0 (z 0 ) = 1, there exists z 1 > z 0 such that p y 0 (z 1 ) = 0, as required.
2.B.3. Proof of Lemma 2.3. Note first that: the function ϕ λ is well-defined on U .
Fix y 0 ∈ U and observe that q(y 0 , z) is a polynomial of degree one. Thus, p(y 0 , z) is a polynomial of degree ≥ 1 and f 2 (y 0 , z) is a polynomial of odd degree. Consequently, the set {f 2 (y 0 , z) = b} ⊂ R is non-empty and finite, so the value ϕ λ (y 0 ) exists.
(i) The proof is conducted in several steps: 2.B.3.1. We claim: The partial derivative
We have
and by Remark 2.5(ii) the previous expression is strictly positive on Q 0 .
2.B.3.2. Fix (y 0 , ϕ λ (y 0 )) ∈ Γ λ and denote
We claim: There exists z 0 < z 1 < z 2 such that p(y 0 , z 1 ) = 0 and f 2 (y 0 , z 2 ) = λ. Besides, the graph Γ λ is contained in Q 0 and p is strictly negative on Γ λ .
Write Q ∩ {y = y 0 } = {(y 0 , z) : z > z 0 }. By Lemma 2.6 there exists z 1 > z 0 such that p(y 0 , z 1 ) = 0, so f 2 (y 0 , z 1 ) = 0. As λ > 0 and lim z→+∞ f 2 (y 0 , z) = +∞ (because it is an odd degree polynomial with positive leading coefficient), there exists z 2 > z 1 > z 0 such that
is strictly decreasing on the interval ]z 0 , +∞). As p y 0 (z 1 ) = 0 and ϕ λ (y 0 ) > z 1 , we deduce p y 0 (ϕ λ (y 0 )) < 0.
2.B.3.3. Finally we prove:
The function ϕ λ is Nash on U .
By the Implicit Function Theorem [BCR, 2.9.8] there exist
• open bounded intervals I, J ⊂ R such that y 0 ∈ I and ϕ λ (y 0 ) ∈ J,
Let us check: After shrinking I, we have ϕ λ | I = φ| I .
Indeed, suppose by contradiction that there exists a sequence {y k } k≥1 ⊂ I that converges to y 0 and ϕ λ (y k ) > sup(J) for all k ≥ 1. As I × J ⊂ Q 0 ∩ {p < 0}, we deduce
because p is decreasing on the line Q ∩ {y = y} for all y ∈ U (see the end of the proof of 2.B.3.2). By 2.B.
is compact, we may assume that the sequence {(y k , ϕ λ (y k ))} k≥1 converges to (y 0 , t 0 ) ∈ K, so
which is a contradiction. Thus, after shrinking I, it holds (y, ϕ λ (y)) ∈ I × J for all y ∈ I. Consequently, ϕ λ | I = φ| I .
Therefore, ϕ λ is Nash function because it is locally Nash and by its definition semialgebraic.
(ii) Fix b j 0 and take y 0 close to b j 0 . Consider the algebraic curve
By 2.B.3.2 there exists (y 0 , z 1 ) ∈ Y ∩ Q 0 such that z 1 < ϕ λ (y 0 ). By Remarks 2.5 there exists M > 0 such that
Therefore, 1
2.B.4. Proof of Lemma 2.4. The proof is conducted in several steps:
2.B.4.1. We show first: the algebraic curve X λ when λ < 0 lies in the band {λ − 1 < z < 0}.
Pick (y 0 , z 0 ) ∈ X λ . As q < 0 on the half-plane {z < 0} and λ < 0, we have
2.B.4.2. Next we prove: π(X λ ) = R.
Fix y 0 ∈ R and consider the univariate polynomial h(z) := f 2 (y 0 , z). Then h(0) = 0 > λ and using again the fact that q < 0 on {z < 0} we deduce that
By continuity there exists
2.B.4.3. By [BCR, 2.9 .10] the curve X λ is the disjoint union of a finite set F and finitely many affine Nash manifolds N 1 , . . . , N p , each Nash diffeomorphic to the open interval ]0, 1[. As X λ contains no vertical lines, we may assume that π : N i → R is a Nash diffeomorphism onto its image for i = 1, . . . , p.
2.B.4.4. Let
. . , Y s be the connected components of X λ . As X λ ⊂ R × ]λ − 1, 0[, the same happens for each Y . Of course each Y is a closed subset of R 2 . We claim that: Some Y connects the vertical edges
To prove this claim we will make use of Janiszewski's Theorem (see [J] or [Bi, Theorem A] ): If K 1 and K 2 are compact subsets of the plane R 2 whose intersection is connected, a pair of points which is separated by neither K 1 nor K 2 is neither separated by their union
Ys Figure 2 . Description of the situation Suppose by contradiction that no Y connects E 1 with E 2 . As π(X λ ) = R, we may assume that the first 1 ≤ t < s connected components of X λ meet E 1 , whereas the rest of them do not. Define the compact sets
and note that the intersection K 1 ∩ K 2 = E 1 is connected.
The horizontal segments
Consequently, the algebraic curve X λ = f −1 2 (λ) separates the horizontal segments S 1 and S 2 . Notice that if we restrict f 2 to R the set X λ ∩ R still separates these segments on R. Observe that ∂R = S 1 ∪ S 2 ∪ E 1 ∪ E 2 . As
the real number
Thus, p 1 , p 2 are separated neither by K 1 nor by K 2 , which contradicts Janiszewski's Theorem. The claim follows. 
, where π| N 1 and π| N 2 are homeomorphisms.
Finally, the continuous semialgebraic map
satisfies π(Im(ψ λ )) = R and lim t→±∞ (ψ 1,λ (t)) = ±∞, as required. Figure 5 . Construction of the parametrization ψ λ 2.B.5. Proof of Theorem 2.2. Denote S := R 2 \ Int(P) and
We have to prove that f(T) = S. Write T = T 1 ∪ T 2 ∪ T 3 and S = S 1 ∪ S 2 ∪ S 3 where
T 2 := T ∩ {z = 0}, S 2 := S ∩ {z = 0},
Note that
It is enough to show:
The inclusion f(T 1 ∪ T 2 ) ⊂ S 1 S 2 is straightforward. Therefore, we are left to show
To prove (2.6) it is enough to check:
and {z > 0} ⊂ f(T 1 ).
2.B.5.1. We check first
2.B.5.2. Next we show:
For each y 0 ∈ U := R \ {b 1 , . . . , b r } there exists by Lemma 2.6 z 1 ∈ R such that (y 0 , z 1 ) ∈ Q and p(y 0 , z 1 ) = 0, so f 2 (y 0 , z 1 ) = 0 and f 1 (y 0 , z 1 ) = y 0 . By Remarks 2.5
2.B.5.3. Let us prove: {z > 0} ⊂ f(T 1 ). To that end we show: If λ > 0, the line {z = λ} is contained in f(T 1 ).
Consider the curve X λ := {f 2 (y, z) = λ}. By Lemma 2.3 there exists a Nash function ϕ λ : U := R \ {b 1 , . . . , b r } → R such that lim y→b j ϕ λ (y) = +∞ for j = 1, . . . , r and its graph Γ λ ⊂ X λ ∩ Q. The latter condition means in particular that lim y→±∞ ϕ λ (y) = +∞.
Consider the function
Let us check: Im(Φ λ ) = R. It is enough to prove: Φ λ is continuous and lim y→±∞ Φ λ (y) = ±∞.
Indeed, since (y, ϕ λ (y)) ∈ X λ we have
.
Thus, for each y ∈ U we have by equation (2.3)
so lim y→b j Φ λ (y) = b j for j = 1, . . . , r and Φ λ is continuous. Also from equation (2.9) follows that lim y→±∞ Φ λ (y) = ±∞. Thus, the map
As the graph Γ λ of ϕ λ is contained in Q ⊂ {z > 0} ∩ T (see equation (2.8)) and the points (b j , λ) ∈ T (see 2.B.5.1), we deduce {z Figure 6 . A sketch of the behaviour of the map f :
Once it is proved (2.6) we proceed with (2.7).
2.B.5.4. Let us check: S 3 ⊂ f(T 3 ). To that end we show: If λ < 0, the difference {z = λ}\Int(P) is contained in f(T 3 ) = f(T ∩ {z < 0}).
Let ψ λ : R → X λ be the continuous semialgebraic map constructed in Lemma 2.4. Write R = C ∪ A where C := ψ −1 λ (Im(ψ λ ) \ Int(P)) and A := ψ −1 λ (Im(ψ λ ) ∩ Int(P)). Notice that if t 0 ∈ ∂C there exist points t 1 ∈ C and t 2 ∈ A close to t 0 . As ψ λ is continuous, ψ λ (t 1 ) ∈ Im(ψ λ ) \ Int(P) and ψ λ (t 2 ) ∈ Int(P) are close to ψ λ (t 0 ), so ψ λ (t 0 ) ∈ X λ ∩ ∂P.
As ψ λ (t 0 ) ∈ ∂P we have g(ψ λ (t 0 )) = 0, so p(ψ λ (t 0 )) = 1 and f(ψ λ (t 0 )) = ψ λ (t 0 ). In addition, as ψ λ (t 0 ) ∈ X λ we have f 2 (ψ λ (t 0 )) = λ, so ψ λ (t 0 ) = f(ψ λ (t 0 )) = (ψ 1,λ (t 0 ), λ). Thus,
Notice that {z = λ} \ Int(P) = (S 1 × {λ}) (S 2 × {λ}) where
As π(Im(ψ λ )) = R and lim t→±∞ ψ 1,λ (t) = ±∞, there exists two intervals C 1 and C 2 of C (in case they are non-empty) such that
where ψ 1,λ (c λ ) = c λ and
Indeed, as f 2 (ψ λ (t)) = λ, we deduce by Remark 2.1
As lim t→±∞ ψ 1,λ (t) = ±∞, we have lim t→±∞ f 1 (ψ λ (t)) = ±∞. In addition,
2.B.5.5. Finally we show: f(T 3 ) ⊂ S 3 = {z < 0} \ Int(P).
Notice first that f(S 3 ) ⊂ {z < 0}. Therefore, we only have to check that f(S 3 ) ∩ Int(P) is the empty set. Let (y 0 , z 0 ) ∈ T 3 = T ∩ {z < 0} = S ∩ {z < 0} = {z < 0} \ Int(P) and choose an edge of P and an equation h := ay + bz + c = 0 of the line containing it that satisfies P ⊂ {h ≥ 0} and h(y 0 , z 0 ) ≤ 0. As e 2 = (0, −1) ∈ C(P) and (0, 0) ∈ P, we have b ≤ 0 and c ≥ 0. Write b = −β 2 and c = γ 2 . We have
because ay 0 − β 2 z 0 + γ 2 ≤ 0 and z 0 < 0. Hence f(y 0 , z 0 ) ∈ Int(P), as required.
Separation of distinguished semialgebraic sets
A crucial step to prove Theorem 4 is roughly speaking the following separation result. Let K ⊂ R n be a convex polyhedron of dimension n and let P ⊂ R n−1 be the projection of K onto the first (n − 1) coordinates. Consider the 'infinite prysm' Int(P) × R, which henceforth will be called skyscraper. Under mild conditions on the placement of K in R n the difference (Int(P) × R) \ K has two connected components: the 'attic' C + of the skyscraper Int(P) × R and its 'basement' C − . It would be desirable (and much simpler for the exposition) to find a polynomial map f ∈ R[x 1 , . . . , x n−1 ] that separates the attic C + and the basement C − of the skyscraper Int(P) × R, but the strong restrictions concerning separation of non-compact semialgebraic sets by polynomial functions suggests to use more general functions. In Lemma 3.8 we find a rational map depending on (x 1 , . . . , x n−1 ) that separates C + and C − , see Figure 7 . In addition its set of poles is contained in its zero set and it does not intersect Int(P). The result announced above is based on a preliminary one concerning rational separation of tuples of variables, which has interest by its own. 3.A. Rational separation of tuples of variables. Fix non-negative integers r, s ≥ 1 and set y := (y 1 , . . . , y r ) and z := (z 1 , . . . , z s ). Consider the convex polyhedron Q r,s := {(y; z) ∈ R r × R s : max{y 1 , . . . , y r } ≤ min{z 1 , . . . , z s }}.
It holds
Int(Q r,s ) = {(y; z) ∈ R r × R s : max{y 1 , . . . , y r } < min{z 1 , . . . , z s }}.
and Cl(Int(Q r,s )) = Q r,s . If r, s ≥ 1 and k, ≥ 0, the map
. . . , y r ; z 1 , . . . , z s−1 , z s ,
. . . , z s ) is a linear embedding such that ρ(Int(Q r,s )) ⊂ Int(Q r+k,s+ ) and ρ(Q r,s ) ⊂ Q r+k,s+ . Using that min(S) = − max(−S) and max(S) = − min(−S) for any finite set S, one proves that if r, s ≥ 1 the linear isomorphism
satisfies σ(Q r,s ) = Q s,r and σ(Int(Q r,s )) = Int(Q s,r ).
A rational separator for the pair (r, s) is a rational function φ r,s : R r ×R s R that is regular on Int(Q r,s ), extends to a continuous (semialgebraic) function Q r,s and satisfies max{y 1 , . . . , y r } < φ r,s (y; z) < min{z 1 , . . . , z s } for each (y; z) ∈ Int(Q r,s ). As Cl(Int(Q r,s )) = Q r,s and φ r,s extends to a continuous (semialgebraic) function Φ r,s on Q r,s , we deduce max{y 1 , . . . , y r } ≤ Φ r,s (y; z) ≤ min{z 1 , . . . , z s } for each (y; z) ∈ Q r,s . 3.A.1. Recursive properties of rational separators. We present next some recursive properties of rational separators that will ease the proof of the existence of rational separators in Lemma 3.3.
Remarks 3.1. (i) Let φ r,s : R r × R s R be a a rational separator for (r, s). Then the rational function φ s,r (z, y) := −φ r,s (−y; −z) is a rational separator for (s, r).
(ii) Let r, s ≥ 1 and k, ≥ 0 and let φ r+k,s+ : R r+k × R s+ R be a rational separator for (r + k, s + ). Then φ r,s (y, z) = φ r+k,s+ (ρ k, r,s (y, z)) is a rational separator for (r, s). Lemma 3.2. Let r, s, k ≥ 1 be such that r ≥ k. Let φ r−k+1,s be a rational separator for (r − k + 1, s) and φ k,s a rational separator for (k, s). Then φ r,s (y; z) = φ r−k+1,s (y 1 , . . . , y r−k , φ k,s (y r−k+1 , . . . , y r ; z); z) is a rational separator for (r, s).
Proof. Define
M := {(y 1 , . . . , y r−k , y r−k+1 , . . . , y r ; z) ∈ R r × R s : max{y r−k+1 , . . . , y r } ≤ min{z 1 , . . . , z s }}.
The rational map
(y 1 , . . . , y r−k , y r−k+1 , . . . , y r ; z) → (y 1 , . . . , y r−k , φ k,s (y r−k+1 , . . . , y r ; z); z)
is regular on Int(M) and extends continuously to M = Cl(Int(M)). Clearly, Q r,s ⊂ M. We claim: Θ(Int(Q r,s )) ⊂ Int(Q r−k+1,s ).
If (y; z) ∈ Int(Q r,s ), then max{y 1 , . . . , y r } < min{z 1 , . . . , z s }, so max{y r−k+1 , . . . , y r } < min{z 1 , . . . , z s } and consequently φ k,s (y r−k+1 , . . . , y r ; z) < min{z 1 , . . . , z s }. Thus, max{y 1 , . . . , y r−k , φ k,s (y r−k+1 , . . . , y r ; z)} < min{z 1 , . . . , z s } (3.1) and Θ(y; z) ∈ Int(Q r−k+1,s ). Therefore φ r,s is regular on Int(Q r,s ) and extends continuously to Q r,s . Let us check: max{y 1 , . . . , y r } < φ r,s (y; z) < min{z 1 , . . . , z s } for each (y; z) ∈ Int(Q r,s ).
Indeed, by (3.1) we know that Θ(y; z) ∈ Int(Q r−k+1,s ), so max{y 1 , . . . , y r } ≤ max{y 1 , . . . , y r−k , φ k,s (y r−k+1 , . . . , y r ; z)} < φ r,s (y; z) := φ r−k+1,s (y 1 , . . . , y r−k , φ k,s (y r−k+1 , . . . , y r ; z); z) < min{z 1 , . . . , z s }.
We conclude that φ r,s is a rational separator for (r, s).
3.A.2.
Existence of rational separators. We prove next that for each pair of positive integers there exists a rational separator.
Lemma 3.3. For each pair (r, s) of positive integers there exists a rational separator.
Proof. The proof is conducted by induction on t := min{r, s}. We begin with some initial cases:
, which is regular in Int(Q 2,2 ). Let us prove that if (y 1 , y 2 ; z 1 , z 2 ) ∈ Int(Q 2,2 ), then y i < φ 2,2 (y 1 , y 2 ; z 1 , z 2 ) < z j for i = 1, 2 and j = 1, 2. (3.2)
As φ 2,2 is symmetric with respect to the variables (y 1 , y 2 ) and (z 1 , z 2 ), we only consider i = 1, j = 1. We have to prove
The first inequality is equivalent to
The second inequality is equivalent to
and it also holds. Note that Q 2,2 ∩ {z 1 + z 2 − y 1 − y 2 = 0} = {z 1 = z 2 = y 1 = y 2 }. By (3.2) the rational map φ 2,2 extends continuously to Q 2,2 as
Case t = 2. By Remark 3.1(i) we may assume that r ≥ s = 2. We proceed by induction on r. We have constructed above a rational separator for (2, 2), so the initial case r = 2 has been already approached. By induction hypothesis there exists a rational separator φ r−1,2 for (r − 1, 2) if r ≥ 3. By Lemma 3.2 the function φ r,2 (y; z) = φ r−1,2 (y 1 , . . . , y r−2 , φ 2,2 (y r−1 , y r ; z); z)
is a rational separator for (r, 2).
Case t ≥ 3. By Remark 3.1(i) we may assume that s ≥ r ≥ 3. Using Remark 3.1(i) and the construction for t = 2 we have a rational separator for (2, s) if s ≥ 2. By induction hypothesis there exists a rational separator φ r−1,s for (r − 1, s) if r ≥ 3. By Lemma 3.2 the function φ r,s (y; s) = φ r−1,s (y 1 , . . . , y r−2 , φ 2,s (y r−1 , y r ; z); z)
is a rational separator for (r, s).
Case t = 1. By Remark 3.1(ii)
1,s (y 1 ; z)), φ r,1 (y; z 1 ) = φ r,2 (ρ 0,1 r,1 (y; z 1 )) are respective rational separators for (1, s) and (r, 1) if r, s ≥ 1.
3.B. Rational separation of the attic and the basement of a skyscraper. Let π n : R n → R n−1 , (x 1 , . . . , x n ) → (x 1 , . . . , x n−1 ) be the projection onto the first (n − 1) coordinates. The following position for an n-dimensional convex polyhedron K ⊂ R n guarantees that the differences (Int(P) × R) \ K and (Int(P) × R) \ Int(K), where P := π n (K), have each one two connected components.
Definition 3.4. Let K ⊂ R n be a convex polyhedron. We say that K is in n -bounded position if the intersection of K with any line parallel to n is either empty or a bounded interval.
Remark 3.5. One proves straightforwardly: (Int(P) × R) \ K has two connected components.
The following result provides an easy test to determine if a convex polyhedron is in nbounded position. As an straightforward consequence one shows that each n-dimensional convex polyhedron K ⊂ R n with at least two facets can be placed in n -bounded position.
Lemma 3.6. Let K ⊂ R n be an n-dimensional convex polyhedron and let be a line parallel to n . Suppose that ∩ K is a non-empty bounded segment, which may reduce to a point. Then K is in n -bounded position.
Proof. Under the hypotheses e n , − e n ∈ C(K), so the intersection of K with any line parallel to n is either empty or a bounded interval.
Corollary 3.7. Let K ⊂ R n be an n-dimensional convex polyhedron and let F be a facet of K that has itself at least two facets. Then K can be placed in n -bounded position in such a way that F ⊂ {x n−1 = 0} and K ⊂ {x n−1 ≤ 0}.
Proof. After an affine change of coordinates we may assume that F ⊂ {x n−1 = 0} and K ⊂ {x n−1 ≤ 0}. As F has itself at least two facets, there exist an affine change of coordinates that keeps invariant the half space x n−1 ≤ 0 and such that F is in n -bounded position (inside {x n−1 = 0}). By Lemma 3.6 also K is in n -bounded position.
3.B.1. Convex polyhedron placed in n -bounded position. Let K ⊂ R n be an n-dimensional convex polyhedron in n -bounded position and let P := π n (K) ⊂ R n−1 be its projection onto the hyperplane {x n = 0}. Let F 1 , . . . , F m be the facets of K and let H i := {h i = 0} be the hyperplane generated by
As K ⊂ R n is in n -bounded position, we have r, s ≥ 1. Observe that K = K 1 ∩ K 2 where
Notice that
By [R, II.Thm.6 .6], we have Int(P) = π n (Int(K)). Thus
By Remark 3.5 the difference (Int(P) × R) \ K has two connected components. Namely
The next result provides a rational function
. . , x n−1 ) that separates C − , C + and that is regular on Int(P).
Lemma 3.8 (Rational separation of the attic and the basement of a skyscraper). There exists a polynomial P(
, where g 1 , g 2 ∈ R[y; z], be a rational separator for (r, s). Recall that φ r,s is regular on Int(Q r,s ) and extends to a continuous semialgebraic function Φ r,s on Q r,s . As Q r,s is by definition a convex polyhedron and φ r,s is regular on Int(Q r,s ), we may assume that g 1 has constant sign on Int(Q r,s ). Write g 1 := (g 1 ) 2 and g 2 := g 2 g 1 . Observe that {g 1 = 0} ⊂ {g 2 = 0}, φ r,s = g 2 (y;z) g 1 (y;z) and g 1 is strictly positive on Int(Q r,s ). Define
for = 1, 2. Note that {f 1 = 0} ⊂ {f 2 = 0}. As φ r,s is a rational separator for (r, s) and Int(P) ⊂ π n (Int(K 1 )), we deduce: if x ∈ Int(P), then
Now, if x := (x , x n ) ∈ C − , we have x ∈ Int(P) and there exists some i = 1, . . . , r such that x n < a i (x ), so P(x) < 0. Similarly, if x := (x , x n ) ∈ C + , we have x ∈ Int(P) and there exists some j = 1, . . . , s such that b j (x ) < x n , so P(x) > 0, as required.
Some technicalities arising from the proof of Theorem 4 force us to find a kind of analogous result to Lemma 3.8 when we are dealing with non-degenerate convex polyhedra not placed in n -bounded position.
3.B.2. Non-degenerate convex polyhedra not placed in n -bounded position. Let K ⊂ R n be a nondegenerate n-dimensional convex polyhedron not placed in n -bounded position. Let F 1 , . . . , F m be the facets of K and let H i := {h i = 0} be the hyperplane generated by F i . Assume that
where ε i = ±1. As K is non-degenerate, s ≥ 1 and as K ⊂ R n is not placed in n -bounded position, all ε i are either equal to 1 or −1. Assume that all ε i = −1. Observe that K = K 1 ∩ K 2 where
In addition
Notice that π n (K 1 ) = R n−1 and
In particular, K 2 = P × R and Int(K 2 ) = Int(P) × R. Notice that: the semialgebraic set
Lemma 3.9. There exists a polynomial P(
Complements of convex polyhedra
In this section we prove constructively Theorem 4. We develop first in 4.A some basic tools. In this regard, Lemma 4.1 describes the properties of polynomial maps T K (see (4.3)), which involve the rational separators. The ideal situation would be that, given a convex polyhedron K and one of its facets F i , a polynomial map
A for the definition of K i,× ). This would allow a neat inductive proof of Theorem 4. However, the set of poles of the involved rational separator produces some difficulties. To take care of them we introduce Corollaries 4.2, 4.3 and 4.4. Next, we start with the complement R n \ G 0 of the interior G 0 of a convex polyhedron K 0 that contains K tightly, as it is described in 4.B. Then in Theorem 4.6 we apply a sequence of polynomial maps of type (4.3) to fill the remaining gap G 0 \ K until we achieve R n \ K. We hope this brief explanation will soften the technicalities of the process. 4.A. Tools for the inductive process. Let K ⊂ R n be a non-degenerate n-dimensional convex polyhedron and let P := π n (K). Assume that e n ∈ C(K). Let
be a polynomial satisfying the conditions of Lemma 3.8 if K is placed in n -bounded position and the conditions of Lemma 3.9 otherwise. Write K := m i=1 {h i ≥ 0} (minimal presentation) where each h i is a linear equation. We may assume that the coefficient of x n is non-zero for h i if and only if i = 1, . . . , d ≤ m. As K is non-degenerate, d ≥ 1. Consider the polynomial
(4.2) and the polynomial map
. . , a n−1 ) ∈ R n−1 and denote the line parallel to n through the point (a , 0) with a := (a , 0) + n . 4.A.1. We claim: T K ( a ) = a for each a ∈ R n−1 . To that end we prove: The polynomial Q a (t) := t − a n−1 L 2 (a , t)P(a , t) has odd degree for each a ∈ R n−1 . In addition Q a (t) = t if and only if either a n−1 L 2 (a , t) ≡ 0 or f 1 (a ) = 0.
Proof. If K is placed in n -bounded position and f 1 (a ) = 0, then by Lemma 3.8 f 2 (a ) = 0, so P(a , t) ≡ 0 and Q a (t) = t has odd degree. If K is not placed in n -bounded position, P(a , t) is a monic polynomial of degree 1. Therefore we may assume that f 1 (a ) = 0 and P(a , t) is a polynomial of degree 1. As K is non-degenerate, we have L 2 (a , t) is either identically zero or a polynomial of positive degree 2d > 0. Therefore, Q a (t) is either a polynomial of degree 1 (if a n−1 L 2 (a , t) ≡ 0) or of degree 2d + 1 > 1 (otherwise).
Let us analyze the behavior of T over certain subsets of the line a attending to the position of the latter with respect to K.
Lemma 4.1. Let K ⊂ R n be an n-dimensional non-degenerate convex polyhedron and let P := π n (K). Let G, R be sets such that Int(K) ⊂ G ⊂ K and R ⊂ ∂K. Given a := (a 1 , . . . , a n−1 ) ∈ R n−1 , we have:
(ii) If a ∈ P and a n−1 ≤ 0, then
If a ∈ ∂P and a n−1 > 0, then
We prove next statements (ii), (iii) and (iv). For all of them a ∈ P. Then the set K ∩ a is either a segment (which can reduce to a point) or a ray. The end point(s) of K ∩ a belong(s) to d i=1 {h i = 0}. If K ∩ a is a segment, we denote the end points of K ∩ a with p − := (a , t − ) and p + := (a , t + ), where t − ≤ t + . If K ∩ a is a ray, we denote its end point with p + := (a , t + ). To avoid unnecessary repetitions, we abuse notation and set C − = ∅ and p − := (a , t − ) where
We can write the differences a \ G and a \ R as follows
By Lemma 3.8 we have P| C − < 0 and P| C + > 0. Also the equality L(p + ) = 0 holds, so
(ii) If a n−1 = 0, then Q a (t) = t, so T K ( a \G) = a \G. Assume next that a n−1 < 0. If t > t + , then P(a , t) > 0, so Q a (t) ≥ t > t + and
(iii) By Lemma 3.8 f 1 (a ) > 0, so the univariate polynomial P(a , t) = f 1 (a )t − f 2 (a ) has degree one and its leading coefficient is positive. As a ∈ Int(P), the polynomial L 2 (a, t) has even positive degree in t and positive leading coefficient. Consequently, Q a (t) is a univariate polynomial of odd degree whose leading coefficient is negative, so lim t→±∞ Q a (t) = ∓∞.
If a ∩ G is a bounded set, then p − ∈ ∂K. As Q a (t − ) = t − , Q a (t + ) = t + and t − < t + (because a ∈ Int(P)), we conclude
As a ∈ Int(P), we have that a ∩ R ⊂ a ∩ ∂K consists of at most two points.
Thus, there exists ε > 0 such that Q a (t 0 − ε) =: s 1 < t 0 < s 2 := Q a (t 0 + ε). As lim t→±∞ Q a (t) = ∓∞, we have
(iv) By 1.B we have a ∩ K ⊂ ∂K. If f 1 (a ) = 0, then by Lemma 3.8 also f 2 (a ) = 0 and
If f 1 (a ) = 0 and L(a , t) ≡ 0, then a ∩ K reduces to a point and R can be either empty or a singleton. If R = ∅ it is clear by 4.A.1 that
Next, if R contains two different points, then by 1.B the segment connecting this two points is contained in a ∩ K ⊂ ∂K. Thus, R is contained in a facet of K parallel to e n . Consequently, L(a , t) ≡ 0, so Q a (t) = t and T K ( a \ R) = a \ R.
We present next some technical consequences of the previous result, which are useful for the proof of Theorem 4. We need to understand how are the images under T K of certain sets G satisfying Int(K) ⊂ G ⊂ K. From now on we denote the hyperplane {x n−1 = 0} with Π n−1 and the half-spaces {x n−1 ≤ 0} and {x n−1 ≥ 0} with Π − n−1 and Π + n−1 respectively. Corollary 4.2. Let K ⊂ R n be an n-dimensional non-degenerate convex polyhedron placed in nbounded position and let P := π n (K). Let G be a set such that Int(K) ⊂ G ⊂ K. Let P := π n (K) and
Proof. Let a ∈ R n−1 and let a be the line through (a , 0) parallel to n . If a n−1 ≤ 0, we have by Lemma 4.1 (i) and (ii)
If a n−1 > 0, we have by 4.A.1 and Lemma 4.1,
a \ G if a ∈ ∂P and ∩ G contains at least two points. In case a ∈ ∂P and ∩ G is a singleton we have
Using the following equality
and (4.6) we conclude
. By (4.5) and (4.7) it follows (4.4), as required. The last equality in the statement follows from equation (4.5) and the fact that T K ( a ) = a for each a ∈ R n−1 . Corollary 4.3. Let K ⊂ R n be an n-dimensional non-degenerate convex polyhedron and let E be a face of K which is non-parallel to Π n−1 and meets the open half-space Int(Π
n−1 and P := π n (K). Then, after an affine change of coordinates that keeps the hyperplane Π n−1 invariant (and only depends on E), we have
Proof. Take a point p ∈ Int(E) and let Π n−1,p be the hyperplane through p parallel to Π n−1 . As E is not parallel to Π n−1 , the intersection Π n−1,p ∩Int(K) = ∅. Otherwise, as p ∈ K∩Π n−1,p ⊂ ∂K, we have that Π n−1,p is a supporting hyperplane for K. As p ∈ Int(E), we have Int(E) ⊂ Π n−1,p , so E is parallel to Π n−1 , which is a contradiction.
Let q ∈ Int(K)∩Π n−1,p . After an affine change of coordinates that keeps the hyperplane Π n−1 invariant, we may assume that the line through p and q is parallel to n and e n ∈ C(K). The latter condition is possible because as K is non-degenerate, either e n or − e n does not belong to C(K). Therefore, π n (p) ∈ Int(P) = π n (Int(K)) and by Lemma 1.1 we have π n (Int(E)) ⊂ Int(P).
The rest of the proof is similar to the one of Corollary 4.2. We include all the technicalities for the sake of completeness. Observe that
Let a ∈ R n−1 and let a be the line through (a , 0) parallel to n . If a n−1 ≤ 0 we have by Lemma 4.1 (i) and (ii)
By (4.9) it holds
Observe that
. We have shown above that π n (Int(E)) ⊂ Int(P). If a n−1 > 0 we have by Lemma 4.1
a \ R 0 if a ∈ ∂P and ∩ R 0 contains at least two points. In case a ∈ ∂P and ∩ R 0 is a singleton, we have
(4.12)
Using the following equalities
and (4.12) we conclude
(4.14)
n (∂P)). From (4.11), (4.13) and (4.14) we obtain (4.8). The last equality in the statement follows from equation (4.10) and the fact that T K ( a ) = a for each a ∈ R n−1 , as required.
Corollary 4.4. Let K ⊂ R n be an n-dimensional non-degenerate convex polyhedron and let E 1 , . . . , E s be finitely many faces of K with disjoint interiors such that each one is non-parallel to Π n−1 and meets the open half-space Int(Π
Proof. We proceed by induction on s. If s = 1, the statement follows from Corollary 4.3. So let us assume that s > 1 and let R 0 := s−1 k=1 Int(E k ). By induction hypothesis there exists a polynomial map T 0 :
On the other hand by Corollary 4.3 there exists a polynomial map T 1 : R n → R n such that
as required.
4.B.
Proof of Theorem 4. Let K ⊂ R n be an n-dimensional non-degenerate convex polyhedron and let F 1 , . . . , F m be its facets. Let H i be the hyperplane generated by 
Observe that K ⊂ Int(K 0 ) and notice that K 0 is an n-dimensional non-degenerate convex polyhedron. Define By Theorems 1 and 3 the semialgebraic set R n \ G 0 is a polynomial image of R n . Our goal is to make use of Corollaries 4.2 and 4.4 to express R n \ K as a polynomial image of R n . We need first the following property of the sets G i .
Lemma 4.5. Fix i = 1, . . . , m and let E be a face of K i := Cl (G i ) that lies in Int(H − i+1 ) and is parallel to H i+1 . Then E ∩ G i = ∅.
Proof. Let W be the affine subspace generated by E. We claim: W ⊂ H (ε) for some = i + 1, . . . , m. Note that if this is the case then W ∩ G i = ∅ and so E ∩ G i = ∅.
To prove our claim, assume that none of the aforementioned inclusions hold, so that W = k j=1 H i j for some 1 ≤ i 1 , . . . , i k ≤ i such that H i 1 , . . . , H i k are linearly independent. Thus, W = W I for I = {i 1 , . . . , i k , i + 1} following the notation of 4.B.1. We show now that this cannot happen. As E ⊂ Int(H − i+1 ) and E is parallel to H i+1 , we have dist(W I , H + i+1 ) ≥ δ. Since dist(H + i+1 , H i+1 (ε)) < δ 2 , we deduce E ⊂ W I ⊂ Int(H i+1 (ε) − ). On the other hand, we must have E ⊂ K i ⊂ H i+1 (ε) + , which is a contradiction.
We prove next Theorem 4 for a non-degenerate n-dimensional convex polyhedron.
Theorem 4.6. Let K ⊂ R n be a non-degenerate n-dimensional convex polyhedron. Then R n \ K is a polynomial image of R n .
Proof. Consider the non-degenerate n-dimensional convex polyhedron K 0 and the semialgebraic sets G 0 , . . . , G m described in 4.B.2. Place K in n -bounded position in such a way that the facet F 1 is contained in Π n−1 and K ⊂ Π 
where P 0 := π n (K 0 ). As G 0 = Int(K 0 ), we have G 0 ∩ π −1 n (∂P 0 ) = ∅, so T 0 (R n \ G 0 ) = G 1 . Assume by induction that R n \ G i is a polynomial image of R n . Place K i+1 in n -bounded position in such a way that the facet F i+1 is contained in Π n−1 = H i+1 and K ⊂ Π (see Lemma 3.7). Note that K i = Cl (G i ) is also in n -bounded position. By Corollary 4.2 applied to G i we obtain a polynomial map T i,0 : R n → R n with
and T i,0 (R n \ G i+1 ) = R n \ G i+1 where P i := π n (Cl(G i )). By 1.B the set G i ∩ π −1 n (∂P i ) can be expressed as a finite, disjoint union of some interiors of faces of K i = Cl(G i ). Thus, there exist finitely many facets E 1 , . . . , E r of K i such that G i ∩ π −1 n (∂P i ) = Int(E 1 ) . . . Int(E r ). We may assume that only the faces E 1 , . . . , E s where 0 ≤ s ≤ r intersect Int(H − i+1 ). We claim: E j is non-parallel to H − i+1 for j = 1, . . . , s.
Suppose that E j is parallel to H − i+1 for some j = 1, . . . , s. As E j ∩ Int(H − i+1 ) = ∅, we deduce E j ⊂ Int(H − i+1 ). By Lemma 4.5 Int(E j ) ⊂ E j ∩ G i = ∅, which is a contradiction. Define R i := Int(E 1 ) . . . Int(E s ). By Corollary 4.4 there exists a polynomial map T i,1 : R n → R n such that
and T i,1 (R n \ G i+1 ) = R n \ G i+1 . Thus, the polynomial map T i := T i,1 • T i,0 : R n → R n satisfies
The composition T := T m−1 • · · · • T 0 satisfies T(R n \ Int(K 0 )) = R n \ K and since R n \ Int(K 0 ) is by Theorems 1 and 3 a polynomial image of R n , we are done.
Proof of Theorem 4. If K is non-degenerate, the result follows from Theorem 4.6. So we assume that K is degenerate. If that is the case, we may write K after an affine change of coordinates as K = P × R n−k where P ⊂ R k is a k-dimensional non-degenerate convex polyhedron. If k ≥ 2, there exists by Theorem 4.6 a polynomial map T 0 : R k → R k such that T 0 (R k ) = R k \ P, so the polynomial map
satisfies T(R n ) = R n \ K.
If k = 0, then K = R n and there is nothing to say. If k = 1, we may assume that P = (−∞, 0] (because K is not a layer). This means that K = {x 1 ≤ 0}, so R n \ K = {x 1 > 0}. As it is well-known this set is a polynomial image of R n . Take for instance the polynomial map T := (T 1 , . . . , T n ) : R n → R n , x = (x 1 , x 2 , x ) → ((x 1 x 2 − 1) 2 + x 2 1 , x 2 (x 1 x 2 − 1), x ), where x := (x 3 , . . . , x n ) and whose image is K = {x 1 ≤ 0} (see [FG1] ), as required.
