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ABSTRACT
CO LINE EMISSION FROM CLUMPY MOLECULAR
CLOUDS:

THE CASE OF ORION

FEBRUARY 1990
JAN A. TAUBER, B.S., UNIVERSIDAD DE LOS ANDES
Ph.D., UNIVERSITY OF MASSACHUSETTS

Directed by: Professor Paul

F.

Goldsmith

It is generally believed that molecular clouds are
clumpy. In

clumpy molecular clouds the large scale spatial distribution of
the

emission from the ionized, neutral, and molecular carbon species is

significantly different than it would be in a cloud with a smooth

density distribution. Thus it should be possible to derive some
general properties of the clumps (i.e size, volume filling factor,
kinematics, etc.) by observing these species, even if individual
clumps are not spatially resolved,
Ve have built a receiver capable of observing both the

transition of 12CO and i3C0 and the 3P]

_>

sp^

J:=3-^2

transition of neutral

atomic carbon, and a filterbank of novel design that acts as its
backend. Ve have used this instrument to obtain a map of i2C0 J=3-t2
in the Orion A region. The observed line shapes, and a comparison of

the intensity of this line to that of the J=l-tO transition, strongly

suggests that this region is clumpy, that a kinetic temperature

gradient exists within each clump, and that the source of the

heating is situated on the surface of the cloud. Furthermore, an
analysis of the smoothness of very high signal- to- noise

vi

^"^CQ

and

.

13C0 J=1^0 spectra in the region indicates that the
volume filling

factor of the clumps increases from the surface to
the core of the
cloud.

Ve develop a model of an edge- heated clumpy molecular
cloud

that takes into account the chemical and thermal
effects of the UV

photons on the density and temperature structure of the
clumps. Ve
show that this model can reproduce the observed i2C0
intensities and
line ratios in the region, and is in qualitative
agreement with

other characteristic features observed in this and other
similar
regions (i.e. widespread presence of warm CO, of neutral carbon,
and
of high dipole moment species). Ve discuss the
implications of these

results on the general properties of the clumps in the Orion region.
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CHAPTER

1

INTRODUCTION

1.1 Objectives

The study of molecular clouds has been characterized
by an

increasing recognition of the complex nature of these objects.
It is
now clear that a key element in that complexity is the
existence of

dumpiness

in molecular clouds. This ingredient has up to now
been

largely ignored because only until recently has the angular

resolution of observations been large enough to start resolving
individual clumps. However, the inclusion of dumpiness in models of

radiative transfer holds the potential of resolving major problems
and contradictions in our knowledge of the physical processes which

occur within molecular clouds.
This work has as its primary objective to investigate whether
low angular resolution observations of molecular clouds can be used
to infer some general morphological and physical properties of

clumps. In order to do this, we have developed an instrument

designed to observe two molecular probes which are especially

appropriate to our endeavor. Ve have used this instrument to observe
a source which is thought to be clumpy. Finally,

we have developed a

model of molecular clouds which allows us to derive from these

observations some properties of the clumps in the source observed.
In the rest of this Chapter, we elaborate on these initial

statements. Ve start in Section 1.2 by giving some general

background on the observational and theoretical motivation for the

1

.

2

existence of dumpiness in molecular clouds. Ve follow in
Section
1,3 with a discussion on the appropriateness of the different

molecular lines which could be used to obtain the information
that
we seek. In Section 1.4 we discuss the observational approach
which
we suggested at the beginning of this project, and the difficulties

that we encountered in carrying it out. Finally, in Section 1.5
we

present an outline of the main body of this dissertation, which
includes the description and analysis of the observations obtained,
and the development of a model for edge- heated, clumpy molecular

clouds

1.2 Background

The molecular component of the interstellar medium, which is

contained mainly in molecular clouds, has come under increasing
scrutiny in recent years as the instruments available to observe the

radiation emitted by molecules become more sensitive, and as newer

telescopes afford greater angular resolution. In particular,

observations of the morphology of clouds have flourished, and a
large amount of detail is now available for some individual sources.
On the other hand, many of the dynamical aspects of the life of

these clouds are still very obscure, and major debates exist on the
very mechanisms which make their existence possible. The dynamical
aspects, however, provide the link to the star formation processes

which occur in molecular clouds, and are thus of primary importance
to astronomy.

3

The available observations of the gas in molecular
clouds show
that it is not distributed uniformly (smoothly) in space,
but rather
that it exhibits large density contrasts on many different
size
scales. This characteristic has been referred to (rather
loosely) as

"dumpiness" in the literature, dumpiness
in nature,

is of course a necessity

and as such is not surprising, and only interesting
to

the extent that observations of its size scale may tell us
something

about the physics behind it. Vhat is more relevant is the notion
of

"hierarchical" clumping, in which the different size scales at which
clumping occurs are related to each other in some ordered way. The
belief that such an order may exist is dictated by the notion that

molecular clouds (very large objects) must eventually produce stars
(very small objects) and vice versa, and that during this process

the gas must be continually rearranged in structures having a large

range of size scales. From this idea arises a natural definition for
clumps, as those gaseous entities whose size scales are at the

lowest rung in the hierarchical scale, i.e. they will form stars

without further fragmentation, or remain quiescent. It is for this
type of entity that we shall reserve the term "clumps" in this work.
Ve shall usually refer to larger (resolved) molecular cloud

substructure as "fragments".
The realization of the importance of the hierarchical geometry
of clouds did not come solely from observations.

Theoretical models

of clouds which assume smoothly distributed gas densities suffer

from many inconsistencies with observations, among which we cite
very discrepant predicted line profiles, rates of star formation.

4

rates of internal energy dissipation, and overall cloud
lifetimes.

From an observer's point of view, the most apparent of these
problems is the observed velocity width of spectral lines
emitted
from molecular clouds, which is much larger than what could
be
obtained from purely thermal motions. Large velocity widths
are

usually explained as due to the presence of widespread

microturbulent motions; however, the line profiles emitted by
microturbulent regions are either flat- topped or self-absorbed. This
type of profile is not as commonly observed as this type of model
suggests.

This and other difficulties with the predicted line profiles
are summarized in Baker (1976). This author followed the suggestion
of Zuckerman and Evans

(1974) that a macroturbulent (i.e.

clumpy)

gas distribution might present a solution to some of these problems,
and showed qualitatively what the effects of this type of

distribution are on the observed spectral line profiles. The first
quantitative radiative transfer scheme to take dumpiness into
account is that of Martin, Sanders, and Hills (1984), which was

developed in order to explain millimeter observations of CO in the
M17 region. This model was simplified in that it treated the clumps
in a statistical way,

with their central velocities normally

distributed at all points in the cloud; this model therefore
neglects the physical processes underlying the macroturbulent

velocity field. The first (and only) radiative transfer scheme to
combine a physically meaningful velocity field and the concept of

dumpiness

is that of Kwan and Sanders

(1986); we shall hereafter
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refer to this model as KS. It consists of a two- level
hierarchy of
structures: small, thermally supported clumps provide the
basic
units of opacity, and are dynamically clustered into larger
units
(termed "coherent structures"). Central velocities are
assigned to

these structures according to some probability law based on
a

dynamical process (gravity, microturbulence, etc.). In the Kwan
and
Sanders (1986) model, the observed line profiles are thus the
sum of
the beam- diluted and narrow emission lines from each clump, and
can

account for the observed velocity line widths. However, the

implementation of this model, even at its rather low level of
physical complexity, requires many free parameters, and this

represents a significant drawback when trying to compare its results
to observations of a given source. However, since it is the only

model developed to date which comes close to producing line profiles

comparable to those observed, we shall use its concepts and its
methods extensively in this work.
In the spirit of the discussion above, we will assume that

clumps are at present unresolved by available millimeter- wave

telescopes, so that their size is as yet unknown, apart from the
fact that their angular extent is much smaller than the typical

beamsize of

1

arcminute. Ve note that some recent interf erometric

observations may be starting to uncover these very small structures
(see e.g. Harris et al 1983, and Vilson and Johnston 1989). The

kinetic energy density in the interior of clouds will determine
their internal dynamical characteristics, and is bounded on the
lower side by the magnitude of the thermal motions of the gas. The

total value of the kinetic energy density is a
controversial issue,
and in addition to the thermal component may also
contain

contributions from the ambient magnetic field (via Alfven
waves),
the mechanical input from outflows and winds from
stars, and

microturbulent velocity fields. All of these are present
in typical

molecular clouds, and the uncertainties lie in their
relative
importance. In this work we shall only be concerned with
the thermal

component (which includes thermal as well as microturbulent
motions)
directly, and assume that it is the major internal energy
source of
the clumps. All the other sources important in molecular
clouds are

thus lumped into a macroturbulent field, which determines
the way in

which clumps move within the cloud.

1-3 Neutral and Molecular Carbon as Probes of Clump Properties
It is appropriate at this point to ask which molecular spectral

line can be a useful probe of the small scale structure of molecular

clouds. Published calculations of the chemical evolution of

molecular clouds (e.g. Graedel, Langer, and Frerking 1982), have
shown that the ionized, neutral and molecular forms of carbon become

spatially segregated in molecular clouds under the influence of the
ambient interstellar UV field (see Figure 1). These studies suggest
that neutral carbon exists mainly in a thin layer between the dense

molecular material and the more diffuse atomic material. In the
denser regions, most of the carbon has reacted with oxygen to form
CO,

whereas in the diffuse medium all of the carbon is in an ionized

form. Thus, in the traditional model of uniformly distributed
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molecular material one expects to find significant densities of
neutral carbon only on the periphery of clouds. However, the

observations so far obtained (see e.g. Phillips and Huggins 1981,
Zmuidzinas, Betz, and Golhaber 1986, Stutzki et al 1988) show that

neutral carbon traces roughly the same regions as i3C0 does, and is
thus coexistent with the molecular material. Many explanations have
been put forward to explain this discrepancy (Keene et al 1985), but
the most plausible one in our view is that the dumpiness of

molecular clouds allows an enhanced penetration of the UV photons
into the cloud, allowing layers of neutral carbon to form on the

surface of each clump rather than only in the outer layer of the

overall cloud. Figure

1

illustrates this possibility. Vithin this

model, neutral carbon becomes a natural tracer of the geometrical

structure of the clumps within the molecular cloud. Ve also note
that observations of ionized carbon can be used in a similar fashion
to trace the clumpy structure, the idea being that all the carbon

atoms in the interclump medium are ionized by the ambient radiation
field. Thus, ionized carbon traces the interclump medium, while

neutral carbon traces the surfaces of the clumps. Recently

observations of the 158

/z

line of CII have been carried out which

seem to confirm these ideas (Stutzki et al 1988, Jaffe et al 1989).

1-4 Intended Observational Approach
At the outset of this project, the main observational thrust

was directed towards detection and mapping of the ^Pj

sp^

hyperfine transition of the ground electronic state of neutral
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atomic carbon. The frequency of this transition lies well into
the
submilliraeter band, at 492.16 GHz (or 610

//)

;

at this frequency the

atmosphere is very opaque, and this fact confines potential
observing sites to high altitude observatories, or the Kuiper

Airborne Observatory. Most of the observations to date have in fact
been obtained from the KAO, and only a handful from ground based
sites. Moreover, the technology necessary to obtain adequate

sensitivity for the detection of radiation at these wavelengths has
only recently begun to evolve, and this has limited the practical
use of available receivers. Thus, a large part of the effort in this

project was directed towards the construction of a receiver designed

specifically for observations at 492 GHz; this receiver has extended
the already established technology of waveguide- mounted

Schottky- diode mixers to this high frequency, and is at the time of

writing the most sensitive receiver available at this frequency. Its

design and construction is described in much detail in Appendix

I of

this dissertation; Appendix II contains a description of the design
and construction of a filterbank spectrometer which was used in

conjunction with the receiver for most of the spectral line

observations described in this work. The sensitivity achieved with
our receiver allowed us to believe that extensive ground- based

observations of the neutral carbon were a possibility, in spite of
the high sky opacity.
Ve carried out our observations at two high altitude sites, the

Vyoming Infrared Observatory (located on Mt. Jelm, Wyoming), and the
Caltech Submillimeter Observatory (located on Hauna Kea, Hawaii). It
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is an unfortunate fact that our observations were not limited by
the

sensitivity of the receiver, but rather by the poor sky transmission

encountered during all of our observing runs, both at VIRO and CSO.
The number of CI spectra that we obtained during two years can be

counted on the fingers of one hand, and throw a cold chill on the

prospects of future useage of this frequency band for observations
of molecular clouds. Thus, our hope of using neutral carbon as a

probe of small scale structure has, for the purposes of this
project, been destroyed. For the record, and without further
comment, we present in Figure 2 the spectra that we have obtained at
this frequency of the two galactic sources V51 and V3.
It is fortunate for the success of this project, that early on
we included in our receiver the additional capability to observe in

the 330 to 355 Ghz band. In this band the sky is much more

transparent than at 500 GHz, which allowed us to observe extensively
the J=3-»2 rotational transition of i2C0 and i^co in several galactic

sources. In this work we find that these transitions can be used in
some sources as effectively as neutral carbon to probe the small

scale structure of molecular clouds; this stems from the up to now

largely ignored interplay of the chemical processes which lead to
the formation of CO and the kinetic temperature structure of the
clumps. Ve have based the (non- instrumental) portion of this

dissertation on an evaluation of the effectiveness of CO in general,
and of its submillimeter transitions in particular, as a probe of

dumpiness

in molecular clouds.
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1.5 Outline of Work

Ve have based this work on the observations of a single source,

the Orion A molecular cloud, although we plan to extend the models
that we develop here to other sources in the near future. Ve have

structured our work and its description in the following way:
1)

observationally, we have studied our source from both a

small-scale and a large-scale point of view. In the latter, which is

developed in Chapter

2,

we use maps of Orion in the

J = l->0,

J=2-^l,

and J=3-»2 transitions of both i2C0 and i^co. In the first part of
this Chapter, we attempt to see whether there does exist a hierarchy
of clumpy structures in this region, and what the properties of the

clumps at this size scale aie. Ve compare these results to

observations of other molecular tracers available in the literature.
Ve next use the observations in a statistical sense, and examine the

correlations which exist in our data set between isotopic

transitions and transitions arising from different levels. This part
explores the observational evidence leading to the necessity of
clumpy models for this region.
In the small-scale approach, we study in great detail a few

very high signal- to- noise and very high spectral resolution spectra
of the J = l->0 transition of both i2C0 and i^co.

In particular, we

study the smoothness of these line shapes, in an effort to derive
the properties of the individual line profiles arising from each
clump, and whose sum constitutes the overall profile. From a

knowledge of the individual line profiles we hope to understand the
physical properties of the clumps

Ve do this in the context of a
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simple, statistical model similar to that of Martin, Sanders,
and

Hills (1984). This part is developed in Chapter
2)

3.

Our models of the observations are developed in Chapters
4

and 5. The analysis of the observations carried out in Chapter
2

leads us to believe that the kinetic temperature structure within

clumps plays an important role in the radiative transfer processes

which give rise to the observed profiles, especially in the case
of
sources which are illuminated by more intense than average

ultraviolet fields. Ve study the chemical processes which lead to
the formation of CO in the surface layers of clouds under these

conditions, and develop a simplified scheme which allows the

calculation of the equilibrium abundance of i2C0 and i3C0 as a
function of depth into the cloud. Next, we calculate the CO line
profiles emerging from these regions, and we show that our models
can explain some of the features of the observations of the Orion

region. However, a better characterization of the observations

requires a more sophisticated model than a single clump, and we
implement a numerical model to calculate the radiative transfer of
CO lines through a clumpy cloud. This model is similar to that of

Kwan and Sanders (1986), but includes a treatment of the temperature

structure of the clumps. Ve show that this model can explain many of
the features observed in the submillimeter CO lines arising in

Orion, and addresses the question of the existence of regions of

"warm CO" recently observed in several molecular clouds (Stutzki et
al 1988, Jaffe et al 1989).
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3)

Finally, in Chapter

6 we

summarize the general properties of

the models developed in Chapters 4 and 5, and point
out their

implications on the interpretation of observations of
submiUimeter
lines of CO. Ve review the results of our model in
relation to the

observations of Orion, and to the properties of the
small scale

morphology of this cloud. Finally, we comment on future
directions
for both observations and modeling which may throw more
light on the

problems addressed in this work.
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molecular cloud.

^^"^^ corresponds to a clumpy
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Figure 1.2 - Line profiles of the ^Pj -. sp^ transition of
atomic neutral carbon at 492 GHz, as observed in two positions of
the V51 molecular cloud. The position labeled "Main" corresponds to
R.A. 19h21ni27s; 5 14024'30". The other position corresponds to the
position of the infrared source IRS 2.
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sp^ transition of
Figure 1.3 - Line profiles of the ^p,
atomic neutral carbon at 492 GHz, as observed in the V3 molecular
clouds. The (0,0) position corresponds to R.A. 02h21'B55s
8
61052'00". The other positions shown are labeled by their offsets
(in arcminutes) from this position.
;

^LSR

(km/s)

CHAPTER 2
ORION A OBSERVATIONS

2.1 Introduction
In this Chapter, we shall concentrate on the
analysis of i2C0

and 13C0 J=i-.o, J=2^1, and J=3-2 observations of
a 0.1 square degree

region of Orion around the KL source. Our approach
throughout will
be to view the data in the context of a clumpy
molecular cloud.

Our

purpose will be to constrain the parameter space of some
of the

variables which we need to implement a clumpy model for
this region,
in particular the kinetic temperature, the column
density,

and the

size and line width distribution of fragments. Ve review
in this

Section (2.1) some previous observations which reveal the
importance
and ubiquity of clumps in this region. In Section 2.2 we
describe
the observations and the necessary calibration procedure.
In Section
2.3 we use i3C0 J=l-.0 observations to define fragment boundaries,
and analyze the properties of the resulting set of fragments.
In

Section 2.4 we look at the characteristics of the line profiles,
the
ratios between transitions and between isotopic species, and their

variation with distance from the core. In Section 2.5 we calculate
the LTE column densities in the region, and expand on the influence
of a nonunitary beam filling factor.

In Section 2.6 we analyze

briefly some additional high resolution observations of the region

around the Kleinmann- Low object. Finally, in Section 2.7 we
summarize the results of this Chapter and review the main
conclusions.
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The interstellar molecular cloud in
Orion is undoubtedly the

galactic region most extensively observed at
millimeter and

submillimeter wavelengths. The reasons for
this observational
preference are clear: situated at a distance
of ~ 500 pc from the
Sun,

it

is the

nearest molecular cloud with active,
ongoing high

mass star formation activity, and as such
it provides both high

spectral line intensity and high spatial
resolution. Newly

commissioned astronomical telescopes or instruments
in the northern

hemisphere most probably see First Light emanating
from this source.
As a consequence, the amount of published
literature on the Orion

Nebula is extremely large, and we shall attempt
here to summarize
only those observations most relevant to
this study. Ve do, however,

refer the reader to a number of published
reviews, most notably the

Proceedings of the Draper Symposium on the Orion
Nebula (1981), and
the authoritative and very recent review
by Genzel and Stutzki
(1989), which lists 347 references in its bibliography.

Large scale CO maps of the Orion region (notably the i^co
J=i-,o
map of Bally et al. 1987) reveal a molecular
structure of several

degrees in size, which exhibits a very clumpy or filamentary
appearance. Some of these fragments (the most easily identifiable)
were studied by Bally and co-workers, but a full
characterization of
the large scale fragmentation in Orion is yet to be
completed. The

easily isolated fragments show velocity dispersions varying
between
1

and ~ 4 km/s, and masses ranging between 10 and ~
2000 M^; their

sizes vary between ~ 0.4

and ~ 0.8 pc. A fairly clear relationship
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between the velocity dispersions and the masses
of the fragments can
be represented as

Av ~ 0.5 MO-zs.

One of the objectives of our study will
be to find whether this

relationship can be extended to smaller spatial
scales; in a sense
we shall try to determine whether there is
a continuous hierarchy of

spatial and velocity structures in this source.
In consequence, we
shall concentrate our attention on the relatively
small 15 x 25

arcminute region around the KL source (at a
distance of 500 pc,

1

arcminute corresponds to a linear size of ~ 0.15
pc). On this scale
size there exist published observations of
the i2C0 and i^co j=i^o

transitions at 45

"

resolution (Schloerb et al 1982), as well as of

the 12C0 and i3C0 J=2-i transitions at 1.5
arcminute resolution

(Goldsmith et al 1982). Since we shall use these
maps as the basis
of our study, we shall elaborate on their
characteristics further
on,

Ve add to them new observations of the i2C0 and i3C0 J=3-i2

transitions at 1.5 arcminute resolution.
At the intermediate size scale probed by these
observations, a

very important contribution is made by the work of
Batrla et al
(1983), who have mapped the emission from the (1,1) and
(2,2)

inversion transitions of NH3 in this region, with a resolution
of
43". These authors find that the emission from
the central parts of

the ridge centered on KL breaks up into some
8 fragments of size 0.2
to 0.3 pc. The ratios of the hyperfine
components of these lines can

be used to obtain estimates of the kinetic
temperature in the denser

regions of the source (n^^

>

104.

s

cm-3), with the (reasonable)

assumption that they are thermalized. If one assumes that
CO and NH3
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are well mixed together (this assumption
may not be at all valid;

certainly in dark clouds a great deal of
chemical segregation is
quite evident, see e.g. Swade 1987), one
can then infer the kinetic

temperature of CO. Batrla et al find that
the kinetic temperature
traced by NH3 fragments peaks at around
100 K in the vicinity of KL,

decreases abruptly to about 25 K within a few
arcminutes of KL, and
remains thereafter at approximately that
value for all the northern
fragments.
At very small scale sizes, there have
been recent observational

advances both with single dish telescopes
and interf erometric
arrays. Ve point out the CiSQ J=l-.0 map
at 22" resolution of Wilson
et al

(1986), which reveals a ridge of emission centered on
KL; this

ridge splits up into

3

or 4 fragments of sizes ~ 0.05 pc and line

widths of ~ 1.5 km/s. At an even higher
resolution of 7.5", CS J=2-^l

observations of KL reveal the same basic clump
structure, although
the CS line widths seem to be larger than
those of

C^H

(this could

conceivably be an artifact of the wide velocity
channels used). A
similar structure is revealed by the CisQ J=2-il
map of Schloerb et
al (1987). The VLA has been used to map
a position roughly 3

arcminutes north of KL in the NH3 (2,2) inversion
transition (Harris
et al 1983) and in the 2 cm K- doublet
line of H2CO

(Vilson and

Johnston 1989); these maps have synthesized resolutions
of 14" and
12.5" respectively. The H2CO map resolves
the region into six
~ 0.02 pc size

fragments (two of which coincide with the NH3

observations) having line widths ranging between 0.4 and

5

km/s.
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In summary,

it is clear from the observations
reviewed above

that that there is firm evidence for clumping
of the gaseous

material in Orion at large (~ 0.5 pc), intermediate
(~ 0.2 pc)

,

and

small (~ 0.02 pc) spatial size scales.
s

2.2 Observations
As we have said previously, the observations
of the lower two

rotational transitions of i2C0 and i3C0 which we shall
use in this
study have been published elsewhere (Schloerb et
al 1982, Goldsmith
et al 1982), and we refer the reader to these
publications for the

corresponding technical details. The J=l-0 observations
were taken
with ~ 50" angular resolution, and cover a 0.25 x
0.5 degree section
of the Orion molecular cloud, on a 45" grid centered
at the KL

source (RA 05h32n>46s8; ^

-

05o24'28")

.

Similarly, the J=2^1

observations were obtained with an angular resolution of

1.5

arcminutes, and cover a similar portion of the Orion cloud on a 1.5'
grid. In Figure 2.1 we show, as representative of this data
set,

maps of the integrated radiation temperature

(Tj^;

see Kutner and

Ulich 1981 and the discussion further below, for a definition of
this term) of i3C0 J=l-0, over the full velocity range of the
line

profiles, and within

1

km/s bins. The dumpiness of the emission in

this region is quite evident. Ve shall use these maps in Section
2.3
of this Chapter,

when we seek to isolate fragments in both space and

velocity. Figures 2.2 through 2.5 show a sample of the observed
line

profiles in the lower two transitions of both i2C0 and i^co.
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The 12C0 and i3co J=3^2 data have not
been published elsewhere,
and we shall next describe them in more detail.
The observations

consist of 94 spectra of the i2C0 isotope,
centered on KL and taken
on a

1

arcminute grid, and 12 spectra of the i3C0
isotopic species

observed in two strips, the first a N-S strip
starting at KL and the
second a SE-NV strip covering the Bright Bar
region (some 4

arcminutes southeast of KL). In Figures 2.6
and 2.7 we show samples
of the observed line profiles.

The observations were carried out at the
Vyoming Infrared

Observatory (VIRO), located on Jelm Mountain,
Vyoming, and operated
by the University of Vyoming, during
December 1987 and Spring 198S.

The telescope is a 2.3 meter diameter
paraboloid with an optical

quality surface, and is mainly used for infrared
observations. The
receiver, located at the Cassegrain focus of
the telescope,

consisted of a Schottky diode cryogenically cooled
to 70 K. The

backend consisted of two 64 channel filterbank
spectrometers, with a

frequency resolution of 2 MHz per channel (corresponding
to 1.73
kra/s

at 345 GHz), and 5 MHz per channel
(4.53 km/s). For a detailed

description of the instrumentation, the reader is
referred to
Appendices I and II.
The receiver's noise temperature was measured
in the laboratory
to be approximately 800 K
double sideband at 345.795975 GHz, the

rest frequency of the CO J=3^2 emission
(Lovas 1986)

;

at the

frequency of the i3co J=3-.2 transition
(330.587957; Lovas 1986), the
noise temperature is only slightly
(~

107.)

worse. A vane with an

ambient- temperature load was incorporated into
the receiver to
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calibrate the observations using the chopperwheel method (Penzias
and Burrus 1973). This method should be
accurate at this frequency,

since the opacity is dominated by water
vapor, which has a physical

temperature quite close to that of the surface
at mountaintop
elevation (Erickson et al 1982). The zenith
sky opacities

encountered during the observing sessions
varied between 0.35 and
0.75, as determined from sky dips. The observations
were carried out
by position switching between the source
and a reference position

offset 90 arcminutes in RA.
The absolute calibration of the measured
intensities requires a
good knowledge of the characteristics of
the telescope beam.

Although the quality of the surface of the
telescope led us to
expect a very clean beam shape, measurements
of the efficiency on

Jupiter and of scans of the lunar

lirab at

345 GHz showed that the

beam is best fitted by two gaussians, one
of which is the main beam
(HPBV = 87 arcsec) with approximately

607.

of the total power, and

the second has a HPBV about five times
larger than the main beam,
and contains

257.

the optics led to

of the power. At 330 GHz a probable misalignment
of
407.

of the power being in the main beam and

in

407.

the error beam. A more complete
description of the problem and the

measurements can be found in Appendix III. Suffice
it to say that
the telescope's Forward Spillover and
Scattering Efficiency (as

defined in Kutner and Ulich 1981) is estimated
from measurements of
the Moon to be

r/fss

0.85; to obtain the radiation temperature T„
K.

(see Kutner and Ulich 1981), we need
to divide the chopper wheel

temperature T| by

^

= rifssVc

where

is the

coupling factor of
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the beam to the source. Since the main
beam and the error beam are

significantly large compared to the
typical size of the emission
in
Orion (10 arcminutes), the coupling
constant will depend on the
observed position. At 345 GHz, we estimate
Vf

r,f

^ 0.66 near KL,

and

^ 0.46 near the edge of Orion; similarly, at
330 GHz,

rjf
varies
between ~ 0.5 and ~ 0.35. When converting
T| to T^, we have taken
into account this variation with
position.

When one wishes to compare the
observations of the different

rotational transitions, their different
beam sizes must be taken
into account. Accordingly, the maps
of the i2C0 and i3C0 j=i^o lines

were smoothed to an equivalent angular
resolution of 90 arcseconds.
This was done by deconvolving the
channel maps from the original

(assumed gaussian) beam using FFT
techniques, and reconvolving with
a gaussian with FVHM corresponding
to the larger beam. This method

allows the use of appropriate filtering
techniques to avoid large
edge effects. The beam sizes achieved
in the J=2^1 and J=3-*2

observations were sufficiently close to 90
arcseconds that we have
not smoothed them spatially. Ve
have, however, resampled (by linear

interpolation) all three transitions onto a
one arcminute grid
centered at the nominal position of KL. In
Figures 2.7 through 2.11
we present maps of the smoothed
and resampled integrated radiation

temperature for all three i2C0 and i3C0 transitions
(except the i3C0
J=3^2 transition, for which only
a few spectra are available).

Additional observations of the i2C0 J=3^2 transition
were
obtained in November 1988 with the same receiver
at the Cal Tech

Submillimeter Observatory (CSO) in November 1988.
During this run
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the observed positions were concentrated
in the vicinity of the KL

region and the Bright Bar region situated
some 4 arcminutes to the

south-east of KL. The HPBV of the beam at 345
GHz measured at CSO is
~ 20

arcseconds. The beam efficiency measured on
Mars was

7/g

~

0.5,

assuming that the brightness temperature of Mars
at this wavelength
is 225 K

(extrapolated from the value at 3 mm measured
by Ulich,

Cogdell and Davis 1973). Ve shall present these
observations in

Section 2.6 of this Chapter.

2.3 Fragment Isolation
In this section we shall make extended use
of the unsmoothed
13C0 J=1^0 data, which is assumed to be relatively
optically thin

(see Section 2.5 of this Chapter), presents the
highest spatial

resolution CO map available to us, and thus provides the
most likely
candidate to study the fragmentation of the molecular matter
in this
region.
A close

examination of Figure 2.1 immediately reveals the fact

that the i3C0 emission in this region can be subdivided
into

fragments which are confined to well-defined velocity and
spatial
extents. However, a more quantitative measure of the range
of these

parameters is not too easy to obtain, mainly because different

fragments may overlap significantly in phase space.
The procedure that has been most commonly used to define the

boundaries of clouds (e.g. Scoville et al 1987) involves setting
an
emission threshold, and subsequently finding all phase
space points
(i.e. pixels in velocity and two spatial dimensions)
that are simply
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connected above this threshold. This procedure
suffers from some
deficiencies, most of which stem from the fact
that to obtain a

reasonable boundary definition in confused regions
the emission

threshold has to be set to a very high level.
One consequence of
this is that the set of clouds obtained has a
very low intensity

contrast, i.e. all the low- level emission has
been blended into the

background. This problem is exemplified in Figure
2.1. The way in

which the contours in the channel maps of this
Figure are plotted,
i.e.

relative to the maximum emission in each map, brings
out the

fact that some of these fragments have very low
intensities relative
to the overall maximum (they do not, for example,
appear in a map of

the intensity integrated over the full velocity
width of the

profiles). A solution to the problem of defining cloud
boundaries

might be to incorporate a variable threshold, which would
vary for
each pixel according to the maximum emission in a limited
region of

phase space centered on it. However, on first inspection a
numerical

implementation of such an algorithm poses many difficulties.
In our case, given the limited extent of our data set, we
have

chosen to follow a "brute force" manual approach, which consists
of
the following steps: we have first isolated all the emission
peaks
in each map of Figure 2.1; for each peak we have integrated
the

emission over the FVHM velocity widths of the spectrum at the peak
and plotted the result as a map where the intensity is normalized
to

that at the peak position; we have then obtained an average profile
of all the spectra contained within the

807.

contour of this map, and

integrated again the emission over the FVHM of the combined
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spectrum; and we have iterated this step
until all the emission
(within one FVHM) of the combined spectrum
falls within the

807.

contour of the peak. Additional constraints
that we have imposed
are: that the

807.

contours of different fragments should
not overlap

spatially, and that there should exist a
closed contour enclosing it
at the

607.

level; we have also examined the shape
of the line

profiles and asked that they be reasonably
similar within the

proposed boundaries of a given fragment. It
should be pointed out
that this procedure is not unambiguous in
all cases, but that the

results are overall consistent with other
maps available to us at
lower resolutions (CS J=2-»l).
In Figure 2.12 we present a map of the
spatial

807.

and

607.

peak

intensity contours of the set of fragments
resulting from the above
procedure. The Figure shows a significant amount of
spatial overlap
only between fragments 4 and 2 (we disregard
that between fragments
4 and 6 due to the diffuse nature of fragment
6).

However, we feel

that there is enough additional evidence
(such as the shape of the
line profiles, and the high resolution maps
mentioned in the

introduction to this Chapter) that they should be treated
as two
distinct fragments.
In Table

1

we present the main characteristics of the set of

fragments of Figure 2.12. Some of the larger fragments
have quite
prominent substructure at the

807.

contour level, and we have

tabulated the properties of this substructure as well.
The masses in
Table

1

have been calculated from the column densities estimated
in

Section 2.5, and include a factor of 1.36 to account
for the mass
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contributed by Helium and other heavy elements;
the radii are
obtained from the projected surfaces by the relation
Ve note that the mass of fragment

1

R ~

/IHa/?

.

is underestimated since it is

quite obviously severely truncated in the map.
A

comparison of Figure 2.12 with the NH3 map of
Batrla et al

(1983) reveals remarkable agreement in the location
of practically

all the features found along the ridge which
extends roughly
North- South from KL. Notably absent from
the map of Batrla et al
(1983)

is fragment 5,

which should already be visible 3 minutes

south of KL. All the other fragments seen in i3C0
occupy regions not

mapped in NH3. The similarity of the structure
traced by these two

molecular probes, sensitive to different density
ranges (~ 102-103
cm-

3

vs ~ 104.5 cm- 3) can be explained if the
contrast between the

density in the fragments and the density in the
interf ragment medium
is very large.

The velocity structure of the region shows the
familiar
North- South velocity gradient found in other
studies. The situation
is complicated,

however, by the fainter fragments which are situated

well out of the ridge (i.e. fragments
3,

7

and 8), and which

definitely do not partake in the gradient. These
fragments break the
overall axial symmetry of the region and provide
some indications
that a more spherical symmetry may prevail,
centered roughly at the

very energetic KL source.
It is useful to compare the properties of the
fragments in

Table

1

with those of the set of fragments studied by Bally
et al

(1987). Accordingly we have plotted in Figure 2.13 the
mass of the
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fragments vs their velocity dispersion, for
both data sets;
similarly, in Figure 2.14 we have plotted the
mass of fragments vs

their radii. In both Figures the mass has been
calculated using the
LTE column densities estimated in Section 2.5
for each pixel. The

disparity of the two data sets is immediately
obvious. Figure 2.14
clearly shows that we are probing a set of
fragments which are
smaller in size by more than a factor of 2
(on average) than those
of Bally et al,

as expected since our angular resolution
is higher

by the same factor. Bally et al define
their fragment boundaries at

the

507.

level of peak emission, while we do it
at the

607.

level, but

this difference cannot be the main cause
of the discrepancies

apparent in the Figures. In spite of the
difference in mean fragment
size, the range of fragment masses
sampled is basically the same.

Figure 2.13 also displays remarkable
differences between the two

data sets: the velocity dispersions probed
by our observations are
both higher than those of Bally et
al, and apparently uncorrected

with mass. Part of this discrepancy
may well be due to the way in

which Bally et al define the velocity
dispersion of a fragment, i.e.
as measured by the gaussian fit to
the line profiles near the

fragment centers. Indeed, if we follow the
same prescription and
choose the velocity dispersion of each
fragment to be the FVHM width
of one well- chosen profile near the
center, we can improve the

correlation of our points considerably. However, if
the fragments
are not dynamically relaxed (virialized)

,

the line profile at the

center of the fragment does not necessarily
reflect the velocity

dispersion of the fragment as a whole. If the only
terms

:

^2
contributing to the energy balance in the fragments
are due to their
internal velocity dispersion and their gravitational
potential, then

their masses can be calculated through the virial
relation (Batrla
et al 1983):

(2.1)

Mvir

(MJ

= 252

(Av)2 R

where we have assumed that the fragments can be
modeled as spheres
with constant density, velocity dispersion Av
(given in km/s) and
radius R (in pc). In Figure 2.15 we plot the virial
masses

calculated in this way vs the masses calculated from
the column
densities. Clearly, for most of the fragments in both
data sets the
virial masses are much greater than the masses inferred
from the
column densities; this becomes more true as the
fragment mass

decreases. The fragments with larger masses seem to
be close to

equilibrium, while the smaller ones are not. One may ask what
the
effect of an external pressure is on this relation. The
energy terra

contributed by an external, uniform medium on the energy balance
of
a fragment is of the form

P « R3p

,

where p is the pressure exerted

by the medium and R the radius of the fragment. If
we insert such a

term into the virial equation, the inferred equilibrium
mass

becomes
(2.2)

Mvir ^ Mvir(P = 0)

[1

-

-Pl^
]

= f

Mvir(P = 0)

where n is the gravitational potential energy, and T the
kinetic

energy due to the velocity dispersion; in deriving
this relation, we
have assumed that P|fl|/(2T)2
IS small.

,

which is proportional to

pR2/(Av2)2,

The inferred virial mass is smaller than that which does

not include a pressure term, with f being smaller
as the size of the
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fragment increases for a given Av. Thus, the inclusion
of a pressure

term will bring the virial masses in Figure 2.15 closer
to the
masses calculated from the i3C0 column densities, but will
also make
the virial masses less sensitive to column density mass
(i.e. the

slope of the points in Figure 2.15 will be flatter). Since
it is

generally believed that large fragments in molecular clouds
are in
virial equilibrium between their internal motions and their
self- gravity (Solomon et al 1987), we believe that the
effect of an

external pressure on the equilibrium of the fragments is minimal,
and more so as the fragment size decreases. Thus, we would
conclude

from Figure 2.15 that the majority of fragments are not individually
bound by self- gravity

,

although the region as a whole may well be.

In this case the velocity dispersions used by Bally et al
do not

reflect the internal velocity dispersions of the fragments, and his

conclusion that

Av « MO-25 can not be taken to mean anything

related to the dynamics of the fragments. In fact, if in Figure 2.13
we look only at the points representing the set of fragments of
this

study, we see only a scattergram. On the other hand, it is possible

that there exist true differences between the our result and that of

Bally et al (1987); in this case the discrepancy could be

interpreted as due to disturbed dynamical behavior of fragments in
the KL region, where after all a very energetic source is present.
In Figure 2.14 we find that our data set shows a much better defined

correlation between the size of the fragments and their masses than
does that of Bally et al. In fact, the fragments of Bally et al
(1987) do not follow at all the R « M-o-s relationship that ensues

34

from their velocity dispersion equation and the virial
equation. Ve
have recently received private conununication from J. Bally
that the

method used in his work to determine the clump areas may

overestimate them significantly; this could provide at
least a
partial explanation for Figure 2.14.
On the other hand,

if the observed fragments are themselves

significantly fragmented at a scale not resolvable by our
observations, the calculated LTE column densities will
significantly

underestimate the true column densities (see Section 2.6 for
a more
detailed exploration of this effect). In this case the
masses of the
smaller fragments may be much closer to the values calculated
through the virial equation. If we invert this reasoning, and
assume
that all the fragments are in virial equilibrium, we could
conclude
that the smaller fragments are themselves more significantly

fragmented at smaller scales than the larger ones, since they need
a

correspondingly large correction to bring their LTE masses into
equality with their virial masses.
The total mass sampled by the map of Figure 2.1 can be

estimated from the column densities calculated in Section 2.5, and
is found to be ~ 3500 M^.

This means that the fraction of the mass

in the cores of the fragments
~ 87,,

and that within the

607.

(defined by the

contours is ~

807.

487..

level contours) is
The implication is

that about half the mass in the region (or about 1750 M^)
is in a

diffuse interfragment medium. Since the area filling factor of
the
fragments is about

307.

(implying a volume filling factor of ~

the mean interfragment density must be
at least ~ 60 cm-

3

157.),

(for the

35

arguments leading to this estimate, see Bally
et al 1987). The

clumping factor defined by Tremaine and Hut
(1985), and calculated
by Bally et al,
(2-3)

is
C = ^ I

„

^

A S N2

where a is the surface density, N the column
density at each pixel,
A the total

area of the region, and AA the area of
a pixel. Ve

calculate C to be ~ 1.7. If we compared this
number to that found by
Bally et al (2.7), we would conclude that at
small size scales the

degree of fragmentation decreases.

2.4 Statistical Analysis
In this section we shall try to derive
some of the physical

characteristics of the region under study, by looking
at the
statistical properties of the CO emission in its
lowest 3 rotational
transitions. Ve are particularly interested in the
behavior of these

properties as a function of distance from the core
(defined by the
KL region), as they will serve
to constrain the model developed in

Chapter 4. In this approach, we will avoid dealing
with some of the

well-known spatial or velocity features of the Orion
cloud itself,
in an effort to obtain
"unbiased" estimates.

In particular,

in this

Section we will not study the core region,
in part because it only
influences a very small area of our observed maps,
and in part
because it is the subject matter of Section 2.6
of this Chapter.

For computational purposes, we have divided each
profile into
bins of 2 km/s width, centered at
5, 7, 9, 11, and 13 km/s, and

integrated the emission within each bin. The full
integrated
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intensity over the profile is the sum of that in
all bins, and thus
covers the velocity range between 4 and 14 km/s
(note that this

range does not cover the full velocity extent of
the lines observed
at the core, but is ample for the great majority
of the spectra).

The temperature scales are all given in units of

Tj^

(see Schloerb et

al 1982, Goldsmith et al 1982, and Section 2.2
of this Chapter for

details of the conversion between T| and

Tj^)

;

the integrated

intensities are in units of K km/s.
Ve begin by plotting, in Figures 2.16 through
2.18, the full

integrated intensity for each transition as a function
of impact

parameter from KL. These plots are remarkable in several
ways.
First, we note that there is a noticeable degree
of radial symmetry
in all plots;

the peak centered near KL appears to dominate the

characteristics of the cloud out to a radius of ~

7

arcminutes,

where the emission merges into a smooth plateau.
All of the features

particular to the Orion cloud have disappeared in these
plots, and
we feel justified in treating it as
a "generalized" star- forming

region. In Table 2, we have tabulated the
results of fitting the

central 7 arcminutes of each of these plots
to a function of the

form I

= a

r^.

Two characteristics of Figures 2.16 to 2.18 can
be readily

analyzed: the fall- off rate of the central emission
(parametrized by
b in

Table 2), and the dispersion of the points around the mean

trend. The latter is best measured relative to
the integrated

intensity at the peak; in Table 2 we have included for
each

transition the mean absolute deviation of the data to the
fit,

'

.
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divided by the peak as given by the parameter

a.

Table

2

suggests

that the i2C0 emission drops less rapidly with distance
from KL as
the J of the transition increases (since the coefficient
b of the
fit decreases with increasing J). In the context of
a model with

smoothly varying density, this can be understood in a
fairly

straightforward way as reflecting the increasing opacity
with higher
J:

higher transitions then probe gas layers nearer to
the surface,

and the geometry of probing to a certain depth along
a line of sight

offset from the center of a spherically symmetric region
provides
the desired effect. It should however be noted that
the large

dispersion of points in Figures 2.16 to 2.18 does not lend much
certainty to the existence of this effect. Figures 2.29 and
2.30,
where we show plots of the excitation temperature of the
J=l-.0,
J=2-^l,

and J=3->2 transitions of i2C0 (the derivation of these

temperatures is detailed in Section 2.6), indicate that the

excitation temperature of J=2-l is similar or higher than that of
J=l->0,

and that the excitation temperature traced by J=3-t2 is higher

than that traced by J=2->1. Since this is impossible in any LTE model
in which the kinetic temperature decreases with radius,

it indicates

the existence of several gas components with different kinetic

temperature behaviors, or alternatively, a kinetic temperature
profile which increases towards the edge of the region. If the
former is true, one is led to one of the standard problems of this
type of models, namely the lack of observed self- absorption in the
i^CO profiles. The latter case is not immediately
compatible with

the existence of a central heating source (IRC2)
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In a clumpy model, the region in space that
the emission probes
is

determined by the volume filling factor of the
clumps, and if

this is low enough, all three CO transitions should
probe the cloud
to roughly the same depth. Their different excitation
temperatures

can then be taken to mean that they are sensitive
to layers with

different kinetic temperature within each clump.
Clumps have
individual temperature profiles that rise with radius
due to

external heating or UV illumination: for example Tielens
and

Hollenbach 1985 have studied the chemistry and heat
balance of

molecular cloud surfaces when subjected to intense
far- ultraviolet
(FUV) fluxes. For star luminosities similar
to those encountered in

the Trapezium, these authors find that the surface
of a molecular

cloud can be heated by the FUV photons to temperatures
of the order
~ 103

K.

However, the CO molecules are totally photodissociated
in

this high temperature region, so the CO emission
must arise from the

cooler regions nearer to the centers of clumps. It
is conceivable
that there is a sufficiently large temperature
gradient in these

cooler regions to justify the assumption that higher

J

transitions

will sample layers with higher kinetic temperatures.
Ve explore this

possibility in much more detail in Chapters 4 and

5.

In the rest of

this Chapter, we shall keep in mind that this region
may be

externally heated.
The 13C0 plots in Figures 2.16 to 2.18 exhibit the same trend
of a slower fall- off with higher J
J=3-.2

(although there are few enough

points that this conclusion is quite uncertain). Ve can expect

the relatively optically thin i3C0 transitions
to be sensitive not
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only to temperature (as i2C0 may be presumed to be)
but also to the

optical depth of each individual clump, and to the
number of clumps

shadowing each other in a line of sight. In a
spherically symmetric
clumpy cloud such as that of Kwan and Sanders
(1986), the number of
clumps in the beam decreases away from the core,
so that i3C0 might
be expected to grow progressively thinner with
impact parameter

while the 12CO optical depth remains large compared
to unity

throughout. In this case the falloff rate of integrated
intensity
with radius should be larger for i3co than for
12CO in each

transition, whereas the fitted i3C0 falloff rates are
actually
lower, or at least similar (some allowance being made
for the

determination of these numbers). The phenomenon of photoselective
fractionation, presumably important in this high FUV flux region,
will drive the i3C0 radial slopes in a similar direction,
by

enhancing its abundance in the skins of clumps near the core;
however, if the skins are appreciably hot the fractionation

mechanism will be greatly suppressed. Ve thus find no
straightforward explanation for the radial behavior of the i3C0
integrated intensity, as compared to that of i2C0. However, it
should be pointed out, that Orion is not a spherically symmetric
cloud, and may be better modeled as a slab; in this case there
is no

need to expect a decrease in the column density of i^CQ as a

function of impact parameter.
Let us now look at the dispersion of points in these plots. Ve
take the dispersion to be a measure of the sensitivity of
each

transition to fluctuations in the characteristics of the gas that
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they probe (i.e. the dumpiness of the gas, be it in
temperature or

density). It is clear from looking at the plots and from
Table 2,
that the dispersion of points in general increases as

J

increases,

both for 12C0 and i3C0, and that the dispersion is
intrinsically

higher in

^HO

is a more

sensitive tracer of dumpiness (as expected from the

than in ^HO. This seems to imply, first,
that i3C0

general appearance of i3C0 vs i2C0 maps), and second, that
the

individual clumps become more visible in higher transitions.
The
latter could be due to two causes: the first has to do
with the fact
that if higher J transitions probe the outer layers of
clumps, the

beam filling factor of individual clumps will also increase
slightly
with J. The second is again related to the higher kinetic

temperatures of the outer layers of clumps. These effects will be
weaker in the case of i3C0 if these lines probe closer to the
centers of clumps, where the temperature variations are much less
abrupt than near the edges. Thus, the fact that i3C0 is a more

sensitive tracer of small scale structure (i.e. exhibits more
contrast) is probably an indication that a thin interclump medium
plays a role in the radiative transfer of i2C0, but not in that of
'3C0.

Ve also point to the fact that the dispersion of points in

Figures 2.16 to 2.18 does not change appreciably with radius,

possibly an indication that dumpiness is present throughout the
region at the same level of importance.
Ve now consider the effect of the existence of an interclump

medium. If this medium is cool, the lower CO levels of molecules in
this component will be thermalized and it will be opaque in the

J
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lowest transition(s)

,

while becoming more transparent with higher J.

This would enhance the visibility of warm clumps to high-

transitions, in agreement with observations. It would also mean
that
the J=l-»0 transition does not probe as far into the core as do
the

next two transitions (indeed Figure 2.29 shows a lower peak

excitation temperature for

3=U0

than for the higher transitions,

although this should be taken with some caution due to calibration

uncertainties). It seems then that the addition of a tenuous, cool

interclump medium has some beneficial effects on the tenability of
a
clumpy model for Orion. However, a interclump medium of low density
is

really expected to be warmer than the denser clumps, and not

cooler, since it will be effectively heated by the ambient UV field.
If we look back at the maps in Figures 2.7 through 2.11, some
of the conclusions derived above are made clearer:

in i2C0 the maps

have a tendency to show more structure as J increases. In i^CO, we

note that the maps show basically the same structures as in i2C0,
and moreover that the tendency for the amount of structure to

increase with

J

is less marked.

Next, we look at the intensity ratios between the three

transitions, and to their variation as a function of distance from
KL (Figures 2.25 to 2.28). In Table 3 we present the results of

fitting linear functions to Figures 2.25 and 2.26, and functions of
the form I = a R"^
J=l-»0 to the

to Figures 2.27 and 2.28. The ratio of the i2C0

i^co J=2^1 integrated intensity is close to unity,

indicating the optical thickness of these transitions. The ratio of
the 12C0 J=3-2 to i2C0 J=l-*0 integrated intensity on the other hand,

:

,

42

is ~ 1.4;

this value is calculated using a Minimum Absolute

Deviation fit to a constant. This deviation from unity is
significant compared to possible calibration uncertainties.
Since

i

a single temperature model higher J transitions must be
optically

thicker, this can only mean that the J=3-*2 emission is sensitive
to
a gas component whose kinetic temperature is higher than that
which

the lower J transitions are sampling. This confirms the previous

discussion concerning the excitation temperatures. On the other
hand,

if the i^co transitions are optically thin,

and if

additionally they are thermalized, their ratios should obey the
relations
(2.4)

/ Tj^

(13C0 J=2wl) dv

\

(i^CU J-1^0) dv

R21
j

(2.5)

(2.6)

/

Tj (13C0 J=3^2) dv

/

Tj^

R3,

(iSCU J-1-.0) dv

R32 =

^ 2.3
ft2

4 e-10.6/Tkin

^ 9

g-26.4/Tkin

e-^^-^/Tkin

1

The ratios found in Table 3, R21

2.2 and R31 ~ 3.4, indicate

two very different inferred excitation temperatures: Tkin ^ 15 K and

Tkin - 27 K. Again, the indication is very strong that the higher J

transitions are sensitive to a higher temperature gas. The LTE
kinetic temperature inferred from R21 is much lower than that
inferred from the i2C0 peak brightness temperatures (~ 40 K)

whereas this is not the case at higher J. The dispersion of points
in Figures 2.25 and 2.26 increases in general with higher
J,

and

also from 12CO to ^KQ. As before, this can be interpreted in the

context of a clumpy model as reflecting the increased sensitivity to

density and/or temperature fluctuations (i.e. clumps) with
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increasing J, and with i3C0 as opposed to i2C0. It
should also be
remarked here that the correlations of Table 3 are
basically

unchanged if we replace the total integrated intensity
by the
intensity integrated over

2 kra/s

bins (see Figures 2.25a and 2.26a).

This reflects the fact that the basic providers of
opacity (the
clumps) have their velocities well distributed
throughout the

velocity range of the observed lines, and that their
properties
appear to be similar in this velocity range. A further
clue in this

direction is given in Figures 2.27 and 2.28, where we plot
the line
ratios as a function of distance from KL. These plots
show a

remarkable constancy of the ratios with position in the map.
This
feature, in particular in the i3C0 plots, would then
indicate that
the different temperature components remain in approximately
the

same volume filling factor ratios throughout the cloud. Ve
note that
a few very discrepant points are shown in Figure
2.27;

these points

are not an artifact of the noise in the observations, but
correspond
to small,

spatially well-defined regions in which J=2-»l emission is

detected, but little or no J=l-0 is present.
Ve next focus on the isotopic line ratios in each transition.
In Figures 2.19 to 2.21 we plot the integrated intensity of i2C0
vs

that of 13C0, over the full velocity range as well as in 2 km/s
bins;

in Table 4 we give the results of linear fits to the full

integrated intensity plots. The isotopic ratios decrease from

~

6.6

for J=l-tO to ~ 1.6 for J=3-t2, reflecting the increasing opacity
of
the 13C0 transitions with higher J. Ve note that the correlations

are quite good,

in the sense that the

i2C0 emission is proportional

44

to the 13C0 emission over a large range of
intensities; this is true

for the intensity integrated over the full width
of the line as well
as for 2 km/s bins.

Since there is a large difference
in the

opacities of the two isotopic lines, this is
a strong indication
that they both trace the same basic spatial
and velocity structure.

The general radial behavior of the isotopic
ratios (Figures 2.22 to
2.25) can be understood in terms of the previous
discussion on the

behavior of the emission in each line. Ve do
point out the existence
of some points in each plot

(but most notably in Figure 2.23) which

do not follow the general trend; again,
these are not due to noise,

but are small regions where basically
no i3C0 emission is present.

They then represent regions of very low
column density, where the

isotopic carbon ratio is approaching its
natural abundance ratio
(~ 45,

as measured in the local diffuse interstellar
medium by

Hawkins and Jura 1987).

2-5 C olumn Densitv and Temperature Estimation

Having in hand the intensities of the three lowest
rotational
transitions of CO, and of at least

2

transitions for i3C0, we are in

a good position to make an
accurate estimate of the i3C0 column

density for each observed line of sight. The
procedure we have
followed has been to calculate a column density for
each level

according to the LTE prescription of Dickman
(1978), then to add the
values obtained for each level, and to estimate the
column density
in all

higher levels by assuming that their excitation temperature

IS the

same as that of the highest measured transition. The
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prescription in Dickman (1978) assumes that:

1)

i2C0 is optically

thick, 2) the molecules along each line of sight
have uniform

excitation temperature in each transition, and
3) the excitation

temperatures of the two isotopic species are equal.
The excitation

temperature for each transition is obtained from the
peak i2C0
radiation temperature and the background radiation
temperature Tg^:
(2.7) Tex(i3C0):.Tex(i2C0)=

2hBl^f°''^^
^"

I

^^^W'peak(^2C0)^exp(2hBl2j/kTgg)-l)

where B12 is the rotational constant for i2C0 and

J

the rotational

quantum number for the upper level of the transition
J^J-l. This is
used, together with the peak i3C0 radiation temperature,
to obtain
an estimate of the i3C0 line center optical depth:
(2.8)
^"

ro

^

^

=

5eak(13C0]
2hlii^JL(exp(2hB13!l/kTex)-li -i-(exp(2hBi3j/kTgg)-l)-tJ

The excitation temperatures obtained in this manner are
plotted
in Figures 2.29 and 2.30, plotted against
each other and as a

function of distance from KL; in Table

5 we

show the results of

fitting the inner 7 arcminutes of Figure 2.30 to functions of
the
form

Tex = a R

.

Finally, the column density of the population in

level J is calculated through the relation
(2.9)

N

~

3h

2J+1 Av

T

:

To

~

where Av is the FVHM of the observed line,

2hBi3J

//

is the dipole moment of

^^CO, and tq the line center optical depth of the i^co
transition.

The total column density of ^^CQ is then calculated
from one of the
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following relations, depending on how many
transitions have been
observed:
(2.10)

(2.11)
^

'

Ntot

Ntot

Ni(1.0.33e^-5Aex(J=l-.0)^^,
exp(-45/Te4J=3-2))
~ N,(l.0.33e5-5/Tex(J=1^0)^
-

exp(-///Tex(J=2-.l))
where we have assumed that the partition
function is of the form:
(2.12)

Z .

Ve note that at a kinetic temperature
of 40 K, the number of

molecules in all levels with

J

>

4 is only of order 307. of the

total, while the population in level J=3
is ~

207.

of the total. This

means that the correction for high J
level population is relatively
small, not exceeding a factor of 2 in
most cases.

Once an estimate of the i3C0 total column
density has been

obtained, we can convert this quantity
to an H2 column density by

assuming that the i3C0 to H2 abundance ratio
is constant throughout
the cloud. In Figure 2.31 we present
a map of the column density in

Orion calculated in the manner outlined
above, and using the Hz/i^CO

abundance ratio of 5.2 x 10^ derived by Dickman
(1978). This map
exhibits all of the common features shown by the
integrated

intensity maps of Figures 2.7 to 2.11. The shape
of the contours in
the region centered on and southwards
of KL indicates clearly that
in those positions where the i^co
J=3^2 transition was observed, the

estimated column density is lower than it would have
been if it had
not been available (see for example
the positions at 2, 4 and 6

arcminutes south of KL). This is due to the fact that
the J=3^2 is
more sensitive to the high temperature components
(see the
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discussion in Section 2.3) than the lower two levels,
and attests to
the need to observe high J transitions to obtain
correct column

densities.
In Figure 2.32 we plot the radial distribution
of the H2 column

density, and a least squares fit of the data to
a function of the

form N(H2)

= a R"^,

where R is the impact parameter from
the core

and is measured in arcminutes. The least squares
estimates of the

parameters are: a ~ 5.8(±1.1) x 1023 cm-2 and b ~
0.69(±0.2). If we
assume that the density distribution has the form
of a power law
with radius, and that the cloud is infinite in
extent, we can derive
an approximate value of the power law index
of the H2 number

density: if N ^

R^,

then

t^'^

n „

where r is now the radius from

the core (see Arquilla and Goldsmith
1985). Thus, we obtain a rough

relation for the density radial profile:
(2.13)

n(H2)

oc

r-l-69(*0.2)

It must be stressed that these relations are
valid in the

context of a cloud with smoothly distributed gas
density. Quite
apart from the uncertainties introduced by the
assumptions inherent
in the procedure

(i.e. LTE, no temperature gradients), major errors

will be present if the cloud is clumpy. In this
case the above

relation underestimates the true density on at least two
counts:

1)

the observed emission intensity is smaller than
the true radiation

temperature of the clumps by a factor at least equal to the
ratio of
the projected area of the clumps to the effective
area of the beam.

The calculated LTE i3C0 optical depth depends on
the ratio of the
'^CO to the '2C0 radiation temperatures

(in the limit of low i3C0

J
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opacity), and so its dependence on the area
filling factor

approximately cancels out. On the other hand,
the kinetic
temperature enters twice into the estimation
of the total column
density, once from the condition of statistical
equilibrium between

collisional and radiation- stimulated transitions,
and the second
time through the partition function when
the correction for high-

population is made. Thus, the estimate of the
total column density
from a single transition is roughly
proportional (in the limit of

reasonably high kinetic temperatures) to the
product of the peak
and 13C0 radiation temperatures, i.e.
to the square of the area

filling factor. This implies that the column
density calculated

through the procedure outlined above can
drastically underestimate
the true column density wherever the cloud
is significantly clumpy.
2)

If there is a significant amount of
clump shadowing, then all the

physical information of shadowed clumps is
unavailable, and the

estimate of column density will again be lower
than the true column
density. These two effects are somewhat
exclusive of each other, in
the sense that the first one is
important for low area filling

factors, in which case the second effect
is unlikely to be

significant, and vice versa.
For the purpose of constraining the clumpy
models developed in

Chapter 4, we are more interested in the
gradients of temperature
and density than in their
absolute values. If the beam filling

factor of the clumps is constant
with distance from the core, then
these gradients are roughly
equal to the observed ones. However, the
work of Kwan and Sanders
(1986) indicates that this simple case is
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not appropriate, in which case the gradients have
to be deconvolved

from the beam filling factor variation. Kwan and
Sanders estimate
that the volume filling factor decreases from the
core outwards

roughly as

f

cx

r-i, which implies that the
area filling factor

should decrease approximately as

excitation temperatures vary as

(

tx

r"'',

r"^/^

.

If the observed

the inferred kinetic

temperatures would then vary as r'^^^^/S.

^.^^

^^^^^^

the parameter b (~ 0.5) estimated in Table
5, the implication would
be that the kinetic temperature of the clumps is
approximately

constant near the core of KL, and rises with increasing
radius for

distances greater than ~ 7 arcminutes. Thus, this simplistic
treatment also points out the fact that the Orion region is

externally heated.
As for the column density,

if we take as a rough first

approximation that the estimated column density is proportional
to
the square of the area filling factor, and since the
estimated

density falls off as ~ r'"^'^, the internal clump density should
decrease roughly as ~ r""^'^. These results are in fairly good
agreement with the work of Kwan and Sanders (1986), who use a power
law index for the average (smoothed) density of -1.5,
and for the

true clump density of -0.5.

2-6 Observations of the Core

The small scale

(

~ 10")

structure of the BN-KL molecular

emission region has a complicated spatial and dynamical morphology.
It has been characterized

(Genzel and Stutzki 1989, Blake et al

St)

1987) as consisting of at least 3 components:

the ridge or spike

1)

emission, which can be further subdivided into the
"extended" ridge,
and the "compact" ridge, is a warm (T ~ 100

-

150 K) region whose

molecular line emission exhibits a peak intensity
of ~ 8
Vtcb
Loll
km/s, and a typical line width of Av ~ 3
is a compact,

warm (T ~ 110

-

-

5 km/s.

2)

-

9

The hot core

350 K), dense region surrounding IRC2,

and may be a remnant of its formation. It shows a line
center

velocity of

Vj^gj^

-3-5

km/s and line widths of ~ 10

-

15 km/s.

3)

The outflowing gas can also be subdivided into two
components: the

high velocity "plateau" emission, with

v^^gj^

~

7

-

8

km/s and Av

<

250 km/s, is a roughly bipolar outflow stretching in a NV-SE

direction, while the low velocity component may be a "rotating
doughnut", whose axis is roughly parallel to the high velocity
outflow, and which exhibits a much more confined (~ 18 km/s)

velocity spread. As a consequence of this complexity, low angular
resolution observations of this region result in blended line
profiles to which all components have contributed. In Figure 2.33 we
present a number of spectra of the '200 J=3--2 transition observed
with 20" angular resolution around the position of maximum plateau

emission (RA: 05h32n47s

;

6:

-05o24'10", Erickson et al 1982). The

original spectra were taken in DSB mode with the receiver described
in Section 2.2,
J=7-*6

with the CO line in the upper sideband, and the CS

line in the lower sideband. As a consequence of the large

width of the CO lines near KL, in many cases the two lines

overlapped in velocity space, with CS peaking at an (equivalent) CO
velocity of ~ 60 km/s, and a width of no more than 50 km/s. Thus,
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the CS lines were superposed on the red wing of the CO line. To

extract the two profiles, we have fitted 3rd or 4th order

polynomials to the CO wing profiles; hence, in Figure 2.33 part of
the red wings are really the fitted polynomials. In Figure 2.34 we
show the CS spectra obtained by subtracting the fitted polynomials
to the composite spectra. Ve have calculated the CO integrated

intensity in the blue and red velocity ranges (Avbiue

=

-59 to -1

km/s; Avred = 19 to 79 km/s) of these spectra, and present the

results in Figure 2.35 in the form of maps. The bipolar outflow

structure present in this Figure 2. is basically identical to that
found by Erickson et al (1982). This is not the case for similar
maps of the integrated intensity of CS, which we present in Figure
2.36. The

map of the integrated intensity over the full velocity

range shows an elongated structure perpendicular to the bipolar
outflow, which is more reminiscent of the "rotating doughnut" of

Plambeck et al (1982). This structure can be identified with the CS
J=2-4i

clumps observed by Mundy et al (1986) with the OVRO

interferometer and analyzed more fully by Mundy et al (1988), and
its position and orientation roughly corresponds to that of clumps

CS1-CS2 in their nomenclature. A closer look reveals a slight

displacement of the peak of the higher

J

emission in a westerly

direction. The CS J=7-»6 transition is sensitive to much denser and

warmer gas than is the J=2-tl transition, and it is thus reasonable
to find differences between the two maps. The spectra in Figure 2.34

show a "spike" component superposed on the high velocity emission,

which is much more evident than in the CO J=3-^2 profiles. This is
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presumably an indication that the CS J=7-.6 high velocity emission
has a much lower optical depth than does the CO emission. However,

the spatial distribution of the high velocity emission of CS (Figure
2.36) shows a puzzling distribution, in which the peak of the blue
CS J=7->6 emission is roughly coincident with the peak of the red CO
J=3-t2

emission, and vice versa. Ve can only explain this as an

erroneous conclusion due to the small number of spectra out of which
the map is constructed, and to poor polynomial fits out of which the

spectra are extracted.
The presence of temperature and density gradients in each

component change the relative amounts by which each contributes to

different molecular probes. This is illustrated in a comparison of
12C0 J=3-t2 and J=2-tl spectra towards the center of our map of Figure

2.33. The latter was obtained with the 14m FCRAO antenna at

approximately the same spatial resolution (23"); the FCRAO beam
pattern, however, has significant sidelobe structure at this

frequency and most of the spike emission seen in the spectrum can be
attributed to this fact. On the other hand, the plateau emission
should fill the main beams of both FCRAO and CSO in a similar
fashion. Hence, we have obtained the radiation temperature

Tj^

from

T^* by dividing by the beam efficiency of the planet Jupiter (whose

diameter is approximately the same as the size of the plateau
emission), j?(Jupiter, FCRAO) ~ 0.1 and ;/(Jupiter, CSO) ~ 0.85. The

spectra are plotted on this scale in Figure 2.37. It is clear that
the wing emission of the J=3->2 transition is asymmetric as compared
to the J-2->l emission. Ve feel that this discrepancy is probably due
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to a small pointing error at FCRAO. Since the
observed position is

nearer to the peak of the red emission than to that
of the blue
emission, small pointing errors will be more
noticeable in the blue
side of the profile. In the study of this region
by Snell et al
(1984), the authors determined that the 12CO J=2^1 wing
emission has
an optical depth greater than ~ 3. The general
similarity in the

radiation temperature on the wings of the profiles in
Figure 2.37,
leads us to confirm this fact. Snell et al
(1984) also suggest that
the high velocity gas has a filling factor substantially
smaller

than unity. Hence, the intensity of the 12CO J=3^2
wing emission can
be interpreted reasonably if the high velocity gas
is clumpy. This

morphology is confirmed by spectra of higher

J

rotational

transitions, such as the i2C0 J=7-*6 observations of Schmid-Burgk
et
al (1989). These authors also suggest that the
12CO J=7-.6 profiles
in many other positions in this region can be
explained if the

emission arises predominantly from an overlap of several clumps.

2.7 Conclusions

The most important conclusions of this Chapter are:
1)

The 13C0 J=l-*0 transition is a good tracer of the dumpiness

of this cloud;

in particular the coincidence of i^co and NH3 maps

shows that there must be a high density contrast between the clumps
and the interclump medium.
2)

The smaller (sizes less than ~ 0.3 pc) clumps are possibly

not in equilibrium between self- gravity and their internal
motions.

There is no notable relationship between the internal velocity

.
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dispersions of clumps and their masses, as derived from LTE column
densities. The existence of significant dumpiness at very small
size scales could change this picture considerably.
3)

Approximately half the mass in the region is in a diffuse

interclump medium, which fills about

857i

of the volume. The

excitation analysis indicates that this medium may be important for
the radiative transfer of the i^CQ lines, but probably not for that
of 13C0.
4) The degree of

dumpiness increases, or at least remains

constant, as one probes this region from size scales of degrees
(e.g. the work of Bally et al 1987) to size scales of arcminutes

(this work)
5)

Analysis of the line ratios of different transitions shows

that the higher J transitions are probing gas with higher kinetic

temperatures than do the lower

J

transitions. In the context of

clumpy clouds, this can be taken to mean that individual clumps have

marked temperature gradients in the CO- emitting layers.
6)

The radial behavior of the integrated intensities of the

observed lines shows that the environment of clumps (which
determines their surface physical characteristics) changes

drastically from the core to the edge of the molecular cloud. There
are also some indications that non-LTE effects may be important for
13C0.
7)

are the

The i^CO lines are more sensitive tracers of dumpiness than
^"^CQ

lines; similarly, higher

J

transitions are more

sensitive tracers of dumpiness than the lower

J

transitions.

.
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8)

The column densities derived from LTE considerations are

sensitive to the number of rotational levels actually observed and
included in the calculation, again reflecting the presence of
several gas components with different temperatures. If the cloud is
clumpy, these values may severely underestimate the real column

densities
8)

In the context of a clumpy cloud, the calculated column

density falloff with radius is roughly consistent with an average
clump density being inversely proportional to distance from the
core. However, this also implies that the kinetic temperature in the

clumps is either constant or rising with distance from the core.
9)

The 12C0 J=3-»2 emission near KL is consistent with optically

thick, clumpy high velocity emission from the core.

The overall picture presented by these conclusions shows that
the viability of a clumpy model for this region of Orion is

contingent on the existence of strong kinetic temperature gradients
in the clumps themselves. In order to sustain the mostly hand- waving

arguments given here in favor of the clumpy nature of this region,
we shall construct in Chapters 4 and 5 a numerical model that seeks
to reproduce the observations presented here.
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Table 2.1

Physical Parameters of Fragments

Clump

Peak Pos.
aarcmin
0 75,-8 25
0 00,-1 50
4 50, 2 25
0 00, 0 75

1

2

3
4
5

6 0

Av
km/s

7 5

2 5
4 5

7 3

3 0

00,-4 50

9 4
9 4

4 0
4 0

0 00,12 00

10 7

0

6 a

Cen.Vel.
km/s

1

5

b
c

d
e
7 a

-4. 50,-1 50

12 0

2 5

b
8 a

3.

75,-8 25

b
a

13 0

4 5

Col. Den.
M(807.)
bio2 3 cm" 2
cm^

0
0
0
0
0
0
0
0

18
81
19

68
78
27
27
29
0 26
0 29

dM_

p,

8

121

0 3

205

0 2

31

326
286
575

0 15
0 3
0 25
0 55

9

3
6
3

4

0 04

2

5

95

0 27

31

0 31

5

Positions are R.A. and 5 offsets from the map center
the peak position
c Mass within the 807. contour
of peak intensity
d Mass within the 607. contour of peak intensity
b At

R

26
4
129
54
33

18
0 17
0 04
0

M(607.)

s
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Table 2.2
Fits to Integrated Intensities
12C0
aa

13C0

ba

MADb/a

aa

ba

MADb/a

J =1^0

570.0

0.68

0.28

48.0

0.54

0.63

J=2-4l

599.0

0.62

0.45

129.0

0.59

0.49

J=3^2

522.0

0.42

0.60

a

Least Squares Fit to I = aR' ° for R< 7 arcmin; R is the
impact parameter in arcminutes; I the integrated intensity
km/
b Mean Absolute Deviation;
MAD/a is a relative measure of t
dispersion of points
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Table 2.3

Linear Fits to Line Ratios
12C0

Intercept

Slope

13C0

aMAD

Intercept

Slope

aMAD

J-2-.l/J=l-.0

28.0

1.0

12.0

1.5

2.2

7.0

J=3^2/J=lw0

-56.0

1.4

61.0

11.0

3.4

30.0

a

Mean Absolute Deviation

Table 2.4
Isotopic Species Ratios

Linear Fit
Intercept

Slope

^lit to I

aMAD

a

J=l-^0

32 0

6

6

36 0

12 0

J=2^1

49 0

3 3

32 0

4 6

J=3^2

278 0

6

95 0

a
b

1

Mean Absolute Deviation
Least Squares Fit for R<7 arcminutes

=

a

R'

ajjAD

b

18

1.9

0 03

0.8

0

Table 2.5
Fits to Excitation Temperatures
Fit to Tex=aR'^
(R < 7 arcmin)
a

Average
(R > 7 arcmin)

<Tex>

^HAD

0.5

28.0

8.0

33.0

8.0

b

J:=l-^0

90.0

J = 2^1

103,0

0.55

3-3^2

90.0

0.29

a

Mean Absolute Deviation
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Figure 2.1 - Maps of the i3C0 J=l-.0 emission in the KL region,
Map of the total integrated intensity (v=4-14 km/s). The angular
resolution and the grid spacing are 45". The coordinates are given
as offsets from the nominal KL position (RA: 05h32M7s
S:
-05o24'28"). The contour levels vary from
307. to 907. of the peak
intensity (80 K km/s) in steps of 107..
(b) to (f) Same as (a),
except the integration is carried out in 15 bins, each of width 1
km/s, and with center velocities varying from 2 to 16 km/s in
steps
of 1 km/s. The contours are normalized with respect to the
peak
intensity of each map, which are: 2.32, 2.8, 3.12, 7.3, 13.24
16.62, 15.15, 16.33, 16.3, 15.41, 9.63, 5.28, 3.59, and 2.14 K km/s
respectively.
(continued on pages 62 to 66)
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Figure 2.2
ihe spectra
spacing in both
between -60 and
between -10 and
KL.

Sample spectra of the i2C0 J=1^0 transition near
shown are on a regular grid, with 1.5 arcminute
RA and 5. The velocity scale for each spectra
varies
100 km/s, and the antenna temperature scale is
-

100

K,

Vlsr

(km/s)
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Figure 2.3 - Similar to Figure
2 2
-fnr isrn t i a
tl
velocity scale is the same as
fo? figure
figure 2 2 bSt
J^^ i scale
but fll
the vertical
IS between -3 and 10 K.
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Figure 2.4 - Similar to Figure 2.2, but for i2C0 J=2-.l. The
velocity scale is the same as for Figure 2.2, but the vertical
scale
IS between -10 and 80 K.
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Figure 2.5 - Similar to Figure 2.2, but for i3C0 J=2-»l. The
velocity scale is the same as for Figure 2.2, but the vertical
scale
IS between -5 and 25 K.

;
:

;

:

:

74

CO J=2->1
iii.iii.iiiiii,,i,ii„„ iiiiji...|.i.,|,..,|„„
'

-A

.

!

l"'l""|i'"|Hll|Mi|

I

Jl

i

- !

i

-

jl:

1

L

- I

;

A a:
]:

;

[

; [

]

""1

^ A
-\

]

Hli|""|i"l|ll"|iMI

\

a- :i:

a:

:

Jl

[

A

]

l"'l""l""|im|lnl

u

a:

!

j...|ii>.|i>.

:

:

""i""i""i"iiii"(

1^

:

i

^ a: a; U: A: A A

l"'l"i'l""l""l"iC li"l"M|Mll|Mll|l»[ l"'l""|lill|llM|MlC )"'|i'"l""l""l'"C

;

-A

U: A

i:

-

""l""l"H'"'l'm

l"'l""l"Hi'"l'"! ""I""I"Hmi.|h.( ""1

:

^

""l"Hi"i I"'I""I""I'".|UU l'"l""|M.l|Mllh.K

-

Jl

ii..|<iii|iiii|ii.i|iiii

!i: :i: a:

J.

ll"l""l""l"H"K

:

\""

A: a: a]
!

[

)'"l""l"i'l""l"'C |"||"|'I""|h4"C

1

A a: a] ii: IJ \i\ U; a:
]:

:

:

l"'l""l"Wini|m(

l"'l""|i"i|""|mi

(0.0):

:

^ A A a: ;j :1: A: A]
1 -

J ;

]

:

'

[

'

A
lii.r

-'•

-

:

M«<

1—

i\

/

i'"l""|mi|im|iiil

V

H«"l""l""|iw

:

A]

i^ulunL,

Vlsr

(km/s)

|„„

75

Figure 2.6 - Sample spectra for the CO J=3-.2
transition near KL
Sample spectra for the i^co J=3-2 transition.
The spectra are on
a regular grid with 2 arcminute spacing
in both RA and 6.
fb)
Sample spectra for the i3C0 J=3-2 transition.
The spectra are on a
regular grid with 2 arcminute spacing in both
RA and 6.
(continued on page 77)
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Figure 2.7 - Maps of the integrated intensity of the i2C0
J=i-,o
radiation temperature (T^) in the KL region, spatially
smoothed to
an ettective angular resolution of 1.5 arcminutes.
Ve show the
intensity integrated over the full velocity range
(4-14 km/s)
as
well as
5 bins, each with 2 km/s width, and with center
velocities 5, 7, 9, 11, and 13 km/s. The contours vary
from 307. to
90/. 01 the peak intensity in each map, in
steps of 107.. The peak
intensities for each velocity range are:
506, 55, 117, 155, 125, and
54 K km/s respectively.
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Figure 2.8
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Similar to Figure 2.7, but for i3C0 J=1^0.
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Figure 2.9 - Similar to Figure 2.7, but for i2C0 J=2-.l. The
data is presented at its original angular resolution. The peak
intensities are
745, 99.9, 173.2, 215.4, 168, and 89.1 K km/s
respectively.
:
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Figure 2.10 - Similar to Figure 2.9, but for i3C0 J=2-4l. The
peak intensities are
154, 14.8, 38.1, 49.2, 34.1, and 18.2 K kra/s
respectively.
:
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Figure 2.11 - Similar to Figure 2.7, but for i2C0 J=3-i2. The
data is presented at its original angular resolution (1.5
arcminutes) The peak intensities are: 850, 130.2, 194.7, 213.8,
185.7, and 125.2 K km/s respectively.
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Figure 2.12 - A map of the i^CO J=l-tO integrated intensity of
the set of clumps isolated near KL. The inner contours are at 807, of
the peak intensity in each clump, while the outer contours are at
607, of the same level. The integration is performed over the FVHM
dispersion determined for each clump (see text). The peak integrated
intensities for each clump are: 21.1, 62.4, 22.0, 49.2, 54.2, 22.0
and 8.8 K km/s in their order of numeration.
In the second part of
this Figure we show the i^co J^l-^O spectra observed towards the peak
position of each isolated clump; the numeration is similar to that
of (a).

(continued on page 90)
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Figure 2.13 - The open boxes represent the velocity dispersions
found for our set of clumps vs their masses, as determined from the
column densities. The filled boxes are the set of clumps found by
Bally et al (1987) in a much larger region in Orion. The error bars
represent a factor of 2 uncertainty in the mass estimates.
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Figure 2 14 - A plot of the mean radii of clumps
vs their mass
(as determined from the column densities). The
radii are determined
from the measured areas. The open boxes are our
set of clumps, while
boxes are the set of clumps isolated by Bally
et ai
(1987)
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Figure 2.15 - A plot of the virial mass of clumps (as
determined from the assumption of equilibrium between self- gravity
and their internal motions) vs their masses determined from the
column densities. The open boxes are our set of clumps, while the
filled boxes are the set of clumps determined by Bally et al (1987).
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Figure 2.16 - A plot of the integrated intensities (over
full velocity range) of the i2C0 and i3C0 J=l-.0 transitions vs
distance from the core of the cloud (determined by KL)
The
integrated intensities are given in K km/s.
.
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Figure 2.17
transitions.
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Figure 2.20
transitions.

-

Similar to Figure 2.19, but for the J=2^
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Figure 2.21
transitions.

-

Similar to Figure 2.19, but for the
J=3-.2
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Figure 2.22 - A plot of the radial distribution of the ratio
of
the full integrated intensity of the i2C0 J=l-.0 transition to
that
of Its isotopic variant >3C0. The integrated intensities are
given
in K km/s.
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Figure 2.23
transitions

-

Similar to Figure 2.22, but for the J=2-.
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Figure 2.24
transitions.

-

Similar to Figure 2.22, but for the J=3-.2
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,^^Sure 2.25

Plots of the integrated intensity ratios of the
transitions, for 12CO and its isotopic variant
,^nn
\^^r
(a) Integration is over the full velocity width,
(b) Similar
to (aj, but the integration is carried out over
smaller velocity
bins; the symbols are the same as in Figure 2.19.
(continued on page 117)
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Figure 2.26
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Similar to Figures 2.25 (a) and (b)

J=3-t2 to J=l-iO intensity ratio.

(continued on page 120)
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Figure 2.27 - The observed distribution of the J=2-.l to J=l-iO
^KQ line ratios as a function of distance from KL.

12C0 and
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Figure 2.28

-

J=l-tO line ratios.

Similar to Figure 2.27, but for the J-3^2
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Figure 2.29. - The distribution of excitation temperatures
inferred for the 3 lower rotational transitions of i2C0, as a
function of distance from KL. The upper panel shows Tex for both
the
J=l-<0 (squares) and the J=3^2 (stars) transitions; the lower
panel
corresponds to the J=2-tl transition.
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Figure 2.30 - A plot of the J=2^1 vs J^l-O excitation
temperatures, as inferred from the observed i2C0 radiation
temperatures
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129

Figure 2.31 - A map of the H2 column density in the KL regi
calculated using the procedure outlined in the text. The contour
vary from 107. to 907. of the peak column density (9.55 x IO22 cmin steps of 107..

131

Figure 2.32 - The distribution of the H2 column
density in the
region, as a function of the distance from KL. A
least- squares
to a power- law is also shown.
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137

Figure 2.35 - (a) A map of the integrated intensity in the
blueshifted (heavy line; v= -59 to -1 km/s) and the redshifted wings
of CO (dashed line; v= 11 to 79 km/s). The blue contours are at 400,
600, 800, 1000, and 1200 K km.s; the red contours are at 200, 400,
600, and 800 K km/s. The center of the map is as in Figure 2.33. The
position of IRC2 is indicated with a triangle,
(b) A map of the
full integrated intensity of i2C0 J=3-.2 near the high velocity
source; the contours at at 1000, 1600, 2200, 2800, and 3400 K km/s.
The observed positions are marked by circles, and that of IRC2 by a
triangle.
(continued on page 139)
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Figure 2.36 - Maps of the integrated intensity of the CS J=7-t6
transition, (a) the integration is carried out over the same
intervals a in Figure 2.35 (a). The red contours are at 5, 10, 15,
20, and 25 K km/s; the blue contours are at 10, 15, 20, 25, and 30 K
km/s. Note the differences between this map and that in Figure 2.35
(a),
(b) Similar to (a), but for the full integrated intensity. The
contours are at 60, 110, 160, and 210 K km/s. The dots indicate the
observed positions, and the triangle the position of IRC2.
(continued on page 142)
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143

Figure 2.37 - A comparison of the i2C0 j=2-.l (histogram) and
the 12C0 J=3-t2 profiles observed towards the peak of the high
velocity source, position (0,0) in Figures 2.35 and 2.36. Both
spectra have been observed with similar angular resolution, and the
antenna temperatures have been corrected by the respective beam
efficiencies measured on the planet Jupiter, which has a size
similar to that of this source. The difference in the profile
symmetry is probably due to a small pointing error in the J=2-il
spectrum, but the general similarity in the wing emission is
striking.
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CHAPTER 3
THE SMOOTHNESS OF CO PROFILES IN ORION

3.1 Introduction

The present trend of millimeter- wave studies of molecular
clouds is towards large scale maps at ever increasing spatial

resolution. Understandably enough, this trend implies that

individual spectra lose importance in an overwhelming deluge of
data. In an effort to reduce the time needed to obtain the data set,

the signal- to- noise ratio of individual spectra is kept marginal;

additionally, the final analysis is frequently limited to that of
the line intensity integrated over relatively wide velocity bins.

Vhile this approach is very useful for some purposes, much of the

information contained in the line profiles is lost.
In this Chapter we have made a deliberate attempt to examine

what information can be obtained from an analysis of the shape of
the observed line profiles. In Section 3.2 we describe the

observational procedure and the data obtained. In order to analyze
the line profiles, we have found it necessary to develop numerical

techniques that enable us to quantify their smoothness. Ve elaborate
on these techniques in Appendix D of this dissertation. The actual

analysis of the data is carried out in Section 3.3. In Section 3.4,
we compare the results of the analysis to simplified models of

molecular clouds, and discuss the implications for the small scale
structure of Orion. Finally, in Section 3.4 we summarize the main

conclusions of this Chapter.
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3.2 nhservations

Since obtaining data of the quality required for the type of
analysis that we attempt here implies a large experimental effort
(both in integration time, and in attempting to minimize adverse

instrumental effects)

we have had to concentrate our observations

,

on only a few selected points of a single molecular cloud.

Our

expectation is that a careful analysis of the smoothness of

molecular emission profiles will yield information on the otherwise
unresolved density and velocity structure within the beam of the
antenna used. In particular, we hope to obtain evidence which will
serve to constrain theoretical cloud models based on the existence
of a distribution of dense clumps

(e.g. Kwan and Sanders 1986).

Our

choice of source and molecular lines is directed towards this last
goal.

The source that we have observed is the Orion A molecular
cloud, which is the closest cloud with ongoing star formation

activity (see Chapter

2

for a general description of this object). A

proper choice of the positions to be observed within the cloud is
important because both the strength of the lines and their apparent
optical depth decrease as a function of distance from the core of
the cloud (defined in Orion by the KL object). Ve have chosen to

observe positions that cover a wide range of these parameters,

concentrating on four positions in a north- south strip starting at
KL, and stepping north in 3 arcminute steps.

Both isotopic

transitions were observed at the each position, except for the
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position 3 arcmin north of KL, for which the ^^CQ observation was

accidentally displaced by 0.5 arcmin north. At the furthest north of
the observed positions (9' from KL)

,

the column density as measured

by the intensity of the CS J=2-tl line, has decreased by a factor of
10 from its value at KL.

It should be noted that CS traces material

with a higher density than does the i^co J=l-iO transition.

The observations were conducted in 1988 and 1989 with the 14 m.

telescope of the Five College Radio Astronomy Observatory, using a
cooled Schottky- diode heterodyne receiver. Only data taken during
stable weather conditions were used. The data were calibrated using
the chopper- wheel technique of Penzias and Burrus (1973). Ve did not

make any second- order corrections to account for atmospheric
effects. All the data shown are given in units of T^, as defined in

Kutner and Ulich (1981).
The backend used was a 256 channel filterbank with 100 kHz

resolution per filter element. This filterbank was preceded by a
spectrum expander set to an expansion factor of 4, so that the
nominal resolution of each element was 25 kHz. Since the expander is
inherently non- linear, the average chopper- wheel calibration was

determined from a parallel 256 x

1

MHz filterbank, and applied to

all the high resolution channels. At 115 GHz, the velocity

resolution afforded by a 25 kHz filter is of 0.065 km/s. This is
adequate to resolve the thermal motions of CO above a kinetic

temperature of 10 K.
The backend may distort the observed line profiles. The most

straightforward effects are due to nonlinearity of the channel
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detectors (presumably similar for all channels), and to
channel- to- channel differences in the detector linearity

coefficients (power to voltage conversion). The first effect acts to
reduce (or enhance) the contrast in profile structure by compressing
(or stretching)

integrating

the temperature scale. Ve tested this effect by

on an ambient temperature load and switching different

levels of attenuation into the signal. This permits easy

identification (and subsequent elimination) of grossly nonlinear
channels. The test showed that all channels had a slightly nonlinear

behavior resulting in a stretch of the T^ scale by about
values of

T^^

21,

for

near 50 K; the dispersion of this nonlinearity across

the channels is within the noise of the measurement itself. However,

this dispersion (the second effect mentioned above) will become much

more important after integrating for several hours; on these time
scales this effect cannot be studied easily owing to the lack of a

noise source whose power output is stable over a long period. In

order to avoid this effect, we successively shifted the center

frequency of the filterbank by a few channels, typically after every
2

minutes of integration. Since final results are obtained by

averaging successive integrations, this technique "homogenizes" the
conversion of power to voltage across the filterbank by averaging
the individual deviations from linearity over a large number of

detectors. The resulting nonlinearity of an individual channel is
the average nonlinearity of the detectors involved; and the

resulting dispersion of the nonlinearity is reduced by a factor
equal to the root of the number of detectors involved (assuming that

149

the coefficients of nonlinear terras are normally distributed around
some mean value). The technique used can be thought of as "sliding"
the observed line across the filterbank. Since the final result is

obtained by averaging individual integrations, this reduces the
total usable width of the filterbank by the same amount that its

center frequency has been changed. An additional benefit of this

technique is that any standing waves in the receiver system are
effectively averaged out by scrambling their phases in velocity
space.

Another important consideration relating to the backend is the
extent to which contiguous channels are correlated. Ve have tested
for this effect by integrating for long periods of time on a planet,
and then looking for channel- to- channel correlations in the measured
power. In Figure 3.1 we show two correlation diagrams of this

measurement. The first one plots the power in each channel versus
the power in the adjacent channel; a clear correlation exists, in

that every high channel tends to be followed by another high

channel, and similarly a low one tends to be followed by a low
channel. The second diagram is a plot of the power in channel

i

versus the power in channel i+2; the scattergrara nature of this plot

indicates that no significant correlation exists between
non- adjacent channels.

The test shows that the effective bandwidth

of each channel lies somewhere between 25 and 50 kHz,

with the exact

filter bandwidth unknown; this indicates the importance of having an

adequate segment of emissionless baseline in the observed spectrum
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since this is the only certain means by which to evaluate the noise
in the profile.

Since we want to avoid artificial correlations in our profiles,
we have opted to discard every second channel in the observed

spectra. This is, of course, detrimental to the determination of the

statistical properties of the profile shapes. The alternative would
be to use deconvolution techniques to recover the velocity

information lost by oversampling; but given the nature of our
results so far, we have felt that little would be gained by this

procedure. From here on, we assume that the frequency resolution of
the spectra is 50 kHz per channel, corresponding to a velocity

resolution of 0.13 km/s at 115 GHz.

Another potential source of artificial smoothing in the
observed profiles is related to the tracking and focusing properties
of the telescope.

If we assume that the observed profile is a result

of adding the profiles of individual clumps distributed in velocity

and space in some unspecified way within the cloud, then as the beam

ranges away from its nominal position, it samples a different subset
of velocity components.

Since the integration times are so long, a

certain amount of smoothing through this process is inevitable

(especially when the number of clumps in the beam is small). A
similar effect will be produced by slow changes in the telescope's
focus, which result in changes in the coupling of the beam to the

cloud material. Ve have sought to quantify this effect by simulating
it

numerically for values of the beam parameters (i.e. rms pointing

fluctuations and focusing changes) expected for the FCRAO antenna.
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Our results indicate that for a large number of clumps in the beam
(as deduced from our observations),

these effects are negligible.

Ve present the observed spectra in Figure 3.2. Hereafter

positions will be denoted by their offsets from KL in minutes of
arc. The basic characteristics of the spectra are tabulated in Table
3.1.

Qualitative differences in the spectra at different positions

are immediately apparent. Ve leave aside for the moment discussion
of the spectra observed towards KL,

because of the confusion created

by the high velocity source; however, we draw attention to the

extremely interesting, flat- topped appearance of the i^CO profile
towards this position.

North of KL, all the spectra show an extraordinarily smooth

appearance on the scale of a few channels

(

a few small features are

noticeable on the i2C0 profile at 9 N). One does see, however, some
structure at longer correlation lengths of the order of the width of
the line itself. Indeed, at 3 N and 9 N one can clearly distinguish
at least two velocity components, most noticeably in the ^^CO lines.

These components probably arise in regions of different physical

characteristics, since the i2C0 to i^co ratios for each component
are quite different. Thus, a direct visual inspection of the spectra

shows evidence for dynamical or chemical coherence at large scales
(large in mass and size), but not at small scales.

3.3 Data Analysis
As mentioned in the introduction to this Chapter, we have found
it

necessary to develop some special techniques in order to quantify
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in a useful way the smoothness of the observed line profiles. Ve

refer the interested reader to Appendix D of this dissertation for a

detailed explanation of their characteristics. In this Section we
apply two of these techniques (the Fourier analysis and the

statistical analysis) to our data.
In Figure 3.3 we plot the power spectra (PS) of the profiles as
a function of wavenumber (in this and subsequent plots wavenumber

has been normalized by twice the Nyquist wavenumber

so that the

normalized maximum wavenumber is 0.5; hereafter when we say
wavenumber it should be taken to mean normalized wavenumber). These
should be compared to Figure 3.4, where we show the PS of the

equivalent gaussian profiles (i.e. gaussian profiles with FVHH equal
w

to

[oi

is the width of the autocorrelation function

(ACF) of

the observed profile, see Eqns. D.2 and D.5)], to which we have

added randomly generated gaussian noise to produce the same
signal- to- noise level as in the astronomical spectra. It is clear

that all the profiles show power in excess of their gaussian

equivalents, so that within the definition of smoothness developed
in Appendix D,

they are all unsmooth to a certain degree.

There are qualitative differences between the PSs of the i^co
and the i3C0 spectra. The i^co PS resemble gaussians to

significantly lower relative power levels
PS

(

(

~

10" 3)

than do the i^co

a few percent), although all deviate from gaussians at

approximately the same wavenumber (which we shall call
corresponds to a value of ~ 0.02

).

\q and

Further, the i2C0 PS exhibit

strong, narrow features in wavenumber space; the i^CQ PS, on the
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other hand, merge into the noise much more smoothly. All the PS show

power in excess of their equivalent gaussians out to a wavenumber of
~ 0.11

(corresponding to a velocity separation of ~ 1.2 km/s),

indicating the possibility of structure down to this correlation
length. Finally, the behavior of the i^CO PS (mostly at 3 N and 9 N)

indicates a gradual blending of several levels of gaussian

structures at increasingly lower power levels. The strong features
seen in I^CO could be due to periodic structure superposed on the

gaussian profile, but could also be sidelobes of a single,

discontinuous (box shaped) structure, possibly a result of some
instrumental effect. Ve do not believe this to be true, however,
since the same peaks recur for all the ^^CQ spectra, at wavenumbers
of

~ 0.04,

~ 3.4,

2,

0.07, and 0.1, corresponding to velocity separations of

and 1.2 km/s. The peak at

A

~ 0.11

is

much less prominent

(indeed, almost nonexistent) for the 6 N position; similarly, the

other two peaks occur at much lower relative power levels at this
position.
On closer inspection, the behavior of the i^co PS are also

consistent with the existence of these peaks. At the 9 N position
the peak at

A

~ 0.1

is quite noticeable in

i^co as well as i2C0,

but the peaks are not so distinct as for the common isotope because

the intrinsically narrower (in velocity space)
a wider underlying PS,

i^CO profiles produce

and the peaks tend to blend together with it.

This happens to a smaller degree with the peak at

A

~ 0.04

blending into the underlying gaussian in the '2C0 PS. The generally
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lower signal- to- noise levels of the ^^CQ profiles may also

contribute to blending of these features.
In general the appearance of the i^co PS indicates that the

high wavenuraber

(

>

0.04

)

content of the profiles is much more

important relative to the underlying gaussian than it is for i2C0.
In other words, the ^^CQ profiles are significantly less well

approximated by gaussians than are the ^^CQ profiles, and show a
more centrally peaked appearance.
In Table 3.2 we summarize the wavenumbers and corresponding

velocity separations of the t2C0 PS peaks, as well as their relative
power levels, and the corresponding power levels at the same

wavenumbers for i^co. Ve can roughly estimate the typical

fluctuation amplitudes at these various peaks by assuming that the
total power they contribute is evenly distributed over the line. In
this case, the relative power levels read from the PS plots can be

written (using Parseval's Theorem, see Bracewell 1978):
/

1^

(3-1)
t

T2

T2„ppv (fluct) Av(FVHM)

(fluct) dv
(line)^dv

^

T (fluct) -

v/F

..

T^i;eak(iine)^v(mM)^

'

Then
(3.2)

Tpeak (line)

.

These estimates are calculated and also presented in Table 3.2.
The narrower (in velocity) features are all on the order of the

baseline rms {a), and thus normally unseen in the lines. The wider

fluctuations, on the other hand, have an amplitude of several

a,

thus are clearly seen.
In Figure 3.5 we show the autocorrelation functions of the

profiles. As mentioned before, the information in these plots is

and
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basically the same as in the PS. In consequence, we will not discuss
them further. Rather, we wish to study more carefully the CPS (i.e.
the Cumulative Power Spectrum [see Appendix D]

,

or the amount of

power contained in structures of typical wavenumber sizes greater
than a certain value), and plot in Figure 3.6 this function for the

observed spectra. Ve have also plotted in this Figure the

theoretical behavior of the equivalent gaussians; note that at large
wavenumbers

(

A

>

0.15

)

there is a well-defined noise curve. The

individual peaks seen in the PS are still clear in the step- like

discontinuities of Figure 3.6. These plots are useful because they
permit us to quantify the smoothness of each profile by evaluating
the slope of the CPS in that intermediate region where it has

stopped behaving like a gaussian but has not yet merged into the
noise. Ve choose to calculate a smoothness parameter (s) in the

following way:
log P
log Pq

iog Pg(2Ag)

-

where P refers to the relative power level as read from Figure 3.6,
and Pq is the same for the equivalent gaussian. The advantage of

this definition of

smaller

s

s

is that

s

=

1

for a pure gaussian and a

indicates a larger deviation from a gaussian. By

normalizing

s

by the slope of the equivalent gaussian, the

smoothness parameter becomes relatively independent of the width of
the line, so that it can be compared even for very different lines.
The smoothness parameter

s

could be defined differently to suit
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other needs, or to reflect an interest in a given range of

wavenumbers.
Ve present in Table 3.3 the parameter

s

for our observed

profiles. This table suggests that the i2C0 lines are less smooth in

general than the i^co lines, and that s(i2C0, 9 N)

<

s(i2C0, 3 N)

<

s(i2C0, 6 N). A somewhat surprising result is that the least smooth
13C0 profile is at 6 N;

however, on closer inspection it becomes

clear that this is a reflection of the fact that this profile is
very asymmetric under inversion through its velocity of peak

intensity (it is, indeed, very unsmooth)
To summarize, the results of the Fourier analysis in general

bear out the preliminary visual inspection of the profiles, but put
it on a more quantitative basis.

Ve shall next see if any more

information can be extracted through a statistical analysis such as
that described in the previous section.
To perform the statistical analysis consistently for all

profiles, we have used a 20 channel box, which we have slid along
the profiles, fitting a fourth order polynomial at each successive

position of the box. Ve thus obtain an rms amplitude of the
residuals for each center velocity of the box. Ve have found this

procedure unsatisfactory for the i^CO profiles, mainly because a 20
channel box does not achieve a good fit to a gaussian as narrow as
these profiles are (see the discussion in the previous section). Ve
find a better fit, but which still exhibits some problems near the
line cores (part of which may be due to the fact that the i^co

profiles are more centrally peaked than their i^co counterparts, as
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deduced from the Fourier analysis), with a 15 channel box and a
third order polynomial. Ve plot the rms obtained in this way in

Figure 3.7. There is a good correlation between the features seen
with the naked eye and the value of this parameter. The typical
double- peaked structure seen in these plots is due to the

sensitivity of the least- squares fitting procedure to the position
of a feature in the box (i.e.

it

is easier to fit a feature at the

center of the box than at the edges). To remove this sensitivity, we
have averaged the residuals of each channel as the box slides

through it; in this way persistently high or low residuals stand out
quite clearly. This parameter is also plotted in Figure 3.8. This
last technique allows a straightforward way to determine the

position of individual features on the profiles. Once their
positions are determined, one can fit a polynomial in the vicinity
of the feature and remove it

in a procedure equivalent to continuum

fitting, in order to obtain the intensity and width of the feature.
Ve feel that the identification of individual narrow features in the

profiles is the real strength of the statistical treatment. The

approximate characteristics of the features found by use of this
technique are presented in Table 3.4. Note that they can be in

absorption or emission, and that the criteria used to select them
include:

intensities larger than

2ar,

widths at base between 2 and

8

channels, and persistence as an identifiable feature when the order
of the polynomial fit

is

increased.

It is clear from Table 3.4 that there are distinct features in

every spectrum. In fact, after analysis reveals the positions of
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these features, a visual inspection usually confirms their

existence. It is also apparent that there are relatively few of
these features, and that their intensity contrast is very weak.

Table 3.4 shows that the typical intensities and widths for
Av ~ 0.7 km/s, and those on

features on i2C0 lines are AT ~ 0.4 K,

the i^CO lines have AT ~ 0.2 K and Av ~ 0.5 kra/s.
To summarize, the results of the analysis of the observed

profiles indicate the following points

:

The observed i^co and i^co profiles are extremely smooth

1.

(essentially down to the noise level) for velocity correlation
lengths of a few channels

(

~ 0.5 km/s).

However, the PS show

evidence of some structure near the noise level at velocity

correlation lengths of ~ 1.2 km/s (most noticeably for i2C0). This
is

confirmed by the identification of a few individual features on

every profile.
2.

At longer correlation lengths

(

>

2 km/s),

there is evidence

for some structure, with a typical intensity contrast of a few times
the rms of the baseline. This type of structure can be directly

discerned, especially at the
3.

3 N

and 9 N positions.

The 13C0 profiles appear in general to be smoother

(according to our definition) than the i^co profiles. However, this
may in part be an effect of their poorer signal- to- noise ratios.
4.

The large scale velocity space shapes of the i2C0 profiles

are in general better represented by gaussians than are those of
i^CO.

As a consequence, the relative spectral power contribution at

high wavenumbers is smaller than for the rare isotope, whose
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profiles appear relatively more centrally peaked. However, the

deviations of the PS from gaussian behavior occur at roughly the
same wavenumber for all profiles. Similarly, all profiles show power
in excess of the equivalent gaussian out to about the same

-wavenumber. This may indicate that the emission from both isotopes

arises from the same basic cloud geometry.
5.

There seems to be no obvious correlation between distance

from the core of the cloud and line profile smoothness. Certainly
the less smooth profiles are furthest from KL, but the smoothest

profiles are at an intermediate position. However, with only 3

positions observed, and the presence of an active energy source at
KL, we cannot generalize from these trends.
6.

There is not enough evidence to say conclusively whether the

profiles are smoother in the center or in the wings of the lines.

3.4 Discussion
In this section we shall try to relate the previous results to
a physical model of the molecular cloud. Ve will do this in the

framework of very simplified clumpy models of clouds motivated by
other studies (e.g. Martin, Sanders, and Hills 1984; Kwan and
Sanders 1986).
In the simplest case, there is a total number N of identical

clumps which are distributed in (line of sight) velocity with a

probability distribution P(v), so that the number of clumps with
velocities between v and v+dv is
(3.4)

Nv dv = N P(v) dv

.
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P(v) must be normalized so that its integral over the full

velocity range of the distribution is unity. If the clumps are

optically thick, and if they do not shadow each other in phase space
(by this we mean that no two clumps are simultaneously in the same

line of sight and emitting in the same range of velocities) then the

emission measured at a certain velocity by an antenna whose beam
includes the structure is the added emission of all clumps at that
line of sight velocity, weighted by an area filling factor fo. If

each clump emits a gaussian line with a characteristic width Avc

then the measured antenna temperature can be written as:
T (v) = To fv

(3.5)

,

where
fv -

(3-6)

=

To

^

fs,

/>

exp{[X^]n

dv' dv

exp{[Xj^]^}dv' dv

^/5v/

.

is the peak antenna temperature emitted by each clump,

assuming that the antenna beam were filled by the clump. Ac is the
area of a single clump, B is the area of the beam, and the first

integration is over the observed velocity interval (i.e. the width
5v of the spectral channel).

If the clump velocities are normally

distributed, and the center of the distribution is at v=0, we can
write
(3.7)

P(v) dv =

exp(
y/j

-

)

dv

,

Av

where Av is a parameter which defines the dispersion of clump

velocities within the beam. This parameter is equal to the width of
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the observed spectral line if the line width of a single clump is

much smaller than the dispersion of the ensemble.
As we go towards the wings of the line (with

Nv dv

/

5v constant),

will decrease and the fractional fluctuations will increase

since we sample a smaller number of clumps. However, for a given

integration time, the signal- to- noise ratio drops in proportion to
the antenna temperature at a particular velocity and hence as the

square of the relative fluctuations, so that in practice it will

usually be more difficult to measure fluctuations near the edge of
the line than at the line center. If we keep near the center of the

line (v ~ 0,

6v

«

Av)

,

and if we assume that the width of lines

emitted by clumps is small compared to the total line width
(Avc << Av),

we can approximate

f\

(3.8)

eMl-^]')

<iv'

P(,=0)

dv = N

^

dv .

- 00

^V.

In this simple model, we expect the fluctuations in the

measured antenna temperature to be caused by the presence or absence
of clumps;

thus, we can draw their statistics from a Poisson

distribution,
AT (v) = To Afv

(3.9)

To fo

J

N

Avc/Av

.

The fractional fluctuations in the observed antenna temperature
will then be
.

AT (m\

1

162

This expression reflects the intuitive fact that, for a given

number of clumps, wider clump profiles result in a smoother overall
line shape. The fluctuations of Eq. 3.10 will be present on velocity

scales (correlation lengths) of the order of the emission line width
of individual clumps;

this could plausibly, but not necessarily, be

given by their thermal dispersion, Avth- Ve can choose the width of
the spectrometer channel to be 6v ~ Avc

2;

Avth

If we do not

•

recognize any fluctuations in an observed profile down to a given
noise level Trms, we can set a limit on the number of clumps in the

beam using the expression for the fluctuations expected in an
interval 6v (Eqn 3.8):

(3.11)

AT(v~0) ~ T(v~0)

<

T.

'c

where T(v~0) is the peak observed antenna temperature. Thus,
(3.12)

N

>

Niin,

=

(S/N)2

(Av/Avc)

,

where the signal to noise ratio is defined as the ratio of the peak
line intensity to the rms fluctuations in the baseline.

Note that these equations suggest that bright, wide lines are
the best probes to constrain N and fo- The '2C0 line, which has

these properties, will also be optically thick in relatively smaller
clumps, which conforms better to our model. If the clumps are

optically thick, but shadow each other in phase space, then the
above limit (Eq. 3.12) must be increased by a factor equivalent to
the ratio of shadowed (i.e. unseen) clumps to contributing clumps;
in this case the above estimate

(Nu™) still provides a good lower

limit. If the clumps are optically thin and shadow each other in

163

phase space, radiative transfer effects may complicate the picture

considerably, unless their opacity is so low that the emergent
intensity is again the sum of that of all clumps.
It is quite possible that clumps emit lines whose widths are

larger than thermal (e.g. they could be turbulent), so that they
cover more than one spectral channel. In this case the r.h.s. of Eq.
(3,8) has to be corrected slightly downwards because Avc

is no

longer small compared to Av. This results in a less stringent limit
on the number of clumps in the beam

(3.13)

Ncs

Note that if Avc

>

(S/N)^

.

Av, then the limiting number of clumps in

the beam is only determined by the signal to noise ratio.

Ve feel it appropriate to stress at this point that the simple

model sketched in the previous paragraphs will break down if the

number of clumps sampled by the beam is small. In this case the

statistical arguments used will obviously be erroneous. Thus, a very
smooth line profile can in principle be the result of the

superposition of a very large number of narrow lines, or of only a
few wide profiles with very similar characteristics.
In the Kwan and Sanders (1986) model, molecular clouds are made
up of small clumps which emit thermal width lines, and which are

themselves grouped into larger dynamical structures. The latter
(called coherent structures) emit lines whose width is larger than
the thermal dispersion, but still smaller than the overall line
width. In such a hierarchical molecular cloud, we would then expect
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two typical velocity
to see lurapiness in the emission profiles at

correlation lengths, that corresponding to individual clump emission
the
widths (typically 0.2 km/s in Orion), and that corresponding to
by Kwan and
line width emerging from a coherent structure (assumed

Sanders (1986) to have a typical value of ~

1

km/s).

The results of the previous section indicate that the amplitude

fluctuations for correlation lengths of order the thermal widths are
that the
below the noise level that we have obtained. If we assume

individual clumps are virialized, that they are spherical with

uniform H2 densities, and if we take

Num

as the number of clumps

size
sampled by the beam, we can derive expressions for the number,
and densities of clumps:

Nh™

(3.14)

. 2.6

(3.15) nc(H2) 1 8.0

x

X

106

IQU

Av

/S/Nn2

,

(|^)

(^T^)

cm-3

/S/Nn*

{^)

/

N

Av

/0.2 km/sv

,

(^s^)

;

\^
Avc
lo.2 km/s^

n2

(^-[^j

(^Oe)^
^

.

N

(3.16)

Rc

r.r.

iT,

1.07 AU

/360x2

(J^)

Mbeam

A km/SN
i-j^)

,0/2^\^J±\
'
Avc

(

/

Mbeam
I

HOO

\

J

'

by the
In these expressions Mbeam is the total mass sampled

beam, and is expected to be close to 100
the region near KL (see Chapter 2). Clearly,

for a 45" beam size in
if

the line width of

clump emission is of order the thermal width, the H2 densities
this
necessary for virialization are unreasonably high. Ve conclude

which
on the basis of observations of high-dipole moment molecules,
of
indicate that the highest densities present in this region are
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consistent with this value
order 10^ cni-3; our own modeling is also
if there is a set of clumps with
(see Chapter 5). As a consequence,

that they
individual line widths near the thermal width, we believe
are not bound by self- gravity

,

but by some other mechanism. An

transient,
alternative explanation is that these clumps are

short-lived structures.
for
Similarly, the observations suggest that the fluctuations
order of a few
correlation lengths of order 2 to 3 km/s are on the
Av
times the rms in the baseline. If we assume

= 4

km/s and Avc = 2

predicted by Eq. 3.13 to
km/s, the number of coherent structures
produce the observed smoothness is:

Nh.

(3.17)

(c.s.)

1.6

x

104

{^f

M^, then the mass of
If our beam samples a total mass of ~ 100

This number is not
each coherent structure is of order 0.005 M^.
that coherent
compatible with the idea of Kwan and Sanders (1986)
form, since in
structures are the entities out of which stars may

However, a
this case they need to have a mass of a few Mg.
line widths of
possibility is that the clumps themselves emit with

order

1

field velocity
km/s; this is feasible if a microturbulent

further in
field exists within each clump. This idea is explored
Chapters 4 and 5.

opposite direction, by
Ve can approach the problem from an
see on the profiles
hypothesizing that the narrow features that we

that the kinetic
do arise from individual clumps. Let us assume
by the rotation
temperature in the clumps is well represented

the 3 N position
temperature of NH3, which is of order 30 K at

.
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(Harris et al 1983)

.

Further let us assume that the overall

efficiency of the telescope is

??

~ 0.5,

and that the linear

dimension on Orion corresponding to its FVHM beamsize is

~ 0.1 pc.

i2C0 feature is
Since the typical antenna temperature of an observed

approximately
0.4 K, its typical brightness temperature will be

Tciump

(3.18)

^ T^* (clump)/

(7?

fo)

0.8 K

/

fo

the area of the beam
where fo is the ratio of the area of a clump to

thick, then its
(defined in Eqn 3.6). If the clump is optically

brightness temperature will be the kinetic temperature

(~ 30 K)

single clump is fo ^
This implies that the area filling factor of a

factor of ~ 0.006, and
0.033, which corresponds to a volume filling
virial mass of a clump with
to a clump radius of ~ 0.018 pc. The
of ~ 0.7 km/s is
this radius and with a velocity dispersion

approximately

1

latter is
M^, and its density is ~ 10^ cm- 3. The

of the KL region; a mass
quite consistent with densities typical

would be expected of a clump out
such as the one calculated is what
forming. If the clumps in this region
of which an average star is
is suggested by Eq. 3.17, then it
have masses of order 0.005 H^, as

is not

clumps have masses
inconceivable that the largest of these

close to

1

only the most massive
Mq. It is indeed natural that

features on the line profiles at the
clumps will produce prominent
have achieved.
signal to noise ratio that we

requires a very large number of
The fact that our analysis
surprising, given the fact that a
thermal- width clumps is not very
is required to establish a
relatively small number of molecules
analysis merely points out
Maxwellian velocity distribution. This

.
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that gas structures emitting this type of line must possess very
small masses, and thus cannot be considered to be the basic units of

opacity in this type of cloud. It is apparent that clumps have
larger intrinsic line widths, consistent with the existence of a

turbulent velocity field in their interior.

3.4 Conclusions
The simple analysis carried out in the previous section
the
indicates that the number of clumps necessary to produce

somewhat
observed smoothness is very high. This requirement is

individual clumps
relaxed if the width of spectral lines emitted by

corresponding to cold molecular
is larger than the thermal width
high temperatures
clouds. This fact may indicate the presence of
or alternatively,
within clumps, thus increasing their line widths,

larger "coherent
that clumps are clustered dynamically within

structures"
statistical model
Ve feel at the present time that the

multitransition
presented here is oversimplified. For example,
with similar
studies of CS emission from other regions
the volume filling
characteristics (Snell et al 1984) suggest that

edge of the cloud to its core.
factor changes dramatically from the

factor which varies along the
This indicates that a volume filling
rather than a constant one. A
line of sight should be considered,

contribute to smooth the line
variable volume filling factor would

emission from regions where the
considerably, merely because the

considerably beam- diluted with
filling factor is small would be
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respect to that from other regions. In such a picture, the emerging
lines probe the cloud to a depth where the effective opacity is

area
high, namely where the integrated (along the line of sight)
cloud
covering factor becomes close to unity. Thus, if one maps the
of the
one expects to see a relatively smooth surface, and most

foreground matter would be quite invisible. In this model, the
emission
emerging line intensity at each velocity corresponds to
sum of a
from a single clump at a given depth, rather than to the

temperature.
number of clumps, and is determined by its excitation
the work of Kwan
This more realistic type of model is addressed by
it in Chapter 5.
and Sanders (1986), and we shall seek to apply
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Table 3.1

General Characteristics of the Observed Profiles

Line

12C0
13C0
12C0
13C0
12C0
13C0

Position

3 N

3.5 N
6 N
6 N
9 N
9 N

T*.(peak)

Vidth

(K)

km/s

27.0
10.3
20.0
7.3
19.0
6.6

3.9
2.8
3.6
2.5
3.9
2.6

Baseline

S/N

rms (K)
0 09

0 05
0 07
0 .05
0 .05
0 .07

280
230
285
150
358
100

170

Table 3.2
the Observed Profiles
Characteristics of the PS of

Line

Position

Peak
Vaveno.

Velocity
Length
(km/s)

12C0

3 N

13C0

3.5 N

12C0

6 N

13C0

6 N

12C0

9 N

13C0

9 N

0.04
0.065

O.U
0.04
0.065

O.U
0.04
0.065
0.10
0.04
0.065
0.1
0.04
0.075
0.105
0.04
0.075
0.10

3.4
2.1
1.2
3.4
2.1
1.2
3.4
2.1
1.4
3.4
2.1
1.4
3.4
1.8
1.3
3.4
1.8
1.4

VfT(v=0)2
Log
(K)
Power
Level^
3.U
A
O
-4.2
-5.2
-2.2
-3.7

-

-3.5
-4.7
-6.0
-2.3
-3.7
-4.6
-3.0
-4.5
-5.2
-2.2
-4.5
-4.2

n

9ft

0.80
0.15
0.05
0.36
0.09
0.02
0.52
0.1
0.04
0.6
0.1
0.05
0.52
0.04
0.05

in the line

Notes:
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Table 3.3
Spect
Parameters Obtained from the CPS of the Observed

Line

Position

12C0
12C0
12C0
13C0
13C0
13C0

3 N
6 N
9 N

3.5 N
6 N
9 N

Ag

0.02
0.025
0.02
0.02
0.025
0.02

s

0.25
0.27
0.12
0.56
0.46
0.52
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Table 3.4

Characteristics of Narrow Features in the Observed Spectra

Line

Tn t pn <; i

Position

tV

Base Vid
(kni/s)

r<
o N

0

6. 10

13C0

Q
n
0.0t; N

12.65
lo D
.

12C0

6 N

13C0

6 N

12C0

9 N

13C0

9

N

6.61
11.04
7.53
11.34
9.02
10.25
12.83
9.03
10.94

0.25
0.60
- 0.5
-0.9
0.4
0.15
0.15
-0.45
0.4
0.18
-0.3
0.32
0.6
0.55
0.2
0.3

-

0.65
1.10
0.65
1.04
0.91
0.39
0.39
0.78
0.78
0.52
0.65
0.65
0.91
0.91
0.26
0.52
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Figure 3.1 - Correlation diagrams of the noise in the receiver
system, obtained after integration on the planet Jupiter (a constant
offset has been subtracted), (a) the temperature in each channel is
plotted versus the temperature in the adjacent channel; (b) the
temperature in each channel is plotted versus the temperature in the
next over channel.
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Figure 3.2 - The observed antenna temperature versus LSR
velocity profiles of i^co J=l-.0 and i^co J = l-'0 are shown, all to the
same scale. The observed positions are as shown in the Figure,
except for i^co J=l->0 at 3 N, which was actually observed at 3.5 N.
The central position is located near the Kleinmann- Low object, at RA
05h32"47s and 6 -05o24'00".
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Vlsr

(km/s)

177

Figure 3.3 - The logarithm of the periodogram estimates of the
power spectra of the observed profiles are plotted versus
wavenumber. The power spectra are normalized so that the total power
in the observed profile is unity. Vavenumbers are normalized by
twice the Nyquist wavenumber (see Appendix D for details).

178

Wavenumber

.

179

Figure 3.4 - Same as in Figure 3.3, but these plots correspond
to the equivalent gaussians (as defined in the text) of the observed
profiles

Wavenumber

181

Figure 3.5 - The autocorrelation functions of the observed
profiles is plotted versus the lag r fsee definition in the text).
(kra/s).
The lag is given in units of

182

0

12
Lag

0

(in

12

LSR km/s)
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Figure 3.6 - The logarithm of the cumulative power spectrum of
the observed profiles is plotted as a histogram versus the
wavenumber. Vavenumbers are normalized as in Figure 3.3. The dashed
line is the theoretical cumulative power spectrum of the equivalent
gaussians corresponding to the observed profiles.
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Figure 3.7 - Two statistical measures are plotted against Visrhistogram is the rms amplitude of the residuals to a
heavy
The
polynomial fit of the observed profile within a sliding box. For the
12C0 J = l-^0 profiles a box width of 20 channels and a 4th order
polynomial were used. For the i3C0 J=l->0 profiles a box width of 15
channels and a 3rd order polynomial were used. The vertical scale
marked corresponds to this measure. The light histogram shows the
value of the residuals averaged over the number of times that it
participated in a fit. The vertical scale for this measure varies
between -0.5 and 2.5. The observed profiles are shown as a reference
in the background, plotted to arbitrary scales.
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CHAPTER 4
CO LINE EMISSION FROM PHOTODISSOCIATION REGIONS

4.1 Introduction

In this Chapter and the next we shall show that our

observations of the Orion region can be matched by a model of a
shall show
clumpy molecular cloud. In this Chapter in particular, we

clump
that the kinetic temperature structure of each individual
line
plays an important role in determining the emerging CO

profiles.
lead to the
Ve first examine the chemical processes which

clouds, and
equilibrium abundance of CO on the surfaces of molecular

ultraviolet fields.
especially when they are illuminated by intense
have HII regions
These conditions should exist in clouds which
of star formation
embedded in them or adjacent to them, as a result

active site of star
activity. The Orion region is a particularly
(powered by the
formation, and a very large and bright HII region
of the cloud, along the
stars in the Trapezium) lies on the surface

Thus, the surface of the
line of sight between us and the cloud.
can be as intense as lO^ times
cloud is subjected to UV fields which
and Hollenbach 1985). Such
the average interstellar field (Tielens
on the chemical processes in the
an intense field has a large effect

source of heating, appreciably
region, and it also provides a major
of the cloud. Ve suggest
altering the kinetic temperature structure

heating and the chemistry can
that the interrelation between the
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induce physical conditions under which appreciable amounts of "warm
CO" can be produced.

In order to simulate these conditions, we rely heavily on the

work of van Dishoeck and Black (1988), and Sternberg and Dalgarno
(1989). The former work is a detailed analysis of the chemistry of

photodissociation regions (i.e. regions in which the molecule
destruction processes are dominated by photodissociation from the
ambient UV photons), and includes the important effect of CO
self- shielding. This process was not entirely understood until

recent laboratory measurements (Letzelter et al 1987) clarified the
line dissociation properties of CO. Unfortunately, the models

published by van Dishoeck and Black (1988) do not include
self- consistent calculations of the kinetic temperature, but set

this quantity equal to an arbitrary constant value throughout their

model clouds. These models are thus not appropriate for the type of

regions of interest to us. The first self- consistent calculation of
Tielens and
the temperature structure and the chemistry is that of
Dalgarno
Hollenbach (1985); a more recent work by Sternberg and
the H2 molecule in a
(1989) elaborates on their scheme by treating

more sophisticated manner (modeling it as a
than a

2-

15-

level molecule rather

and
level molecule). The added sophistication of Sternberg

much enhanced
Dalgarno (1989) is justified since it results in a
the process of
heating rate. However, these authors do not include
and they do not treat the
CO self- shielding in their calculation,

Thus, in this
line emission from this molecule in any detail.

chemical processes
Chapter we have combined the description of the
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in van Dishoeck and Black (1988), and the thermal balance

calculation of Sternberg and Dalgarno (1989), to produce a more
complete model of the CO abundance and the gas kinetic temperature
strength of the
as a function of depth, total hydrogen density, and
in
illuminating UV field, in photodissociation regions. This is done

the Section 4.2.
the
In the Section 4.3, we use this information to derive

investigate
properties of CO line emission from these regions. Ve
which
the conditions of density and UV illumination under
show which
appreciable amounts of "warm CO" can be obtained, and we

which can be used to
are the appropriate observational diagnostics

perform a similar
characterize these regions. In Section 4.4, we
from the transition
analysis for the neutral carbon emission arising
in Section 4.5 we
layer in which this species is formed. Finally,

and motivate the
present the main conclusions of this Chapter,

model of this region.
necessity of introducing dumpiness into a
the results obtained in this
In Chapter 5, we shall incorporate

transfer in a clumpy
Chapter into a calculation of the radiative
to our observations of
molecular cloud, and compare the results

calculation the physical
Orion. Ve shall infer from this
in the region.
characteristics of clumps likely to exist

Regions
4.2 cn Chemist r y in Photo dissociation

photodissociation regions (PDRs)
To model the CO abundance in
main
network which includes all the
we develop a limited chemical
for ^CO and
formation and destruction mechanisms

^m.

Vhile this
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network is a simplified version of published models which include
hundreds of reactions, it is adequate to model the qualitative

behavior of CO as a function of depth into the PDR. Quantitatively,
it reproduces within a factor of ~ 2 recently published results

(van

Dishoeck and Black 1988) which show the variation of the column
density of CO as a function of the column density of H2 and

temperature for two "translucent" clouds (see Figure 4.2). The '^CO
enhancement (relative to i2C0) as a function of depth is reproduced
with even better accuracy (Figure 4.3). The factor of two difference
in our results is well within the uncertainties due to some poorly

known rate coefficients (notably that of the radiative association
reaction). In view of these uncertainties, we believe that the

abundances here derived are quite adequate for the analysis of CO
observations of PDRs.
In order to usefully model the CO abundance, it is also
of
necessary to treat the balance between formation and destruction
H2 molecules.

Even though in most cases of interest H2 self- shields

to form
much more rapidly than does CO, so that wherever CO starts

has already become
in appreciable quantities all of the hydrogen
low density
molecular, in some cases of high incident UV flux or

column density
this will not be true. In these cases the total CO

overestimate the
calculated assuming a constant H2 density would
true column density.

destroyed by
In PDRs the hydrogen molecules are mainly
approximated as a
photodissociation. If one assumes that H2 can be
process can be understood
two- level molecule the photodissociation
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as follows. The FUV photons pump the H2 molecules from the ground

state to the upper (vibrational) state, whose effective quantum

number and energy are v

= 6

and E

=

2.6 eV (Tielens and Hollenbach

1985). The vibrationally excited molecules subsequently decay

radiatively to the vibrational continuum of the ground state, in
which they can undergo photodissociation (in about

107.

of the cases)

or collisional deexcitation to the ground state (this is the

principal heating mechanism in the outer parts of PDRs).
In our model we calculate the abundance of H2 relative to the

total hydrogen density using the simplified formalism outlined in

Sternberg and Dalgarno (1989). In steady state, the equation of
balance between H and H2 can be written as (Jura 1974):
R(T)[n(H)

(4.1)

2n(B2)]n(H)

+

G(H2)n(H2)

=

,

where R(T) is the formation rate of hydrogen molecules on grains and
is a function of the gas temperature T,

and G(B2) is the

photodissociation rate on grains. If the total density is defined as
the total number of hydrogen atoms and molecules per unit volume
(nt

= n(H)

+

n(H2)), then the solution to this equation is:
n(H2) = nt

(4.2)

In this expression

/?

-

n(H) = nt [V

+

1

=G(H2)/(2R(T)nt

)

F

'

is a

P]

parameter which

characterizes the ratio of the photodissociation rate to the grain

formation rate. Thus at the edge of an illuminated cloud one expects

P

»

1,

which implies n(H2) ^ nt/(2/?), whereas in the deep interior

of a cloud p

«

1,

so that n(H2) ^ nt

.

For the formation rate R(T)

we use the expression given by Sternberg and Dalgarno (1989):
(4.3)

R(T) = 3

"

10-17

s(T)

yr7»

cm3

s'l

.
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Here fa is the fraction of atoms that do not evaporate from the

grains, and S(T) is the gas- grain sticking coefficient. These can be

expressed in the following way:
fa =

(4.4)
(4.5) S(T) =

[1

+

[1

+

10" exp(-600/Tg)]-i

O.OisfTT-T;

+

2

x

10-3 T + 8

;

iQ-e T2]-i

x

.

grains,
In these equations Tg is the temperature of the dust

for grain model
which is evaluated by Sternberg and Dalgarno (1989)
2 of Roberge,

Dalgarno and Flannery (1981) and an incident UV field

radiation field to
intensity of F times the Draine mean interstellar
be
Tg = 6.5

(4.6)

K

F exp(-r)

[

.

in the UV, which
In this equations r is the continuum opacity

hydrogen column density through
is usually related to the total
(Bohlin, Savage, and Drake 1978):
r =

(4.7)

1.9

X

10-21

[N(H)

+

2N(H2)]

•

written as
The photodissociation rate of H2 can be
G(H2) = F D G[r(H2)]

(4.8)

,

(D ~ 5.4

rate
where D is the unshielded photodissociation
s-i; Sternberg and Dalgarno 1989), and

0

is the self-

x

10

-11

shielding

the opacity of the H2 molecules
function of H2 and is a function of
in the UV.

given by Tielens and
Ve use the self- shielding function

Hollenbach (1985):
(4.9)

(4.10)

r(H2) = 1.2

0(r)

[r

x

10-14 N(H2)

In(^)

l"^

for r

(5vd)-i
>

10

,

;

and
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for

0(r) = S

(4.11)

where

(5vd

r <

10

,

is the turbulent Doppler width.

the
If we use the expression for the H2 opacity (Eq. 4.9),

relation between Ay and N(H2) (Eq. 4.7), and assume that the H2
molecules
density is constant, it is easy to see that the hydrogen
self- shield (i.e.

t(H2) ~ 1) at a depth approximately given by:

AAv ^ 10-7

(4.12)

(1 +

E|Hi^)

magnitudes.

Similarly, we can evaluate the abundance of

for small values

fl2

of P and no self- shielding to be:

(4.13)

S(T) ^/^72000 (n^VF)

n(H2) ^ 10-6

•

n(H) ~ nt
If we assume further that at the edge

,

we can write

the following expression:
(4.14)

1^

=

10-6

U

S(T)

VT72OM

(nt/F)

.

it becomes
Thus, if we neglect the temperature dependence,

will exceed a fraction of a
clear that the H2 self- shielding region

magnitude for values of F/nt greater than

~ 1.

we use the basic
For the calculation of the CO abundance,

with some
scheme of Glassgold, Huggins, and Langer (1985),
CO in regions
modifications and additions. The chemistry of

extensively in previous
illuminated by UV fields has been studied
Dishoeck and Black 1986); we
work (e.g. Bally and Langer 1982, van
chemical pathways that we have
show in Figure 4.1 a sketch of the
pathways for i^cO and i3C0
included in our model. The main formation

association reaction
are the following: 1) the radiative
CH2^ . h. eventually produces CH or

CH- both

C^ + H2 -

CH and CH^ can combine
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with

0

production is not
to produce CO. The rate coefficient for CH*

well known, but an upper limit of 1.5

-

lO'i^ cin-3s-i has recently

value of 1.0
been measured (Luine and Dunn 1985). Ve use a
cm-3s-i in this work. 2) The reaction

followed by

CO* + Hj

+

OH

CO +

x

10" is

or CO* + H

HCO* + H and HCO* + e ^ CO + H (van Dishoeck

reaction
and Black 1988), and 3) the isotope fractionation
radiative association pathway
13C* + 12C0 ^ 12C+ + 13C0 + 35 K. The

dominates at high densities (n(H2)

<

2

x

103 cm-3), while the OH

The fractionation
pathway is most important at lower densities.
the reverse direction, and
reaction has an energy barrier of 35 K in

that of i2C0 considerably at
enhances the i3C0 abundance relative to

forward and reverse rates for this
low temperatures in the PDR. The
a function of temperature
reaction have recently been measured as
we use the tabulated values for
(Smith and Adams 1980); in this work
CO is destroyed mainly by
these rates given by langer et al (1984).

diffuse clouds and at the
photodissociation (the dominant process in
the reactions
outer edges of dense clouds), by
He* + CO - C* +

0

+

interior of dense
He (significant mainly in the

reaction above.
clouds), and the isotope fractionation
carbon ion is regulated by its
Similarly, the abundance of the
of neutral carbon, the He*
formation through photoionization
fractionation reaction, and destruction
reaction, and the isotope

reaction,
the radiative association
through electron recombination,
are valid
process. Similar processes
and the isotope fractionation

destruction. If we add to these
for 13C0 and i3C* formation and

equations
processes the approximate conservation

[^^C]

+

[^^c^]

.

:
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[12C0]

^

and

[13C]

[i3C^]

+

+

[i^CO]

(c/r

,

is the

where

and r the isotopic ratio assumed,
total elemental carbon abundance,

equations which we can solve for the
we obtain a complete set of

function of depth into the cloud. Note
12C0 and 13C0 abundances as a
here (and in all subsequent
that the elemental abundances are

density of H^, which can vary in
equations) given relative to the
related to the assumed cosmic
the PDR. These abundances can be

abundances (f) through

i

=

r{[n(H)

+

2n(H2)] /n(H2)}

equal to the
The electron abundance is basically
at the edge of the cloud.

•

abundance

will also
In the interior of the cloud it

sulfur. Ve
most abundant of which is
depend on other metal ions, the
the ^^C% 8%
to be equal to the sum of
take the electron abundance
near the edge
a very good approximation
and He^ abundances. This is

other
progressively worse with depth as
of the cloud, and becomes
point electron
importance. However, at this
ions acquire relative
relative to the radiative
recombination also loses importance
Ve assume
destruction mechanism for C^.
association reaction as a
the balance
sulfur ion is defined by
that the abundance of the
exists
recombination, and that sulfur
between photoionization and

forms ([S]
only in atomic and ionized

.

[S^]

U)

-

•

Thus we can

square brackets
following equations the
write (in this and all
we shall
to the H. density, which
indicate abundance relative

hereafter denote as

(4.15)

n)

[SI

-

^I^^M^T^fev^

'

196

where G(S) is the photoionization rate of sulfur (in s'l), o(S*) is
the electron recombination rate of S* (in cm^s-i), and Xe the

electron abundance (relative to n). See Table

1

for the rate

coefficients in this and subsequent equations.
Similarly, the He* ion is created through cosmic ray
ionization, and destroyed by reactions with CO (see above) and with
H2

(He* + H2

-*

H + H* + He)

,

so that we can write for its abundance

(Glassgold, Huggins, and Langer 1985):

[He*]

(4.16)

=

k.e

iT[lifi'aU)/n

'

of He, and
where n is the H2 density, ^he is the elemental abundance

((He)

is its cosmic ray ionization rate.

ionization of H
The production of OH is initiated by cosmic- ray
and H2 producing the ion H3*; this ion reacts with

0

to form H3O*

dissociative
(via OH*), which produces either OH or H2O through
reactions is not
recombination. The branching ratio for these two

photodissociation, the CO
well known. GH is destroyed mainly by
An alternative
production reaction, and reaction with the He* ion.
H* with
formation route for GH involves the reaction of

0*;

G*

0

to form

proceeds to produce
reacts with H2 to form OH* which then

present in appreciable
H3G* and OH. However, even though H* is
G* is endothermic, with
quantities in PDRs, the reaction that forms

the region of interest we
an energy barrier of ~ 232 K. Since in

less than ~ 100 K, we
expect the temperatures to be of order or
H3* reacts with other
neglect this OH formation mechanism. Since
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species than

0

(mainly C and CO) and also undergoes electron

recombination, we can write its abundance approximately as:

tH3^]

=

a(H3^)Xe + kh3oLUJ

Hh3cL^J

+ kh3coL^l)J

'

where (p is the cosmic ray ionization rate of H2. The abundance of

atomic oxygen is taken to be:
(4.18)

[0]

=

^0

-

[OH]

-

[CO]

H3O* is

is the assumed elemental abundance of oxygen.

where

mainly destroyed by dissociative electron recombination and
reactions with C to produce HCO^ The H3O* recombination process can
in principle lead to either OH or H2O;

however, it has been argued

(Bates 1986) that this reaction will preferentially produce H2O. The

formation of OH then proceeds mainly through photodissociation of
H2O. Thus:

TH nl

(4.19)

Q(H30Mxe[H30^]

-

-

G(H2U)/n

+

L2o[C1

and
rn„n
L"HJ

(4.20)

"

G(UH)/n

+

G(H20)[H20l/n
2koh[C1 + kohhe[He*J

'

destruction
where we have included the most important competing

processes for these two species (H2O
0*

+ H +

+

^ HCO*

+ H

and OH

+

He* ^

He).

of CO through
Ve also include in the equations the formation

formed
dissociative recombination of HCO*; this species is
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principally through the reactions H3*
HCO*

+ H,

and OH

+ C*

+

^

CO ^ HCO* + H2, HjO +

CO* + H, followed by CO* + H2 ^ HCO* + H.

The full set of equilibrium equations for the species of

interest can now be written:

=

[12C0]

(4.21)

nc.rf isQ) +k.r^^COl

.

ko[0H])ri2C*l +a(HC0*)xerHC0*l

^r.ri2nWnUi2Cl

n

=

(4.23)

[12C]

-

+ k' rHe*1 r^^CO]

[12c*]

+

[^^CO]

(4.24)

(V.^r

am

r

n

[12C0]

+

+

kf

[HCO*]

.

[i3C*Ui2C0l

.

;

=

kohrOH] )p3C*]^ a(HC0;)xerHC0*l
'K^p[h'\
G(t'^ClJ)/n Vk'LHe*J ^ kl[" it'^\

(4.25)

[13C*]

.

k.[i2C0l

+

rfln3CWnUi3Cl
=

I

'.l^

+

kTHe^UtscO]

k,[iWi

+ kr

^C;1

f

CO]

kh2oiH2 Dj^ 2k:;Lmtj

.
•

and
(4.26)

ic/r = [13C]

+

[13C*]

+

[13C0]

+

[H13C0*]

.

ratio for forming
In these equations r(i60) is the branching

(Glassgold, Huggins,
from CxHy versus its total destruction rate

Langer 1985):

(4-27)

r('«o) =

^^^^;^yyH4SW^^

a

n
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where kch is a typical rate for the process (kch

=

4.0

x

10"

cm-3s-i; Glassgold, Huggins, and Langer 1985).

from the
The photodissociation rates of CO and i^co are taken
give the rates
work of van Dishoeck and Black (1988); these authors
and a continuum
as the product of a line shielding function

given in
dissociation function. The line shielding function is
densities; this
tabular form as a function of the H2 and CO column
for physical
function is calculated by van Dishoeck and Black (1988)
of PDRs where CO
conditions similar to those expected in those parts

cubic splines to obtain
forms. Ve interpolate in this table using
rate at each depth. The
the appropriate line photodissociation

type of dust grain
continuum photodissociation term depends on the
and Black (1986).
model adopted; we use model 2 of van Dishoeck
be written as
Thus, the photodissociation rate of CO can

G(CO) =

(4.28)
=

:

1.463rv))/rv] S'l
koF^[N(CO),N(H2)] [0.684exp(-3.011rv)(l-exp(-

where

6 is

the unshielded
the CO line shielding function, ko is

photodissociation rate,

F

is the UV field scaling factor

previously

the cloud.
defined, and Tv is the visual extinction into
the various
The functional dependence on depth of
in the equilibrium
photoionization and photodissociation rates

and are appropriate
equations are taken from van Dishoeck (1988),
for relatively thick clouds (Av

>

5

mag) and for grain model 2:

(4.29)

G(C) = 1.5

"

10-10 F exp(-2.96 Av) s'l

(4.30)

G(S) = 3.0

X

10-10 F exp(-2.58 Av)

(4.31)

G(OH) = 2.1

X

10-10 F exp(-1.72 Ay) s-i

;

s-i
;

;
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(4.32)

G(CH) = 4.8

(4.33)

G(H20) = 3.5

lO'io F exp(-1.15 Ay) s'l

x

x

;

iQ-i" F exp(-1.70 Av) s'l

.

rates
The unshielded photoionization and photodissociation

smaller by a factor of two
(i.e. G[Av = 0]) are in these equations
this accounts for the
than the rates given in van Dishoeck (1988);
each of two sides by
fact that the cloud modeled is illuminated on

field, in which case the
half the intensity of the interstellar UV
is removed. For clouds
full intensity is recovered when the cloud

the exponents in these
with total Av smaller than ~ 5 magnitudes,
the UV photons
equations have to be modified to account for
(see van Dishoeck 1988).
percolating through from the opposite side

iteration at each depth
The equations are solved by successive
values the solutions at the depth
in the cloud, using as initial

calculation starts at the outside
interval immediately adjacent. The
guesses for the first step come from
edge of the cloud; the initial
under unshielded conditions:
an analysis of the dominant terms

(4.34)

(4.35)

(4.36)

[.=co]

.

<MML^^,^^^lill^
['^c^

[-C]

.

^

;

;

ilijfii^f

;

abundant isotope. Ve end the
similar equations hold for the lesser

abundance has reached its
calculation at whatever depth the ^^CO
carbon abundance); we
maximum possible level (i.e. the elemental
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both 12CO and i^co
assume that deeper in the cloud the abundance of

remains at the level reached at this point.
scheme and
For purposes of comparison between our simplified

Black (1988), we present in
the full calculation of van Dishoeck and
for three
Figures 4.2 and 4.3 the results of our calculation
to those of van
isothermal models with physical conditions similar

Dishoeck and Black (1988), corresponding to
cra-3,

K.

nt

=

n(H) + n(H2) = 500

= 5000 cm-3, T = 15
T = 15 K; nt = 500 cm-3, T = 50 K; and nt

Figures 4.10 and 4.12.
These results should be compared to their

is self-evident. There
The agreement between the two calculations

calculations published for higher
are unfortunately no similar
of interest. It is possible
density models, which are our main focus

unimportant at low densities
that other chemical pathways which are
increased. Ve have no way of
become more prominent as the density is
moment.
testing this possibility at the present
of the calculation of
Ve show in Figures 4.4 and 4.5 results
of depth for higher
the CO column density as a function

densities, nt

=

104 and 106

cm-3, and a range of UV enhancement

Figure, we show a case where
scale factors, F = 10 - 10^. For each
Ve have plotted on the same
no CO line self- shielding is included.

calculated by Sternberg and
Figures the kinetic temperature profiles

Dalgarno (1989) for the same conditions.
column density required for a
Ve can estimate the total CO
we
an optical depth of unity if
given rotational transition to reach

and if we assume that the
use the optically thin approximation,

Thermodynamic Equilibrium (LTE)
level populations are in Local

In
.
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can be written as (Townes
this case the optical depth at line center

and Schawlow 1975):
TO

(4.37)

=

J—

2TTT 5?

L

'J

^^P^ET;;^

constants for CO, assume
If we use the appropriate molecular
Tex

that to obtain To
20 K, and Av ~ 2.7 km/s, we find

-

transition from level

(4.38)

J

to level J-

1.5
M/rnx
N(CO) ~

X

3

1

1

for the

we require a column density of

1016 exp(0.13 J(J+1)

exp(0.28 j)

-

)

(.m-2.

1

become thick at a column
Thus, the J=3-*2 transition will
than the J=l-0 transition. The
density approximately 4 times lower
CO line emission will be roughly
peak brightness temperature of the

optical
at the position where its
equal to the kinetic temperature
column density given by the
depth becomes unity, i.e. at the
Figures 4.4 and 4.5 that this
equation above. It is clear from
cases within the transition region
column density is reached in most

fully converted to CO.
in which C has not yet become
ratios greater than unity, it is
In order to obtain CO line

temperature gradient in these
necessary to have a steep kinetic
low densities the temperature
regions. Figure 4.4 shows that for
CO transition region; these
gradient is always very low in the
greater than
give rise to line ratios
regions will most probably not

regions (Figure 4.5) and for
unity. However, for high density

moderate values of the UV illumination

(F .

100

-

1000), there is a
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significant temperature gradient in the transition region. In fact,
there is only a narrow range of values of

nt

and F for which this is

true. At high UV fluxes, the temperature is high at the edge, but

the CO transition occurs so deep in the cloud that the temperature
has dropped dramatically by the time that sufficient CO to get
t(CO) ~

1

is formed.

Conversely, at low UV fluxes the transition

region is very near to the edge of the cloud, but the flux is too
low to heat the gas adequately. Thus, appreciable quantities of warm
CO will only be formed at densities near nt

illuminations characterized by F ~ 10^
As indicated above,

it

-

~105

10^ cm"

-

3

and UV

103.

is probable that only a few astronomical

sources may fulfill the desired conditions. One of these sources may
well be the Orion A region. The central part of this region is

expected to have a density of the order ~ 10^ cm"

3

(Genzel and

Stutzki 1989); the illumination at the edge of the cloud is

estimated to correspond to F

~

10^

(Tielens and Hollenbach 1985),

magnitude near
but it may well be attenuated by several orders of
the core of the cloud. Moreover, the calculated brightness

temperature for the 1=1-0 transition at these conditions

(~ 50 K)

from the Orion
corresponds roughly to measured antenna temperatures

contention that the
ridge. Thus, these calculations support our

from hot PDRs. Ve
J=3-2 emission in the Orion region may arise

following
investigate this claim in much more detail in the
sections.

although the effect of
Ve note from Figures 4.4 and 4.5 that
in an absolute sense
including the CO self- shielding is not large
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transition region by a fraction of a
(it only shifts the CO

transition further into a region
magnitude), it does bring the CO
gradient exists, and may thus change the
where a steeper temperature
Such a large sensitivity to a
resulting line ratios considerably.
but unavoidable at this stage.
given model parameter is undesirable,
these calculations to the
Since we are interested in coupling

PDRs, we investigate the
kinetic temperature structure in
the CO abundance in our
sensitivity of the calculation of

temperature. Accordingly, we show
(isothermal) models to changes in
varied
from two models to which we have
in Figure 4.6 the results
shows that
15 and 800 K. The Figure
the kinetic temperature between
noticeable
is quite marked, and most
the shift in the N(CO) curves
of the gas
in the kinetic temperature
at high densities. Changes

balance of hydrogen
affect mostly the formation/dissociation
of
and 4.5, and thus the thickness
molecules, through Eqs. 4.3, 4.4,
results in an expansion of the
the H2 transition layer. This
much of
(N[H,]), which accounts for
horizontal scale in Figure 4.6
Figure.
column density curves in this
the variation seen in the CO

weakly affected through various
The CO chemistry itself is
there
coefficients (see Table 1). Since
temperature sensitive rate
profile is an
the kinetic temperature
is a strong indication that

approach the
chemistry of PDRs, we now
important ingredient in the
in these regions.
issue of the thermal balance

to calculate
scheme, while appropriate
Our simplified chemical
for a calculation of
is not appropriate
the abundances of H. and CO,
level
mainly because of the two
the thermal balance. This is
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approximation used for H2, which underestimates considerably the

heating rate due to the deexcitation of fluorescent H2 molecules
introduce the
(see e.g. Sternberg and Dalgarno (1986)). Thus, we

temperature into our calculations in an

ad- hoc

fashion by

Sternberg and
interpolating from the grid of models published by
N(H2) curves for
Dalgarno (1989). These authors give temperature vs.
(i.e. nt
a wide range of physical parameters

and F) which are

given is
appropriate for dense clouds. The number of models
with the
sufficiently large, and the variation of temperature

should be a good
parameters is sufficiently slow that interpolation
the temperature
approximation to the full calculation. Ve note that
are based on
profiles calculated by Sternberg and Dalgarno (1989)
are somewhat lower than
carbon and oxygen elemental abundances which

should not affect
those that we adopt. Enhancing the abundances

balance calculation, since
directly the heating rates in the thermal
collisional deexcitation of
the heating occurs mainly through
Similarly, for our
fluorescent H2 and the photoelectric mechanism.

moderate
cases of interest (high densities and

F

factors, i.e. high

by gas- grain
temperatures), the cooling rate is dominated

cooling proceeds in
collisions. On the other hand, in some cases
atomic fine- structure
large part through line radiation from

transitions (01 63 n, CII 158
OH).

/.)

,

and molecular transitions (mainly

overall effect of these
It is not certain how strong the

indirectly into the
changes may be, since they may couple

chemistry (e.g. increasing
calculation of the heating rates and the

electron abundance, which
the C abundance will also increase the
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present on dust
affects the chemistry, and also the amount of charge
the
grains, which will in turn affect the efficiency of

photoelectric mechanism). It

is

probable that the inclusion of CO

in Sternberg and
self- shielding into the chemistry (not present

thermal balance,
Dalgarno 1989) would not significantly affect the
in the transition
since CO is almost never an important coolant
of the thermal balance
layers. Ve believe that a full calculation

order to have higher
and chemistry needs to be carried out in

present approach
confidence in our results. Nevertheless, our
time being.
constitutes a reasonable approximation for the
same calculations shown
Ve present in Figures 4.7 and 4.8 the

temperature vs. depth
in Figures 4.4 and 4.5, but with the
this inclusion are
dependence included. The changes introduced by

above is essentially
small but non- negligible; the discussion

unchanged.
in more detail the CO line
In the next section we shall study

emission arising from these PDRs.

Regions
4.3 cn Line Emission from Phntodissociation

profiles emerging from dense
In order to study the CO line
Carlo radiative transfer code of
PDRs, we have implemented the Monte

non-LTE line transfer problem for
Berne (1979). This code solves the
mainly because it easily
spherical clouds, and we have chosen it

abundance and temperature
allows the inclusion of arbitrary density,
radial profiles in the model.
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spherical in shape, and
The clouds that we have modeled are
a given UV field
uniformly illuminated on their surfaces by

its radius (R)
intensity. Each model is specified by

hydrogen density in its interior

(nt

=

,

the total

n(H) + n(H2)), and the

(characterized by the number
strength of the illuminating UV field
with the assumed elemental
F). These parameters, together

balance in the outer regions of
abundances, determine the chemical

constituted by three layers: in the
the cloud. Thus, each cloud is
molecules are mostly being
the
first one (the H2 transition zone)
the gas
dissociated by the UV photons, and

is

mainly atomic; in the

and
zone) hydrogen has self- shielded
second layer (the CO transition
but CO is still being strongly
has become mostly molecular,
in the third region (the
dissociated and is very under abundant;

attenuated, and CO has reached its
core), the UV field is very

elemental abundance of carbon). In
maximum abundance (equal to the
of a clump.
of the typical structure
Figure 4.9 we present a sketch
in the outer
the temperature profiles
As in the previous section,
core of
and Dalgarno (1989); at the
layers are taken from Sternberg

assumed to
kinetic temperature of 20 K is
the cloud a typical low
depend on the
each layer in the cloud
exist. The relative sizes of
input parameters (R, nt

,

of these
and F). For some combinations

it may
of F/nt or small radii),
parameters (namely high values
important
core, i.e. the UV field is
happen that the cloud has no
reach its maximum
CO abundance does not
throughout the cloud and the

The same is true for the
level even at the center.

abundance, and

the radius of
in the definition of
this introduces some ambiguity
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the cloud, this last being specified by a value of

nt

which may

never be reached even at its core. In order to overcome this
ambiguity, for purposes of calculating the CO line emission, we
where the
define the outer edge of the cloud to be that position

density of H2 has reached

107.

of the specified value of nt

.

Thus, we

to nt
insure that in most cases the density of H2 is indeed equal

consider the
throughout the cloud. Vhat we have done in effect is to

intercloud medium rather than
H2 transition layer to be part of an
since it will not
part of the cloud itself; this is quite reasonable
Ve note that
contribute in any significant way to the GO emission.

layer, since in
the chemical calculation does include this outer

significantly.
many cases it attenuates the UV field
scheme, the cloud is
In the numerical implementation of the
are in the CO
divided into 30 shells, of which at least half

field is assumed to be
transition layer. In each layer the velocity

thermal rms velocity of a
turbulent, with a dispersion equal to the

kinetic temperature
Maxwellian distribution at the corresponding
(Vturb =

3^^T/m(CU)

v/

).

used
The collisional excitation rates for CO

These rates are given for
are those of Green and Thaddeus (1976).
their use is appropriate
kinetic temperatures lower than 100 K;

column density of CO has become
here, since by the time that the

dropped below this value.
appreciable the temperature has usually

number of rotational levels
The use of these rates also limits the

calculation to 10; in all
that can be taken into account in the
is reasonable, since the
cases here presented, this approximation

never exceeded a value of
calculated population in the highest level
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Ve have chosen the elemental
a few percent of the total population.

Hollenbach (1985b)
abundances to be equal to those of Tielens and
(^'c = 3.0 lO"*;

i\

=

5.0 10-4), to correspond to conditions

of the CO and H2
typical of the Orion region; the calculation

cloud is as described in
abundances as a function of depth into the
the previous section.

explored reflects
The range of input parameters that we have
our interest in dense (nt

10^ to lO^

=

ambient to high UV fluxes (F

=

1

cm" 3)

regions, illuminated by

to 10^ ), typical of molecular

The size of the clumps
clouds with ongoing star formation activity.
is

have run models with
small compared to a typical beamsize; we

three different radii: R

=

0.005, 0.026, and 0.13 pc. The middle

the best model of Kwan and
size has been chosen to be equal to
the other two are a factor
Sanders (1985) for the Orion region, and
of five greater and smaller,

respectively. The values of '^CO column

large, varying from ~ IO12
density covered by these models is very

thin
thus varies from very optically
to 1020 cin-2; the line emission
to very optically thick.

properties of the models that we have
Ve present in Table 2 the
present in graphical form the
calculated. In Figures 4.10 to 4.12 we

emission characteristics for the first

7

rotational transitions of

12C0 and i^CQ.

that for high densities the
It is clear from the Figures

unchanged for the
emission intensities are basically

3

•

radii shown;

even
high column density present
this is a consequence of the very

transitions become optically
with the smallest cloud modeled: the
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layer and hide the large
thick very quickly in the CO transition
for the (somewhat
column density behind it. This is true even

observed emission
thinner) i^co transitions. In these cases the
surface of the clouds. At
arises only from a very thin layer at the

emission intensity with cloud size
the lower densities the change in
is much more marked,

lower
since the total column density is much

the UV field. Ve note that for
due to the increased penetration of

densities of order 10* cm10,

3

~
(or less), values of F greater than

there is essentially no CO
and sizes smaller than ~ 0.025 pc,

consequently no observed
present throughout the clouds, and
emission.

suspected in the previous
It is also quite clear, as was
"warm" CO can be produced in
section, that substantial amounts of

higher densities
many of these models, notably at

(nt

^

10^ to lO^

flux enhancement factors (F ~ 10 to
cm-3) and moderate to high UV
from
near 40 K are typical of emission
1000). Radiation temperatures
In
easy to obtain in our models.
the Orion ridge; these are quite
values
radiation temperature can reach
the best cases, the i^co peak
the ratios of the integrated
near 90 K at the higher transitions;
transition
to that of the J=1^0
intensity of these transitions
ratios of the
cases. Ve note that the
exceeds a factor of 2 in some

those of the
are somewhat lower than
peak radiation temperatures
higher
the line widths of the
integrated intensities because
larger than those of the lower
transitions are also slightly
the higher transitions become
transitions; this happens because
the
surface of the clouds, where
optically thick nearer to the
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widths are
kinetic temperature is higher, and the turbulent Doppler
larger.

The 12C0 line widths have typical values of ~

1

km/s, and

values near 0.5
decrease as a function of the line optical depth to

typically of order ~ 0.8
km/s; similarly, the i^co line widths are
~

km/s, and decrease to

0.4 km/s for the thinnest cases with

widths are slightly
significant emission. Ve note that these line
sparse sampling of
overestimated in the calculation due to rather
the line profile velocity range.

Narrow and bright CO lines (Av
Tg (J=7-»6)

<

1.5 km/s; Tg (J=3^2) ~ 60 K;

NGC 2023 by
70 K) have been observed in the source

in this region is estimated
Jaffe et al (1989). The ambient UV field
F ^ 10^, and the H2 density to be
by these authors to correspond to

of order 10* to 10^

cm" 3.

Our models indicate (e.g. see Figure

result in brightness
4.10a) that these conditions do not
observed. However,
temperatures nearly as high as those
in this region is clumpy,

if the gas

much
the density within clumps could be

was close to 10^ cm-3, a
higher than estimated. If the density

observations could be achieved. Ve
closer fit of our model to these
region (the source of UV photons is
note that the geometry of this
perpendicularly
and illuminates the cloud
not in the line of sight,
and
quite fit into our model assumptions,
to the observer) does not
view of
comparison somewhat. However, in
this should also affect the
have
regions of very high density, we
the possible interest in
plot the
= 10^ cm- and R = 0.026 pc. Ve
computed one model with n.
4.13.
for this model in Figure
generated integrated line intensities
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Figure 4.10a,
If one views this Figure together with

it becomes

very high intensity
clear that there is a trend towards producing
incident UV fluxes are
high- J CO lines as the densities and
will thus become stringent
increased. Observations of these lines

studied here. Ve note,
tests of models of PDRs such as the one
our knowledge of the
however, that as the density increases,

regions becomes poorer, and
chemistry and photochemistry in these

emerging line strengths.
with it our ability to predict the
that would be obtained from
Ve have computed the column density

transitions of i^cO and ^3C0 similar
an analysis of the three lowest
observations of Orion. Ve find
to that done in Chapter 3 for our
in this way underestimate
that the column densities estimated
~ 10) the true column density
significantly (by factors larger than

the i^CO to '^CO ratios do not
for the thicker cases, even though
this is due in part to the fact
indicate excessively thick clouds;

deeper in the cloud than does
that since i3C0 becomes thick much
is not
to which it is most sensitive
12C0, the kinetic temperature

LTE column
fact which is assumed in the
the same as that of ^^CO, a
to
is illustrated in Figures 4.10g
density derivation. The problem
integrated
of the ^^CO to i3C0
4.12g, which show the values
the
In those models which show
intensity ratio for our models.
even
climbs as a function of J,
presence of warm CO, the ratio

optically thick; this increase
though the clouds remain very
the
temperature difference between
reflects the increasing kinetic
species reach
of the two isotopic
positions at which the transitions
temperature
low densities and low
an optical depth of unity. At
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gradients the ratio also climbs with increasing J, but in this case
it is a reflection of the fact that the higher J levels are becoming

depopulated, and their transitions are becoming optically thin. This

interesting behavior has the potential of becoming a useful

diagnostic of PDRs.
Similarly, fitting the lowest three i^co transitions to grids
manner
of LVG models in order to obtain typical H2 densities (in a

similar to that used by Snell et al (1984) with CS) usually

underestimates the densities by orders of magnitude; in part this is
if one
due to the low critical densities of these transitions. But

not
includes higher transitions in the fit, the derived density does
also
come closer to the true one, because the higher transitions
to the
have higher excitation energies, and are thus more sensitive
of
existing temperature gradient. All this is merely a reflection

temperature
the fact that these clouds, which incorporate steep

gradients, can not be usefully fit by single- temperature,
such as the ones
single- density models. More sophisticated models,

observations of
here developed, are thus necessary to interpret
these regions.
here studied, the
Ve finally note that in most of the models
is of all the ratios very
J=3^2 to J=1^0 integrated intensity ratio,

gradients, being only
nearly the best diagnostic of the temperature
ratio. Ratios of higher
slightly inferior to the J=4-.3 to J=l-0

better probes of the higher
transitions, such as J=7-.6 to J=l-0, are
lower densities, and are thus
density cases, but are insensitive to
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in a wide
as the J=3-.2 to J=1^0 ratio
not as effective diagnostics

range of conditions.

4.4 N.,.tr.1 Carbon

F.n.i..inn

from Phntodi ssnciation Region.

previous
the one described in the
A similar analysis to
Ve
out for neutral atomic carbon.
sections for CO can be carried
network
species from the chemical
derive the abundance of this

other calculations
is well known from
described in Section 4.2. As
from
the abundance of CI rises
van Dishoeck and Black 1988),
(e.g.

in the CO
atomic region to a maximum
very low value in the
abundance of CI
core of the cloud, the
transition zone. Deep in the
are available to
because not enough photons
is again very low

photodissociate CO.
is split
(>P) of neutral carbon
The ground electronic state
and 2) by
levels (having J = 0, 1,
into three fine structure
levels are
excrtatron energies of these
spin- orbit coupling. The

quite lo», E(>P,)

~-

and are thus easily
24 K and E(.P,) = 63 K,

of PDRs and of
kinetrc te.perature typical
exerted at values of the
allo.ed transitions:
levels gr.e rise to t.o
.olecular clouds. These
the "P, - 'P. transition
at ~ 809 GHz, and
rte =P, ^ =P, transition
higher electronic
energy of the next
. 492 GH.. The excitation

at

state (.D,)

that of the -P levels
is .uch larger than

(.

10'

K).

to
at., can be considered
the neutral carbon
Thus, for our analysis
atom.
be a three- level

described for the
Monte Carlo analysis
«e have used the sa»e
transitions of
of the
the line intensities
case of CO to derive

n

.

215

geometrical assumptions are
neutral carbon arising from PDRs. The
4.3. Ve have stopped the chemical
all identical to those of Section
its maximum value. The
calculation at the depth where CO reaches

the abundance of neutral carbon
value calculated at this depth for

throughout the core of the cloud. Ve
is assumed to remain constant
CI abundance since other
note that this may overestimate the

show a continuously
calculations (van Dishoeck and Black 1988)

however, we feel that our
decreasing abundance towards the core;

model the processes in cold,
chemical scheme is not adequate to

dense regions accurately.
the two transitions are:
The Einstein A coefficients for
10-8 s-i, and A^,
Aio = 7.9

=

2.7 10"^ s'l

(Nussbaumer and Rusca

neutral
of atomic hydrogen with
1979). The rates for collisions
large
Launay and Roueff (1977) for a
carbon have been calculated by

temperature. However, the main
number of values of the kinetic

molecular hydrogen, and to
collision partner in our analysis is
we
relative collision velocities
compensate for the difference in
been
and Roueff by ^2. It has
have divided the rates of Launay
neglected
Flower 1987) that a hitherto
argued recently (Monteiro and

for
collisional rate coefficient
selection rule should reduce the
In order to
an order of magnitude.
the 3Po - 3P, transition by
of 10 the
have divided by a factor
account for this effect, we

this
and Roueff (1977) for
collisional rates given by Launay
excitation of the
critical density for
transition. As a result, the
the ^P, level ~ 103
~ 5 10^ cm-3, and that for
3P, level by H, is
cm'

3

216

4.15 the line intensities for
Ve present in Figures 4.14 and
=

R
two values of the cloud radius,

values of

nt

ranging from 10* cm"

3

0.026 pc and R = 0.005 pc, for
to 10^ cm" 3, and for Go =

1

to

optically thick (r is of order a few),
104. These lines are not very
that
of the line intensity shown
and it is clear from the values
of the core
at the kinetic temperature
they only become thermalized
of the hydrogen density (nt
(20 K) at high values

>

lO^

cra-3).

As

increases, more neutral carbon is
the intensity of the UV flux
which also becomes wider; the
present in the transition zone,

intensity as a function of Go is
increase in the integrated line

increased column density.
thus a reflection of the
CI lines are close to
Since the FVHM widths of the

1

km/s, the

equal
Figures 4.14 and 4.15 is roughly
integrated intensity given in
transition,
temperature. For the 3P. . 3p,
to the peak brightness
of ~ 20 K, and
observed at Kl to have a value
this quantity has been

'^CO J=l-.0
distribution similar to that of
to have a spatial

factor of 2
The peak value is about a
(Phillips and Huggins 1981).
There is as yet no
in any of our models.
larger than can be obtained
at the same position and
of both CI transitions
set of observations
observations
calibrations. However,
comparable beamwidths and

with

,f ,he 3P,

3P.

in this region
transition (Jaffe et al 1985)

transition is
temperature of the 809 GHz
suggest that the brightness
GHz transition. It
larger than that of the 492
roughly a factor of 2
have a
models. In order to
does not occur in our
is clear that this
for
it is necessary
ratio greater than unity,
brightness temperature
zone
in the transition
more optically thick
the CI lines to become
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it seems that
where a kinetic temperature gradient exists. Thus,

the transition zone is
some mechanism to generate more CI atoms in

required to give a closer agreement with observations.

4.5 Conclusions

Chapter can account
The results of the models explored in this
the CO line emission from the
for some of the features observed in

intensities (e.g. Figure
extended ridge in Orion: the 12CO line
unity (e.g.
J=3-2 to J=l-0 line ratios greater than

10a),

widths are smaller than the
Figure 10c), and the fact that ^KQ line
and lOe)
12C0 line widths (e.g Figures 10b

explained reasonably well

if one

.

All these facts can be

models this region as a dense

UV field. Some
molecular cloud illuminated by an intense

explained are: the
characteristics that remain to be adequately
peaked appearance of line
large width of emission lines, the
seem to probe the cloud to
profiles, the fact that all transitions
function
i^CO to t3C0 line ratios as a
about the same depth, and the
of J.

has
discussion that a clumpy model
It is clear from previous

facts. In
the first three of these
the potential to explain at least
which favor a model in which
addition, there are other observations
the ClI 158
similarity of profiles of
clumps play a major role. The
3=7^6 line (Schn,id- Burgk
al 1989) and the 372 , CO
, line (Stacey et
atomic gas (in the HII
this region suggests that the
et al 1989)

in

very
the molecular gas are
region/molecular gas interface) and
cJlosely

a

s-lab

associated. This could be true

m

not
a clumpy model, but

m

carbon
gas, in which ionized
model with smoothly distributed
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of other
exists in a region where CO is not present. Observations

to the line of
sources where the interface region is perpendicular

(Stutzki et al 1988) or
sight (so-called bright rims), such as M17

ionized carbon permeates the
NGC 2023 (Jaffe et al 1989), show that
its outer layers.
molecular cloud, rather than being confined to

Phillips et al
Observations of neutral carbon (Jaffe et al 1985,

although in this case some
1980) lead to a similar conclusion,
have been presented
alternative explanations to a clumpy structure
less certain. It has
(Keene et al 1985) which make the inference

region many molecules with
also been observed that in the Orion
have similar spatial
large critical densities (e.g. CS, HCN)
also consistent with the
distributions to that of CO. This fact is

existence of dense clumps in the region.
in order to achieve better
The discussion above suggests that

predictions and the
overall consitency between the model
the effects of fragmentation
observations it is necessary to include

calculation. The results of Chapter 3,
into the radiative transfer

observed profiles, indicate that a
relating to the smoothness of
is
adequate to model this region; it
simple clumpy model is not
The
variable volume filling factor.
necessary to include at least a

with a
emission through a clumpy cloud
radiative transfer of line
explored by Kwan and Sanders
variable filling factor has been

calculations
we use the results of the
(1986). In the next Chapter
our own version of the Kwan
in this Chapter to implement

described

molecular cloud.
and Sanders model of a clumpy

.

219

Table 4.1
Rate Coefficients in Chemical Network

C* + H2 H CH2* +
He* + CO - C* +
C* + OH - CO* +
+ OH - CO + H
H* +
He" + H2
He* + OH -> G* +
H3* + 0 - OH* +
H3* + C - CH* +
H3* + CO -4 HCO*

kr a

He

I

:

He
He

>

.

HCO*
H3O* + C
C* + H2O - HCO*
C* + e
S* + e

Ref

Rate (cm^/s)

Reaction

koh
koh
khe
kohhe
kh3o
kh3c
kh3co
khsop
kh2o

->

C

a

-t

S

q(S*)
a H3*)
a H3O*
a HCO*

H3* + e ^ H2 +
H3O* + e ^ H2O
HCO* + e ^ CO ^

1.0
1.6
7.7
7.7
1.9
1.1
8.0
8.0
1.7
1.0
2.7
1.4
1.9
9.0
1.1
1.9

1

-9)
10

3

f-10

6
3
3
3
3
3
3
3
5

4

13
•9)

10
(-10

9
[-9
9

[-10
10
11
f-5

-7

X)

- 0

.

8

T)-o.7
T)-o.5
T)-o.5
T)-o.7

1

3

2

4
3

Other Constants:
0.08
3.74 (-4)
-4
= 8.3
= 4.2 (-5)
N(H2) = 1-59 (21) Av cm-2
Isotope ratio = r = 45
= 5.0 (-17) s-i
^
CL = 2.5 (-17) s-i
=

The

Cc
i\
fs

--

Adams and Smith 1986; 3) Grae
Kpfprences- 1) Luine and Dunn 1985; 2)
Huntress 1980; 5) An.cxch a
and
Prasad
Jfn er and JLrJxng 1982; 4)
et al 1986.
Huntress 1986; 6) Pineau des Forets
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Figure 4.2 - Plot of the column density of i^co as a function
of depth into clouds illuminated by the average interstellar field.
The depth is given in units of H2 column density. The three curves
correspond to: nt = 500 cm-3, T = 15 K (solid curve); nt = 500 cm"
T= 50 K (dashed curve); and nt = 5000 cm" 3, T - 15 K (dotted curve)
These three models reproduce those of van Dishoeck and Black 1988.

224

225

Figure 4.3 - Plots of the ratio of the i2C0 column density to
column density, normalized to the assumed isotopic ratio
13C0
the
(45). The physical conditions are the same as for the models with
nt = 500 cm-3 in Figure 4.2.

226

227

Figure 4.4 - The curves rising towards the right are plots of
10^
the column density of i2C0 vs. that of H2 into a cloud of nt =
The various curves refer to different values of the UV scaling
cm- 3
=
factor: full curve: F = 10; dotted curve: F =100; dashed curve: F
The
=
lO^.
F
curve:
dashed
dotF=
lO*;
curve:
103; long- dashed
curves in the lower panel were calculated with no CO line
self- shielding included; in the upper panel self- shielding is
included. In this Figure we have also drawn the temperature profiles
for similar conditions (curves descending towards the right), as
given in Sternberg and Dalgarno (1989).

Log(N{H2)/cm'')

Figure 4.5

-

Same as in Figure 4.4, but for nt

=

lO^

230

231

Figure 4.6 - Plot of the column density of CO vs. that of H2
showing the effect of changing the temperature in an isothermal
model. The two models shown are: (a) nt = 10* cm" 3, F = 10^; (b)
= 106 cm- 3, F = 103. The different curves correspond to different
temperatures: full line: T = 30 K; dotted line: T = 60 K; dashed
line: T = 100 K; long-dashed line: T = 300 K; dot-dashed line: T
800 K.

232

233

of H2
Figure 4.7 - Plot of the column density of CO vs. that
The
(rising curves), for the same models as in Figure 4.4.
been
temperature dependence with depth (descending curves) has
to the edge 0
included. The transition regions are shifted nearer
Figure 4.4.
the cloud, relative to the isothermal models

m
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235

Figure 4.8

-

Same as for Figure 4.7, but for

rit

=

10^

cnf3.
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237

Figure 4.9 - A sketch of the structure of a clump similar to
those used to calculate the emission characteristics of Figures 4.10
to 4.15. The relative sizes and temperature values shown are typical
values.
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CLUMP MODEL

239

Figure 4.10 - Properties of the line emission from spherical
clouds with surfaces uniformly illuminated by external UV fields.
The curves in this Figure correspond to a cloud radius of 0.026 pc.
Each panel corresponds to a given assumed total hydrogen density (nt
= n(H) + n(H2)): nt = 10^ cm'^ (upper panel); nt = 10^ cm-3 (middle
panel); nt = 10^ cm" 3 (lower panel). Each curve corresponds to a
given UV illumination enhancement factor: solid line: F = 1; dotted
line: F = 10; short-dashed line: F = 102; long-dashed line: F = 10^;
dot- dashed line: F = 10^. In (a), the integrated intensity of the
12C0 line is given as a function of the quantum number (j) of the
we give the
upper level from which the transition arises; in (b)
FVHM of the line (values of zero indicate that the line was too weak
to calculate a width), and in Figure (c) the ratio of the integrated
intensities of the upper J transitions to that of the 1=1-^0 line. In
(d), (e), and (f), the same properties are given for the i^co lines.
Finally, in (gj, we give the ratios of the integrated intensities of
the 12C0 lines to that of the i^co lines. See Table 2 for the total
column densities in each model.
(continued on pages 241 to 246)
,
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10

247

radius of
Figure 4.11 - Same as Figure 4.10, except that the
the cloud is 0.005 pc.
(continued on pages 249 to 254)
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Figure 4.12 - Same as Figure 4.10, except that the radius of
the cloud is 0.13 pc.
(continued on pages 257 to 262)
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Figure 4.13 - Integrated line intensities emitted from a cloud
with the same characteristics as in Figure 4.10, but with nt = 10^
cm"

3

J

265

sp^ an(j
Figure 4.14 - Integrated line intensities of the ^Pj
^Pi transitions of neutral atomic carbon emerging from PDRs;
the models in this Figure are spherical with a radius of R = 0.026
pc. The four panels represent models of varying density: from bottom
to top, nt = 10'*, 105, lOS and 10' cm-3 respectively. Each line
represents a given value of Go, the enhancement factor of the
ambient UV field at the surface of the cloud. Go varies from 1 to
104, and the lines are coded according to the value of this
parameter in the same way as in Figure 4.10.

J
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Figure 4.15
a = 0.005 pc.

-

Similar to Figure 4.14 but the cloud radius is
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CHAPTER

5

THE MODEL

5,1 Introduction

shall now
As mentioned at the end of the previous Chapter, we

molecular
introduce the effects of dumpiness into our model of a
based on the work of
cloud. The development of this model is largely

sketching the
Kwan and Sanders (1986). Ve start in Section 5.2 by
and the
geometrical and kinematic structure of the model cloud,
line profiles.
numerical procedure adopted to calculate the emerging
of our treatment of the
Ve also include in this Section a discussion

clumpy cloud. In
radiative transfer of the UV photons through the

follow in order to
Section 5.3 we discuss the methodology that we
parameters. Ve also
reduce the range of the large number of model
to 2 sets of
present results of model calculations corresponding

source. Ve discuss
parameters which are appropriate to the Orion
of Orion described in
these results in light of the observations

emerging profiles
previous Chapters. In Section 5.4 we analyze the
carbon,
of the 2 fine structure lines of neutral

and compare them to

view of the fact that
observations available in the literature. In

represents the culmination of
the model presented in this Chapter

dissertation, we defer a
the work carried out throughout this
Chapter to the global
summary of the main conclusions of this
conclusions, which are presented in Chapter
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6.

2T0

5,2 The Model

Ve now outline the main features of the Kwan and Sanders (1986)
model. Ve refer the interested reader to their paper for a more

detailed explanation.
The geometry of the cloud is spherical. The smoothed gas

density is a radial function: n

= uq

(R/r)'^

(R is the radius of the

cloud, and no is determined by R and the total mass of the cloud).

The volume filling factor increases from the surface towards the
center: f = fo

(R/r)''',

so that the internal gas density of clumps

also varies with radial distance: Uc = no
all clumps (denoted by x)

(R/r)'' ^/ fo

•

The size of

is assumed to be constant throughout the

cloud, and is chosen to be smaller than the observing beam. The

dynamical structure of the cloud is two-tiered: the clumps are the
basic units of opacity, and are bound within "coherent structures".

These coherent structures are meant to represent the regions in
clouds within which an energetic phenomenon associated with star

formation can be felt: for example a structure may be collapsing to
form a star, or an already formed star may be disrupting it via a
wind or an outflow. The velocities of clumps are assumed to be

normally distributed around the central velocity of the coherent
structure, with some dispersion Avcs- The central velocities of

coherent structures are given by a probability distribution P(v).
The mass of a coherent structure is assumed to be independent of

position in the cloud, and its size, determined by the smoothed
density profile, is given by

1

= lo

(r/R)*^/"^.

Ve present in Figure

:

.
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5.1 a sketch of the model cloud which may help to visualize its

structure.

The intensity emerging from the cloud is then calculated

numerically by adding the contribution from each volume element
along the line of sight, attenuated by the effective opacity up to
the emerging
its position in the cloud. The resulting expression for

brightness temperature is (Kwan and Sanders 1986)
r(vz,Z)
=
(5.1) Tg{vz)

^(

Tex exp(-r(vz))dr(vz) + Tbb exp(- r(vz ,Z)

)

In this expression Tg is the line intensity in temperature

units (Tg(vz) = I(vz)A2/2k), Tbb is the intensity of the cosmic

background in the same units, and

Z

the total path length through

clumps
the cloud. In a cloud with isothermal (and constant density)
+

which can be characterized by a single excitation temperature, Tex
is the

Planck excitation temperature of the emission:
*

,

,

(5-2)

hv/k

_

iex =
exp(hi//kTex)

-

1

Since in our model we consider clumps with temperature
we call
gradients, in Eq. 5.1 we replace Tex by a quantity which
Teq, and which is defined as:
(5.3)

Teq(vz) = Tbb

+

Tc(vz)/[1

-

exp(-rc(vz))],

from a clump at
where Tc(vz) is the brightness temperature emerging
line of sight velocity Vz

,

and rc(vz) is the total optical depth of

derived from
the clump at that velocity. Tc and Tc must be
calculation of
calculations similar to those of Chapter 4 (i.e. a
by a Monte
the chemistry of CO as a function of depth, followed

For a given set of
Carlo calculation of the radiative transfer).

:
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model parameters it is necessary to know
Tc(v,) and r,{v,) for a
Hide range of values of the gas density and
incident UV flux. In

order to save computing time, we have calculated
grids of values of
Tc(peak), rc(peak), and the FVHM width of the
line profiles of the

first 7 rotational transitions of CO as a
function of the density
(varying between 103 and 10? cm-

3

in steps of 0.5 in the log),

the

UV flux intensity (varying between the Draine
mean interstellar

field and 10^ times this value in steps of
clump size (we use the same

3

1

in the log),

and the

values used in Chapter 4). For any

particular set of clump characteristics, we
do a linear
interpolation in the grid to obtain approximate
values of the
emerging line profiles and opacities.
The effective opacity into a depth z in
the cloud, r(v,,z), can
be calculated as follows:
(5-4)

r(v,,z) =

/

I dz

0

/

p(v,')[l

-

- 00

exp{-reexp[-(X|-Z^)2]}]dv,'.
Here Avd represents the width of the line emerging
from a clump
(Avd = Av(FVHM)/1.665), and p(v,')

is the probability per unit

velocity interval that a unit within the coherent
structure has

velocity Vz
(5.5)

'

p(v,')

P(vz) exp{-r(v.'-7..)/Av.jn
^-^

=

-Vm

^

_

AVcs

In this equation Vm is the maximum value of line of sight

velocity that a coherent structure may attain. This parameter in
general depends on position in the cloud. Equations 5.1 to 5.5 have
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the quantities involved vary
to be solved numerically since many of
as a function of depth into the cloud.

An important element of this model is the functional form

the center
assumed for P(v), the probability distribution of
be tailored to
velocities of coherent structures. This function can
of the cloud; this
provide more (or less) transparency into the core

smaller) number of
effect is achieved by assigning a larger (or

velocities. Kwan and
coherent structures to have large line- of- sight

distribution in the hope
Sanders (1986) explore several types of
kinematic situations;
that they may cover a wide range of possible

microturbulence (random
these situations include global collapse,
types of
motions independent of position), and several
in Kwan and
macroturbulence. Ve will use the same distributions as

although we will
Sanders (1986), and preserve their nomenclature,
order of numeration of
only explore the macroturbulent cases. The
V7) reflects the amount of
the macroturbulent distributions (V4 to

V4 provides the lowest
transparency into the core that each affords:

most. In Table 5.1 we
core visibility, while V7 provides the

different distributions; a
reproduce the functional forms of the
is given in Kwan and
graphical representation of these functions

Sanders (1986).

necessary to introduce a
In the Kwan and Sanders model it is
reproduce the very bright
global kinetic temperature profile to
this is the existence of
observed CO lines. The motivation behind
the center of the cloud),
the infrared source IRC2 (assumed to be at
In this picture
which presumably heats the gas to high temperatures.
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cloud, and the CO excitation
the Orion region is a hot- centered
the cloud.
temperature can only decrease towards the surface of
is to find ways in
Thus, the emphasis in Kwan and Sanders (1986)

the cloud, in order for the CO
which to increase the transparency of
lines to probe the hot core region.
at
Contrariwise, in this work we place the main heating source
is the HII region around the
the surface of the cloud; this source

Thus, the gas temperature
cluster of young stars in the Trapezium.
in general

our
decreases towards the center of the cloud, and in

As a consequence, on
model the Orion region is a hot- edged cloud.

the constraints on
first inspection it may be thought that

may be relaxed. As
transparency (i.e. small volume filling factor)
this is not necessarily
we shall see in the following sections,

that in many cases a hot-edged
true, mainly because of our result

cloud mimics

a

hot-centered cloud as far as CO emssion

is

concerned.

replace the (somewhat
In the model that we propose we

temperature profile introduced
arbitrary) centrally peaked kinetic
by Kwan and Sanders

determined by an
(1986) by a distribution

temperature
external source of UV photons. The kinetic
in the cloud are determined
characteristics of a clump at any depth

the UV field at that depth;
by its density and by the strength of
the photon source at the
the latter depends on the intensity of

photons through the cloud. The
surface and the transmission of IV

quantity and is
intensity of the source is an observational
the ratio of the field
characterized by a number (Go) which is
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intensity to that of the Draine estimate of the mean interstellar

radiation field (see Sternberg and Dalgarno 1989 for a definition of
the Draine field). In the case of Orion, this number is estimated to

(Tielens and Hollenbach 1985, Verner et al

be between 10^ and 10^

1976).

The radiative transfer of

l!V

photons through a clumpy medium

has recently been studied by Boisse (1989), who models the

extinction coefficient as a two- valued Markov process. The main
result of his work is that in most cases the extinction through a
filled
clumpy slab is functionally similar to that in a smoothly

medium (i.e. exponential attenuation). Furthermore, an effective
of
extinction coefficient and albedo can be defined as a function

characteristics of
the volume filling factor of the clumps and the
interclump
dust absorption and scattering in the clumps and the

parameters can be
medium. A particularly simple expression for these
and small clump
derived in the case of an empty interclump medium

volume filling factor:
-

1

Ke

(5.6)

1

We

(5.7)

In these expressions

=

ui

wp

-

2ye/a

1

+

1

<K>
+ <ro>
'

(ta/j<ro>

is the albedo of a dust grain,

<ro> is

the average extinction
the average opacity through a clump, and <K>

intensity emerging from a
coefficient through the slab. Thus, the UV
slab of thickness L is

G

=

Go

exp(-Ke L)

•

In the case of an empty

coefficient is <K>
intercloud medium the average extinction
where

f

and Ko
is the volume filling factor

=

f

K0

the average extinction

)

276

coefficient in a clump. Then, if the average clump opacity is large
(<ro> - Kqx >> 1, where x is the average size of a clump), the

extinction coefficient can be roughly given as Kg

f/x. The

parameter f/x corresponds to the area covering factor per unit
depth.

Vhile Eqs. 5.6 and 5.7 are a useful approximation, in our model
small value
the volume filling factor varies all the way from a very
Eqs. 5.6 and
to unity. Although the general expression leading to

feel that
5.7 can in principle be solved for any value of f, we

involved
there are enough uncertainties in some of the quantities

added complication is
(such as the UV properties of grains) that the

function to evaluate the
not justified. Thus, we have used a smooth

between the low
effective extinction coefficient in the transition
and the limiting value
volume filling factor approximation (Eq. 5.6)

for

f

-

=

(where Kg

1

the
Kq). Ve have chosen this function to take

expression for Ke as
form of a Fermi distribution, so that the total
a function of f becomes:
1

=

(5.8)

-

1

+

[<To> +

1

The parameter

c

-

We

{Jr^-lgy^
1

1
-

2we/3J

n
^

.

f

^

n-.
l+exp[-c/al
l+expL(-c+lj/ajJ^

is chosen so that Ke

reaches

997.

_

of its maximum

which determines at
value at f=l, and a is a "thickness parameter"

effective extinction
what value of volume filling factor the
the low-f approximation. Ve
coefficient will start to increase above

have chosen this to occur at

f

. 0.1.

The values chosen for these

chosen for the transition
parameters, or indeed the functional form
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to high-f values, are not important for the qualitative results of

the model. This is true because the surface intensity of the UV

field can be adjusted to compensate for changes in the functional

form of Ke. To illustrate the effect of the Fermi function in Eq.
5.8, we show in Figure 5.2 the effective extinction coefficient

calculated from this expression, as a function of the volume filling
factor, and for several values of the parameter a.

The opacity of dust in the ultraviolet can be estimated from

standard extinction curves. Ve shall use the relation
magnitudes;
t(UV) = 3.61 Av, where Ay is the visual extinction in
this is consistent with our use of grain model 2 of Roberge,

Dalgarno, and Flannery (1981) for our calculations of the chemistry
(Chapter 4).
line
The procedure that was followed to calculate the emergent

following: the
profile for the models that we present below is the
the center;
calculation proceeds from the surface of the cloud to

opacity change in an
the step size is determined by the effective
given dz is not allowed to
iterative way, i.e. the opacity through a

through the previous step
be greater than 1.5 times the opacity
changes very slowly near the
(this is necessary because the opacity

near the center). Usually the
surface of the cloud, but very rapidly
smaller than the size of a
step size is a factor of a few times
each depth we have
coherent structure at a given point. At
the intensity of the UV
calculated the density in the clumps and

temperature and opacity of
field; this determines the brightness
linear interpolation on
clumps at that depth (they are obtained via
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opacity of clumps it is
a grid, as discussed above). Vith the
for the
possible to calculate the effective extinction coefficient
of the UY intensity at
UV photons, which then allows the calculation
a value equal to the
the next step in. Vhen the UV flux decreases to

Draine mean radiation field

(G =

1),

we keep it at that value,

in

the center of the cloud,
the belief that stars must be present near

this level. In general,
which maintain the ambient field at least at

contributes to the emerging
the back hemisphere of the cloud also
center of the cloud
intensity. However, when looking towards the

mainly because the radial
this contribution will be very small,

constrains it to become unity
variation of the volume filling factor
at the center is very large and
at the center. Thus, the opacity

beyond it. Even so, we
will attenuate any radiation originating

assumption that the UV flux is
calculate its contribution, with the
part of the cloud. Ve are
equal to the mean Draine field in this

profiles emerging from the
mainly interested in obtaining line
interested in line profiles at
center of the cloud; we are not very
feel that a spherical cloud will
other impact parameters because we

region (for the same reason, we do
not approximate well the Orion

profiles with any beam pattern).
not convolve the emerging line
intensity to
of the surface UV field
Rather, we shall vary the value

distance from the Orion HII
simulate the effect of varying the
HII
be roughly correct if the
region. This approximation should

surface of the cloud, since
region is indeed situated at the

distance will decrease the
dilution of the radiation field with
on the surface.
intensity of the UV photon flux incident
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5.3 Model Results

line intensity
It is apparent from an inspection of the
4.12 in Chapter 4)
emerging from individual clumps (Figures 4.10 to

achievable in practice
that the largest peak brightness temperature
will not exceed ~ 60 K. Thus,
in our model in the J=l-^0 transition

our model can not account for the
it is clear from the outset that

Orion (the KL region); this is
CO lines emerging from the core of

additional heating source
natural since the existence of IRC2 as an
central region. For these
changes the picture considerably in the
is still the correct one
lines the model of Kwan and Sanders (1986)

of an object such as IRC2 can be
to apply. The region of influence

that it produces. Scoville
estimated by the amount of dust heating

expression for the upper limit to the
and Kwan (1976) give a simple
distance r from a central source:
dust temperature as a function of
(5.9)

[^^]o-[^]o-.

T.(r)=49K[qso]-o-

grain emissivity at 50
In this expression Q50 is the
source.
is the luminosity of the

/i,

and L

Since the infrared luminosity of

10= L^, the dust temperature should
IRC2 is estimated to be of order

drop below 30 K at a distance of
angular displacement of

~ 2

~

arcmin)

0.3 pc (which corresponds to an
.

However, Eq. 5.9 could

temperature of the dust, as has been
significantly overestimate the
B2
luminosity source embedded in Sgr
shown for the case of a high
dust
the use of a more realistic
(Lis and Goldsmith 1990) with

IRC2
the sphere of influence of
radiative transfer model. Thus,
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should be confined to the inner ~

2

arcminutes from our central

position.
In view of the discussion above, the thrust of this work is

aimed at explaining the more extended ridge emission from this
region, and we exclude the central two arcminutes around KL from our

discussion.
In order to narrow the parameter space, we follow the same

methodology as in Kwan and Sanders (1986). The '^co

J=l-tO

line

intensity is not very sensitive to changes in the volume filling
factor; together with the peak brightness temperature of the '^CO
J=l->0 line

(~ 50 K),

it is possible to constrain the values of a

(the density profile radial exponent), and 7 (the volume filling

factor radial exponent). The optimal values for these parameters are
a ~

1.5 and

7

~ 1.0.

These values are identical to those determined

by Kwan and Sanders (1986); this similarity is not coincidental, and

the reason behind it will become clear as the discussion progresses.
Ve initially set most of the other parameters equal to those

used in Kwan and Sanders (1986): we fix the mass of the cloud at 10^
Mg, and its radius at 15 pc; the mass of a coherent structure is 3.6
Mg. Ve shall initially use the velocity distribution V7, which is

the one which results in the most transparency towards the center of
the cloud. In this distribution, the maximum magnitude of the

velocity of any coherent structure depends on its distance from the
core,

V = Vo

(r/R)^

distribution for
radii, and is u

V to
=

.

The exponent v is calculated from the density

correspond to the virial velocity at all

0.25 for

a

=

1.5. Kwan and Sanders take Vo = 6
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km/s, which is slightly higher than the virial velocity at the
surface; however, we find that using this value in our initial model

produces line widths which are larger than those observed in Orion
(Avpygjj ~ 4

-

5

km/s). Ve thus use a value Vo

= 3

km/s, which

.

results in acceptable line widths. The remaining free parameters are
and
the volume filling factor at the surface, the size of clumps,

the surface

IIV

photon flux. The first of these determines the run of

determine
internal clump gas density with radius, and the first two
In accordance
the ability of the UV field to penetrate the cloud.

the size of the
with recent observations (Vilson et al 1986), we set
20" angular extent at
clumps to be equal to 0.05 pc (equivalent to ~
at the surface is
the distance of Orion). The volume filling factor

initially set equal to 0.001.
in the run of Teq
The set of model parameters described results

(the equivalent of

T^)

i2C0
versus depth shown in Figure 5.3 for

and in Figure 5.4 for i^CO;

in these Figures we have plotted Teq for

and J=5^4) and for several
several transitions (J=l-0, J=2-l, J=3-2,

The opacities of the
values of the surface UV enhancement factor Gothe cloud (even for the
clumps in this model are high throughout
13C0 lines,

is roughly equal
see Figures 5.5 and 5.6), so that Teq

the clumps. The results shown in
to the brightness temperature of

intuitive, since the equivalent
these Figures are quite counter-

towards the center of the cloud
excitation temperature of CO rises
in most cases,

being at its surface.
in spite of the heating source

the
is straightforward: near
The explanation for this behavior
is
is relatively low, and CO
surface, the internal clump density

282

where the kinetic temperature
only formed at the core of the clump,
is low.

the CO molecules
As the internal clump density increases,

clumps, and are subject to the
can form closer to the skin of the
is reflected in an increased
heating action of the UV photons; this

some point, the volume filling
equivalent excitation temperature. At

unity, and the ambient UV
factor increases very quickly towards
thus, Teq eventually decreases
field is correspondingly diminished;
cloud. The details of each
precipitously near the center of the

the UV field is attenuated (Figure
curve depend on the way in which
behavior of the line intensity with
5.7), and correspond to the
as explored in Chapter
density and UV field intensity

4.

In

be enhanced by decreasing Go,
particular, Teq at the surface can
values
edged cloud behavior for low
until one recovers a truly hot-

between 105
happens because for densities
of this parameter; this
and

mem- 3,

in the highest brightness
the value of G which results

temperature lies between

G .

results of
10^ and Go . 103. The

transfer
general; since the radiative
Figures 5.3 to 5.8 are quite
covering factor
depend on f/x (the area
properties of the UV photons
equivalent to
this ratio is roughly
per unit depth), increasing
now why the
vice versa. It is clear
decreasing the value of Go, and
similar way as
model behaves in such a
parameter sensitivity in our
temperature
model; the kinetic
in the Kwan and Sanders (1986)
to the Te, profiles
authors is very similar
profile assumed by these
case
particularly close for the
The similarity is
being that the largest
the main difference
Go = 300 in Figure 5.3,
of T,,„ allowed
than the largest value
value of Te, reached is lower
in our model.
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by Kwan and Sanders (1986). Thus, in our model one important

conclusion of Kwan and Sanders (1986) is preserved: namely, that to
obtain centrally peaked lines it is necessary to have a small volume

filling factor at the surface of the cloud. Models which are truly
hot- edged (obtainable with values of Go of order 10 or less) do not

really require dumpiness to produce relatively bright lines, but

if

they are not clumpy they revert to being microturbulent slabs, with
flat- topped or self-absorbed lines.

In Figures 5.8 and 5.9 we show the line profiles emerging from
the cloud at zero impact parameter. The small irregularities visible
on some of the profiles are due to grid- sampling effects. The peak

brightness temperature of each line is determined by the conditions
(clump density and UV intensity) at the depth where the effective

opacity reaches a value of unity. For the case shown, this depth
occurs at ~ 14.5 pc. The effective opacity is determined by the area

covering factor, and as long as clumps are thick throughout the
velocity
cloud, this only depends on the fo/x ratio and the
the
distribution chosen, and is thus relatively independent of
(and
transition chosen. As a consequence, the line intensities
of the clumps
ratios) emerging from the cloud reflect the properties

properly, one can
at a single depth. Thus, by choosing fo/x and Go
lines emitted by
recover from the clumpy cloud the properties of CO

observed large line widths
a single clump (Chapter 4), but with the
emerging line shapes depend
and a centrally peaked line shape. The
and the value of Teq at
mainly on the velocity distribution chosen,
unity. The line profiles in
the depth where the effective opacity is
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from more self- absorption
our model tend to be wider, and to suffer
the lines emitted by
than those in Kwan and Sanders (1986) because
and wider in our
individual clumps are both intrinsically weaker

which probes the deepest into the
model. Thus, even the distribution
or self-absorbed lines in some
cloud (V7) can result in flat- topped
is largest. In this case the Teq
cases. This is most obvious when Go

cloud with a hot core/cold halo
profile with depth mimics that of a
a large amount of
structure, and as a consequence exhibits
self- absorption.

same reasons, our model produces
On the other hand, and for the

those of Kwan and Sanders (1986),
lines which are much smoother than
we
to observations. In Table 5.2
and in this respect much closer

and line ratios of the first five
present the integrated intensities
model (which we name Model 1).
rotational transitions of CO in this
with
J=l-0 line ratio is in agreement
is clear that the J=3^2 to
It

is also
range of values of Go; this
our observations for a large
ratio
observed J=3.2 to J=1^0 line
consistent with the fact that the
hand,
distance from KL. On the other
does not vary appreciably with
those observed. It
ratios are larger than
the model J=2.1 to J=l-^0
is

is
calibration of all three telescopes
possible that inconsistent

intensities are
The model ^3CG line
the cause of this problem.
1=1-^0 line
observed, and the J=2.1 to
generally stronger than those
the observed value is
to unity, although
ratio remains always close
increasing the
ippc^t partiaiiy
nartiallv be remedied by
~ 2. The former can at least

Ho.e.er, the ."CO
to a .alue of 90.
ass».ed CO isotope rat.o (45)
para.eters (as can be
insensltt.e to the .odel
line ratios are vet,
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judged from Figure 5.6), and thus not easy to adjust. Another
related drawback is the fact that the i^CQ to i^co line ratios
increase with J, while the opposite behavior is observed. Thus, our

model in general fails to reproduce the i^co observations
satisfactorily; this deficiency is also present in the Kwan and

Sanders (1986) model, though for different reasons.
Ve draw attention to the behavior of line intensity as a

function of Go- Near the HII region, where Go is high, relatively
low line intensities exist; as the distance from the HII region

increases (Go decreases), the line intensity also increases, reaches
further.
a peak and then decreases as Gq declines even
is

This behavior

qualitatively consistent with the observations of the Orion

along the
region, where the CO line intensity peaks at two positions
the northwest
ridge, on either side of the Trapezium cluster. On
KL, and on the
side, the peak corresponds to the region around

peaks are quite
southeast side to the Bright Bar region. The two

around
noticeable on maps of the line intensity integrated

Vj-g^ ^ 9

from the ridge (see
km/s, which is the velocity of peak emission
was first noted by
Figures 2.7 to 2.11 in Chapter 2). This behavior

evidence in favor of the
Schloerb and Loren (1981), and was used as
the Orion cloud from the
existence of a shock front expanding into
it is also consistent with
HII region. Our analysis indicates that

on the cloud which originates in
the existence of a UV flux incident

weaker as it is beam-diluted
the HII region, and grows progressively

with distance from it.
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The surface volume filling factor can be constrained on the

high side by the following consideration. Increasing fo will
Vhen
decrease by a corresponding factor the internal clump density.
near the surface
the clump density becomes relatively low, clumps

unless the clump
will no longer form any significant amount of CO,
done arbitrarily since
size is also increased. The latter cannot be
in our observations.
they would eventually become spatially resolved

would appear to emit
Thus, if fo is not relatively small, the cloud
if fo = 0.02, x = 0.05 pc,
CO only from an inner core. For example,

and Go

=

lOS there would

be appreciable

^KQ emission

only from

i3C0 emission from an even
within roughly half the cloud radius, and

the cloud on the basis
smaller region. Since we define the radius of
is that the surface filling
of CO observations, the suggestion

factor must be smaller than

~

0.01. For similar reasons, the size of

the clumps cannot be decreased arbitrarily.
that densities of roughly
The analysis in Chapter 4 indicates
107

intensities are needed to produce
cm- 3, and moderately high UV

in highlarge quantities of warm CO visible

J

transitions.

(Schmid- Burgk et al 1989) indicate
Observations of CO J=7-.6 emission

transition similar to those of the
brightness temperatures for this
J=2-.l

KL. The intensity of the
transition over a wide region near

than that of the
is generally smaller
J=7.6 transition in Figure 5.3
filling
favors decreasing the surface
J=2-.l transition. This fact

density to
allow the internal clump
factor of our model, in order to
densities
to increase. High clump
climb to high values, and the Te,
species
fact that high dipole moment
are also needed to explain the
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typically with
(such as CS) are observed over such a wide region,
the same spatial distribution as CO. Choosing fo

internal density of clumps to increase to

5

-

10^

=

0.0002 allows the
cm"

3

near the

size of clumps to
center of the cloud. Ve further decrease the

closer to its center; the
X = 0.01 pc in order to probe the cloud
us to increase Vo (the
increased brightness of the lines also allows

surface of the cloud) to
maximum coherent structure velocity at the
5 km/s,

correct virial velocity. Vith
a value which is close to the

profiles are only slightly wider
this value of Vo the resulting line
hand the self- absorption at
than in Figure 5.8, but on the other
is much reduced. The line
line center (visible in Figure 5.8)

parameters (Model 2) are shown in
profiles obtained with this set of
profiles
5.10 to 5.14 show the
Figures 5.15 and 5.16. Figures
profile
with depth for this model; the
and the runs of G, Te, and Tc
5.3. It is clear that the
characteristics are presented in Table
has been appreciably increased
brightness of the high J transitions
Vith the parameters
for high values of Goin this model, especially

temperature of the CO 3=7-6
chosen, the emerging brightness
except
that of the J=2.1 transition,
transition is now higher than
case
apparent that an intermediate
in the case Go ^ 300. It is
should bring
and Figure 5.15 (Model 2)
between Figure 5.3 (Model 1)
of
agreement with the observations
the model into closer

Schraid-Burgk et al (1989).

lines

produce very bright
is possible to
Figure 5.15 shows that it
the model
transitions if one chooses
at the higher J

appropriate for a
a model might be
parameters appropriately. Such
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source like M17 SV (Stutzki et al 1988), which is known to be
clumpy, to have large densities, and is illuminated by hot young
stars.
ion
Although up to now we have only used the velocity distributic

which favors the least effective opacity at line center (V7)

,

we

by
have to note that it is also the least physical of those studied

possible
Kwan and Sanders (1986). Indeed, V7 assigns the maximum
structures, and so
line of sight velocity magnitude to the coherent

systematic velocity field
is closest of all those in Table 5.1 to a
the direction of
(there still is randomness in V7 associated with

velocity
the velocity vector). Unfortunately, using other

absorption in the
distributions in our model does increase the self
using V4 for our
emerging profiles considerably. As an example,

profiles in the cases with
low-fo model results in flat- topped
way of decreasing the
largest values of Go- The most straightforward

but this may result in
self- absorption is to increase Vo,
the line width of lines
unacceptably wide line profiles, unless

also considerably reduced. This
emerging from individual clumps are
are thermally supported, and no
last solution is viable if clumps

microturbulent velocity field

is present.

Increasing Vo much beyond

since clumps
surface is not acceptable,
the virial velocity at the
cloud. Thus, a compromise between
would quickly evaporate from the

reached to satisfy
width of clumps has to be
Vo and the line of
moment our opinion is that refining
these criteria. At the present
challenging)
less important (and less
the model in this respect is
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^3C0
better general agreement with the
than devising ways to obtain

observations.

5.4

<;nniP

Vords

a'--""^-

Npntral Carbon

the
of the observations of
In view of the importance
the
neutral carbon in establishing
submillimeter transitions of
model developed
clouds, we have used the
clumpy nature of molecular
these
the emerging profiles for
previous Section to calculate
in the

to the one
that we use is identical
transitions. The methodology
of the brightness
Ve have calculated grids
used for the case of CO.

lines as a
FVHM line width of these
temperature, opacity, and
similar to
Monte Carlo calculations
function of n. and Go, from
the model for
4.14 and 4.15. Ve have run
those shown in Figures
the cases that
and 0.005 pc; these are
clump sizes equal to 0.026

(Section 5.2).
bracket the CO observations
(i.e. line
of these calculations
Ve present the results
to 5.22. The
opacity) in Figures 5.17
profiles, Te„ and clump
profiles, and the
492 GHz (3P. . 3p,)
intensities of the emerging

809 GHz (3P. .

3P0

are lower than those
to 492 GHz line ratio

factor of ~
observed in the region by a

2;

this is a reflection of

in Section 4.4.
the clumps, as discussed
the emission properties of
decreasing towards the
are in general
The plots of Te, vs. depth
the fact that the CI
a consequence of
center of the cloud. This is
UV flux; in
monotonically with increasing
column density increases
than CO, whose intensity
rather differently
this respect, CI behaves
again. However,
and then decreases
peaks at some value of UV flux,
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the sensitivity of the intensity of the emerging lines to the value
of Go

is rather low,

as can be seen in Figures 5.19 and 5.22; this

is due to the fact that the CI lines become optically thick in the

cores of clumps, and only in some cases (high gas density and

moderate CV flux) will be subject to the effect of the kinetic

temperature gradient. The consequence of this is that in a clumpy
PDR viewed edge- on (as in M17)

,

there will be CI emission observable

well into the molecular cloud. However, the model predicts that the
CI emission should peak at the surface of the cloud

,

while CO peaks

closer to the core. For cases where the incident UV flux is very
large, the spatial gradient of CI intensity will be very low

compared to that of the CO intensity.
If in order to match the observations it proves necessary to

increase the CI production in the transition zone of clumps, this

picture may change considerably, since the kinetic temperature will
play a much more active role. If the CI production is increased in
the core of the clumps (as suggested by Gredel et al 1987), the

present results will not be severely affected, since the lines are

thermalized at ~

10-*

cm-3, and are already relatively thick in

clumps throughout the cloud. Ve hope that in the near future
well- calibrated and beam- matched observations of both transitions

may become available in Orion and other sources in order to

constrain our model more strongly.
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Table 5.1

Coherent Structure Velocity Probability Distributions^

V4
V5

P{Vz

(Vm

-

Vra^

V6
V7

a

P(Vz

IVzl)

1

1
1

-

Vm is the maximum line of sight velocity that any

structure may attain.

4

.
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Table 5.2

Profile Characteristics of Model

T
Vi
lib

Trans
30

J =1-0

171

1.0

J=2-tl

224
234
210
140

1

J=3->2

J=5-4
J=7-t6

300

3000

Model

1

0

1

3.8
6.1

172

1.0
1.0
1.0
0.7
0.4

2.1
2.6
2.9
3.7
5.8

149
174
180
167
126

1.0
1.2
1.2
1.1
0.9

1.0
1.0
0.9
0.7
0.3

1.9
2.2
2.4
3.3
5.2

180

224
240
226

1=1-0
J=2-l
J =3-2
J =5-4
J=7-6

L

.

=

1.0
1
1.x1

0

A

1

0.001, x

1

.

o
0

0.05 pc, Vo

= 3

1

0

0

7

km/s, and uses V7

(K km/s)

=

/Tg(i2C0 1-1-1) dv

c

I2

=

Ii

d I3
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Ii
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1.3
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1

1

1.0
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.
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30000
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J-3

(1-0)

lTg(i3C0 1-0) dv
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3
8
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1
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Table 5.3

Profile Characteristics of Model 2a

"
T,
A1 b

Tr3,n s

30

J=l-^0
J=2-tl
J=3-t2
o—

«->

J=7-t6

300

J =1^0

j=2-)i

J=3-»2

J=5-*4
J=7-t6

3000

0.9

266
366
414
424
360

1.0
1.4
1.6
1.6
1.3

300
418
490
554
510

1.0
1.4
1.6
1.9
1.7

0.5

2.8
3.5
4.0
5.5
8.9

252
334
382
414
195

1.0
1.3
1.5
1.6
1.6

1.0
1.1
1.1
0.9
0.5

2.5
3.0
3.4
4.7
1.9

J = l-t0

J=l-0
J =3^2
J -5-^4

J =7^6

has fo

=

0.0002, x

b Ii

=

jTg(i2C0 J^J-1) dv

c

I2

=

I,

d

I3

=

jTg(i3C0 J-J-1) dv

e

I4 = jTn(i2C0 J-J-1)

(J-J-1)

/

I,

=

.

1

.

1.2

0

0

0.3

5.2

1.0
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3.2
3.7
4.8
7.7

.

1

fi

.

1.0
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0.4
1

.
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1.0

0.01 pc, Vq = 5 km/s, and uses V7

(K km/s)

(1-0)

dv

2.0
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1

J=2-.l

1

--4

3

1.0

J =5^4
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1.0
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a
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J=2-^l

30000
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Figure 5.1 - A sketch of the geometrical structure of the model
cloud which we analyze in this Chapter. Each dot in the cloud
represents a single clump, each of which has a layered structure
similar to that of Figure 4.9.
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coefficient (Kg;
Figure 5.2 - Plots of the effective extinction
of UV photons through a
see text for definition) for the transport
filling factor. Ve
clumpy cloud, as a function of clump volume
inside a clump. In
coefficient
extinction
normalize Ke by Ko, the
through a single clump to
the upper panel we have taken the opacity
The dashed line shows
be Kox =10; in the lower panel it is unity.
of Boisse (1989).
approximation
(f)
factor
the low volume filling
parameter of the
The solid lines show 3 values of the thickness
0.1, 0.2, and 0 3. Ve
transition function (see text): t = 4 ln3 a
to using tne
equivalent
is
which
models,
=
our
0.3 in all
use t
0.1.
low-f approximation for values of f below ~
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Volume

filling

factor
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Figure 5.3 - Plots of the equivalent excitation temperature
(see text for definition) as a function of depth into the cloud, and
for Model 1 (fo = 0.001, x = 0.05 pc, Vo = 3 kra/s, and
value of Go,
P(vz) = rV7]). Each panel corresponds to a different
Each
surface.
cloud
the
field
at
UV
the
of
factor
enhancement
the
curve corresponds to a different transition of i^cO: solid line,
short-dashed line, J=3^2; long-dashed
J=l-.0; dotted line,
line, J=7^6. All of the curves are for
dot-dashed
and
J=5^4;
line,
zero impact parameter.
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Figure 5.4

-

Same as Figure 5.3, but for i3C0 transitions.
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Figure 5.5 - The i^co optical depth of clumps as a function of
depth into the cloud, for Model 1. The curves are coded in a similar
way as in Figure 5.3.
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Figure 5.6

-

Same as Figure 5.5, but for i^CQ.
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Figure 5 7 - Plots of the variation of the
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a
as
intensity,
field
UV
density; and the
Figures 5.3 to
in
shown
of
cases
Go
cloud of Model 1, for the four
5.6.
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Figure 5.8 - Emerging 12CO line profiles from Model 1. The
curves are codified in a similar way as in Figure 5.3. Small
irregularities in the line shapes are due to grid- sampling effects
line
in the calculation. See Table 5.2 for the integrated
intensities and ratios.
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Figure 5.9

-

Emerging i^co line profiles from Model

1.
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Velocity (km/s)
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Figure 5.10 - Plots of the equivalent excitation temperature
(see text for definition) as a function of depth into the cloud, and
for Model 2 (fo = 0.0002, x = 0.01 pc, Vq = 5 km/s, and
p(vz) = [V7]). Each panel corresponds to a different value of Go,
the enhancement factor of the UV field at the cloud surface. Each
curve corresponds to a different transition of i2C0: solid line,
J=l-tO; dotted line, J=2-tl; short-dashed line, J=3-i2; long-dashed
line, J=5->4; and dot-dashed line, J=7->6. All of the curves are for
zero impact parameter.

313

314

Figure 5.11

-

Same as Figure 5.10, but for i^CO transitions.
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Figure 5.12 - The '2C0 optical depth of clumps as a function of
depth into the cloud, for Model 2. The curves are coded in a similar
way as in Figure 5.10.
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Figure 5.13

-

Same as Figure 5.12, but for i3C0.

Depth (pc)

320

Figure 5.14 - Plots of the variation of the internal clump
density, and the UV field intensity, as a function of depth into the
cloud of Model 2, for the four cases of Go shown in Figures 5.10 to
5.13,
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Figure 5.15 - Emerging i2C0 line profiles from Model 2. The
curves are codified in a similar way as in Figure 5.10. Small
irregularities in the line shapes are due to grid- sampling effects
in the calculation. See Table 5.3 for the integrated line
intensities and ratios.
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Figure 5.16

-

Emerging i^co line profiles from Model

2.
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Figure 5.17 - Plots of the equivalent excitation temperature
sp^ (solid line) and the
(see text for definition) of the ^Pj
-t 3Pj
(dotted line) transitions of neutral carbon, as a function
of depth into the cloud, and for Model 1 (fo = 0.001, x = 0.05 pc,
Each panel corresponds to a
Vo = 3 km/s, and P(vz) = [V7] )
different value of Go, the enhancement factor of the UV field at the
cloud surface. All of the curves are for zero impact parameter.
.
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Plots of the optical depth of individual clumps
^Pi (dotted line)
3Pq (solid line) and the
transitions of neutral carbon, as a function of depth into the
cloud, and for Model 1 (fo = 0.001, x = 0.05 pc, Vq = 3 kra/s, and
p(vz) = [V7]). Each panel corresponds to a different value of Go,
the enhancement factor of the UV field at the cloud surface. All of

Figure 5.18

of the

the curves are for zero impact parameter.
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Figure 5.19 - Emerging profiles of the neutral carbon
transitions from Model 1. The curves are codified in a similar
as in Figure 5.17.
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Figure 5.20 - Plots of the equivalent excitation temperature
sp^ (solid line) and the
(see text for definition) of the 3p,
3Pj (dotted line) transitions of neutral carbon, as a function
pc,
of depth into the cloud, and for Model 2 (fo = 0.0002, x = 0.01
Each panel corresponds to a
Vo = 5 km/s, and P(vz) = [V7] )
different value of Go, the enhancement factor of the UV field at the
cloud surface. All of the curves are for zero impact parameter.
.
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Plots of the optical depth of individual clumps
-> ^Pi
(dotted lineli
(solid line) and the
transitions of neutral carbon, as a function of depth into the
cloud, and for Model 2 (fo = 0.0002, x = 0.01 pc, Vq = 5 km/s, and
p(vz) = [V7]). Each panel corresponds to a different value of Go,
the enhancement factor of the UV field at the cloud surface. All of
the curves are for zero impact parameter.
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Figure 5.22 - Emerging profiles of the neutral carbon
transitions from Model 2. The curves are codified in a similar way
as in Figure 5.20.
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CHAPTER 6
SUMMARY AND CONCLUSIONS

Many different lines of observational evidence suggest that

molecular clouds in general, and the Orion region in particular, are
fragmented on very small size scales. Some of these lines of
evidence are: the fact that molecular tracers with very different

excitation requirements have similar spatial distributions (e.g. CO
and CS: Mundy et al 1988); the apparent spatial coexistence of

tracers of atomic gas (e.g.

C"^),

molecular gas (e.g. CO), and

tracers of interface regions such as neutral carbon (Stutzki et al
1988, Jaffe et al 1989); and interf erometric observations with very

high angular resolution (Harris et al 1983, Vilson and Johnston
explain
1989). Similarly, the models advanced to date that seek to

the radiative transfer of molecular emission through molecular

clouds point to the necessity of macroturbulent velocity fields in
Sanders
order to obtain centrally peaked line profiles (Kwan and
1986).

work which
Some of the observations carried out as part of this

dumpiness into models of
also indicate the necessity of introducing
paragraphs:
molecular clouds are reviewed in the following
1.

in low- angular
It is possible to isolate fragments

resolution (~

1

arcminute) maps of i^CO emission. These fragments

traced by the emission from NH3
are spatially coincident with those
that the clump/interclump
(Batrla et al 1983). This fact indicates
However, the dynamical
medium density contrast must be high.
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.
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properties of these fragments, which are located near an energetic
source, seem to be different from those of clumps which are located
in more quiescent regions (Bally et al 1987)
2.

The measured i^co line ratios in this region imply the

existence of a temperature gradient in the region.

A

smooth cloud

(i.e. one that has a smoothly varying density distribution) with a

central heating source should show self-absorbed line profiles;
thus, a centrally heated cloud with observed centrally peaked

profiles must be clumpy. However, other evidence indicates that this
region's temperature characteristics are dominated by an external

heating source. First, the zone of influence of the known central
heating source (1RC2) is much smaller than the region where the

temperature gradient is observed to exist. Second, in a clumpy model
the line ratios are determined by the emission characteristics of

individual clumps, rather than those of the overall cloud. Thus, if
the observed line ratios indicate the existence of temperature

gradients, they most probably exist within the clumps themselves.
of
However, if the heating source is at the center, the portions
if the clumps
clumps which are heated are "hidden" from the observer

observed i^CO to i^co
are optically thick (as they must be from the
than the central source
line ratios). Clumps situated further away

observer) will similarly
(thus exposing their heated portions to the
clump volume filling factor
be hidden by intervening clumps if the
cloud. Thus,
is close to unity at the core of the

a heating source

the line of sight between
located on the surface of the cloud, in

for this region. The HIl
the observer and the cloud, is indicated
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region surrounding the Trapezium cluster is an excellent candidate
to fulfill these requirements, since it is an intense source of FUV

photons which heat the gas through the photoelectric effect on

grains and fluorescent excitation of H2 molecules. Once the

existence of this external heating source is established, is a
clumpy structure for the cloud still required

?

As was shown in

which will
Chapter 4, one can choose parameters for a smooth model
ratios.
roughly match the observed 12CO line intensities and line
i^co line profiles
However, in a microturbulent cloud, the emerging

gradients
(which form in the interior of the cloud where temperature
absorption.
are weak or nonexistent) will still show self-

from high
Additionally, in a smooth model 12CO transitions arising

shallower depth
rotational levels will probe the cloud to a much
than the lower-

J

the
lines. This seems contrary to observations of

line profiles and
first three rotational transitions, which show

transitions,
spatial distributions similar to those of lower

mentioned at the
suggesting that they trace similar regions. As
observational evidence
beginning of this Chapter, a host of other
in molecular clouds. Ve
points to the prevalence of clumpy structure

much more satisfactory
thus find a model which includes dumpiness

distributed density.
than a simpler model with smoothly
3.

A

the CO line profiles
simple analysis of the smoothness of

of a very large number of
in this region suggests the existence

relatively large
clumps, each of which emits lines with
obvious that a model which
(suprathermal) widths. However, it is
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assumes a constant volume filling factor throughout the cloud is too
simple to fit this source.
In view of these remarks, we feel that the investigation of

quantitative models of clumpy molecular clouds which include the
heating effects of intense UV sources is essential to obtain an

understanding of the physical conditions present in their interiors.
Ve have investigated such a model in this work. Ve summarize in the

following paragraph the main characteristics of the model.
Ve base the geometrical and dynamical structure of our model

cloud on the work of Kwan and Sanders (1986). The geometry of the
cloud and of the clumps which conform it is spherical. The clump

volume filling factor varies as a power law with radius, from a
small value at the surface of the cloud to unity at its center.

There is no interclump medium. The size of each clump is assumed
constant throughout the cloud. The gas density within each clump is

inversely proportional to the volume filling factor, and varies as a
power law with radius, increasing from the surface of the cloud

towards its center. The clumps are dynamically clustered in units
called "coherent structures". Thus, the center velocities of clumps
are normally distributed around the velocity of the coherent

structure to which they are bound. The velocities of the coherent

structures are determined from a probability distribution of line of
sight velocities which depends on position in the cloud.
UV photons is located on the surface of the cloud,

A

source of

in the line of

sight between the observer and the cloud. The UV photons penetrate

function
deep into the cloud; the attenuation of the UV field as a
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of depth is based on the work of Boisse (1990), and depends mainly

on the clump volume filling factor and the size of clumps. The line

emission from each clump is determined by the flux density of UV
photons incident on its surface, the gas density, and the size of
the clump. Vithin each clump, the CO abundance is determined by the

photochemical processes driven by the UV field, and rises from the
surface towards the core of the clump. Similarly, each clump has a

kinetic temperature gradient as a result of heating of the gas by
the UV photons. The line profiles emerging from the cloud are

calculated by integrating the emission of all clumps along the line
of sight, weighted by an area covering factor, and attenuated by the

opacity of intervening clumps.
The model that we have investigated can successfully explain
some of the characteristics of the Orion A region. Among these we
find: the observed i^CQ line ratios; the centrally peaked appearance
of line profiles; the fact that the lines probe the cloud deep into

its core, and that different CO transitions probe the cloud roughly

to the same depth; the pervasive presence of "warm CO" in the cloud
(Schmid- Burgk et al 1989); and the widespread existence of neutral

carbon in the cloud (Phillips and Huggins 1981). In addition, the
fact that high gas densities are present in the cores of clumps

throughout the cloud guarantees that high dipole moment species
(e.g. CS)

will be formed in a large portion of the cloud (as

observed by Mundy et al 1988).
Not all the observations are in agreement with the predictions
of the model.

In particular, the observed ratios of different i^co

344

lines are actually larger than the corresponding ratios for '^CQ.

This is difficult to explain in our clumpy picture of this region,
since the ^^CQ lines become optically thick deeper in the cores of
clumps, where the gas is not subject to the heating action of the
FUV photons. Ve note that the same is true for a smooth model, such
as that investigated in Chapter 4, or that of Tielens and Hollenbach

(1985). In cases where very high densities (nt

>

10^

cm-3) and high

UV fluxes are present it is possible to obtain '^co line ratios

greater than unity, but they will never exceed those of i^cg. Ve
feel that a combination of drawbacks in our observations and

modeling procedure (mainly poor calibration of the i^cQ J=3-t2
transition, and larger uncertainty in the chemistry leading to

formation of '^CO) may be in part the culprit for a poor match of
models and observations. The models show that in those cases where
13C0 line ratios are greater than unity, the value of

J

where the

ratio starts to decrease is considerably smaller than that for i2C0

transitions; thus, careful observations of high-J i^CQ transitions
and comparison to their i2C0 counterparts should provide a good test

for the models here proposed.
It is clear that the model developed in this work provides some

answers to the observations of Orion A, and possibly to those of
other regions where an intense source of UV photons is present (e.g.
must be
NGC 1977, M17). However, at this point the results presented

considered qualitative rather than strict fits to a model of a
and
single region. Ve discuss next some of the approximations

statement:
drawbacks in the model which lead us to the previous
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1.

It is clear that our treatment of the chemistry maj be

oversimplified. i2C0 is such an abundant species in the interstellar

medium that its chemistry

is

relatively straightforward, but at the

very high values of gas density considered in this work this

assumption may break down. This is more true for less abundant
species, such as i^co, or CI. It would be ideal to be able to

compare our results with those of a much more elaborate network,
such as that of van Dishoeck and Black (1986), but high density

models are scarce in the literature. On the other hand, so many
poorly determined rate coefficients are involved in this type of

calculation (e.g. the radiative association rate which directly
determines the formation rate of CO, many important photodestruction
cross sections, and the properties of grains present in the region),
that a simplistic treatment such as the one carried out here may be

just as accurate (or inaccurate) as the more elaborate calculations.
not have a
Ve point out that the inclusion of CO self- shielding does

greatest
major effect on the results, especially in the cases of
zone is
interest (high gas densities), in which the CO transition

temperature gradient
small compared to the zone over which a kinetic
balance which is much
exists. It is the calculation of the thermal
proposed. This type of
more critical to the success of the model

Dalgarno 1989, which we
calculation (e.g. the work of Sternberg and
several complicated
have used in our model), already involves

possible heating sources
physical processes, but ignores many other
magnetic fields, etc.). Thus,
(shocks, dissipation of turbulence,
UV- illuminated regions is
our knowledge of the kinetic structure of
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still in its infancy, and may well be revised drastically in the
future.
2.

The assumption of spherical synunetry both for clumps and for

the overall cloud is an obvious generalization, convenient

numerically, and consistent with the idea that the evolution, of the
cloud is dominated by gravity. In fact, since we have not
beam- weighted any of our results (neither for individual clump

emission, nor for emerging line profiles), our model is in reality

closer to a slab than a sphere. It is clear that beam- weighting
would lead to some degree of suppression of some of the principal

model results that we present (e.g. the i^cQ line ratios). Thus, our

approach leads to an enhancement of the effects of the heating
source. This is not totally out of line in the case of Orion, which

does resemble a slab more than a sphere, but more care may need to
be exercised when modeling other sources.
3.

Another geometrical approximation is our use of diminishing

values of the surface UV field enhancement (Go) as an indicator of

distance from the heating source. This is only partially right, as
the UV photons travel in a straight line from the source to any

point in the cloud, rather than traveling parallel to the surface
and then plunging perpendicularly to it. Additionally, clumps are

heated on the side facing the HII region, not necessarily

perpendicular to the observer's line of sight. Thus, in a similar
fashion to the beam- weighting argument, our model tends to enhance
the observable effects of the heating source.
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4.

Our treatment of the propagation of UV photons through a

clumpy medium is clearly oversimplified. However, it is consistent

with the idealized density structure assumed to exist in the cloud.
In the model, the clump volume filling factor is very small

throughout most of the cloud, and rises to unity very fast close to
the center of the cloud. Thus, it is appropriate to use the small

volume filling factor approximation developed by Boisse (1990),
which allows the UV photons to penetrate very far into the cloud. It
is clear that deep penetration has to occur in order to produce CO

lines with the observed high intensities; the details of the

radiative transfer of the UV photons will not affect the qualitative
results of the modeling. In any case, there is some uncertainty (of
order a factor of 10) in the observed value of Go near the HII
region; thus, a certain freedom exists to adjust Go to compensate
scheme that
for possible inadequacies of the UV radiative transport
we have used.
5.

of
The density and velocity structure of the model cloud

that of our own
Kwan and Sanders (1986), which is identical to

number of free
model, is established through a fairly large
weak influence on the
parameters. Some of these have a relatively
the overall cloud mass and
emerging line profiles; among these are
are a and
size. Among the important parameters

7,

the power law

and volume filling factor
indexes which determine how the density
the core. Ve have chosen
(respectively) vary with distance from

maximize the intensity of the
values for these parameters which

emerging line profiles. This approach

is

consistent with that
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expressed in previous paragraphs, namely, of enhancing the
characteristics particular to our model. However, we note that the
"smoothed" density structure of our model is roughly consistent with

characteristics derived from an analysis of the column density in
the region (Chapter 2)

.

Observations say very little about the

volume filling factor variation, apart from the fact that it varies

from a small value near the edge to near unity at the core. This is
again consistent with a cloud dominated by gravity, but does not

constrain the model strongly. Thus, the initially large number of
free parameters can be reduced considerably. Ve find that the most

important parameters in our model are the volume filling factor at
the surface of the cloud (fo), and the size of the clumps (x)

.

These

two together determine both the run of internal clump densities, and

the transmission of UV photons through the cloud. These two

quantities in turn determine the emission characteristics of
individual clumps. The discussion in Chapter 5 shows that the values

assumed by these variables in the Orion region can be constrained to
fall into fairly well defined ranges.

Keeping in mind the approximations inherent in the model and
of
discussed in the previous paragraphs, we now review some points

interest derived from the model:
1.

Probably the most interesting result is that when a clumpy

excitation
cloud is heated by an external source, the effective
center. This
temperature of CO increases from the edge towards the

created under a
comes about from the fact that "warm" CO is only
field conditions.
fairly narrow range of density and incident UV
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Thus, at the surface of the cloud moderately dense clumps are

illuminated by an intense DV field, resulting in low intensity CO
emission; deeper in the cloud, more optimal conditions are reached

where denser clumps are illuminated by a moderate UV field,

resulting in enhanced CO emission. In this sense, a truly hot- edged
clumpy cloud is only recovered for very low values of the UV field
surface enhancement. The latter condition clearly does not exist
near the KL/Trapezium region. This result is thus quite firm, unless
the gas density in the region is slab- like rather than clumpy

(against which idea many arguments have been advanced). It is

interesting that a qualitatively very similar behavior (i.e. a

kinetic temperature radial profile rising towards the center of the
cloud) was assumed to exist in this region by Kwan and Sanders
(1986); thus, all of the main conclusions of their work remain

valid.
2.

In order to obtain the observed

^'^CQ

line intensities and

ratios, the model requires very low surface volume filling factors,
of order 0.001 or less. Similarly, to approximate the observed ^^CQ

line ratios, very high internal clump densities are required near
the center of the cloud,

nt

>

10? cm -3. This in turn constrains the

typical size of clumps in the cloud to values

<

0.05 pc; this is

consistent with available interf erometric observations of

small-scale structure in the region (Mundy et al 1988, Vilson and

Johnston 1989).
3.

The behavior of the CO line intensities as a function of Go

of the ridge
is generally consistent with the falloff with distance
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emission in this region, and in
particular with the "shell- likestructure observed around the Trapezium
region (Schloerb and Loren
1981).
4.
is

The velocity structure inferred by
the modeled line shapes

consistent with a cloud whose dynamical
properties are mainly

determined by gravity. If the clumps tend to
have velocities
significantly lower than their virial velocity,
then the emerging
line profiles will become flat- topped or
self-absorbed. Profiles

have a tendency to become flat- topped more
rapidly for higher values
of Go

(i.e.

closer to the heating source); there is no
evidence of

this behavior in the region, except possibly
for the curious i3co
flat- topped profile observed towards KL (Chapter
3).
5.

Modeling of the submillimeter lines of neutral
carbon shows

that this species is formed throughout the cloud;
this is consistent

with observations of regions such as M17 (Stutzki et al
1988, Keene
et al 1985) and NGC 1977 (Vootten et al 1981). However,
the model

predicts that the CI emission observed form these regions should
peak weakly near the surface of the cloud, whereas CO peaks near
the
core. This is not consistent with present observations. Similarly,

the intensity of the ^Pj _ sp^ transition modeled for Orion is lower

than what has been observed; the ratio of the ^Pj

3p,

to 3p,

sp^

line intensities in the model is lower than unity, whereas a value

closer to 2 is observed. These facts suggest that the models need to

produce more CI in the transition zone of each clump. It remains to
be seen whether our present knowledge of chemistry in these regions

can be made to accommodate this result.
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Ve end by remarking that this work, and others before it, have

made clear that the effects of HII regions on the structure and
internal processes of molecular clouds are profound. In the future,

models which seek to explain spectral line observations of molecular
clouds with ongoing star formation activity cannot afford to ignore
the interaction between geometry (dumpiness) and physical processes

(thermal balance, chemistry, dynamics) caused by the massive young
stars embedded in them. A major effort needs to be expended to

develop simplified methodologies which can account for this
interplay self- consistently

,

without having to resort to a

complicated analysis of each process separately.

APPENDIX A
A SUBMILLIMETER RECEIVER

A.l Introduction

construction of a
In this Appendix we describe the design and
in the
receiver intended for radio- astronomical observations

the receiver
submillimeter wavelength region. More specifically,

frequency ranges, the first
here described operates in two distinct
GHz (A
of which stretches from 330 to 355

0.87 mm), and the second

(A ~ 0.61 mm).
lies in a narrow band around 492 GHz

interstellar medium emit
Many molecules and atoms in the
in the first range; notable
spectral lines whose wavelengths fall

among these are the
~ 345 GHz,

and
and ^^CO J=3-2 transitions, at ~ 330

around 492 GHz, is
respectively. The second range,

of the 3P,-,3p, hyperfine
tailored specifically to observations
This spectral line is expected
transition of neutral atomic carbon.

clouds, and
radiative coolants of molecular
to be one of the major
understanding the chemical and
provide an important aid to

should

thermal balance of these objects.
range is
in the 330 to 355 GHz
The atmospheric transmission
at 492
sites. On the other hand,
relatively good at high altitude
and
opaque even from high altitudes,
GHz the atmosphere is fairly
hope of
can be attempted with any
observations at this frequency
<
(precipitable water vapor pressure
success only during the driest
that possess
astronomical observatories
0.5 mm) nights. Very few
are situated in
submillimetric observations
telescopes suitable for
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geographical locations which favor these conditions. The site where
the receiver here described was first used is the Wyoming Infrared

Observatory, located at an altitude of ~ 7000 ft on Mt. Jelm,
Vyoming, and which houses a 2.3 meter optical quality dish.

Subsequently, the receiver was installed on the 10 meter dish of the

Caltech Subraillimeter Observatory, situated at an altitude of
~ 12000 ft on Mauna Kea, Hawaii.

At both sites, a reasonable amount

of useful astronomical data was collected in the 345 GHz range, but

Chapter
the sky transmission allowed only a handful of spectra (see
1

of this thesis) to be obtained at 492 GHz. Ve hope that

developments leading to increased receiver sensitivity, and
future
(possibly) to better astronomical sites, will enhance the

possibilities of ground- based observations at this frequency.

A. 2

Overview
frequency
The receiver operates on the heterodyne (or

technique available
downconversion) principle, which is the only
resolution (AA/A ~ 10-«)> together
today which permits high spectral
MHz) at millimeter and
with a wide instantaneous bandwidth (>300

technique a strong signal
submillimeter wavelengths. In this

called the local oscillator

-

the
is allowed to beat against

-

(weak)

modulated signal is detected by a
signal one wishes to observe; the
of the energy at high
nonlinear element which converts part

which can later be processed via
frequencies to a lower frequency,
analyzers. The downconversion
standard (low- frequency) spectral

mounted
in our case a waveguideelement (the frequency mixer) is
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Schottky barrier diode, which is cryogenically cooled to 20 K to
minimize its noise. The theory underlying this technique has been
well
extensively studied in the past 25 years, and is thought to be

understood; on the other hand, its practical implementation,
stage where
especially at submillimeter wavelengths, is still at a

achieved. Ve
significant improvements in receiver performance can be

Phillips and Voody
refer the interested reader to the review by
and to the work of Siegel,
(1988) for an overview of the field,
of Schottky- diode
Kerr, and Hwang (1984) for a detailed study

mixers.
in this work were
Many of the parts of the receiver described

this project, and were
already in existence at the outset of

mixer is a device
incorporated into its design. Notably, the

designed for operation at lower frequencies

(~ 350 GHz),

in which

before for astronomical
range it has been extensively used
hence its relatively poor
observations (e.g. Erickson et al 1982);
The FET amplifier was also
performance at 492 GHz (see Section 1.5).

Additionally, most of the initial
built and tested previously.
Erickson.
is due to the work of N.
general design of the receiver
general diagram of the receiver
In Figure A.l, we present a
important parts can
of some of its most
here described. A photograph
size of the system and
Note the small overall
be seen in Figure A.4.
shall examine
In the next sections, we
of the dewar in particular.
receiver, namely the
different parts of the
in more detail the
signal, the design of the
generation of the Local Oscillator
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quasioptical layout, the mixer itself, the processing of the

Intermediate Frequency signal, and the cryogenic refrigerator.

A. 3 The Local Oscillator Chain and Frequency Stability Scheme

As was mentioned previously, in the heterodyne technique it is

necessary to provide an oscillator which will be combined by the

mixer with the signal that one wishes to detect. The frequency of
this large signal (the Local Oscillator, or L.O.) is relatively

close to that of the observed signal (the difference being 1.4 GHz
in our case). To prevent "smearing" of the signal in the observed

frequency space, the phase noise of the L.G. must be a small
fraction of the required spectral resolution; additionally, we must
know its absolute frequency with an accuracy equivalent to that with

which we need to determine that of the observed signal, and it must
remain stable for extended periods of time. Similarly, its power
output must be relatively high to provide the mixer with adequate RF

drive (Schottky- diode mixers at submm wavelengths usually require

power inputs of at least a few tenths of a milliwatt to operate
optimally), and it must also be stable at least over the period of
time corresponding to an individual integration time. In summary,
the L.O.

signal must be powerful, narrow, and stable in frequency

some
and power output. Unfortunately, and with the exception of
are no
optically pumped molecular lasers (Roeser et al 1986), there

frequencies
fundamental signal sources available at submillimeter
viable alternative is to
that will fulfill these requirements. The

multiply their output
use sources at millimeter wavelengths, and
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frequencies by an appropriate factor. Frequency multiplying devices
are available, but their power conversion efficiencies are

relatively low

(~ a few

percent), which puts a strain on the power

output requirements of the lower frequency sources. However, in
recent years much progress has been made in the production of

oscillators based on Gunn diodes, which can provide relatively high
power outputs (~ 100 mV) at high frequencies (~ 100 GHz); these

oscillators are solid-state devices and, unlike vacuum tube
oscillators (such as the klystron), require relatively little input
DC power, making them attractive candidates for operation in remote

sites. Reduced cost and increased reliability are also reasons to

prefer Gunn oscillators over the vacuum tube oscillators. Ve have
chosen to use these devices in our receiver.

Accordingly, we use two Gunn oscillators to provide the LO
signal in each of the two operating bands. The first is a GaAs

oscillator (built by Epsilon Lambda Electronics) capable of
providing at least 20 mV at frequencies between 85 and 90 GHz; the
output from this device is multiplied in frequency by a factor of
four in a varactor multiplier built by the Hillitech Corporation. Ve
have measured the efficiency of the quadrupler to be ~

37.

over the

oscillator's frequency range, which means that (after some losses in
the LO chain have been subtracted) the mixer is driven with ~ 0.2 mV
of LO power. The second Gunn oscillator is an InP device built by

the MilliTech Corporation, which is capable of delivering ~ 60 mV of
RF power at a frequency of ~ 82 GHz. This signal is sextupled in

frequency by a multiplier which consists of a tripler followed by a
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doubler. The efficiency of this combined multiplier is quite low
(< 0.57i),

thus the higher power driver is required.

In systems such as the one described, it is desirable to match

the output impedance of the Gunn oscillator to the input impedance

presented by the multiplier, since mutual loading will affect the

optimum transfer of power between the two devices. This is
especially critical in our case, in which the available means of
tuning the response in frequency and for best output (i.e.

mechanical backshort and/or bias voltage of Gunn oscillator and
frequency multiplier) results in relatively strong impedance
variations. Therefore, in the lower frequency chain we have inserted
an isolator between the oscillator and the multiplier; this device
is a ferrite modulator,

whose insertion loss is a function of an

applied current. Ve additionally use this characteristic of the

modulator as a means of controlling the total RF power incident on
the mixer, which changes by small amounts during observations

because gravitational stresses on the receiver modify slightly the
optical path followed by the L.O. signal. Accordingly, a DC voltage

amplifier monitors the fluctuations in the mixer's bias voltage
(which reflects RF power changes), and controls a current driver

which in turn modifies the insertion loss of the ferrite modulator
to achieve RF power stability. Vhile this scheme is very successful
in improving the match between the Gunn and the multiplier, and in

improving the stability of the RF power detected by the mixer, it
does imply a net loss in available L.O. power (~ 2 dB in our case).
This precludes its usage in the higher frequency L.O. chain, in
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which there is a premium for RF power. Thus, the 492 GHz chain
suffers slightly from difficult tuning, which prevents either the
Gunn oscillator or the multiplier from operating at their optimum.

Additionally, at this frequency the mixer suffers from small power
variations; this manifests itself in poorer baselines, since the
gain of the FET I.F. amplifier is sensitive to the output impedance
of the mixer,

which itself changes slightly with the level of the

incident RF power.
As the means to achieve frequency stability, we have used a

feedback scheme which samples a portion of the output from the Gunn
oscillators, compares its frequency and phase to those of a

reference oscillator, and generates a control voltage which is
summed to the bias voltage of the oscillators.

A

general diagram of

A. 2. The
the frequency stabilization scheme is shown in Figure

of
tuning sensitivity of the Gunn oscillators is typically

~ 500

drift
MHz/V; on the other hand, their typical temperature

coefficient is

~ 1

MHz/oF. This means that the frequency controller

needs to have an operating range of

<

0.2 V (or ~ 100 MHz) to

this range the
compensate for expected temperature drifts; within
not change by a large
output power level of the Gunn oscillator does

amount.
by the frequency
The fundamental frequency reference used

The variable frequency
controller is a 315 MHz crystal oscillator.

change the L.O. frequency
reference, which constitutes the means to
of a Fluke (model
and to perform Doppler tracking, is the output

MHz. The ~ 100 MHz signal is
6160B) synthesizer, operating near 100

359

multiplied by 30 in frequency by a commercial (C.T.I.) multiplier
and used as the Local Oscillator for a harmonic mixer. An integral

multiple (of order 20) of this signal is mixed in this device with
the sampled output from the Gunn oscillator. The frequency of the

Fluke generator and the harmonic multiplication factor are

calculated to produce a downconverted signal at 315 MHz.
As noted before, the controller uses two separate feedback

loops. The frequency loop is a delay- line discriminator: the signal
is split into two paths which pass through two delay lines whose

lengths have been calculated to differ by 90 electrical degrees at
315 MHz. The two paths are then recombined in a mixer whose DC

output is proportional to the frequency error. This feedback loop

provides a relatively coarse error signal (range ~ 20 MHz) which is
used to pull the Gunn frequency into the operating range of the
the
phase loop. In the phase loop the downconverted signal from
MHz
harmonic mixer is combined (mixed) with the fundamental 315

their
oscillator signal to produce a DC voltage proportional to
phase difference. Ve present in Figure

A. 3

detailed schematics of

the hardware arrangement in the frequency controller.
of the Gunn
The overall scheme frequency- stabilizes the output

spectral purity
oscillator to a value basically determined by the

o

The phase noise
the Fluke's internal reference 5 MHz oscillator.
to be a
power level of this device is specified by the manufacturer

least 90 dB below the carrier when measured
a

1

1

Hz away from it (with

into a phase noise
Hz bandwidth); this specification translates

multiplied L.O.
bandwidth of better than a fraction of a Hz at the
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frequency. This value is more than adequate for the observations

undertaken to date, which have been performed with frequency
resolutions larger than

1

MHz (at the -3 dB level). The absolute

accuracy of the L.O. frequency is again determined by the accuracy
of the Fluke's internal 5 MHz reference;

this is if order 10"?, so

that a 500 GHz signal is determined to an uncertainty level of ~
50 kHz.

A. 4

Quasioptical Layout
This section of the receiver is required to spatially match

both the incoming signal beam from the telescope and the L.O. signal
to the Schottky diode in the mixer.

A

diagram of the optical path

is

shown in Figure A. 4. The receiver was originally designed to be

mounted at the Cassegrain focus of the Wyoming Infrared Telescope, a
2.3 meter diameter, f/27 parabolic dish. To obtain good beam

efficiency, while reducing spillover losses, an edge taper of ~ 10
two identical
dB is appropriate (Harris 1988). To achieve this goal,

focusing elements (parabolic mirrors,

f ~

4.5 in.) match the signal

waveguide.
beam to the pyramidal horn at the mouth of the mixer
at 492 GHz
Laboratory measurements of the far- field beam patterns

(see Figure A. 5a)

edge
show good agreement between the measured

the design goal of
taper projected to the subreflector position and
10 dB.

that the waist of
From the beam pattern it can be estimated

the beam has a size

a/o

^

1-66 mm. and is located at the mouth of the

approximate expressions
horn. These numbers are consistent with the
Subsequently, the receiver
given by Kraus(1950) for pyramidal horns.

^1
was installed at the Cassegrain focus of the 10 meter Caltech

Submillimeter Observatory; the very different focal ratio of this
telescope (f/7) required the addition of an ellipsoidal focusing
mirror to the optical path of the signal. The dimensions and focal
lengths of this mirror were again calculated to provide an edge
taper of 10 dB at 492 GHz; the mirror was machined using the

technique of Erickson (1979). The resulting beam patterns agree
fairly well with expectations (see Figure A. 5b); the edge taper

measured on site on the telescope secondary at 492 GHz is of order
dB.

8

However, the addition of this mirror impaired the edge taper at

lower frequencies significantly, as is evident from laboratory beam

patterns (Figure A. 5c) and the on site measurement (Tg ~ 3 dB) at
345 GHz.
A

familiar problem for systems of this type is the existence of

multiple reflections between the receiver and the telescope
subref lector (Goldsmith 1982). Part of the reflected power will

couple into the mixer and modulate its noise temperature; this will

produce baseline ripples in the resulting observations. To reduce
the ripples we have used the technique employed by Erickson (1978),

which consists of placing a quarter wave plate in the path of the
signal beam. The plate converts circular into linear polarization,
the resulting direction of polarization being dependent on the

handedness of the incident radiation (45° from the plate axis for

left-handed and 135° for right-handed). As a result, the mixer
becomes in effect sensitive to only one of either right or

left-handed circular polarization, rather than to linearly polarized
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radiation. Since the handedness of the radiation changes on each

reflection, two round trips between the receiver and the

subreflector are now necessary for standing waves to couple into the
mixer; this reduces the amplitude of the baseline ripples

considerably. The quarter wave plate was made with a wire grid in
front of a flat mirror (see Erickson 1978); their separation is

calculated to produce a phase delay of

?r/2

at 492 GHz. The

orientation of the wires is inclined by 45° to the desired
orientation of the incident linear polarization. The phase delay
introduced by the quarter wave plate is of course not
GHz;

?r/2

at 345

this results in the receiver being sensitive to slightly

elliptical polarization at this frequency.
A

diplexer is required to combine the L.O. and signal beams

into the same spatial mode. Ve use a Martin- Puplett interferometer

(Erickson 1980) to achieve this purpose. The power transmission

function of this type of diplexer is sinusoidal in frequency; if the
phase delay in this device is set to correspond to one half the I.F.

wavelength (~ 10.7 cm path difference), it will operate as an L.O.
injector, providing good suppression of L.O. noise at the signal and
image sidebands. The effective waist size of the beam passing

through the diplexer is determined by the focusing parabolic mirror,
and is relatively large (~ 7.7 mm.),

insuring low loss due to

imperfect overlap of the beams travelling along different paths;
this loss is estimated to be ~

1.57..

Similarly, diffraction losses

are small, since the size of the grids is approximately 4 times
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larger than the l/e2 beam radius within the interferometer. This is
true both at 345 and 492 GHz.
To switch the observing band from high (492 GHz) to low (345
GHz) frequencies it is only necessary to insert the appropriate L.O.

chain. The two chains are placed at different positions in the L.O.

path to optimize the matching of the beam to the mixer. A movable

mirror is also placed in the path; its purpose is to tune the
standing wave present in the L.O. path to permit maximum power
transfer.

A. 5

Mixer and Intermediate Frequencv Chain
The mixer is a waveguide mounted Schottky diode similar to the

one described in Predmore et al 1984. The diode used was a type

lfl2

dot- matrix GaAs Schottky diode fabricated in the laboratory of R.

Mattauch of the University of Virginia. This type of diode is
specified to have a junction capacitance (at zero bias voltage) of
1.8 fF. Ve have measured the series resistance of the diode to be
~ 20

ft;

thus, its cutoff frequency is near 4.5 THz.

In Figure A. 6 we present diagrams of the waveguide structure,

including details of the horn and RF choke. The whole structure was

fabricated by electrof orraing with gold plating on all surfaces. For
simplicity of construction, the horn was designed to be of the
pyramidal type; the dimensions of the aperture are approximately of
5.5 and 7.5 wavelengths (at 500 GHz). The small flare angle (~ 6°)

makes the position of the waist relatively independent of frequency
(see the discussion in the previous section). The horn merges
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directly into the waveguide, which is of reduced height

(~

1:3

ratio) to improve the match to the diode's junction resistance. The
TEio cutoff frequency of the waveguide is at ~ 300 GHz, and the TE20

mode can become excited at a frequency of ~ 600 GHz. At the other
end of the waveguide, a backshort provides a tunable reactive load
to improve the match to the diode. It is a contacting backshort made

by sawing a V groove into a rectangular rod of dimensions similar to

those of the waveguide; the two fingers created in this way have

enough spring to maintain good contact with the waveguide walls. The

backshort is soldered to a micrometer drive, and a hard stop is

positioned so that the backshort will come as close as possible to
the diode.

The contacting whisker is made from 3.5

/i

diameter Ni-Au wire;

than ~ 0.3
its point is etched chemically to a diameter smaller

provide contact with the

1

p.

/i

to

diameter diode anodes. For this

application, a very short whisker is desirable; we have used a
length of ~ 75

//,

although tests with a model indicate that a

However, a
shorter whisker would provide a better match (see below).

diameter to
shorter whisker would also require a smaller whisker
is soldered
provide enough springiness to the contact. The whisker

machined down to
to a 0.5 mm diameter Be/Cu pin whose end has been
until a tight fit to the
an 0.2 mm diameter; this pin is gold plated

mixer assembly is achieved.

indium alloy solder
The diode is soldered (with low- temperature
mm diameter
and low- residue flux) to the end of a brass pin of 0.635

diameter; since the
whose end has been machined down to a 0.165 mm
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diode is slightly larger than the pin surface, its sides have to be

ground down until its size matches that of the pin. Vhen installed,
the diode protrudes partially into the waveguide; the whisker post

also protrudes into the waveguide, leaving a gap of ~ 40

between

the diode and the whisker post to be bridged by the whisker. The

diode pin constitutes the center conductor of the coaxial RF choke.
The choke consists of three sections of varying impedances, achieved
by changing the diameter of the outer conductor, and is

electroformed into the waveguide wafer of the mixer assembly. The
diode pin is gold plated until it achieves a tight fit into a ring
of machinable ceramic material (macor)

;

this ring is press fitted

into the IF wafer of the assembly, and electrically isolates the

diode cathode from the mixer to allow biasing.

The diode pin is connected via an inductor to the IF matching
circuit, which matches the output impedance of the mixer to the
input impedance of the FET amplifier (~ 50

fl);

the inductor provides

most of the matching. This circuit also provides a path for DC

biasing of the diode.
The mixer is followed by a low- noise amplifier that consists of

three cascaded stages, each of which is a low- noise FET with the

appropriate biasing and matching networks. This amplifier is
essentially identical to that of Veinreb, Ferstenmacher
(1981).

,

and Harris

Its average gain is of ~ 27 dB over a bandwidth of ~ 200 MHz

centered at 1.45 GHz; its noise temperature has been measured in the

laboratory to be ~ 10 K when cooled to liquid nitrogen temperature
(80 K).

This amplifier is cooled in the dewar together with the
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mixer to

~ 20 K;

it is followed by a second

(uncooled) IF amplifier

purchased from Miteq. The IF signal is then bandpass- filtered and

downconverted to the filterbank (see Appendix B) center frequency
(500 MHz) by a commercial (Mini- Circuits) mixer, using as Local

Oscillator a phase- locked 950 MHz oscillator.
In order to characterize the performance of the mixer, we have

measured the noise temperature of the mixer/IF amplifier (Tsys) in
the laboratory as a function of frequency. The noise temperatures

were measured by comparison of the output power when the input was

exposed to Emerson and Cuming CV-3 absorber at room temperature and
liquid nitrogen temperature (77 K)

.

In order to know the intrinsic

noise temperature of the mixer itself, it is necessary to also

measure its conversion loss.

A

lower limit to the conversion loss

can be estimated numerically once the embedding impedance of the

diode mounting structure is known (see below); this estimate yields
a value of L ~ 10-13 dB at 500 GHz for either sideband.

Since the

measured single sideband system temperatures are of the order
K,

~ 4000

the IF amplifier only contributes a very small percentage of its

value (of order L-Tjp ~ 200 K). Thus, we have not attempted to

measure the mixer conversion loss, and we quote the system noise

temperature as the mixer noise temperature. In Table A.l we present
the measured double sideband system noise temperature for a number
of representative frequencies.

In order to analyze fully and to optimize the performance of

the mixer, we have built a scale model (dimensions multiplied by 40)
of the waveguide mounting structure and the RF choke.

In this model
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we have replaced the center conductor of the choke (the diode pin)

center
by a 50 n coaxial line with the same outer diameter; thus the

conductor of the coaxial line represents the diode's anode. Using a

network analyzer it is possible (Eisenhart and Khan 1971) to use the
coaxial line as a probe to measure the impedance that the structure

presents to the diode (the "embedding impedance"). Since the
of the
embedding impedance is a major determinant of the performance

the effect of
mixer, we have used this technique in order to analyze

oriented towards
structural changes on it. Thus, our approach is not
towards
reproducing the measured mixer performance, but rather
changes. In
obtaining clues of what are beneficial or detrimental
the tests performed
the next subsections, we outline the results of

will induce improved
and then indicate what are the changes that

mixer performance.
A. 5.1 RF

Choke

function of
This part of the mixer performs the important
through the IF signal.
rejecting the LO and RF signals while letting
radial line type (Saad
This particular choke structure is of the
1971),

frequency is achieved
in which a short circuit at the desired

the center of the wide
at the filter input if the distance to

section is ~

V4;

can be
the optimal width of this section

In our case, the
determined with the design chart of Saad (1971).

circuit at an intermediate
filter was designed to be a good short
400 GHz). Ve show in
frequency between the two operating bands (~

filter (as seen from the diode
Figure A. 7 the input impedance to the
side)

as measured on our scale model.
as a function of frequency,
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Vhile the impedance at the IF frequency is very good (the output of
the model is terminated with a 50

fl

load for this measurement), near

345 GHz and at frequencies above ~ 480 GHz the input impedance is
not purely reactive, as expected from the design, and as is required

for good operation in the mixer. Rather, the choke exhibits some
lossy component at these frequencies which is especially prominent

near 500 GHz. Ve believe this to be due to excitation of non-TEM
modes both in the wide section (where the

TEu

mode is expected to

cut in at ~ 305 GHz) and the narrow section (TEu cuts in at ~ 505

GHz); this is confirmed by the fact that the insertion loss at these

frequencies is quite sensitive to the radial

syirimetry

of the choke

sections (alteration of the symmetry tends to excite higher modes

which do not have radially symmetric field configurations). Vhile at
305 GHz the effect is not very marked, at the higher frequency it

acquires more importance, especially because the machining

tolerances specified for the mixer allow for the possibility of the
cut- on frequency to move down to 492 GHz. This would impair the

performance of the mixer, because one can expect a fraction of the
the
LO and RF signals to be absorbed by the filter, and decrease

the
amount of power available to the diode for downconversion. Since
and
narrow section of the choke is an integral part of the IF wafer,
the
since the diode pin diameter is constrained by the size of
the risk
diode, it is necessary to rebuild the IF wafer to eliminate
of overmoding in the choke.
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A. 5. 2

Mixer
A rough circuit equivalent of the waveguide structure is shown

in Figure A. 8; this model assumes that at the LO and RF frequencies

the diode is electrically connected to the waveguide wall (i.e. the
RF choke is a perfect short). One can estimate the whisker

inductance by means of the following formula (Maas 1986):

Lw - 2.10-9 L ln(§)
where L is the length of the whisker (in cm), r is its radius, and a
is the waveguide width. The inductance is actually larger than this

value, because the whisker is curved to absorb the strain of the

contact, and we calculate it to be L„ ~ 0.2 nH. Ve estimate the post

capacitance between the whisker post and the surface of the diode to
be Cp ~

1

fF; the model does not reproduce this capacitance,

since

the surface of the diode is replaced by the dielectric (teflon) of
has
the coaxial probe. Thus, a correction to the measured impedances
hand, in
to be made to account for this capacitance. On the other

whisker
the model there exists a fringing capacitance between the
in the
post and the walls of the coaxial line, which is not present

real device; we expect these two effects to cancel out partially.
the
Other differences between the model and the mixer (mainly

surface) are
fringing capacitance between the whisker and the diode
Kerr, and Hwang
expected to be small (see the discussion in Siegel,

stainless steel in an
1984). The waveguide walls were machined from
the loss per unit
attempt to compensate the model for the fact that
In the model,
wavelength does not scale linearly with wavelength.

the horn side
the waveguide is terminated in an absorbing load on
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and in a K-band backshort (via an impedance transformer) on the

opposite side. The backshort does not come quite as close to the
diode in the model as in the mixer, which increases slightly the
losses in the model, since more waveguide is exposed. From the

dimensions, we calculate the waveguide impedance to be Zg
500 GHz and Zg ~ 433

~ 285

11

at

at 345 GHz. The backshort provides a reactive

load whose magnitude changes with position. As the backshort is
moved, the measured embedding impedance will thus trace a circle on
a Smith chart;

since the backshort is the only tuning element in the

mixer, we shall present our measurements as a function of backshort

displacement, for the two frequencies of most interest (345 and 500
GHz).

The theoretical description of a Schottky- diode mixer structure

developed by Held and Kerr (1978) can be used to analyze the results
of the measurements that we present here. The theory can be

implemented numerically and is used to calculate the mixer

performance (i.e. its noise temperature and conversion loss) once
frequency
the embedding impedance of the structure is known at the
limited our
of operation and its integer harmonics. Ve have
of the
measurements only to the first harmonic, partly because

analyzer is
waveguide size chosen, and partly because our network
presents a
limited to ~ 15 GHz. Thus, we assume that the structure
This approach,
short circuit to the diode at all higher harmonics.

effect of
while not exact, is useful to predict the qualitative
mixer. Preliminary
structural changes on the performance of the
that the best match to
calculations using this methodology indicate

371

the diode is obtained when the embedding impedance is Ze ~ 60
ft.

+

60

j

In Figure A. 9 we present a measurement of the actual impedance at

several frequencies. It is apparent from this Figure that the value
of the embedding impedance at 500 GHz is quite far from the optimum

calculated; on the other hand, at 345 GHz the impedance is in the

vicinity of this value. Calculations show that the measured
impedances are consistent with the very different noise temperatures

measured in the two operating bands (see Table A.l). Note in Figure
A. 9

that the backshort circle at 345 GHz is not tangent to the outer

edge of the Snith chart; this effect is not due to the presence of a

lossy element in the mounting structure, but rather to poor

performance of the backshort at this particular frequency.
From Figure

A. 9 we

can measure the whisker impedance as the

reactance obtained when the backshort circle is tangent to the edge
of the Smith chart; we find the measured values to be about

307.

of

the value estimated above. The guide impedance can also be estimated

from the crossing point between the backshort circle and the

reactance circle corresponding to the whisker impedance. It is also
found to be lower than calculated by about

107.;

we believe this to

be due to the presence of the whisker and diode posts which modify

the effective guide impedance seen by the diode. Eisenhart and Khan
mount
(1971) have studied the impedance seen by the gap in a post-

structure such as the one present in this case; their results show
that the effective driving- point impedance for the dominant TEio

mode is decreased by a factor of the order (sin 0)jO, where
9 =

Tw/2a, w is the post diameter and a is the waveguide width.
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While this number is close to

1

in our case, the dimensions are such

that we are out of the range of validity of these authors' work (w/a
<

0.25); thus we do not expect close agreement.
In order to gauge the importance of different whisker

configurations, we have systematically modified the shape,
orientation, and length of the whisker. The orientation of the

whisker has a small but definite effect (see Figure

A. 10a);

the

change is felt in the sensitivity of the embedding impedance to

backshort position (i.e. the size of the circle). In an experimental
mixer, more sensitivity is desirable, since a wider range of

impedances will be swept by the backshort; our measurements suggest
that this will be achieved when the whisker is aligned with the

waveguide, with the bend pointed towards the horn. The opposite
result is achieved when the bend is pointed towards the backshort.
The shape of the whisker also has a strong effect on the embedding

impedance, but the effect is quite contrary to expectations; indeed,
as the whisker becomes less bent, one expects its inductance to

decrease, and the backshort circle to move anti- clockwise on the
Smith chart. However, as Figure

A. 10b

indicates, the opposite

behavior is observed. Ve suspect that this is due to the intrusion
of the whisker and diode posts in the waveguide, and is related to

the fact that the effective inductance measured is so much lower

than calculated. As the bend of the whisker is decreased, the

whisker post also becomes less intrusive, and the inductance
measured tends to return to its intrinsic value. The effect of the
diode post is not simply a capacitive one, and its reactance will
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change sign at some gap width. Ve have tried to decouple the effect
of the post from that of the whisker by keeping the whisker shape

constant and changing the amount that the coaxial line protrudes
into the waveguide (see Figure A. 10c). This test shows a large

change both in the whisker inductance seen as well as in the

effective guide impedance (visible in the change in circle size).
The large sensitivity exhibited by the impedance of the structure to
the vertical position of the gap cannot be understood simply, since

the TEio mode should couple equally well to all positions, and must
is
be attributed to the presence of unwanted modes. This effect

quite possibly linked to the overmoding problems noted for the RF
choke; this intuition is confirmed by the fact that the largest

alterations occur when the gap is closest to the first section of
the choke.
to the
The most beneficial change of the whisker configuration

In Figure
mixer performance is decreasing the length of the whisker.

whisker tested
A.lOd we show the results such a test. The shortest
should be noted that
was a factor of 3 smaller than the original (it
and we find a
the shortest whiskers have barely any bend at all),

apparent from Figure
steady trend in the embedding impedance. It is

A.lOd that a whisker length of ~ 50

would provide good results at

response at 345 GUz. It
500 GHz, while still preserving acceptable
be installed; to
remains to be seen whether such a whisker can

need to be made from
preserve the necessary flexibility it will
~ 2

/i

diameter wire.

.
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To confirm the overmoding problems presented by the RF choke,
we have tried different symmetry configurations of its center

conductor; we find that the embedding impedance at 500 GHz can

change considerably when the diode post is not well centered in the
choke. This confirms the existence of non-TEM modes which depend on

asymmetric boundary conditions. Our measurements give some clues as
to what the optimum configuration for the diode pin might be. It is

apparent that the best position for the pin is when it is bent

towards the backshort drive. Unfortunately, the dimensions involved
parameter;
in the real device do not allow much control over this

in

what position the pin ends is mostly a question of chance. Indeed,
this test may explain a very good previous noise temperature

obtained with this same mixer (Erickson 1987, private
communication)
RF choke
In summary, the tests show that overmoding in the
a
probably exists and may be causing poor mixer performance;

that many
redesign of this choke is necessary. The tests also show
on the
elements in the waveguide structure have large effects

Some of these
impedance that the structure presents to the diode.

understood
elements (such as the whisker length) have easily
and shape, diode
effects, and others (such as whisker orientation

simple to analyze but
post and whisker post intrusion) are not as

performance. In general,
may result in noticeable changes in mixer

whisker gap is well
improved performance can be obtained when the
its bend oriented towards
centered in the waveguide, the whisker has

However, the
the horn, and its curve is as sharp as possible.
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results of these tests may not in general be applicable to other,
similar structures, and point to the importance of careful,

individualized mixer design at submillimeter wavelengths. Finally,
we note that the present mixer has the potential of 30-507i

improvement in noise temperature by decreasing the whisker length by
the
a factor of 2. However, unless the RF choke is modified,

overmoding problems will persist, and good results will be obtained
may
only when an adequate symmetry configuration is achieved, which

imply a laborious trial- and- error contacting procedure.

A. 6

Crvogenic Svstem
the
In order to optimize the intrinsic noise performance of

physical
mixer and I.F. amplifiers, it is desirable to lower their

amplifier in
temperature. Accordingly, we have placed the mixer and
copper ribbon to the
a vacuum dewar, and heat sunk them through a
Initially, the
cold head of a closed cycle helium refrigerator.

Cryodynamics,
refrigerator used was a Model M15-S manufactured by
Inc., which provides

1

V of cooling power at 77 K. This is

assembly to ~ 70 K in
sufficient to cool the mixer/I. F. amplifier
convenient for field use,
about 7 hours. This refrigerator is very
(not needing an external
because it is small, totally self-contained

DC source. However, it
Helium compressor), and powered by a standard

observing time was lost
suffers from reliability problems, and much

necessitated transport
due to its outright failure on site, which
back to the manufacturer for repair.
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For this reason, before installation of the receiver on the

Caltech Submillimeter Observatory, the dewar was modified to accept
a Model 21 refrigerator built by CTI- Cryogenics

.

Vhile this is a

less practical device in the field (needing a 100- pound He

compressor, cryogenic hoses, etc.), it suffers from few (if any)

reliability problems, and provides much greater cooling capacity
1.5 V at 20 K)

;

(~

as a consequence the mixer/I. F. amplifier assembly

can be cooled to ~ 20 K in about

3

hours, with a slight improvement

in the system noise temperature of ~ 107i.
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Table A.l
Noise Temperatures of Mixer and I.F. Amplifier

Frequency (GHz)

Tg^jDSB)

330
335
345
355

985
800
780
675

492

1510

(K)
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Figure A. 2 - Diagram of the frequency stabilization and
selection scheme.
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Figure A. 4 - Diagram of the quasi- optical layout in the
receiver, and of the signal beam path through it.
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Figure A. 5 - Laboratory measurements of E- and H- plane cuts
through the receiver beam patterns at various stages of its life,
GHz]; (b)
(a) configuration for installation at VIRO (492
(c) similar to (b)
GHz);
CSO
at
installation
(492
for
configuration
load
but at 345 GHz. These measurements were taken by mapping a cold
of the load (roughly half
size
The
patterns.
beam
the
through
K)
(80
patterns.
the FVHM in each case) has not been deconvolved from the
the first
The horizontal scale is the aperture angle measured from
the beam
of
location
the
from
not
path,
optical
quasimirror in the
(continued on pages 389 and 390)
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Diagram of the
Figure A. 6 - Details of mixer geometry, (a)
of the horn
waveguide structure of the mixer, including details
RF choke
the
of
diagram
Detailed
(b)
Dimensions are in inches,
the mixer. Dimensions are in inches.
(continued on page 393)
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impedance to the RF
Fieure A. 7 - Smith chart plot of the input
terminated in a
was
output
The
model.
choke, as measured on a scale
frequencies (in GHz) are
marked
The
measurement.
this
for
50 n load
real device.
at the equivalent frequency of the
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Figure A. 8 - Simple equivalent circuit of the mounting
as a
structure of the diode in the mixer. The whisker is modeled
as a shunt
pure inductance. The diode and whisker post are modeled
whisker post
reactance across the waveguide. The flat surface of the
additional
and the anodes on the diode surface also act as an
in this
capacitance. The diode is placed across the open terminals
diagram and sees the combined impedance of all the structural
elements (i.e. the embedding impedance).

Mounting Structure
Equivalent Circuit

Backshort

Waveguide
Reactance

Impedance
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Figure A. 9 - Scale model measurements of the embedding
impedance of the structure at several interesting frequencies. The
circles are traced as the backshort is moved along the waveguide. A
lossy element is deduced from the trace at 345 GHz from the fact
This
that the circle is not tangent to the Smith chart's outer edge.
this
short
at
perfect
a
not
is
which
used,
backshort
the
is due to
frequency.
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Figure A. 10 - These plots show the typical effects of various
changes in the configuration of the mounting structure of the diode
the
at 345 GHz (large circles) and 495 Ghz (small circles), (a)
effect of changing the whisker orientation: 1. the whisker has its
bend oriented towards the horn; 2. the whisker bend is oriented
towards the backshort. (b) the effect of changing the shape of the
whisker: 1. the whisker bend is very sharp (the ratio of total
length to the whisker tip to post surface length is r ~ 0.5);
the position of
2. r ~ 0.75; 3. r ~ 0.9. (c) the effect of changing
centered;
2. the
is
gap
the
1.
waveguide:
the
in
gap
the whisker
surface
whisker post is flush with the waveguide wall; 3. the diode
of changing the
is flush with the waveguide wall, (d) the effect
~ 58 /i; 3. L ~ 51 //;
total length of the whisker: 1. L ~ 89 n; 2. L
4.

L ~ 30

fi.
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APPENDIX B

FILTERBANK

B.l Tntroduction
and construction of the
In this Appendix we describe the design
the backend of the
filterbank spectrometer that was used as

submillimeter receiver described in Appendix

I.

The major motivation

was the desire to produce a low
for the design of this filterbank

spectral study of molecular line
cost backend suitable for the
on
An additional requirement imposed
emission from molecular clouds.

instrument rugged enough to survive
the design was to make the

shipping to a remote site.
At a wavelength of 610

filter of bandwidth
of

1

B

/i,

afforded by a
the velocity resolution

filter bandwidth
MHz is ~ 0.6 B km/s. Thus, a

many molecular sources,
MHz would be sufficient to study

for the
the technique used here
including some dark clouds. However,
in
the bandwidth achievable
construction of the filters limits
~ 1.5 MHz. Moreover, the
practice to values greater than
sources (galaxies) with very
observational program included some

wide intrinsic line profiles

(> 50

instrumental
km/s); since the

filter width
filterbank, the individual
goal was for a 64 channel
width of the
compromise, the frequency
could not be too small. As a
affords a velocity
to be 2 MHz, which
inc
,dividual filters was chosen
filterbank width of
channel, and a total
reso]lution of 1.2 km/s per
the number of astronomical
~ 77 km/s. This fact naturally limited
width fell in
to those whose line
sources available for observations
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between these two numbers. Subsequently, a second 64 channel

filterbank with an individual filter bandwidth of

5

MHz was built

Appendix, we
and used in parallel with the 2 MHz filterbank. In this
since the design
shall only describe in detail the 2 MHz filterbank,

second
philosophy, and most of the implementation details of the

filterbank were identical to those of the first one.
is associated
One of the major costs of standard filterbanks

sources and power
with the large number of local oscillator

needed because the
splitters that they utilize. These elements are
devices, and operate well
filters are made from discrete solid-state
only a few channels can be
only at relatively low frequencies. Since
space, the number of
designed to be near each other in frequency
all the channels into the
frequency conversions necessary to crowd

with the number of channels
same frequency space grows very quickly

wishes to simplify this initial
required. As a consequence, if one
to increase the operating
signal processing, it becomes necessary

frequency of all channels in the system.
structure at microwave frequencies
The simplest possible filter
is a cavity resonator.

design on a
Ve have chosen to base our

transmission line which has
resonator which consists of a coaxial
resonant frequency of this structure
been cut off at both ends. The
is

section [U
determined by the length of the

resonance (Af

= fo/Q;

Af

^ 2L)

filter)
is the width of the

The
.

is

Q

of the

basically

of the
of the equivalent circuit
determined by the shunt impedance
The
in the transmission line.
transmission line, i.e. by the losses
geometry
then determined by the
shape of this filter's response is
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of the coaxial line, and the electrical properties of the material

out of which it is made. Ve have chosen to use the largest

convenient diameter of standard 50

n

coaxial copper transmission

line (O.D. of outer conductor is 8.255 mm, and the I.D. of the outer

conductor is 6.75 mm) with stranded inner conductor and polyethylene
dielectric. The losses in the transmission line limit its

Q

to about

~ 300 in the frequency range we have adopted. Ve have chosen to

operate the filters at a frequency of

~ 500 MHz,

as a compromise

lengths
between keeping the losses reasonably low, and the physical

typical insertion loss of a
of the resonators manageably short. The

filter is
~ 8.5

~ 8 dB,

and the typical length of one half- wave resonator

inches.
and with
The ideal filter frequency response is flat- topped

this response, and to
sharply descending skirts. In order to achieve

characteristic, we have
be able to control the width of the filter
coupled, identical coaxial
built each filter out of two capacitively
above;
line resonators such as the one described

in Figure B.l we

The combined resonator
present a schematic of this arrangement.

different frequencies.
allows two coupled resonant modes at slightly
of determining the width of
The coupling capacitor becomes the means

flatness of the response is
the overall response of the filter. The

frequencies of each
determined by the separation of the resonant

undercoupling of the two
section and their intrinsic widths. Thus,
while excessive coupling
sections leads to a center- dipped profile,

leads to a rounded profile.
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An additional means of controlling the center frequency of the

overall response of the filter is provided by the source and load
impedances. In our scheme, the input power travels on a 50

fl

microstrip and is fed to the filter via a capacitor; power travels
out of the filter on a similar microstrip. Thus one can pull

slightly the center frequency of the filter by varying the value of

these two coupling capacitances. In practice, however, every change
in the circuit affects both the filter shape,

its center frequency,

and its insertion loss. A certain amount of trial and error is thus

necessary to achieve the desired characteristics.
The filter response shows a fairly good skirt roll- off

(>

6

dB/MHz). This means that one can drive several filters in parallel

without significant mutual loading, as long as the center

frequencies of the filters are separated by more than

~ 4 MHz.

Thus,

to fully sample the frequency spectrum it is necessary to have at

least two banks of filters, arranged in such a way that the

frequency centers in one bank are located at values intermediate
between the center frequencies of the other bank. In practice, with
filters separated by 4 MHz, there is some mutual loading between
filter
adjacent filters. As a consequence, when one is tuning one
filters; thus,
there will be some change in the response of nearby

iterative one,
the tuning process of a given bank of filters is an
to be made to
in which several passes over the whole bank have

usual number of
achieve adequate filter shapes for all channels. The
three. Overall,
passes in this process is not large, averaging about
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the tuning process is a fairly labor-intensive procedure, and

requires some practice to achieve optimum performance.
The number of filters that one can drive in parallel (i.e.

f rom

the same microstrip) is basically determined by two considerations:
the amount of dispersion in the insertion loss of the filters

1)

that the video detectors placed at their output will tolerate (since
preserve
they should all operate at roughly the same power level to

similar linearity characteristics); and

the fact that the cavity

2)

of
resonators are also responsive to frequencies at all harmonics

bandwidth available. The
the resonant frequency limit the practical
and our initial
first consideration dominates over the second one,

separated by
experiments indicated that with a bank of 16 filters

dispersion of
MHz we could achieve a total output power

4

± 2 dB.

consists of four
Thus, our design for the 64- channel filterbank
the two first and the two
banks of 16 channels each; the filters in

space (bank
last banks are interleaved in frequency
1,

3,

# 33,

...,31; bank 2 has filters # 2, 4,
35,

63;

.

and bank 4 has filters

.

.

ff

,

32;

34,

1

has filters #

bank 3 has filters
36,..., 64).

describe in more detail the
In the next sections we shall

different parts of its
general layout of the spectrometer, the
evaluate the completed apparatus.
construction, and finally we will

B.2 Overall Lavout
schematic of the different
In Figure B.2 we present a
consists basically of an input
components of the spectrometer. It
signal to the 4 banks of
processing section, which carries the
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which converts
filters; the filters are followed by a detector stage
this signal is
the RF power into a processable voltage signal;
this stage the
amplified and fed into an electronics section. In

which the
electronics convert the voltage signal into a frequency,
data- acquisition computer can read.

mainly of a wide (200
The input processing section consists
500 MHz, a power amplifier (~ 38
MHz) bandpass filter centered at
RF power to drive the 4 banks of
dB) that provides the necessary

splitter to actually feed each bank.
filters, and a four- way power
most
elements in this section that provides
It is the low number of

achieved in this filterbank.
of the cost reduction

Only one external

downconvert the IF signal (~ 1.4 GHz)
local oscillator is needed to
GHz).
of this spectrometer (~ 0.5
to the operating frequency

switch (the "blanking" switch)
The input section includes a
a 50
that toggles the IF signal to

fl

load, and so provides a

computer.
to the data- acquisition
zero- signal readout capability

directional
xs followed by a
Additionally, the power amplifier

portion of the signal
coupler which taps off a small

(-

20 dB) to a

The
power level in the RF section.
detector to monitor the total
chassis.
panel of the spectrometer
monitor IS located on the front

B.3 RF Section

of 16

sections consists
each bank of the 4
As .as .entioned before,
.rcrostrrp. The
a srngle 50 «
dri.en in parallel fro.

fUters

splitter
directly fro. the four^.ay
signal is fed to the .icrostrip
etched on 60
The .icrostrip .as
,ia se.i- rigid coaxial cable.
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terminated by a 50
mil- thick microwave duroid substrate, and is

ft

via a capacitor
resistor. The filters are coupled to the microstrip
the size needed to
made from the same duroid, and roughly cut to

filter (initially
achieve the capacitance required for each
circuit). During the
determined by numerical modeling of the whole
is adjusted by shaving its
tuning process the value of the capacitor

soldered to the microstrip and to
edges in- situ. The capacitors are

resonators using low- temperature
the inner conductors of the coaxial
of the copper microstrip and
solder, both to prevent stripping

expansion of the resonator dielectric.
line are held down to an
The sections of coaxial transmission

clamps. The central clamp
aluminum plate with three individual

pairs which constitutes the
covers the gap between resonator

enough to
gap changes the coupling
coupling capacitor. Varying this

allow tuning of the filter width.
detectors via a capacitor
The filters are coupled to the
etched on 30
and a 50 n microstrip
similar to the one at the input,
to
used is thinner at the output
mil duroid substrate. The substrate

allow narrower 50

n

more close- packed
lines, which permits a

The uneven filter lengths
configuration of the detector section.
section with a
microstrips on a duroid
forced us to etch the output

stepped profile.
using the
sections were calculated
The lengths of the resonator

program distributed by
Touchstone microwave network simulation
Since the
modeled independently.
Eesof. Each 16 filter section was
they were
were not well known,
losses in the coaxial resonators
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initially estimated by comparing the performance of a single filter
with its Touchstone representation; the line parameters were varied
until satisfactory agreement was achieved. Subsequently the full
bank was modeled and the filter sections cut; in a few cases the

estimated length was not adequate and the sections had to be recut.
Ve attribute this to the fact that we used coaxial lines from

different sources, and their dielectric constant characteristics
were slightly different. This illustrates the sensitivity of the

design to the electrical characteristics of the coaxial lines.
In Figure B.3 we present a typical example of the response

characteristic of the filters as modeled by Touchstone and as
realized in practice.

B.4 Detector Stage

This section of the design is critical to the success of the
spectrometer, because it must contribute as little noise as possible
stable
to the input, and its gain characteristics must be extremely

over time. The diode itself has to be chosen carefully to provide

good responsivity, large dynamic range, stable temperature
prevent
characteristics, and a reasonably high video impedance (to

following
loading onto the filter and a good match to the amplifier
it);

given batch
one also requires that most of the diodes from a

consideration
have roughly the same properties. Cost is an important
if one

dominate the total
does not want the price of the detector to

ensure that the
per channel cost of the spectrometer, and one must

number of "bad" diodes in a given batch is low.
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Ve evaluated a number of diodes from different manufacturers,

Custom
and opted for a germanium back diode manufactured by
10175LFBD)

Components (Part

#

diodes to be ~

mY//iV,

1

.

Ve tested the responsivity of these

and operate them at ~ 10 mV, in which region

range of at least ± 10
they present good linearity over a dynamic
radio- astronomical spectral line
dB, which is sufficient for most
a temperature drift
studies. At this operating point we measured

characteristic of

~ 0.147. /

oC.

the need to
The assembly of the detector stage reflects

drifts of the diodes.
equalize as much as possible the temperature
pairs as close as possible to each
The diode anodes were soldered by

ribbons which were then heat
other, and to other pairs, on copper

aluminum plate. The cathodes were then
sunk with brass screws to the
means of thin silver wire and a
contacted to the RF microstrips by
coupling. A 50
chip capacitor to prevent DC

fl

matching resistor on

the
inductor on the DC side complete
the RF side and a low- pass

which can be seen in Figure B.4.
detector circuit, a diagram of
stable
is also critical to the
The amplifier stage (Figure B.4)

high-quality operational
operation of the filterbank. Since
stage
we decided to use a single
amplifiers are fairly expensive,
be very
gain of the stage has to
amplifier; this implies that the
detector side to the level
high to step from a few mV on the

required by the V/F converters (~

1

V).

high,
If the gain is very

it

input
of the feedback and
will be very sensitive to the value
throughout.
film (17.) resistors
impedances; thus, we used only metal

resistors also becomes
The noise contributed by the feedback
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important, so we used precision, low- temperature
coefficient
resistors. These considerations of course increase
the total per
channel cost of the spectrometer. The active
elements used were the
OP- 07

(PMI)

low- noise,

low drift operational amplifiers in a

standard inverting configuration. All 16 amplifiers were
built into
a single PC board;

the 16 op- amps were solidly heat- sunk to a common

aluminum bar, again with the purpose of equalizing their temperature
drifts. A variable offset was added to this stage to allow the
zero- signal voltage level to be set.

B.5 Electronics

This section consists of two parts: the first is a voltage to

frequency conversion scheme; the second is the logic which enables
the data- acquisition computer to count the frequency signal from
each channel through a multiplexer. Figure B.5 shows the V/F path
for each channel:

it consists of a short time constant

integrator,

followed by a XR/RV-4151 (Raytheon) voltage to frequency conversion
chip. The frequency signal is then accumulated (counted) by a 16- bit

digital counter; the counters are read approximately every 0.5
seconds by the computer. This then constitutes the basic time

constant of the integration scheme. The logic board handles the

multiplexing of the channels;

it also

includes two counters

identical to the channel counters, but which are driven by a 333 kHz

oscillator. These counters are also read every 0.5 seconds to

provide an accurate measure of the integration time, and as a

diagnostic of readout problems.
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B.6 Evaluation

Vhen evaluating the spectrometer we are mainly interested in
the following characteristics: stability of the output, available

dynamic range, linearity, and sensitivity to extraneous noise
interference. Ve shall address these questions in turn.
B.6.1 Stability
This is the most crucial parameter for a radio astronomical

system such as ours, in which a weak signal will be extracted from a
large fluctuating background by integrating for a relatively

extended period of time on the source, and then subtracting the
background. It is important that the background fluctuations, rather
than instrumental effects, dominate the noise measured by the whole
system. The most practical method to evaluate the stability of a

function of
system such as ours is to plot its "Allan variance" as a
1986
integration time. This method (see Rau, Schieder and Vowinkel

maximum
for a full description) allows the determination of the
on a noise
period of time within which it is useful to integrate

noise sources or
source, before the result is dominated by internal
the spectral
time drifts. The slope of the Allan variance indicates
of -1 indicates
index of the noise being integrated; thus, a slope

presence of
white (gaussian) noise, a flat curve indicates the
In Figure
flicker noise, and a slope of +1 corresponds to drifts.

channel in the
B.6 we show a typical Allan variance plot of a single
2 MHz

as the input
spectrometer (we have used a stable noise source

maximum integration
signal). It is clear from this Figure that the
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time that should be used with this spectrometer is of
This time span is better than that of a 256 x

1

-v

100 seconds.

MHz acousto- optical

spectrometer built at the University of Cologne (Rau, Schieder, and
Vowinkel 1986). The shape of the plot in Figure B.6 suggests that
the filterbank is limited by thermal drifts and not by 1/f noise;
thus, more emphasis on thermal control should lead to an increase in

the useful integration time.
The long term total power stability of the spectrometer is

mostly determined by its thermal stability. Early on in its design
it was decided not to use active thermal control,

because of the

increase in cost and complexity, and also because of the risk of

provoking small temperature oscillations. In an effort to realize
some degree of passive control, we have thermally insulated the

chassis from ambient temperature as much as possible, and we have

placed thermal barriers inside the chassis to prevent the creation
of convective flows. There are enough heat sources inside the

chassis that once it is closed it comes into temperature equilibrium
in approximately one hour's time. Any remaining thermal cycles have

long time periods and are not important in our applications.

B.6. 2 Dynamic Range and Linearity
It is important to determine within what dynamic range the

system remains linear, and what is the change in the linearity

coefficient from channel to channel. The latter becomes important if
the calibration constant (which converts measured voltages to power)
is averaged over the whole filterbank;

the usual procedure is rather
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to determine a calibration constant for each channel. Ve tested for

this behavior by placing precision attenuators in front of a stable

noise source. Ve find that, at its optimum operating power level,
the linearity coefficient varies from channel to channel by less

than

±

57.

from unity over a dynamic range of at least 10 dB. This is

again acceptable for astronomical spectral line work. The overall

dynamic range is basically determined by the range in which the
detectors remain linear; since this is quite large (at least

±

10 dB

around the operating level), the real limiting factors are the

saturation levels of the various amplifiers in the IF line and
within the filterbank itself.

B.6.3 Sensitivity to Interference
In this point the spectrometer suffers from some limitations.

The frequency range in which the filters operate is a very active

band for commercial and private communications, in particular TV

stations and CB radio. It is almost quite difficult to adequately
shield a structure such as ours, in which every filter acts as a
small antenna, from radio interference. One advantage in this

respect is that radio astronomical observatories are usually located
in remote sites where the amount of activity in the 500 MHz band is

minimal.
Ve also note that the design is quite rugged, and survived

several trips to remote sites, via commercial carriers, without
damage. The characteristics of the filters themselves were not

changed significantly either by rough handling or aging. Since these
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are determined by the geometry of the resonant
structures, the main

concern is cracking of the solder joints of the
coupling capacitors.

Regular visual inspection of this area should ensure
reliable
operation. All the other components in the spectrometer
suffer from
few reliability problems.

Finally, we point out that although no major problems were

encountered during the construction of this spectrometer, similar
designs with larger individual filter bandwidths will suffer from
more low- level noise problems. These will translate into decreased

stability and a lower maximum integration time. Our experience with
a 5 MHz filterbank indicates that more attention needs to be paid to

decrease the influence of low- level noise sources, such as ground
loops, low- quality passive components, microphonic effects in RF

amplifiers, solder joints, etc, and to pickup and interference
effects.
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the physical realization
Figure B.l - A schematic diagram of
equivalent circuit of a single
element)
(lumped
sfmplified
and a
values for the various
filter in the filterbank, with typical
circuit elements.
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Figure B.2
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detector assembly for
Figure B.4 - A circuit diagram of the
in
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Figure B.5.
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APPENDIX C
DATA AT VIRO
CALIBRATION OF 345 GHZ SPECTRAL LINE

VIRO
in which data was taken at
This appendix describes the way
the best procedure for calibration.
during the 1987/88 season, and
season, the first in Nov/Dec
There were three runs during the
I shall
1988 and the third in Feb 1988.
1987, the second in Jan
The
Run 1, 2 and 3 respectively.
refer to these three runs as

runs,
different for each of the three
calibration see.s to have been
time the data
in mind at what point in
is important to bear
so it

differences exist; we
at this point why the
was taken. It is unclear
in the
are due to small changes
can only guess that they
the
caused by misalignment of
illumination of the telescope,

receiver optics.
co«pletel,, or
the receiver had to be
At the start of each run,

point that alignment
asse.bled. It is at this
at least partrall,,
be installed on
Theu the receiver vould
proble.s .a, have occurred.
secondary. This
the bea. aligned on the
the telescope rtself, and
of absorbing
.ode by scanning a piece
.as done in total pover
secondary, and
nrtroge. in front of the
.aterial dipped rn U,.id
.e shall refer
deflectro. .rrror (.hich
adjusting the «ain receiver

to as the

.am

centering of the bea..
.rrror) to achieve

C.l Pointing

folloving .ay: a de.ar
usually done in the
Pointing at VIRO »as
botto. plate of the
.as attached to the
.ount .ith an eyepiece
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receiver. Then the submm beam was pointed on a bright object,

usually Jupiter, and the offsets from nominal pointing entered into
the computer (ICOL procedure). Next the main mirror was removed and
the eyepiece crosshairs centered on the object. In theory this would

align the submm beam with the eyepiece crosshairs. Subsequently,
when changing observing sources, one would align the crosshairs

optically on a nearby bright star, and offset the telescope from
procedure is
there to the source. The assumption that goes into this
to the
that the eyepiece pointing would not change with respect

the mounting
submm pointing (this only depends on the rigidity of

crosshairs were
scheme). In practice, we found that the eyepiece
glitches) offset from
never (except for occasional large pointing
This would then be the
the bright star by more than 15 arcseconds.

bright star. On
pointing accuracy estimated when not pointing on a
in detail, one would
the other hand, when following the procedure
of the tracking
expect to be limited by the pointing accuracy

arcseconds.
itself, which is claimed to be good to a few

C.2 Ream Size and Beam S hape Measurements

during each run at 345
The beam size was measured several times
and measuring the brightness
GHz, usually by offsetting from Jupiter

either by taking scans
relative to that at the center. This was done

temperature; or by using
through the filterbank and reading the mean
secondary, and using the
the continuum channel with the chopping
chart recorder. After accounting
output of a lock- in amplifier on a

finite size of Jupiter, the
for broadening of the beam due to the
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results of the different measurements agree quite well with each
other, and show a diffraction- limited main beam with FVHM of 87

arcseconds, which corresponds to 1.12 A/D.
The shape of the main beam, as shown from these measurements,

seems to be acceptably Gaussian down to about 6 dB, with a small

asymmetry, such that the North- South width of the beam is slightly

larger (approximately measuring 95 arcseconds FVHM) than the
East- Vest width.

C.3 Skv Opacity
Sky dips were obtained many times during Runs

1

and 3, with

chopper- wheel temperatures being usually recorded for 1, 2 and 3 air

masses. Since the ambient temperature is much smaller than the

system temperature, one can then find the zenith opacity with the

formula

The 345 GHz opacities found in this way during observing times

range between 0.35 and 0.75. Ve find deviations from a standard
from the
cosecant law, in that the zenith opacity calculated
air mass temperatures is always 10 to

calculated from the 2 and

3

507.

1

and 2

higher than that

air mass temperatures.

ts
C.4 Aperture and Beam Effir.iRncv Measuremen

several times during
The telescope efficiency was determined
of Jupiter. The
each run by measuring the apparent brightness
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efficiency on the Moon, as well as a scan of the lunar limb, were
also measured during Run 3.

Unfortunately there are discrepancies between the beam
efficiencies measured in each of the runs. As mentioned previously,
these are probably due to changes in the illumination of the
telescope from misalignment of the optics. It is also possible that
similar changes may have occurred during each run, because each time
the main mirror was removed from the optics assembly to allow

optical pointing on a bright star, it may have been returned to a

slightly different position. Ve don't have enough data to confirm
this.

There are some uncertainties in the calculation of the beam

efficiency, mainly due to the fact that the brightness temperature
of Jupiter and the Moon are not well known at this frequency, and to

pointing errors (since Jupiter

is

fairly small compared to the

beamsize, small pointing errors lead to substantial errors in the

calculation, e.g. a 15" pointing offset between the beam and the

planet center will lead to a

107.

error in the estimation of the

efficiency ). If we assume that the brightness temperature of Jupiter
is 165 K

(as measured by Verner et al

[1978]

that the measured beam efficiency was ~
with an estimated uncertainty of

107..

577.

at 300 GHz), we find

during Runs

1

and 2,

In Run 3 we measured a

substantially different efficiency between 35 and

407,.

The cause of

this drastic change is not known, but is confirmed by the fact that
the peak brightness of the Orion High Velocity source changed from a

value of 65-70 K during Runs

1

and 2 to ~ 55 K during Run 3. There
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are also some signs of an elevation dependence of the temperature

measured on Orion, but there is not enough data to confirm this
fact. An elevation dependence is expected, because the chopper- wheel

calibration method only corrects for the sky emission to first order
terms, and the opacity at this frequency is high enough that we need
to worry about further corrections.

The efficiency of the Moon was measured at New Moon, when the

uncertainty in its brightness temperature is minimized (Linsky
1973); by assuming that the Moon temperature is 100 K at 345 GHz

(Linsky 1973), we find an efficiency of

857i.

The uncertainty in this

estimation is smaller than in that of the Jupiter efficiency, since

pointing errors are irrelevant. The value calculated for the Moon is
consistent with what is expected from the measured edge taper
(approximately 10 dB, as found by scanning a cold load on the
secondary), the known blockages (secondary, spider), and other
losses (ohmic).
However, with a Moon efficiency of

857i,

and a perfect telescope

surface, we would expect to find a beam efficiency of ~

measure it to be at most

607..

This means that 20 to

257.

807.,

and we

of the power

into the telescope is outside the main beam (1.5 arcmin) but within

the radius of the Moon (15 arcmin). The question then is what causes

this power to be scattered from the main beam, and into what solid

angle it is scattered. One possible answer to the first question is

phase errors from defocussing of the telescope. If the telescope is

driven very far out of focus, the effect on the size of the main

beam is not very marked; on the other hand, the sidelobes grow very
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fast, merging into each other and into the main beam. This results
in a measured HPBV which is not too different from the expected one,

but a much lower main beam efficiency. Figure C.l shows a plot of
the diffraction pattern of an optical setup equivalent to that at
VIRO, and of the power contained within an angle

6,

as a function of

u=kasin^ (a is the diameter of the aperture). Figure C.2 is a
diffraction plot of the same system to which we have added a phase
error which increases quadratically with radius to a value equal to
half a wavelength at the edge of the aperture; such a phase error

simulates the effect of a large shift in the focal plane of the
system. It is clear that while the

3

dB radius increases by only

107,

from one plot to the next, the amount of power scattered into radii

greater than the

6 dB

radius has increased by more than

257..

Ve

believe this to be the only likely explanation for the observed low

beam efficiency.
To find out the angular distribution of this scattered power,

putting the
we obtained a scan of the lunar limb. This was done by

receiver continuum channel through the VIRO data- acquisition system;
chopped signals,
the output of this system is the subtraction of two
is rather
which share a common central beam. This three- beam output

system
difficult to analyze, and additionally it is rather prone to

already
drifts, but it was used because the A/D conversion was
the Moon
implemented. The scan was done on the northern limb of

gradient effects),
(opposite the terminator to minimize temperature
and covers about 12
in the same direction as the beam chopper throw,

arcminutes around the edge.
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data set, we modeled
To obtain the beam parameters from this
telescope beam as the
the Moon as a straight edge, and the
which one has the
superposition of two two-dimensional beams, of

measured HPBV (87 arcseconds)

,

and the second contains

257.

of the

is deficient in several
power outside the main beam. This model

not really a straight edge (this
ways, mainly in that the Moon is
arcrainutes on either side of the
effect will be mostly felt a few

the brightness temperature of the
edge), and also in the fact that

surface. Vith the limitations
Moon is not uniform across its
that a model in which the error
mentioned in mind, calculations show

pattern has a HPBV of about

5

the
times that of the main lobe fits

C.3 we show a plot of the
observed scan fairly well. In Figure

for the fitted value of the width
observed data and the modeled fit,
of the "error" beam.
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diffraction pattern
Figure C.l - The upper panel shows the
to that of the TOO
equivalent
system
optical
an
for
calculated
2t/A, A - 0.8^ mm,
=
(k
=
kasin^
u
of
as a function
telescope,
'
In the lower
axis
optical
e is the angle from the
23S0
a
within u (tne
contained
power
of
fraction
the
panel we show
efficiency), as a function of u.
,
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Figure C.2

of the aperture.

-

a phase error
Same as Figure C.l, except with

438

I

:»
pa
a« +j
• - >>

2=
(h

o)

w o

02

bjO

T3

r-H

O
m O

><(

C

tu

J2

o

1-1

3

U

QJ

CD

•iH

3

o)

j=;

O
O

MH

<D

>

nj

ci3

+J

l-i

o

o aa
CO)

•rH
CI

o
O

+3

l-i

•H
(U

o o
o e
MH

+j

(-1

<+-4

J3

C5 r-H
iH OJ

O)

i-H

-O
d)

•H

^

O

O

<u

a>

4-3

ct3

SOS
•

>4H

X3

<D

CO

Ci
a3 •iH

ci

w

OJ

O

a3

o

XI

<u

6h

-p

CS

S

<U
-£=

oj

^ J3 ^

CD

4J

+J

-rH .fH <-H

4J

C5

-H

e

O

+J

O (H SH
MH -H
O)
IH
m > —
O (H I—
cn
_c
3
O)
(H
4J
QJ tP
O O -O
O ^ s
CO

O)
J=|

Eh
I

ci3

e

-T3

CO

O)

t>-

d)

oo

(_l

.

3

bO

IH

S 3

cn
OJ

o -c
6H
•

E
a3

-1-3

-p

<

O

O.

i-H

OJ -iH
CO
a3

s

'H -o
(H

,—

<u

oS

MH
+J MH

1

3

n3

3

a*
OJ

13

CO

ran -qj^)

'^nd'^no

u^^S ^00^

APPENDIX D

ANALYZING THE SMOOTHNESS OF LINE PROFILES

D.l Introduction
ways in which to
The goal of this Appendix is to derive
In the preparatory stages
quantify the smoothness of a line profile.
in the
to find noticeable structure
of this project, we expected

for
was to obtain correlation lengths
line profile and our objective
the
space and in amplitude. However,
these features both in velocity

profiles has forced us to develop
extreme smoothness of the observed
information
quantitative framework to extract the
a more elaborate
with
In this section we will deal
buried in the background noise.
will
purely numerical way, i.e. we
the smoothness indicators in a
To
indicators to physical parameters.
not seek to relate these

standard
appropriate to first define a
achieve this goal, it seems
of smoothness.

function is related to the
Mathematically, the smoothness of a
this sense, a
that it possesses. In
number of continuous derivatives

gaussian profile
(C

1)

Tj «

exp(-(v-vo)V?')

continuous
coutinuous and has all
perfectly smooth, because it is
.olecular clouds,
line e.issron fro.
derivatives. In the context of
is

si.ple profiles
physically .eanrngful,
it is also one of the fe.
use gaussian
consequence, .e choose to
.hich has this property. In
.e »rll
s.oothness. In other .ords,
profiles as our standard of
certarn a.ount
to be gaussian »ith a
consider any observed profile
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,
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of structure superposed on it. In the next section we shall seek to

justify this assumption in

terras of a

physical model.

This definition of smoothness suggests two different ways in

which to analyze profiles. The first one is Fourier analysis, and it
comes to mind because the larger the number of continuous

derivatives possessed by a function, the faster its transform dies
assumes a
away with increasing wavenumbers. A different approach
profile;
known functional form (i.e. a gaussian) for the underlying
to the observed profile
in this case, we can try to fit the function

approach is
and study the residuals to the fit. This last

background noise from
statistical, since in it we try to distinguish
(low- level)

two
real properties of the profile. Ve consider the

next sections the
approaches complementary, and will describe in the
of them. Ve shall
information which we may hope to obtain from each

type of analysis, which we
also investigate a third (more ad hoc)
it is inspired by the
choose to call 'fractal analysis', because

(Mandelbrot 1982).
study of the fractal geometry of objects

D.2 Fourier Analvsis

available when taking the
Two (related) types of analysis are

autocorrelation function (ACF)
Fourier transform of a profile: the
and the power spectrum (PS)

complete
(see Bracewell 1978 for a very

functions) .The ACF of a
description of the properties of these
form of the autocovariance function
function f(u) is the normalized

f*(u)f(u+r) du

J
J

- a>
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conjugation. The PS of a function
where the star indicates complex
density per unit wavenumber (where
can be thought of as the energy
variable to u, and has units of
wavenumber is the Fourier conjugate

from 0 to the Nyquist wavenumber,
u-i), and the wavenumbers range
velocity space). For a
the sampling interval in
\^ = 1/25V {6w is
the
good estimate of the PS is
discretely sampled function a
as the
(Press et al 1986), defined
so-called periodogram estimate
the discrete
of the coefficients of
(properly normalized) modulus

Fourier transform.
and typical
on the typical widths
The ACF can yield information
In practice,
features in the line profUe.
separations of individual

unless the
cannot easily be extracted
however, this information
This is
the features is very large.
signal- to- noise ratio of
profile which is
simple case: take a
illustrated by the following
gaussians of typical
of a set of N
obtained through the addition
are normally
whose center velocities
individual width A, and
be
width i- Then it can
a distribution
distributed around v=0, with
profile
of the composite
of large N, the ACF
shown that in the limit
is
'

(D 3)

ACF(r) S exp(-(TV2?') (1

"

to the «CF of the
then only contribute
The individual gaussians

of otder
c„»p„stte profile .tth tefS

„„lecula. Cloud

i

(the total

than 4 (the ther.al

Ime

Hne

.idth,

Since for a typtcal
ti.es larger
is 10 or .ote

the
takes into account
.idth), and if one

and of background
in velocity space
effects of finite sa-pUng
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very high signal- to- noise ratios
it will be necessary to have both
and very high spectral resolution.

information as does the
The PS of a profile contains as much
However, this information is in a
ACF (since it is its transform).
in
us directly how much power is
more intuitive form, since it tells

and how much is in the superimposed
the underlying gaussian profile,

with well-defined correlation
structure. Moreover, any structure
typical
a set of features with a
lengths in velocity space (i.e.
features in
out as distinct, narrow
width) in the profile will stand

wavenumber.
a plot of power versus
so its
is a gaussian itself, and
The transform of a gaussian

with increasing wavenumber.
magnitude falls off very rapidly
off with a
superposed structure would fall
Typically, the PS of any
typically
merge into the noise, which
gentler slope and eventually
portion of the
slope of this intermediate
has a flat spectrum. The
quantify the smoothness.
that we could use to
PS gives us a number
useful information,
we have discarded some
However, to obtain the PS
into knowing what
transform. This translates
namely the phase of the
certain wavenumber. Ve
contributes power at a
range of velocities
and
the profile transform
information by filtering
can recover this
particular, we have
velocity space. In
retransforming back into

high-pass (in
the transform with a
found it useful to filter
back into velocity
to retransform it
wavenumber space) filter,
profile over the velocity
integrate the filtered
space, and then to
process a kind of
obtain through this
range of the line. Ve
normalized by the
(CPS) which, when
cumulative power spectrum
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yields directly the fractional
similarly treated unfiltered profile,
than the cutoff wavenumber
power in the line at wavenumbers higher
of the filter.
of the CPS as calculated for a
Ve show in Figure D.l an example

superposed different numbers of
gaussian profile on which we have

distributed intensity and
gaussian features, each having randomly
gaussian the CPS can be found
center velocity. For a pure

analytically to be
CPS(A)

(D.4)

where

\

=

-

1

is the wavenumber and

(

erf(2V2

A

i)

,

the
the characteristic width of

CPS is
noise (flat spectrum), the
gaussian (see Eqn. 1). For white
wavenumber.
"here A, is the Nyquxst
A/A,)
proportional to ( 1
additional
well defined shapes. Any
These two curves both have
,

the
reflected in the way in which
structure in the profile is
of white
dominant gaussian to that
transition from the CPS of the
Figure D.l, and in
effect is quite clear in
noise is achieved. This
the amount of
straightforward way to quantify
fact provides a
smoothness).
gaussian profile (i.e. the
structure superimposed on a
from
(in practice) derives
of this technique
The principal ambiguity
gaussian. Ve
width of the underlying
not knowing the characteristic

therefore define it to be

,

the ACF
where . is the width of

(Bracewell 1978):
(D.5)

1

" =

/"'(^'

•

=
that ACF(O)
definition normalized so
b,
is
iCF
the
Note that
in .elocity space
to that of a »idth
ve prefer this definrtion

to the choree of a
ACE rs not sensitr.e
because the vidth of the
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the velocity of peak intensity,
central velocity ordinate (i.e.
For a
in the presence of noise).
»hieh .ay not be .ell defined

.axi.n. (FVH«).
the full .rdth at half
gaussian J5» corresponds to
greater
Fignre D.l that .a.enn.bers
interesting to note fro.
It is

than about

3/(4 .)

factor of 10-» of the
contribute only about a

total pover in a gaussian.

>nalvsis
D.3 gmtistical

.easured in each
syste.s, the po.er
I„ radio astroncical
fro. three
channel orrgrnates .ainly
frequency (or velocrty)
contrrbute contrnuu. as
object, vhich .ay
sources: the astrono.ical
contrrbutes blackbody
e.ission; the afosphere
.ell as spectral
noise in a narro.
considered to be »hrte
radiation, .hich can be
contributes a type of
the receiver itself
frequency interval; and
Srnce .e are
be -hrte noise.
be considered to
„oise .hrch can also
source,
fro. the astrono.ical
the line e.issron
„„ly interested in
e.ission present rn
re.oving an, continuu.
by
analysis
the
.e start
those
linear function to
b, fitting a
profile (this is done
and ten
any line e.ission,
»hich do not have
parts of the profile
this pornt .e
the .hole profile).
fro.
function
subtracting this

U

both of which
.ic present)
iS nrp^ent) on
no line e.ission
(.here
baseline
and a
has a long enough
to be analysed
If the profile
superposed.
iS
noise
the noise.

n.s

contained in
of the po.er
baseline gives a .easure
background and profile
used to separate
be
then
can
infor.ation
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to realize, however, that
noise in the line itself. It is important
not
a radio astronomical system is
the background noise picked up by

gaussian) even though it has
necessarily normally distributed (i.e.
Indeed, when white noise is passed
no spectral features present.

truncated
the resulting voltage has a
through a square- law detector,
1978). In this case the rms
exponential distribution (Bracewell
directly into a physical quantity
amplitude cannot be translated
processed
most cases the signal has been
such as power. However, in
that the
along its way in the backend
(i.e. filtered) enough times

that its
a chance to work, so
central limit theorem has had
property
gaussian. As long as this
properties are at least roughly
have been
filterbank (i.e. all channels
remains uniform across the
compare
one can still meaningfully
processed in the same fashion),

different segments of the line.
rms amplitudes in
profile into small
of splitting the
The analysis then consists
underlying
numerically fitting the
segments in velocity space,
determining
the segments, and finally
gaussian profile to each of
noise or
consistent with background
whether the residuals are
spectral structure. This
of some additional
indicate the existence
the rms amplitude
straightforward way by comparing
can be done in a
sophisticated test
baseline. A more
to that in the
of the residuals
to that of the
of these residuals
compares the distribution
test does not
(this last type of
amplitudes in the baseline
general
and so is more
of distribution,
presuppose a certain type
of the rms values),
straightforward comparison
than the more
al
Kendall's . (Press et
this respect is
useful test to apply
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of the
parametric rank correlation test
1986), .hich is a „ouof the
general, a visnal inspection
cumulative distribution. In
on the
check (so.eti.es the best)
residuals is also a ver, good

"normality" of the residuals.
type of
for the success of this
in important ingredient
to be fitted. A
the individual segments
analysis is the size of
number of channels
bet.een having a large
balance has to be achieved
of
confidence in the statistics
(.hich increases the
in the segment
underlying profile (a
being able to fit the
the residuals), and
For ease of
allovs a better fit).
smaller number of channels
gaussians, and so .e
polyno.ials rather than
computation .e have fit
insure
segments in order to
to rather small
have been constrained
gaussian. Vhen fitting
are a good fit to a
that the polynomials
of fit (and by
* ,
,„i«sian the goodness
g
a gaussian,
of
polynomials to a portion

si.e
depends both on the
the observed profiles)
the noise level Of
used. Uur
Dolvnomial
^^A^T n-f
y
of the po
and on the order
fitted,
segment
of the
co.pro.rse
that a reasonable
respect rndrcates
thrs
in
experience
of the
of the
rs t«o thrrds
sr.e of each segment
channels in each
the number of
A .t.tistics
statistics,
good
gaussian. To achieve
line
typical, segment, to
Then for the
1
. on
20. Then,
least
at
be
segment should
ratios
sienal- to- noise
-.1,
onH the sign
dealing with, and
are
we
that
size ratios
gaussian IS achieved
good fit to a
H that a gooa
find
we
profiles,
in our
here that a 4th
should be noted
-.1
,
It shouia
polynomial.
order
fourth
by a
it can have
bumpy (in principle
be quite
q
itself
itseit
^
r.n
can
order polynomial
cases,
gaussian. In most
u
nt the case for a
is not
which
up to 3 bends),

mM

^

•

•
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segment to the fitted
then, the rms of the residuals of the line

polynomial

residuals
will provide a lower limit to the rms of the

rms amplitude of the segment
to a gaussian fit. The ratio of the

considered to be an
residuals to the rms in the baseline can be
segment.
indicator of the smoothness of that

increase the order of the fitting
An alternative approach is to
an rms comparable to that in
polynomial, until the residuals achieve

polynomial fits through the velocity
the baseline. In this case the
It
the smoothness of the profile.
structure, and its order reflects

polynomial exceeds a
if the order of this
is useful to remember that
it
of channels in the segment,
significant fraction of the number
obviously an
the background noise itself,
may start to "fit" through
drop
the rms of the residuals can
undesirable feature; in this case

sell below that in the baseline.
the
then yields 2 .easures of
This statistical analysis
apparent
profiles. In spite of its
smoothness of the observed
s.oothness
potential of quantifying the
cu.berso«eness, it holds the
example, line cores
in the profile (for
as a function of position
importantly, it allows
and perhaps »ost
vs. wings). Additionally,
pro.inent and narrow
identifying individual
the possibility of
shape of the
re.ain hidden by the
features, which »ay otherwise
by a low order
features cannot be fit
underlying gaussian. These

residuals.
remain visible in the
polynomial and will thus
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D.4 Fractal Analysis
introduced by Mandelbrot (1982) to
The term fractal was first
as the
in the length of a coastline
study the problem of the change
found
was measured was varied. He
spatial resolution with which it
the empirical relation:

length

(j)_6)

«

(Resolution size scale)

size scales.
be valid over a range of
with S between -1 and 0, to
called
this type of relation are
The structures which obey
self- similar.

fractal dimension of the coastal
Mandelbrot then defined the

boundary as

D = 1

-

S

;

a di.ension of

1

a
is representative of

it co.pletely
a line so rongh that
smooth line and 2 represents
ob.ions that the
It is intniti.ely
fills some area of a plane.
of a boundary. This
measure of the smoothness
fractal di.ension is a
of materials
successfully in the field
concept has been applied
particles, vith the
dimensional images of
science to analysing t.o(see Russ 1986
their shape and texture
objective of characterizing

the

been applied to
technique); it has also
for a review of the
Ve note
(Cahn 19S9)
of fractured surfaces
analysis of the roughness
self- similar
not necessarily
of particles are
here that the surfaces
bnt
of si.e scales)
over a large range
structures (at least not
is ,uite
si.e scale curves
their perimeter vs.
of
shape
the
that
Bo.ever, .hat is as
their properties.
effective at characterizing
o direct
Awpcf connection between the
this approach is a
yet lacking about
processes
and the physical
the dimension)
(e g
entities (,e.g.
. quantities
measured
the Fourier
nhiects. In this sense,
1
.
. of objects.
nature
fractal
the
underlying
.

,

•

V,
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know of only one instance
analysis is much more satisfying, and we
a direct relation between both
in which there is some evidence of

Passoja and Paullay 1984).
types of analysis (see Mandelbrot,
study of whether the
Some effort has been devoted to the

similar over some range of
boundaries of molecular clouds are selfreview of the observations and of
scale sizes (see Scalo 1988 for a
the
nature of molecular clouds). If
the implications of a fractal
clouds were indeed to have
distribution of matter in molecular

argued that individual line
fractal properties, it could be
the
velocity and mass (by virtue of
profiles, being projections into
Ve
have some fractal properties.
intensity) space, should also
subject any further, and rather
prefer not to speculate on this
of measuring length to
mindlessly apply the prescription

characterize the smoothness.
profile of
the length of a gaussian
It is possible to calculate
unit height and unit FVHM:

(-)
.here

^
^

^^^^^

^ ^

u,

=

v>

and

„,

«e

=

•

the chosen

E,n. 7 has to be
profUe. The integral in
velocity boundar.es of the
to the area nnder the
The resnlt, nor.aU.ed
calculated „u»ertcally.

boundaries
gaussian between the sa.e
„
- „,
uj
case where uo = -ui

is

the
shovn in Figure D.2 for

the length of the
large values of uo,
For i»i6
for
.

Figure D.2
sloue of the line in
to uo, the slope
profile is proportional
.

quickly becomes

^/ffr.

,
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structure
presence of noise or any other
It is clear that the
the area under the
only increase its length;
i„ the profile can
noise (which has
not be changed by vhite
profile .ill in principle
but it could
.ith e,ual probability),
positive or negative a.plitude
structure. It is possible
presence of additional
be affected b, the
n.ise
gaussian noise: if the
length contributed b,
,0 esti.ate the
value of the
then the expectation
e<,ual to
has a r„s a.plitude
i
is <|x|> = ^./V?;
amplitude drsplace.ent
absolute value of the
histogra., then
the sides of a
length as the su. of
the
.ensures
one
is
contributed b, the noise
value of the length

„

the expectation
I

-

«

2<|x|>(»-l), "here

is the nu.ber of

.hen
channels. Rovever,

contributed by the noise,
leng
i^mit
limit to the length
upper
an
provides
^ Xnoise
y
-.pL which is always
measures IS jxp.of Ue
one
what
since
will only
l^us, this technique
- iv
l^noisel- Thus,
smaller than Ixp.ofiiel
larger
A profile
nfilP length is significantly
measured
the
be useful when
,
,
,

1

1

,

.en

hat
In the observations
of the noise.
length
esti.ated
this on
is such that
Of the profiles
s.oothness
the
,„e,
(indeed
is not applicable
this technique
„„t .et, and so

««rsof

thecalculation).

..ever,

It . ay

beco.eusefu

tion is

in

ter

a very ragged
u-.hh nc^nallv
-s ally present
.hi
extragalactic sources,
^^^^ ^^^^^^

appearance. There are,

'

the
previously explored,
over the ones

^^^^

a
that it provides
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the shape of the
is independent of
measure of s-oothness .hich
that it is extre.el,
second advantage is
underlying profile; the
.hich is not shared b,
nu.ericall,, a property
simple to i.ple.ent
that this
4.r.A above,
oKavp Tt
it is unfortunate
presented
the Fourier analysis
in our case.
method is not applicable

/
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Figure D.l

I"

-

Spectrum defined
The log of the Cumulative Power

r.eiri:i:5
^u„-,^-:fiached

wnitu Hc uav

before on
line: the same gaussian as
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Figure D.2

-

of unit
The length to area ratio of a gaussian

and -v (v = uo/y/sm), is
height and unit FVHM, limited between v
plotted against uq.
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