In the Appendix of the paper by Rathinam et al., 1 the authors correctly derive expressions for the expected value and variance of the number of S 1 molecules in the first order reversible reaction S 1 c 2 c 1 S 2 . We show that the same expressions can be obtained by using the generating function in solving the master equation. In addition, our approach allows for the computation of the probabilities for the number of S 1 molecules at a certain time t when the reaction parameters, i.e., the initial number of molecules X 1 (0) and X 2 (0) of S 1 and S 2 , respectively, and the reaction rates c 1 and c 2 , are given.
In the Appendix of the paper by Rathinam et al., 1 the authors correctly derive expressions for the expected value and variance of the number of S 1 molecules in the first order reversible reaction S 1 c 2 c 1 S 2 . We show that the same expressions can be obtained by using the generating function in solving the master equation. In addition, our approach allows for the computation of the probabilities for the number of S 1 molecules at a certain time t when the reaction parameters, i.e., the initial number of molecules X 1 (0) and X 2 (0) of S 1 and S 2 , respectively, and the reaction rates c 1 and c 2 , are given.
The master equation is a differential-difference equation that describes the evolution of the probability p x (t), i.e., the probability that the number of S 1 molecules at time t is equal to x. The master equation for the first order reversible reaction is 2 dp x ͑ t ͒ dt
where x T is equal to the total number of S 1 and S 2 molecules: x T ϭX 1 (t)ϩX 2 (t). One way of solving the master equation is to transform it into a partial differential equation by use of the generating function, which is defined as
Multiplying the left-and right-hand sides of Eq. ͑1͒ by s x and summing over xϭ0 to xϭx T , we obtain
The solution of this partial differential equation with initial condition
and boundary condition
is equal to
where cϭc 1 ϩc 2 and ϭc 1 /c 2 .
As mentioned by Rathinam et al., 1 for the case X 1 (0) ϭ0 or X 2 (0)ϭ0 one can find an analytic solution for the distribution function. For example, let X 2 (0)ϭ0 and hence 
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An expansion of Eq. ͑5͒ around sϭ0 gives the analytic expression for the probabilities,
for tу0 and xϭ0,1,...,x T . We are not aware of analytic expressions for the terms in the Taylor expansion of F(s,t) when neither X 1 (0) nor X 2 (0) is equal to 0. However, what can be computed is the expected value of the number of S 1 molecules at time t and its variance, 1 and, in addition, the probabilities p x (t) when X 1 (0), X 2 (0), c 1 , and c 2 are given.
The expected value of S 1 molecules at time t and its variance can be found from F(s,t) as follows:
By manipulating the expressions in Eqs. ͑6͒ and ͑7͒ one can obtain the results of Rathinam et al., 1 i.e., Eqs. ͑A11͒ and ͑A13͒ in their paper, respectively.
The advantage of our approach is in that, even for the general case where neither X 1 (0) nor X 2 (0) is equal to 0, we can obtain numerical values for the probabilities p x (t). Indeed, when X 1 (0), X 2 (0), c 1 , and c 2 are given, the probability p x (t) is computed as the coefficient of the term of order x in the Taylor series of F(s,t) about sϭ0. In Example 2 of their paper, Rathinam et al.
1 simulate 10 000 trajectories of SSA ͑Gillespie's 4 Stochastic Simulation Algorithm͒ in order to get a good estimate of the distribution. On the other hand, with our approach, we can determine the desired distribution exactly.
The probabilities p x (t) (xϭ0,...,x T ) can also be computed by following the method described by Laurenzi,
