T he theme of this paper is: "Being in the right place at the right time." The right place was the Department of Mathematics at Princeton University; the right time was the spring of 1948 and the period following. In the spring of 1948, I was a graduate student of mathematics with practically no financial resources. After finishing my military service in the United States Army in the Second World War in 1946, I had three years of financial support from the GI Bill of Rights, which allowed me to finish my undergraduate degree at Caltech in 1947 and gave me two years of graduate study at Princeton University. For the academic year of 1948-1949, I was awarded the J.S.K. Fellowship by the Mathematics Department, which paid $700 (since my tuition was paid by the GI Bill of Rights). Thus, after paying room rent and board, there was not enough left to buy a pair of shoes! That was the reason that I accepted a job moving the furniture of Dick Bellman, the father of "dynamic programming" (Bellman 1957) .
It happened this way. One morning at breakfast in the boarding house where I took my meals, a moving man appeared. He explained that his assistant was drunk and unable to carry furniture from a house to a moving van. He offered $10 to anyone who was willing to replace his drunk helper. The house moving seemed to be an easy one; it involved the contents of a small house in the project known as the "barracks," temporary housing built in 1946 for military personnel returning to the university after the war. Although they were "temporary" in 1946, they are still there! From the moving man, I learned it was Dick Bellman's furniture that I would be moving. He was leaving Princeton for an appointment as an associate professor at Stanford. It seemed like an easy way to earn $10 because the house was so small. But I was wrong! Dick Bellman's wife had been a contestant on a television quiz show in which the prizes were household appliances. Thus, the "small house" contained two refrigerators, two stoves, two dishwashers, two television sets, etc. In short, I worked very hard for my pair of shoes. Now that you are convinced that I was an impecunious graduate student in the spring of 1948, you should understand why I visited Professor Albert Tucker at the end of the semester to ask for summer employment. It was the right time, because Tucker had had a recent meeting with George Dantzig concerning the new subject of linear programming. Dantzig had come to Princeton to ask the opinion of John von Neumann about his research. The story (Dantzig 1991) of this encounter, although interesting in its own right, is not important for our tale. The important fact is that Dantzig explained to Tucker the essential elements of linear programming and related the opinion of von Neumann that there was a close connection between Dantzig's creation and the theory of zero-sum two-person games. Tucker, for his part, thought that there should be a connection between the transportation problem and the theory of electrical networks as modeled by Kirkhoff's laws. In these days, just after the war had ended, it was easy to find financial support for such research, so Tucker offered me work for the summer. The third member of this project was David Gale, who had also come to Princeton as a graduate student in 1947.
How did we attack this problem? None of us knew anything about the theory of games. To learn this material, we each studied different chapters of the book of von Neumann and Morgenstern (1949) . Every day, one of us explained to the other two the contents of a chapter in a seminar room of the old Fine Hall. A major result of this work was the duality theorem for linear programming, which says that to each minimization problem there is associated a maximization problem constructed on the same data with a number of properties that relate them. This work was presented at the seminal meeting in Chicago, sometimes referred to as Mathematical Programming Symposium Number 0. This work is one of the chapters of Cowles Commission Monograph 13 (Gale et al. 1951) , edited by Tjalling Koopmans; it was through this volume that the mathematical community learned of George Dantzig's formulation of linear programming.
In a sabbatical year at Stanford in the fall of 1949, Tucker (1985) again took up the question: What are the relations between linear programming and the theory of electrical networks as modeled by Kirkhoff and Maxwell? At this time, Tucker understood the parallel between the electrical potentials of Maxwell and Lagrange multipliers. He also identified the problem of minimizing heat loss in the network as a quadratic program. Tucker wrote to Gale and Kuhn, asking if they wanted to join him to write a paper on quadratic programming that would extend the duality of linear programming. Gale declined, and Kuhn accepted.
The work developed via letters exchanged between Tucker in Stanford and Kuhn in Princeton. Remember: These were times in which there was no e-mail and one used carbon copies, not Xeroxes.
Starting from Tucker's formulation of a quadratic program, at my urging, we decided early to treat the general case of nonlinear programming. Indeed, the term "nonlinear programming" was first used as the title of the paper that Tucker and I wrote in the spring of 1950 (Kuhn and Tucker 1951) . Our objective was to extend the necessary conditions that are part of the duality theory of linear programming to the nonlinear case. We also decided to give a central role to the simple economic model of maximizing the profit of a firm that is utilizing scarce resources.
Our reasons for formulating nonlinear programming in this manner are clear. Gale, Tucker, and I had given a rigorous proof of the duality of linear programming. The dual variables can be interpreted as generalizations of Lagrange multipliers, and the duality can be expressed as a "saddle point property" of Lagrangian expression. When the linear objective function and the linear constraints are generalized to a nonlinear objective function and nonlinear constraints, somewhat miraculously, there appear as necessary conditions for a local optimum the existence of generalized Lagrange multipliers that satisfy conditions that are "dual" to the original constraints. These are called "Kuhn-Tucker conditions" and form the basis for a large number of algorithms for solving nonlinear programs.
I do not know when the name "Kuhn-Tucker conditions" was first used, but in 1966, Halkin and Neustadt wrote a paper (Halkin and Neustadt 1966) in which the Kuhn-Tucker conditions were called "classical, standard, and traditional," without citing our original paper. The naming of the Kuhn-Tucker conditions is a prime example of Stigler's Law of Eponymy (Stigler 1980) , which says, "No scientific result is named for the scientist who discovered it." This Stigler is not George Stigler, the Nobel-winning economist; he is his son, Stephen Stigler, who is a professor of statistics at the University of Chicago. Stigler's law is self-fulfilling: It was not discovered by Stephen Stigler for whom it is named, but rather by Robert K. Merton, the sociologist of science.
We cannot discuss Stigler's law in any depth on this occasion but will be content to give several examples. The Theorem of Pythagoras (Tian-Tse 1978) was known at least a thousand years before Pythagoras was born; it is not even certain that he understood the geometric significance of the result. Laplace published a treatment of "Cauchy's distribution" (Walker 1929 ) in 1824, 29 years before Cauchy formulated the same distribution. Bienaymé (Heyde and Seneta 1977) demonstrated "Chebychev's inequality" 10 years before the work of Chebychev on this inequality.
Our theorem is another example. On other occasions (Kuhn 1976) , I have related how results similar to the Kuhn-Tucker conditions were obtained by William Karush (1939) and by Fritz John (1948) . Tucker and I were made aware of the work of John when our paper was in galley proofs; the evidence of this fact is that when we inserted a reference to his paper in the references, we did not renumber the bibliography correctly. On the other hand, I did not find out about the work of Karush until 1974 , when the book of Takayama (1974) on mathematical economics was published. Takayama's book was the first citation of Karush's work that I read.
In spite of the fact that a number of mathematicians (especially those associated with the school of the calculus of variations at Chicago) knew of the work of Karush, it has only been cited in the literature prior to 1974 a small number of times. I conducted an exhaustive search of the literature prior to 1974 and found only four references to add to Takayama. One important reason is that the Karush's work was not published. It was done as a master's thesis at the University of Chicago under the supervision of L. M. Graves, who proposed the problem as a finite dimensional version of research that was being done on the calculus of variations under constraints expressed as inequalities. Karush, as a graduate student on the road to a Ph.D. and a career in research, never thought of publishing his master's thesis, and Graves did not encourage him to do so. In addition, and this is very important for our historical reconstruction, Karush's (1939) work was in pure mathematics with no connection to the economic applications; no one anticipated the future interest in these problems and their potential practical application.
Leaving aside questions of priority, what led Fritz John to consider this problem? His motivation came from a geometric inequality that asserts that the boundary of a compact convex set in n-dimensional Euclidean space lies between two homothetic ellipsoids of ratio not greater than n. This result was proved in dimensions 2 and 3 in the 1930s. Using techniques from the theory of linear inequalities, John was in the position of proving the theorem in ndimensions as an application of a theorem that states necessary conditions similar to Kuhn-Tucker conditions. The research paper that resulted was rejected by the Duke Mathematical Journal. This rejection had the result of giving John more time to explore the implications of the technique that he had used to derive necessary conditions for the minimum of a function subject to inequality constraints.
In the resolution of this problem, Fritz John was helped by a heuristic principle that Richard Courant often emphasized; namely, that in a variational problem where the variables are constrained by an inequality, a solution behaves either as if the constraint is absent or as if it is an equation. It was fitting that it was the 60th birthday of Courant that gave John the opportunity to complete and publish the paper in a volume honoring Courant.
After this rapid account of the independent discovery of the necessary conditions, we shall attempt to answer the question: What were the factors that led to their extraordinarily rapid and widespread application after the publication of the work of Kuhn and Tucker (1951) ? The answer consists of three factors. All three are necessary; no pair would suffice. First, the model of nonlinear programming was flexible enough to encompass a large class of real-life problems that had not been adequately treated by the techniques then available. In societal terms, after the successes of operations research in the Second World War, a number of major industries were willing to try out this new model. Second, the necessary conditions established by Karush, Kuhn, and Tucker formed the starting point for a large number of algorithms to solve nonlinear programs.
Third, and perhaps the most necessary factor, the first half of the 1950s saw the development and rapid expansion of computers that could be programmed to solve this sort of problem. In 1953, there existed only one computer programmed to solve linear programs with 25 variables and 25 constraints. By contrast, today the personal computer can solve practical problems of ever-increasing size; of course, using large computers, there has been a radical explosion of size and speed.
Returning to the Department of Mathematics at Princeton University, this occasion gives me the opportunity to pay homage to Albert W. Tucker, who was my friend and colleague for more than 47 years. Although he was not my thesis advisor (my thesis, Kuhn 1952 , which bridged algebra and topology, was written during the period of gestation of nonlinear programming and was supervised by Ralph Fox), his doctoral students ranged from Marvin Minsky, a founder of artificial intelligence, to John Forbes Nash, Jr., winner of the Nobel Memorial Prize in Economics. While he was a creative mathematician in his own right, he made a major contribution to our field by providing financial support and congenial surroundings for a large number of young mathematicians working in the fields of game theory, mathematical programming, and combinatorics. The support of the Logistics Branch of the Office of Naval Research from 1948 to 1972 enabled us to have a distinguished series of visitors to Princeton, many of whom presented key results for the first time in our seminar, which met weekly during that period. It was Tucker's inspired leadership that made this possible. It was my good fortune to find myself in the right place at the right time to work with him.
