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EQUITABLE CANDY SHARING
GRANT CAIRNS
Abstract. Children, sitting in a circle, each have a nonnegative number of candies in front
of them. A whistle is blown and each child with more than one candy passes one candy to
the left and one to the right. The sharing process is repeated until a fixed state is attained,
or the system enters a periodic cycle. This paper treats the case where the total number of
candies equals the number of children. For a given initial distribution of candies, a necessary
and sufficient condition is given for the system to ultimately attain the equitable distribution
in which each child has one candy.
1. Introduction.
In the simplest form of candy sharing games, children sit in a circle, and they each initially
have a nonnegative number of candies in front of them, the number possibly differing from
child to child. Then a whistle is blown and the children pass some of the candies to their
immediate neighbours, to the left and to the right. The number of candies that each child
passes depends only on how many candies they have, and differs according to the variant of
the game. The process is repeated several times; at each stage, the whistle is blown and the
candies shared. Since the system is a finite one, ultimately either the process terminates in
a fixed state (e.g., the children all have the same number of candies), or the system enters
a cycle of some finite length greater than one. The basic problem is to determine which of
these two outcomes is attained, given the initial distribution of candies. Variations of the
candy sharing game have been used in competitions, and extension activities for students,
dating back at least to 1963; as mentioned in [1].
In this paper, we consider one of the commonly studied candy sharing games; see [3,
Appendix VI]. It has the following sharing rule:
Each child with more than one candy passes one candy to the left and one to the right.
The game with n of children and m candies terminates in a fixed state when m < n [3,
Appendix VI] and when m ≥ 3n [2]. In this paper, we examine the case m = n. We will
call this the balanced candy sharing game. In this case, the only possible fixed state is where
each child has one candy. To give an example of the kind of cycle that can occur, number the
children cyclically in clockwise order from 1 to n, and for each i let ci denote the number of
candies held by child i. So the string (c1, . . . , cn) represents the state of the system. Consider
the state
W = (0, 2, 1, 1, . . . , 1︸ ︷︷ ︸
(n−2) 1s
).
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Figure 1. Clockwise travelling wave of candies
Given any state S, let f(S) denote the state after the next iteration of the game. So
f(W ) = (1, 0, 2, 1, 1, . . . , 1︸ ︷︷ ︸
(n−3) 1s
) and f 2(W ) = (1, 1, 0, 2, 1, 1, . . . , 1︸ ︷︷ ︸
(n−4) 1s
),
and so forth. Thus the iterates of W form a travelling wave that moves clockwise around
the circle; see Figure 1.
Recall that a state S is periodic if f i(S) = S, for some natural number i, and the period
of S is the smallest such i. So the fixed state I is periodic, with (albeit trivial) period 1.
The periodic state W given above has period n.
To give slightly more complicated examples, let us introduce some more notation. Let
P = (0, 2), P¯ = (2, 0), I = (1),
Furthermore, for strings A,B, let us denote by AB the string obtained by concatenating A
and B. For example, W = PIn−2. Consider natural numbers i1, i2, . . . , iℓ and j1, j2, . . . , jℓ
with 2(i1+ i2+ · · ·+ iℓ)+ j1+ j2+ · · ·+ jℓ = n. Notice that the strings P
i1IjiP i2Ij2 . . . P iℓIjℓ
travel clockwise around the circle. They are periodic, where the period is some divisor of
n. The strings of the form P¯ i1IjiP¯ i2Ij2 . . . P¯ iℓIjℓ have the same property, but travel anti-
clockwise around the circle. When n is even, say n = 2k, the strings P k and P¯ k = f(P k)
have period 2. We claim that this is effectively the complete list of periodic states.
Theorem 1. Up to cyclic rotations, the only periodic states of the balanced candy sharing
game with n children are:
(a) the strings of the form P i1IjiP i2Ij2 . . . P iℓIjℓ, where j1, j2, . . . , jℓ > 0,
(b) the strings of the form P¯ i1IjiP¯ i2Ij2 . . . P¯ iℓIjℓ, where j1, j2, . . . , jℓ > 0,
(c) the string P
n
2 (which can only occur when n is even),
(d) the fixed state In.
The proof of Theorem 1 employs the ideas of [3, pp. 252–253]. In particular, it uses the
notion of the index of a state S = (c1, . . . , cn). Consider the substrings (ci, ci+1, . . . , ci+k−1)
of S of length k, where 1 ≤ k ≤ n, and here and throughout the paper, the subscripts are
taken modulo n. The deficiency of such a substring is defined to be{
k − (ci + ci+1 + · · ·+ ci+k−1) : if ci + ci+1 + · · ·+ ci+k−1 ≤ k
0 : otherwise.
Then the index of S is defined to be the sum of the deficiencies of all substrings of S. The
key property of the index is that with each iteration of the game, the index either decreases
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or remains unchanged (in the context examined in [3], the index always decreased). To see
this, suppose that in the state S, there are i children with more than one candy each. It is
convenient to consider the effect on the index of these i children sharing one at a time. As
the sharing takes place, the change in the index may temporarily depend on the order in
which the children share, but the final outcome state, f(S), and its index, do not depend
on the order. So it suffices to show that the effect of one child sharing is to either decrease
or maintain the index. Without loss of generality, let us assume child number 1 shares; so
c1 ≥ 2. We will consider the effect on the deficiencies of all the strings. First note that if a
string includes c1, c2 and cn, then sharing by child 1 will have no effect on the deficiency of
the string. Similarly, if a string doesn’t include any of c1, c2 or cn, then sharing by child 1
will have no effect on the deficiency of the string.
Now consider the string (c1) itself. After sharing, this becomes (c1− 2). So the deficiency
of this string only increases if c1 = 2, and in this case the deficiency of this string increases
by 1. Consider the complementary string (c2, c3, . . . , cn). It has deficiency c1 − 1, which
is positive. After sharing, the string becomes (c2 + 1, c3, . . . , cn + 1), which has deficiency
c1 − 3 if c1 > 3, and 0 otherwise. So together the deficiency of the pair (c1), (c2, c3, . . . , cn)
decreases if c1 > 2, and it remains constant if and only if c1 = 2.
Next we consider strings that include c1 and either c2 or cn, but not both. Without loss of
generality, we need only consider strings of the form (c1, c2, . . . , ck), for some k with 1 < k <
n. When child 1 shares, the deficiency of the string increases by 1 if c1 + c2 + · · ·+ ck ≤ k,
and remains zero otherwise. Consider the string (c2, c3, . . . , ck). When child 1 shares, the
deficiency of this string decreases by 1 if c2+c3+ · · ·+ck ≤ k−2, and remains zero otherwise.
Notice that since c1 ≥ 2, we have
c1 + c2 + · · ·+ ck ≤ k =⇒ c2 + c3 + · · ·+ ck ≤ k − 2.
So together the deficiency of the pair (c1, c2, . . . , ck), (c2, c3, . . . , ck) either decreases or re-
mains constant, and it remains constant if and only if c1 = 2.
We have considered all possible strings, so let us summarize the conclusions of the above
discussion.
Proposition 1. When one child shares their candies, the index either decreases or remains
constant, and it remains constant only when the child who is sharing has exactly 2 candies.
Corollary 1. At each iteration of the game, the index either decreases or remains constant.
Moreover, if the index of a state S equals the index of the next state f(S), then the maximum
element of S is 2.
We draw the reader’s attention to a subtlety: the above discussion does not imply that if
the maximum element of a state S is 2, then the index of the next state f(S) equals the index
of S. Consider the case where n = 4 and let S = (2, 2, 0, 0). This state has index 6; there are
4 strings of deficiency 1, and one string deficiency 2. One has f(S) = (1, 1, 1, 1), which has
index 0. If child 1 shares first, the result obtained from state S is the state S ′ = (0, 3, 0, 1).
This state has index 6, the same as the index of S, as it must be by Proposition 1. But while
the maximum element in S is 2, the state S ′ has maximum element 3. Continuing from S ′,
if child 2 now shares, the result is the state f(S) = (1, 1, 1, 1). See Figure 2.
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Figure 2. An index lowering example
Proof of Theorem 1. Suppose that S = (c1, . . . , cn) is a periodic state. Since the index of
S is a nonnegative integer, and it never increases at any step in the game, it must be that
the index is constant on the cycle defined by S. So, by the above corollary, the maximum
element of S is 2.
Notice that there cannot be consecutive 2s in S. Indeed, arguing by contradiction, suppose
that ci = ci+1 = 2 and consider what happens if only child i shares. By the above proposition,
this doesn’t change the index, but now the (i+1)-st element is 3. Then if child i+1 shares,
the index decreases, again by the above proposition. Consequently f(S) has lower index
than S, which is a contradiction.
Now notice that S cannot contain a string equal to (2, 1, 2). Indeed, if it did, f(S) would
contain a string of the form (∗, 3, ∗), and so f(f(S)) would have lower index, by the above
proposition.
Since the sum of the elements of S is n, the set S contains the same number of 0s as 2s.
We claim that the 0s and 2s alternate around the circle. Indeed, otherwise S would contain
a string of the form (2)Ik(2), where the number k of 1s separating the 2s is possibly zero.
After one iteration of the game, the string has the form (∗, 2)Ik−2(2, ∗). Further iterations
would consequently ultimately lead either to two consecutive 2s, or a string equal to (2, 1, 2),
depending on whether k is even or odd, respectively. But we have just seen that both of
these possibilities are impossible.
Now notice that if a periodic state has a 2 in position i, then because there are no con-
secutive 2s, after the next iteration of the game, there will be a 0 in position i. We use
this observation to show that each 2 is adjacent to a 0. Indeed, otherwise S would have
a string equal to (ai, ai+1, ai+2) = (1, 2, 1), because there are no consecutive 2s. But since
S is periodic, there is a periodic state, T = (b1, b2, . . . , bn) say, with f(T ) = S. But as we
have just observed, if bk = 2 for some k, then ak = 0. Thus none of the entries bi, bi+1, bi+2
is equal to 2; that is, they are each 0 or 1. But then, as f(T ) = S, it is impossible that
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ai+1 = 2. Thus each 2 is adjacent to a 0. Since there is the same number of 0s as 2s, we can
also conclude that each 0 is adjacent to a 2.
Let us summarize our three main findings so far:
(1) The periodic state S consists only of 0s, 1s and 2s.
(2) The 0s and 2s alternate around the circle.
(3) Each 2 is adjacent to a 0, and each 0 is adjacent to a 2.
We are now ready to conclude the argument. If S has no 2s, then S consists entirely of
1s; that is, S = In. If S has a 0 followed by a 2, then by cyclically permuting S, we may
assume that c1 = 0, c2 = 2. Because the 0s and 2s alternate around the circle, S has the form
(0, 2)Ik1(0, ∗, . . . ), for some k1 ≥ 0. So, since each 0 is adjacent to a 2, the state S has the
form (0, 2)Ik(0, 2, ∗, . . . ). Thus, because the 0s and 2s alternate around the circle and each 0
is adjacent to a 2, S has the form (0, 2)Ik1(0, 2)Ik2(0, 2) . . . , for some k1, k2 ≥ 0. Continuing
in the same manner, we see that S = (0, 2)Ik1(0, 2)Ik2 . . . (0, 2)Ikj , for some natural number
j and integers k1, k2, . . . , kj ≥ 0. Since some of the ki may be zero, we conclude that either
S = P
n
2 , or S = P i1IjiP i2Ij2 . . . P iℓIjℓ , where j1, j2, . . . , jℓ > 0.
If S has a 2 followed by a 0, then an entirely analogous argument shows that either S = P
n
2 ,
or S = P¯ i1IjiP¯ i2Ij2 . . . P¯ iℓIjℓ, where j1, j2, . . . , jℓ > 0. 
2. Determining the outcome.
For a particular starting state S, Theorem 3 gives a finite number of possible periodic
outcomes.
Definition 1. We say that a state S is clockwise biased, anti-clockwise biased, equivocal, or
ultimately equitable if the game starting at S results in a periodic state described respectively
in parts (a), (b), (c), (d) of Theorem 1.
The problem we examine now is to determine, for a given state S, whether S is clock-
wise biased, anti-clockwise biased, equivocal or ultimately equitable. For this purpose we
introduce an invariant.
Definition 2. For a state S = (a1, a2, . . . , an), let τ(S) be the element of the set {0, 1, 2, . . . , n−
1} defined by
τ(S) ≡ n
(−1)n + 1
4
+
n∑
i=1
iai (mod n).
Remark 1. Note that τ(In) = 0, for all n. Indeed, if n is even, n = 2k say, then τ(In) ≡
k +
∑n
i=1 i = k + k(2k + 1) = 2k(k + 1) ≡ 0 (mod n). If n is odd, n = 2k + 1 say, then
τ(In) ≡
∑n
i=1 i = (k + 1)(2k + 1) ≡ 0 (mod n).
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The effect of the rotational permutation σ : (a1, a2, . . . , an) 7→ (a2, a3, . . . , an, a1) on τ(S)
is as follows:
τ(σ(S)) ≡ n
(−1)n + 1
4
+
n∑
i=1
iai+1 = n
(−1)n + 1
4
+
n∑
i=1
(i− 1)ai
≡ τ(S)−
n∑
i=1
ai = τ(S)− n ≡ τ(S) (mod n).
In particular, τ(S) doesn’t depend on where we start to number the children’s positions.
Furthermore, we claim that the sharing process leaves τ(S) unchanged. To see this, since
τ(S) is unchanged by cyclic rotations, it suffices to show that τ(S) is unchanged if a2 ≥ 2
and child 2 shares. After sharing, the state is (a1 +1, a2− 2, a3 +1, a4, . . . , an), and we have
τ(a1 + 1, a2 − 2, a3 + 1, a4, . . . , an) = τ(S) + 1− 2 · 2 + 3 = τ(S).
Theorem 2. Suppose that the balanced candy sharing game with n children starts in an
initial state S and results in a periodic state T . Then
(a) S is clockwise biased if 0 < τ(S) < n
2
, and in this case τ(S) is the number of P s in T ,
(b) S is anti-clockwise biased if n
2
< τ(S) < n, and in this case n − τ(S) is the number of
P¯ s in T .
(c) S is equivocal if τ(S) = n
2
,
(d) S is ultimately equitable if τ(S) = 0,
Proof. Because of the invariance of τ , we have τ(S) = τ(T ). It remains to compute τ(T ) in
the four cases of Theorem 1. By Remark 1, τ(In) = 0. When n is even, say n = 2k, we have
τ(P k) ≡ k + 2
k∑
i=1
2i = k + 2k(k + 1) ≡ k (mod n).
Now let T = P i1IjiP i2Ij2 . . . P iℓIjℓ . To see that τ(T ) =
∑ℓ
j=1 ij , notice that since τ(I
n) =
0, we have τ(T ) ≡ τ(T − In) ≡
∑n
i=1 ibi (mod n), where
(b1, b2, . . . , bn) = (−1, 1)
i1(0)ji(−1, 1)i2(0)j2 . . . (−1, 1)iℓ(0)jℓ.
Each pair (−1, 1) contributes 1 to the sum
∑n
i=1 ibi. So τ(T ) =
∑ℓ
j=1 ij as required.
Similarly, for T = P¯ i1IjiP¯ i2Ij2 . . . P¯ iℓIjℓ, one has τ(T ) ≡ −
∑ℓ
j=1 ij = n−
∑ℓ
j=1 ij . 
3. Symmetric distributions of candies.
We conclude this study with a consideration of a special case.
Theorem 3. Suppose that for the balanced candy sharing game with n children, the initial
distribution S of candies is symmetrical about some diameter.
(a) If n is odd, the system is ultimately equitable.
(b) If n is even, the system is either ultimately equitable or equivocal, depending on whether
τ(S) = 0 or n
2
respectively.
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Proof. If the initial distribution of candies is symmetrical about some diameter, then this
symmetry will persist throughout the sharing process. Of the possible periodic states given
in Theorem 1, the only symmetric ones are the fixed state In and the state P
n
2 when n is
even. By Theorem 2(b), τ(In) = 0 and τ(P
n
2 ) = n
2
. 
Definition 3. A state in which one child has all the candies is called a monopoly state.
Corollary 2. In a balanced candy sharing game with n candies, monopoly states are ulti-
mately equitable if and only if n is odd.
Proof. If n is odd, Theorem 3 tells us that an ultimately equitable distribution of candies will
be obtained. Suppose that n is even, and let S be the monopoly state S = (n, 0, 0, . . . , 0).
We have τ(S) ≡ n
2
+ n ≡ n
2
(mod n). So the result again follows from Theorem 3. 
Thanks The author is very grateful to Christian Aebi for bringing this interesting problem
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