Let R denote the population multiple correlation coefficient of one variable on the other (m-1), in a m-variate normal -2 distribution.
The sampling distribution of R~ has been studied extensively (cf.
e.g. Anderson, 1984, pp. 143-146, and Muirhead, 1982, pp. 171-177) , and is provided below in equation (2.2) .
Surprisingly, there is only a limited literature on the -2
Bayes estimation of R . Under the assumption of a diffuse prior, Geisser (1965) derived the posterior distribution of R~. In the regression context with 5, non-random, Press and Zellner (1978) ,
study the posterior distributions of R using diffuse and natural conjugate prior distributions.
In this paper, we extend the original work of Geisser (1965) and show how an informative, Beta -2 prior analysis of R can be conducted.
The plan of the paper is as follows. In Section 2, the -2 posterior probability density function (pdf) of R , and the Bayes -2 estimator of R under a squared error loss is derived. We also -2 discuss the Bayes estimation of the related parameter B -R /(I-F*) that is considered recently by Muirhead (1985) . Finally, in Section 3 , some numerical results are provided including plots of -2 the posterior distribution of R for different parameter values.
We also carry out a Monte Carlo simulation to compare the 2 sampling properties of the Bayes estimator and R . A word about the notation. Throughout we take liberty with the commonly used notation and employ the same symbol for a random variable and its 2 realization. For example, R is used for the random variable as well as its sample realization.
BAYES ESTIMATION
Let R be the sample moment multiple correlation coefficient between X1 and X2 based on a sample X. -(X li,...,Xmi),
The parameter of interest is the population multiple correlation coefficient z.
The distribution of R~ can be obtained through the following approach (see Muirhead, 1985) .
Let K, V1 and V2 be random (ii) The conditional distribution of V1, given K=k and R is a -2 chi-squared with (m-1+2k) degrees of freedom, independent of R .
(iii) The random variable V is independent of (K,V1), and V 2 2 has a chi-squared distribution with (n-m+l) degrees of freedom.
Then, the random variable R~ is distributed as V1/(V +V ) . To put it differently, the two experiments (of observinlg) ' R 2 and V1/(V1+V2) are equivalent. ,2 + a + LJ + 2;R )/3F2(5,5,a;-3-,2 + a +P;R )
It should be noted that (2.7) and (2.8) require the computation of (three) 3F2 functions. In our simulation exercises, some of which are reported in Section 3, we have found that the expression in (2.5) converges fairly quickly and often no more than 150 terms need to be included in the sum. has been considered by Gurland (1968) and Muirhead (1982) . The sampling distribution can also be derived by using the fact that Y has the same distribution as V1/V2
and that there is a one--2 to-one correspondence between R and 9 . Note: The mean and variance are computed using expressions (2.7) and (2.8).
For the given parameter values, it was found necessary to include only 140 terms in the evaluation of the function appearing in (2.6). To avoid an overflow, the typi?:f term of (2.6) was first logged and then exponentiated. posterior mean of R decreases towards 0.6 with n. As the sample size n increases, the mode of the posterior gets closer to the mean indicating a tendency towards symmetry. Also, as n increases, the curves become more peaked and concentrated towards the center as corroborated by the fact that the variance of the posterior distribution approaches zero as n tends to infinity.
These facts are also revealed by the plots of the prior and posterior pdfs in Figure 3 .1.
We also report some simulation results related to the replications of size N-20 are drawn from this distribution.
The sampling bias, variance, and sampling mean square error (MSE) of the two estimators of g2 is reported below in Table 3 .3.
The table above shows that with prior information represented by a = 2 and = 6, the Bayes estimate is downward biased. This is quite reasonable given that the prior mean of 0.25 is below the true g2 value of 0.36. Further, the Bayes estimate, which is more biased than the classical estimate, possesses a lower 2 sampling mean square error than R . Similar observations can be made about the other cases shown above. Interestingly, when the -2 prior information is implausible relative to the true value of R (i .e. , when a -6, p -2 ) , the Bayes estimate is considerably 2 biased. This increases the MSE of E: above that of R . We can conclude that as long as R~ is near E(E~), the prior -2 expectation, the Bayes estimate R will possess a lower MSE than 2 n the estimator R . 
