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Abstract. In this essay we explore the notion of essential dimension
using the theory of valuations of fields. Given a field extension K/k
and a valuation on K that is trivial on k, we prove that the rank of
the valuation cannot exceed the transcendence degree trdegkK. We
use this inequality to prove lower bounds on the essential dimension in
some interesting situations. We study orbits of a torus action and find
a formula for the essential dimension of the functor of these orbits.
1. Introduction
Throughout this paper, the ground field k is assumed to be an alge-
braically closed field of characteristic 0. Let K be the category of field
extensions K of k, C the category of sets and
F : K → C
a covariant functor.
Examples. 1) The functor of elliptic curves. We denote it by FEl. It
assigns to each field K ∈ K the set of all elliptic curves defined over K.
2) The functor Fm,d of homogeneous forms in a rigid system. Let f be a
homogeneous d−form in Km and L1, ..., Lm lines in general position. Define
Fm,d(K) to be the set of equivalence classes [f, L1, ..., Lm] where equivalence
is given by an isomorphism on Km that preserves the lines and the form.
3) The functor of orbits, FOrb. Let X be a variety defined over k and G
be an algebraic group acting on X. Then FOrb(K) is set of all G(K)-orbits
in X(K).
4) Let G be an algebraic group. Define the G-functor FG(K) = H
1(K,G)
as the first Galois cohomology set.
One might be interested in the minimal number of independent param-
eters needed to define an object in F(K) or the minimal number of inde-
pendent parameters needed to define the structure given by the functor F .
Essential dimension is a measure for these numbers. As usual, essential
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dimension will be denoted by ed(). The following definition is due to A.
Merkurjev (unpublished) and can be found in [BF]:
For an object α ∈ F(K) define
Definition 1.1. ed(α) = min{trdegk(K0) | α ∈ im(F(K0) → F(K))}
where K0 ranges over field extension k ⊂ K0 ⊂ K and F(K0)→ F(K) is a
morphism.
The essential dimension of the functor F is defined to be
Definition 1.2. ed(F) = max{ed(α) | K ∈ K, α ∈ F(K)}.
Essential dimension was first introduced by J. Buhler and Z. Reichstein
in [BR1] for finite groups and by Z. Reichstein for algebraic groups in [Re].
Since then, many mathematicians have studied essential dimension in dif-
ferent contexts. In this essay we will consider all of the functors from the
examples above and compute the essential dimension in particular cases.
In the first sections our focus will be on valuations of fields. Let K ∈ K
be a field extension of k. A valuation
υ : K∗ → G
is a group homomorphism onto the finitely generated, abelian and ordered
group G (called the valuation group). We assume that υ is trivial on k. In
Theorem 3.1 we will prove, that for any valuation the inequality
trdegkK ≥ rank G
holds. This in turn can be used to prove lower bounds on the essential
dimension of objects in F(K). Indeed, given an object α ∈ F(K), one can
try to construct a valuation υ : K∗ → G such that for any field K0 ⊂ K
with α ∈ im(F(K0) → F(K)) the induced valuation υ|K0 : K
∗
0 → υ(K
∗
0 ) is
of a certain, preferably high, rank. The choice of the valuation is of course
influenced by the specific structure of the functor F .
In section 2.2, assuming that K is the function field of a variety X, we
show a method of constructing valuations
υ : K∗ = k(X)∗ → Zr
through chains of divisors (hypersurfaces)
X = H0 ⊃ H1 ⊃ ... ⊃ Hr.
The main example is rational functions in n variables. Let X = An so that
K = k(X) = k(x1, ..., xn) and the divisors be intersections of the coordinate
hyperplanes:
H1 = {x1 = 0}, H2 = {x1 = x2 = 0}, ...,Hn = {x1 = ... = xn = 0}.
The valuation one gets this way, assigns to every function its order of van-
ishing at x1 = 0, x2 = 0, etc. i.e. is defined by υ(xi) = ei ∈ Z
n. This simple
valuation often suffices our purpose.
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In section 4 we study the orbits of a torus action on a variety. For a field
K/k, the torus T = (K∗)m acts on Kn via characters
(t · a)i = χi(t)ai i = 1, ..., n where
χi(t) = χi(t1, ..., tm) = t
ei1
1 · · · t
eim
m ∈ K
∗.
All information about this action is stored in the exponent matrix
E =


e11 · · · e1m
...
...
en1 · · · enm

 ∈Mn,m(Z)
We write FE for the functor of orbits of this action. We will determine the
essential dimension of FE with the valuation theoretic approach and write
it in terms of the elementary divisors d1, ..., dr of the matrix E:
ed(FE) = n−# ones among {d1, ..., dr}
(Theorem 4.1 and Theorem 4.2). As important examples we calculate the
essential dimension of elliptic curves,
ed(FEl) = 2 (Corollary 4.2)
and of rigid homogeneous d−forms in m variables (section 4.5):
ed(Fm,d) =
{ (m+d−1
d
)
−m+ 1 d > 1
0 d = 1
.
In section 5 we consider the torus action in projective space. The functor
of orbits there we denote by PFE and show that
ed(FE) ≥ ed(PFE) ≥ ed(FE)− 1. (Proposition 5.1)
An example here are hypersurfaces in projective space.
In section 6 we shift our attention to finite abelian groups. The essential
dimension of an algebraic group G is defined to be the essential dimension
of the functor FG (example 4). We will also recall the original definition of
essential dimension of finite groups as in [BR1]. With the valuation theoretic
approach we prove that the essential dimension of finite abelian groups is
its rank, a result that was proved with different methods in [BR1], [RY,
Example 7.4] or [BF, Prop. 3.7] .
In the last section we will consider another numerical invariant, the canon-
ical dimension of an algebraic group (after G. Berhuy and Z. Reichstein,
[BR2]) and relate some earlier results to the notion of canonical dimension.
Acknowledgments. I thank my supervisor Zinovy Reichstein for providing
me with ideas and for helpful comments and discussions.
3
2. Preliminaries
In this section we recall the necessary definitions and results from valua-
tion theory and we will show how to construct a valuation of the function
field of an algebraic variety through a chain of divisors. For more details on
valuations we refer to [HP], [AM] and [La].
2.1. Valuations. Let R be an integral domain and K its field of fractions.
R is called a valuation ring of K if for each x ∈ K∗, x or x−1 is in R (or
both).
Let m be the set of non-units of R and U be the units.
Proposition 2.1. R is an integrally closed local ring with unique maximal
ideal m.
Proof. [AM, Prop 5.18]. 
Let G be a finitely generated Abelian group with an ordering ”>”, i.e.
if g, h ∈ G, g, h > 0⇒ 0 > −g and g + h > 0.
Note that G has no element of finite order hence G ∼= Zn for some n.
Definition 2.1. For a field K, a valuation on K is a surjective map
υ : K∗ → G such that
i) υ(xy) = υ(x) + υ(y)
ii) υ(x+ y) ≥ min{υ(x), υ(y)} if x+ y 6= 0.
In ii) equality holds if υ(x) 6= υ(y). υ(0) is sometimes set to infinity. The
set
R = {x ∈ K∗ | υ(x) ≥ 0} ∪ {0}
is a valuation ring with maximal ideal
m = {x | υ(x) > 0}.
In what follows, we assume that all fields are extensions K/k ∈ K and
the valuations are trivial on k, υ(k∗) = 0. If we have a field extension
K ⊃ F ⊃ k, then a valuation υ on K induces a valuation
υ|F : F
∗ → υ(F ∗)
and υ(F ∗) is an ordered subgroup of G.
Definition 2.2. The rank of the valuation υ is defined to be the rank of
the valuation group G.
The rank of a valuation will play an important role in what follows.
For any valuation υ with valuation ring R and maximal ideal m one has a
field R/m which is called the residue field of the valuation.
A valuation υ is called discrete if the valuation group G is isomorphic to Z.
Its associated valuation ring R is called a discrete valuation ring.
Now let υ : K∗ → Z be a discrete valuation. Since υ is surjective, there is a
π ∈ m∗ with υ(π) = 1.
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Definition 2.3. An element π ∈ K∗ with υ(π) = 1 is called a local or
uniformizing parameter of the valuation.
Every f ∈ m∗ can be written as
f = πku
with unique k ∈ Z and u ∈ U a unit in R ([La, 12.6]). One could say f has
a pole (k < 0) or a singularity (k > 0) of order k at π = 0. Clearly m = (π).
It can be proved that R is Noetherian and that m is the only prime ideal of
R, in particular R is of dimension 1.
Proposition 2.2. Let R be a Noetherian local ring of dimension 1. Then
R is a discrete valuation ring if and only if R is integrally closed in its field
of fractions.
Proof. [AM, Prop 9.2]. 
2.2. Valuations of Function Fields. Now we will construct valuations of
the function field of a variety. We will see that any prime divisor of the
variety gives rise to a discrete valuation and we can repeat the construction
to get valuations of higher ranks.
Let X be a normal irreducible algebraic variety. Assume first that X is
affine. Let k[X] be its coordinate ring. An irreducible subvariety H ⊂ X of
codimension 1 is called a prime divisor (or hypersurface). Let
I(H) = {f ∈ k[X] | f(x) = 0 ∀ x ∈ H} its ideal,
OX,H = k[X]I(H)
the local ring of H of all rational functions defined at some point of H.
Note that sinceH is irreducible, I(H) is a prime ideal inOX,H and dimOX,H =
dimX−dimH = 1. By the assumption that X is normal, OX,H is integrally
closed in k(X) (see [Sha, Lemma II.5.1]). It follows from Proposition 2.2
that OX,H is a valuation ring for a valuation
υH : k(X)
∗ → k(X)∗/U ∼= Z
where U denotes the units inOX,H . We can choose a uniformizing parameter
π ∈ I(H)∗ such that
υH(π) = 1
υH(f) > 0 ⇐⇒ f ∈ I(H)
∗
υH(f) = 0 ⇐⇒ f ∈ U
We can see that the residue field of this valuation is isomorphic to the
function field of H:
(2.1) OX,H/I(H) ∼= U |H ∪ {0} ∼= k(H)
Note that I(H) = (π) and H can be replaced by {π = 0} ⊂ X.
Now let X be any (quasi-projective) variety. We cannot expect to find a
unique local parameter that cuts out the divisor. Here we choose an open
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normal and affine set Y ⊂ X such that it intersects H. Then we get a
valuation
υH∩Y : k(X)
∗ = k(Y )∗ → Z
This construction depends on Y , so consider another open and affine subset
Y ′ that intersects H. First, if Y ′ ⊂ Y and π is a uniformizing parameter in
Y , then so it is in Y ′. The valuations obtained from Y and Y ′ can therefore
differ by at most the choice of a different uniformizing parameter. If Y ′ is
arbitrary, then, since H is irreducible, Y ∩ Y ′ 6= ∅. Choose an affine open
neighbourhood Z of a point x ∈ Y ∩Y ′∩H and it follows that the valuations
defined through Z, Y and Y ′ all differ by at most the choice of a different
uniformizing parameter. Proposition 2.3 will give a complete answer how
much that is.
Next we want to repeat this construction and get a valuation
υ : k(X)∗ → Zr
Assume we have a chain
X = H0 ⊃ H1 ⊃ ... ⊃ Hr (r ≤ dimX)
of irreducible subvarieties such that each Hi is of codimension 1 in Hi−1
and H0, ...,Hr−1 are normal. Given a collection of uniformizing parameters
π1, ..., πr we get valuations
υHi : k(Hi−1)
∗ → Z
with valuation rings OHi−1,Hi , i = 1, ..., r. By 2.1 identify k(Hi−1) with the
residue field of υHi . Then a rational function f ∈ k(X)
∗ can be written
uniquely
f = πk11 · · · π
kr
r u k1, ..., kr ∈ Z, υHr(u) = 0
where the residue of πkii · · · π
kr
r u is a rational function in k(Hi−1)
∗ and
ki = υHi(π
ki
i · · · π
kr
r u|Hi−1). The map
υ : k(X)∗ → Zr
f 7→ (k1, ..., kr)
is a valuation of rank ≤ r.
Note: υ depends on the choice of the divisors H1, ...,Hr as well as on the
choice of the uniformizing parameters π1, ..., πr.
2.3. Example. Let X = An. We can simply take H1 = {x1 − c1 = 0},
H2 = {x1 − c1 = x2 − c2 = 0}, ...,Hn = {x1 − c1 = ... = xn − cn = 0} as our
divisors, where x1, ..., xn are the coordinate functions and c1, ..., cn ∈ k. For
uniformizing parameters we choose πi = xi − ci. A rational function f can
be written as
f = (x1 − c1)
k1 · · · (xn − cn)
knu
where u is not divisible by any of the (xi − ci). The valuation just assigns
to f the order of vanishing at xi = ci, i = 1, .., n. For a variety Y whose
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function field is a subfield of k(X) one can of course restrict this valuation
to k(Y ). This way of constructing a valuation will be often used.
Note: If c1 = ... = cn = 0 and f is a Laurent polynomial f ∈ k[x
±1
1 , ..., x
±1
n ],
the valuation gives the lowest exponent (e1, ..., en) ∈ Z
n (with respect to
the lexicographic order of Zn) occurring in f . The highest exponent is often
denoted by in(f) and is of interest for example studying Gro¨bner and SAGBI
bases. We have
in(f) = −υ(f(x−11 , ..., x
−1
n ))
2.4. Uniformizing Parameters. Now what happens if we choose different
uniformizing parameters, say π′1, .., π
′
r? Let f ∈ k(X)
∗ be a rational function,
f = πk11 · · · π
kr
r u = π
′ k′
1
1 · · · π
′ k′r
r u
′
We are interested in how the two valuations υ(f) = (k1, ..., kr) and υ
′(f) =
(k′1, ..., k
′
r) differ.
Proposition 2.3. There is a upper triangular matrix A ∈ GLr(Z) with ones
on the diagonal, such that υ′(f) = υ(f) · A for all f ∈ k(X)∗.
Proof. Define A = (Ai,j) by
Ai,j = 0 j < i
Ai,i = 1
Ai,j = υHj
(
πi ·
∏j−1
l=1 (π
′
l)
−Ai,l |Hj−1
)
j = i+ 1, ..., r
To see that this is well defined we need to show that πi ·
∏j−1
l=1 (π
′
l)
−Ai,l |Hj−1 is
a non-zero rational function inHj−1. Assume by induction that πi·
∏j−1
l=1 (π
′
l)
−Ai,l
is defined at some point and non zero in Hj−2 ⊃ Hj−1. Then
υHj−1
(
πi ·
j−2∏
l=1
(π′l)
−Ai,l · (π′j−1)
−Ai,j−1
∣∣
Hj−2
)
= Ai,j−1−Ai,j−1υHj−1(π
′
j−1) = 0
and so πi ·
∏j−1
l=1 (π
′
l)
−Ai,l is defined at some point and non zero in Hj−1.
Now for f ∈ k(X)∗, k1 = υH1(f) = k
′
1 so k
′
1 = k1A1,1. By induction assume
k′j =
∑j
l=1 klAl,j, j = 1, ..., i. Then
π
′ k′i+1
i+1 · · · π
′ k′r
r u
′ = πk11 · · · π
kr
r u(π
′ k′
1
1 · · · π
′ k′i
i )
−1 =
= πk11 · · · π
kr
r u(π
′ k1A1,1
1 · · · π
′
∑i
l=1 klAl,i
i )
−1 =
= [π1π
′(−A1,1)
1 · · · π
′(−A1,i)
i ]
k1 · · · [πiπ
′(−Ai,i)
i ]
kiπ
ki+1
i+1 · · · π
kr
r u
And so
k′i+1 = υHi+1(π
′ k′i+1
i+1 · · · π
′ k′r
r u
′
∣∣∣
Hi
) =
= k1 · υHi+1
(
π1 ·
i∏
l=1
(π′l)
−A1,l
∣∣
Hi
)
+ ...+ ki · υHi+1
(
πi ·
i∏
l=i
(π′l)
−Ai,l
∣∣
Hi
)
+
7
+υHi+1(π
ki+1
i+1 |Hi) =
i+1∑
l=1
klAl,i+1

2.5. Convex Subgroups. We will now show that the rank of a valuation
can be interpreted as the number of convex subgroups of the valuation group.
This interpretation will be helpful to us in the sequel.
Definition 2.4. A subgroup H ⊂ G is convex (or isolated) if for any h ∈ H
and g ∈ G
if h ≥ g ≥ 0⇒ g ∈ H
Two convex subgroups of a group G have the property that one is com-
pletely contained in the other, and all convex subgroups {Gi} can be ar-
ranged as
G ⊃ G1 ⊃ ... ⊃ Gm = 0
(See [HP, 17.1.Thm.4&Thm.5])
Lemma 2.1. The maximal number of (proper) distinct convex subgroups is
equal to the rank of G.
Proof. Let G be of rank n and α1 > α2 > ... > αn be generators, so that
G = Zα1 ⊕ ...⊕ Zαn
Set
Gi = Zαi+1 ⊕ ...⊕ Zαn i = 1, ..., n
If we identify G with Zn then the induced ordering on Zn is lexicographic.
If h = (0, ..., 0, hi+1 , ..., hn) ∈ Gi, g = (g1, ..., gn) such that
h ≥ g ≥ 0⇒ 0 = hj ≥ gj ≥ 0, j = 1, ..., i⇒ g ∈ Gi
and so the Gi are distinct convex subgroups.
On the other hand if there is a convex subgroup H,Gi−1 ⊃ H ) Gi, then
there is a h ∈ H,
h = (0, ..., 0, hi, hi+1, ..., hn) hi 6= 0
⇒ h ≥ (0, ..., 1i, 0, ..., 0) ≥ 0⇒ (0, ..., 1i, 0, ..., 0) ∈ H ⇒ H = Gi−1
Therefore there can not be more than n convex subgroups. 
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3. Main Theorems
In this section we will use valuation theory to prove lower bounds on
trdegkK of any field K/k and as a corollary, for dim f(X), where f : X 99K
An is a given rational map of k−varieties. This will be a source for many
interesting applications.
Theorem 3.1 is the general statement of the inequality. Another proof for
it can be found in [HP, 12.4. Theorem II]. Theorem 3.2 is essentially the
same statement but for the case of a function field of a variety with a valu-
ation given by a chain of divisors as in 2.2. In this case one can explicitely
construct algebraically independent elements.
Theorem 3.1. Let K be a field extension of k, υ : K∗ → G a valuation
(that is trivial on k). Then trdegkK ≥ rank υ.
Proof. Suppose rank υ = s i.e. G = υ(K) is of rank s. Let {Gi} be the
convex subgroups of G, so that
G = G0 ⊃ G1 ⊃ ... ⊃ Gs = 0.
Let R be the valuation ring
R = {f ∈ K | υ(f) ≥ 0} ∪ {0}
and let
mi = {f ∈ R | υ(f) /∈ Gi}
We show that mi is a prime ideal. If f ∈ mi, g ∈ R then υ(fg) = υ(f) +
υ(g) ≥ υ(f) ≥ 0 Now since Gi is convex and υ(f) /∈ Gi, it follows that
υ(fg) /∈ Gi and so fg ∈ mi. If f, g ∈ mi ⇒ υ(f + g) ≥ min{υ(f), υ(g)} ≥ 0
and hence f + g ∈ mi. Thus mi is an ideal in R.
If f, g /∈ mi ⇒ υ(f), υ(g) ∈ Gi ⇒ υ(fg) ∈ Gi, fg cannot be in mi and so mi
is prime.
Now mi ( mi+1 (note that υ is surjective) and we have a chain of prime
ideals
{0} = m0 ( m1 ( ... ( ms
which means dimR ≥ s
The quotient fieldK of Rmust have at least dimR algebraically independent
elements, so
trdegkK ≥ dimR ≥ s

Corollary 3.1. Let f = (f1, ..., fn) : X 99K Y ⊂ A
n be a dominant
rational map of k−varieties and υ : k(X)∗ → Zr a valuation. Denote
υ(f) =


υ(f1)
:
υ(fn)

∈Mn,r(Z). Then dimY ≥ rank υ(f).
Proof. Look at the induced valuation on k(Y )∗ ⊂ k(X)∗. dimY = dim f(X) =
trdegkf(X) ≥ rank υ(f(X)) = rank υ(f). 
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If the field K is the function field of a variety and the valuation given by
divisors, we can restate Theorem 3.1 and give a constructive proof:
Theorem 3.2. Let X be a normal irreducible variety, υ : k(X)∗ → Zn a
valuation constructed as in 2.2 with local parameters π1, ..., πn and f1, .., fr ∈
k(X)∗ be rational functions. Denote V=


υ(f1)
:
υ(fr)

∈Mr,n(Z).
Then trdegkk(f1, ..., fr) ≥ rank V .
Proof. Suppose rank V = s (s ≤ r). For notational simplicity assume
V =
(
V˜ ∗
∗ ∗
)
where V˜ ∈ Zs×s and det V˜ 6= 0. Take its Q−inverse and
multiply it by a suitable λ ∈ N such that λV˜ −1 ∈ Zs×s and λV˜ −1V˜ = λI.
Set Λ =
(
λV˜ −1 0
)
∈ Zs×r. Consider the functions
gj = f
Λj1
1 . . . f
Λjr
r ∈ k
∗(X), j = 1, .., s.
υ(gj) = υ(f
Λj1
1 . . . f
Λjr
r ) =
r∑
l=1
Λjlυ(fl) =
= (Λj1, ...,Λjr) · V = (0, .., 0, λ, 0, .., 0, ∗, ..., ∗)
where the lambda is at the jth position. Thus gj = πj
λ · u for some unit
u|Hs−1 ∈ OHs−1,Hs .
Note that g1|H1 ≡ 0 since υH1(g1) = λ > 0 and g2, .., gs are units in OX,H1
hence non-zero rational functions in H1.
Suppose now that g1, .., gs are algebraically dependent over k, i.e. there
exists an irreducible polynomial P (t1, .., ts) ∈ k[t1, .., ts], P 6= 0 and
P (g1, .., gs) = 0 on X
Then
0 = P (g1|H1 , .., gs|H1) = P (0, g2|H1 , .., gs|H1)
If P (0, t2, .., ts) 6≡ 0 then g2|H1 , .., gs|H1 are algebraically dependent, other-
wise by irreducibility P = ct1, c ∈ k
∗ and therefore g1 ≡ 0 on X = H0
which is what we excluded by hypothesis. Inductively we can conclude that
gj|Hj−1 ≡ 0 for some j ≤ s but by construction gj |Hj−1 is a non-zero rational
function. So we must have s algebraically independent elements g1, .., gs in
k(f1, .., fr), thus dim f(X) = trdegk(f1, .., fr) ≥ s. 
Theorem 3.3 will be a short digression. We try to give a converse to
Corollary 3.1: For a variety of dimension n does there exist a valuation of
rank n for its function field?
Theorem 3.3. Let K be the function field of a variety of dimension n
over k and f1, ..., fr (r ≤ n) be algebraically independent elements of K.
Then there exists a variety X with function field k(X) = K and a valuation
υ : k(X)∗ → Zn such that the induced valuation υ : k(f1, ..., fr)
∗ → Zn is of
rank r.
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Proof. First we can assume r = n: If we extend the functions to a transcen-
dence base f1, ..., fn of K and have a valuation υ : k(f1, ..., fn)→ Z
n of rank
n, then by Theorem 3.1 the induced valuation on k(f1, ...., fr) is of rank r.
Let X be an affine irreducible variety with k(X) = K.
Let K ′ = k(f1, ..., fn). K is a finitely generated algebraic (i.e. finite) exten-
sion of K ′.
Define a valuation υ′ : K ′ → G′ = Zn by setting
υ′
(∑
i
cif
ei
)
= min
ci 6=0
{ei = (ei1, ..., ein)} ∈ Z
n
where f ei = f ei11 · · · f
ein
n , only finitely many of the ci ∈ k are non-zero and
Zn is ordered lexicographically.
Obviously υ′(f1), ..., υ
′(fn) generate G
′ = Zn and υ′ is of rank n.
Then υ′ can be extended to a valuation
υ : K → G ⊇ G′
which is also of rank n since K/K ′ is finite ([HP, XII.2,Thm.7&Thm.10]).

Remark. The question whether there exists a valuation of rank r that is
constructed through a chain of divisors as in 2.2 is more subtle. The main
difficulty is to make sure that the divisors are normal.
3.1. Lemma on the Rank of a Matrix. For later use we write down here
two simple Lemmas on the rank of a matrix.
Lemma 3.1. Let A be an integer matrix and m an integer, m 6= 0.
Then rank A ≥ rank (A mod m).
Proof. Let rank A = r. Then every r + 1 minor of A is zero and so it is
mod m. Thus rank (A mod m) ≤ r. 
Lemma 3.2. Let A,B be matrices of the same size. Then
i) rank (A+B) ≤ rank A+ rank B
ii) rank (A+B) ≥ |rank A− rank B|
Proof. i) Clearly Im(A + B) ⊂ Im(A) + Im(B). It follows that rank (A +
B) ≤ rank A+ rank B
ii) Assume that rank A ≥ rank B. ii) then follows from i) by replacing A
by A+B and B by −B. 
4. Orbits of Torus Actions
Now we turn our attention towards essential dimension. We will look at
the action of an m−dimensional torus T on Kn where K is a field extension
of k. The orbits of this action are the objects whose essential dimension we
are interested in. All information of the action is stored in a matrix E and
the functor of orbits will be denoted by FE . We will recall the definition
of K−points and the generic point x of Kn. We will compute the essential
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dimension of the orbit of x and thus get the essential dimension of FE by
showing that ed[x] = ed(FE).
4.1. Elliptic Curves. As a motivating example consider the set of elliptic
curves over K
{(x, y) ∈ K2 | y2 = x3 + ax+ b; a, b ∈ K}
Two curves {(x, y)}, {(x′ , y′)} are isomorphic if there exists a λ ∈ K∗ such
that x = λ2x′, y = λ3y′ so that λ6y′2 = λ6x′3 + aλ2x′ + b or
y′
2
= x′
3
+ aλ−4x′ + bλ−6
which means a′ = aλ−4, b′ = bλ−6 (See for example [Si, III.1]).
Thus we can identify elliptic curves over K with pairs (a, b) ∈ K ×K where
(a, b) ∼ (a′, b′) ⇐⇒ ∃λ ∈ K∗, a′ = aλ4, b′ = bλ6.
Let
FEl(K) = (K ×K)/ ∼
be the functor that assigns to every field K the elliptic curves defined in K.
We will see later, that ed(FEl) = 2.
4.2. The Functor FE. The example of elliptic curves leads us to a more
general concept.
For fixed n,m ∈ N consider
FE(K) = K
n/ ∼ where
(a1, ..., an) ∼ (a
′
1, ..., a
′
n) ⇐⇒ ∃λ1, ..., λm ∈ K
∗ such that
a′1 = a1λ
e11
1 · · ·λ
e1m
m
a′2 = a2λ
e21
1 · · ·λ
e2m
m
...
a′n = anλ
en1
1 · · ·λ
enm
m
The eij ∈ Z are fixed exponents and we write them in a matrix
E =


e11 · · · e1m
...
...
en1 · · · enm

 ∈Mn,m(Z)
Clearly ed(FE) only depends on E.
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4.3. K−points and the generic point. The notion of K−points gives a
more general way of looking at FE :
Definition 4.1. Let X be a variety over k and K/k a field extension. A
K−point ξ is a rational map ξ : Y 99K X where Y is a variety with k(Y ) =
K. The set of K−points is denoted by X(K).
Note: Y is only defined up to to birational isomorphism.
Examples. 1) K = k. Then X(k) = {∗ → X} = {points of X}
2) K = k(X). Then X(k(X)) = {φ : X → X} = rational maps. idX ∈
X(k(X)) is called the generic point of X.
3) X = kn. A rational map φ : Y 99K X with k(Y ) = K can be viewed as
an element in Kn, kn(K) = Kn.
4) X = (k∗)n. Then (k∗)n(K) = (K∗)n.
Now let X = kn and T = (Gm)
m = (k∗)m. The torus T (K) = (K∗)m
acts on X(K) = Kn through characters
χi(t) = χi(t1, ..., tm) = t
ei1
1 · · · t
eim
m i = 1, ..., n
t · x = (x1χ1(t), ..., xnχn(t))
View now the functor FE as
FE(K) = X(K)/ ∼
a ∼ b ⇐⇒ a = t · b for a t ∈ T (K)
Definition 4.2. Let x = (x1, ..., xn) be the generic point of k
n. The generic
point of FE is the orbit [x] ∈ FE(k(x1, ..., xn)).
Our final goal is to find ed(FE). We begin with a simple bound on ed(FE):
Lemma 4.1. ed(FE) ≤ n.
Proof. Let [a] = [(a1, ..., an)] ∈ FE(K) be any equivalence class (orbit).
Then a ∈ k(a1, ..., an)
n ⊂ X(K) and so ed([a]) ≤ trdegkk(a1, ..., an) ≤ n. It
follows that ed(FE) ≤ n. 
So we can restrict our attention to k(a1, ..., an) and, searching for the
minimal transcendence degree for an arbitrary equivalence class, replace the
ai by variables xi which motivates the use of the generic point [x]. Define
f1 = x1t
e11
1 t
e12
2 · · · t
e1m
m = x1χ1(t)
f2 = x2t
e21
1 t
e22
2 · · · t
e2m
m = x2χ2(t)
...
fn = xnt
en1
1 t
en2
2 · · · t
enm
m = xnχn(t)
So that
(4.2) ed[x] = min{trdegkk(f1, ..., fn) | t = (t1, ..., tm) ∈ T (k(x1, ..., xn))}.
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That suggests using Theorem 3.1 to find the essential dimension of the
generic point. To construct a valuation on the function field of X = kn
we may choose as our set of divisors H1 = {x1 = 0},H2 = {x1 = x2 =
0}, ...,Hn = {x1 = x2 = ... = xn = 0} as in example 2.3. We have
υ(fi) = (0, .., 1i, .., 0) + ei1υ(t1) + ...+ eimυ(tm) i = 1, ..., n
Setting
U =


u11 · · · u1n
...
...
um1 · · · umn

 :=


υ(t1)
...
υ(tm)

 ∈Mm,n(Z)
we get
(4.3)


υ(f1)
...
υ(fn)

 = I +EU
Lemma 4.2. ed[x] ≥ rank (I + EU) ≥ n− rank E.
Proof. Clearly if rank E = r then rank EU ≤ r and the second inequality
follows from Lemma 3.2. The first inequality is immediate from (4.2) and
Theorem 3.2. 
The rank of E alone is not all that determines ed[x]. To see this, look for
example at E = (2, 2, ..., 2) and
f1 = x1t
2
...
fn = xnt
2
Then the valuation matrix υ((f1, ..., fn)
T ) mod 2 = I and so there is no
way to choose a t such that trdegkk(f1, ..., fn) = n − 1. In fact it will turn
out that for m = 1 we need gcd{e11, ..., en1} = 1 to get ed[x] = n− 1.
4.4. Essential Dimension of FE and the generic point. Now look at
the matrix E ∈ Zn×m. By elementary row- and column operations (over Z)
it can be transformed into Smith normal form

d1
. . .
dr

 ∈Mn,m(Z) (r = rank E)
such that the elementary divisors di divide each other, d1 | d2 | ... | dr.
Theorem 4.1. Let E be the matrix of exponents in f1, ..., fn and d1, ..., dr
be the elementary divisors of its Smith normal form. If l is the number of
ones among {d1, ..., dr}, then ed[x] = n− l.
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Proof. First we note that we can replace fi by f
−1
i or by fif
λ
j (i 6= j, λ ∈ Z)
or we can switch fi and fj without changing the transcendence degree of
k(f1, ..., fn). These changes translate into row operations on υ((f1, ..., fn)
T ):
Multiply row i by −1, add λ· row j to row i, switch row i and row j.
Row operations are achieved by multiplication from the left by a matrix
P ∈ GLn(Z). So the valuation matrix becomes

υ(f1)
...
υ(fn)

 = PI + PEU
We can also do similar changes in the xi which affects the valuation matrix
by multiplication of a Z−invertible matrix R from the right:

υ(f1)
...
υ(fn)

 = PIR+ PEUR
Replacing the matrix of variables U by Q−1UR we get

υ(f1)
...
υ(fn)

 = PIR+ PEQU
or in other words, we can assume we have the system

υ(f1)
...
υ(fn)

 = I + EU
where E is in Smith normal form with elementary divisors d1, ..., dr (take
R = P−1 ∈ GLn(Z). Thus
(4.4) fi =
{
xit
di
i i ≤ r
xi i > r
Note: Row operations must be done simultaneously on both summands
I,EU , whereas column operations can be done independently.
Now let l be the number of ones among d1, ..., dr , which means d1 = ... =
dl = 1, dl+1 6= 1. We can choose ti = x
−1
i and so fi = 1 for i = 1, ..., l. Thus
ed[x] ≤ n− l.
On the other hand, dl+1 ≡ ... ≡ dr ≡ 0 mod dl+1 and E mod dl+1 is of rank
l. Therefore, rank [(I+EU) mod dl+1] ≥ n−l and also rank (I+EU) ≥ n−l
(Lemma 3.1&3.2). Finally, by Lemma 4.2 ed[x] ≥ rank υ((f1, ..., fn)
T ) ≥
n− l. 
Our next step is to show that the essential dimension of any K−point can
not exceed the essential dimension of the generic point and hence ed(FE) =
ed[x]. For this we use the specific structure of the given action. In general,
for an arbitrary action of an algebraic group, it is not known if the essential
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dimension of the generic point is equal to the essential dimension of the
functor of orbits ([BR2, Remark 14.3]). First we need a short lemma.
Lemma 4.3. Let E˜ ∈ Mn˜,m(Z) and E =
(
E˜
∗
)
∈ Mn,m(Z) an extension
of E˜. Let [x˜] and [x] be the generic points of FE˜ and FE respectively. Then
ed[x] ≥ ed[x˜].
Proof. Let l, l˜ be the number of ones among the elementary divisors of E
and E˜ respectively, so l˜ = rank (E˜ mod p) for a suitable p > 1. But then
l ≤ rank (E mod p) ≤ n− n˜+ l˜ and
ed[x] = n− l ≥ n− (n− n˜+ l˜) = ed[x˜]

Theorem 4.2. Let E be a matrix with elementary divisors d1, ..., dr and l
the number of ones among {d1, ..., dr}. Let [x] be the generic point of FE.
Then ed(FE) = ed[x] = n− l.
Proof. We only need to proof the first equality. Clearly ed(FE) ≥ ed[x]
by definition of ed(FE). Let [a] be an equivalence class of any K−point
a ∈ X(K) = Kn. We would like to have ed[a] ≤ ed[x]. If ai 6= 0 for all
i = 1, ..., n we can assume that our system is as in (4.4) and simply take
ti = a
−1
i , i = 1..., l to get ed[a] ≤ trdegkk(al+1, ..., an) ≤ ed[x]. However, if
one of the ai is zero, this is not working. Without loss of generality assume
that a1 = ... = an˜ 6= 0 for some n˜ < n and ai = 0, i > n˜. Let E˜ be the
first n˜ rows of E and a˜ = (a1, ..., an˜). Then by the previous argument and
Lemma 4.3,
ed[a] = ed[a˜] ≤ ed[x˜] ≤ ed[x]
as desired. 
For the case with only one function t (m = 1), we have
Corollary 4.1. Let E = (e1, ..., en) be a tuple of exponents. Then
ed(FE) =
{
n− 1 gcd{e1, ..., en} = 1
n else
For the elliptic curves in the introductory example 4.1 we get
Corollary 4.2. ed(FEl) = 2.
Proof. We have E = (4, 6) with 4, 6 not relatively prime. So ed(FEl) =
2. 
4.5. Example: Homogeneous forms in a rigid system. For a fixed
field K/k let V be a m−dimensional vector space over K, L1, ..., Lm be
lines in general position, (i.e. they span V ), and f : V → K a homogeneous
form of degree d. Consider the set of tuples {(V, f, L1, ..., Lm)}. Two tuples
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(V, f, L1, ..., Lm), (V
′, f ′, L′1, ..., L
′
m) are equivalent ⇐⇒ there exists an
isomorphism
φ : V → V ′ such that
Li 7→ L
′
i i=1,...,m
f = f ′φ
Let Fm,d(K) be the set of all such tuples over the fieldK modulo equivalence.
We call Fm,d(K) homogeneous forms in a rigid system.
Choose a basis (v1, ..., vm) with vi ∈ Li then f becomes a homogeneous
polynomial of degree d in the coordinates:
v =
m∑
i=1
xivi ∈ V
f(v) = f(x) =
∑
d1+...+dm=d
ad1,...,dmx
d1
1 · · · x
dm
m
The coefficients ad1,...,dm determine the form f for a given basis (set of
lines) and we can identify (V, f, L1, ..., Lm) by the tuple of these coefficients.
d1, ..., dm partition d into m pieces and there are N =
(m+d−1
d
)
such parti-
tions. So if we choose an order, a = (ad1,...,dm)d1+...+dm=d ∈ K
N .
a ∼ a′ ⇐⇒
∃ φ : V → V ′, vi 7→ λiv
′
i, λi ∈ K
∗, i = 1, ...,m, f = f ′φ ⇐⇒
f(x1, ..., xm) = f
′(λ1x1, ..., λmxm) ⇐⇒
ad1,...,dm = a
′
d1,...,dmλ
d1
1 · · ·λ
dm
m d1 + ...+ dm = d
Thus we are in the familiar setting Fm,d(K) = K
N/ ∼ where the equivalence
relation is expressed in the exponent matrix
E =


d
d− 1 1
. . .
. . .
d


∈MN,m(Z)
Every row of E is a partition of d.
Now we compute the Smith normal form of E. In E the following rows
occur: 

1 ∗ · · · ∗
0 1 ∗ · · · ∗
. . .
0 · · · 0 1 d− 1


Therefore, the first m− 1 elementary divisors of the Smith normal form are
1. All rows of E sum up to d. After applying row-operations the rows sum
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up to integer multiples of d. Since also (0, ..., 0, d) occurs, the row reduced
matrix must be 

1 ∗ · · · ∗
1 ∗ · · · ∗
. . .
1 d− 1
d


and hence the elementary divisors of the Smith normal form are 1 (m − 1
times) and d.
It follows from Theorem 4.2 that
ed(Fm,d) = N −#ones in Smith normal form
=
{ (m+d−1
d
)
−m+ 1 d > 1
0 d = 1
For example for d = 2 the essential dimension of quadratic forms (in a rigid
system) in dimension m are:
m ed(Fm,2)
1 1
2 2
3 4
4 7
5 11
6 16
: :
Remark. For more information on the essential dimension of homogeneous
forms (in a non rigid system), we refer to [BR2].
5. Torus Action on Projective Space
Let K be a field extension of k. So far we only looked at the action
of the torus T (K) on the affine space An(K). We will now consider the
action on projective space Pn(K). Any action of the torus T on kn+1 which
is determined by a matrix E ∈ Mn+1,m(Z) as in 4.2 defines an action on
Pn(K). Let
PFE(K) = P
n(K)/ ∼
where
a ∼ b if a = t · b for a t ∈ T (K)
Here we have the additional requirement that a ∼ ca for any c ∈ K∗, since
they are equal in Pn(K). But then we can just add an extra function tm+1
18
in every coordinate and return to the affine case with the extended matrix
E˜ =


1
E
...
1

 ∈Mn+1,m+1(Z)
So that
ed(PFE) = ed(FE˜)
Proposition 5.1. ed(FE) ≥ ed(PFE) ≥ ed(FE)− 1
Proof. Let l and l˜ be the number of ones of the elementary divisors of E
and E˜ respectively, so that ed(FE) = n + 1 − l and ed(PFE) = n + 1 − l˜.
Obviously l ≤ l˜ and the first inequality follows. We have l = rank (E
mod dl+1) where dl+1 is the (l+1)th elementary divisor. Then l˜ ≤ rank (E˜
mod dl+1) ≤ l + 1 and the second inequality follows. 
To determine whether ed(PFE) is less than ed(FE) or not, one simply
has to find the Smith normal form of E˜. There is no better formula than
this. To illustrate it consider the two matrices
E1 =
(
2
3
)
E2 =
(
−2
3
)
While in both cases ed(FE1) = ed(FE2) = 1, the extended matrices are
transformed to
E˜1  
(
1 0
0 1
)
E˜2  
(
1 0
0 5
)
and so
ed(PFE1) = 0 ed(PFE1) = 1
5.1. Example: Hypersurfaces in Projective Space. This example is
the analogue of the homogeneous forms on projective space. Consider the
functor
PFm,d(K) = {(V,H,L1, ..., Lm)}
where V is a m dimensional K− vector space, L1, ..., Lm lines in general
position and H is a hypersurface of degree d in the projective space P(V ). H
is defined through a homogeneous form f of degree d with f ∼ cf for any c ∈
K∗. Identifying PFm,d(K) with
(m+d−1
d
)
-tuples a = (ad1,...,dm)d1+...+dm=d
we get
a ∼ a′ ⇐⇒
∃ λ1, ..., λm+1 ∈ K
∗, f(x1, ..., xm) = λm+1f
′(λ1x1, ..., λmxm) ⇐⇒
ad1,...,dm = a
′
d1,...,dmλ
d1
1 · · ·λ
dm
m λm+1 d1 + ...+ dm = d
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The exponent matrix is then
E =


d 1
d− 1 1 1
. . .
...
. . .
d 1


∈MN,m+1(Z) N =
(
m+ d− 1
d
)
as in the case of homogeneous forms, it reduces to

1
1
. . .
1
d 1
∗
...
∗


and then to


1
1
. . .
1
0


Hence we get
ed(PFm,d) =
(
m+ d− 1
d
)
−m
6. Finite Abelian Groups
The valuation theoretic approach and the result of Theorem 3.1 can be
used to calculate the essential dimension of other algebraic objects; with its
help we show in this section that the essential dimension of finite abelian
groups is equal to its rank.
6.1. Essential Dimension of Algebraic Groups. Let K be a field ex-
tension of k, G(K) an algebraic group and the functor FG defined by
FG(K) = H
1(K,G)
(the Galois-cohomology set, see [BF] for details). The essential dimension
of the group is defined to be
ed(G) := ed(FG)
To apply our results from valuation theory, we recall the original definition
of essential dimension of finite groups given in [BR1]. Let G be a finite
group and X a variety over k on which G acts faithfully.
Definition 6.1. A compression of X is a faithfull G−variety Y and a dom-
inant rational map
f : X 99K Y
which is G−equivariant.
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The essential dimension of X measures how much X can be compressed:
Definition 6.2. The essential dimension of X, denoted ed(X) is defined to
be
ed(X) = mindim(Y )
where Y ranges over all compressions of X.
Let f : X 99K Y be a compression of X such that ed(X) = dim(Y ). We
can assume that Y ⊂ Ar (r ≤ dimX) is affine and f = (f1, ..., fr). If we
have a valuation υ : X → Zn we are in the situation of Corollary 3.1. and
get a lower bound on ed(X):
Proposition 6.1. Let X be a faithfull G−variety, f : X 99K Y a compres-
sion and υ : k(X)∗ → Zn a valuation. Then
ed(X) ≥ rank υ(f)
If we consider only linear G−varieties (i.e. representations of G), then it
was proved in [BR1, Theorem 3.1] that the essential dimension only depends
on the group and not on the variety. Thus
Definition 6.3. The essential dimension of a finite group G is
ed(G) = ed(V )
where V is a faithfull linear G−variety.
6.2. Finite Abelian Groups. Now we come to the result on finite abelian
groups mentioned in the introduction:
Theorem 6.1. (Buhler-Reichstein) Let G be a finite abelian group of rank
n. Then ed(G) = n.
Proof. G is finite and of rank n so
G ∼= Z/d1 × ...× Z/dn for integers d1, ..., dn ≥ 2
and d1 | · · · | dn
We will identify the two groups. G acts faithfully on X = An by
(z1, ..., zn) · (x1, ..., xn) = (ζ
z1
1 x1, ..., ζ
zn
n xn)
where ζi is a dith root of unity (6= 1). In other words, G has a faithful linear
representation of dimension n and so ed(G) ≤ n.
Suppose now we have a rational dominant G-equivariant map f : X 99K Y
onto a G-variety Y (i.e. Y is a compression) such that ed(G) = dim(Y ).
Define a valuation υ : k(x1, ..., xn) → Z
n as in the standart example 2.4.
through subvarieties H1 = {x1 = 0},H2 = {x1 = 0, x2 = 0}, ...,Hn = {x1 =
0, ..., xn = 0}. It will turn out that the induced valuation on k(Y ) must be
of rank n which gives the desired lower bound on the essential dimension.
Let p be a prime integer that divides d1 (hence divides all di).
If fi = r/q = rq
p−1/qp with polynomials r, q, we have
υ(fi) = υ(rq
p−1)− pυ(q) = υ(rqp−1) mod p,
21
so if we are only interested in the valuation mod p, we can assume that fi is a
polynomial in x1, ..., xn. Let g = (z1, ..., zn) ∈ G. From the G−equivariancy
of f we get
fj(ζ
z1
1 x1, ..., ζ
zn
n xn) = fj(gx) = (gf(x))j = ζ
zj
j fj(x)
and so every term in fj must be of the form x
e1
1 · · · x
ej
j · · · x
en
n , ej ≡ 1
mod dj , ei ≡ 0 mod dj , i 6= j and the same holds mod p. Thus υ(fj)
mod p = (0, .., 1, .., 0) and
υ(f) mod p =

 υ(f1):
υ(fr)

 mod p = I.
Lemma 3.1 asserts that rank υ(f) = n and from Proposition 6.1 it follows
that ed(G) = dim(Y ) ≥ n. 
Remark. It is not known what the essential dimension of an arbitrary (non
abelian) finite group is. For example the essential dimension of the symmet-
ric group Sn, which is of great interest, is only known for n ≤ 6.
7. Canonical Dimension
The purpose of this section is to recall the notion of canonical dimension
and show its connection to the essential dimension of the functor of orbits
(of the action of an algebraic group). In particular, we will obtain the
result of Theorem 4.1, the essential dimension of the generic orbit of a torus
action, using the theory of canonical dimension. Canonical dimension was
introduced by G. Berhuy and Z. Reichstein in [BR2]. We refer also to [Re]
for more information on the essential dimension of algebraic groups.
Let G be an algebraic group and X an irreducible variety on which G
acts.
Definition 7.1. A variety with function field k(X)G is called a rational
quotient ofX and denotedX/G. There exists a rational map π : X 99K X/G
that induces the inclusion k(X/G) = k(X)G →֒ k(X).
Note: X/G and π are only defined up to birational isomorphism.
Definition 7.2. A canonical form map F : X 99K X is a rational map such
that F (x) = g(x)x ∀x ∈ X where g : X 99K G is some rational map.
The canonical dimension is defined as
Definition 7.3. The canonical dimension of a G−variety X is
cd(X,G) = min{dimF (X)} − dim(X/G)
where F ranges over all canonical form maps.
Now we outline some results that connect canonical dimension, essential
dimension of orbits of a torus action and essential dimension of finite Abelian
groups.
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As in section 4, let T (K) = (K∗)m be a torus acting on X(K) = Kn through
characters and E be the matrix that determines the action. Once again, we
are interested in the essential dimension of the generic point [x]. We can
assume that the matrix of exponents is in Smith normal form, so that the
characters are simply
χi(t) =
{
tdii i ≤ r
1 i > r
(see (4.4)) and without loss of generality, assume that E ∈ Mn,r i.e. E has
full rank. From [BR2, Prop. 14.1] we get the following equality
(7.5) ed[x] = cd(X,T ) + dimX/T
where x is the generic point of X. Let S ⊂ T be the kernel of the action of
T on X,
S = {t ∈ T | χ(t) = 1} ∼= Z/d1 × ...× Z/dr
The quotient T/S is connected and the induced representation of T/S on X
is diagonalizable hence T/S is a torus. The essential dimension of a torus is
0 ([Re, Ex. 3.9]) and so from [Re, Lemma 5.2],[Po, 1.4.1] X splits
(7.6) X is birationally isomorphic to T/S ×X/(T/S)
T acts trivially on X/(T/S) and applying [BR2, Lemma 7.1] we have
(7.7) cd(X,T ) = cd(T/S ×X/(T/S), T ) = cd(T/S, T )
Definition 7.4. A subgroup H of a group G that acts on a variety X is
called a stabilizer in general position if for every point x in general position
the stabilizer Stab(x) is conjugated to H.
S is the stabilizer of every element ∈ (k∗)n ⊂ X so S is a stabilizer in
general position. [BR2, Prop. 5.7.b] and [Re, Prop. 5.3] then assert that
(7.8) cd(T/S, T ) = ed(S)
S is a finite Abelian group and so the essential dimension is its rank (The-
orem 6.1), ed(S) = rank (S) = r−#ones among {d1, ..., dr}.
Lemma 7.1. dimX/T = n− r
Proof. We show that the coordinate functions xr+1, ..., xn generate k(X)
G.
Clearly xr+1, ..., xn are algebraically independent and invariant under T ,
k(xr+1, ..., xn) ⊂ k(X)
T . Let a, b ∈ X0 = (k
∗)n ⊂ X with ar+1 = br+1, ..., an =
bn i.e. xr+1, ..., xn assume the same values on a and b. We can take
ti = (bi/ai)
1/di (any dith root) for i = 1, ..., r to see that b is in the orbit of
a. Hence, xr+1, ..., xn separate orbits in general position and so xr+1, ..., xn
generate k(X)T by [PV, Lemma 2.1] and thus dimX/T = n− r. 
Collecting all these results we finally get
ed[x] = cd(X,T ) + dimX/T = n−#ones among {d1, ..., dr}
as expected.
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