Government agencies commonly report official statistics based on survey data as point estimates, without accompanying measures of error. In the absence of agency guidance, users of the statistics can only conjecture the error magnitudes. Agencies could mitigate misinterpretation of official statistics if they were to measure potential errors and report them. Agencies could report sampling error using established statistical principles. It is more challenging to report nonsampling errors because there are many sources of such errors and there has been no consensus about how to measure them. To advance discourse on practical ways to report nonsampling error, this paper considers error due to survey nonresponse. I summarize research deriving interval estimates that make no assumptions about the values of missing data. In the absence of assumptions, one can obtain computable bounds on the population parameters that official statistics intend to measure. I also explore the middle ground between interval estimation making no assumptions and traditional point estimation using weights and imputations to implement assumptions that nonresponse is conditionally random.
Introduction
Government agencies commonly report official statistics based on survey data as point estimates, without accompanying measures of error. Agency publications documenting the data and methods used to produce official statistics may acknowledge that the estimates are subject to sampling and nonsampling error, but the publications do not quantify error magnitudes. News releases that communicate official statistics to the public present the estimates with little if any mention of the possibility of error. Some prominent American examples include the reporting of employment and income statistics by the Bureau of Labor Statistics (BLS) and the Census Bureau.
Reporting official statistics as point estimates without error measures encourages the public to believe that errors are small and inconsequential. In the absence of agency guidance, persons who understand that official statistics are subject to error must fend for themselves and conjecture the error magnitudes. Thus, users of official statistics may misinterpret the information that the statistics provide.
Government agencies could mitigate misinterpretation of official statistics if they were to measure potential errors and report them in their news releases and other publications. Using established statistical principles, agencies such as BLS and Census could report sampling error for levels and temporal changes in important statistics based on survey data. The BLS could report confidence intervals for key employment statistics, such as the level and month-to-month changes in the unemployment rate. The Census Bureau could do likewise for key income statistics, such as the poverty rate and median household income.
It is more challenging for agencies to report nonsampling errors for official statistics. There are many sources of such errors and there has been no consensus about how to measure them. Yet these facts do not justify ignoring nonsampling error. Having agency analytical staffs make goodfaith efforts to measure nonsampling error would be more informative to the public than having agencies report official statistics as if they are truths.
To advance discourse on practical ways to report nonsampling error, this paper considers error in official statistics due to survey nonresponse. I study nonresponse error for three reasons.
First, nonresponse is common in the surveys used to compute important official statistics. Unit and item nonresponse regularly make key data missing for substantial fractions of the persons sampled.
For example, the official statistics on household income reported by the Census Bureau are based on the Annual Social and Economic (ASEC) Supplement to the Current Population Survey (CPS).
During the period [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] 7 to 9 percent of the sampled households yielded no income data due to unit nonresponse and 41 to 47 percent of the interviewed households yielded incomplete income data due to item nonresponse.
Second, statistical agencies have used traditional but untenable assumptions-namely that nonresponse is random conditional on specified observed covariates-to form point estimates with nonresponse. These assumptions have been implemented as weights for unit nonresponse and imputations for item nonresponse, despite the fact that agencies do not know the consequences. A Census Bureau document describing the American Housing Survey is revealing. The document states (U. S. Census "Some people refuse the interview or do not know the answers. When the entire interview is missing, other similar interviews represent the missing ones . . . . For most missing answers, an answer from a similar household is copied. The Census Bureau does not know how close the imputed values are to the actual values." Indeed, lack of knowledge of the closeness of imputed values to actual ones is common.
Third, methodological research has shown how to form interval estimates that make no assumptions about nonresponse; see Manski (1989 Manski ( , 1994 Manski ( , 2003 and Manski (1998, 2000) inter alia. This research has also shown how to form confidence intervals that jointly measure sampling error and potential nonresponse error (e.g., Horowitz and Manski, 2000; Imbens and Manski, 2004) . Thus, we know how to report credible interval estimates for official statistics with survey nonresponse.
Section 2 gives several illustrations of official statistics reported as point estimates without error measures. I discuss the reporting of employment statistics by the BLS, income statistics by the Census, and GDP growth by the Bureau of Economic Analysis.
Section 3 summarizes basic results and specific findings on interval estimation that make no assumptions about nonresponse. The central problem is identification rather than statistical inference from finite samples. That is, in the absence of assumptions about nonresponse, one can only obtain bounds on the population parameters that official statistics intend to measure. These bounds provide the basis for formation of interval estimates that may be computed using available survey data.
Applying these findings, Section 4 uses data from the ASEC and the monthly CPS to form interval estimates for median household income, the family poverty rate, and the unemployment rate.
I provide one set of estimates that take into account item nonresponse alone and another that recognizes unit response as well. The estimates show vividly that item nonresponse poses a huge problem for inference on the American income distribution, and that unit nonresponse exacerbates the problem. While item nonresponse is a relatively minor source of error for the unemployment rate, unit nonresponse is highly consequential.
Section 5 explores the middle ground between interval estimation making no assumptions on nonresponse and traditional point estimation assuming that nonresponse is conditionally random.
Interval estimation making no assumptions has maximal credibility, but it may be excessively conservative if agency analysts have some understanding of the nature of nonresponse. Point estimation assuming random nonresponse has maximal precision but may have little credibility. The middle ground derives interval estimates based on assumptions that may include random nonresponse as one among various possibilities. I do not recommend adoption of a particular middle-ground assumption for reporting of official statistics. I only pose some alternatives that 4 statistical agencies may want to consider. Section 6 makes concluding comments on measurement of nonresponse error in official statistics. I urge statistical agencies to report statistics that quantify potential error openly.
Reporting Official Statistics as Point Estimates: Some Illustrations
To illustrate current practice, I describe the reporting of widely publicized national economic statistics by three agencies of the federal government. Missing data may be a significant concern in each case.
BLS Reporting of Employment Statistics
On the first Friday of each month, the BLS issues The Employment Situation, a monthly news release reporting official employment statistics for the previous month. For example, the BLS reported this on October 5, 2012 (U. S. Bureau of Labor Statistics, 2012) : "The unemployment rate decreased to 7.8 percent in September, and total nonfarm payroll employment rose by 114,000." The unemployment-rate statistic is based on data on households sampled in the CPS. The one on nonfarm employment is based on data collected from employer establishments sampled in the Current Employment Statistics survey (CES).
The BLS monthly news release reports employment statistics as point estimates, without measures of potential error. A Technical Note issued with the news release contains a section on Reliability of the estimates that acknowledges the possible presence of errors, beginning with the statement "Statistics based on the household and establishment surveys are subject to both sampling and nonsampling error." The section describes the conventional use of standard errors and confidence intervals to measure sampling error, providing a few numerical illustrations.
The Technical Note then turns to nonsampling errors, stating that they "can occur for many reasons, including the failure to sample a segment of the population, inability to obtain information for all respondents in the sample, inability or unwillingness of respondents to provide correct information on a timely basis, mistakes made by respondents, and errors made in the collection or processing of the data." The Note does not indicate the magnitudes of the nonsampling errors that may be present in the employment statistics.
Census Reporting of Income Statistics
Each year the Census Bureau reports statistics on the income distribution based on data "While it is possible to compute and present an estimate of the standard error based on the survey data for each estimate in a report, there are a number of reasons why this is not done.
A presentation of the individual standard errors would be of limited use, since one could not possibly predict all of the combinations of results that may be of interest to data users.
Additionally, data users have access to CPS microdata files, and it is impossible to compute in advance the standard error for every estimate one might obtain from those data sets." "Real gross domestic product . . . . increased at an annual rate of 2.7 percent in the third quarter of 2012. . . . . The GDP estimate released today is based on more complete source data than were available for the 'advance' estimate issued last month. In the advance estimate, the increase in real GDP was 2.0 percent." A journal article describing the measurement of GDP explains the reasons for such revisions as follows (Landefeld, Seskin, and Fraumeni, 2008, p. 194): "For the initial monthly estimates of quarterly GDP, data on about 25 percent of GDP-especially in the service sector-are not available, and so these sectors of the economy are estimated based on past trends and whatever related data are available. . . . . The initial monthly estimates of quarterly GDP based on these extrapolations are revised as more complete data become available. . . . . The successive revisions can be significant, but the initial estimates provide a snapshot of economic activity much like the first few seconds of a Polaroid photograph in which an image is fuzzy, but as the developing process continues, the details become clearer."
Although this passage recognizes that initial quarterly estimates of GDP growth are subject to error, BEA practice has been to report these estimates without providing quantitative measures of potential error.
Interval Estimation Without Assumptions on Nonresponse
Many official statistics aim to measure parameters of a probability distribution characterizing a population. For example, the poverty rate is intended to be the fraction of persons or families with income below specified levels. The unemployment rate is defined to be the fraction of unemployed persons among those who are in the labor force. In each case the statistic is a parameter of a probability distribution P(y|x 0 X ), where y is a specified outcome taking values in a space Y, x is * a specified covariate taking values in a space X, and X d X is a specified subset of covariate values.
*
The parameter of interest, say è[P(y|x 0 X )], may be the mean or a quantile of y within the sub-* population with covariate values in X . * Surveys such as the CPS draw stratified random samples of population units, ask sample members to report their values of (y, x), and use the responses to estimate official statistics. Some sample members provide complete information and some choose not to respond to a subset of the questions posed (item nonresponse). Some provide no information at all (unit nonresponse), either because they choose not to be interviewed or because survey staff are unable to contact them. Thus, data on either or both of y and x may be missing for some sample members.
Estimation of population parameters with no assumptions about nonresponse is basically a matter of contemplating all the values that the missing data might take. Section 3.1 explains the inferential problem in abstraction. Section 3.2 summarizes findings on outcome nonresponse, which is relatively simple to study. Recall the standard definition of a confidence set for a real parameter è. One first specifies a coverage probability á, where 0 < á < 1. One next considers alternative ways to use the sample data to form sets on the real line. Let C(@) be a set-valued function that maps the data into a set on the real line; thus, for each possible value ø of the sample data, C(ø) is the set that results when the data are ø. Then C(@) gives an á-confidence set for è if Prob[ø: è 0 C(ø)] = á. In words, an á-confidence set contains the true value of è with probability á as the sampling process is engaged repeatedly to draw independent data samples.
It typically is not possible to determine the exact coverage probability of a confidence set.
Hence, statisticians seek asymptotically valid confidence sets, whose coverage probabilities can be shown to converge to á as the sample size grows. A common practice begins with a consistent N N0 N N1 N estimate of è, say è (ø), and constructs an interval of the form
where ä (ø) > 0 and ä (ø) > 0 are chosen so that Prob{ø:
converges to á as N increases.
Although the statistics literature has focused on parameters that are point-identified, the standard definition of a confidence set also applies to parameters that are partially identified. In addition, one can define confidence sets for identification regions. Let Ç(è) be the identification region for è. Then C(@) gives an á-confidence set for
confidence set for Ç(è) necessarily covers è with probability at least á. This holds because the true
. See Imbens and Manski (2004) .
Outcome Nonresponse
In practice, surveys have complex patterns of nonresponse. Some sample members may not respond to questions about outcomes, others may not provide covariate data, and others may have jointly missing outcomes and covariates. Derivation of identification regions is particularly simple when only the outcome variable y is subject to nonresponse, the conditioning covariates x always being observed. I summarize findings for this case here, drawing on Manski (1989 Manski ( , 1994 Manski ( , 2003 .
See Manski (1998, 2000) for analysis of identification and estimation with covariate nonresponse.
For notational simplicity, I condition throughout on the event that the covariate x takes a particular value rather than on the event that x lies in a specified set X . Analogous findings hold * for any specification of X .
*
With nonresponse on outcomes alone, the structure of the inferential problem is displayed by the Law of Total Probability
(1) P(y|x) = P(y|x, z = 1)P(z = 1|x) + P(y|x, z = 0)P(z = 0|x), y where z / z . Supposing that all population units are sample members, the empirical evidence reveals P(z = 1|x) and P(z = 0|x), the probabilities that an outcome is observed or missing. It also reveals the distribution P(y|x, z = 1) of observable outcomes when P(z = 1|x) > 0. The evidence is uninformative regarding the distribution P(y|x, z = 0) of missing outcomes, which may be any probability distribution on Y. Hence, the evidence reveals that P(y|x) lies in the identification region
where Ã denotes the set of all probability distributions on the set Y. This region is a proper subset Y of Ã whenever the probability P(z = 0|x) of missing data is less than one, and is the single distribution P(y|x, z = 1) when P(z = 0|x) = 0. Hence, P(y|x) is partially identified when 0 < P(z = 0|x) < 1 and is point-identified when P(z = 0|x) = 0.
The above concerns identification of the entire outcome distribution. Now consider identification of a parameter è[P(y|x)]. The identification region is the set of all the values it can take when P(y|x) ranges over all of its feasible values. Thus,
Event Probabilities
The above derivation is straightforward but abstract. To begin to show its practical implications, I now suppose that one wants to learn the probability P(y 0 B*x) that y falls in a specified set B.
By the Law of Total Probability,
P(y 0 B*x) = P(y 0 B*x, z = 1)P(z = 1*x) + P(y 0 B*x, z = 0)P(z = 0*x).
The empirical evidence reveals P(y 0 B*x, z = 1), P(z = 1*x), and P(z = 0*x), but provides no information on P(y 0 B*x, z = 0). The last quantity necessarily lies between zero and one. This yields the following sharp bound on P(y 0 B*x), developed in Manski (1989) :
(4) P(y 0 B*x, z = 1)P(z = 1*x) # P(y 0 B*x) # P(y 0 B*x, z = 1)P(z = 1*x) + P(z = 0*x).
Bound (4) is so easy to understand and compute that one might think its use would be standard practice in analysis of survey data. However, I have not been able to find any application in the reporting of official statistics. An early application in academic survey research was performed by Cochran, Mosteller, and Tukey (1954) Although bound (4) and analogous bounds on other population parameters sometimes are "distressingly wide," I feel that this fact should not dissuade government agencies and researchers from reporting them. Even when wide, the bounds are valuable for two reasons. First, the bounds are maximally credible because they impose no assumptions on the values of missing data. Second, the bounds make explicit the fundamental role that assumptions play in inferential methods that yield tighter findings. Wide bounds reflect real uncertainties that cannot be washed away by assumptions lacking credibility.
The Distribution Function and Quantiles
The bound on event probabilities has many applications. An immediate one is the bound that it implies on the distribution function of a real-valued outcome. Suppose that y is real-valued. The distribution function for P(y|x) is P(y # t|x), t 0 R. Application of (4) to P(y # t|x) gives (5) P(y # t*x, z = 1)P(z = 1*x) # P(y # t*x) # P(y # t*x, z = 1)P(z = 1*x) + P(z = 0*x).
The feasible distribution functions are all increasing functions of t that take values between the lower and upper bounds in (5) for all values of t.
Bound (5) can be inverted to obtain sharp bounds on quantiles of P(y*x). Consider the á- The width of the interval is (g ! g )P(z = 0|x). Thus, the severity of the identification problem varies directly with the probability of missing data.
01
The situation changes if g(@) is unbounded from below or above; that is, if g = !4 or g = 4.
In such cases, result (9) still holds but has different implications whenever P(z = 0|x) > 0. Inspection 01 of (9) shows that the lower bound on E[g(y)|x] is !4 if g = !4 and is 4 if g = 4. The identification region has infinite width but remains informative if g(@) is bounded from at least one side. However, it is the entire real line if g(@) is unbounded from both below and above. Thus, the presence of missing data makes assumptions a prerequisite for inference on the mean of an unbounded random variable.
Estimation of the Bounds
The sharp bounds on quantiles and the mean outcome may be obtained by the same simple argument. Wherever outcome data are missing, insert the values of y that yield the smallest and largest values of the parameter of interest to obtain the lower and upper bounds.
Given this, estimation of these bounds with sample data is easy. To estimate the lower i0 bound, one supposes that y = y for every sample member i with missing data. One then computes the usual point estimate of the parameter. To estimate the upper bound, one likewise supposes that i1 y = y whenever observation i is missing. Thus, estimation of the bound simply requires two imputations of each case of missing data.
It is important to recognize that the present imputations differ from hot-deck imputations applied to the CPS and other surveys. The BLS and Census describe the hot deck this way (U. S. To keep the application simple, I do not seasonally adjust the unemployment rate, as does the BLS in its official monthly estimate. Nor do I report sampling confidence intervals for the interval estimates. The ASEC and regular CPS sample sizes are so large that sampling uncertainty is a trivial consideration relative to the identification problem stemming from lack of knowledge of missing data.
Estimates Recognizing Item Nonresponse
The interval estimates in Table 1 show the potential implications of item nonresponse alone, ignoring unit nonresponse. The bound on the unemployment rate is easy to compute. The CPS questionnaire asks whether each adult member of the household is employed, looking for work, or out of the labor force. Data are missing when a response to this question is not obtained. The lower bound on the unemployment rate is the value that the rate would take if all persons with missing data were employed. The upper bound is the value that the rate would take if all persons with missing data were looking for work. See Horowitz and Manski (1998) for the proof.
The bounds on median household income and the family poverty rate would be similarly simple if the ASEC questionnaire were to pose one question asking for total household income and another asking for the total income of each family sub-unit of the household. Then the findings of Section 3.2 would apply immediately. In the absence of assumptions, the lower (upper) bound on median household income would be the value that the median would take if all households with missing data were to have zero (infinite) income. The lower (upper) bound on the family poverty rate would be the value that the rate would take if all families with missing data were to have infinite (zero) income.
In actuality, the ASEC questionnaire inquires about eighteen separate income components, ranging from earnings and pensions to dividends and public assistance. To determine total household income, the Census Bureau sums the responses obtained for these income components across the members of the household, imputing the values of missing data. The ASEC data shows a wide range of item nonresponse patterns, as households differ in the data they provide about the various income components.
For example, nonresponse to the question asking for earnings on the primary job ranges from 17 to 19 percent over the ten-year period. Nonresponse to the question on interest income ranges from 23 to 27 percent over the period. Nonresponse on dividend income ranges from 9 to 12 percent.
Whenever there is missing data on an income component, I take the lower bound on this component to be zero. Hence, the lower bound on total household or family income is the sum of the relevant reported income components. There is no similarly obvious finite upper bound on the value of a missing income component. One could set the upper bound as infinity, but this seems excessively cautious. The interval estimates in Table 1 
Estimates Recognizing Item and Unit Nonresponse
The above bounds, as wide as they are, only recognize item nonresponse. Consideration of unit nonresponse widens the bounds further. During the period 2002-2012, the fraction of sampled ASEC households that were not interviewed ranged from 0.069 to 0.089. These unit nonresponse rates are small relative to other major household surveys, yet they still are consequential in the absence of assumptions on the missing data. Unit nonresponse turns out to be particularly consequential for inference on the unemployment rate. Table 2 reports interval estimates that recognize both item and unit nonresponse. Whereas Table 1A took sample size to be the number of interviewed households, Table 2A takes sample size to be the larger number of households at which an interview was attempted. Sample size excludes housing units that Census interviewers found to be vacant or demolished. Table 2 does not include a column with point estimates. The Census Bureau does not impute data missing from unit nonresponse. Instead, the Bureau weights the interviewed households with weights derived from an assumption that unit nonresponse is random.
Interval estimation of median household income is straightforward. Each case of unit nonresponse yields exactly one missing household whose income is entirely unknown. Interval estimation of the family poverty rate and the unemployment rate runs into the conceptual difficulty that we do not know the composition of non-interviewed households. To simplify the application, I assume that every non-interviewed household contains exactly one family and one civilian adult in the labor force. Then each case of unit nonresponse yields exactly one missing family and one potentially unemployed person. To the extent that non-interviewed households contain multiple families or multiple individuals in the labor force, the intervals reported in Table 2 would widen further.
[ It is unlikely that any one middle-ground assumption about the nature of nonresponse will be appropriate in all settings. Hence, I do not propose adoption of any particular assumption for reporting of official statistics. I only pose some alternatives that statistical agencies may want to consider.
Section 5.1 discusses assumptions that directly constrain the distribution of missing data.
Section 5.2 considers ones that constrain the response propensities of persons with different outcomes. Section 5.3 discusses ones that relate unknowns at different points in time.
Assumptions on the Distribution of Missing Outcome Data
Assumptions that constrain the distribution of missing outcome data place P(y|x, z = 0) cY within some set of outcome distributions. Abstractly, one might assume that P(y|x, z = 0) 0 Ã , cY where Ã is a specified constrained set of outcome distributions. Recall that, using the empirical evidence alone, the Law of Total Probability (1) yields identification region (2) for P(y|x). The cY evidence combined with the assumption that P(y|x, z = 0) 0 Ã analogously yields the identification
Whereas the assumption of random nonresponse supposes that P(y|x, z = 0) = P(y|x, z = 1), a middle-ground assumption might assert that P(y|x, z = 0) lies in a neighborhood of P(y|x, z = 1).
The specific assumption depend on how one defines neighborhoods. I discuss two possibilities, embodying different perspectives on how missing data may differ from observed outcomes.
First, one might think it credible to assume that some fraction of nonresponse is random and that the remaining fraction arises from an unknown mechanism. This assumption asserts that
where ã is an unknown outcome distribution and ä is the fraction of nonresponse drawn from ã.
Identification region (12) has the same form as the region (2) that would be obtained without assumptions, if the fraction of missing data were äP(z = 0|x) rather than P(z = 0|x).
Alternatively, one might think it credible to assume that the probability with which each missing outcome value occurs is not too different from the corresponding probability for observed k outcomes. Let 0 # ë # 1 be the assumed maximum deviation between the probability that y = k conditional on the outcome being missing and observed. The assumption asserts that
Assumptions on Response Propensities Conditional on Outcomes
When outcome data are missing, the evidence reveals the response propensities P(z = 1|x) that condition on covariates but only partially reveals the propensities P(z = 1|x, y) that condition on covariates and outcomes. Assumptions that constrain the latter response propensities may have identifying power for P(y|x).
The tools used to exploit such assumptions are Bayes Theorem and the fact that probabilities of mutually exclusive and exhaustive events sum to one. Bayes Theorem gives (15) P(y = k|x) = P(y = k|x, z = 1)P(z = 1|x)/P(z = 1|x, y = k), k 0 Y.
For each k, the evidence reveals P(y = k|x, z = 1) and P(z = 1|x). Hence, constraints on P(z = 1|x, y = k) imply restrictions on P(y = k|x). The maximum (minimum) feasible value of P(z = 1|x, y = k) gives the minimum (maximum) feasible value of P(y = k|x).
To begin, P(z = 1|x, y = k) is a probability, so 0 # P(z = 1|x, y = k) # 1. Summing P(y = k|x) across k 0 Y gives a constraint on the vector [P(z = 1|x, y = k), k 0 Y] that uses the empirical evidence alone, namely (16) 1 = 3 P(y = k|x) = 3 P(y = k|x, z = 1)P(z = 1|x)/P(z = 1|x, y = k). For example, one might think it credible to assume that each component of [P(z = 1|x, y = k), k 0 Y] lies in some neighborhood of P(z = 1|x). That is, one might assume that
The kk assumption of random nonresponse is the polar case where á = 1 = â , k 0 Y. In this case, application of (15) yields the familiar result P(y = k|x) = P(y = k|x, z = 1), k 0 Y.
Assumptions Restricting Temporal Variation in Unknowns
I have thus far considered identification of official statistics characterizing outcomes in a single time period (perhaps a month or year), using only the data collected in that period. For this purpose, it has not been necessary to use notation explicitly marking the period of interest.
Now suppose that data have been collected in periods t = 1, . . . , T and index all probability distributions by the period to which they pertain. Suppose that one wants to use the data to learn the Many temporal assumptions may be reasonable to conjecture. Among them, ones supposing that unknown quantities do not change too rapidly with time may be particularly credible when considering statistics on employment, income, and other quantities that are thought to vary relatively smoothly with time. There are multiple ways to formalize the idea. One might restrict the time-series t variation of the period-specific distributions of missing outcome data P (y|x, z = 0), t = 1, . . . , T.
t One might restrict the time-series variation of the period-specific response propensities P (z = 1|x, y), t = 1, . . . , T. Or one might restrict the time-series variation of the period-specific population t outcome distributions P (y|x), t = 1, . . . , T.
Each type of assumption yields constraints on the time-series vector of official statistics, the specifics depending on how one formalizes the notion of restricting time-series variation. Moreover, one may combine temporal-variation assumptions with period-specific assumptions of the forms studied in Section 5.1 and 5.2 to achieve additional identifying power. Statistical agencies could better inform the public if they were to measure potential errors and report them. This paper has shown how to form interval estimates that face up to nonresponse.
Section 3 presented maximally credible estimates that make no assumptions about the nature of nonresponse. The empirical applications of Section 4 made plain that nonresponse creates a potentially severe problem for interpretation of American official statistics on household income and civilian unemployment.
The most appealing way to mitigate the identification problem created by nonresponse is to improve the response rates of our surveys. Short of this, the only way to tighten the interval estimates shown in Section 4 is to make assumptions that either directly or indirectly constrain the distribution of missing data. Section 5 suggested various assumptions that may yield narrower intervals. I did not opine on whether any of these assumptions is sufficiently credible that agencies should feel comfortable using them when reporting particular statistics. I recommend that analysts at statistical agencies should consider carefully the types of assumptions they deem credible enough to maintain, determine their identifying power, and report interval estimates accordingly. 
