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Zusammenfassung
Die Anwendungen der vektoriellen Mehrniveaupassung in der Bildsegmentierung stehen
in unmittelbarer Nachbarschaft zum verbreiteten Ansatz, Bilder mit Methoden der Varia-
tionsrechnung u¨ber einen Energieterm zu segmentieren. Beiden Verfahren ist gemeinsam,
daß sie versuchen, das gegebene Bild durch stu¨ckweise stetige Funktionen zu approximie-
ren. Die maximalen Teilmengen des Definitionsbereichs, auf denen die approximierende
Funktion stetig ist, bilden dann die Segmente. Im Gegensatz zu dem in der Literatur ha¨u-
fig unter dem Schlagwort Mumford-Shah-Modell bekannten Energieminimierungsverfahren
ist der Raum der Funktionen, mit denen das Bild approximiert wird, bei der vektoriellen
Mehrniveaupassung ein endlicher Vektorraum. Ein weiterer Unterschied zu diesem Ansatz
ist das System der erlaubten Mengen. Es werden nur Segmentierungen erlaubt, deren Seg-
mente aus diesem Mengensystem sind. Die durch diese Einschra¨nkung schlankere Theorie
fu¨hrt zu einer gesicherten Existenz einer optimalen Lo¨sung des Segmentierungsproblems,
die der ga¨ngigen Vorstellung einer Segmentierung genu¨gt. Die Berechnung lokaler Optima
ist algorithmisch innerhalb der Theorie umsetzbar.
Schlu¨sselwo¨rter: Bildsegmentierung, vektorielle Mehrniveaupassung, Energieminimierung,
stu¨ckweise stetige Approximation, Mumford-Shah-Modell
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Bemerkung
Abgesetzte Formeln im Text enthalten bewußt keine Satzzeichen. Die Lesbarkeit der For-
mel wurde u¨ber die Lesbarkeit des Satzes gestellt.
Kapitel 1
Einleitung
1.1 Einleitung
Die Erkennung von Objekten in Bildern vollzieht das menschliche Gehirn unbewußt und
somit erscheint dieser Prozeß selbstversta¨ndlich. Betrachtet man jedoch die Menge von
scheinbar ungeordneten Zahlen, die das Ergebnis einer digitalen Kodierung eines Bildes
darstellt, wird die hohe Komplexita¨t von algorithmischen Bildverarbeitungsprozessen deut-
lich. Es erscheint unmo¨glich, eine Relation zwischen den Daten und den abgebildeten Ob-
jekten im Bild zu erkennen. Tatsa¨chlich ist dies beim heutigem Stand der Technik auch
nur in sehr begrenztem Umfang mo¨glich. Das ist allerdings kein Grund, sich nicht mit der
automatischen Auswertung von Bildern zur Objekterkennung zu bescha¨ftigen.
Die Bedeutung der Segmentierung innerhalb der Bildanalyse la¨ßt sich vielleicht am besten
anhand eines Zitats aus dem Bildverarbeitungsbuch von Rafael Gonzales und Richard
Woods veranschaulichen:
The first step in image analysis generally is to segment the image ([GW92], S.413)
Bei jeder Art von Bildauswertung ist implizit oder explizit ein Segmentierungsschritt, ein
Schritt, der Pixel sinnvoll gruppiert, gegeben. So einfach die Bildauswertung auch sein
mo¨ge, immer wird einzelnen Pixeln eine Objekt-Bedeutung zugewiesen.
Man kann an dieser Stelle zwischen Objekt- und Bildsegmentierung unterscheiden:
Bei der Objektsegmentierung versucht man, ein vorher klar definiertes Objekt, z. B. einen
schwarzen Punkt vor einem weißen Hintergrund, im Bild zu bestimmen.
Bei der Bildsegmentierung versucht man, ohne detailliertes Objektwissen das gegebene
Bild in sinnvolle Bereiche aufzuteilen. Ziel einer Bildsegmentierung muß es sein, von der
Ebene der einzelnen Pixel ohne gro¨ßeren Informationsverlust zu Objekten mit gro¨ßerer
Aussagekraft zu gelangen. Im Gegensatz zu den Pixeln kann man diesen Objekten mehre-
re Eigenschaften wie z. B. Form, Textur oder A¨hnlichkeit zu anderen Objekten zuordnen.
Viele High-Level Bildverarbeitungsalgorithmen basieren auf der Interpretation solcher Ob-
jekte.
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Fehler bei der Bildsegmentierung wirken sich in allen nachfolgenden Schritten aus und
ko¨nnen das Ergebnis eines Bildverarbeitungsprozesses verfa¨lschen oder gar verhindern.
Daher ist die Bildsegmentierung eines der zentralen Themen der Bildverarbeitung.
Die vorliegende Arbeit konzentriert sich auf diesen Bereich, der im folgenden einfach nur
”Segmentierung“ genannt wird, und soll mit der vektoriellen Mehrniveaupassung zur Ver-
besserung der vorhandenen Verfahren beitragen.
Diese Arbeit entstand mit Unterstu¨tzung der Europa¨ischen Union im Rahmen des Brite-
Euram Projekts IntelliWood (IMS 29680) am Bayerischen Forschungsinstitut fu¨r wissens-
basierte Systeme (FORWISS).
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1.2 Aufbau der Arbeit
Im folgenden zweiten Kapitel wird der Begriff der ”Segmentierung“ beleuchtet, der, ob-
wohl in der Bildverarbeitung sta¨ndig pra¨sent, in den meisten Arbeiten zum Thema ”Seg-
mentierung“ u¨berhaupt nicht oder nur unzureichend definiert wird. Auch die vorliegende
Arbeit kann nur Denkansto¨ße und den Versuch einer Definition geben. Es sollen aber zu-
mindest notwendige Kriterien entwickelt werden, die Verfahren zur ”Segmentierung“ von
Bildern erfu¨llen sollten. Anschließend werden im zweiten Kapitel aus der großen Zahl der
Segmentierungsverfahren einige ga¨ngige Methoden und Ansa¨tze zur ”Segmentierung“ von
Bildern vorgestellt. Im Mittelpunkt des Kapitels werden zwei approximierende Verfahren
zur Segmentierung stehen: Auf der einen Seite werden Methoden der Variationsrechnung
in der Bildsegmentierung behandelt, die in der Literatur vor allem durch Mumford und
Shah bekannt geworden sind, auf der anderen Seite wird der Funktionsquantisierungsan-
satz von Ka¨mpke und Kober betrachtet. Diese beiden Ansa¨tze stehen in einem direkten
Zusammenhang zu der vorliegenden Arbeit und erfu¨llen die in dieser Arbeit aufgestellten
Qualita¨tskriterien besonders gut. Den Ansa¨tzen ist gemeinsam, daß sie das Bild durch
stu¨ckweise stetige Funktionen, deren maximale Stetigkeitsbereiche dabei die Segmente bil-
den, approximieren. Die Methoden der Variationsrechnung versuchen ein Energiefunktio-
nal, bestehend unter anderem aus einem Maß der Bildtreue, durch eine allgemeine stetige
Funktion zu minimieren. Wa¨hrend im allgemeinen eine Quantisierung u¨ber den Erwar-
tungswert einer Zufallsvariablen definiert wird, bescha¨ftigen sich die Arbeiten von Ka¨mpke
und Kober mit der Quantisierung von Funktionen bezu¨glich des euklidischen Abstands.
Das heißt unter anderem, daß sie die gegebenen Funktionen mit stu¨ckweise konstanten, al-
so insbesondere stu¨ckweise stetigen, Funktionen approximieren. Allerdings beschra¨nken sie
sich dabei auf Funktionen mit eindimensionalem Definitionsbereich und nutzen lediglich
Quantisierungen des Histogramms eines Bildes zur Segmentierung desselben.
Die Quantisierung einer Funktion, die auf einem eindimensionalen Intervall definiert ist, lie-
fert implizit eine Segmentierung dieser Funktion durch zusammenha¨ngende Mengen. Den
Schritt von ein- zu mehrdimensionalen Definitionsbereichen vollzieht die vektorielle Mehr-
niveaupassung, deren theoretische Grundlagen in Kapitel 3 gelegt werden. Dabei wird das
Konzept um das System der erlaubten Segmentierungen erweitert. Dieses Konzept erlaubt
es, Bedingungen an die jeweiligen Segmentierungen heranzutragen: So kann man z. B.
fordern, daß eine Segmentierung nur aus rechteckigen oder nur aus zusammenha¨ngenden
Mengen bestehen soll. Viele Ergebnisse, die Ka¨mpke und Kober fu¨r die Approximation
durch konstante Funktionen gewonnen haben, lassen sich auch fu¨r die Approximation
durch Funktionen eines endlich-dimensionalen Vektorraums unter gewissen Bedingungen
aufrecht erhalten. Dabei wird auch deutlich werden, daß der Ansatz der Mehrniveaupas-
sung den wesentlichen Kern des Ansatzes von Ka¨mpke und Kober mit einschließt und
dem Ansatz von Mumford und Shah nahe kommt, indem er unter anderem die vielen
Freiheiten, die dieser Ansatz bietet, einschra¨nkt und dadurch auf das Ziel der Bildsegmen-
tierung hin ausrichtet. Ein wesentlicher Teil des dritten Kapitels dieser Arbeit ist auch dem
Beweis der Existenz einer optimalen Segmentierung im Kontext der Mehrniveaupassung
gewidmet. Der Existenzbeweis gestaltet sich dabei sowohl in der Aussage als auch in der
Beweisfu¨hrung einfacher als der innerhalb des Kontexts des Mumford-Shah-Modells.
Jede Theorie sollte sich auch an ihrer praktischen Umsetzung messen lassen: In Kapitel 4
werden zahlreiche Anwendungen der Mehrniveaupassung zu verschiedenen Segmentierungs-
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problemen vorgestellt. Im Gegensatz zum Mumford-Shah-Modell erfolgt bei der vektoriel-
len Mehrniveaupassung die Diskretisierung innerhalb der Theorie. Dies ist ein klarer Vor-
teil des festen Mengensystems und der Einschra¨nkung auf einen endlichen Vektorraum zur
Approximation. Ga¨nzlich unproblematisch ist die Diskretisierung allerdings nicht: Unter
Umsta¨nden ist das globale Optimum einer Mehrniveaupassung nicht in der Diskretisierung
des Mengenmodells enthalten, wie in Kapitel 4 gezeigt wird.
Das Kapitel 5 bescha¨ftigt sich mit einem Thema, das viele Segmentierungsansa¨tze nur
indirekt angehen oder umgehen. Es handelt sich dabei um die Frage, wieviele Objekte
oder Segmente in einem gegebenen Bild enthalten sind. Innerhalb der Mehrniveaupas-
sung versucht diese Arbeit, einige Denkansto¨ße und Heuristiken zu geben, diese Frage als
Mehrzieloptimierungsproblem zu formulieren und zu lo¨sen. In zahlreichen Fa¨llen fu¨hren
die angegebenen Algorithmen zu zufriedenstellenden Lo¨sungen, ein allgemeines, mathe-
matisch fundiertes Vorgehen la¨ßt sich jedoch nicht daraus ableiten.
In Kapitel 6 wird dann noch einmal ein Resu¨mee der Anwendungen der vektoriellen Mehr-
niveaupassung in der Bildsegmentierung gezogen. Außerdem werden die Methoden der
Mehrniveaupassung in die Welt der Segmentierungsverfahren eingeordnet. Dabei verdienen
die Methoden der Variationsrechnung aufgrund ihrer theoretischen Na¨he zur vektoriellen
Mehrniveaupassung eine besondere Aufmerksamkeit.
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1.3 Grundlegende Begriffe
Der zentrale Begriff dieser Arbeit ist sicherlich der Begriff der ”Segmentierung“. Deshalb
wird auf diesen Begriff in einem eigenen Abschnitt, na¨mlich in Abschnitt 2.2.1, gesondert
eingegangen.
Um jedoch u¨berhaupt von ”Bildverarbeitung“ sprechen zu ko¨nnen, mu¨ssen zuna¨chst die
grundlegenden Begriffe wie ”Bild“, ”Pixel“ oder ”Nachbarschaft“ definiert werden, da sie,
je nach Autor, in der Literatur unterschiedlich aufgefaßt werden. Besondere Aufmerksam-
keit widmet dieses Unterkapitel dem Thema ”Farbbildverarbeitung“ und den besonderen
Schwierigkeiten, die das Arbeiten mit Farbbildern mit sich bringt.
1.3.1 Bild, Pixel und diskretes Pixelbild
Sei fu¨r m1,m2 ∈ R+ die Menge M := [0,m1]× [0,m2] der Definitionsbereich eines Bildes.
M heißt auch Mattscheibe. Auf M sei ein Bild eine quadratisch integrierbare Abbildung
f : M → R oder f : M → Rd, wobei sich z. B. ein Farbbild durch einen Wertebereich im
R3 auszeichnen kann, wie der Abschnitt 1.3.2 zeigen wird. Ein Computerbild dieses Bildes
kann nur einen endlichen Definitions- und Wertebereich besitzen. Daher bedeutet ein Com-
puterbild immer eine Diskretisierung eines kontinuierlichen Bildes durch eine physikalische
Einheit, z. B. einem Framegrabber. Ein einfaches Modell dieser Digitalisierung ist die In-
tegration u¨ber ein Pixel. Fu¨r eine genauere Darstellung des gesamten Aufnahmeprozesses
sei auf [Haa00] oder [Lau03] verwiesen.
Ein Pixel1 sei ein quadratischer Bereich2 mit Fla¨che 1 auf der Mattscheibe.
Definition 1.3.1 (Pixel)
Fu¨r ein l ∈ N seienm1, . . . ,ml ∈ N. Weiter seiM := [0,m1]×· · ·×[0,ml] eine Mattscheibe3.
i. Ein Pixel ist dann eine Region mit Kantenla¨nge 1, die durch ihre Koordinaten re-
pra¨sentiert wird: Fu¨r natu¨rliche Zahlen i1, . . . , il mit 0 ≤ i1 < m1, . . . , 0 ≤ il < ml
sei
[i1, . . . , il] := [i1, i1 + 1[× · · · × [il, il + 1[
das Pixel mit den Koordinaten i1, . . . , il.
ii. Die Menge
P(M) := { [i1, . . . , il] | 0 ≤ i1 < m1, . . . , 0 ≤ il < ml}
heiße die Menge aller Pixel von M .
1engl. Abku¨rzung fu¨r Picture Element.
2idealisierte Annahme, die aber o. B. d. A. machbar ist.
3Der Begriff
”
Mattscheibe“ macht anschaulich nur fu¨r l = 2, vielleicht noch l = 1, Sinn. Aber rein
mathematisch la¨ßt sich das Konzept fu¨r endliche l kanonisch fortsetzen.
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iii. Es sei
P(M) := {
n⋃
i=1
pi | pi ∈ P(M), 1 ≤ i ≤ n fu¨r ein n ∈ N} = ℘(P(M))
die Menge der pixelbasierten Mengen in M.
iv. Fu¨r eine Menge A ∈ P(M) sei
P(A) := {p ∈ P(M) | p ⊆ A}
die Menge aller Pixel in A.
Definition 1.3.2 (Diskretes Pixelbild)
Eine Funktion g :M → Rd heißt diskretes Pixelbild, falls fu¨r alle p ∈ P(M) die Funktion g|p
konstant ist. Daher ist es legitim, wenn auch mathematisch nicht ganz korrekt, g(p) statt
g|p zu notieren. g ist allerdings immer noch u¨ber einen kontinuierlichen Definitionsbereich
definiert, obwohl sowohl der Name als auch die Notation g(p) etwas anderes andeuten.
Ist der Wertebereich eines diskreten Pixelbildes g eine Teilmenge der natu¨rlichen Zah-
len einschließlich der 0, so heiße g ein diskretes Grauwertpixelbild. Ist der Wertebereich
hingegen eine Teilmenge des N03, so heiße g diskretes Farbpixelbild.
Bemerkung 1.3.3 (Subpixelgenauigkeit)
Nicht immer besteht das Ergebnis eines Bildverarbeitungsprozesses auf einem diskreten
Pixelbild aus einer Pixelmenge. Der Mittelpunkt eines Kreises etwa kann als Ergebnis
einer Kreispassung auf diskreten Pixelkoordinaten durchaus nicht ganzzahlige Koordinaten
haben. Da in diesem Fall das Ergebnis unterhalb der Genauigkeit der Pixelkoordinaten
ermittelt wurde, spricht man von Subpixelgenauigkeit.
Definition 1.3.4 (Histogramm)
Sei g ein diskretes Grauwertpixelbild mit Werten in N0 und sei G := max
p∈P(M)
g(p). Dann
heißt
hg :=
{0, . . . , G} → N0
i 7→ |g−1(i)| = |{g = i}|
das Histogramm des diskreten Pixelbildes g.
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Abbildung 1.1: 4-er bzw. 8-er Nachbarschaft eines Pixels [x, y] im Inne-
ren eines Bildes.
Definition 1.3.5 (4-er und 8-er Nachbarschaft)
Sei fu¨r m1,m2 ∈ R+ die Mattscheibe M := [0,m1]× [0,m2]. Fu¨r ein Pixel [x, y] ∈ P(M)
heißt die Menge
N4( [x, y]) := { [x′, y′] | [x′, y′] ∈ P(M), |x′ − x|+ |y′ − y| = 1}
die 4-er Nachbarschaft von [x, y].
Die Menge
N8( [x, y]) :=
{
[x′, y′] | [x′, y′] ∈ P(M),max{|x′ − x|, |y′ − y|} = 1}
heißt die 8-er Nachbarschaft von [x, y].
Bemerkung 1.3.6
Trivial folgt fu¨r zwei Pixel p, q ∈ P(M) mit p ∈ N4(q), daß auch q ∈ N4(p) liegt. Dies gilt
natu¨rlich auch fu¨r die 8-er Nachbarschaft.
Weiter folgt aus der Definition 1.3.5 fu¨r alle p ∈ P(M) : N4(p) ⊂ N8(p). Liegt das Pixel
p nicht am Rand des Bildes, so hat die Menge N4(p) vier und die Menge N8(p) acht
Elemente. Daher ru¨hrt die Namensgebung fu¨r diese Pixelnachbarschaften. Abbildung 1.1
veranschaulicht die geometrische Bedeutung der Definition 1.3.5.
Definition 1.3.7 (Pixelzusammenhang)
Eine Pixelmenge P ∈ P(M) heißt pixelzusammenha¨ngend bezu¨glich der 4-er bzw. 8-er
Nachbarschaft, falls fu¨r alle Pixel p1, p2 ∈ P ein Pfad (qi)1≤i≤n existiert mit
i. q1 = p1
ii. qk = p2
iii. ∀i ∈ {1, . . . , k − 1} : qi ∈ P und qi+1 ∈ N4(qi) bzw. N8(qi)
Die leere Pixelmenge ist per Definition pixelzusammenha¨ngend.
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Bemerkung 1.3.8
Der Begriff des Pixelzusammenhangs kann zu sprachlichen Paradoxien fu¨hren: Zuna¨chst
einmal ist klar, daß, falls eine Pixelmenge P pixelzusammenha¨ngend bezu¨glich der 4-er oder
8-er Nachbarschaft ist, die Menge
⋃
p∈P p zusammenha¨ngend ist. Auf der anderen Seite
ist es bei der 4-er Nachbarschaft durchaus mo¨glich, daß eine zusammenha¨ngende Menge
aus Pixeln nicht pixelzusammenha¨ngend ist. Abbildung 1.1 verdeutlicht die Problematik:
Die aus den dunkel eingefa¨rbten Pixeln bestehende Menge, die die 4-er Nachbarschaft
skizziert, ist bezu¨glich der 4-er Nachbarschaft nicht pixelzusammenha¨ngend, obwohl die
Menge bestehend aus diesen Pixeln zusammenha¨ngend ist.
Bei der 8-er Nachbarschaft tritt dieses Pha¨nomen nicht auf.
Lemma 1.3.9
Sei N∗ := N4 bzw. N∗ := N8.
Sei g :M → Rd ein diskretes Pixelbild. Auf P(M) sei eine Relation ∼ definiert durch
p1 ∼ p2 :⇔ g(p1) = g(p2) ∧ p2 ∈ N∗(p1)
fu¨r zwei Pixel p1, p2 ∈ P(M).
Dann ist die transitive Hu¨lle der Relation ∼ eine A¨quivalenzrelation.
Beweis:
vgl. [Vos93], S. 13
Definition 1.3.10 (Pixelzusammenhangskomponente)
Sei g :M → Rd ein diskretes Pixelbild.
Dann heißen die A¨quivalenzklassen der transitiven Hu¨lle der Relation ∼ aus Lemma 1.3.9
Pixelzusammenhangskomponenten bezu¨glich der 4-er bzw. 8-er Nachbarschaft. Das heißt,
eine Pixelzusammenhangskomponente in g ist eine maximal pixelzusammenha¨ngende Men-
ge von Pixeln gleichen Wertes.
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1.3.2 Bemerkungen zur Farbbildverarbeitung
Das physio- und psychologische Pha¨nomen des menschlichen Farbsehens ist in seiner Ge-
samtheit noch nicht entschlu¨sselt. Die physikalischen Grundlagen des Begriffes Farbe ko¨n-
nen allerdings in formalen Begriffen formuliert und durch experimentelle und theoretische
Ergebnisse gestu¨tzt werden (vgl. [GW92], S. 222).
Grundsa¨tzlich ist die Farbe eines Objektes, die das menschliche Auge wahrnimmt, da-
durch definiert, welche Wellenla¨ngen des Lichtes von dem Objekt reflektiert und welche
absorbiert werden. Eine unbunte Farbe (Schwarz, Weiß und alle Graustufen) la¨ßt sich
durch einen Wert, ihre Helligkeit, beschreiben. Daher haben diskrete Grauwertbilder eine
Teilmenge des N0 als Wertebereich.
Fu¨r die Beschreibung einer bunten Farbe sind jedoch drei Werte no¨tig. Eine Farbe la¨ßt
sich also als Vektor eines dreidimensionalen Vektorraums kodieren (vgl. [FBS90]). Eine
Mo¨glichkeit dies zu tun, ist es, alle Farben als Kombination der drei sogenannten Pri-
ma¨rfarben rot, gru¨n und blau zu kodieren. 1931 hat die CIE (Commision Internationale
de l’Eclairage) die spezifischen Wellenla¨ngen der Prima¨rfarben standardisiert: Blau hat
eine Wellenla¨nge von 435.8nm, gru¨n 546.1nm und rot genau 700nm. Diese Prima¨rfarben
ko¨nnen nun addiert werden und ergeben die sogenannten Sekunda¨rfarben: Magenta als
Kombination von rot und blau, cyan als gru¨n und blau, und gelb als Addition von rot und
gru¨n. Auf der Grundlage dieser Kodierungsmo¨glichkeit entstand das RGB-Farbmodell und
das CMY-Farbmodell(vgl. 1.3.2.1.1). Alle anderen Farben ergeben sich in diesen Modellen
als Linearkombinationen der Prima¨rfarben, bzw. – im CMY-Farbmodell – der Sekunda¨r-
farben.
Eine andere Mo¨glichkeit, Farben als dreidimensionale Vektoren zu kodieren, ist die Cha-
rakterisierung der Farben als Mischung aus Farbton (Hue), Sa¨ttigung (Saturation) und
Helligkeit (Intensity). Dabei ist der Farbton die dominante Wellenla¨nge im Wellengemisch
des Lichts, das der Beobachter aufnimmt. Die Sa¨ttigung ist ein Wert fu¨r den Anteil von
weißem Licht, das mit dem Farbton gemischt die Farbe ergibt. Auf der Grundlage dieser
Kodierungsmo¨glichkeit entstand das HSI-Farbmodell (vgl. 1.3.2.1.2).
1.3.2.1 Farbmodelle
Der Sinn von Farbmodellen in der Bildverarbeitung ist es, standardisierte Methoden be-
reitzustellen, um mit Farbbildern umgehen zu ko¨nnen. Allen Farbmodellen ist gemeinsam,
daß sie die einzelnen Farben als Punkte in einem dreidimensionalen Koordinatensystem
darstellen. Als Hauptmodelle haben sich dabei in der Geschichte der Bildverarbeitung das
RGB- und das HSI-Modell herauskristallisiert.
1.3.2.1.1 Das RGB-Farbmodell
Der Vorteil des RGB-Farbmodells ist, daß ihm ein kartesisches Koordinatensystem zugrun-
de liegt. Jede Farbe wird als Linearkombination der Intensita¨ten der drei Prima¨rfarben
rot, gru¨n und blau dargestellt. Der Farbraum ist dann ein Wu¨rfel mit Ursprung Schwarz
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und rot, gru¨n und blau als Eckfarbwerte an den Achsen. Die restlichen Ecken des Qua-
drats sind dann magenta (= rot + blau), cyan (= gru¨n + blau), gelb (= rot + gru¨n)
und weiß (= rot + gru¨n + blau). Die unbunten Farben, das heißt die Grauto¨ne, liegen
in diesem Farbmodell auf der Geraden durch die Punkte Schwarz und Weiß. Abbildung
1.2 veranschaulicht dieses Farbmodell. Zahlreiche in der Bildverarbeitung bekannte Farb-
Magenta
Cyan
Gelb
Schwarz
Weiss
Blau
Grün
Rot
Abbildung 1.2: Skizze des RGB-Farbwu¨rfels mit den Ecken rot, gru¨n,
blau, magenta, cyan, gelb sowie schwarz und weiß. Auf der gepunkteten
Linie zwischen Schwarz und Weiß sind die Grauwerte angeordnet.
modelle lassen sich durch eine lineare Abbildung auf dieses Farbmodell zuru¨ckfu¨hren. Als
Beispiele seien die Modelle CMY ( = Cyan, Magenta, Yellow), YIQ oder YUV genannt
(vgl. [GW92] oder [PB99]).
1.3.2.1.2 Das HSI-Farbmodell
Das HSI-(= Hue, Saturation, Intensity) Farbmodell, oft auch HSV-Farbmodell genannt,
wobei das V fu¨r ”Value“ steht, wurde 1978 von Alvy Ray Smith entwickelt. Es spaltet
die Farbinformation in zwei Teile: Einen unbunten (achromatischen) Anteil, na¨mlich die
Helligkeit oder Intensita¨t, und einen bunten (chromatischen) Anteil, na¨mlich Sa¨ttigung
und Farbton. Diese Aufteilung kommt dem menschlichen Farbsehen na¨her als die RGB-
Darstellung. Farbton und Sa¨ttigung (engl. Hue and Saturation) spannen ein Dreieck auf,
wie es in Abbildung 1.3 skizziert wird.
Alle Farben (= Farbton + Sa¨ttigung) liegen in diesem Dreieck, das von Prima¨rfarben
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Abbildung 1.3: Skizze der Farbton und Sa¨ttingungsebene (”Hue“ und
”Saturation“). Der Farbton ist der Winkel zur Rotachse, die Sa¨ttigung
ist der Abstand des Farbpunkts P zum Zentrum des Dreiecks.
rot, gru¨n und blau aufgespannt wird. Jede Farbe P in diesem Dreieck ist durch zwei
Werte gegeben: dem Farbwinkel, relativ zur Rotachse und dem Abstand des Farbwerts
zum Mittelpunkt des Farbdreiecks. Dieser Abstand wird relativ zur Gro¨ße des Dreiecks
angegeben, da die Gro¨ße des Farbdreiecks abha¨ngig ist von der Intensita¨t (vgl. Abbildung
1.4). Dieser Abstand entspricht dann der Sa¨ttigung. Der Farbwinkel kodiert den Farbton.
So entspricht ein Winkel von 0◦ rot, ein Winkel von 60◦ gelb und ein Winkel von 120◦
gru¨n.
Ein Umrechnungsalgorithmus einer Darstellung bezu¨glich des RGB-Farbmodells zu ei-
ner Darstellung im HSI-Farbmodell und umgekehrt findet man zum Beispiel in [GW92],
S. 229 – 238. Weitere Farbmodelle, die in analoger Weise der Trennung der chromatischen
und achromatischen Farbanteile folgen sind z. B. das CIEL∗u∗v∗- oder das CIEL∗a∗b∗-
Farbmodell (vgl. [WS82]).
1.3.2.2 Probleme einer Metrik in Farbmodellen
Das Hauptproblem beim Vergleich von Farben ist es, die Perzeption der Farben durch
das menschliche Auge nachzuahmen. Dieses Problem kann grundsa¨tzlich wohl nie gelo¨st
werden, da, wie eingangs erwa¨hnt, das Farbsehen des Menschen nicht ga¨nzlich erforscht
und sicher auch individuell verschieden ist. Trotzdem wa¨re es scho¨n, in den jeweiligen
Farbmodellen eine Metrik definieren zu ko¨nnen, die die folgende Eigenschaft hat:
Seien f1, f2, f3 drei Werte innerhalb eines Farbmodells und d eine Metrik des Farbmodells.
Dann sollte aus d(f1, f2) < d(f1, f3) folgen, daß die Mehrheit der Menschen empfindet,
die Farbe, die f1 zugeordnet ist, ist der Farbe von f2 a¨hnlicher, als der von f3.
Diese Forderung ist natu¨rlich nur ein nicht zu erreichendes Ideal, an dem aber mo¨gliche
Metriken der Farbmodelle gemessen werden sollten.
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Abbildung 1.4: Skizze der Darstellung von Farben im HSI-Farbmodell.
Fu¨r jede Intensita¨t existiert ein Farbdreieck aufgespannt von Farbton
und Sa¨ttigung.
Die naheliegendste Metrik fu¨r das RGB-Farbmodell ist sicherlich die euklidische. Die Nach-
teile dieser Metrik werden u. a. in [PB99] dargelegt. Dort wird zuna¨chst die Koordinaten-
transformation des RGB-Farbwu¨rfels in den YUV-Farbwu¨rfel mittels der VorschriftYU
V
 =
 0.299 0.587 0.114−0.147 −0.289 0.437
0.615 −0.515 −0.1
RG
B

vorgeschlagen. In diesem Koordinatensytem ist dann wieder die euklidische Metrik an-
zuwenden, was speziell im Zusammenhang mit der vektoriellen Mehrniveaupassung von
Farbbildern (vgl. speziell Abschnitt 4.6) wu¨nschenswert erscheint. Eine U¨bersicht von ver-
schiedenen Ansa¨tzen einer Metrik, die zumindest versucht, die oben aufgestellte Forderung
zu erfu¨llen, findet man in [Haf98], Abschnitt 4.3.2, oder in [WS82], Chapter 3.
Kapitel 2
Bildsegmentierungen
2.1 Einleitung
Das Ziel dieses Kapitels ist es, sich zuna¨chst einmal mit der Welt der Bildsegmentierung
auseinanderzusetzen. Dazu ist es no¨tig, sich dem Begriff der ”Segmentierung“ zu na¨hern.
Dies erscheint, da der Begriff in der Bildverarbeitung sehr ha¨ufig anzutreffen ist, einfacher,
als es wirklich ist. Das erste Unterkapitel dieses Kapitels wird die anerkanntesten Defini-
tionen kritisch vorstellen und auch einen eigenen Ansatz pra¨sentieren, an dem sich die
Anwendungen der vektoriellen Mehrniveaupassung in der Bildverarbeitung messen sollen.
Im zweiten Unterkapitel werden die ga¨ngigsten Methoden zur Segmentierung von Bildern
pra¨sentiert. Aufgrund der Fu¨lle an Algorithmen und Ansa¨tzen kann im Unterkapitel al-
lerdings nur der Versuch einer einigermaßen vollsta¨ndigen U¨bersicht und Einordnung der
verbreitesten Methoden gemacht werden.
Der Schwerpunkt dieses Kapitels liegt allerdings bei den Methoden der Variationsrechnung
zur Bildsegmentierung, sowie bei den Ansa¨tzen der Segmentierung u¨ber die Quantisierung
von Funktionen. Die vektorielle Mehrniveaupassung wird Anregungen dieser beiden Seg-
mentierungsansa¨tze aufnehmen. Aufgrund dieser Na¨he ist beiden Ansa¨tzen jeweils ein
eigenes Unterkapitel gewidmet.
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2.2 Der Begriff
”
Segmentierung“
Der Begriff ”Segmentierung“ bzw. ”Bildsegmentierung“ ist sicherlich einer der zentralen
Begriffe der Bildverarbeitung u¨berhaupt. Es gibt jedoch keine einheitliche Definition des
Begriffes.
Im folgenden werden zuna¨chst einige bekanntere Versuche in der Literatur, den Begriff
”Segmentierung“ zu definieren, vorgestellt. Besonders hervorzuheben sind dabei die An-
sa¨tze von Haralick und Shapiro und von Mumford und Shah, wobei letztere ihre Definition
des Begriffes Segmentierung zur Grundlage ihrer Theorie der Segmentierung mit Methoden
der Variationsrechnung machen.
2.2.1 Definitionen von Segmentierungen
Viele Autoren in der Bildverarbeitung umgehen es, den Begriff ”Segmentierung“ zu defi-
nieren. Denn schon Azriel Rosenfeld und Avinash Kak schreiben 1982:
It should be emphasized that there is no single standard approach to segmentation. ([RK82],
S.56)
In der Tat kann man das, was dem menschlichen Auge und Gehirn so leicht zu fallen
scheint, nicht so einfach in mathematischen Termen ausdru¨cken.
In [HS92] gehen Robert Haralick und Linda Shapiro dem Problem der Definition des Be-
griffes ”Segmentierung“ elegant aus dem Weg, indem sie beschreiben, welche Bedingungen
die meisten Algorithmen, die sich ”Segmentierungsalgorithmen“ nennen, erfu¨llen (”Instead,
general segmentation procedures tend to obey the following rules“ [HS92], S. 509). Als diese
Bedingungen listen sie die folgenden auf:
i. Segmente einer Segmentierung sind uniform oder homogen bezu¨g-
lich einer Charakteristik wie zum Beispiel dem Grau- oder Farb-
wert oder der Textur.
ii. Adjazente Segmente haben signifikant unterschiedliche Werte in
der Charakteristik, in der sie uniform sind.
iii. Das Innere der Segmente ist einfach und hat, wenn u¨berhaupt, nur
wenige kleine ”Lo¨cher“.
iv. Die Ra¨nder von Segmenten sind ebenfalls einfach und nicht zer-
franst.
(2.1)
Es herrscht Einigkeit daru¨ber, daß ein Verfahren, das ein Bild ”segmentiert“, dieses in
disjunkte Bereiche, deren Vereinigung wieder das Bild ergibt, aufteilt. Aber welche Ei-
genschaften diese Bereiche haben sollen, la¨ßt sich nicht so leicht festlegen. Der Begriff
”homogen“ in Punkt i. la¨ßt einigen Interpretationsspielraum zu. Ebenso offen bleibt die
Frage, in wie viele Bereiche ein Bild aufgeteilt werden soll.
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In einigen wissenschaftlichen Vero¨ffentlichungen findet man folgende Definition fu¨r ein
”Segment“:
Ein Segment ist eine Menge von miteinander verbundenen Pixeln eines Bildes, in der alle
Pixel zueinander a¨hnlich sein mu¨ssen (vgl. etwa [Wol00], S. 66).
Eine solche Definition wird allerdings Bildfla¨chen nicht gerecht, die, weil sie vielleicht beim
Aufnahmeprozeß schra¨g beleuchtet wurden, einen Farbwertverlauf haben, der sich konti-
nuierlich in einer Richtung a¨ndert. Deshalb fordern David Mumford und Jayant Shah von
einer Segmentierung eines Bildes f in n disjunkte Bereiche R1, . . . , Rn,
daß sich das Bild f innerhalb eines Bereichs Ri, (i ∈ {1, . . . , n}) nur
sanft (”smoothly“) vera¨ndert, an den Grenzen der Bereiche aber sprung-
haft. (vgl. [MS89], S. 578).
(2.2)
Diese Definition – man vergleiche sie mit den Punkten i. und ii. der Bedingungen von
Haralick und Shapiro – fu¨hrt die Autoren dann unweigerlich zu den nach ihnen benannten
Verfahren zur Bildsegmentierung, bei denen Bilder durch stu¨ckweise stetige Funktionen,
die gewissen Glattheitsbedingungen gehorchen, approximiert werden. Die Bereiche, auf
denen die Approximation stetig ist, bilden dann die Segmente. Die Segmentgrenzen sind
durch die Unstetigkeitsstellen charakterisiert. Auf diese Verfahren wird in Abschnitt 2.4
eingegangen. Ein Nachteil dieser Definition ist das Fehlen jeglicher Charakterisierung der
Form der Segmente. Man findet auch in dieser Definition keinen direkten Hinweis auf die
Bestimmung der Anzahl der Segmente. Sie ist – abha¨ngig von einer geeigneten Parame-
trisierung – gegeben durch die Anzahl der stetigen Teilstu¨cke der Approximation.
Einen weiteren Nachteil der Definition von Mumford und Shah zeigt Bild 2.11: Der Hinter-
grund dieses Bildes entha¨lt Pixel, deren Farbwerte denen der Hand na¨her sind, als denen
der dunkleren Pixel des Hintergrunds. Außerdem sind die ”Spru¨nge“ zwischen den Farb-
Abbildung 2.1: Bild mit ”una¨hnlichen“ und ”unglatten“ Segmenten.
werten des Hintergrundes gewaltig. Trotzdem unterscheidet man intuitiv zwischen den drei
1Das Bild wurde http://www.caip.rutgers.edu /∼comanici/segm images.html entnommen.
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Bereichen ”Hand“, ”Ring“ und ”Hintergrund“. In der Praxis der Variationsrechnung in der
Bildverarbeitung kann man dieses Problem jedoch umgehen, indem man ein Featurebild,
statt eines Grauwert- bzw. Farbbilds, segmentiert (vgl. etwa [KLM94]). Das heißt, es wird
der Segmentierung ein Schritt – na¨mlich der der Featureextraktion – vorgeschaltet. Dieser
Schritt wird jedoch nicht in die Definition des Begriffes ”Segmentierung“ aufgenommen.
2.2.2 Eigene Anna¨herung an den Begriff
”
Segmentierung“
Die eigene Anna¨herung an den Begriff ”Segmentierung“ folgt zwei Maximen:
• Eine Segmentierung ist immer problemabha¨ngig. Selbst wenn man ein Bild einfach
”nur“ in mehrere Segmente unterteilen will, muß man sich schon Gedanken u¨ber das
Aussehen dieser Segmente und die Sensoreigenschaften des Bildaufnahmeprozesses
gemacht haben.
• Eine Segmentierung ist ein Approximationsproblem. Zahlreiche Filme gla¨nzen heut-
zutage mit computergenerierten Bildern, die fu¨r das menschliche Auge kaum vom
Original zu unterscheiden sind. Daher liegt es nahe, Bilder zu segmentieren, indem sie
durch ku¨nstlich generierte Bilder approximiert werden. Die Segmente zeichnen sich
dabei durch eine einheitliche Repra¨sentation der Approximation aus. Insbesondere
ist daher das Segmentierungsproblem mathematisch formulierbar.
Abbildung 2.2: Bild einer hellen Granittranche vor gelbem Hintergrund.
Betrachtet man Bild 2.2 mit der Aufgabe, das Bild in die Bereiche ”Granitplatte“ und ”Hin-
tergrund“ zu segmentieren, so erha¨lt man ein Problem, das sich klar als mathematisches
Approximationsproblem formulieren la¨ßt:
Sei f : M → {0, . . . , G}3 ein Farbwertbild. Gesucht ist die Zerlegung des Definitionsbe-
reichs M des Bildes in zwei disjunkte, einfach zusammenha¨ngende 2 Mengen A,B, so daß
2Eine Teilmenge des R2 heißt einfach zusammenha¨ngend, wenn ihr Rand zusammenha¨ngend ist (vgl.
[BS91], S. 244). Vergleiche auch Abschnitt 4.6.8
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der Abstand dist(f, g1A + h1B) minimal wird, wobei g und h Funktionen eines Funktio-
nenraums sind, die f auf A bzw. B approximieren.
Dabei spielt der Funktionenraum in der Modellierung eine große Rolle. Bei der oben ge-
stellten Aufgabe wird man z. B. g und h aus dem Raum der konstanten Funktionen wa¨hlen.
Im Beispiel der Abbildung 2.2 war schon vor dem Segmentierungsprozeß bekannt, wieviele
Bereiche zu segmentieren sind. Wie kann man den Segmentierungsprozeß aber definie-
ren, wenn man vorher nicht weiß, wieviele Objekte sich im Bild befinden? Bild 2.3 zeigt
mehrere Stu¨cke von Granittranchen vor gelbem Hintergrund. Die Anzahl der zu segmen-
Abbildung 2.3: Bild von mehreren Granittranchenstu¨cken vor gelben
Hintergrund.
tierenden Bereiche ist hier ein weiterer Parameter, den es zu ermitteln gilt. Dabei wird
die Ermittlung dieses Parameters von dem Bestreben bestimmt, ihn mo¨glichst klein zu
halten. Auf der anderen Seite wird die Minimierung der zu segmentierenden Bereiche den
Fehler der Approximation erho¨hen. Bildet jedes einzelne Pixel ein Segment, so ist zwar
der Approximationsfehler gleich 0, aber das Ergebnis wenig aussagekra¨ftig. Das heißt, die
Minimierung des Approximationsfehlers la¨uft der Minimierung der Anzahl der Bereiche
entgegen. Man befindet sich also im Kontext einer Mehrzieloptimierung: Approximations-
fehler versus Anzahl der zu segmentierenden Bereiche.
Dabei spielt unter anderem die Sensorcharakteristik eine entscheidende Rolle: Hat man
zum Beispiel einen idealen Sensor, d. h. das Signal ist ga¨nzlich unverrauscht, so muß
man, wenn man von einfarbigen, ideal beleuchteten Objekten ausgeht, fu¨r jeden unter-
schiedlichen Sensorwert einen unterschiedlichen Bereich segmentieren. Ist das Signal stark
verrauscht, so wird man großzu¨giger mit der Vereinigung von unterschiedlichen Signalen
umgehen.
Fazit
Da, wie schon eingangs erwa¨hnt, eine Segmentierung immer problemabha¨ngig ist, muß
fu¨r jedes praktische Problem eine eigene Definition formuliert werden. Daher sollte ein
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gutes Segmentierungsverfahren immer eine Auswahl von Mo¨glichkeiten und Werkzeugen
bereitstellen, um das jeweilige Segmentierungsproblem formulieren und lo¨sen zu ko¨nnen.
Trotzdem gibt es einige Bedingungen, denen alle Segmentierungsverfahren unterworfen
sein sollten. Fu¨r ein Bild f : M → Rd sollte ein Segmentierungsverfahren den folgenden
Bedingungen genu¨gen:
Definition 2.2.1 (Notwendige Bedingungen einer Segmentierung)
Sind fu¨r ein n ∈ N die Mengen A1, . . . , An ⊂M und die Funktionen g1, . . . , gn das Ergebnis
eines Segmentierungsverfahrens, so sollte gelten:
i. A1 unionmulti · · · unionmultiAn =M ,
ii. Die approximierenden Funktionen g1, . . . , gn sind aus einem Funktionenraum V und
dist(f,
n∑
i=1
gi1Ai) ist ein (lokales) Minimum unter allen Ergebnissen mit gleichem n,
iii. die Segmente A1, . . . , An gehorchen gewissen Bedingungen an ihr Aussehen, und
iv. n ist das Pareto-Optimum einer Mehrzieloptimierung.
Insbesondere sollte das Segmentierungsverfahren Mittel, d. h. Funktionen bereitstellen, die
das Minimierungsproblem in ii. im Sinne des jeweiligen Segmentierungsprozesses gestalten.
Dabei sollte die Distanz dist in Punkt ii. der Definition 2.2.1 eine geeignete Metrik fu¨r
den Abstand von Originalbild und Approximation sein. Das Aussehen der Segmente in
Punkt iii. kann z. B. die Forderung nach Zusammenhang oder Konvexita¨t fu¨r die Segmente
bedeuten.
Die Forderung in Punkt iv. nach Pareto-Optimalita¨t ist wohl der gro¨ßte Unterschied zu
anderen Ansa¨tzen der Definition des Begriffes ”Segmentierung“. Eine Situation einer Mehr-
zieloptimierung heißt pareto-optimal, wenn sich das Optimierungsproblem in keiner Kom-
ponente verbessern la¨ßt, ohne es in einer anderen zu verschlechtern (vgl. auch Abschnitt
5.2).
Wie man deutlich sieht, steht bei der Definition 2.2.1 die Zahl n der Segmente im Vor-
dergrund. Sie ergibt sich nicht, wie bei den Definitionen von Haralick und Shapiro bzw.
Mumford und Shah indirekt aus den Eigenschaften der Segmente bzw. Segmentgrenzen,
sondern ist ein Ziel einer Mehrzieloptimierung.
An diesen Kriterien sollte ein Segmentierungsverfahren gemessen werden. Ein nicht zu
vernachla¨ssigender Faktor bei der Beurteilung von Segmentierungsverfahren sollte auch
die algorithmische Umsetzbarkeit bzw. die Laufzeit der jeweiligen Algorithmen auf Rech-
nersystemen sein.
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2.3 Ga¨ngige Verfahren zur Segmentierung von Bildern
In diesem Unterkapitel sollen die ga¨ngigsten Methoden außerhalb des Ansatzes der Variati-
onsrechnung zur Segmentierung von Bildern vorgestellt werden. Natu¨rlich kann eine solche
U¨bersicht nur einen Teil sowohl der unza¨hligen Verfahren und Algorithmen als auch der
Theorien zur Segmentierung von Bildern wiedergeben. Daher werden nur solche Verfah-
ren vorgestellt, die sich in der Literatur durchgesetzt haben. Besondere Aufmerksamkeit
wird dabei dem Schwellwertverfahren von Nobuyuki Otsu in Abschnitt 2.3.1.1 gewidmet
werden, da sich in Abschnitt 4.5 herausstellen wird, daß es sich auch als Mehrniveaupas-
sungsproblem modellieren la¨ßt.
Bemerkungen zur Segmentierung von Farbbildern und zur allgemeinen Bewertung von
Segmentierungsverfahren schließen dieses Unterkapitel ab.
2.3.1 Schwellwertverfahren
Sei {0, . . . , G} der Wertebereich eines diskreten Grauwertpixelbildes g. Bei einem Schwell-
wertverfahren werden zuna¨chst algorithmisch Werte {t2, . . . , tk} ⊂ {0, . . . , G}, sogenannte
Schwellwerte, bestimmt. Mit diesen Schwellwerten wird dann die Segmentierung von g
berechnet, indem man alle Pixel, die zwischen zwei aufeinanderfolgenden Schwellwerten
liegen, zusammenfaßt. Definiert man Si := {p ∈ P(M) : ti ≤ g(p) < ti+1} fu¨r i = 1, . . . , k,
wobei t0 := 0 und tk+1 := G+ 1 definiert sei, so bildet S1, . . . , Sk eine Segmentierung des
Bildes g bei denen alle Pixel eines Segments einen a¨hnlichen Grauwert haben. Der Nachteil
eines solches Vorgehens ist, daß man auf die Form der Segmente keinen Einfluß hat. Es
befindet sich damit im Widerspruch zu Punkt iii. der Definition 2.2.1 der notwendigen
Bedingungen an einer Segmentierung, bzw. zu Punkt iii. der Bedingungen von Haralick
und Shapiro (vgl. (2.1), S. 14). Die Segmente S1, . . . , Sk sind im allgemeinen nicht einmal
zusammenha¨ngend.3
Die zentrale Aufgabe bei Schwellwertverfahren ist es, ein geeignetes Verfahren fu¨r die
automatische Bestimmung der Schwellwerte anzugeben. Das wichtigste Hilfsmittel dazu ist
in den meisten Anwendungen das Histogramm des Bildes. Wenn sich zwei Objekte (meist
ist eines davon der Hintergrund) im Bild klar anhand ihres Grauwertes unterscheiden, so
werden diese Grauwerte im Histogramm des Bildes lokale Maxima sein. Genauer gesagt
wird, da die Grauwerte in einem realen Bild immer auch innerhalb des Objektes ein wenig
variieren, eine Art ”Hu¨gel“ im Graphen des Histogramms rund um den mittleren Grauwert
des Objektes zu sehen sein. Einige Autoren (vgl. etwa [GW92], S. 447ff) gehen davon
aus, daß dieser ”Hu¨gel“ im Idealfall einer Gaußschen Glockenkurve entspricht (vgl. z. B.
Abbildung 2.4).
Der große Vorteil eines histogrammbasierten Schwellwerverfahrens ist die Geschwindigkeit,
da die Algorithmen nur auf dem Definitionsbereich des Histogramms, statt auf dem des
Bildes, arbeiten.
3Diesen Nachteil kann man umgehen, indem man, wie in Abschnitt 4.6, die Pixelzusammenhangskom-
ponenten (vgl. Definition 1.3.10) der Mengen S1, . . . , Sk als Segmente definiert.
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Abbildung 2.4: Beispiel eines Histogramms mit einen Definitionsbereich
von 256 Grauwerten. Bei dem Bild handelt es sich um den Blaukanal
der Aufnahme von Bild 2.2.
2.3.1.1 Varianzanalyse, Otsu 1979
Obwohl aus dem Jahre 1979, und damit vergleichsweise alt, findet man das Verfahren von
Nobuyuki Otsu ([Ots79]) als Referenz in zahlreichen Vero¨ffentlichungen u¨ber histogramm-
basierte Schwellwertverfahren.
Otsu nimmt die Eintra¨ge des Histogramms als Wahrscheinlichkeiten einer diskreten Zu-
fallsvariablen und bestimmt denjenigen Grauwert, fu¨r den sich, nach einer Varianzanalyse,
das Histogramm am besten in zwei zusammenha¨ngende Teile separieren la¨ßt.
Sei {0, . . . , G} die Menge der Grauwerte eines diskreten Grauwertpixelbildes g und hg das
Histogramm des Bildes (vgl. Definition 1.3.2 und 1.3.4). Dann kann man fu¨r ein belie-
biges Pixel p des Bildes aus hg(i) die Wahrscheinlichkeit scha¨tzen, daß g(p) den Wert i
hat. Diese U¨berlegung rechtfertigt das Vorgehen, das Histogramm hg als Grundlage eines
Wahrscheinlichkeitsmaßes zu sehen.
Sei X : Ω → {0, . . . , G} eine Zufallsvariable, deren Wahrscheinlichkeit durch das Histo-
gramm hg bestimmt ist. Definiert man N :=
∑G
i=0 hg(i), so sei die Wahrscheinlichkeit
P [X = i], die Wahrscheinlichkeit, daß ein Pixel den Grauwert i tra¨gt, pi :=
hg(i)
N . Es gilt
dann
∑G
i=0 pi = 1 und alle pi sind gro¨ßer oder gleich 0, wobei im folgenden alle pi mit
0 ≤ i ≤ G gro¨ßer als 0 angenommen werden, um Fallunterscheidungen zu vermeiden.
Ziel ist es nun, einen Grauwert k∗ ∈ {0, . . . , G− 1} zu bestimmen, so daß sich fu¨r k = k∗
die beiden Klassen C0(k) := {0, . . . , k} und C1(k) := {k + 1, . . . , G} am besten trennen
lassen. Dieser Grauwert k∗ ist dann ein geeigneter Schwellwert, um die beiden Klassen zu
segmentieren.
Die Wahrscheinlichkeit der Klasse C0(k) ist ω0(k) := P [X ∈ C0(k)] =
∑k
i=0 pi. Analog ist
ω1(k) := P [X ∈ C1(k)] =
∑G
i=k+1 pi = 1− ω0(k) die Wahrscheinlichkeit der Klasse C1(k).
Definiere µ(k) :=
∑k
i=0 ipi. Dann ist E[X] = µ(G) der Erwartungswert von X.
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Der bedingte Erwartungswert der Klasse C0(k) ist
µ0(k) := E[X|X ∈ C0(k)] =
k∑
i=0
i
pi
ω0(k)
=
µ(k)
ω0(k)
und analog sei
µ1(k) := E[X|X ∈ C1(k)] = µ(G)− µ(k)
ω1(k)
=
µ(G)− µ(k)
1− ω0(k)
Die bedingte Varianz der Klassen C0 bzw. C1 ist
σ0(k)2 = VAR[X|X ∈ C0(k)] = E[(X − µ0(k))2|X ∈ C0(k)] =
k∑
i=0
(i− µ0(k))2 pi
ω0(k)
(2.3)
bzw. σ1(k)2 =
∑G
i=k+1(i− µ1(k))2 piω1(k) .
Die Gesamtvarianz der Zufallsvariable X ist σ2 :=
∑G
i=0(i− µ(G))2pi.
Die Varianzanalyse unterscheidet nun zwischen der Varianz innerhalb der Klassen (im
folgenden σW (k)2) und der Varianz zwischen den Klassen (im folgenden σB(k)2).4 Sie sind
wie folgt definiert:
σW (k)2 := ω0(k)σ0(k)2 + ω1(k)σ1(k)2
und
σB(k)2 := ω0(k)(µ0(k)− µ(G))2 + ω1(k)(µ1(k)− µ(G))2
Es gilt
σW (k)2 + σB(k)2 = σ2 (2.4)
Die Summe der Varianz innerhalb der Klassen und der Varianz zwischen den Klassen
entspricht also der Gesamtvarianz.
Zwei Klassen sind ”gut“ zu trennen, wenn die Varianz innerhalb der Klassen gering und
die Varianz zwischen den Klassen hoch ist. Otsu betrachtet in seiner Arbeit nun den Wert
χ(k) := σB(k)
2
σW (k)2
. Dieser sollte maximal sein unter allen mo¨glichen Schwellwerten k, d. h.
σB(k)2 soll ein hoher Wert und σW (k)2 gleichzeitig ein niedriger Wert sein. Ist σW (k)2 = 0,
so sei χ(k) :=∞ definiert. Dieser Fall ist allerdings ein Idealfall, der in den meisten Bildern
nicht auftritt.
Fu¨r eine effektive Bestimmung des Wertes k, fu¨r den χ(k) maximal wird, wird nicht
χ(k), sondern χ(k)χ(k)+1 maximiert. Da fu¨r alle k gilt χ(k) ≥ 0, ist dies zula¨ssig. Nun ist
aber, wie man durch leichte Umformungen mit Hilfe von Gleichung (2.4) zeigen kann,
χ(k)
χ(k)+1 =
σB(k)
2
σ2
. Daher genu¨gt es, nur σB(k)2, die Varianz zwischen den Klassen, zu maxi-
mieren, um gleichzeitig auch die Varianz innerhalb der Klassen zu minimieren. Das heißt
als Schwellwert liefert dieses Verfahren einen Wert k∗ mit
σB(k∗)2 = max
k∈{0,...,G−1}
σB(k)2
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Abbildung 2.5: Veranschaulichung: Wa¨hle k so, daß die Abweichung in-
nerhalb der Klassen gering und zwischen den Klassen groß ist.
Abbildung 2.6: Beispiel der Schwellwertbestimmung nach dem Verfahren
von Otsu (Originalbild 2.4, Histogramm mit eingetragenem Schwellwert,
Ergebnis nach Anwendung des Schwellwertes).
Bemerkung 2.3.1
Es ist
σB(k)2 = ω0(k)(µ0(k)− µ(G))2 + ω1(k)(µ1(k)− µ(G))2
= ω0(k)µ0(k)2 − 2ω0(k)µ0(k)µ(G) + ω0(k)µ(G)2
+ ω1(k)µ1(k)2 − 2ω1(k)µ1(k)µ(G) + ω1(k)µ(G)2
= ω0(k)µ0(k)2 + ω1(k)µ1(k)2
− 2µ(G) (ω0(k)µ0(k) + ω1(k)µ1(k))︸ ︷︷ ︸
=µ(G)
+µ(G)2 (ω0(k) + ω1(k))︸ ︷︷ ︸
=1
= ω0(k)µ0(k)2 + ω1(k)µ1(k)2 − µ(G)2
Da µ(G)2 konstant ist, genu¨gt es also, um σB(k)2 zu maximieren, lediglich den Term
4Die Wahl der Indizes
”
W“ bzw.
”
B“ folgt dem Originalartikel, d. h. sie sind dem Englischen entlehnt:
”
W“ steht fu¨r
”
within“ und
”
B“ fu¨r
”
between“.
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Abbildung 2.7: Beispiel der Schwellwertbestimmung nach dem Verfah-
ren von Otsu. Zu sehen ist von links nach rechts das Originalbild, das
Histogramm mit eingetragenem Schwellwert und das Ergebnis nach der
Anwendung des Schwellwertes zur Segmentierung. Das Originalbild ist
die Abbildung einer Granittranche und ihres Schattens vor einem weißen
Hintergrund. Der weiße Hintergrund hat die ho¨chste Helligkeit, die ein
Pixel bei dieser Aufnahme annehmen kann. Daher entsteht, aufgrund
der großen Fla¨che des Hintergrunds, ein unverha¨ltnisma¨ßig hoher Histo-
grammwert fu¨r G. Wie man sieht, wird der Schatten, der heller ist als
das Objekt, noch zum Hintergrund gerechnet.
ω0(k)µ0(k)2 + ω1(k)µ1(k)2 zu maximieren. Es ist
ω0(k)µ0(k)2 + ω1(k)µ1(k)2 =
(
∑k
i=0 ipi)
2∑k
i=0 pi
+
(
∑G
i=k+1 ipi)
2∑G
i=k+1 pi
(2.5)
Auf diese Gleichheit wird an spa¨terer Stelle, na¨mlich in Abschnitt 4.5, noch einmal ver-
wiesen werden.
2.3.1.2 Erweiterung der Varianzanalyse auf n > 1 Schwellwerte
Mit Hilfe des oben beschriebenen Ansatzes la¨ßt sich leicht auch mehr als ein Schwellwert
bestimmen. In dem Originalartikel [Ots79] schla¨gt Otsu vor, die Varianzanalyse u¨ber n+1
Klassen, statt u¨ber 2 Klassen, zu machen. Dann ha¨ngt allerdings σ2B von n statt nur von
einem Parameter ab. Man sucht dann Schwellwerte k∗1, . . . , k∗n mit
σB(k∗1, . . . , k
∗
n)
2 = max
0≤k1<···<kn<G
σB(k1, . . . , kn)2
Auf die Berechnung des globalen Maximums von σB(k∗1, . . . , k∗n)2 sollte jedoch verzichtet
werden, da
(
G+1
n
)
Fa¨lle zu unterscheiden sind. Bei G = 255 wa¨ren daher schon fu¨r nur
3 Schwellwerte 2731135 Fa¨lle zu untersuchen. Daher sollte man stattdessen das Histo-
gramm, u. U. mit Hilfe des Verfahrens von Otsu, in sinnvolle Teile unterteilen und auf
diese den Algorithmus zur Bestimmung eines Schwellwertes anwenden. Genauso ko¨nnte
man die einzelnen Parameter sukzessive optimieren, bis sich kein Parameter mehr ein-
zeln verbessern la¨ßt. Dieses Verfahren sichert zwar kein globales Maximum, ist jedoch in
der Laufzeit viel effektiver. Ein Algorithmus der genau dies leistet, ist der Algorithmus
11 (Histogrammanalyse), der in Abschnitt 4.5 als Anwendung der Mehrniveaupassung
pra¨sentiert wird.
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2.3.1.3 Weitere Schwellwertverfahren
Schon 1972 versuchte man, das Histogramm durch eine Summe von Normalverteilungen
zu approximieren ([CK72]). Allerdings zeigen die Beispielhistogramme der Abbildungen
2.6, 2.7 oder auch 4.18 in Abschnitt 4.5 die Grenzen eines solchen Ansatzes, insbesondere
bei ungegla¨tteten Histogrammen: Zum einen fallen viele nicht-signifikante lokale Optima
der nichtlinearen Approximation an, zum anderen verteilen sich nicht alle Grauwerte von
Objekten gema¨ß einer Gaußverteilung auf das Histogramm. Es kommt oft vor, daß die
ansteigende und absteigende Flanke einer Spitze im Histogramm unterschiedlich schnell
an- bzw. absteigt. Außerdem stellt sich die Frage, wie bzw. an welcher Stelle man zwei
Gaußkurven mit unterschiedlicher Varianz, die sich u¨berlagern, trennen soll.
Die meisten histogrammbasierten Schwellwertbestimmungsverfahren versuchen ”Ta¨ler“
zwischen den markantesten ”Hu¨geln“ im Histogramm zu detektieren. In [Mat96] wird ein
Verfahren vorgeschlagen, das der Autor ”Graph-theoretical clustering“ nennt. Bei diesem
Verfahren wird ein Histogramm mit Zeigern benutzt. Zusa¨tzlich zum Wert des Histo-
gramms an der Stelle i, befindet sich an dieser Stelle noch ein Zeiger, der auf eine Stelle
zwischen i− δ und i+ δ (fu¨r ein δ ∈ N) des Histogramms zeigt. Die Grundidee bei diesem
Verfahren ist, daß jeder Stelle i im Histogramm auf den Nachbarn zeigt, dessen Histo-
grammwert in einer vorgegebenen Nachbarschaft (i − δ bis i + δ) am gro¨ßten ist. Lokale
Maxima sind dann Werte, die auf sich selbst zeigen. Alle Grauwerte des Bildes werden nun
in der Segmentierung mit dem lokalen Maximum, auf das sie direkt oder indirekt (nach
Bildung der transitiven Hu¨lle der Zeiger-Relation) zeigen, identifiziert. Man erha¨lt so ein
segmentiertes Bild.
Auch die Verwendung neuronaler Netze zur Detektion der oben genannten ”Ta¨ler“ im
Histogramm findet in der Literatur Beachtung (vgl. z. B. [PSA00]).
Einen interessanten Ansatz bietet auch die Arbeit [KK98]. Dort wird eine Reihe von Funk-
tionsquantisierungen des Histogramms mit abnehmender Anzahl von Quantisierungsstufen
genutzt, um die signifikanten ”Ta¨ler“ im Histogramm zu bestimmen. Im Abschnitt 2.5.3.2
wird auf dieses Verfahren noch na¨her eingegangen.
Weitere interessante Schwellwertverfahren findet man in Kapitel 7.3 des Buches [GW92]
oder auf den Seiten 520 - 524 inbzw. [HS92]. Eine sehr umfassende U¨bersicht von Bina-
risierungsalgorithmen (das heißt Algorithmen, die einen Schwellwert berechnen und mit
diesem ein gegebenes Grauwertbild in ein Bina¨rbild umwandeln) findet man in [TJ95].
Dieser Artikel beschra¨nkt sich allerdings nicht nur auf reine Schwellwertverfahren.
2.3.2 Regionenwachstumsverfahren,
”
Region Splitting and Merging“
Unter dem Begriff ”Regionenwachstumsverfahren“ werden in der Regel Verfahren zusam-
mengefaßt, die Pixel oder kleinere Pixelregionen, also zusammenha¨ngende Mengen von
Pixeln, zu gro¨ßeren pixelzusammenha¨ngenden Regionen wachsen lassen. Das grundsa¨tzli-
che Vorgehen ist ein in der Bildverarbeitung immer noch aktuelles Verfahren, das schon
u¨ber 30 Jahre alt ist. In [BF70] wurde es vermutlich das erste Mal erwa¨hnt.
Ein ga¨ngiger Algorithmus ist folgender:
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• Wa¨hle eine initiale Menge von Pixeln, die einen gewissen Abstand voneinander ha-
ben (im allgemeinen wird diese Menge als ”seed points“ bezeichnet). Jedes solche
Startpixel bildet eine eigene Startregion.
• Lasse alle Regionen wachsen, indem ihnen nach gewissen A¨hnlichkeitskriterien (zum
Beispiel der Grau- oder Farbwert, die Textur oder a¨hnliches) benachbarte Pixel hin-
zugefu¨gt werden.
Ein solches Verfahren ha¨ngt sehr stark von der Auswahl der Startregionen ab. In [AB94]
und in [MJ97] finden sich Hinweise fu¨r eine gute Auswahl von Startpixeln. Eine Einfu¨hrung
in Regionenwachstumsverfahren findet man in Kapitel 7.4 in [GW92] oder auch in Kapitel
10.3 in [HS92].
Eine Alternative zu den doch recht einfachen Regionenwachstumsverfahren sind die soge-
nannten ”Split and Merge“ Verfahren. Dabei wird ein Bild solange in disjunkte Segmente
weiter aufgeteilt, bis diese innerhalb ihrer Fla¨che ein vorher festgelegtes A¨hnlichkeitskrite-
rium erfu¨llen. Diese Segmente werden dann anschließend nach A¨hnlichkeitskriterien wieder
zusammengefu¨gt: Sind zwei Segmente einander a¨hnlich (zum Beispiel im durchschnittli-
chen Grau- bzw. Farbwert oder in der Textur), so werden sie zusammengefu¨gt. Dies wird
solange gemacht, bis vorher festgelegte Nebenbedingungen, wie z. B. die Anzahl der resul-
tierenden Segmente oder der mittlere Fehler pro Segment, erfu¨llt sind. Ein sehr bekanntes
Verfahren in diesem Bereich ist die Quadtree-Zerlegung, die auch in der ”Image Proces-
sing Toolbox“ der mathematisch-technischen Entwicklungsplattform ”Matlab“ zu finden
ist.5 Sie geht zuru¨ck auf Horowitz und Pawlidis [HP76]. Eine na¨here Beschreibung dieses
Verfahrens findet man unter anderem in [GW92] und in [HS92].
2.3.3 Wasserscheidentransformationen
Eine wichtige Gruppe der Segmentierungsverfahren sind die sogenannten Wasserscheiden-
transformationen, die gerade in den letzten Jahren besondere Aufmerksamkeit erhielten.
Die diesen Verfahren zugrunde liegende Idee la¨ßt sich am besten verstehen, wenn man die
Grauwerte eines diskreten Grauwertpixelbildes als Ho¨henangaben eines topographischen
Reliefs betrachtet. Trifft ein ”Regentropfen“ auf ein solches Relief, so wird er in die Rich-
tung des na¨chsten lokalen Minimums fließen. Die Einflußbereiche lokaler Minima nennt
man ”Wasserbecken“. Unter einer ”Wasserscheide“ versteht man dann Bereiche, bei denen
man nicht entscheiden kann, in welche Richtung der Regentropfen abfließen wird, da meh-
rere Abflußrichtungen mo¨glich sind. Die Wasserscheiden sind daru¨ber hinaus Trennlinien
zwischen den Wasserbecken. Nicht-signifikante lokale Minima werden eliminiert, indem
man die zwischen ihnen liegende Wasserscheide durch ”U¨berfluten“ entfernt. Ein Vorteil
der Wasserscheidentransformation ist die Eigenschaft, Details und Feinheiten zu erhalten.
Eine genaue Einfu¨hrung mit zahlreichen Beispielen findet sich in [Wol00] ab Seite 74. In
ju¨ngerer Zeit gehen immer mehr Autoren dazu u¨ber, die Wasserscheidentransformation in
einen morphologischen Zusammenhang einzufu¨hren (vgl. etwa [Soi98]).
5Vergleiche http://www.mathworks.com.
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2.3.4 Weitere Methoden zur Bildsegmentierung
Die Liste der heuristischen Verfahren zur Segmentierung von Bildern ist außerordentlich
groß. Eine Aufza¨hlung zahlreicher ga¨ngiger Verfahren, wie z. B. kantenbasierte Verfah-
ren, findet sich unter anderem in [Wol00], [GW92] und [HS92]. Gerade im Bereich der
Regionenwachstumsverfahren aus Abschnitt 2.3.2 sind bei der Auswahl der A¨hnlichkeits-
kriterien der Phantasie keine Grenzen gesetzt. In der Literatur findet man Ansa¨tze von
Fuzzy-Methoden (vgl. z. B. [MIN+00]) u¨ber neuronale Netze (vgl. z. B. [WZX92]) bis hin
zu vollkommen heuristischen Methoden.
Ein ebenso großer Bereich sind die statistischen Methoden zur Bildsegmentierung, die vor
allem aus der Spracherkennung, d. h. aus der Verarbeitung eindimensionaler Signale, ihren
Weg in die Bildsegmentierung – und damit in die Verarbeitung zweidimensionaler Signale
– gefunden haben. Besonders Markov-Felder zur Segmentierung von Texturen sind sehr
weit verbreitet. Eine Einfu¨hrung zu diesem Thema findet man in [Gim99].
Eine umfassende U¨bersicht u¨ber (Farb-)Bildsegmentierung mit neuronalen Netzen, Fuzzy-
Methoden und Markov-Ketten findet man auch in [PP93].
Bemerkung 2.3.2
Eine eingehende Betrachtung der zahlreichen heuristischen und statistischen Verfahren ist
an dieser Stelle nicht angebracht. Denn bei den meisten heuristischen Ansa¨tzen, zu denen
letztlich auch die Ansa¨tze u¨ber neuronale Netze zu za¨hlen sind, ist mathematisch oft nicht
klar, wonach sie eigentlich suchen bzw. welchen Fehler sie minimieren. Ein Vergleich solcher
Verfahren ist also im allgemeinen recht schwierig, auch wenn es in der Literatur Ansa¨tze
gibt, dieses doch zu tun (vgl. Abschnitt 2.3.6). Trotzdem liefern viele dieser Verfahren gute
Ergebnisse. Dabei wird der Begriff ”gut“ allerdings mit dem Auge gemessen, er unterliegt
also keiner absoluten Norm.
Bei den statistischen Methoden steht meist die Segmentierung von Bildmerkmalen (”Featu-
res“) des Bildes im Vordergrund. Es werden dabei zuna¨chst lokale Bildmerkmale gewonnen,
deren A¨hnlichkeit gemessen wird. Es wird also auf einem Metabild, na¨mlich einem Merk-
malsbild, gerechnet. Auf diesem Metabild werden dann wieder herko¨mmliche Verfahren
angewandt, um Pixel mit a¨hnlichem Merkmalsvektor zusammenzufassen. Deshalb liegen
diese Verfahren in ihrem Approximationsverhalten bezu¨glich des Originalbildes außerhalb
des Punktes ii. der Definition 2.2.1 und damit nicht im Fokus dieser Arbeit.
2.3.5 Bemerkungen zur Segmentierung von Farbbildern
Viele Verfahren der Grauwertbildsegmentierung lassen sich leicht auf Farbbilder u¨ber-
tragen, indem man Farbbilder als drei-kanalige Bilder betrachtet, die sich in drei Grau-
wertbilder aufspalten lassen (z. B. in ein Rot-, Gru¨n- und Blaubild). Es lassen sich etwa
Schwellwertverfahren auf den Bildern einzeln berechnen und die schwellwertsegmentierten
Bilder wieder zusammenfu¨gen (vgl. z. B. [OPR79] oder Algorithmus 13 (Initiales Farb-
schwellwertverfahren), S. 201). Auch A¨hnlichkeitsmaße fu¨r Regionenwachstums- oder
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”Split and Merge“-Strategien lassen sich u¨bertragen, indem man statt einer Norm auf R zu
einer Norm auf R3 wechselt, mit der die A¨hnlichkeit von Pixeln bzw. Regionen gemessen
wird (vgl. z. B. [PB99]).
Fu¨r die Segmentierung von Farbbildern wurden allerdings auch eigene, nicht von den
Grauwertmethoden u¨bernommene Verfahren entwickelt, wie z. B. das sogenannte ”Color
Indexing“ u¨ber Farbhistogramme nach Swain und Ballard [SB91]. Dabei wird eine Funkti-
on bin definiert, die jeder Farbe einen ”Index“ zugeordnet. Ein 3D-Histogramm wird dabei
in sogenannte ”bins“ aufgeteilt, beispielsweise in 4×4×4 ”bins“, und in ein 1D-Histogramm
u¨berfu¨hrt.
Sei g :M → {0, . . . , 255}3 ein diskretes Farbpixelbild. Dann ist die Abbildung bin definiert
durch
bin :
{0, . . . , 255}3 → {0, . . . , 84}
(r, g, b) 7→ 16round( r64) + 4round( g64) + round( b64)
Das Farbhistogramm Fg : {0, . . . , 84} → N0 von g ist dann definiert durch
Fg(i) := |{p | bin(g(p)) = i, p ∈ P(M)}|
Auf diesem Histogramm kann man dann wieder Schwellwerte definieren, um Pixel mit
a¨hnlichem Index zu Farbclustern zusammenzufassen (vgl. z. B. [BR99]), die das Bild seg-
mentieren.
Ein weiterer Ansatz der Farbbildverarbeitung, den die Segmentierung von Grauwertbil-
dern nur a¨ußerst eingeschra¨nkt bieten kann, ist die Segmentierung durch Farbklassen
oder Farbnamen. Die Grundidee ist einfach: Man faßt einfach alle benachbarten Pixel
mit der gleichen Farbe zu einem Segment zusammen. Dabei ist ein Farbmodell wie das
HSI-Farbmodell eher geeignet als das RGB-Farbmodell, da hier Helligkeit und Farbton
getrennt sind (vgl. Abschnitt 2.3.5). Bei der reinen Klassifikation von Farbpixeln wird fu¨r
jedes Pixel ein Merkmalsvektor bestimmt, der auch aus mehr als nur der Farbe des Pixels
(z. B. den Farben der Nachbarn) bestehen kann. Auf der Basis dieses Merkmalsvektors
wird das Pixel dann einer Klasse zugeordnet (vgl. z. B. [OKS80] und [CM97]).
2.3.6 Bewertung von Segmentierungsverfahren
Eine Grundlage zur Bewertung von Segmentierungsverfahren bieten natu¨rlich die Definiti-
onsversuche des Abschnitts 2.2. Y. J. Zhang stellt in dem Artikel [Zha96] weitere ga¨ngige
Bewertungsmethoden von Segmentierungsansa¨tzen vor. Hier soll eine kleine U¨bersicht ge-
geben werden. Fu¨r eine genauere Einsicht sei auf den Originalartikel verwiesen.
Die beiden ersten Qualita¨tskriterien lassen sich direkt aus der Definition von Haralick und
Shapiro (vgl. S. 14, (2.1)), bzw. von Mumford und Shah (vgl. S. 15, (2.2)) ableiten: Eine
Segmentierung sollte den Definitionsbereich eines Bildes so zerlegen, daß sich das Bild
innerhalb der Segmente nur sanft und zwischen den Segmenten stark vera¨ndert.
2.3.6.1 Bewertung der Uniformita¨t der Regionen
Ein Bewertungskriterium ist die Uniformita¨t innerhalb der Regionen. In [Zha96] wird zwar
nur ein ”gray-level uniformity measure“, abgeku¨rzt GU, vorgestellt, aber der U¨bergang zu
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Farbbildern durch den Normwechsel von der Betragsnorm zur euklidischen Norm ist kano-
nisch. In Anlehnung an den Originalartikel soll jedoch die Bezeichnung GU beibehalten
werden.
Sei R1, . . . , Rn eine disjunkte Zerlegung eines Bildes f : M → Rd in n Regionen. Man
betrachte den Fehler
GU :=
n∑
i=1
∫
Ri
‖f −mRi‖22 dλ
Dabei sei mRi der durchschnittliche Farb- oder Grauwert des Bildes f auf der Region Ri.
Dieses Qualita¨tsmaß mißt den Abstand der Segmente zum Mittel u¨ber dem Segment.
Ein Verfahren, das genau diesen Fehler minimiert, ist die 2-Niveaupassung nach Donner
[Don91] (vgl. 3.5.11 i)). Fu¨r die Approximation des gegebenen Bildes mit stu¨ckweise kon-
stanten Funktionen bezu¨glich des euklidischen Abstands entspricht die Forderung nach
Minimierung des Fehlers GU genau der Bedingung ii. in Definition 2.2.1. Allerdings ist
diese Definition weder auf die Approximation mit stu¨ckweise konstanten Funktionen noch
auf einen euklidischen Abstand festgelegt. Die Minimierung des Fehler GU hingegen fu¨hrt
z. B. bei einem affinen Grauwertverlauf zu keinem befriedigenden Ergebnis (vgl. Abbildung
3.4, S. 67).
Man kann innerhalb einer stochastischen Modellierung diesen Fehler auch u¨ber die Sum-
me bedingter Varianzen beschreiben (vgl. z. B. [LN85]). So eine Modellierung wu¨rde es
auch erlauben, einen Ansatz, der Texturen segmentiert, d. h. Regionen, deren Grau- bzw.
Farbwert eben nicht durch einen konstanten Wert gegeben ist, zu beurteilen.
2.3.6.2 Bewertung des Kontrastes zwischen den Regionen
Schon Noboyuki Otsu versucht in [Ots79], den Kontrast zwischen zwei Regionen zu ma-
ximieren (vgl. auch Abschnitt 2.3.1.1). Auch die Definition des Begriffes ”Segmentierung“
durch Mumford und Shah (S. 15, (2.2)) veranlaßt, wie bereits eingangs erwa¨hnt, den Kon-
trast zwischen zwei adjazenten Regionen zu maximieren.
In [Zha96] wird ein ”gray-level contrast measure“ abgeku¨rzt GC angeben, das sich zwar
wieder nur auf Grauwertbilder bezieht, aber ebenso wie das ”gray-level uniformity mea-
sure“ kanonisch auf Farbbilder u¨bertragen werden kann. Fu¨r eine Objekt/Hintergrund-
Situation bezeichne fo den durchschnittlichen Grau- bzw. Farbwert der Pixel des Objek-
tes und fb den des Hintergrundes. Dann sei der Wert des Kontrastes zwischen den beiden
Regionen:
GC :=
‖fo − fb‖2
‖fo + fb‖2
2.3.6.3 Andere Bewertungskriterien
• Bewertung der Form der Regionen
In [SSWC88] vergleichen Sahoo, Soltani, Wong und Chen verschiedene Schwellwert-
verfahren, indem sie die Uniformita¨t der helleren Region bewerten.
2. Bildsegmentierungen 29
Sei g : P(M)→ {0, . . . , G} ein diskretes Grauwertbild. Weiter sei gN(x,y) der mittlere
Grauwert von g u¨ber alle Nachbarpixel6 von [x, y], C ∈ R+ ein Normalisierungsfak-
tor und T ein Schwellwert, den ein Schwellwertverfahren als Segmentierung liefert.
Dann schlagen Sahoo, Soltani, Wong und Chen in [SSWC88] folgenden Wert vor,
den sie als ”shape measure“, abgeku¨rzt SM, bezeichnen.
SM :=
∑
p∈P(M)
U(g(p)− gN(p))‖gradh(p)‖22 U(g(p)− T )
Dabei sei U : R → {0, 1}, x 7→
{
1, x ≥ 0
0, x < 0
und gradh(p) der Gradient des Bildes g
im Pixel p. Der Gradient kann u¨ber eine kontinuierliche Approximation h des diskre-
ten Bildes, zum Beispiel durch Polynome, in der Umgebung des Pixels p berechnet
werden.
Der Wert SM ist umso kleiner, je uniformer die Region ist, u¨ber der der Wert
ermittelt wurde.
• Empirische Diskrepanzmethoden
Die empirischen Diskrepanzmethoden zur Bewertung von Segmentierungsalgorith-
men ko¨nnen helfen, etwas zu messen, was sich nicht in mathematischen Termen
ausdru¨cken la¨ßt. Sie messen einen Fehler, indem sie das vom Segmentierungsalgorith-
mus gelieferte Ergebnisbild mit einem Idealergebnis einer Segmentierung vergleichen.
Dieses Idealbild kann dann auch mit dem Auge gemessen sein. Es muß also keiner
mathematischen Optimalita¨tsbedingung genu¨gen, sondern kann einer a¨sthetischen
Optimalita¨t Rechnung tragen.
– Bewertung u¨ber die Anzahl der Objekte im Bild:
Ist das Idealergebnis einer Segmentierung bekannt und liegt das Ergebnis eines
Segmentierungsalgorithmus vor, so ist der Vergleich der Anzahl der segmentier-
ten Objekte ein Kriterium zur Gu¨tebestimmung. Man wird ein Verfahren, das
weniger oder mehr Regionen segmentiert als die ideale Segmentierung, geringer
bewerten als ein Verfahren, das genau diese Anzahl segmentiert. Man sollte bei
einer Bewertung noch die Gro¨ße der nicht oder zuviel berechneten Segmente
beru¨cksichtigen.
– Bewertung der falsch segmentierten Pixel:
Gegeben sei ein Objekt O und der Hintergrund B. Fu¨r ein Pixel p seien zwei
Zufallsvariablen Yideal(p), Yseg(p) : Ω → {O,B} gegeben. Dabei habe Yideal die
Verteilung der Idealsegmentierung und Yseg die Verteilung des algorithmisch
segmentierten Bildes. In [LCP90] wird nun vorgeschlagen, die Wahrscheinlich-
keit einer Fehlklassifikation (”Probability of error“, abgeku¨rzt PE) eines Pixels
p zu betrachten. Es ist
PE(p) := P [Yseg(p) = B|Yideal(p) = O]P [Yseg(p) = O]
+ P [Yseg(p) = O|Yideal(p) = B]P [Yseg(p) = B]
Yideal-fast sicher
6Zur eingehenderen Betrachtung des Begriffes
”
Nachbarpixel“ vgl. Definition 1.3.5.
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Dabei bezeichnet P [Yseg(p) = B|Yideal(p) = O] die Wahrscheinlichkeit, daß ein
Pixel des Objekts fa¨lschlicherweise als Pixel des Hintergrunds klassifiziert wird.
P [Yseg(p) = O|Yideal(p) = B] bezeichnet den umgekehrten Fall. Im Idealfall,
also wenn die ideale Segmentierung und algorithmische Segmentierung u¨ber-
einstimmen, gilt PE(p) = 0.
– Bewertung der Position der falsch segmentierten Pixel:
Auch die Positionen der falsch zugeordneten Pixel ko¨nnen bei der Bewer-
tung von Segmentierungsalgorithmen eine Rolle spielen. So wird schon 1977
in [YMB77] vorgeschlagen, einen Fehler zu betrachten, der den Abstand fehl-
klassifizierter Pixel zu ihrem eigentlichen Segment mißt. Sei N die Anzahl der
falsch zugeordneten Pixel und d(i) der Abstand des i-ten falsch segmentierten
Pixel zu seinem eigentlichen Segment. Dann sei
D =
N∑
i=1
d2(i)
das Maß der ra¨umlichen Fehlsegmentierung.
– Andere empirische Diskrepanzmethoden:
In [Zha96] werden noch eine Reihe weiterer Bewertungskriterien vorgestellt, die
die Diskrepanz zu einer idealen Segmentierung als Grundlage ihrer Bewertung
haben. So kann man z. B. Bildmerkmale, die sich aus den idealen und berech-
neten Segmenten ergeben, vergleichen oder die Fla¨che der Differenz zwischen
diesen Segmenten messen.
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2.4 Bildsegmentierung mit Methoden der Variationsrech-
nung
Der Begriff ”Variation“ wurde 1755 von dem italienisch-franzo¨sischen Mathematiker
Joseph-Louis Lagrange in einem Brief an Leonard Euler eingefu¨hrt, in dem der erst 20ja¨h-
rige einige Verbesserungen eines Beweises vorschla¨gt. Die Variationsrechnung befaßt sich
mit der Ermittlung von Extrema von Funktionalen, die auf einer Klasse von Funktionen
definiert sind, und Werte in den reellen Zahlen haben. Analog zur Extremwertbestimmung
bei reellen Funktionen kann man auch in diesem Kontext relative Extrema angeben. In
der Variationsrechnung wird bewiesen, daß eine Funktion, die einem Funktional ein lokales
Extremum erteilt, unter gewissen Voraussetzungen, die hier nicht weiter ero¨rtert werden
sollen, einer Differentialgleichung genu¨gt. In gleicher Weise, wie die Extremwertrechnung
bei reellen Funktionen den Begriff der ersten und zweiten Ableitung zur Bestimmung re-
lativer Extrema benutzt, fu¨hrt die Variationsrechnung den Begriff der ersten und zweiten
Variation ein, die im wesentlichen den Ableitungen entsprechen und bei der Bestimmung
von Extrema analog genutzt werden.
In der Bildverarbeitung dient die Variationsrechnung dazu, ein gegebenes Bild unter Ne-
benbedingungen mo¨glichst genau durch stu¨ckweise stetige Funktionen zu approximieren.
Im Jahr 1984 vero¨ffentlichten Stuart und Donald Geman einen Artikel mit dem Titel
”Stochastic Relaxation, Gibbs Distributions, and the Bayesian Restoration of Images“, in
dem sie (in einem stochastischen Zusammenhang) den Begriff der Segmentierungsenergie
(segmentation energy) als Funktional einfu¨hrten [GG84]. Dieser Artikel war Bezugspunkt
fu¨r eine Reihe von Vero¨ffentlichungen in diesem Bereich, von denen [MS85], [MS89] und
[BZ87] zu den am ha¨ufigsten zitierten Werken geho¨ren.
Im wesentlichen soll hier der Ansatz in der Sichtweise von Andrew Blake und Andrew
Zisserman in [BZ87] vorgestellt werden. Die Ausfu¨hrungen bleiben aber nicht auf dieses
Buch beschra¨nkt, sondern versuchen, einen allgemeinen Einblick in das große Feld der
Bildsegmentierung mit Methoden der Variationsrechnung zu geben.
2.4.1
”
The weak membrane“
Die Bezeichnung ”weak membrane“ geht zuru¨ck auf Blake und Zisserman ([BZ87]), die
damit den Approximationsprozeß durch stu¨ckweise stetige Funktionen charakterisieren.
Der Begriff soll eine Approximation durch den Vergleich mit einer Membran beschreiben:
Sie ist biegbar, so daß sie sich der gegebenen Funktion anpaßt. Wird sie allerdings zu
stark gebogen, so bricht sie, weil sie schwach (”weak“) ist. Die Bruchstellen der ”weak
membrane“ entsprechen dann den Unstetigkeitsstellen der approximierenden Funktion.
Sei f ∈ L2(B(M),B(R)) das Bild und U ⊂ L2(B(M),B(R)) ein geeigneter Raum stu¨ck-
weise differenzierbarer Funktionen von M nach R.7
7Die genaue Definition von U unterscheidet sich von Autor zu Autor. Eine mathematisch korrekte
Version findet man in [MS95], S. 151ff. Da an dieser Stelle nur die Prinzipien der Methoden der Variations-
rechnung zur Bildsegmentierung vorgestellt werden sollen, wurde aus U¨bersichtsgru¨nden auf die aufwendige
korrekte mathematische Formulierung verzichtet.
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Gesucht ist die Funktion u ∈ U , die das Funktional
E(u) = D(u) + S(u) + P (u) (2.6)
minimiert. Dabei ist
• das Funktional D definiert durch
D(u) :=
∫
M
(u− f)2dλ (2.7)
ein Maß fu¨r die Bildtreue der gesuchten Funktion,
• das Funktional S definiert durch
S(u) := β2
∫
M
‖∇u‖2
2
dλ (2.8)
ein Maß fu¨r die Steigungen der gesuchten Funktion und
• das Funktional P ein ”Strafmaß“ fu¨r jede Diskontinuita¨t der gesuchten Funktion.
Die Namen der Terme sind englisch motiviert: D steht fu¨r data, S fu¨r spine und P fu¨r
penalty. β ist ein zu wa¨hlender Parameter, der den Einfluß der Steigungen der zu suchenden
Funktion auf das Optimum festlegt.
Besondere Aufmerksamkeit verlangt das ”Strafmaß“ P . In den meisten Fa¨llen wird P in
Abha¨ngigkeit von Menge der Unstetigkeitsstellen der gesuchten Funktion formuliert. Da
die Menge der Unstetigkeitsstellen gleichzeitig auch die Segmentgrenzen bildet, sollte der
gesamte Konturzug aller Segmentgrenzen “bestraft” werden.
Blake und Zisserman schlagen mehrere Varianten vor:
i) P als Maß der gesamten Konturla¨nge. Eine Funktion u, die den Energieterm E
minimiert, minimiert dann auch die Konturla¨nge der Segmentgrenzen.
ii) P kann zusa¨tzlich einen Term enthalten, der die Kru¨mmung der Kontur mißt.
iii) Ecken in den Konturverla¨ufen ko¨nnen bewertet werden.
iv) Topologische Eigenschaften, wie etwa Zusammenhang oder Konvexita¨t der kontinu-
ierlichen Anteile der gesuchten Funktion, ko¨nnen bewertet werden.
Die Autoren verfolgen nur den ersten Vorschlag und setzen
P (u) = α length(K)
wobei K die Menge aller Unstetigkeitsstellen ist. α ist dabei ein weiterer vom Benutzer zu
wa¨hlender Parameter.
Mumford und Shah sind in [MS85] mathematisch etwas pra¨ziser und definieren die zu
minimierende Energie als
E(u,K) =
∫
M (u− f)2dλ +β2
∫
M\K
‖∇u‖2
2
dλ+ αH1(K) (2.9)
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wobei H1 das eindimensionale Hausdorffmaß bezeichne. Weiter ist K ⊂ M eine abge-
schlossene Menge mit Hausdorffdimension 1, die die Menge der Konturra¨nder, also der
Unstetigkeitsstellen, bestimmt. Das Energiefunktional (2.9) heißt in der Literatur auch
Mumford-Shah-Modell, wie u¨berhaupt der gesamte Ansatz der Energieminimierung zur
Bildsegmentierung durch ein Funktional der Form E = D+S+P meist alsMumford-Shah-
Ansatz bezeichnet wird, da diese beiden Autoren in ihren Vero¨ffentlichungen Pionierarbeit
zu diversen theoretischen Problemen, insbesondere zur Existenz und zum Aussehen der
energieminimierenden Funktion, geleistet haben.
Die Sa¨tze 2.4.4 und 2.4.5 sind zwei der wichtigsten Existenzaussagen zu dieser Form des
Energiefunktionals. Sie charakterisieren auch die Form der Menge der Unstetigkeitsstellen
K.
Definition 2.4.1 (Segmentierung, Segment)
Im Zusammenhang der Bildsegmentierung mit Ansa¨tzen aus der Variationsrechnung heißt
eine Funktion u ∈ U auch Segmentierung. Die Mengen
seg(u) :=
{
A | A ist zusammenha¨ngend,
u|A ist stetig
und A ist maximal mit dieser Eigenschaft
}
heißen die Segmente der Segmentierung u. Minimiert u das Energiefunktional (2.6) bzw.
(2.9), so heißt u eine optimale Segmentierung.
Bemerkung 2.4.2
Die Abbildung 2.8 verdeutlicht die Wechselwirkung der Parameter α und β am Beispiel
der Energieminimierung auf einer Hutfunktion: In Abbildung 2.8 i. wurde α so gewa¨hlt,
daß das Strafmaß P keine Unstetigkeitsstellen der energieminimierenden Funktion zula¨ßt.
Wa¨hrend in Abbildung 2.8 i. a) β sehr groß gewa¨hlt wurde und so starke Steigungen
vermieden werden, erlaubt ein kleineres β eine ho¨here Bildtreue der energieminimierenden
Segmentierung (Abbildung 2.8 i. b)). Absolute Bildtreue erha¨lt man, wenn α so gewa¨hlt
wurde, daß P zwei Unstetigkeitsstellen zula¨ßt, wie in Abbildung 2.8 ii. dargestellt.
Definition 2.4.3 (Rektifizierbar)
Eine Kurve c : [0, 1]→ R2 heißt rektifizierbar genau dann, wenn
sup{‖c(a1)− c(a2)‖2 + · · ·+ ‖c(an−1)− c(an)‖2 | n ∈ N, 0 ≤ a1 < · · · < an ≤ 1} <∞
gilt.
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a) Energieminimierende
Funktion mit großem β
b) Energieminimierende
Funktion mit kleinem β
i. Approximation mit kontinuierlichen Funktionen
ii. Approximation mit
stu¨ckweise kontinuierlichen
Funktionen
Abbildung 2.8: Energieminimierende Funktionen der Hutfunktion.
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Satz 2.4.4
Es existiert ein Tupel (u0,K0), das den Energieterm E(u,K) in Gleichung (2.9) minimiert,
wobei
i. u0 ∈ C1(M \K) und
ii. Fu¨r jedes ε > 0 existiert eine endliche Anzahl rektifizierbarer Kurven c1, . . . , cn mit
H1(K0 \
⋃n
i=1 ci) < ε.
Beweis:
siehe [MS95], Chapter 15
Satz 2.4.5
Fu¨r den Energieterm E(u,K) in Gleichung (2.9) existiert eine Folge (un,Kn)n∈N , die gegen
das optimale Tupel (u0,K0) konvergiert, wobei fu¨r alle n die MengeKn eine endliche Menge
von Lipschitz-stetigen Bo¨gen ist.
Die Konvergenz von Kn gegen K erfolgt dabei bezu¨glich des Hausdorff-Abstands.
Beweis:
siehe [MMS92]
Bemerkung 2.4.6
Mumford und Shah a¨ußerten in ihrer Arbeit [MS89] die Vermutung, daß die Menge der
Segmentgrenzen der optimalen SegmentierungK0 aus einer endlichen Menge von C1-Bo¨gen
besteht. Diese Behauptung, die in der Literatur auch unter dem Namen ”Mumford-Shah
conjecture“ bekannt ist, konnte jedoch bislang noch nicht mathematisch bewiesen werden.
Lediglich fu¨r die Approximation mit stu¨ckweise konstanten Funktionen wurde die Richtig-
keit der Behauptung von mehreren Autoren nachgewiesen (unter anderem auch in [MS95]).
Dennoch zeigen diese Annahme und Satz 2.4.4, daß die Menge K der Unstetigkeitsstellen
einer Segmentierung, d. h. die Menge der Segmentgrenzen, eine regelma¨ßige Struktur auf-
weist, was eine gewisse Na¨he zu Charakterisierung iv. des Begriffes ”Segmentierung“ von
Haralick und Shapiro (S. 14, (2.1)) anzeigt.
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2.4.2
”
The weak membrane“ im Diskreten
Um den Prozeß der Funktionalminimierung auf diskreten Daten mit dem Computer be-
rechnen zu ko¨nnen, muß der kontinuierliche Ansatz durch ein diskretes Minimierungs-
problem approximiert und dabei der eigentliche Bereich der Variationsrechnung verlassen
werden. Dies geschieht in Anlehnung an die Methode der finiten Elemente. Diskretisiert
wird im folgenden der Energieterm (2.6).
2.4.2.1 Der eindimensionale Fall: ”line process“
Sei im folgenden das (eindimensionale) Bild gegeben durch einen Vektor d = (d0, . . . , dN ).
Eine Funktion u˜ : [0, N ]→ R, u˜ ∈ U wird durch einen Polygonzug mit Knoten
(i, ui = u˜(i))0≤i≤N interpoliert. Zur besseren Veranschaulichung kann man sich vorstellen,
daß die Funktionen aus U nur an endlich vielen a¨quidistanten Stellen ausgewertet werden.
Die interpolierende Funktion u ist dann auf auf jedem Intervall [i−1, i], mit i ∈ {1, . . . , N},
affin-linear. Diese Funktion u la¨ßt sich nun als endlicher Vektor (u1, . . . , uN ) darstellen und
la¨ßt sich im folgender einfacher handhaben.
N−1 N321
u1
uN
x
u(x)
Abbildung 2.9: Diskrete Darstellung von u als Polygonzug.
Die Energien D,S und P der Terme (2.7) und (2.8) werden dann folgendermaßen umfor-
muliert:
D(u) :=
N∑
i=0
(ui − di)2
S(u, l) := β2
N∑
i=1
(ui − ui−1)2(1− li)
P (u, l) := α
N∑
i=1
li
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Dabei ist l = (l1, . . . , lN ) ein Bina¨rvektor, wobei li = 1 anzeigt, daß im Intervall ]i−1, i[ eine
Unstetigkeit der Funktion u˜ vorliegt, und li = 0 anzeigt, daß die Funktion u˜ im Intervall
]i − 1, i[ stetig ist. Ist li = 1, so wird der Energieterm des Polygonzuges (i, ui)0≤i≤N fu¨r
das Intervall ]i− 1, i[ nicht addiert. Stattdessen wird die Strafe α vergeben.
Die Bestimmung der optimalen Belegung des Bina¨rvektors l nennen die Autoren ”line
process“. Ziel ist es, den ”line process“ mo¨glichst zu isolieren.
Anmerkung:
An dieser Stelle ist es eigentlich nicht mehr gerechtfertigt, von einem Funktional E =
D+S+P zu reden. Vielmehr ist E an dieser Stelle eine Funktion von RN ×{0, 1}N nach
R+ definiert durch E(u, l) := D(u) + S(u, l) + P (u, l).
Sei die Funktion hα,β : R×{0, 1} → R definiert durch h(t, k) := β2t2(1−k)+αk, dann ist
S(u, l) + P (u, l) =
N∑
i=1
hα,β(ui − ui−1, li)
Diese Darstellung erlaubt es, die Optimierung der Energiefunktion in zwei Optimierungen
zu spalten, da der Term D(u) nicht von l abha¨ngt.
E0 = min
u,l
{
D(u) +
N∑
i=1
hα,β(ui − ui−1, li)
}
(2.10)
E0 = min
u
{
D(u) + min
l
{
N∑
i=1
hα,β(ui − ui−1, li)
}}
(2.11)
Statt nun E0 u¨ber eine gemeinsame Minimierung von u ∈ RN+1 und l ∈ {0, 1}N zu
berechnen (Gleichung (2.10), kann man den Wert E0 bestimmen, indem man die Unste-
tigkeitsstellen isoliert betrachtet (Gleichung (2.11)).
Definiert man gα,β(t) := min
k∈{0,1}
hα,β(t, k), so ist E0 = min
u∈RN+1
D(u) +
∑N
i=1 gα,β(ui− ui−1).
Die Funktion gα,β ist das Minimum zweier Funktionen:
gα,β(t) =
{
β2t2 , falls |t| <
√
α
β
α , sonst
Das bedeutet, es ist
l =
{
1 , falls |t| >
√
α
β
0 , sonst
(2.12)
Damit befindet sich im Intervall ]i − 1, i[ eine Unstetigkeitsstelle, falls |ui−1 − ui| >
√
α
β .
Der Wert
√
α
β ist also ein Schwellwert fu¨r Unstetigkeitsstellen.
Die Suche nach der minimalen Energie E0 erfolgt mit Methoden der nichtlinearen Op-
timierung, wie z. B. Gradientenabstiegsverfahren mit Schrittweitensteuerung (vgl. z. B.
[Bra86] oder [Spe93]). Weitere Ansa¨tze zur Optimierung finden sich in Abschnitt 2.4.3.
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2.4.2.2 Erweiterung auf den zweidimensionalen Fall
Eine mo¨gliche Erweiterung des Polygonansatzes auf den zweidimensionalen Fall ist die
Darstellung durch Dreieckspaare, auf deren Dreiecken die mo¨glichen Funktionen affin-
linear sind.
Gegeben sei ein diskretes Bild8 d = (dij)0≤i≤N
0≤j≤N
und die Funktionenklasse
U := {u ∈ C1([0, N ]2,R+) | u|n(i,j) linear, u|s(i,j) linear, 1 ≤ i, j ≤ N}
Dabei ist n(i, j) := {(x, y) ∈ R2 | i ≤ x, j ≤ y, x + y ≤ (i + 1) + (j + 1)} und s(i, j) :=
{(x, y) ∈ R2 | x ≤ i, y ≤ j, (i− 1) + (j − 1) ≤ x+ y} (vgl. Abbildung 2.10).
(i+1,j)
(i,j+1)
(i,j)
(i−1,j)
(i,j−1)
n
i,j
s
i,j
Abbildung 2.10: Lineare Dreieckselemente n(i, j) (oben) und s(i, j) (un-
ten).
ni,j sei die Boolesche Variable, die anzeigt, ob in n(i, j) eine Unstetigkeitsstelle vorliegt,
si,j der Boolesche Ausdruck gleicher Aussage fu¨r die Menge s(i, j). Liegt eine solche Un-
stetigkeitsstelle vor, so wird die Energie des entsprechenden Dreiecks nicht aufsummiert,
sondern durch die Strafe α ersetzt.
Eine Unstetigkeitskontur besteht dann aus einer Kette von Dreiecken, die als Unstetig-
keiten enthaltend markiert wurden. Die ”Strafe“ P fu¨r jede Unstetigkeit in der zu mi-
nimierenden Energie ist dann α multipliziert mit der Anzahl der unstetigen Dreiecke
P (u, (l,m)) := α
∑
(i,j)∈{1,...,N−1}2
li,j +mi,j .
Analog zum eindimensionalen Fall ergibt sich damit folgende Energiefunktion:
E(u, (l,m)) =
D(u) +
∑
(i,j)∈{1,...,N−1}2
hα,β
(√
(ui,j − ui−1,j)2 + (ui,j − ui,j−1)2, si,j
)
+
∑
(i,j)∈{1,...,N−1}2
hα,β
(√
(ui,j − ui+1,j)2 + (ui,j − ui,j+1)2, ni,j
)
8Man beachte den Unterschied zum diskreten Pixelbild gema¨ß Definition 1.3.2.
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Auch im zweidimensionalen Fall kann man nun den ”line process“ von der Minimierung
des Abstands zum Bild trennen.
2.4.3 Eliminierung nicht-signifikanter lokaler Optima
Bei der Approximation eines Bildes mit stu¨ckweise stetigen Funktionen ergeben sich
zwangsla¨ufig viele lokale Optima, die nur geringen Aussagewert haben und weit vom
globalen Optimum entfernt sind. Ein großer Teil der Vero¨ffentlichungen im Bereich der
Variationsrechnung zur Bildsegmentierung bescha¨ftigt sich mit der Elimination solcher
nicht-signifikanten lokalen Optima. Einige weit verbreitete Ansa¨tze sollen an dieser Stelle
vorgestellt werden.
2.4.3.1 Der GNC-Algorithmus
Blake und Zisserman schlagen einen zweistufigen Algorithmus zur Eliminierung nicht-
signifikanter lokaler Optima bei der Minimierung der Energiefunktion vor. Sie nennen ihn
”Graduated Non-Convexity Algorithm“. Das Prinzip dieses Algorithmus ist einfach:
Im ersten Schritt approximiert man die gegebene nicht-konvexe Kostenfunktion durch eine
konvexe, deren Minimum man durch ein Gradientenabstiegsverfahren bestimmt.
Im zweiten Schritt definiert man eine Folge von Funktionen, die absteigend gegen die gege-
bene Energiefunktion konvergiert. Dabei sollte jede dieser Funktionen in einer Umgebung
des Mimimums der Vorga¨ngerfunktion konvex sein. Ausgehend vom Minimum des vorher-
gehenden Energieterms in der Folge bestimmt man das (lokale) Minimum der aktuellen
Funktion.
Ein solches Vorgehen fu¨hrt nicht immer zwangsla¨ufig zum globalen Optimum einer Kosten-
funktion. Im Zusammenhang mit der Minimierung der Energiefunktion E kann man jedoch
Aussagen u¨ber Effektivita¨t und Konvergenz machen.
2.4.3.1.1 Konvexe Approximation der Energiefunktion im
eindimensionalen Fall
Die Zielfunktion E(u) = D(u)+
∑N
i=1 gα,β(ui−ui−1) wird approximiert durch eine konvexe
Funktion E∗(u) = D(u) +
∑N
i=1 g
∗
α,β(ui − ui−1).
Eine Funktion f : RN → R ist jedenfalls dann konvex, wenn die Hesse-Matrix der Funktion
positiv semidefinit ist. Fu¨r die Hesse-Matrix (Hi,j)1≤i,j≤N von E∗ gilt
Hi,j =
∂2E∗
∂ui∂uj
(u) = 2δij +
N∑
k=1
g∗
′′
α,β(uk − uk−1)Qk,iQk,j
wobei
Qk,i :=
∂(uk − uk−1)
∂ui
=

1 , falls i = k
−1 , falls i = k − 1
0 , sonst
definiert sei.
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Sei fu¨r ein c∗ > 0
H′ := 2I− c∗QtQ
Nun gilt:
H ist positiv definit, wenn H′ positiv definit ist und g′′∗α,β(t) ≥ −c∗ fu¨r alle t gilt (vgl.
[BZ87], Appendix D.1.).
H′ ist positiv definit, falls fu¨r den gro¨ßten Eigenwert vmax von QtQ gilt:
vmax ≤ 2
c∗
(2.13)
Definiere
g∗α,β(t) :=

β2t2 , falls |t| < q
α− c∗ (|t|−r)22 , falls q ≤ |t| < r
α , |t| ≥ r
wobei r2 := α
(
2
c∗ +
1
β2
)
und q := α
β2r
definiert sei.
Der Hintergrund dieser Transformation ist eine Approximation von unten: g∗α,β erha¨lt man,
indem man gα,β mit einer Parabel der Form t 7→ 12c∗t2 + bt+ a approximiert (Abbildung
2.11 skizziert diese Approximation).
0
0.2
0.4
0.6
0.8
1
-3 -2 -1 1 2 3
t
Originalfunktion gα,β
0
0.2
0.4
0.6
0.8
1
-3 -2 -1 1 2 3
t
Approximation von gα,β durch g
∗
α,β
Abbildung 2.11: Skizze zur Definition von g∗α,β.
Nun gilt:
i. ∀t : g∗α,β(t) ≤ gα,β(t)
ii. g
′′∗
α,β ≥ −c∗
Wa¨hlt man c∗ = 2vmax , um g
∗
”so nah wie mo¨glich“ bei g zu erhalten, so ist die Gleichung
(2.13) erfu¨llt und H′ ist positiv definit. Man erha¨lt daher E∗ als konvexe Approximation
der Energiefunktion E.
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2.4.3.1.2 Konvexe Approximation der Energiefunktion im
zweidimensionalen Fall
Um im zweidimensionalen Fall analog vorgehen zu ko¨nnen, mu¨ssen die Wurzeln inner-
halb der Funktion hα,β beseitigt werden. Statt E wie in Abschnitt 2.4.2.2 zu formulieren,
schlagen Blake und Zisserman daher folgenden Energieterm vor:
E(u, (l,m)) = D(u) +
∑
(i,j)∈{1,...,N−1}2
hα,β(ui,j − ui−1,j , li,j)
+
∑
(i,j)∈{1,...,N−1}2
hα,β(ui,j − ui,j+1,mi,j)
Bei dieser Energie bekommen die Booleschen Variablen li,j und mi,j neue Bedeutungen:
li,j = 1 zeigt eine Unstetigkeit im adjazenten linken Rechteck an.
mi,j = 1 zeigt eine Unstetigkeit im adjazenten oberen Rechteck an.
Dieses Vorgehen stimmt zwar mit der intuitiven Vorstellung wenig u¨berein, ist aber, da
die Wurzeln wegfallen, einfacher zu rechnen. Mit dieser neuen Energiefunktion ist es nun
mo¨glich, a¨hnlich wie im Eindimensionalen eine Funktion g∗α,β und damit eine modifizierte
Energiefunktion E∗, die konvex ist, zu bestimmen. Fu¨r eine genauere Darstellung und fu¨r
eine Abscha¨tzung der Gu¨te der konvexen Approximation sei auf den Originaltext verwiesen
([BZ87], S. 134 – 141).
2.4.3.1.3 Stufenweise Nicht-Konvexita¨t
Um im Fall unzureichender A¨hnlichkeit der konvexen Funktion E∗ mit der Originalener-
giefunktion E trotzdem einen Algorithmus zu haben, der das globale Minimum von E
liefert, schlagen Blake und Zisserman ein Verfahren vor, das stufenweise die nicht-konvexe
Funktion E durch lokal konvexe Funktionen E(p) anna¨hert (Graduated Non Convexity).
Sei
g
(p)
α,β(t) :=

β2t2 , falls |t| < q
α− c (|t|−r)22 , falls q ≤ |t| < r
α , falls |t| ≥ r
wobei c := c
∗
p , r := α
(
2
c +
1
β2
)
und q := α
β2r
definiert sei.
Setze
E(p)(u) := D(u) +
N∑
i=1
g
(p)
α,β(ui − ui−1)
dann ist E(1) = E∗, da c = c∗ ist und daher g(1)α,β = g
∗
α,β gilt. Weiter gilt, daß fu¨r p gegen
0 fallend, die Funktion g(p)α,β gegen gα,β strebt.
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Der GNC-Algorithmus
Berechne die Segmentierung u∗ = u(1), das globale Minimum der konvexen Funktion
E(1). Sei fu¨r ein k ∈ N, k > 0 die Folge (pi)ki=1 streng monoton fallend mit pk = 0
und p1 = 1. Fu¨r i = 2 wird nun mit u(1) als Startwert ein lokales Minimum u(2) von
E(p2) berechnet und so weiter:
u(i+1) ist das lokale Minimum der Funktion E(pi+1), berechnet mit u(i) als Startwert
der nichtlinearen Optimierung (1 ≤ i ≤ k − 1).
Bei diesem Vorgehen ist es zwar nicht ausgeschlossen, daß der Algorithmus ein falsches –
na¨mlich nur ein lokales – Minimum der Energiefunktion findet. Blake und Zisserman zeigen
jedoch fu¨r eine ausreichend große Klasse von Fa¨llen, daß der Algorithmus tatsa¨chlich das
globale Minimum der Energiefunktion liefert (vgl. [BZ87], S. 142 – 151). Wichtig dabei ist
auch die geeignete Wahl der Folge (pi)ki=1.
2.4.3.2 Der Multiskalen-Ansatz
In [Mar82] (S. 46) bemerkt David Marr:
In other words, the primitives of our representation must work at a number of different
scales.
Die in der Literatur unter dem Namen ”Multiskalen-Algorithmen“ (engl. ”multiscale algo-
rithms“) bekannten Verfahren beziehen sich meist auf diese Aussage Marrs. Die meisten
Algorithmen in diesem Bereich verschmieren das gegebene Bild und versuchen, in den ver-
schmierten Bildern stabile Strukturen, d. h. Strukturen, die auch in weniger verschmierten
Bildern vorkommen, zu entdecken.9
Bei den Methoden der Variationsrechnung zur Bildverarbeitung wird in der Regel der
Schwellwert fu¨r die Unstetigkeitsstellen variiert. Eine gute Beschreibung fu¨r ein solches
Verfahren findet man in [KLM94]. Der Raum U , der Definitionsbereich des Energiefunk-
tionals, wird dort auf die Menge der stu¨ckweise konstanten Funktionen beschra¨nkt. Daher
ist der Strafterm S fu¨r die Steigungen immer 0 und kann somit ignoriert werden. Damit
kann als einziger Parameter zur Einstellung des Schwellwertes der Sprungho¨hen nur der
Parameter α des Strafmaßes P der Unstetigkeitsstellen variiert werden. Das Strafmaß P
wird in [KLM94] u¨ber die Gesamtla¨nge der Segmentgrenzen gemessen. Man beachte, daß
bei dieser Wahl des Definitionsbereichs die auf einem Segment A approximierende Funk-
tion durch 1λ(A)
∫
A fdλ, d. h. dem durchschnittlichen Grauwert des Segments, gegeben
ist.
Begonnen wird mit einer Energieminimierung mit einer geringen Strafe α0 fu¨r die La¨nge
der Segmentgrenzen. Das Ergebnis u0 dieser Energieminimierung ist dann der Startwert
eines Energieminimierungsalgorithmus mit einer ho¨heren Strafe α1. Dieses Verfahren wird
9Der Begriff
”
Multiskalen-Algorithmus“ wird an dieser Stelle sehr pragmatisch verwendet. Fu¨r eine
detailliertere Einfu¨hrung des Begriffes, der eigentlich aus dem Modell der Diffusionsrechnung in der Bild-
verarbeitung stammt, vgl. etwa [MS95], S. 7 oder [Wei98].
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mit sukzessiver Erho¨hung der Strafe α wiederholt, bis ein gewu¨nschtes Ergebnis erreicht
wird. 10 In [KLM94] wird dazu noch vorgeschlagen, daß, bevor eine Segmentierung als
Startwert verwendet wird, zwei adjazente Segmente, die sich bezu¨glich eines A¨hnlichkeits-
maßes unter allen adjazenten Segmenten am a¨hnlichsten sind, vereinigt werden. Man erha¨lt
so eine Segmentierung u1, deren Energiewert E(u1) sehr schnell aus den Energietermen der
einzelnen Segmente berechnet werden kann. Diese Vereinigung wird fu¨r ein vorgegebenes
α1 > α0 solange wiederholt, bis sich keine Segmente mehr finden, deren Vereinigung den
Wert des Energieterms (mit α1 als Strafe fu¨r die La¨nge der Segmentgrenzen) reduziert.
Sei nun g : M → R ein diskretes Pixelbild, und sei u0 die energieminimierende Segmen-
tierung eines Energiefunktionals E definiert u¨ber g mit Strafmaß α0 fu¨r die La¨nge der
Segmentgrenzen. Ist dann u1 aus u0 durch die Vereinigung zweier adjazenter Segmente
entstanden, so ist das A¨hnlichkeitsmaß so gewa¨hlt, daß die Differenz E(u1) − E(u0) die
geringste unter allen mo¨glichen Vereinigungen adjazenter Segmente ist.11 Als A¨hnlichkeits-
maß δE ergibt sich dann fu¨r zwei pixelbasierte Segmente A,B ∈ seg(u):
δE(A,B) :=∫
A
(γ˜g(A)−g)2dλ+
∫
B
(γ˜g(B)−g)2dλ+αλ (Rand(A ∪B))−
∫
A∪B
(γ˜g(A∪B)−g)2
Dabei bezeichne γ˜g(A) den durchschnittlichen Grauwert der Funktion g auf der Menge A.12
Die Menge Rand(A) ist die Menge aller Randpixel des Segments A und daher Lebesgue-
meßbar. Durch Umformungen kann man zeigen, daß
δE(A,B) = αλ(Rand (A ∪B))− λ(A)γ˜g(A)2 − λ(B)γ˜g(B)2 + λ(A ∪B)γ˜g(A ∪B)2
(2.14)
gilt. Auf diese Gleichheit wird an spa¨terer Stelle, na¨mlich in Abschnitt 5.3, eingegangen.
2.4.3.3 Andere Methoden
Im Prinzip ko¨nnen sa¨mtliche Methoden der nichtlinearen Optimierung nicht-konvexer
Funktionen auch bei der Minimierung des Energiefunktionals angewandt werden. Schlag-
wo¨rter wie ”simulated annealing“, ”genetische Algorithmen“ usw. finden jedoch, da die
Zielfunktion genau bekannt ist, in der Literatur nur wenig Beachtung. Weitere Methoden,
das Energiefunktional zu minimieren, finden sich z. B. in [Ric90] und [MS94].
10Der Begriff “gewu¨nscht” heißt hier, daß ein optisch zufriedenstellendes Segmentierungsergebnis erzielt
werden soll. Dieses Ergebnis la¨ßt sich also keineswegs mathematisch fassen.
11Da u0 das Funktional E minimiert, muß E(u1)− E(u0) ≥ 0 sein.
12Die Bezeichnung γ˜g(A) wurde in Anlehnung an die Definition 3.5.9 des Kapitels 3 gewa¨hlt. Das Beispiel
3.5.11 i) rechtfertigt diese Wahl.
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2.4.4 Verwandte Ansa¨tze
Das Prinzip der Minimierung eines Energiefunktionals zur Segmentierung von Bildern
ist nicht auf die Minimierung der Energie des Mumford-Shah-Modells beschra¨nkt. Von
den zahlreichen anderen Energietermen sollen an dieser Stelle exemplarisch vier weitere
erwa¨hnt werden.
2.4.4.1 Der ”2.1-D Sketch“
Der Name ”2.1-D Sketch“ soll andeuten, daß zusa¨tzlich zur zweidimensionalen Information
des gegebenen Bildes noch eine U¨berdeckungsrelation genutzt wird. Diese U¨berdeckungs-
relation ist Tra¨ger dreidimensionaler Informationen wie ”Region A liegt vor Region B“,
liefert jedoch kein komplettes dreidimensionales Bild.
Die U¨berdeckungsrelation, genauer gesagt handelt es sich dabei um eine Pra¨ordnung, wird
im ”2.1-D Sketch“ mit dem klassischen Mumford-Shah-Modell verbunden. Die Energiemi-
nimierung bezu¨glich des Energiefunktionals nach Mumford und Shah bzw. Blake und Zis-
serman liefert Segmentierungen durch disjunkte zusammenha¨ngende Mengen. In [NM90]
erweitern Mark Nitzberg und David Mumford das klassische Mumford-Shah-Modell um
das Konzept, auch sich u¨berlappende Segmente zuzulassen. Sie modellieren damit U¨ber-
deckungseffekte.
Ist R die Menge der Regionen, die sich auch u¨berlappen ko¨nnen, so sei ≺ eine Pra¨ordnung
auf R. Fu¨r zwei Regionen R1, R2 ∈ R gelte R1 ≺ R2 genau dann, wenn R1 durch R2
verdeckt wird.
Ist Θ die Menge aller solcher Pra¨ordnungen, so wird der Energieterm
E :
(℘P (R),Θ)→ R+
({R1, . . . , Rn},≺) 7→
n∑
i=1
(
µ2
∫
R′i
(g −mi)2 + ελ(Ri) + αP (Rand(Ri))
)
mit
⋃n
i=1Ri =M minimiert.
Dabei ist fu¨r 1 ≤ i ≤ n der Wert mi := 1λ(R′i)
∫
R′i
gdλ der Mittelwert von g auf der Menge
R′i. Die Approximation erfolgt also u¨ber stu¨ckweise konstante Funktionen.
Fu¨r eine Menge {R1, . . . Rn} ∈ P(R) und eine Pra¨ordnung ≺ auf R bezeichnet die Menge
R′i den unverdeckten Anteil von Ri ∈ {R1, . . . Rn} bezu¨glich der Pra¨ordnung. Es ist also
R′i := Ri \
⋃
R∈{R1,...Rn},Ri≺R
R. P bezeichnet den Strafterm, der die La¨nge des Randes von
Ri, also inklusive des verdeckten Anteils, bestraft. Die Formulierung dieses Strafterms fa¨llt
beim ”2.1-Sketch“ wesentlich differenzierter aus als in Abschnitt 2.4.1. Die Abbildung 2.12
soll andeuten, was P leisten sollte.
Die Parameter µ, ε und α sind analog zum Abschnitt 2.4.1 freie Parameter, die abha¨ngig
von der jeweiligen Anwendung gesetzt werden ko¨nnen.
Fu¨r eine genauere Darstellung dieses Ansatzes sei auf den Originalartikel [NM90] verwie-
sen.
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Abbildung 2.12: Die graue Region wird von der schwarzen Region u¨ber-
deckt. Der Strafterm P sollte derart sein, daß der Rand der beiden grau-
en Fla¨chen sta¨rker bestraft wird, als Rand der gemeinsamen Fla¨che (in-
klusive des verdeckten Anteils).
2.4.4.2 Segmentierung u¨ber die minimale Beschreibungsla¨nge
In [Lec89] formuliert Yvan Leclerc das Segmentierungsproblem u¨ber die Suche nach der
minimalen La¨nge der Beschreibung eines Bildes. Dazu ist zuna¨chst einmal eine formale
Sprache zu definieren, mit der man Bilder kodieren kann. Ein Bild ko¨nnte etwa durch
stu¨ckweise konstante Bildbereiche und einem gleichverteilten Rauschen beschrieben wer-
den.
Um ein Bild in diesem Modell zu kodieren, kann man etwa die einzelnen Regionen durch
ihren Rand im sogenannten ”Chain-Code“ (vgl. [GW92], S. 484) beschreiben. Zusa¨tzlich
muß noch der Mittelwert der Region notiert werden. Das Rauschen wird dadurch kodiert,
daß fu¨r jedes Pixel der Abstand des Mittelwertes seiner Region zum Bild notiert wird.
Dabei sollte die Kodierung eines gro¨ßeren Abstands la¨nger sein als die eines kleineren
Abstands. Je weniger Regionen man kodiert bzw. je ku¨rzer die Kodierung der Regionen
ist, desto gro¨ßer wird dann die Kodierung der Absta¨nde und umgekehrt.
In [Lec89] werden Energieterme fu¨r die Approximation sowohl durch stu¨ckweise konstante
als auch durch stu¨ckweise polynomiale Funktionen vorgestellt.
2.4.4.3 Affin invariante Segmentierung
Beim Ansatz von Ballester, Caselles und Gonzales in [BCG96] wird der Bildentstehungs-
prozeß in die U¨berlegungen einbezogen. Die Aufnahme eines Bildes entsteht in ihrem
Modell durch eine projektive Abbildung von Objekten. Ein Energiefunktional sollte also
gegenu¨ber projektiven Abbildungen invariant sein. Eine Na¨herung der projektiven Inva-
rianz ist die affine Invarianz, was einer Abbildung mit Parallelprojektion entspricht. Eine
Parallelprojektion wird na¨herungsweise bei Aufnahmen von Objekten aus großer Entfer-
nung erreicht.
Als Szenario verwenden die Autoren Luftaufnahmen von Straßen und Feldern. Das Bild,
das von der Linse auf die Bildebene projiziert wird, liegt daher im wesentlichen in einer
Ebene. Sei g ein solches Bild einer Ebene, das durch Parallelprojektion entstanden ist.
Dann sollte ein Energiefunktional E folgende Eigenschaft haben:
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Fu¨r alle affinen Abbildungen A und optimale Minimierer u0 von E gilt: E(u0 ◦ A) ist
ebenfalls ein optimaler Minimierer von E auf dem Bild g ◦A.
Die Autoren schlagen ein Energiefunktional vor, das diese Vorgabe fu¨r alle affinen Abbil-
dungen mit orthogonalem linearen Anteil erfu¨llt (vgl. [BCG96]). Eine interessante Eigen-
schaft der affin invarianten Segmentierung von Ballester, Caselles und Gonzales ist, daß
lange und du¨nne Regionen kaum bestraft werden. Diese Eigenschaften der affin invarianten
Segmentierung sind z. B. bei der Auswertung von Satellitenbildern nu¨tzlich.
2.4.4.4 Snakes
Auch der inzwischen in der Bildverarbeitung sehr verbreitete Ansatz von Kass, Witkin
und Terzopoulos zur Detektion geschlossener Kantenkurven in Bildern wird in Termen
der Variationsrechnung formuliert. Dieses unter dem Namen ”Snakes“ bekannte Verfahren
wurde 1987 in [KWT87] vorgestellt. Das Energiefunktional dient hier jedoch nicht da-
zu, eine stu¨ckweise stetige Approximation des Bildes zu finden, sondern eine Energie zu
minimieren, die lediglich auf einer geschlossenen Konturlinie definiert ist.
Ein Snake v ist eine parametrisierte Kurve auf der Bildfla¨che
v :
[0, 1]→M
s 7→ (x(s), y(s))
Das Energiefunktional kann in drei Teilenergien aufgeteilt werden:
E(v) =
∫
[0,1]
Esnake(v(s))dλ(s) +
∫
[0,1]
Eimage(v(s))dλ(s) +
∫
[0,1]
Econ(v(s))dλ(s)
Dabei dient die interne Energie Esnake dazu, die Kru¨mmung der geschlossenen Kurve zu
steuern. Hier spielen also wieder Ableitungen der Argumentfunktion eine Rolle.
Die Bildenergie Eimage dient dazu, diejenigen Merkmale im Bild als besonders gu¨nstig
fu¨r die Energieminimierung zu setzen, die fu¨r die Problemstellung als wichtig gesehen
werden. Im Falle einer Kantendetektion wa¨re etwa −‖grad(f)(v(s))‖
2
eine gute Wahl. Im
Funktional Econ werden a¨ußere Zwa¨nge (engl. constraints), die z. B. der Benutzer vorgeben
kann, kodiert.
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2.4.5 Bewertung
Ausgehend von der Definition des Begriffes ”Segmentierung“ durch Mumford und Shah
als eine Zerlegung eines Bildes in disjunkte Bereiche, auf denen sich das Bild nur schwach
und zwischen denen sich das Bild stark a¨ndert (vgl. auch Abschnitt 2.2.1, S. 15, (2.2)),
erscheint der Ansatz, das Bild durch eine stu¨ckweise stetige Funktion zu approximieren,
deren Stetigkeitsbereiche die Segmente bilden, als sehr sinnvoll. Dabei muß die approxi-
mierende Funktion gewissen Glattheitsbedingungen im Inneren der Segmente und Sprung-
bedingungen am Rand der Segmente gehorchen. Daher ergibt sich die Modellierung als
Energieminimierungsverfahren mit dem Energiefunktional E = D + S + P , wobei D die
Approximationseigenschaften, S die Glattheitseigenschaften und P die Sprungeigenschaf-
ten der Segmentierung steuert, fast zwangsla¨ufig. Die Parameter α und β im Energiefunk-
tional (Abschnitt 2.4.1) bieten eine gute Mo¨glichkeit, die Glattheit und die Sprungho¨hen
des Bildes, bei deren U¨berschreitung eine Segmentgrenze gezogen werden muß, zu steu-
ern. Allerdings bestehen zwischen diesen Parametern Wechselwirkungen, die der ungeu¨bte
Benutzer nur langsam erschließen kann (vgl. Abbildung 2.8 oder Gleichung (2.12)).
Die Bedingungen iii. und iv. von Haralick und Shapiro (vgl. S. 14, (2.1)), na¨mlich, daß
das Innere der Segmente nur wenige kleine Lo¨cher enthalten soll, und daß die Ra¨nder der
Segmente nicht ausgefranst sein sollen, werden allerdings nur unzureichend erfu¨llt. Die
Sa¨tze 2.4.4 und 2.4.5 stellen zwar fest, daß das optimale Ergebnis gewissen Bedingungen
an die Form der Segmentgrenzen genu¨gt, fu¨r die Praxis sind diese Aussagen jedoch viel zu
vage. Es ist lediglich gesichert, daß Lo¨cher und Zerfransungen durch das Energiefunktional
bestraft werden. Die Existenz dieser Pha¨nomene kann man jedoch selbst bei optimalen
Segmentierungen nicht ausschließen.
Weiter ist der U¨bergang von der Theorie zur Praxis bei den Methoden der Variationsrech-
nung zur Bildsegmentierung problematisch, wie insbesondere der Abschnitt 2.4.2.1 und
die Schwierigkeiten mit zweidimensionalen Definitionsbereichen in 2.4.2.2 zeigen. Auch
die Existenzaussagesa¨tze 2.4.4 und 2.4.5 lassen sich nicht diskret formulieren. Ein Grund
fu¨r diese Schwierigkeiten liegt darin, daß die Menge der UnstetigkeitsstellenK in der Theo-
rie die Hausdorff-Dimension 1 hat (vgl. Gleichung (2.9)) und daher keine Vereinigung von
Pixeln, die ja Hausdorff-Dimension 2 haben, sein kann.
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Eingabebild
Ergebnissegmentierung
Abbildung 2.13: Beispiel eines Ergebnisses des GNC-Algorithmus mit
α = 5000 und β = 10.
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2.5 Quantisierung von Funktionen und Bildsegmentierun-
gen
Als Quantisierung bezeichnet man die Approximation einer Funktion durch eine stu¨ck-
weise konstante Funktion. Im Zusammenhang mit Bildsegmentierungen ist die zu appro-
ximierende Funktion meist auf einem kompakten Intervall aus R oder einer kompakten
Menge M ⊂ R2 definiert. Eine Quantisierung des Histogramms kann als Grundlage einer
Segmentierung herangezogen werden (vgl. Abschnitt 2.5.3.2 bzw. Abschnitt 4.5). Der Wer-
tebereich der zur approximierenden Funktion ist entweder diskret (z. B. bei Graustufen-
oder Farbkodierungen) oder positiv reell.
Sei Sn :=
{∑n
i=1 yi1[xi,xi+1[ | x1 < · · · < xn+1 ∈ R, y1, . . . , yn ∈ R
}
die Menge der stu¨ck-
weise konstanten Funktionen mit ho¨chstens n Stufen. Die meisten Autoren (vgl. z. B.
[GG92]) definieren die skalare Quantisierung bezu¨glich einer Dichte f einer Zufallsvaria-
blen X. Sie suchen eine Funktion sn ∈ Sn, mit sn =
∑n
i=1 yi1[xi,xi+1[, die den Fehler
‖f − sn‖2quant := E[(X − sn(X))2] =
n∑
i=1
∫
[xi,xi+1[
(x− yi)2f(x)dλ (2.15)
minimiert.13
Der Ansatz von Thomas Ka¨mpke und Rudolf Kober in den Artikeln [KK98], [KK99] und
[Ka¨m00] minimiert nicht den erwarteten Fehler einer Approximation einer Dichte. Viel-
mehr wird dort im Sinne der Lp-Ra¨ume approximiert. Dieser Typ der Quantisierung, der
im folgenden Funktionsquantisierung heißen soll, wird in diesem Abschnitt vorgestellt.14
Vereinfachend kann man sagen, daß eine Quantisierung bezu¨glich des Fehlers ‖·‖quant dazu
tendiert, die Breakpoints xi dorthin zu setzen, wo die Funktion f große Werte hat, wa¨hrend
eine Quantisierung bezu¨glich des Fehlers ‖·‖
2
die Breakpoints eher dorthin setzen wird, wo
sich f stark vera¨ndert.
Einige Ergebnisse der Theorie der Funktionsquantisierung bezu¨glich der L2-Norm werden
als Spezialfa¨lle von grundlegenden Aussagen der Mehrniveaupassung in Kapitel 3 wieder
auftauchen. Die inhaltliche Na¨he zu [Don91] und zur Mehrniveaupassung (vgl. Kapitel
3) soll durch die Wahl der Notation, abweichend von den Originalartikeln, unterstrichen
werden.
Im folgenden Abschnitt 2.5.1 werden die wichtigsten theoretischen Ergebnisse zur Funkti-
onsquantisierung vorgestellt. Im zweiten Abschnitt dieses Unterkapitels wird auf die algo-
rithmische Umsetzung von Funktionsquantisierungen stu¨ckweiser konstanter Funktionen
eingegangen. Abschließend wird im vorletzten Abschnitt der Bezug zur Segmentierung von
Bildern hergestellt. Abschließend wird die Funktionsquantisierung zur Bildsegmentierung
nach den Maßsta¨ben des Unterkapitels 2.2 bewertet.
13Zur Quantisierung bezu¨glich ‖f − ·‖quant vgl. auch Abschnitt 4.5.
14Beide Probleme, das der Quantisierung bezu¨glich einer Dichte und das der Funktionsquantisierung, las-
sen sich unter bestimmten Voraussetzungen durch Substitution ineinander u¨berfu¨hren (vgl. etwa [Ka¨m00]).
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2.5.1 Optimale und fast optimale Quantisierung integrierbarer Funktio-
nen
Alle Resultate dieses Abschnitts sind [Ka¨m00] entnommen. Dort sind auch alle Beweise
der vorgestellten Sa¨tze und Lemmata zu finden. Viele Ergebnisse werden im Originalar-
tikel fu¨r Lp-Ra¨ume mit p ∈ {1, 2, . . . ,∞} angegeben. Fu¨r die vorliegende Arbeit – wie
auch fu¨r die meisten Anwendungen der Funktionsquantisierung in der Bildsegmentierung
– ist allerdings nur p = 2 von Relevanz. Deswegen wird an dieser Stelle nur dieser Fall
vorgestellt. Fu¨r die Fa¨lle p 6= 2 sei auf den Originalartikel verwiesen.
In diesem Abschnitt gelte immer f ∈ C([a, b],R).
Definition 2.5.1 (Menge der Funktionsquantisierungen)
Sn definiert durch
Sn :=
{
n∑
i=1
yi1[xi,xi+1[ | y1, . . . , yn ∈ R, x1 ≤ x2 · · · ≤ xn+1 ∈ R
}
heißt die Menge der Funktionsquantisierungen durch n Stufen. Ist sn ∈ Sn der Form
sn =
∑n
i=1 yi1[xi,xi+1[, so gilt insbesondere sn(x) = 0 fu¨r x < x1 oder x > xn+1. Die
Punkte x1, . . . , xn+1 heißen Breakpoints oder Knotenpunkte der Funktionsquantisierung
sn.
Bemerkung 2.5.2
Sei sn ∈ Sn mit sn =
∑n
i=1 yi1[xi,xi+1[. Dann heißen die Mengen [xi, xi+1[ auch Niveau-
mengen der Funktionsquantisierung sn und yi die Niveauho¨hen der Niveaumenge [xi, xi+1[
fu¨r 1 ≤ i ≤ n.
Man vergleiche zu diesen Bezeichnungen die Einleitung zu den theoretischen Grundlagen
der Mehrniveaupassung in Abschnitt 3.1 und die Definition 3.3.1 (S. 76).
Definition 2.5.3 (Optimale Funktionsquantisierung)
Eine Funktion s0n ∈ Sn heißt n-optimale Funktionsquantisierung fu¨r f bezu¨glich der L2-
Norm, falls ∥∥f − s0n∥∥2 = minsn∈Sn ‖f − sn‖2
gilt.
Satz 2.5.4 (Existenz)
Eine n-optimale Funktionsquantisierung existiert unter den Voraussetzungen dieses Ab-
schnitts immer.
Lemma 2.5.5 (Massenerhaltungslemma)
Ist s0n die n-optimale Funktionsquantisierung von f , so gilt:∫
[a,b]
s0n(x)dλ =
∫
[a,b]
fdλ
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2.5.1.1 Funktionsquantisierung mit Nebenbedingungen
Bei der Funktionsquantisierung bezu¨glich der L2-Norm sind zwei Parameter zu bestim-
men. Ein Parameter ist die Sequenz der Breakpoints x1, . . . , xn+1, der andere die Sequenz
der Funktionswerte y1, . . . , yn der Funktionsquantisierung. In den beiden folgenden Ab-
schnitten werden einige Ergebnisse vorgestellt, die sich ergeben, wenn man einen dieser
Parameter festha¨lt und nach dem anderen optimiert. Das Resultat des ersten Abschnitts
ist, daß die Partition, d. h. die Sequenz der Breakpoints, die Funktionswerte eindeutig
bestimmt.
Eine entsprechende Aussage fu¨r feste Funktionswerte und variable Breakpoints im zweiten
Abschnitt fa¨llt etwas differenzierter aus.
2.5.1.1.1 Feste Partitionen
In diesem Abschnitt soll untersucht werden, wie sich bei fest vorgegebener Partition des
Definitionsbereichs die Funktionswerte der optimalen Funktionsquantisierung von f ver-
halten.
Satz 2.5.6
Sei s0n eine n-optimale Funktionsquantisierung von f und [xi, xi+1[ ein Intervall dieser
Funktionsquantisierung mit xi < xi+1. Dann ist der Wert yi,0 von s0n auf diesem Intervall
eindeutig bestimmt.
Genauer gilt
yi,0 =
1
xi+1 − xi
∫
[xi,xi+1[
fdλ
Definition 2.5.7
(i) Definiere γ˜f : B(R)→ R durch
γ˜f : A 7→
{ 1
λ(A)
∫
A fdλ , falls λ(A) > 0
0 , sonst
(ii) Sei n ∈ N mit n ≥ 2. Dann sei die Menge Zn(a, b) definiert durch
Zn(a, b) := {(x2, . . . , xn) | a < x2 < · · · < xn < b}. Die Funktion Φf : Zn(a, b) → R
sei definiert durch
Φf ((x2, . . . , xn)) :=
∥∥∥∥∥f −
n∑
i=1
γ˜f ([xi, xi+1[)1[xi,xi+1[
∥∥∥∥∥
2
2
mit x1 := a und xn+1 := b.
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Bemerkung 2.5.8
Mit der obigen Definition lassen sich die Funktionswerte yi,0 der n-optimalen Funktions-
quantisierung aus Satz 2.5.6 als γ˜f ([xi, xi+1[) schreiben. Weiter zeigt Satz 2.5.6, daß man
das Problem der optimalen Funktionsquantisierung auf ein Problem zuru¨ckfu¨hren kann,
das lediglich von den Partitionen abha¨ngt. Es genu¨gt na¨mlich Φf zu minimieren.
Man vergleiche hierzu die entsprechenden Lemmata 3.5.3 (S. 93) und 3.5.21 (S. 102) der
vektoriellen Mehrniveaupassung.
2.5.1.1.2 Feste Niveauho¨hen
Seien nun die Niveauho¨hen fest gewa¨hlt. Wu¨nschenswert wa¨re es, ein Pendant zu Satz
2.5.6 zu haben, das das Problem der Funktionsquantisierung auf das Problem, die richtigen
Niveauho¨hen zu finden, zuru¨ckfu¨hrt. Dies la¨ßt sich allerdings nicht in so allgemeiner Weise
formulieren wie im vorangegangenen Abschnitt.
Lemma 2.5.9 (Notwendige Bedingung der Partition)
Sei f ∈ C([a, b],R) ∩ L2(B([a, b]),B(R)) zusa¨tzlich monoton steigend und differenzierbar
auf ]a, b[. Seien weiter die Niveauho¨hen y1, . . . , yn fest gewa¨hlt mit f(a) < y1 < · · · < yn <
f(b).
Dann erfu¨llt die optimale Partition a = x1,0 < x2,0 < · · · < xn+1,0 = b die Gleichung
f(xi,0) =
yi−1+yi
2 , fu¨r i = 2, . . . , n.
Partitionen, die diese Bedingung erfu¨llen, sind lokale Minima der Funktion Φf aus Defini-
tion 2.5.7.
Bemerkung 2.5.10
Die Lo¨sungen xi,0 im Lemma 2.5.9 mu¨ssen nicht eindeutig bestimmt sein. Daher liefert
das Lemma 2.5.9 nur eine notwendige Bedingung an die Partition und keine algorithmisch
so einfach umsetzbare Anweisung, wie es bei Lemma 2.5.6 im Falle der festen Partition
fu¨r die Niveauho¨he der Fall ist.
Das folgende Lemma entfernt die Bedingung der Monotonie.
Lemma 2.5.11
Sei f differenzierbar auf ]a, b[. Weiter seien aufeinander folgende Niveaus von unterschied-
licher Ho¨he (d. h. es gilt yi 6= yi+1 fu¨r i = 1, . . . , n− 1).
Dann genu¨gen die Breakpoints xi,0 der optimalen Segmentierung der Bedingung
x1,0 = a, xn+1,0 = b
und
f(xi,0) =
yi−1 + yi
2
∧ sgn(f ′(xi,0)) = sgn(yi − yi−1)
fu¨r i = 2, . . . , n.
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Definition 2.5.12 (Kritische Punkte)
Punkte xi, die der Breakpointbedingung in Lemma 2.5.11 genu¨gen, heißen kritische Punkte
fu¨r die Funktionsquantisierung von f .
2.5.1.2 Variable Partitionen und variable Niveauho¨hen: Algorithmen zur
Funktionsquantisierung ohne Nebenbedingungen
Die Ergebnisse der vorhergehenden Abschnitte werden nun verwendet, um Algorithmen
zur Berechnung der n-optimalen Funktionsquantisierung von f auf einem Intervall [a, b]
bezu¨glich der ‖·‖
2
-Norm bereitzustellen.
2.5.1.2.1 Ein generischer Algorithmus zur Funktionsquantisierung
Der Algorithmus 1 (GenP) nutzt die Ergebnisse der beiden vorangegangenen Abschnitte,
um eine mo¨glichst optimale Partition zu berechnen. Abwechselnd werden zuna¨chst fu¨r
eine feste Partition die optimalen Niveauho¨hen bestimmt und dann fu¨r feste Niveauho¨hen
eine optimale, d. h. eine Partition, die der Breakpointbedingung in Lemma 2.5.11 genu¨gt,
gewa¨hlt, bis ein zu wa¨hlendes Stopkriterium erfu¨llt ist.
Algorithmus 1 (GenP) Berechnung einer Funktionsquantisierung
Input: Funktion f ∈ L2(B([a, b],B(R)),
Anzahl der Niveaumengen n ∈ N
Output: Funktionsquantisierung von f mit n Quantisierungsstufen
1: Initialisierung: Wa¨hle eine beliebige Partition a = x(1)1 < x
(1)
2 < · · · < x(1)n+1 = b
2: k ← 1
3: while Ein Stopkriterium ist nicht erfu¨llt do
4: rem Berechnung der Niveauho¨hen y(k)i :
5: y
(k)
i := γ˜f ([x
(k)
i , x
(k)
i+1[), fu¨r i = 1, . . . , n.
6: rem Berechnung der Partition:
7: Berechne eine Partition x(k+1)1 < x
(k+1)
2 < · · · < x(k+1)n+1 derart, daß
i. x(k+1)1 := a und x
(k+1)
n+1 := b und
ii. fu¨r i = 2, . . . , n f(x(k+1)i ) =
y
(k)
i−1+y
(k)
i
2 und sgn(f
′(x(k+1)i )) = sgn(y
(k)
i − y(k)i−1),
gilt,falls ein solches x(k+1)i unterschiedlich von x
(k)
i existiert.
Ansonsten sei x(k+1)i := x
(k)
i .
8: k ← k + 1
9: end while
10: return
∑n
i=1 y
(k+1)
i 1[x(k+1)i ,x
(k+1)
i+1 [
Anmerkungen zum Algorithmus:
Gilt im Algorithmus x(k)i = x
(k)
i+1 fu¨r ein i, so wird y
(k)
i auf f(x
(k)
i ) gesetzt.
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Ist f nicht differenzierbar in x(k+1)i fu¨r ein i, so wird der Ausdruck sgn(f
′(x(k+1)i )) ersetzt
durch −1 bzw. 1, abha¨ngig davon, ob f in einer Umgebung von x(k+1)i steigt oder sinkt.
Wa¨hrend die Berechnung der Niveauho¨hen in Zeile 5 der Schleife eindeutig ist, trifft dies
fu¨r die Partition in Zeile 7 im allgemeinen nicht zu. Ein Stopkriterium der while-Schleife
kann z. B. u¨ber einen Schwellwert der Differenzen |x(k+1)i − x(k)i | implementiert werden.
Aus den beiden vorangegangenen Abschnitten folgt der Satz 2.5.13.
Satz 2.5.13
Ist ((x(k)1 , . . . , x
(k)
n+1))k∈N eine Folge von Partitionen, generiert durch den Algorithmus 1
(GenP), so gilt:
Die Folge (Φf (x
(k)
2 , . . . , x
(k)
n ))k∈N ist monoton fallend.
2.5.1.2.2 Vereinfachung des Algorithmus fu¨r monotone Funktionen
Fu¨r monoton steigende Funktionen f vereinfacht sich der Algorithmus 1(GenP) auf tri-
viale Weise im Schritt 7 gema¨ß Lemma 2.5.9. O. B. d. A. sei f([a, b]) ⊆ R+.
Dann ergibt sich aus dem Algorithmus 1(GenP) mit Lemma 2.5.9 der vereinfachte Algo-
rithmus 2 (FP).
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Algorithmus 2 (FP) Berechnung einer Funktionsquantisierung einer monotonen Funk-
tion
Input: Monoton steigende Funktion f ∈ L2(B([a, b],B(R)),
Anzahl der Niveaumengen n ∈ N
Output: Funktionsquantisierung
∑n
i=1 y
(k+1)
i 1[x(k+1)i ,x
(k+1)
i+1 [
von f mit n Quantisierungs-
stufen
1: Initialisierung: Wa¨hle eine beliebige Partition a = x(1)1 < x
(1)
2 < · · · < x(1)n+1 = b
2: k ← 1
3: while Ein Stopkriterium ist nicht erfu¨llt do
4: rem Berechnung der Niveaus y(k)i :
5: y
(k)
i := γ˜f ([x
(k)
i , x
(k)
i+1[), fu¨r i = 1, . . . , n.
6: rem Berechnung der Partition
7: Berechne eine Partition x(k+1)1 < x
(k+1)
2 < · · · < x(k+1)n+1 , die der Bedingung
f(x(k+1)i ) =
y
(k)
i−1 + y
(k)
i
2
genu¨gt
8: k ← k + 1
9: end while
10: return
∑n
i=1 y
(k+1)
i 1[x(k+1)i ,x
(k+1)
i+1 [
2.5.1.2.3 Monotone Funktionen und zwei Niveaus
Sei wieder f ∈ C([a, b],R) monoton steigend und f([a, b]) ⊆ R+.
Betrachtet wird nun der Fall n = 2, d. h. man erha¨lt 2 Niveauho¨hen. Außerdem sei f inver-
tierbar. In diesem Kontext ist x2 der einzige zu bestimmende Parameter im Algorithmus 2
(FP). Aus dem Algorithmus ergibt sich eine Folge von Partitionen mit x(k+1)2 = gf (x
(k)
2 ),
wobei gf : R→ R definiert sei durch
gf (x) := f−1
(
γ˜f ([a, x[) + γ˜f ([x, b])
2
)
Weiter sei dabei γ˜f ({a}) := a und γ˜f ({b}) := b definiert.
Lemma 2.5.14
Sei f zweimal differenzierbar auf ]a, b[ und nicht notwendig monoton. Dann sind die Funk-
tionen y1(x) := γ˜f ([a, x[) und y2(x) := γ˜f ([x, b]) konvex (bzw. konkav), falls f konvex
(bzw. konkav) ist.
Bemerkung 2.5.15
Aus der Konvexita¨t von f folgt im allgemeinen nicht die Konvexita¨t von Φf .
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Satz 2.5.16
Sei f zweimal differenzierbar und streng monoton steigend. Dann ist die oben definierte
Funktion gf konvex (bzw. konkav), wenn f konvex (bzw. konkav) ist.
Lemma 2.5.17 (Spezialisierung des Fixpunktsatzes von Brouwer)
Sei h : [a, b]→ [a, b] stetig und streng monoton steigend mit h(a) ≥ a und h(b) ≤ b. Weiter
sei h entweder konvex oder konkav. Dann hat h genau einen Fixpunkt x˜ ∈ [a, b], und es
gilt:
∀x ∈ [a, b] : lim
n→∞h
n(x) = x˜
Dabei ist hk := h◦ . . . ◦h︸ ︷︷ ︸
k-mal
.
Lemma 2.5.18
Sei f monoton auf [a, b]. Dann ist jeder kritische Punkt x2,0 von f bezu¨glich einer Niveau-
ho¨he y ein Fixpunkt von gf und umgekehrt.
Korollar 2.5.19
Fu¨r konvexe (bzw. konkave), streng monoton steigende und zweimal differenzierbare Funk-
tionen f konvergiert der Algorithmus FP gegen eine 2-optimale Funktionsquantisierung.
Ist f wie im Korollar angegeben, aber weder konvex noch konkav, so kann gf mehrere
Fixpunkte haben. Diese kann man in abstoßende und anziehende Fixpunkte unterteilen.
Definition 2.5.20
Sei h : [a, b]→ [a, b]. Ein Fixpunkt x˜ von h heißt anziehend, falls es eine Umgebung U von
x gibt mit:
∀x ∈ U : lim
n→∞h
n(x) = x˜
Existiert keine solche Umgebung, so heißt x˜ abstoßend.
Satz 2.5.21
Ist f monoton, so liefert jeder anziehende Fixpunkt von gf ein lokales Minimum von
‖f − ·‖
2
. Jeder abstoßende Fixpunkt liefert ein lokales Maximum.
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2.5.2 Quantisierung von stu¨ckweise konstanten Funktionen
Im Gegensatz zur zu quantisierenden Funktion f des vorangegangen Kapitels sind die
Funktionen, die in der Bildverarbeitung betrachtet werden, meist diskret. Speziell Com-
puterbilder sind auf einem Pixelgitter definiert und haben einen endlichen Wertebereich.
Aufgrund dieser U¨berlegung ist es sinnvoll, die Funktionsquantisierung von stu¨ckweise kon-
stanten Funktionen mit endlichem Wertebereich noch einmal gesondert zu betrachten. In
[KK99] werden Algorithmen vorgeschlagen, die speziell fu¨r dieses Problem formuliert wur-
den. Dabei unterscheiden die Autoren zwischen Algorithmen, die die optimale Funktions-
quantisierung exakt berechnen, und Algorithmen, die die optimale Funktionsquantisierung
nur approximieren, dafu¨r aber in der Laufzeit schneller sind.
Sei im folgenden
g :
[a, b[→ R
x 7→∑Ni=1 vi1[wi,wi+1[(x)
eine stu¨ckweise konstante Funktion mit N Werten {v1, . . . , vN} und Breakpoints a = w1 <
· · · < wN+1 = b.
Um die folgenden Funktionsquantisierungsalgorithmen zu verstehen, muß man wissen, daß
im Falle einer Funktionsquantisierung von g die Menge der Breakpoints der n-optimalen
Funktionsquantisierung sn eine Teilmenge der Breakpoints von g ist (vgl. Satz 4.2.9 in
Abschnitt 4.2.2, (S. 155)).
2.5.2.1 Exakte Funktionsquantisierung von stu¨ckweise konstanten Funktio-
nen
Das Funktionsquantisierungsproblem stu¨ckweiser konstanter Funktionen la¨ßt sich u¨ber die
Suche nach dem billigsten Pfad in einem endlichen gerichteten Graphen exakt lo¨sen. Die
Knoten des Graphen sind dabei die Breakpoints K := {w1, . . . , wN+1} der zu quantisie-
renden Funktion g. Es existiert eine gerichtete Kante arc(wi, wj) zwischen wi und wj , falls
i < j gilt. Die Kosten dieser Kante werden mit costwi,wj :=
∫
[wi,wj [
(g − γ˜f ([wi, wj [))2dλ
beziffert. Der Graph (K,A, cost) mit A := {arc(wi, wj) | wi, wj ∈ K,wi < wj} la¨ßt sich
dann in O(N2) Schritten berechnen.
Sei Ci(k) der Preis des billigsten Pfades vom Knoten wi zum Endknoten wN+1 = b mit
exakt k Knoten. Dann ko¨nnen alle Werte Ci(k) mit dem Algorithmus 3 (ExaktQ), der
eine Implementierung des Dijsktra Algorithmus (vgl. z. B. [AHU83]) ist, berechnet werden.
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Algorithmus 3 (ExaktQ) Hilfsalgorithmus zur Berechnung der exakten Funktionsquan-
tisierung einer stu¨ckweise konstanten Funktion
Input: Stu¨ckweise konstante Funktion f : [a, b]→ R mit N Stufen,
Anzahl der Quantisierungsstufen n
Output: Hilfsstruktur p zur Berechnung der optimalen Funktionsquantisierung
1: rem Initialisierung:
2: for i ∈ {2, . . . , N + 1} do
3: Ci(0) := costwi,wN+1
4: end for
5: l(0) := costw1,wN+1
6: for k = 1 to n− 2 do
7: rem Berechnung des billigsten Pfades von w1 nach wN+1 mit exakt k Knoten
8: l(k) := mini∈{2,...,N+1−k} costw1,wi + Ci(k − 1)
9: Wa¨hle p(k, 1) ∈ {i | costw1,wi + Ci(k − 1) = l(k)}
10: rem Update der Werte, um einen weiteren Breakpoints einfu¨gen zu ko¨nnen:
11: for i ∈ {2, . . . , N + 1− k + 1} do
12: Ci(k) := minj∈{i+1,...,N+1−k} costwi,wj + Cj(k − 1)
13: Wa¨hle p(i, k) ∈ {j | costwi,wj + Cj(k − 1) = Ci(k)}
14: end for
15: end for
16: return p
Satz 2.5.22
Bei Termination des Algorithmus 3 (ExaktQ) gilt in der Notation des Algorithmus:
Ist nun p∗(n− 1) := p(n− 1, 1) und fu¨r k ∈ {1, . . . , n− 2} P ∗k := p(p∗(k+1), k) definiert,
so ist das folgende richtig:
i. Setzt man w1,0 := a,w2,0 := p∗(n− 1), . . . , wn,0 := p∗(1), wn+1,0 := b und
sn,0 :=
n∑
i=1
γ˜f ([wi,0, wi+1,0[)1[wi,0,wi+1,0[
so ist sn,0 eine n-optimale Funktionsquantisierung von g.
ii. Es ist
√
l(n− 1) = ‖g − sn‖2.
Beweis:
vgl. [KK99], S. 621
Satz 2.5.23
Der Algorithmus 3 ExaktQ hat eine Laufzeitbeschra¨nkung von O(N2).
Die Berechnung der n-optimalen Funktionsquantisierung aus dem Ergebnis ExaktQ ge-
ma¨ß Satz 2.5.22 erfolgt in O(n).
Beweis:
vgl. [KK99], S. 621
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2.5.2.2 Approximation der Funktionsquantisierung von stu¨ckweise konstan-
ten Funktionen
Eine Laufzeit in der Komplexita¨tsklasse O(N2) ist in vielen Anwendungen der Bildverar-
beitung, speziell bei der Echtzeitverarbeitung von Videobildern, zu aufwendig. In [KK99]
werden mehrere Algorithmen angegeben, die zwar heuristisch sind, aber zum einen eine
schnellere worst-case-Laufzeit garantieren und zum anderen eine akzeptable – wenn auch
nicht immer die optimale – Lo¨sung liefern.
Eine einfache Idee zur Laufzeitverbesserung ist das Unterteilen des Definitionsbereichs
[a, b] in n − 1 Intervalle I1, . . . , In−1, die jeweils etwa Nn−1 Breakpoints der Funktion g
enthalten. In diesen Intervallen wird dann eine 2-optimale Funktionsquantisierung von g,
eingeschra¨nkt auf das jeweilige Intervall, gesucht. Dies erfolgt mittels des Algorithmus 3
ExaktQ in O(|Ii ∩ {w1, . . . , wN}|2) fu¨r das Intervall Ii. Anschließend werden die auf den
Intervallen bestimmten Breakpoints als Breakpoints der Funktionsquantisierung herange-
zogen. Dieses Vorgehen hat einen Aufwand von O(N2/n) (vgl. [KK99], S. 624).
Ein noch schnellerer Algorithmus nimmt n (im allgemeinen nicht adjazente) Segmente der
Funktion g als Ausgangsbasis und erweitert diese zu einer Funktionsquantisierung sn von
g (vgl. [KK99], S.624).
2. Bildsegmentierungen 60
2.5.3 Anwendung von Quantisierungsalgorithmen zur Bildsegmentie-
rung
Bisher wurden die Verfahren zur Funktionsquantisierung von Ka¨mpke und Kober noch
vo¨llig ohne Bezug zum u¨bergeordneten Thema dieses Kapitels, ”Bildsegmentierungen“,
vorgestellt. Dieser Abschnitt soll nun die Verbindung zum Thema herstellen.
2.5.3.1 Funktionsquantisierung als direkte Segmentierung
Eine Funktionsquantisierung einer Funktion f : [a, b]→ R bezu¨glich der L2-Norm ‖·‖
2
kann
als Approximation dieser Funktion durch eine stu¨ckweise konstante Funktion, die daher
auch stu¨ckweise stetig ist, gesehen werden. Bei eindimensionalen Bildern kann man die
Bereiche, auf denen die Funktionsquantisierung des Bildes konstant ist, als Segmente einer
Segmentierung definieren. An dieser Stelle wird die Verbindung zu Abschnitt 2.4 deutlich.
In [KLM94] geben Koepfler, Lopez und Morel Algorithmen im Rahmen der Methoden der
Variationsrechnung zur Bildsegmentierung an, bei denen zur stu¨ckweisen stetigen Appro-
ximation nur stu¨ckweise konstante Funktionen herangezogen werden. Allerdings steht eine
U¨bertragung der wichtigsten Ergebnisse des Abschnitts 2.5.1 auf zweidimensionale Bilder
noch aus.
Als Erweiterung dieses Verfahrens auf zwei- bis beliebig dimensionale Bilder kann auch
die 2-Niveaupassung gesehen werden, die erstmals in [Don91] erwa¨hnt wurde. In Kapitel 3
wird auf die Analogien der Mehrniveaupassung zur Funktionsquantisierung bezu¨glich der
Norm ‖·‖
2
eingegangen.
Obwohl eine derartige Ausweitung der Funktionsquantisierung zu deutlich besseren Er-
gebnissen fu¨hrt, hat sich in der Literatur nur die folgende Anwendung durchgesetzt.
2.5.3.2 Funktionsquantisierung des Histogramms als Grundlage von
Schwellwertverfahren
Bei der Suche nach geeigneten Schwellwerten zur Segmentierung eines Grauwertbildes
bietet es sich an, das Histogramm als Hilfe zu nutzen, um Schwellwerte bildabha¨ngig
festlegen zu ko¨nnen. Einige Verfahren, die sich auf das Histogramm stu¨tzen, wurden bereits
in Abschnitt 2.3.1 vorgestellt.
In [KK98] und [KK99] wird – mit leichten Modifikationen – ein Verfahren vorgestellt,
das nicht nur das Ergebnis einer Funktionsquantisierung des Histogramms mit n Stufen,
sondern auch die ”Historie“, d. h. die Zwischenergebnisse der Funktionsquantisierungen
mit m > n Stufen, nutzt. Dabei werden die sogenannten ”inneren lokalen Minima“ der
Funktionsquantisierungen betrachtet.
Definition 2.5.24 (Inneres lokales Minimum)
Ein Segment [xi, xi+1[ heißt inneres lokales Minimum einer Treppenfunktion sn =∑n
i=1 αi1[xi,xi+1[, falls i 6∈ {1, n} und αi < αi+1 und αi < αi−1.
nmin(sn) sei die Anzahl der inneren lokalen Minima von sn.
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Abbildung 2.14: Beispiel der Bestimmung eines Schwellwertes mit Hil-
fe des Algorithmus 4 (SEG). Im mittleren Bild ist der Schwellwert in
das Histogramm rot eingetragen. Das rechte Bild zeigt das Ergebnis der
Schwellwertsegmentierung mit dem ermittelten Schwellwert. Man ver-
gleiche dieses Ergebnis mit Bild 2.6 (S. 22).
Der Algorithmus 4 (SEG) fu¨hrt, bei aufsteigendem n, solange n-optimale Funktionsquan-
tisierungen aus, bis eine vorher fest gewa¨hlte Anzahl (ncluster − 1) von inneren lokalen
Minima erreicht wird. Der Name ncluster soll andeuten, daß man nach Beendigung des
Algorithmus ncluster Teilstu¨cke des Histogramms erha¨lt.
Algorithmus 4 (SEG) Berechnung von Schwellwerten u¨ber die Funktionsquantisierung
des Histogramms eines diskreten Grauwertbildes g
Input: Diskretes Grauwertpixelbild g,
Anzahl der Schwellwerte ncluster
Output: ncluster Schwellwerte zur Schwellwertsegmentierung von g
1: rem Initialisierung
2: n← 2
3: Setze s02 als die 2-optimale Funktionsquantisierung von hg, dem Histogramm von g
4: repeat
5: n← n+ 1
6: Berechne s0n die optimale Funktionsquantisierung von g
7: until nmin(s0n) ≥ ncluster − 1
8: return ncluster − 1 innere lokale Minima von s0n
Bei der Ausfu¨hrung dieses Algorithmus ist zu beachten, daß ncluster < nmin(g) gelten
sollte. Bei einer praktischen Implementierung wu¨rde man die Algorithmen 4 (SEG) und
3 (ExaktQ) verbinden.
Als Schwellwerte fu¨r die Segmentierung eines Bildes werden nun Werte in den ncluster − 1
inneren lokalen Minima bestimmt. Dies geschieht nach Ka¨mpke und Kober wieder mit
Hilfe von inneren lokalen Minima.
Mit Hilfe der ncluster − 1 Schwellwerte kann nun das Bild in ncluster Segmente aufgeteilt
werden, wobei die Segmente nicht notwendig pixelzusammenha¨ngend sind.
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2.5.4 Bewertung
Da die Anwendungen der Funktionsquantisierung zur Segmentierung von Bildern mit zwei-
dimensionalem Definitionsbereich im wesentlichen auf histogrammbasierte Schwellwertver-
fahren (vgl. Abschnitt 2.3.1) hinauslaufen, sind zur Bewertung zuna¨chst die gleichen Krite-
rien heranzuziehen. Ein Schwellwertverfahren bietet keinerlei Kontrolle u¨ber die Form der
Segmente und steht damit im Gegensatz zu den Punkten iii. und iv. der Forderungen von
Haralick und Shapiro (vgl. Abschnitt 2.2.1 , S. 14, (2.1)) bzw. Punkt iii. der notwendigen
Bedingungen einer Segmentierung nach Definition 2.2.1.
Beschra¨nkt man sich jedoch auf Bilder mit eindimensionalem Definitionsbereich, so bie-
tet die Funktionsquantisierung einen Ansatz, dessen Erweiterung direkt zur vektoriellen
Mehrniveaupassung fu¨hrt. Fu¨r diese Bilder bietet die Funktionsquantisierung nach Ka¨mp-
ke und Kober na¨mlich eine Approximation durch stu¨ckweise konstante Funktionen. Dabei
ist, wie spa¨ter auch bei der Mehrniveaupassung, die Anzahl der Segmente fest vorgege-
ben. In diesem Kontext ist die Funktionsquantisierung durchaus als Segmentierung zu
bezeichnen.
Das Aussehen der Segmente gehorcht der Zusammenhangsbedingung, genu¨gt also den
Punkten iii. und iv. der Beobachtung von Haralick und Shapiro bzw. Punkt iii. der not-
wendigen Bedingungen einer Segmentierung nach Definition 2.2.1. Weiter sind die Seg-
mente uniform oder homogen bezu¨glich einer Charakteristik, na¨mlich dem Funktionswert,
(vgl. (2.1) i., S. 14), da eine Funktionsquantisierung den Abstand zur Funktion minimiert.
Automatisch ist dadurch auch die Forderung ii. von Haralick und Shapiro erfu¨llt, da sich
adjazente Segmente durch einen unterschiedlichen Durchschnittsfunktionswert auszeich-
nen. Daher genu¨gt die Funktionsquantisierung in diesem Zusammenhang sowohl den For-
derungen von Haralick und Shapiro als auch denen von Mumford und Shah (vgl. (2.2),
S. 15) an eine Segmentierung. Auch die Punkte i. – iii. der notwendigen Bedingungen ei-
ner Segmentierung nach Definition 2.2.1 (S. 18) sind bei der Funktionsquantisierung von
Bildern mit eindimensionalem Definitionsbereich erfu¨llt. Lediglich die Bedingung iv., die
die Anzahl der Segmente als Pareto-Optimum einer Mehrzieloptimierung verlangt, findet
keinen Niederschlag in den Arbeiten von Ka¨mpke und Kober.
Viele Ideen dieses Unterkapitels fließen in die vektorielle Mehrniveaupassung mit ein. Zum
Beispiel la¨ßt sich die Zusammenhangsbedingung der Segmente auch auf Bilder mit zwei-
dimensionalem Definitionsbereich u¨bertragen. Es sind bei der U¨bertragung gewisse Forde-
rungen an das System der betrachteten Segmente zu stellen, damit diese den Punkt iii. der
Definition 2.2.1 auch fu¨r diese Anwendung erfu¨llen. Es ergibt sich ein weiterer Parameter,
na¨mlich der des Mengenmodells, dessen Konzept es erlaubt, mit Bilder mit ein- als auch
mit mehrdimensionalen Definitionsbereich umzugehen.
Ein wesentlicher Unterschied zur vektoriellen Mehrniveaupassung besteht darin, daß sich
die Mehrniveaupassung nicht auf die Approximation durch konstante Funktionen auf den
Segmenten beschra¨nkt. Um z. B. auch affinen Grau- oder Farbwertverla¨ufen auf den Seg-
menten gerecht werden zu ko¨nnen, wird mit Funktionen eines endlichen Vektorraums ap-
proximiert. Es wird sich aber zeigen, daß einige grundlegende Konzepte der Arbeiten von
Ka¨mpke und Kober auch mit diesen Erweiterungen ihre Gu¨ltigkeit behalten.
Kapitel 3
Theoretische Grundlagen der
Mehrniveaupassung
3.1 Einleitung
In Abschnitt 2.5.4 wurde die Notwendigkeit, Bedingungen an die Segmente einer Seg-
mentierung herantragen zu ko¨nnen, angedeutet. Auch die Anna¨herungen an den Begriff
”Segmentierung“ im Abschnitt 2.2, sowohl von Haralick und Shapiro (vgl. Abschnitt 2.2.1,
S. 14, (2.1)), als auch die der vorliegenden Arbeit (vgl. Definition 2.2.1), fordern – indirekt
oder direkt – diese Eigenschaft. Im Kontext der Funktionsquantisierung nach Ka¨mpke
und Kober in Abschnitt 2.5 ist diese Mo¨glichkeit allerdings nicht vorgesehen. Das Fehlen
dieser Mo¨glichkeit hat auch zur Folge, daß die Autoren das Potential, das die Funkti-
onsquantisierung zur direkten Segmentierung von Bildern, d. h. ohne den Umweg u¨ber
das Histogramm, nicht ausscho¨pfen (vgl. Abschnitt 2.5.3.1). Die 2-Niveaupassung, erst-
mals vorgestellt von Klaus Donner in [Don91], schließt diese Lu¨cke und ero¨ffnet so einen
neuen Zugang zum Thema Segmentierung. Der Ausgangspunkt zur Entwicklung der 2-
Niveaupassung war das Projekt ANGIO (vgl. [Kol94]), in dessen Rahmen ein Verfahren
entwickelt wurde, das aus MR-Schnittbildern des Kopfes mit Hilfe eines Gefa¨ßatlasses die
3D-Struktur der Kopfadern rekonstruiert. Ein wichtiger Schritt in diesem Verfahren war
die Segmentierung der Blutgefa¨ße. Daraus ergab sich eine zwei-Niveau-Situation, bei der
das hellere Blutgefa¨ß vom dunkleren Hintergrund getrennt werden sollte.
Gegeben sei eine quadratisch integrierbare Funktion f : M → R, wobei M ⊂ Rd eine
kompakte Menge, im allgemeinen ein rechteckiger Definitionsbereich eines Bildes, sei. In
[Don91] wurde ein Verfahren vorgestellt, das ein Bild f mit einer 2-wertigen Funktion
s2 = α1A + β1M\A approximiert (vgl. auch Abbildung 3.2). Dabei heißen die Mengen
A = {s2 = α} und M \A = {s2 = β} Niveaumengen und die Werte α und β Niveauho¨hen.
Das Verfahren heißt 2-Niveaupassung .
Um nun einen Segmentierungsprozeß auf einem Bild, d. h. auf einem zweidimensionalen
Definitionsbereich, modellieren zu ko¨nnen, ist es wichtig, daß die Mengen A und B ge-
wissen Bedingungen gehorchen. Man braucht also ein System erlaubter Mengen fu¨r den
Segmentierungsprozeß. So wurde zum Beispiel im Projekt ANGIO verlangt, daß die Menge
3. Theoretische Grundlagen der Mehrniveaupassung 64
y
x
f(x)
Abbildung 3.1: Funktion f :M → R.
mit der ho¨heren Niveauho¨he, also im Bild das hellere Blutgefa¨ß, kegelsternfo¨rmig sei. Es
handelt sich dabei um eine U¨bertragung des Begriffes ”sternfo¨rmig“ auf Pixelmengen (vgl.
hierzu [Kus92]).
Da die 2-Niveaupassung, insbesondere mit dem Mengenmodell der kegelsternfo¨rmigen
Mengen, fu¨r eine spezielle Anwendung entwickelt wurde, sto¨ßt das Konzept bei allgemeinen
Segmentierungsproblemen schnell an Grenzen: Will man mehr als ein Objekt segmentie-
ren, mit Farbbildern oder kontinuierlichen Grauwerta¨nderungen im zu segmentierenden
Objekt arbeiten, so bietet das klassische Konzept der 2-Niveaupassung kaum Gestaltungs-
mo¨glichkeiten.
Um die gegebene Funktion noch besser approximieren zu ko¨nnen, d. h. um den in der Norm
des L2-Vektorraums gemessenen Abstand von f und der Na¨herungsfunktion noch mehr
zu verringern, kann man die Anzahl der Niveaumengen erho¨hen und den Funktionenraum
erweitern, mit dem auf den jeweiligen Niveaumengen gepaßt wird, erweitern. Man hat
also zwei Ansatzpunkte, um die Theorie der klassischen 2-Niveaupassung nach Donner zu
erweitern:
• Erho¨hung der Anzahl der Niveaumengen
Dies hat zur Folge, daß man sich tiefere Gedanken u¨ber die Bedingungen, denen die
Niveaumengen gehorchen sollen, machen muß. Bei zwei Niveaus macht es oft Sinn,
ein Vordergrund- und ein Hintergrundniveau zu wa¨hlen, um dann nur Forderungen
– wie z. B. die Kegelsternfo¨rmigkeit – an das Vordergrundniveau zu stellen. Aus dem
Vordergrundniveau ergibt sich dann automatisch das Hintergrundniveau. Dies ist bei
mehr als zwei Niveaumengen nicht mehr mo¨glich.
• Erho¨hung der Dimension des Funktionenraums
Die klassische 2-Niveaupassung ist eine Approximation mit stu¨ckweise konstanten
Funktionen. Auf einer Niveaumenge wird also die auf diese Menge eingeschra¨nkte
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Abbildung 3.2: Approximation von f mit einer 2-wertigen Funktion.
Funktion mit einer konstanten Funktion gepaßt. Nimmt man statt diesem eindimen-
sionalen Raum einen ho¨herdimensionalen Funktionenraum, z. B. einen Polynom-
raum, so erho¨ht sich die Exaktheit der Passung, wie man in z. B. Abbildung 3.3
deutlich sieht. Ein erfreulicher Nebeneffekt dieser erweiterten Modellierung ist die
Ausdehnung der Niveaupassungsstrategien auch auf mehrkanalige Bilder (etwa Bil-
der im RGB-Farbmodell). Allerdings muß man in Kauf nehmen, daß einige einfache
und algorithmisch leicht umsetzbare Konzepte der 2-Niveaupassung, insbesondere
bei der Suche nach lokalen Optima, verallgemeinert werden mu¨ssen und dabei in
ihrer Darstellung komplizierter erscheinen.
Beziehung zu den Methoden der Variationsrechnung
Auch die in Kapitel 2.4 vorgestellten Konzepte und Problemstellungen motivieren dazu, die
bisherigen Ansa¨tze der 2-Niveaupassung zu erweitern, um fließenden Farbu¨berga¨ngen, wie
z. B. in Abbildung 3.4, gerecht werden zu ko¨nnen. Allerdings fu¨hrt die Erho¨hung der An-
zahl der Niveaumengen und der Dimension des approximierenden Funktionenraums aus
mehreren Gru¨nden nicht von der 2-Niveaupassung zu einer Art Mumford-Shah-Modell:
Die Anzahl der Niveaumengen wird ein Parameter der Segmentierung von Bildern mit
vektorieller Mehrniveaupassung. Dies ist ein deutlicher Unterschied zum Ansatz der Seg-
mentierung mit Methoden der Variationsrechnung, wo sich die Anzahl der Segmente aus
der Energieminimierung ergibt und nur indirekt u¨ber die Parameter α und β steuerbar ist
(vgl. Abschnitt 2.4.1, insbesondere S. 31).
Auch die Erho¨hung der Dimension des approximierenden Funktionenraums wird nicht zu
einer derart allgemeinen Formulierung eines Approximationsproblem fu¨hren, wie es im
Falle der Variationsmethoden der Fall ist. Statt mit beliebigen differenzierbaren Funktio-
nen, wie im Falle des Ansatzes von Mumford und Shah, wird der Raum der Funktionen,
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y
x
f(x)
A                  B                     C
Abbildung 3.3: Approximation von f mit einer stu¨ckweise affinen Funk-
tion auf drei Niveaumengen.
mit dem die vektorielle Mehrniveaupassung approximiert, immer ein endlich dimensionaler
Vektorraum bleiben.
Schließlich wird auch das Konzept der 2-Niveaupassung, Bedingungen an die Niveau-
mengen heranzutragen, nicht aufgegeben. Auch dies ist ein deutlicher Unterschied zum
Mumford-Shah-Modell. Der Vorteil dieses Konzepts ergibt sich jedoch direkt aus der Defi-
nition 2.2.1 der notwendigen Bedingungen einer Segmentierung auf Seite 18 dieser Arbeit,
die im Punkt iii. verlangt, daß das Aussehen der Segmente reglementierbar sein sollte.
U¨bersicht des Kapitels
Zuna¨chst einmal ist im folgenden zu kla¨ren, wie Bedingungen an das Aussehen der Seg-
mente zu handhaben sind und wie man die Dimension des Raums der approximierenden
Funktionen sinnvoll erho¨ht, um das Segmentierungsproblem als Mehrniveaupassungsprob-
lem zu formulieren. Daher gliedert sich das Kapitel wie folgt:
Im zweiten Unterkapitel wird ein System erlaubter Mengen vorgestellt, aus dem spa¨ter die
Segmente einer Segmentierung gewa¨hlt werden mu¨ssen.
Im dritten Unterkapitel wird das System der Segmentierungen durch k erlaubte Mengen
eingefu¨hrt, das, wie der Name schon sagt, k Mengen aus dem System der erlaubten Mengen
als Segmente einer Segmentierung zusammenfaßt. Dabei ist zu beachten, daß – im Gegen-
satz zur 2-Niveaupassung nach Donner ([Don91]) – alle Segmente, d. h. nicht nur das Vor-
dergrundniveau, die Bedingungen, die das System der erlaubten Mengen fordert, erfu¨llen.
Ein wichtiges Ergebnis dieses Unterkapitels wird sein, daß aus der Abgeschlossenheit des
Systems der erlaubten Mengen die Abgeschlossenheit des Systems der Segmentierungen
durch k erlaubte Mengen innerhalb des System aller Segmentierungen folgt.
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Originalbild
Approximation mit stu¨ckweise konstanten Funktionen
Abbildung 3.4: Beispiel eines Segmentierungsproblems, bei dem eine affin
lineare Approximation auf mehreren Niveaumengen sinnvoll ist. Insbe-
sondere die Oberfla¨che des Buchstabens zeigt einen affinen Farbverlauf.
Die Approximation mit stu¨ckweise konstanten Funktionen fu¨hrt zu kei-
nem zufriedenstellenden Ergebnis (vgl. auch Abbildung 5.8, S. 234).
Das vierte Unterkapitel widmet sich dem Vektorraum der approximierenden Funktionen.
Es handelt sich dabei um einen endlich dimensionalen Vektorraum mit der Eigenschaft,
daß die Einschra¨nkung der Funktionen des Raums auf eine erlaubte Menge mit positivem
Lebesgue-Maß nicht zu einem Dimensionsverlust des Vektorraums fu¨hrt. U¨ber die Definiti-
on einer erlaubten Familie von Skalarprodukten, derart, daß zu jeder erlaubten Menge ein
Skalarprodukt existiert, wird die Grundlage des Approximationsproblems der vektoriellen
Mehrniveaupassung gelegt.
Dieses Approximationsproblem wird dann im fu¨nften Unterkapitel formuliert. Dabei wird –
auch aus historischen Gru¨nden – zuna¨chst einmal das Problem fu¨r die 2-Niveaupassung neu
formuliert. Es wird sich allerdings zeigen, daß die U¨bertragung auf die Mehrniveausituation
vo¨llig unproblematisch ist.
Im sechsten Unterkapitel wird die Existenz einer optimalen Segmentierung innerhalb der
Theorie der vektoriellen Mehrniveaupassung zur Bildsegmentierung nachgewiesen. Die
Theorie der Mehrniveaupassung ist also in sich schlu¨ssig.
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Das siebte und letzte Unterkapitel der theoretischen Grundlagen der Mehrniveaupassung
zur Bildsegmentierung versucht, einige Ergebnisse des Funktionsquantisierungsansatzes
von Ka¨mpke und Kober (vgl. Abschnitt 2.5) zur Berechnung lokaler Optima auf die vek-
torielle Mehrniveaupassung zu u¨bertragen. Dies wird zwar nur fu¨r die 2-Niveausituation
durchgefu¨hrt, ist jedoch fu¨r die praktische Umsetzung, die fast immer auf iterierte 2-
Niveaupassungen hinausla¨uft, von zentralem Interesse.
Fu¨r die Praxistauglichkeit des Konzepts sei auf das Kapitel 4 verwiesen.
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3.2 Das Mengensystem
Das Konzept eines Systems von erlaubten Mengen ist einer der wesentlichen Unterschiede
der vektoriellen Mehrniveaupassung zum Ansatz von Mumford und Shah, mit Methoden
der Variationsrechnung Bilder zu segmentieren (vgl. Abschnitt 2.4). Das System der er-
laubten Mengen bestimmt dabei, welche Segmentierungen erlaubt sind und welche nicht.
Bei einer Segmentierung eines Bildes in zwei ”Bereiche“ wird man z. B. nur zusammenha¨n-
gende Mengen verwenden wollen. Viele konkrete Anwendungen beno¨tigen noch speziellere
Mengensysteme (vgl. z. B. [Kus92]). Die Auswahl eines geeigneten Mengensystems ist ein
problemabha¨ngiger Parameter der Mehrniveaupassung.
M
A B
B
B
Alle Mengen sind erlaubt
M
A B
Nur zusammenha¨ngende
Mengen sind erlaubt
Abbildung 3.5: Segmentierungen mit jeweils zwei Segmenten aus unter-
schiedlichen Systemen erlaubter Mengen.
Das zentrale Anliegen dieses Abschnitts ist es, eine geeignete Metrik auf dem eingeschra¨nk-
ten Mengensystem zu definieren, die in Abschnitt 3.3 zu einer Metrik auf dem System der
Segmentierungen durch k erlaubte Mengen erweiterbar ist. Eine Metrik ist no¨tig, um Ste-
tigkeiten von Funktionen, die auf Mengen definiert sind, formulieren zu ko¨nnen.
3.2.1 Der metrische Raum (A, d)
Im folgenden werden Funktionen betrachtet, die auf Mengen definiert sind. Um Begriffe
wie ”lokales Minimum“ oder ”Stetigkeit“ festzulegen, ist ein topologischer Mengenraum zu
definieren. Klassische Ansa¨tze, z. B. u¨ber den Hausdorff-Abstand, wie er etwa in der Theo-
rie der Fraktale verwandt wird (vgl. z. B. [Edg98]), scheiden aus, da sie das Problem der
λ-Nullmengen nicht beheben. Es ist na¨mlich fu¨r alle Lebesgue-integrierbaren Funktionen
f :
∫
A fdλ =
∫
B fdλ = 0, falls λ(A) = λ(B) = 0 ist, obwohl die Hausdorffdistanz dieser
Mengen beliebig sein kann. Bei der Segmentierung von Bildern ist eine solche Topologie
ungeeignet, sollte es doch fu¨r zwei Mengen, deren Abstand gro¨ßer als 0 ist, Funktionen
(d. h. Bilder) geben, auf denen sich ihre Integrale unterscheiden.
In [Don91] fu¨hrt Klaus Donner eine solche Topologie u¨ber einen metrischen Raum ein. Sie
basiert darauf, daß Mengen A1, A2 mit λ(A1\A2) = 0 = λ(A2\A1) als Vertreter derselben
A¨quivalenzklasse identifiziert werden. Es wird nicht eine Metrik auf einem Mengenraum
eingefu¨hrt, sondern eine Halbmetrik, die durch den U¨bergang zum Quotientenraum be-
zu¨glich der A¨quivalenzrelation, die durch diese Halbmetrik definiert ist, zur Metrik wird.
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Originalbild Zwei beliebige Pixel-
mengen sind erlaubt
Nur zwei pixelzusam-
menha¨ngende Mengen
sind erlaubt
Abbildung 3.6: Das Ergebnis einer 2-Niveaupassung ist abha¨ngig von
der Wahl des Systems der erlaubten Mengen: Will man etwa das Rad
im Originalbild vom Hintergrund trennen, so bietet es sich an, nur Seg-
mentierungen durch zwei pixelzusammenha¨ngende Mengen zu erlauben.
Mit leichten Modifikationen, besonders bei der Definition 3.2.10 in Abschnitt 3.2.2, wird
der Ansatz, der in [Don91] beschrieben wird, u¨bernommen.
Betrachtet wird im folgenden eine Teilmenge A der Borelschen σ-Algebra B(M) von M .
Definition 3.2.1
Sei d : B(M)× B(M)→ R+ definiert durch
d(A1, A2) := λ((A1 \A2) unionmulti (A2 \A1))
fu¨r Mengen A1, A2 ∈ B(M).
Weiter sei ∼ eine Relation auf B(M) definiert durch
A1 ∼ A2 :⇔ d(A1, A2) = 0
Bemerkung 3.2.2
Seien A,B ∈ B(M). Einige nu¨tzliche a¨quivalente Umformungen von d, die durch einfache
Mengenlogik und Eigenschaften des Lebesguemaßes gefolgert werden ko¨nnen, sind:
i. d(A,B) = λ(A \B unionmultiB \A) = λ(A \B) + λ(B \A)
ii. d(A,B) = λ((A ∪B) \ (A ∩B)) = λ(A ∪B)− λ(A ∩B)
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Lemma 3.2.3
d ist eine Halbmetrik1 und ∼ ist eine A¨quivalenzrelation auf B(M).
Beweis:
d ist Halbmetrik:
Die Symmetrie ist trivial zu zeigen. Die Dreiecksungleichung folgt aus der Isotonie des
Lebesguemaßes. Seien A,B,C ∈ A. Dann gilt:
d(A,B) + d(B,C)
= λ(A \B ∪B \A) + λ(B \ C ∪ C \B)
≥ λ(A \B ∪B \A ∪B \ C ∪ C \B)
≥ λ(A \ (B ∪ C) ∪ (B ∩ C) \A ∪ (A ∩B) \ C ∪ C \ (A ∪B))
= λ((A \ (B ∪ C) ∪ (A ∩B) \ C) ∪ ((B ∩ C) \A ∪ C \ (A ∪B)))
= λ(((A \B) \ C ∪ (A ∩B) \ C) ∪ ((B \A ∩ C \A) ∪ (C \A ∩ C \B)))
= λ((A \ C) ∪ (C \A ∩ (C \B ∪B \A)))
= λ((A \ C) ∪ (C \A))
= d(A,C)
∼ ist A¨quivalenzrelation:
Reflexivita¨t und Symmetrie sind trivial zu zeigen. Zum Beweis der Transitivita¨t gelte
A ∼ B und B ∼ C. Dann ist d(A,B) = 0 und d(B,C) = 0. Dann folgt aber mit der Drei-
ecksungleichung der Halbmetrik d, daß d(A,C) = 0 gelten muß. Daher ist nach Definition
A ∼ C.
2
Bemerkung 3.2.4
Man beachte, daß d : A × A → R+ keine Metrik ist, sondern nur eine Halbmetrik. Denn
beispielsweise gilt d([0, 1]n, ]0, 1[n) = 0, aber nicht [0, 1]n = ]0, 1[n. Um dennoch einen
metrischen Raum zu erhalten, kann man nun die A¨quivalenzrelation ∼ aus Definition
3.2.1 nutzen, um einen Quotientenraum zu definieren, auf dem d eine Metrik ist.
Definition 3.2.5
Fu¨r eine Teilmenge A ⊂ B(M) ist mit Lemma 3.2.3 die Relation ∼ eine A¨quivalenzrelation
auf A. Daher ist die Definition
A := A/ ∼
wohldefiniert. O sei im Quotientenraum A die A¨quivalenzklasse der leeren Menge. Es ist
also O = {A ∈ A | λ(A) = 0}.
Weiter sei d : A×A→ R+ die durch d induzierte Metrik auf A. Dadurch ist der Quotien-
tenraum (A, d) ein metrischer Raum, da nun d(A,B) = 0⇒ A = B gilt. Im folgenden sei
A stets auf diese Weise aus einem Mengensystem A ⊆ B(M) entstanden.
1Eine Halbmetrik erfu¨llt die Eigenschaften einer Metrik, bis auf die Bedingung ∀A,B ∈ B(M) :
d(A,B) = 0⇔ A = B
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Bemerkung 3.2.6 (Quotientenraum A)
Sei K(M) die Menge aller kompakten Teilmengen von M . Dann ist K(M) bezu¨glich der
Hausdorff-Metrik ein vollsta¨ndiger metrischer Raum (vgl. z. B. [Bar88], S. 37). Diese Tat-
sache kann jedoch im Zusammenhang mit Segmentierungen nur schlecht genutzt werden.
Denn es existiert keine paarweise disjunkte Zerlegung von M durch Mengen aus K(M),
außer der trivialen Zerlegung von M durch eine Menge, na¨mlich M selbst.
Der U¨bergang von A zum A¨quivalenzklassenmengensystem A und die Tatsache, daß Men-
gen, die sich nur um Nullmengen unterscheiden, fu¨r alle integrierbaren Funktion das gleiche
Integral haben, erleichtert die Notation von Segmentierungen wesentlich. Denn eine Un-
terscheidung zwischen ]0, 1[, [0, 1[, ]0, 1] und [0, 1] ist im Quotientenraum A obsolet. Der
Ausdruck f = 1[0,1]1 + 1[1,2]2 definiert daher eine Funktion aus L2(B([0, 2]),B(R)), die an
der Stelle 1 nicht ausgewertet werden kann (und im folgenden auch nicht muß).
Bemerkung 3.2.7 (U¨bertragung der Mengenoperationen)
Da alle Mengen einer A¨quivalenzklasse das gleiche Lebesguemaß haben, kann man fu¨r eine
A¨quivalenzklasse A0 ∈ A das Maß der A¨quivalenzklasse als das Maß eines Repra¨sentanten,
also λ(A0) := λ(A) fu¨r ein A ∈ A0, definieren.
Weiter sei fu¨r A¨quivalenzklassen A0, B0 ∈ A:
A0 < B0 :⇔ (A0 6= B0) ∧ ∃A,B ∈ A : (A ∈ A0, B ∈ B0, A ⊂ B)
Fu¨r den Schnitt von Mengen gilt
A0 uB0 = C0 :⇔ ∃A,B,C ∈ A : (A ∈ A0, B ∈ B0, C ∈ C0, A ∩B = C)
Man beachte, daß es im Fall A0 u B0 = O durchaus Repra¨sentanten A ∈ A0, B ∈ B0
geben kann, fu¨r die A ∩ B = C 6= ∅ ist. Dann gilt aber λ(C) = 0. Damit ist C in O,
der A¨quivalenzklasse der leeren Menge. enthalten. A¨hnlich werden die Mengenoperationen
∪,∩ und \ auf A u¨bertragen.
Eine A¨quivalenzklasse heiße zusammenha¨ngend, falls alle Elemente A der A¨quivalenzklas-
se, die aus mehreren Zusammenhangskomponenten bestehen, nur eine Zusammenhangs-
komponente mit positivem Lebesgue-Maß haben. Dabei heiße eine Menge Z ⊂ A Zusam-
menhangskomponente von A, falls Z zusammenha¨ngend ist und keine zusammenha¨ngende
Menge B ⊂ A existiert mit Z ( B ⊂ A.
Im folgenden wird – eigentlich falsch – von ”Mengen“ A aus A gesprochen werden. Man
vergleiche zu dieser verku¨rzenden, legeren Sprechweise die allgemein in der Mathematik
u¨bliche Sprechweise von ”Funktionen“ f ∈ L
p(B(M),B(R)), obwohl f in diesem Fall eine
A¨quivalenzklasse bezeichnet und gar nicht punktweise ausgewertet werden kann. Dement-
sprechend wird auch die Notation der Mengenoperationen ∩,∪,⊂ fu¨r die A¨quivalenzklas-
sen beibehalten. Im folgenden wird A auch als Mengensystem bezeichnet, obwohl Quoti-
entenraum eines Mengensystems die korrekte Bezeichnung wa¨re.
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Bemerkung 3.2.8 (Translationseigenschaften der Metrik d)
Offensichtlich ist die Metrik d translationsinvariant. Denn es gilt fu¨r alle A,B ∈ A und
t ∈M mit A+ t ⊂M und B + t ⊂M : d(A,B) = d(A+ t, B + t).
Zusa¨tzlich zu dieser Translationsinvarianz besitzt d noch eine bedingte einseitige Transla-
tionsinvarianz:
Es sei M ⊂ Rm kompakt. Weiter seien vier Mengen A1, A2, B1, B2 ∈ A gegeben, wobei
λ(A1) = λ(A2) und λ(B1) = λ(B2) sei. Dann gilt:
λ(A1 ∩B1) > λ(A2 ∩B2)⇒ d(A1, B1) < d(A2, B2)
Gilt jedoch λ(A1 ∩B1) = 0 und λ(A2 ∩B2) = 0, so ist d(A1, B1) = d(A2, B2) unabha¨ngig
von der Entfernung der Mengen im Sinne eines Hausdorff-Abstands oder der Lage der
Mengen.
A B
a) λ(A ∩B) > 0
A B
b) λ(A ∩B) = 0
A
B
c) λ(A ∩B) = 0
Abbildung 3.7: Bedingte einseitige Translationsinvarianz der Metrik d:
Sobald zwei Mengen einen Schnitt haben, der einer λ-Nullmenge ent-
spricht, hat die Lage dieser beiden Mengen keine Auswirkung auf ihren
Abstand in der Metrik d. Der Abstand der Mengen A und B in Skizze
b) und c) ist gleich und gro¨ßer als der in Skizze a).
Es gilt also fu¨r alle A,B ∈ A mit λ(A) > 0, λ(B) > 0 und λ(A ∩B) = 0:
∀t ∈M,B + t ∈ A : λ(A ∩ (B + t)) = 0⇒ d(A, (B + t)) = d(A,B)
Man vergleiche dazu auch Abbildung 3.7.
Bemerkung 3.2.9 (Gro¨ßenabha¨ngigkeit der Metrik d)
Der Abstand, gemessen in der Metrik d, ist abha¨ngig von der Gro¨ße der beteiligten Men-
gen, da diese Metrik nur u¨ber das Lebesguemaß der Differenz definiert ist. Abbildung 3.8
veranschaulicht den Effekt, der daraus entsteht. Die Tatsache, daß Absta¨nde von der Gro¨-
ße der beteiligten Mengen abha¨ngig sind, wird insbesondere bei der Diskretisierung der
Mengen in Abschnitt 4.2 Schwierigkeiten bereiten (vgl. Bemerkung 4.2.16, S. 159).
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A
B
D
C
Abbildung 3.8: Der Abstand gemessen in der Metrik d ist abha¨ngig von
der Gro¨ße der verglichenen Mengen: d(A,B) ist gro¨ßer als d(C,D).
3.2.2 Bedingungen an das Mengensystem A
Fu¨r die spa¨teren Beweise ist es no¨tig, daß A die Bedingungen der Definition 3.2.10 erfu¨llt.
Definition 3.2.10
Erfu¨llt ein Mengensystem A = A/ ∼ die Eigenschaften
(OM) O ∈ A und M ∈ A, und
(A) A ist abgeschlossen in (B(M)/ ∼, d),
so heiße A ein erlaubtes Mengensystem.
Bemerkung 3.2.11
Aus der Eigenschaft (OM) folgt, daß das erlaubte Mengensystem A nicht leer ist. Zusa¨tz-
lich kann man noch eine weitere Eigenschaft fu¨r das erlaubte Mengensystem fordern:
(DE) fu¨r alle A,B ∈ A mit A ( B gilt:
λ(B) = sup
C∈A,A(C(B
λ(C) und λ(A) = inf
C∈A,A(C(B
λ(C)
Dabei heiße die Eigenschaft (DE) Dichteeigenschaft. Fu¨r ein erlaubtes Mengensystem mit
Dichteeigenschaft gilt: Ist M 6= O, so ist |A| = ∞. Denn es gilt: ∀A,B ∈ A : ∃C ∈
A \ {A,B} : A ( C ∧ C ( B.
Die Dichteeigenschaft spielt fu¨r die spa¨teren Beweise keine Rolle. Dennoch ist es im Sinne
eines Segmentierungsproblems, wenn die erlaubten Segmente die Dichteeigenschaft erfu¨l-
len. Ist A beispielsweise ein Menge von Rechtecken, so sollte zwischen zwei Rechtecken
A,B mit A ⊂ B immer noch ein Rechteck C liegen, daß auch im erlaubten Mengensystem
liegt.
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Beispiel 3.2.12
Sei A := {[0, t] | t ∈ [0, 1]}. Beim U¨bergang zur Quotientenmenge stellt man fest, daß jede
A¨quivalenzklasse nur einen Repra¨sentanten hat. Daher ist es legitim, A = {[0, t] | t ∈ [0, 1]}
zu schreiben. Die Bedingungen (0M), (A) und (DE) der Definition 3.2.10 sind, wie man
leicht nachweist, erfu¨llt. Man kann sogar zeigen, daß A zu [0, 1] homo¨omorph ist. Auch fu¨r
A′ := {[0, t[, ]0, t], ]0, t[ | t ∈ [0, 1]} gilt: A′ := A′/ ∼= A.
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3.3 Das System der Segmentierungen
Das Mengensystem der erlaubten Mengen nach Definition 3.2.10 ermo¨glicht es, Bedingun-
gen an die einzelnen Segmente einer Segmentierung heranzutragen. Es bietet sich z. B. an
fu¨r Segmentierungsprobleme ein erlaubtes Mengensystem von zusammenha¨ngenden Men-
gen zu benutzen (vgl. auch Abschnitt 2.2, insbesondere (2.1)). Vorsicht ist allerdings beim
Zusammensetzen der einzelnen Mengen aus A zu einer disjunkten Zerlegung von M gebo-
ten: Ist A,B mit A∪B =M,A∩B = O eine Zerlegung der Menge M , so ist B =M \A,
aber aus dem Zusammenhang von A folgt nicht der Zusammenhang von M \ A = B.
Daher ist eine genauere Definition des Begriffes ”Segmentierung durch erlaubte Mengen“
erforderlich.
Definition 3.3.1 (System der Segmentierungen)
Sei A ein erlaubtes Mengensystem, A ∈ A und k ∈ N. Dann sei Sk(A, A) definiert durch
Sk(A, A) :=
{
B ∈ ℘(A) |
⊎
B∈B
B = A, |B| ≤ k, |B \ {O}| < k ⇒ O ∈ B}
Sk(A, A) heiße das System der Segmentierungen von A durch k erlaubte Mengen. Eine
Menge heiße dabei erlaubt, wenn sie im Mengensystem A enthalten ist.
Ist B ∈ Sk(A, A), so heißen die Mengen B ∈ B die Segmente oder Niveaumengen der
Segmentierung B. Ist B 6= O, so heiße B auch echtes Segment. O heiße das leere Segment.
Meist ist A = M . In diesem Fall wird Sk(A) := Sk(A,M) notiert. Bis auf den Abschnitt
3.7.1 wird dies im folgenden fast immer der Fall sein.
Bemerkung 3.3.2
a) Bei Sk(A) handelt es sich um die Menge der disjunkten Zerlegungen von M durch
ho¨chstens k Mengen aus A. Entha¨lt eine Segmentierung weniger als k echte Seg-
mente, so ist das leere Segment O in der Segmentierung enthalten. Diese Vorschrift
mußte gemacht werden, um die Abgeschlossenheit des Systems der Segmentierungen
garantieren zu ko¨nnen (vgl. Satz 3.3.13): Konvergiert in einer konvergenten Folge
von Segmentierungen eine Folge von Segmenten gegen das leere Segment, so muß
dieses auch in der Zielsegmentierung enthalten sein, wenn das System abgeschlossen
sein soll. Da aber O nicht die leere Menge ∅ ist, sondern eine A¨quivalenzklasse, mußte
die Definition 3.3.1 diese etwas technische Vorschrift enthalten. Man beachte, daß
aus der Definition folgt: ∀A ∈ Sk(A) : O 6∈ A⇒ |A| = k.
Statt einer Tupelschreibweise wurde die Mengenschreibweise der Zerlegungen ge-
wa¨hlt, um Identita¨tsprobleme bei gleichen Zerlegungen in verschiedener Reihenfolge
zu vermeiden.
b) Gelegentlich wird in dieser Arbeit auch von einer ”Segmentierung einer Funktion
f : M → Rd“ die Rede sein. Gemeint ist dann immer die Segmentierung des Defini-
tionsbereichs M der Funktion f .
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Beispiel 3.3.3
Fu¨r A := {[0, t] | t ∈ [0, 1]} – wie in Beispiel 3.2.12 – ist S2(A) = {{[0, 1], O}}. Dieses
System der Segmentierungen ist natu¨rlich akademisch.
Ist A′ := {[x1, x2] | x1, x2 ∈ [0, 1]}, so ergibt sich
S2(A′) = {{[0, t], [t, 1]} | t ∈ [0, 1]} = {{A, [0, 1] \A} | A ∈ A}
Man beachte bei diesem Beispiel, daß [0, t] und [t, 1] nur Repra¨sentanten ihrer A¨quivalenz-
klasse sind und im Quotientenraum A′ durchaus [0, t] ∩ [t, 1] = O gilt.
Bemerkung 3.3.4
Um Absta¨nde zwischen Elementen aus Sk(A) beschreiben zu ko¨nnen, wird eine von d
induzierte Metrik auf Sk(A) definiert.
Definition 3.3.5 (Metrik der Segmentierungen)
Auf ℘k(B(M)/ ∼) sei τ wie folgt definiert:
τ :
℘k(B(M)/ ∼)× ℘k(B(M)/ ∼)→ R+
(A,B) 7→ ∑
A∈A
min
B∈B
d(A,B)
Mit dieser Definition sei
d′ : ℘k(B(M)/ ∼)× ℘k(B(M)/ ∼)→ R+
(A,B) 7→ max{τ(A,B), τ(B,A)}
definiert.
Die Einschra¨kung von d′ auf Sk(A)×Sk(A) heißt die Metrik der Segmentierungen Sk(A).
Lemma 3.3.6
d′ ist eine Metrik auf ℘k(B(M)/ ∼)
Beweis:
Die Symmetrie ist offensichtlich und die Dreiecksungleichung ergibt sich aus den Metrik-
eigenschaften von d. Auch ist offensichtlich, daß d′ zwei identischen Segmentierungen den
Abstand null zuordnet. Seien also A,B ∈ ℘k(B(M)/ ∼) mit d(A,B) = 0 gegeben. Dann
gilt jedoch mit Definition 3.3.5:
∀A ∈ A : ∃B ∈ B : d(A,B) = 0⇒ A = B
und
∀B ∈ B : ∃A ∈ A : B = A
Daher folgt A = B.
2
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Bemerkung 3.3.7
Fu¨r k = 1 ist d′ auf S1(A) genau die Metrik d. Natu¨rlich ist das System der Segmentie-
rungen von M durch eine Menge trivial: Es ist S1(A) = {{M}}. Allerdings kann man im
Fall k = 1 die Metrik d′ kanonisch zur Metrik d auf A fortsetzen. Daher wird im folgenden
d′ mit d notiert. Die genaue Definition sollte immer aus dem Zusammenhang bekannt sein.
Beispiel 3.3.8
Abbildung 3.9 zeigt einige Beispiele fu¨r Distanzen gemessen in der Metrik d auf S5(A). Es
ist dabei zu beachten, daß, wenn sich nur zwei Segmente zweier Segmentierungen unter-
scheiden, dieselbe Vera¨nderung zweimal geza¨hlt wird. Denn wenn ein Segment von einer
Segmentierung zur na¨chsten kleiner geworden ist, muß ein anderes Segment oder mehrere
andere Segmente aufgrund der disjunkten Zerlegungseigenschaft gro¨ßer geworden sein:
In der Beispielskizze von Abbildung 3.9 ist d(A,A′) = d(A1, A′1)+d(A2, A′2) = 5+5 = 10.
Man vergleiche dazu auch Lemma 3.3.9.
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Abbildung 3.9: In diesem Beispiel ist d(A,A′) = 10, d(A′,A′′) = 8 und
d(A,A′′) = 18.
Ebenso wie die Metrik auf A, verha¨lt sich auch die Metrik d der Segmentierungen unge-
wohnt, wenn sich Segmente, die sich minimal unterscheiden, nicht u¨berlappen (vgl. Abbil-
dung 3.10).
Lemma 3.3.9
Seien A,B ∈ A. Dann gilt:
d(A,B) = d(M \A,M \B)
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Abbildung 3.10: Es gilt: d(A,A′) = d(A,A′′) = d(A′,A′′).
Beweis:
Es ist
d(M \A,M \B) = λ(M \A ∪M \B)− λ(M \A ∩M \B)
= λ(M \ (A ∩B))− λ(M \ (A ∪B))
= λ(M)− λ(A ∩B)− λ(M) + λ(A ∪B)
= λ(A ∪B)− λ(A ∩B)
= d(A,B)
2
Satz 3.3.10
Genu¨gt A den Bedingungen in Definition 3.2.10, so ist S2(A) abgeschlossen in
(℘k(B(M)/ ∼), d).
Beweis:
Sei (An)n∈N eine Folge in S2(A) mit lim
n→∞An = A∞. Zu zeigen ist, daß A∞ ∈ S2(A) gilt.
Nach Definition 3.3.1 muß fu¨r alle n ∈ N |An| = 2 gelten. Sei also An = {An, Bn} fu¨r
n ∈ N.
O. B. d. A. gelte fu¨r alle n ∈ N der Abstand d(An, An+1) ≤ d(An, Bn+1). Dies ist durch
Umbezeichnung immer mo¨glich. Dann folgt mit Lemma 3.3.9 d(Bn, Bn+1) = d(An, An+1)
und d(Bn, An+1) = d(An, Bn+1). Da aber nach Voraussetzung d(An, Bn+1) ≥ d(An, An+1)
gilt, folgt aus der Definition 3.3.5 der Metrik d:
d({An, Bn}, {An+1, Bn+1}) = d(An, An+1) + d(Bn, Bn+1)
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Aus der Konvergenz von ({An, Bn})n∈N folgt dann die Existenz von Mengen A∞, B∞ ∈
A∞ mit
∀ε > 0 : ∃n0 ∈ N : ∀n > n0 : d(An, A∞) ≤ 12ε ∧ d(Bn, B∞) ≤
1
2
ε (3.1)
Daher ist ({An})n∈N eine Folge in A, die gegen A∞ konvergiert. Da A abgeschlossen
ist, folgt A∞ ∈ A. Analog ist B∞ ∈ A. Daher bleibt nur noch λ(A∞ ∩ B∞) = 0 und
λ(A∞ ∪B∞) = λ(M) zu zeigen, um {A∞, B∞} ∈ S2(A) nachzuweisen.
Aber mit der Aussage (3.1) und der Definition 3.3.5 von d folgt fu¨r alle n > n0:
λ(An \A∞) < 12ε, λ(A∞ \An) <
1
2
ε, λ(Bn \B∞) < 12ε, λ(B∞ \Bn) <
1
2
ε
Fu¨r A∞ ∩B∞ gilt
A∞ ∩B∞ ⊆
(
(A∞ ∩B∞) \ (An ∩Bn)
) ∪ (An ∩Bn)
= (An ∩Bn) ∪
(
(A∞ \ (An ∩Bn)) ∪ (B∞ \ (An ∩Bn))
)
⊆ (An ∩Bn) ∪ (A∞ \An) ∪ (B∞ \Bn) (3.2)
und daher
λ(A∞ ∩B∞) ≤ λ(An ∩Bn) + λ(A∞ \An) + λ(B∞ \Bn)
= 0 +
1
2
ε+
1
2
ε = ε
Da An unionmultiBn =M ⊇ A∞ ∪B∞ gelten muß, ist
A∞ ∪B∞ = (An unionmultiBn) \ (An \ (A∞ ∪B∞) unionmultiBn \ (A∞ ∪B∞))
⊇ (An unionmultiBn) \ (An \A∞ unionmultiBn \B∞) (3.3)
und somit gilt
λ(A∞ ∪B∞) ≥ λ((An unionmultiBn) \ (An \A∞ unionmultiBn \B∞)
≥ λ(An unionmultiBn)− (λ(An \A∞) + λ(Bn \B∞))
= λ(M)−
(
1
2
ε+
1
2
ε
)
= λ(M)− ε
Da ε beliebig war, folgt die Behauptung.
2
Lemma 3.3.11
Fu¨r A,B ∈ A gilt:
d(A,B) <
λ(A)
2
⇒ λ(A ∩B) > λ(A)
2
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Beweis:
Es ist
d(A,B) <
λ(A)
2
⇒ λ(A \B) + λ(B \A) < λ(A)
2
⇒ λ(A \B) < λ(A)
2
[A \B = A \ (A ∩B)] ⇒ λ(A \ (A ∩B)) < λ(A)
2
⇒ λ(A)− λ(A ∩B) < λ(A)
2
⇒ λ(A)− λ(A)
2
< λ(A ∩B)
⇒ λ(A)
2
< λ(A ∩B)
2
Lemma 3.3.12
Sei (A(n))n∈N eine Folge in Sk(A), die gegen ein A = {A1, . . . , Al} konvergiert. Dann ist
{A1, . . . , Al} paarweise disjunkt und es existiert ein n0 ∈ N, so daß gilt:
Fu¨r alle i ∈ {1, . . . , l} mit Ai 6= O la¨ßt sich eine Folge (A(n)i ) n∈N
n>n0
konstruieren, so daß gilt:
i. lim
n→∞
n>n0
A
(n)
i = Ai
ii. ∀n ∈ N, n > n0 : A(n)i ∈ A(n) ist eindeutig bestimmt.
iii. ∀i ∈ {1, . . . , l} : Ai ∈ A
iv. Fu¨r alle n ∈ N mit n > n0 sind die A(n)i fu¨r i ∈ {1, . . . , l} mit Ai 6= O paarweise
disjunkt.
Beweis:
Sei A = limn→∞A(n) und {A1, . . . , Al} = A \ {O}. Sei ε > 0 derart, daß fu¨r alle Ai mit
1 ≤ i ≤ l gilt: ε < 12λ(Ai).
Dann folgt aus der Konvergenz der Folge {A(n)1 , . . . , A(n)k }n∈N, daß ein n0 existiert mit
∀n ≥ n0 : d(A(n), {A1, . . . , Al}) ≤ d(A(n),A) < ε
Sei i ∈ {1, . . . , l} beliebig. Aus der Definition 3.3.5 von d folgt, daß fu¨r alle n > n0
ein Segment A(n)i ∈ A(n) existiert mit d(Ai, A(n)i ) < ε. Insbesondere gilt damit nach
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Voraussetzung d(Ai, A
(n)
i ) <
1
2λ(Ai). Damit ist aber nach Lemma 3.3.11 λ(A
(n)
i ∩ Ai) >
λ(Ai)
2 . Dies kann aber, da die Segmente in A
(n) paarweise disjunkt sind, nur fu¨r genau ein
Segment inA(n) gelten. Daher folgen mit der Konvergenz von (A(n))n∈N die Behauptungen
i. und ii.
Aus der Abgeschlossenheit von A folgt die Behauptung iii.
Weiter gilt fu¨rAi, Aj ∈ {A1, . . . , Al}:Ai 6= Aj ⇒ Ai∩Aj = O Denn: Es istAi∩Aj ⊇ (A(n)i ∩
A
(n)
j )∪ (Ai \A(n)i )∪ (Aj \A(n)j ). Daher folgt die Behauptung iv. analog zur Beweisfu¨hrung
von Satz 3.3.10 (vgl. dort Gleichung (3.2)).
2
Satz 3.3.13
Sk(A) ist abgeschlossen in (℘k(B(M)/ ∼), d).
Beweis:
Sei (A(n))n∈N eine Folge in Sk(A), die gegen ein {A1, . . . , Al} konvergiert. Mit Lemma
3.3.12 sind dann alle Elemente von {A1, . . . , Al} paarweise disjunkt und aus A. Daher
bleibt nur noch
lim
n→∞
n>n0
λ(M \
l⋃
i=1
A
(n)
i ) = 0
zu zeigen.
Mit Lemma 3.3.12 existiert ein n0 derart, daß fu¨r jedes i ∈ {1, . . . , l} eine eindeutig
bestimmte Folge (A(n)i ) n∈N
n>n0
existiert, mit ∀n > n0 : A(n)i ∈ A(n) und limn→∞n>n0 A
(n)
i = Ai.
Außerdem sind diese Folgen paarweise verschieden.
Da
⊎
A∈A(n) A =M ⊇
⊎l
i=1Ai gelten muß, ist
l⊎
i=1
Ai =
⊎
A∈A(n)
A \ ( ⊎
A∈A(n)
(A \
l⊎
i=1
Ai)
)
⊇
⊎
A∈A(n)
A \ ( l⊎
i=1
(A(n)i \
l⊎
i=1
Ai)
)
⊇
⊎
A∈A(n)
A \ ( l⊎
i=1
(A(n)i \Ai)
)
Daher la¨ßt sich die Behauptung analog zur Beweisfu¨hrung von Satz 3.3.10 (vgl. dort Glei-
chung (3.3)) zeigen.
Anmerkung: Fu¨r alle Folgen (B(n)) n∈N
n>n0
mit ∀n > n0 : B(n) ∈ A(n) und ∀n > n0 : B(n) 6∈
{A(n)1 , . . . , A(n)l } gilt: limn∈N
n>n0
B(n) = O. Daher muß in Definition 3.3.1 gefordert werden, daß
alle Segmentierungen mit weniger als k echten Segmenten das leere Segment O enthalten.
2
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Bemerkung 3.3.14
In Bemerkung 3.3.7 wird deutlich, daß das System der Segmentierungen S1(A) = {{M}}
ho¨chstens von akademischen Interesse ist. Es sei daher im Rest der Arbeit fu¨rSk(A) immer
k ≥ 2 gefordert.
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3.4 Die Klasse der erlaubten Funktionen
Die Klasse der erlaubten Funktionen bestimmt in erheblicher Weise das Approximations-
problem. In dieser Arbeit wird das Approximationsproblem auf einer Menge A ∈ A durch
orthogonale Projektion gelo¨st. Dafu¨r beno¨tigt man allerdings ein Skalarprodukt und eine
orthonormale Basis des Funktionenraums. Dieses Skalarprodukt – und damit die Ortho-
normalbasis – sollte abha¨ngig von der Menge A sein. Das Mengensystem bestimmt also
die Basen des Funktionenraums, mit dem stu¨ckweise approximiert wird. Im Mittelpunkt
dieses Abschnitts steht daher weniger der Funktionenraum der erlaubten Funktionen als
vielmehr seine Darstellung bezu¨glich der Orthonormalbasis des jeweiligen durch ein Seg-
ment bestimmten Skalarprodukts.
Ist E ein vollsta¨ndiger normierter reeller Vektorraum mit Norm ‖·‖, so sei im folgenden
f ∈ L2(B(M),B(E)) das Bild, wobei M ⊂ Rk mit λ(M) > 0 kompakt sei.
Definition 3.4.1
Fu¨r ein System erlaubter Mengen A sei σ(A) ⊂ B(M)/ ∼ die kleinste σ-Algebra, die A
entha¨lt.
Definition 3.4.2 (Erlaubte Funktionen)
Sei V ⊂ L2(B(M),B(E)) ein Vektorraum stetiger Funktionen mit endlicher Basis E =
(e1, . . . , en), so daß fu¨r alle i ∈ {1, . . . , n} und A ∈ σ(A) mit λ(A) > 0 gilt:
V |A := {f |A | f ∈ V } ist ein Vektorraum mit dimV |A = n.
Erfu¨llt V diese Eigenschaft, so heiße V eine Klasse von erlaubten Funktionen.
Es existiert dann zu jedem f ∈ V |A genau ein g ∈ V mit g|A = f . Außerdem gilt ∀A ∈
σ(A) : ∀i ∈ {1, . . . , n} : λ(A) > 0⇒ ∫A ‖ei‖2dλ > 0
Bemerkung 3.4.3
Die Klasse der erlaubten Funktionen ist also nichts anderes als ein endlich dimensionaler
Vektorraum mit gutartigem Verhalten bei Einschra¨nkungen auf Mengen aus dem Mengen-
system A. Die Fragen, die sich ergeben, wenn ein solcher Funktionenraum bei Einschra¨n-
kungen auf Mengen aus A nicht gutartig, d. h. mit Dimensionsverlust, reagiert, sind von
zentraler Bedeutung in der Arbeit von Verena Lauren ([Lau03]). Deshalb soll an dieser
Stelle nicht na¨her darauf eingegangen werden.
Der Rest dieses Abschnitts wird sich mit der Frage einer geeigneten Darstellung dieses
Vektorraums bescha¨ftigen.
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Die folgende Definition 3.4.4 stellt den Zusammenhang zwischen dem Mengensystem und
einer Familie von Skalarprodukten her. Grundsa¨tzlich gilt: ”Die Menge bestimmt das Ska-
larprodukt“. Das heißt, zu jeder Menge A ∈ σ(A) existiert genau ein Skalarprodukt, bezu¨g-
lich dessen man eine Orthonormalbasis des Funktionenraums angeben kann. Dabei sollten
die einzelnen Skalarprodukte der einzelnen Mengen nicht beziehungslos nebeneinander
stehen.
Die folgende Definition fu¨hrt die Familie von Skalarprodukten, die im folgenden das Ap-
proximationsproblem beschreibt, ein.
Definition 3.4.4 (Skalarprodukte auf L2(B(M),B(E)))
Auf L2(B(M),B(E)) sei eine Menge {〈·| ·〉A | A ∈ σ(A), λ(A) > 0} von symmetrischen Bi-
linearformen definiert, derart, daß fu¨r alle A ∈ σ(A) mit λ(A) > 0 genau eine symmetrische
Bilinearform 〈·| ·〉A existiert mit
i. 〈·| ·〉A |A ist ein Skalarprodukt auf L2(B(A),B(E)). 2
ii. Fu¨r alle f, g ∈ L2(B(M),B(E)) ist | 〈f |g〉M | <∞.
iii. Fu¨r alle f, g ∈ L2(B(M),B(E)) gilt:
∀ε > 0 : ∃δ > 0 : ∀A ∈ σ(A) : λ(A) < δ ⇒ | 〈f |g〉A | < ε.
iv. Fu¨r alle A,B ∈ σ(A) mit λ(A ∩B) = 0 gilt:
∀f, g ∈ L2(B(M),B(E)) : 〈f |g〉A + 〈f |g〉B = 〈f |g〉AunionmultiB.
v. Fu¨r alle A ∈ σ(A) und alle f, g ∈ L2(B(M),B(E)) ist 〈f1A|g〉A = 〈f |g〉A.
Eine Familie von symmetrischen Bilinearformen, die diese Eigenschaften erfu¨llt, heiße er-
laubt.
Bemerkung 3.4.5
a) Die Familie der erlaubten Bilinearformen wurde auf σ(A) statt auf A definiert, um
einen Maßraum zu erhalten. Diese Eigenschaft ist in vielen Beweisen nu¨tzlich. Die
zentralen spa¨teren Aussagen werden jedoch auf A formuliert.
b) Die Bedingung iii. formuliert die Stetigkeit von Maßen.
Fu¨r jede Wahl von f und g aus L2(B(M),B(E)) ist ν : σ(A) → R+ mit ν(A) =
| 〈f |g〉A | ein Maß. Denn:
Offensichtlich ist ν ein Inhalt. Aus der Bedingung iii. folgt die ∅-Stetigkeit von ν.
Daher ist ν Pra¨maß auf einer σ-Algebra, also ein Maß (vgl. [Bau92], S. 12f).
Damit ist die Bedingung iii. nichts anderes als die Forderung der Stetigkeit des Maßes
ν bezu¨glich des Lebesgue-Maßes λ. Die angegebene Bedingung ist dann a¨quivalent
dazu, daß jede λ-Nullmenge auch eine ν-Nullmenge ist (vgl. [Bau92], S. 113).
2〈·| ·〉A ist eigentlich nur auf L2(B(M),B(E)) definiert. Funktionen aus L2(B(A),B(E)) mu¨ßen daher
auf M \ A fortgesetzt werden. In diesem Sinne sei 〈·| ·〉A |A die Biliniearform 〈·| ·〉A betrachtet nur auf
Funktionen aus L2(B(A),B(E)), die durch 0 zu Funktionen auf L2(B(M),B(E)) fortgesetzt werden.
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c) Die Bedingung v. in 3.4.4 ist fu¨r viele der spa¨teren Beweise eigentlich nicht no¨tig. Sie
soll jedoch die Thematik dieser Arbeit einschra¨nken und die Beweisfu¨hrung von zahl-
reichen Fallunterscheidungen befreien. In der Arbeit von Verena Lauren ([Lau03])
wird versta¨rkt auf die Probleme, die aus dem Auslassen dieser Bedingung folgen,
eingegangen.
d) Da nach der Definition der Klasse der erlaubten Funktionen V jede Funktion aus
V auf einem beliebigen Tra¨ger A ∈ σ(A) mit positivem Lebesgue-Maß eindeutig
bestimmt ist, ist mit Bedingung i. bei λ(A) > 0 die Bilinearform 〈.| .〉A ein Skalar-
produkt auf V . Daher wird im folgenden immer vom Skalarprodukt 〈·| ·〉A die Rede
sein.
Beim ersten Lesen der Bedingung i. ko¨nnte man sich fragen, warum 〈·| ·〉A nicht gleich
als Skalarprodukt auf L2(B(M),B(E)) definiert wird. Das folgende Beispiel zeigt unter
anderem den Sinn dieser Definition.
Beispiel 3.4.6
Ist auf E ein Skalarprodukt 〈·| ·〉 definiert und sei fu¨r A ∈ σ(A) mit λ(A) > 0 das Skalar-
produkt 〈.| .〉A : L2(B(M),B(E))× L2(B(M),B(E))→ R definiert durch
〈f |g〉A :=
∫
A
〈f |g〉dλ
Dann erfu¨llt die Familie {〈·| ·〉A | A ∈ σ(A), λ(A) > 0} die Bedingungen aus Definition3.4.4.
Denn:
i. Fu¨r alle A ∈ σ(A) mit λ(A) > 0 ist 〈·| ·〉A ist ein Skalarprodukt auf L2(B(A),B(E)).
Distributivita¨t, Kommutativita¨t und Homogenita¨t ergeben sich aus den Eigenschaf-
ten des Skalarprodukts auf E. Die positive Definitheit folgt aus der Tatsache, daß
nur Funktionen aus L2(B(A),B(E)) betrachtet werden: Eine Funktion f , fu¨r die∫
A 〈f |f〉dλ =
∫
A ‖f‖22 dλ = 0 gilt, ist auf A fast u¨berall 0, liegt also in derselben
A¨quivalenzklasse wie die Nullfunktion. Allerdings ist 〈·| ·〉A kein Skalarprodukt auf
L2(B(M),B(E)). Denn z. B. fu¨r die Funktion f := 01A + 11M\A gilt 〈f |f〉A = 0,
aber f ist nicht in der A¨quivalenzklasse der 0-Funktion in L2(B(M),B(E)), falls
λ(M \A) > 0 ist.
ii. Da 〈·| ·〉A auf dem Raum der quadratisch integrierbaren Funktionen definiert ist,
folgt die Bedingung ii. Denn mit der Ungleichung von Cauchy und Schwarz gilt fu¨r
alle f, g ∈ L2(B(A),B(E)):
∞ >
∫
M
‖f‖
2
‖g‖
2
dλ ≥
∫
| 〈f |g〉 | dλ
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iii. Der Satz von Radon-Nikodym (vgl. z. B. [Bau92], S. 116) liefert die Erfu¨llung von
Bedingung iii.: Definiert man ν(A) :=
∫
A | 〈f |g〉 | dλ, so beschreibt | 〈f |g〉 | die Dichte
des Maßes ν bezu¨glich des Lebesgue-Maßes λ. Daher existiert nach [Bau92], 17.8
Satz, S. 113, zu jedem ε > 0 ein δ > 0 mit
λ(A) < δ ⇒ ν(A) < ε
und es gilt | ∫A 〈f |g〉dλ| ≤ ∫A | 〈f |g〉 |dλ < ε.
iv. Fu¨r alle A und B aus A mit λ(A ∩B) = 0 sowie fu¨r alle f, g ∈ V gilt:
〈f |g〉A + 〈f |g〉B =
∫
A
〈f |g〉dλ+
∫
B
〈f |g〉dλ =
∫
A∪B
〈f |g〉dλ
v. Die Bedingung v. ist ebenso leicht ersichtlich.
Bemerkung 3.4.7
Das Beispiel 3.4.6 ist die hauptsa¨chliche Anwendung der Definition 3.4.4 im praktischen
Teil dieser Arbeit. Zum Beweis aller Sa¨tze der theoretischen Grundlagen der vektoriellen
Mehrniveaupassung reicht jedoch die abstrakte Definition 3.4.4 vollkommen aus. Damit ist
auch Nicht-Standardanwendungen eine theoretische Grundlage gegeben: So ko¨nnte man
z. B. u¨ber das Skalarprodukt die Approximation gewichten (vgl. auch Abschnitt 4.6.4 und
Abschnitt 6.4.1.5).
Wenn nicht anders erwa¨hnt, sei jedoch in den folgenden Beispielen dieser Arbeit die je-
weilige Familie von erlaubten Skalarprodukten immer vom Skalarprodukt des Raums E
induziert, wie es in Beispiel 3.4.6 in der Fall ist.
Bemerkung 3.4.8
Mit ‖·‖A :=
√〈·| ·〉A ist zu jedem A ∈ σ(A) mit λ(A) > 0 eine Norm auf V definiert.
Mittels des Skalarprodukts und der Norm auf V ist es mo¨glich, zu jedem A ∈ σ(A) eine
Orthonormalbasis (eA1 , . . . , e
A
n ) bezu¨glich 〈·| ·〉A anzugeben. Diese ist so allerdings nicht
eindeutig bestimmt. Im Rest der Arbeit sei jedoch bei gegebener Basis (e1, . . . , en) von V
die Orthonormalbasis (eA1 , . . . , e
A
n ) mit Hilfe des Orthogonalisierungsverfahren von Gram
und Schmidt (vgl. Algorithmus 5 (Gram-Schmidt)) entstanden.3
3Zur Verwendung dieses Verfahrens vgl. auch Lemma 3.6.21 und Bemerkung 3.6.23.
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Algorithmus 5 (Gram-Schmidt) Berechnung einer Orthonormalbasis (eA1 , . . . , e
A
n ) aus
einer Basis E = (e1, . . . , en) bezu¨glich des Skalarprodukts 〈·| ·〉A
Input: Basis E = (e1, . . . , en) des Vektorraums V ,
Skalarprodukt 〈·| ·〉A auf V
Output: Orthonormalbasis (eA1 , . . . , e
A
n ) von V bezu¨glich des Skalarprodukts 〈·| ·〉A
1: eA1 :=
e1
‖e1‖A
2: k := 1
3: while k < n do
4: e˜Ak+1 := ek+1 −
∑k
i=1
〈
eAi
∣∣ek+1〉A eAi
5: eAk+1 :=
e˜Ak+1
‖e˜Ak+1‖A
6: k ← k + 1
7: end while
8: return (eA1 , . . . , e
A
n )
Definition 3.4.9 (Ausgezeichnete Orthonormalbasis)
Sei E = (e1, . . . , en) eine Basis des Vektorraums der erlaubten Funktionen. Fu¨r A ∈ σ(A)
mit λ(A) > 0 sei (eA1 , . . . , e
A
n ) die eindeutig bestimmte Orthonormalbasis, die durch die
Orthonormalisierung von E gema¨ß dem Orthogonalisierungsverfahren nach Gram und
Schmidt (Algorithmus 5 (Gram-Schmidt)) entstanden ist.
EA := (eA1 , . . . , eAn ) sei der Bezeichner dieser Orthonormalbasis.
Fu¨r A ∈ σ(A) mit λ(A) = 0, d. h. A = O, sei EA := (0, . . . , 0).4
(eA1 , . . . , e
A
n ) heiße die ausgezeichnete Orthonormalbasis bezu¨glich des Skalarprodukts 〈·| ·〉A
und der Basis E .
Definition 3.4.10 (Koordinatendarstellung)
Fu¨r eine Basis B = (v1, . . . , vn) von V heißt die Abbildung KB : V → Rn definiert durch
KB(f) =
x1...
xn
 , mit ∑ni=1 xivi = f
die Koordinatendarstellung von f bezu¨glich der Basis B.
Bemerkung 3.4.11
Sei A ∈ σ(A) mit λ(A) > 0. Ist dann A ∈ Rn×n definiert durch A := (〈ei|ej〉A)1≤i,j≤n, so
gilt
∀f, g ∈ V : 〈f |g〉A = KE(f)tAKE(g)
4EO ist im strengen Sinne keine Basis!
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und insbesondere ist fu¨r (e1, . . . , en) = (eA1 , . . . , e
A
n )
∀f, g ∈ V : 〈f |g〉A = KEA(f)t
(
(
〈
eAi
∣∣eAj 〉A)1≤i,j≤n)KEA(g)
= KEA(f)tKEA(g)
Da EA eine Orthonormalbasis bildet, gilt
KEA(f) =

〈
f
∣∣eA1 〉A
...〈
f
∣∣eAn 〉A

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Beispiel 3.4.12
Alle hier aufgefu¨hrten Beispiele sind Konkretisierungen von Beispiel 3.4.6
i) Sei E := R mit der Multiplikation · als Skalarprodukt und V := {α | α ∈ R} der
Vektorraum der konstanten Funktionen von R nach R. Die Familie der erlaubten
Skalarprodukte sei dann definiert wie in Beispiel 3.4.6. Dann ist (1) eine Basis dieses
Raums und fu¨r A ∈ σ(A) mit λ(A) > 0 ist eA1 = 1√λ(A) die ausgezeichnete Ortho-
normalbasis bezu¨glich des Skalarprodukts 〈·| ·〉A und der Basis (1) gema¨ß Definition
3.4.9.
ii) Sei E := Rd mit dem Standardskalarprodukt 〈·| ·〉. Die Familie der erlaubten Ska-
larprodukte sei wieder definiert wie in Beispiel 3.4.6. V := {(α, . . . , α) | α ∈ R} sei
ein Vektorraum konstanter Funktionen in Rd mit Basis ((1, . . . , 1︸ ︷︷ ︸
d-mal
)). Dann ist fu¨r
A ∈ σ(A) mit positivem Lebesgue-Maß
‖(1, . . . , 1)‖2A =
∫
A
〈(1, . . . , 1)|(1, . . . , 1)〉dλ =
∫
A
ddλ = dλ(A)
Daher ist eA1 =
1√
dλ(A)
(1, . . . , 1) die ausgezeichnete Orthonormalbasis bezu¨glich des
Skalarprodukts 〈·| ·〉A und der Basis ((1, . . . , 1)) gema¨ß Definition 3.4.9.
iii) Sei E := R3 mit dem Standardskalarprodukt 〈·| ·〉 wie in ii). Mit Hilfe dieses Ziel-
raums lassen sich auch Farbbilder kodieren, indem man sie z. B. in einen Rot-, Gru¨n
und Blaukanal aufspaltet (vgl. Abschnitt 1.3.2). V sei der Vektorraum aller kon-
stanten Funktionen von M nach R3. Eine Basis dieses Raums ist (e1, e2, e3) mit
e1 := (1, 0, 0), e2 := (0, 1, 0) und e3 := (0, 0, 1). Dann ist fu¨r A ∈ σ(A) \ {O} mit
eA1 =
1√
λ(A)
e1, eA2 =
1√
λ(A)
e2, eA3 =
1√
λ(A)
e3 die Basis (eA1 , e
A
2 , e
A
3 ) die ausgezeich-
nete Orthonormalbasis bezu¨glich des Skalarprodukts 〈·| ·〉A und der Basis (e1, e2, e3)
gema¨ß Definition 3.4.9, wie man leicht nachrechnet.5
iv) Sei M := [0, 1] und E := R mit der Multiplikation reeller Zahlen als Skalarprodukt.
Die Klasse der erlaubten Funktionen sei V = {f | f(x) = ax+ t, a, t ∈ R}. Dann ist
(e1, e2) mit e1(x) := 1 und e2(x) := x eine Basis von V .
Weiter sei A := {[0, t] | t ∈ [0, . . . , 1]}. Daraus ergibt sich fu¨r [0, t] ∈ A mit t > 0:
e
[0,t]
1 (x) =
1√
t
und e[0,t]2 (x) = 2
√
3
t3
(x− 1
2
t)
5Natu¨rlich la¨ßt sich diese Basis auch fu¨r beliebige Rd mit d 6= 3 vollkommen analog definieren.
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3.5 Problemstellung
Dieses Unterkapitel dient dazu, das Approximationsproblem, das die vektorielle k-Niveau-
passung darstellt, zu formulieren.
Dabei werden die Konzepte der beiden vorangegangen Abschnitte zusammenfließen: Auf
der einen Seite das System der Segmentierungen von M durch k erlaubte Mengen und
auf der anderen Seite die Klasse der erlaubten Funktionen. Ziel dabei ist es, ein Approxi-
mationsproblem zu formulieren, das ein gegebenes Bild f durch eine stu¨ckweise definierte
Funktion approximiert. Diese Funktion wird auf den einzelnen Segmenten einer Segmen-
tierung des Definitionsbereichs von f durch k erlaubte Mengen durch eine Funktion aus
der Klasse der erlaubten Funktionen beschrieben.
Das wichtigste Ergebnis dieses Abschnitts wird sein, daß sich das Problem, Mengen und
Funktionen zu finden, die den Abstand zum Bild minimieren, auf ein Problem reduzieren
la¨ßt, das nur u¨ber die Segmentierungen parametrisiert ist. Die Segmentierung wird also
die zu verwendenden Funktionen bestimmen.
Weiter werden verschiedene Formulierungen, die zueinander a¨quivalent sind, vorgestellt.
Je nach Problem – ob Beweis oder Algorithmus – erlauben es diese unterschiedlichen
Darstellungen des Problems, die jeweils gu¨nstigste zu wa¨hlen.
Im ersten Abschnitt dieses Unterkapitels wird die Segmentierung mit zwei Segmenten, also
die 2-Niveaupassung, betrachtet, weil dieser Fall eine einfache Parametrisierung erlaubt.
Die Ergebnisse lassen sich dann im zweiten Abschnitt leicht auf den Fall der Segmentierung
mit einer ho¨heren Anzahl von Niveaumengen u¨bertragen.
3.5.1 Die Zwei-Niveau-Situation
Im Falle von zwei Niveaus ist S2(A) = {{A,M \ A} | A ∈ A,M \ A ∈ A}, d. h. bei der
Auswahl von A ∈ A ist darauf zu achten, daß auch M \ A in A enthalten ist, um mit
{A,M \A} eine Segmentierung von M durch zwei erlaubte Mengen zu erhalten.
In diesem Abschnitt soll jedoch zuna¨chst auf die U¨berpru¨fungM\A ∈ A verzichtet werden.
Es werden also Segmentierungen der Form {{A,M \A} | A ∈ A} betrachtet. Diese Menge
ist eine Obermenge von S2(A), die eine einfachere Parametrisierung – mit nur einer Menge
als Parameter – erlaubt, da mit A die zweite Menge der SegmentierungM \A automatisch
gegeben ist. Aus Gru¨nden der U¨bersicht wird an dieser Stelle also nur dieses System der
Segmentierungen verwendet. Man beachte daher im folgenden, daß M \A nicht in A sein
muß. Allerdings muß M \A in σ(A), der kleinsten σ-Algebra, die A entha¨lt, sein.
Ziel der 2-Niveaupassung ist es, eine Menge A ∈ A und zwei Funktionen g1, g2 ∈ V so zu
bestimmen, daß sie die Funktion
Φ˜ :
A× V × V → R
(A, g1, g2) 7→
∥∥f − g11A − g21M\A∥∥2M
minimieren. ‖·‖M sei dabei definiert wie in Bemerkung 3.4.8, also induziert von der Fa-
milie der erlaubten Skalarprodukte (vgl. Definition 3.4.4). Die Existenz eines Minimums
der Funktion Φ˜ muß allerdings noch gesichert werden. Dies geschieht im anschließenden
Unterkapitel 3.6.
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Bemerkung 3.5.1
a) Aus den Eigenschaften der Familie der erlaubten Skalarprodukte (vgl. Definition
3.4.2) folgt:
Φ˜(A, g1, g2)
=
∥∥f − g11A − g21M\A∥∥2M
=
〈
f − g11A − g21M\A
∣∣f − g11A − g21M\A〉M
=
〈
f − g11A − g21M\A
∣∣f − g11A − g21M\A〉A
+
〈
f − g11A − g21M\A
∣∣f − g11A − g21M\A〉M\A
= 〈f − g1|f − g1〉A + 〈f − g2|f − g2〉M\A
= 〈f |f〉A − 2 〈f |g1〉A + 〈g1|g1〉A
+ 〈f |f〉M\A − 2 〈f |g2〉M\A + 〈g2|g2〉M\A
= ‖f‖2M − 2 〈f |g1〉A + 〈g1|g1〉A − 2 〈f |g2〉M\A + 〈g2|g2〉M\A
Da ‖f‖2M fu¨r jede Wahl von A ∈ A und g1, g2 ∈ V konstant ist, genu¨gt es also, im
folgenden den Term
Φ(A, g1, g2) := Φ˜(A, g1, g2)− ‖f‖2M
= 〈g1|g1〉A − 2 〈f |g1〉A + 〈g2|g2〉M\A − 2 〈f |g2〉M\A
zu betrachten.
b) Weil V eine endliche Basis besitzt, existiert fu¨r jedes g ∈ V eine Darstellung be-
zu¨glich dieser Basis. Da mit Definition 3.4.9 fu¨r jede erlaubte Menge A ∈ A \ {O}
bzw. A ∈ σ(A) \ {O} eine ausgezeichnete Orthonormalbasis EA = (eA1 , . . . , eAn ) exi-
stiert, bietet es sich an, fu¨r jede Funktion g ∈ V , die nur auf A ausgewertet werden
soll, die Darstellung von g bezu¨glich dieser Basis zu wa¨hlen: g =
∑n
i=1 αie
A
i . Da-
her kann man die Funktion Φ u¨ber die Koeffizienten der Darstellung zur jeweiligen
Orthonormalbasis parametrisieren:
Φ′(A,α1, . . . , αn, β1, . . . , βn) := Φ(A,
n∑
i=1
αie
A
i ,
n∑
i=1
βie
M\A
i ),
(Dabei gilt nach Definition 3.4.9 eAi := 0 fu¨r i ∈ {1, . . . , n} fu¨r Mengen A ∈ σ(A)
mit leerem Lebesgue-Maß.)
Φ′ hat als Definitionsbereich die Menge A×Rn×Rn. Da eine Unterscheidung von Φ
und Φ′ aus der Parametrisierung eindeutig hervorgeht, wird Φ′ wieder mit Φ bezeich-
net. Ebenso bezeichnet in legerer Schreibweise fu¨r α = (α1, . . . , αn) ∈ Rn und β =
(β1, . . . , βn) ∈ Rn der Ausdruck Φ(A,α, β) die Funktion Φ(A,α1, . . . , αn, β1, . . . , βn).
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Definition 3.5.2
Fu¨r f ∈ L2(B(M),B(E)) sei γf : σ(A)→ Rn definiert durch
γf (A) :=


〈
f
∣∣eA1 〉A
...〈
f
∣∣eAn 〉A
 , falls λ(A) > 0
0 , sonst
Fu¨r 1 ≤ i ≤ n bezeichne γf (A)i den i-ten Eintrag des Vektors γf (A).
Satz 3.5.3
Fu¨r alle A ∈ A und α, β ∈ Rn gilt
Φ(A,α, β) ≥ Φ(A, γf (A)t, γf (M \A)t)
Beweis:
Sei λ(A) = 0, also A = O. Dann ist Φ(A,α, β) =
〈∑n
i=1 βie
M
i
∣∣∣ ∑nj=1 βjeMj 〉
M
−
2
〈∑n
i=1 βie
M
i
∣∣f〉
M
= Φ(A, x, β) fu¨r beliebige x ∈ Rn, also insbesondere auch fu¨r x =
γf (A)t = γf (O)t = 0. Weil die Behauptung fu¨r den Fall λ(A) = λ(M), also A = M ,
vollkommen analog gezeigt werden kann, reicht es nun aus, die Behauptung fu¨r alle A ∈ A
mit λ(A) > 0 und λ(M \A) > 0 zu zeigen.
Sei also A ∈ A mit λ(A) > 0 und λ(M \A) > 0. Dann gilt mit Bemerkung 3.5.1 a)
Φ(A,α1, . . . , αn, β1, . . . , βn) ≥ Φ(A, γ1, . . . , γn, η1, . . . , ηn)
⇔∥∥∥∥∥∥f −
n∑
i=1
αie
A
i 1A −
n∑
j=1
βje
M\A
j 1M\A
∥∥∥∥∥∥
M
≤
∥∥∥∥∥∥f −
n∑
i=1
γie
A
i 1A−
n∑
j=1
ηje
M\A
j 1M\A
∥∥∥∥∥∥
M
Daher genu¨gt es zu zeigen, daß das Tupel (γf (A)t, γf (M \A)t) die Funktion
Rn × Rn → R+
(α, β) 7→
∥∥∥f −∑ni=1 αieAi 1A −∑nj=1 βjeM\Aj 1M\A∥∥∥
M
minimiert.
Da nach Definition 3.4.4 iv.∥∥∥∥∥∥f −
n∑
i=1
αie
A
i 1A −
n∑
j=1
βje
M\A
j 1M\A
∥∥∥∥∥∥
2
M
=
∥∥∥∥∥f −
n∑
i=1
αie
A
i
∥∥∥∥∥
2
A
+
∥∥∥∥∥f −
n∑
i=1
βie
M\A
i
∥∥∥∥∥
2
M\A
gilt, kann man das Minimierungsproblem fu¨r α und β getrennt betrachten. Nach [Die85]
(6.3.1, S. 118) ist aber
∥∥f −∑ni=1 αieAi ∥∥2A genau dann minimal, wenn ∑ni=1 αieAi die or-
thogonale Projektion von f auf den Vektorraum V bezu¨glich des Skalarprodukts 〈·| ·〉A ist.
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Ist jedoch
∑n
i=1 αie
A
i diese orthogonale Projektion, so muß, da (e
A
1 , . . . , e
A
n ) eine Ortho-
normalbasis von V bezu¨glich des Skalarprodukts 〈·| ·〉A ist, fu¨r alle 1 ≤ j ≤ n
0 =
〈
f −
n∑
i=1
αie
A
i
∣∣∣∣∣eAj
〉
A
=
〈
f
∣∣eAj 〉A − αj
gelten und daher muß αj =
〈
f
∣∣∣eAj 〉
A
sein. Analog zeigt man, daß βj =
〈
f
∣∣∣eM\Aj 〉
M\A
fu¨r
1 ≤ j ≤ n gelten muß. Damit folgt die Behauptung mit Definition 3.5.2.
2
Bemerkung 3.5.4
Bei der Beweisfu¨hrung des Satzes 3.5.3 handelt es sich um ein Beispiel der Optimalita¨ts-
suche u¨ber orthogonale Projektion auf den Raum V |A mit λ(A) > 0 beschrieben durch∑n
i=1 γf (A)ie
A
i =
∑n
i=1
〈
f
∣∣eAi 〉A eAi .
γf (A) ist also der Vektor der orthogonalen Projektion der Einschra¨nkung von f auf A
bezu¨glich des Skalarprodukts 〈·| ·〉A. Man kann – streng genommen – nur innerhalb des
Vektorraums L2(B(A),B(E)) von orthogonaler Projektion auf den Raum V |A sprechen.
(Man siehe auch Fußnote zu 3.4.4 i.). Da aber dimV |A = dimV gilt und die Funktion f
nur auf A betrachtet wird, ist das Vorgehen im Beweis mit 3.4.4 v. legitim, wenn auch
mathematisch vereinfacht dargestellt.
Lemma 3.5.5
Fu¨r alle A ∈ σ(A) gilt: ∥∥∥∥∥f −
n∑
i=1
γf (A)ieAi
∥∥∥∥∥
2
A
= ‖f‖2A − ‖γf (A)‖22
Beweis:
Weil
∑n
i=1 γf (A)ie
A
i die Orthogonalprojektion von f |A auf VA bezu¨glich 〈·| ·〉A ist, folgt:∥∥∥∥∥f −
n∑
i=1
γf (A)ieAi
∥∥∥∥∥
2
A
=
〈
f −
n∑
i=1
γf (A)ieAi
∣∣∣∣∣f −
n∑
i=1
γf (A)ieAi
〉
A
=
〈
f
∣∣∣∣∣f −
n∑
i=1
γf (A)ieAi
〉
A
−
〈
n∑
i=1
γf (A)ieAi
∣∣∣∣∣f −
n∑
i=1
γf (A)ieAi
〉
A︸ ︷︷ ︸
=0 (Orthogonalita¨t)
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=
〈
f
∣∣∣∣∣f −
n∑
i=1
γf (A)ieAi
〉
A
= 〈f |f〉A −
〈
f
∣∣∣∣∣
n∑
i=1
γf (A)ieAi
〉
A
= 〈f |f〉A −
n∑
i=1
γf (A)i
〈
f
∣∣eAi 〉A
= 〈f |f〉A −
n∑
i=1
γf (A)iγf (A)i
2
Definition 3.5.6
Die Funktion Ψ : A→ R+ sei definiert durch
Ψ(A) := ‖γf (A)‖22 + ‖γf (M \A)‖22
Bemerkung 3.5.7
Mit Hilfe von Satz 3.5.3 kann man nun die Anzahl der Parameter der Funktion Φ zur
Suche relativer Minima reduzieren. Es reicht aus, statt nach Minima der Funktion Φ :
A× Rn × Rn → R+, nach Maxima der Funktion Ψ : A → R+ zu suchen, denn fu¨r A ∈ A
mit λ(A) > 0, λ(M \A) > 0 gilt Lemma 3.5.5
Φ(A, γf (A)t, γf (M \A)t)
=
∥∥∥∥∥f −
n∑
i=1
γf (A)eAi 1A −
n∑
i=1
γf (M \A)eM\Ai 1M\A
∥∥∥∥∥
2
M
=
∥∥∥∥∥f −
n∑
i=1
γf (A)eAi
∥∥∥∥∥
2
A
+
∥∥∥∥∥f −
n∑
i=1
γf (M \A)eM\Ai
∥∥∥∥∥
2
M\A
= ‖f‖2A − ‖γf (A)‖22 + ‖f‖2M\A − ‖γf (M \A)‖22 = ‖f‖2M −Ψ(A)
Fu¨r λ(A) = 0 ist, wie man leicht nachrechnet,
Φ(A,0t, γf (M)t) =
n∑
i=1
γf (M)2i = −Ψ(A).
Analog gilt Φ(A, γf (A)t,0t) = −Ψ(A) fu¨r λ(M \A) = 0.
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Bemerkung 3.5.8
Der Vektor γf (A) ist gegeben in der Koordinatendarstellung bezu¨glich der ausgezeichneten
Basis (eA1 , . . . , e
A
n ). Diese Basis ist fu¨r jede Menge A ∈ A unterschiedlich. Um dennoch eine
einheitliche Darstellung der Vektoren γf (A) zu haben, sollte der Vektor der orthogonalen
Projektion in der Koordinatendarstellung bezu¨glich der Ausgangsbasis E = (e1, . . . , en)
von V betrachtet werden, die unabha¨ngig vom Mengensystem ist.
Definition 3.5.9
Sei A ∈ σ(A) mit λ(A) > 0 die Matrix EA, E
A
:= (
〈
eAi
∣∣ej〉A)1≤i,j≤n definiert.6 Dann sei der
Vektor γ˜f (A) ∈ Rn definiert durch γ˜f (A) :=
(
E
A, E
A
)−1
γf (A).
Fu¨r A ∈ A mit λ(A) = 0, also A = O, sei γ˜f (O) := 0 definiert.
Bemerkung 3.5.10
Fu¨r die Matrix E
A, E
A
definiert wie in Definition 3.5.9 gilt:
E
A, E
A
KE(ei) =

〈
ei
∣∣eA1 〉A
...〈
ei
∣∣eAn 〉A
 = KEA(ei)
Die Matrix E
A, E
A
ist also die Matrix des Basiswechsels von E nach EA. Daher ist γ˜f (A) fu¨r
A 6= O der Vektor γf (A) in der Koordinatendarstellung von E .
Dieser, von dem jeweiligen Segment A unabha¨ngigen, Darstellung des Vektors γf (A) wird
bei der algorithmischen Bestimmung lokaler Maxima der Funktion Ψ, insbesondere in den
Algorithmen des Kapitels 4, eine große Rolle zukommen.
Beispiel 3.5.11
Alle hier aufgefu¨hrten Beispiele sind Konkretisierungen von Beispiel 3.4.6. (Vergleiche auch
Beispiel 3.4.12)
6vgl. auch Definition 3.7.27.
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i) Sei E := R mit der Multiplikation · als Skalarprodukt und V := {α | α ∈ R} der
Vektorraum der konstanten Funktionen. Dann ist (1) eine Basis dieses Raums und
fu¨r A ∈ σ(A) mit λ(A) > 0 ist eA1 = 1√λ(A) die ausgezeichnete Orthonormalbasis
bezu¨glich 〈·| ·〉A und (1) nach Definition 3.4.9 (vgl. Beispiel 3.4.12 i)).
Damit ist γf (A) = 1√
λ(A)
∫
A fdλ und nach Bemerkung 3.5.10 γ˜f (A) =
1
λ(A)
∫
A fdλ.
Also ergibt sich fu¨r die Funktion Ψ:
Ψ(A) = ‖γf (A)‖22 + ‖γf (M \A)‖22
=
1
λ(A)
(∫
A
fdλ
)2
+
1
λ(M \A)
(∫
M\A
fdλ
)2
= γ˜f (A)
∫
A
fdλ+ γ˜f (M \A)
∫
M\A
fdλ
Die Maximierung dieser Funktion ist die bereits erwa¨hnte 2-Niveaupassung, die
Klaus Donner in [Don91] einfu¨hrt.
Bei genauerer Betrachtung von γ˜f (.) erkennt man, daß die 2-Niveaupassung genau
den Fehler GU, der in Abschnitt 2.3.6.1 (S. 27) skizziert wurde, minimiert. Sie ist
also bezu¨glich dieses Qualita¨tsmaßes optimal.
ii) Sei E := Rd mit dem Standardskalarprodukt 〈·| ·〉. V := {(α, . . . , α) | α ∈ R} sei der
Vektorraum der konstanten Funktionen mit Basis ((1, . . . , 1)) (vgl. Beispiel 3.4.12
ii)). Es ist eA1 =
1√
dλ(A)
(1, . . . , 1) die ausgezeichnete Orthonormalbasis bezu¨glich des
Skalarprodukts 〈·| ·〉A und der Basis ((1, . . . , 1)) gema¨ß Definition 3.4.9.
Daher ist fu¨r A ∈ σ(A) mit λ(A) > 0
γf (A) =
1√
dλ(A)
∫
A
〈f |(1, . . . , 1)〉dλ = 1√
dλ(A)
∫
A
d∑
i=1
fidλ
und es ergibt sich fu¨r Ψ:
Ψ(A) = ‖γf (A)‖22 + ‖γf (M \A)‖22
=
1
dλ(A)
(
d∑
i=1
∫
A
fidλ
)2
+
1
dλ(M \A)
(
d∑
i=1
∫
M\A
fidλ
)2
iii) Sei E := R3 mit dem Standardskalarprodukt 〈·| ·〉. Es sei f ∈ L2(B(M),B(R3) mit
f = (f1, f2, f3). Weiter sei V := R3 der Vektorraum der konstanten Funktionen
mit der Standardbasis E := ((1, 0, 0), (0, 1, 0), (0, 0, 1)). Fu¨r A ∈ σ(A) \ {O} ist mit
eA1 =
1
λ(A)(1, 0, 0), e
A
2 =
1
λ(A)(0, 1, 0), e
A
3 =
1
λ(A)(0, 0, 1) die Basis (e
A
1 , e
A
2 , e
A
3 ) die
ausgezeichnete Orthonormalbasis bezu¨glich des Skalarprodukts 〈·| ·〉A und der Basis
E nach Definition 3.4.9 (vgl. Beispiel 3.4.12 iii)).
Fu¨r A ∈ σ(A) mit λ(A) > 0 ist daher γf (A)1 = 1√
λ(A)
∫
A f1dλ, γf (A)2 =
1√
λ(A)
∫
A f2dλ, γf (A)3 =
1√
λ(A)
∫
A f3dλ und damit γf (A) =
γf (A)1γf (A)2
γf (A)3
.
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Also ergibt sich fu¨r Ψ:
Ψ(A) = ‖γf (A)‖22 + ‖γf (M \A)‖22
=
1
λ(A)
3∑
i=1
(∫
A
fidλ
)2
+
1
λ(M \A)
3∑
i=1
(∫
M\A
fidλ
)2
iv) Sei M := [0, 1], E := R mit der Multiplikation als Skalarprodukt und V :=
{f | f(x) = ax+ t mit a, t ∈ R} , dann ist (e1, e2) mit e1(x) := 1 und e2(x) := x
eine Basis von V .
Weiter sei A := {[t1, t2] | t1, t2 ∈ [0, 1], t1 < t2} (vgl. Beispiel 3.3.3). Dann ist fu¨r
[0, t] ∈ A mit t > 0 die ausgezeichnete Orthonormalbasis (e[0,t]1 , e[0,t]2 ) gema¨ß Defini-
tion 3.4.9 gegeben durch
e
[0,t]
1 (x) =
1√
t
und e[0,t]2 (x) =
√
3
t3
(2x− t).
Weiter ist (eM\[0,t]1 , e
M\[0,t]
2 ) gema¨ß Definition 3.4.9 gegeben durch
e
M\[0,t]
1 (x) = e
[t,1]
1 (x) =
1√
1− t und e
M\[0,t]
2 (x) = e
[t,1]
2 (x) =
√
3
(1− t)3 (2x−t−1).
Daraus ergeben sich
γf ([0, t])1 =
1√
t
∫
[0,t]
f(x)dλ(x)
γf ([0, t])2 = 2
√
3
t3
∫
[0,t]
f(x)(x− 1
2
t)dλ(x)
γf ([t, 1])1 =
1√
1− t
∫
[t,1]
f(x)dλ(x)
γf ([t, 1])2 =
√
3
(1− t)3
∫
[t,1]
f(x)(2x− t− 1)dλ(x)
und damit als zu optimierende Funktion Ψ:
Ψ([0, t]) =
1
t
(∫
[0,t]
f(x)dλ(x)
)2
+
12
t3
(∫
[0,t]
f(x)(x− 1
2
t)dλ(x)
)2
+
1
1− t
(∫
[t,1]
f(x)dλ(x)
)2
+
3
(1− t)3
(∫
[t,1]
f(x)(2x− t− 1)dλ(x)
)2
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Die Matrix E
[0, t], E
[0, t]
ist in diesem Fall gegeben durch
〈
e
[0,t]
1
∣∣∣e1〉
[0,t]
〈
e
[0,t]
2
∣∣∣e1〉
[0,t]〈
e
[0,t]
1
∣∣∣e2〉
[0,t]
〈
e
[0,t]
2
∣∣∣e2〉
[0,t]
 =

∫
[0,t]
1√
t
dλ(x)
∫
[0,t]
1√
t
xdλ(x)∫
[0,t]
√
3
t3
(2x− t)dλ(x) ∫
[0,t]
√
3
t3
(2x− t)xdλ(x)

=
(√
t
√
t3
2
0
√
3t3
6
√
t3
)
Fu¨r die Inverse von E
[0, t], E
[0, t]
gilt
(
E
[0, t], E
[0, t]
)−1
=
 1√t −√3t
0 2
√
3
t3

Daher ergibt sich fu¨r γ˜f ([0, t]):
γ˜f ([0, t]) =

1
t
∫
[0,1]
f(x)dλ(x)− 6
t2
∫
[0,1]
f(x)(x− 12 t)dλ(x)
12
t3
∫
[0,t]
f(x)(x− 12 t)dλ(x)

Bemerkung 3.5.12
Im vorangegangen Beispiel 3.4.12 iii) wurde die Funktion f aus dem Raum L2(B(M),B(R3)
gewa¨hlt. Offensichtlich la¨ßt sich das Beispiel auf beliebige endlich dimensionale Wertebe-
reiche Rd erweitern. Die Einschra¨nkung auf den R3 erfolgt, weil dieser Fall in der Praxis
der Segmentierung von Farbbildern ha¨ufig auftaucht. Denn Farbbilder lassen sich als Funk-
tionen von M in den R3+ kodieren, indem man sie als 3-kanalige Bilder modelliert (vgl.
Abschnitt 1.3.2).
Man ko¨nnte auch im Beispiel ii) die Dimension des Wertebereichs von f auf d = 3 setzen.
In diesem Fall wu¨rde man ein Farbbild durch ein stu¨ckweise konstantes Grauwertbild
approximieren, da die Werte (α, α, α) ∈ R3+ im RGB-Farbwu¨rfel die Grauwerte kodieren.
Definition 3.5.13 (fA)
Mit den Bezeichnungen von oben und A ∈ σ(A) sei die Funktion fA : M → E definiert
durch
fA :=
{ ∑n
i=1 γf (A)ie
A
i 1A , λ(A) > 0
0 , sonst
Bemerkung 3.5.14
Offensichtlich gilt mit Bemerkung 3.5.10 fA =
∑n
i=1 γ˜f (A)iei1A.
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Beispiel 3.5.15
Im Kontext des Beispiels 3.5.11 iv) ist fu¨r t > 0:
f[0,t](x) = γf ([0, t])1e
[0,t]
1 (x) + γf ([0, t])2e
[0,t]
2 (x)
=
1√
t
∫
[0,t]
f(χ)dλ(χ)
1√
t
+ 2
√
3
t3
∫
[0,t]
f(χ)(χ− 1
2
t)dλ(χ)
√
3
t3
(2x− t)
=
1
t
∫
[0,t]
f(χ)dλ(χ)− 6
t2
∫
[0,t]
f(χ)
(
χ− 1
2
t
)
dλ(χ)
+
12
t3
(∫
[0,t]
f(χ)
(
χ− 1
2
t
)
dλ(χ)
)
x
= γ˜f ([0, t])1e1 + γ˜f ([0, t])2e2
wie man leicht mit Beispiel 3.5.11 iv) zeigt.
Satz 3.5.16 (Neuformulierung des Problems fu¨r zwei Niveaus)
(A, g1, g2) ist ein (lokales) Minimum der Funktion
Φ˜ :
A× V × V → R
(B, g1, g2) 7→
∥∥f − g11B − g21M\B∥∥2M
genau dann, wenn g11A = fA und g21M\A = fM\A gilt, und A ∈ A ein (lokales) Minimum
der Funktion
Φˆ :
A→ R+
B 7→ ∥∥f − fB − fM\B∥∥2M
ist,
genau dann, wenn A ein (lokales) Maximum der Funktion
Ψ :
A→ R+
B 7→ ‖γf (B)‖22 + ‖γf (M \B)‖22
ist.
Beweis:
Folgt aus Bemerkung 3.5.7, Satz 3.5.3 und der Definition von fA in Definition 3.5.13.
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3.5.2 Die allgemeine Problemformulierung – optimale Segmentierung
Die im vorangegangen Abschnitt aufgestellten Konzepte fu¨r die Zwei-Niveau-Situation
lassen sich leicht auf die k-Niveau-Situation u¨bertragen. Allerdings kann man in diesem
allgemeineren Kontext nicht mehr zwischen Vordergrundniveau A ∈ A, das aus einem
erlaubten Mengensystem A stammt, und Hintergrundniveau M \ A, das nicht notwendig
in dem erlaubten Mengensystem A enthalten ist, unterscheiden. Daher wird das Optimie-
rungsproblem der k-Niveaupassung nicht auf erlaubten Mengensystemen, sondern auf dem
System der erlaubten Segmentierungen gema¨ß Definition 3.3.1 definiert.
Definition 3.5.17 (Menge der Segmentierungen auf M)
Sei Sk(A) ein System von Segmentierungen vonM durch k Mengen aus A nach Definition
3.3.1 und V eine Klasse von erlaubten Funktionen gema¨ß 3.4.2. Dann heiße die Menge
F(Sk(A), V ) :=
{
h ∈ L2(B(M),B(E)) | ∃A ∈ Sk(A) : ∀A ∈ A, A 6= O : h|A ∈ V |A
}
die Menge der Segmentierungen auf M durch k erlaubte Segmente und Funktionen aus V .
Bemerkung 3.5.18
Im folgenden soll nun der Begriff ”optimale Segmentierung“ definiert werden. An die-
ser Stelle spielt auch die Wahl der Familie der erlaubten Skalarprodukte (vgl. Definition
3.4.4) eine entscheidende Rolle, da der Abstand, bezu¨glich dessen approximiert wird, von
der Norm ‖·‖M =
√〈·| ·〉M induziert wird. Mit der Bedingung iv. aus der Definition der
erlaubten Skalarprodukte 3.4.4 ist es dann mo¨glich, diesen Abstand auf jedem Segment
einer Segmentierung einzeln zu berechnen bzw. die Approximation auf jedem Segment
einzeln auszufu¨hren. Denn fu¨r jede Segmentierung A ∈ Sk(A) gilt ‖ · ‖2M =
∑
A∈A ‖ · ‖2A. 7
Definition 3.5.19 (Optimale Segmentierung)
Sei {〈·| ·〉A |A ∈ σ(A), λ(A) > 0} eine Familie von erlaubten Skalarprodukten gema¨ß Defi-
nition 3.4.4. Ist dann sk,0 ∈ F(Sk(A), V ) mit
‖sk,0 − f‖M = min
sk∈F(Sk(A),V )
‖sk − f‖M
so heiße sk,0 eine optimale Segmentierung von f durch k erlaubte Mengen des Mengensy-
stem A und Funktionen aus der Klasse der erlaubten Funktionen V .
7Dabei sei ‖ · ‖O := 0 definiert.
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Bemerkung 3.5.20
Oft wird in dieser Arbeit vereinfachend von einer ”optimalen Segmentierung“ A ∈ Sk(A)
einer Funktion f gesprochen. Man mache sich aber an dieser Stelle klar, daß es sich dabei
nur um eine legere, abku¨rzende Schreibweise handeln kann, da der zugeho¨rige Vektorraum
der erlaubten Funktionen und die Familie von erlaubten Skalarprodukten weggelassen
wurden. Diese fließen jedoch immer in den Begriff ”optimale Segmentierung“ mit ein, wie
in Definition 3.5.19 eindeutig zu sehen ist.
Die Existenz der optimalen Segmentierung wird in Unterkapitel 3.6 gezeigt.
Satz 3.5.21
Sei sk,0 ∈ F(Sk(A), V ) mit sk,0 =
∑
A∈A hA1Aj eine optimale Segmentierung von f mit
Funktionen aus V bezu¨glich des Mengensystems A.
Dann gilt :
∀A ∈ A : A 6= O ⇒ hA =
n∑
i=1
γf (A)ieAi
Fu¨r A ∈ A mit A = O ist die Funktion hA ohne Bedeutung, da ihr Tra¨ger Lebesgue-Maß
null hat.
Es ist also sk,0 =
∑
A∈A fA.
Beweis:
Der Beweis erfolgt vollkommen analog zum Beweis des Satzes 3.5.3 u¨ber orthogonale Pro-
jektion bezu¨glich der Skalarprodukte 〈·| ·〉A (vgl. auch Bemerkung 3.5.4 und Definition
3.5.13).
2
Bemerkung 3.5.22
Nicht nur Satz 3.5.3, sondern auch die Bemerkungen 3.5.1 und 3.5.7 lassen sich kanonisch
auf die k-Niveau-Situation u¨bertragen. Die k-Niveau-Situation erfordert allerdings, daß
alle Segmente aus dem erlaubten Mengenmodell sind. Daher wird die k-Niveaupassung
auf etwas andere Art parametrisiert als die 2-Niveaupassung: Gesucht ist eine Funktion
sk,0 ∈ F(Sk(A), V ), die die Funktion
Φ˜ :
F(Sk(A), V )→ R+
h 7→ ‖f − h‖2M
minimiert. Dabei ist eine Segmentierung A ∈ Sk(A) und fu¨r jedes A ∈ A eine Funk-
tion aus V zu bestimmen, die diese Minimalfunktion sk,0 beschreiben. Dieses Problem
la¨ßt sich nun, vo¨llig analog zur 2-Niveau-Situation, auf ein Problem reduzieren, das nur
u¨ber die Segmentierungen parametrisiert ist. Die Existenz des Minimums wird dabei im
Unterkapitel 3.6 nachgewiesen.
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Satz 3.5.23 (Neuformulierung des Problems fu¨r k-Niveaus)
Sei g ∈ F(Sk(A), V ). Dann existiert eine Segmentierung A ∈ Sk(A) mit g =
∑
A∈A
gA1A,
wobei fu¨r alle A ∈ A \ {O} die Funktion gA aus der Klasse der erlaubten Funktionen V
ist.
Es gilt:
g ist ein (lokales) Minimum der Funktion
Φ˜ :
F(Sk(A), V )→ R+
h 7→ ‖f − h‖2M
genau dann, wenn ∀A ∈ A \ {O} : g1A = fA gilt und A ∈ Sk(A) (lokales) Minimum der
Funktion
Φˆ :
Sk(A)→ R+
B 7→ ‖f − ∑
B∈B
fB‖2M
ist,
genau dann, wenn A ein (lokales) Maximum der Funktion
Ψ :
Sk(A)→ R+
B 7→ ∑
B∈B
‖γf (B)‖22
ist.
Beweis:
Eine Durchsicht der Beweise aus dem vorangegangen Abschnitt 3.5.1, die zum Beweis des
Satzes 3.5.16 fu¨hren, zeigt, daß sich nicht nur der Beweis des Satzes 3.5.3, sondern auch alle
anderen Beweise und Bemerkungen leicht auf die Situation mit k Niveaumengen anstelle
von zwei Niveaumengen u¨bertragen lassen.
2
Definition 3.5.24 (Zielfunktion einer k-Niveaupassung)
Sei f ∈ L2(B(M),B(E)) ein Bild.
Sei {〈·| ·〉A |A ∈ σ(A), λ(A) > 0} eine Familie von erlaubten Skalarprodukten gema¨ß Defi-
nition 3.4.4.
Sei V eine Klasse von erlaubten Funktionen gema¨ß Definition 3.4.2.
Sei A ein Mengensystem, das die Bedingungen von Definition 3.2.10 erfu¨llt.
Dann heiße die Funktion
Ψ :
Sk(A)→ R+
B 7→ ∑
B∈B
‖γf (B)‖22
die Zielfunktion einer k-Niveaupassung der Funktion f .
Das Problem, ein (lokales) Maximum der Funktion Ψ zu finden, heiße k-Niveaupassungs-
problem. 8
8Die Familie der erlaubten Skalarprodukte ist dabei in der Definition von γf (Definition 3.5.2) versteckt.
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Bemerkung 3.5.25
Die in Definition 3.5.24 definierte Funktion Ψ ist das Kernstu¨ck dieser Arbeit. Nach Satz
3.5.23 ist das Maximum dieser Funktion die optimale Segmentierung eines Bildes bezu¨g-
lich eines gegebenen Mengen- und Funktionensystems und einer gegebenen Familie von
erlaubten Skalarprodukten. Daher ist die Bezeichnung k-Niveaupassungsproblem fu¨r die
Maximierung der Funktion Ψ gerechtfertigt.
Das Ziel des na¨chsten Abschnitts 3.6 ist es, die Existenz dieses Maximums zu zeigen.
Im darauf folgenden Abschnitt wird eine Charakterisierung von lokalen Maxima von Ψ
gegeben. In Kapitel 4 werden die Ergebnisse dieses Kapitels dazu genutzt, Algorithmen
zur Segmentierung von diskreten Pixelbildern zu formulieren.
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3.6 Existenz der Lo¨sung
Um die Existenz einer Lo¨sung nachzuweisen, wird gezeigt, daß die Zielfunktion der k-
Niveaupassung Ψ aus Definition 3.5.24 eine stetige Funktion auf einem kompakten De-
finitionsbereich ist. Daher nimmt die Funktion auf ihrem Definitionsbereich sowohl ihr
Maximum als auch ihr Minimum an.
Es sind also zwei Dinge zu zeigen:
i. Sk(A), der Definitionsbereich von Ψ, ist kompakt. Bei dem Beweis dieser Behaup-
tung fa¨llt dem Satz von Fre´chet und Kolmogorov aus der Funktionalanalysis eine
entscheidende Rolle zu.
ii. Die Funktion Ψ ist stetig bezu¨glich d, der Metrik auf dem System der Segmentie-
rungen.
3.6.1 Der Satz von Fre´chet und Kolmogorov
Der Satz von Fre´chet und Kolmogorov gibt Bedingungen an, unter denen eine Funktio-
nenfamilie relativ kompakt ist. Im Abschnitt 3.6.2 werden einzelne Segmentierungen durch
Funktionen kodiert. Die Menge aller Funktionen, die nach dieser Kodierungsvorschrift eine
Segmentierung bezeichnen, erfu¨llt dann die Voraussetzungen des Satzes von Fre´chet und
Kolmogorov und ist somit relativ kompakt.
Definition 3.6.1 (Relativ kompakt)
Eine Teilmenge A eines topologischen Raums heißt relativ kompakt, wenn der Abschluß
der Menge A kompakt ist.
Lemma 3.6.2
Sei (M, δ) ein kompakter metrischer Raum. Eine Teilmenge A ⊂M ist genau dann relativ
kompakt, wenn fu¨r jedes ε > 0 eine endliche Menge {a1, . . . , an} in A existiert, so daß fu¨r
jedes a ∈ A ein ai ∈ {a1, . . . , an} existiert mit δ(a, ai) < ε.
A kann also durch eine endliche Menge von offenen Kugeln mit Radius ε und Zentrum in
A u¨berdeckt werden.
Beweis:
vgl. [Yos78], S. 13
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Satz 3.6.3 (Ascoli-Arzela´)
Sei (M, δ) ein kompakter metrischer Raum und C(M,Rd) der Banachraum der stetigen
Funktionen auf M mit Werten in Rd, versehen mit der Supremumsnorm.
Eine Teilmenge F ⊂ C(M,Rd) ist relativ kompakt in C(M,Rd), falls
i. F gleichma¨ßig beschra¨nkt ist, und
ii. F gleichgradig stetig ist, d. h.
∀ε > 0 : ∃ζ > 0 : ∀f ∈ F : ∀s, t ∈M : δ(s, t) ≤ ζ ⇒ ‖f(s)− f(t)‖
2
≤ ε
Beweis:
vgl. z. B. [Wer95], S. 68f. Die U¨bertragung auf den vektorwertigen Fall erfolgt kanonisch.
Satz 3.6.4 (Fre´chet und Kolmogorov)
Sei M ∈ B(Rk) kompakt mit λ(M) < ∞. Sei 1 ≤ p < ∞ und sei F ⊂ Lp(B(M),B(Rd))
eine Menge von Funktionen, wobei fu¨r alle f ∈ F gilt:
sup
f∈F
‖f‖
p
<∞ (3.4)
lim
‖t‖∞→0
∫
M
‖f(x+ t)− f(x)‖p
2
dλ(x) = 0, gleichma¨ßig in allen f ∈ F (3.5)
lim
α→∞
∫
‖x‖2>α
‖f(x)‖p
2
dλ(x) = 0, gleichma¨ßig in allen f ∈ F (3.6)
Dann ist F relativ kompakt in Lp(B(M),B(Rd))
Beweis:
Der Beweis erfolgt vollkommen analog zum Beweis des Satzes in [Yos78], S. 275f. Dort wer-
den allerdings nicht der vektorwertige Fall und der mehrdimensionale Definitionsbereich
untersucht, was insbesondere den Beweis von Behauptung 1 (s.u.) erschwert.
Zuna¨chst wird ein Translationsoperator Tt definiert: Fu¨r t ∈ Rd und f = (f1, . . . , fd) ∈ F
sei (Ttf)(x) = f(x+ t). Da f nur auf M definiert ist, wird, um die Arbeit zu vereinfachen,
f(x) = 0 fu¨r alle x ∈ Rk \M gesetzt. Mit der Voraussetzung (3.5) folgt dann
lim
‖t‖2→0
Ttf = f gleichma¨ßig in f ∈ F (3.7)
Weiter wird eine Mittelwertfunktion Ma : F → Lp(B(M),B(Rd)) definiert durch
(Maf)i(x) :=
1
(2a)k
∫
Ra
‖(Ttf)i(x)‖2dλ(t) (mit Ra := [−a, a]k)
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Behauptung 1:
‖(Maf)(x)− f(x)‖2 ≤
∫
Ra
1
(2a)k
‖f(x+ t)− f(x)‖
2
dλ(t) (3.8)
Bemerkung: Da f aus Lp(B(M),B(Rd)) ist, kann man f eigentlich nicht eindeutig punkt-
weise auswerten. Daher sei fu¨r den Beweis dieser Behauptung fˆ eine Funktion aus der
A¨quivalenzklasse von f .
Beweis von Behauptung 1:
‖(Maf)(x)− f(x)‖2
=
√√√√ d∑
i=1
(∫
Ra
(Maf)i(x)dλ(t)− fˆi(x)
)2
=
√√√√ d∑
i=1
(∫
Ra
1
(2a)k
fˆi(x+ t)dλ(t)− 1(2a)k
∫
Ra
fˆi(x)dλ(t)
)2
=
√√√√ d∑
i=1
(
1
(2a)k
∫
Ra
fˆi(x+ t)dλ(t)− fˆi(x)dλ(t)
)2
(M) ≤
∫
Ra
√√√√ d∑
i=1
(
1
(2a)k
(fˆi(x+ t)− fˆi(x))
)2
dλ(t)
=
∫
Ra
1
(2a)k
∥∥∥fˆ(x+ t)− fˆ(x)∥∥∥
2
dλ(t)
Wobei die Ungleichung (M) mit der kontinuierlichen Version der Ungleichung von Min-
kowski (vgl. [Flo81], S. 225) folgt.
Damit ist Behauptung 1 bewiesen.
Bemerkung: Man beachte, daß es durchaus Funktionen fˆ aus der A¨quivalenzklasse f geben
kann, mit fˆi(x) =∞ fu¨r ein x ∈M und ein i ∈ {1, . . . , d}.
Behauptung 2:
‖Maf − f‖p ≤
(
1
(2a)k
∫
Ra
∫
M
‖f(x+ t)− f(x)‖p
2
dλ(x)dλ(t)
) 1
p
(3.9)
Beweis von Behauptung 2: Sei q derart, daß 1p +
1
q = 1. Mit Hilfe der Ho¨lderschen Unglei-
chung (H) und des Satzes von Fubini (F) gilt dann:
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‖Maf − f‖p
=
(∫
M
‖(Maf)(x)− f(x)‖p2 dλ(x)
) 1
p
[(3.8)] ≤
(∫
M
(
1
(2a)k
∫
Ra
‖f(x+ t)− f(x)‖
2
dλ(t)
)p
dλ(x)
) 1
p
(H) ≤ 1
(2a)k
(∫
M
((∫
Ra
‖f(x+ t)− f(x)‖p
2
dλ(t)
) 1
p
(∫
Ra
1qdλ
) 1
q
dλ(s)
)p) 1p
=
1
(2a)k
(∫
M
(∫
Ra
‖f(x+ t)− f(x)‖p
2
dλ(t)
)(
(2a)k
) p
q dλ(s)
) 1
p
≤
(
1
(2a)k
∫
M
∫
Ra
‖f(x+ t)− f(x)‖p
2
dλ(t)dλ(s)
) 1
p
(F) =
(
1
(2a)k
∫
Ra
∫
M
‖f(x+ t)− f(x)‖p
2
dλ(s)dλ(t)
) 1
p
Daher folgt Behauptung 2.
Mit Gleichung (3.9) folgt
‖Maf − f‖p ≤ sup‖t‖∞≤a
‖Ttf − f‖p
und damit gilt mit Ergebnis (3.7):
lim
a→0
Maf = f gleichma¨ßig in f ∈ F . (3.10)
Behauptung 3:
{Maf | f ∈ F} ist gleichgradig stetig.
Beweis von Behauptung 3:
Analog zum Beweis der Gleichung (3.9) zeigt man:
‖(Maf)(s1)− (Maf)(s2)‖2 ≤
1
(2a)k
∫
Ra
‖f(s1 + t)− f(s2 + t)‖2dλ(t)
≤
(
1
(2a)k
∫
Ra
‖f(s1 + t)− f(s2 + t)‖p2 dλ(t)
) 1
p
Daher folgt die Behauptung 3 mit der Voraussetzung (3.5).
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Behauptung 4:
{Maf | f ∈ F} ist gleichma¨ßig beschra¨nkt.
Behauptung 4 folgt aus der Definition von Maf .
Aus Behauptung 3 und 4 folgt mit dem Satz von Ascoli-Arzela´ 3.6.3 die relative Kompakt-
heit von {Maf | f ∈ F} in C(M,Rd). Es bleibt noch zeigen, daß {Maf | f ∈ F} relativ
kompakt in Lp(B(M),B(Rd)) ist. Dazu wird Lemma 3.6.2 genutzt: Mit diesem Lemma folgt
na¨mlich, daß fu¨r jedes a > 0 eine endliche Anzahl von Funktionen Maf1,Maf2, . . . ,Mafn
mit fi ∈ F existiert, so daß
∃α > 0 : ∀f ∈ F : ∃j ∈ {1, . . . , n} : sup
‖s‖∞≤α
‖(Maf)(s)− (Mafj)(s)‖2 < ε
gilt. Um zu zeigen, daß {Maf | f ∈ F} relativ kompakt in Lp(B(M),B(Rd)) ist, muß die
Supremumsnorm des Raums C(M,Rd) durch die Norm ‖·‖
p
des Raums Lp(B(M),B(Rd))
ersetzt werden.
Wa¨hle fu¨r f ∈ F beliebig ein j, so daß sup
‖s‖∞≤α
‖(Maf)(s)− (Mafj)(s)‖2 < ε gilt.
Damit folgt:
‖Maf −Mafj‖pp =
∫
M
‖Maf(s)−Mafj(s)‖p2 dλ(s)
=
∫
‖s‖∞≤α
‖Maf(s)−Mafj(s)‖p2 dλ(s)
+
∫
‖s‖∞>α
‖Maf(s)−Mafj(s)‖p2 dλ(s)
≤ (2α)kεp +
∫
‖s‖∞>α
‖Maf(s)−Mafj(s)‖p2 dλ(s) (3.11)
Weiter gilt
∀ε > 0 : ∃(a, α) ∈ R× Rk :
∫
‖s‖∞>α
‖Maf(s)−Mafj(s)‖p2 dλ(s) ≤ ε (3.12)
Denn mit der Ungleichung von Minkowski folgt:∫
‖s‖∞>α
‖Maf(s)−Mafj(s)‖p2 dλ(s)
<
(
‖Maf − f‖p (3.13)
+
(∫
‖s‖2>α
‖f(s)− fj(s)‖p2 dλ(s)
) 1
p
(3.14)
+
(∫
‖s‖2>α
‖fj(s)− (Mafj)(s)‖p2
) 1
p
)p
(3.15)
3. Theoretische Grundlagen der Mehrniveaupassung 110
Fu¨r den Term (3.13) gilt mit Voraussetzung (3.6) und Gleichung (3.10): ∀ε > 0 : ∃a > 0 :
‖Maf − f‖p < ε3 . Fu¨r festes a existiert fu¨r jedes ε ein α > 0, so daß die Terme (3.14) und
(3.15) kleiner ε3 sind. Daher folgt die Gleichung (3.12). Und aus Gleichung (3.11) ergibt
sich:
∀ε > 0 : ∃a > 0 : ‖Maf −Mafj‖pp < ε
Alle Abscha¨tzungen gelten gleichma¨ßig in f ∈ F , woraus die relative Kompaktheit von
{Maf | f ∈ F} in Lp(B(M),B(Rd)) fu¨r ein ausreichend kleines a > 0 folgt.
Da mit der Gleichung (3.10) fu¨r a → 0 die Menge {Maf | f ∈ F} gleichma¨ßig gegen F
konvergiert, folgt die Behauptung des Satzes.
2
3.6.2 Der metrische Raum Zk(A)
Fu¨r den Beweis der Existenz einer optimalen Segmentierung ist die Kompaktheit von
Sk(A) von zentraler Bedeutung. Um jedoch die Kompaktheit des Systems der Segmen-
tierungen zu zeigen, wird an dieser Stelle das System der geordneten Segmentierungen
eingefu¨hrt. Im na¨chsten Abschnitt wird dann gezeigt, daß das System der geordneten
Segmentierungen kompakt ist. Aus der Kompaktheit dieses Systems kann man dann die
Kompaktheit von Sk(A) folgern.
Definition 3.6.5 (System der geordneten Segmentierungen)
Die Menge Zk(A) ⊂ Ak definiert durch
Zk(A) := {(A1, . . . , Ak) |
k⊎
i=1
Ai =M,Ai ∈ A, 1 ≤ i ≤ k}
heiße das System der geordneten Segmentierungen von M durch k erlaubte Mengen aus A.
Bemerkung 3.6.6
Man ko¨nnte an dieser Stelle fragen, warum dieses System der geordneten Segmentierungen
von M durch k erlaubte Mengen aus A nicht zur Definition des Begriffes optimale Seg-
mentierung 3.5.19 eingefu¨hrt wurde. Sicher spricht fu¨r dieses System, daß sich Dinge wie
Kompaktheit und Stetigkeit der Funktion Zk(A) → R+, (A1, . . . , Ak) 7→
∑k
i=1 ‖γf (Ai)‖22
leichter zeigen lassen. Der Grund fu¨r die vereinfachte Beweisfu¨hrung liegt in der Ordnung
der Segmente, die durch die Tupel-Schreibweise induziert wird. Diese Ordnung hat al-
lerdings auch einen entscheidenden Nachteil: Es gilt ([0, 1], [1, 2]) 6= ([1, 2], [0, 1]), obwohl
diese beiden Elemente eines Systems geordneter Segmentierung die gleiche Zerlegung von
[0, 2] beschreiben. Bei diesem speziellen Mengenmodell erscheint es noch einfach, solche
Pha¨nomene durch die Einfu¨hrung einer Ordnung auf den Segmenten auszuschließen. Bei
komplexeren Mengenmodellen ist dies jedoch nicht mo¨glich.
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Definition 3.6.7 (Metrik des Systems der geordneten Segmentierungen)
Die Metrik δZ sei durch
δZ :
(B(M)/ ∼)k → R+
((A1, . . . , Ak), (B1, . . . , Bk)) 7→
∑k
i=1 d(Ai, Bi)
definiert. Schra¨nkt man den Definitionsbereich von δZ auf ein System geordneter Segmen-
tierungen ein, so heiße
δZ :
Zk(A)× Zk(A)→ R+
((A1, . . . , Ak), (B1, . . . , Bk)) 7→
∑k
i=1 d(Ai, Bi)
die Metrik des Systems der geordneten Segmentierungen von M durch k erlaubte Mengen
aus A.
Lemma 3.6.8
δZ ist eine Metrik auf (B(M)/ ∼)k).
Beweis:
folgt aus den Metrikeigenschaften von d auf (B(M)/ ∼).
Beispiel 3.6.9
Um das Beispiel aus der Bemerkung 3.6.6 aufzugreifen: Mit der Metrik δZ gilt
δZ(([0, 1], [1, 2]), ([1, 2], [0, 1])) = 4.
Satz 3.6.10
Die Abbildung
((B(M)/ ∼)k, δZ)→ (℘k(B(M)/ ∼), d)
(A1, . . . , Ak) 7→ {A1, . . . , Ak}
ist stetig und surjektiv, aber nicht injektiv.
Beweis:
Die Surjektivita¨t ist trivial zu zeigen. Daß die Abbildung nicht injektiv ist, zeigt Bemer-
kung 3.6.6. Zum Beweis der Stetigkeit seien (A1, . . . , Ak) und (B1, . . . , Bk) aus Zk(A) mit
δZ((A1, . . . , Ak), (B1, . . . , Bk)) < ε. Dann gilt
k∑
i=1
d(Ai, Bi) < ε ⇒
k∑
i=1
d(Ai, Bi) +
k∑
i=1
d(Bi, Ai) < 2ε
⇒
k∑
i=1
min
1≤j≤n
d(Ai, Bj) +
k∑
i=1
min
1≤j≤n
d(Bi, Aj) < 2ε
[Definition 3.3.5] ⇒ d({A1, . . . , Ak}, {B1, . . . , Bk}) < 2ε
und damit die Behauptung.
2
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Korollar 3.6.11
Ist A abgeschlossen in B(M)/ ∼, so ist Zk(A) abgeschlossen in (B(M)/ ∼)k, δZ).
Beweis:
Mit Satz 3.6.10 und Satz 3.3.13 ist Zk(A) das Urbild einer abgeschlossenen Menge unter
einer stetigen Funktion. Daher ist auch Zk(A) abgeschlossen nach [Die85], 3.11.4. c), S. 53.
2
3.6.3 Kompaktheit von (Zk(A), δZ) und (Sk(A), d)
Ziel dieses Abschnitts ist es, die Kompaktheit des Systems der geordneten Segmentierungen
von M durch k erlaubte Mengen aus A zu zeigen. Dabei wird jedes Element des Systems
durch eine Abbildung kodiert. Die Menge aller dieser Abbildungen wird dann die Voraus-
setzungen des Satzes 3.6.4 von Fre´chet und Kolmogorov erfu¨llen. Mit der Abgeschlossen-
heit des Systems der Segmentierungen folgt dann die Kompaktheit von (Zk(A), δZ) und
daher auch die Kompaktheit von (Sk(A), d) als Bild von (Zk(A), δZ) unter einer stetigen
Abbildung.
Bemerkung 3.6.12
Auf die Analogie der Definition des Mengensystems A zur Konstruktion der Lp-Ra¨ume
wurde schon in Abschnitt 3.2.1 hingewiesen.
Sei A ⊂ B(M) ein Mengensystem und sei I := {1A | A ∈ A} ⊂ L2(B(M),B(R)). Sei
weiter ∼L eine A¨quivalenzrelation auf I mit 1A ∼L 1B :⇔
∫
M |1A − 1B|2dλ = 0 fu¨r 1A
und 1B aus I. Dann ist
1A ∼L 1B ⇔
∫
M
|1A − 1B|2dλ = 0 ⇔ λ(A \B) = 0 ∧ λ(B \A) = 0
Daher entspricht jede A¨quivalenzklasse in I/ ∼L einer A¨quivalenzklasse in A (vgl. Defini-
tion 3.2.1).
Anmerkung: Das Quadrat des Absolutbetragabstands im Inneren des Integrals ist ei-
gentlich nicht no¨tig, entspricht aber der A¨quivalenzbedingung zur Bildung des L2-
Quotientenraums aus dem Raum der quadratisch integrierbaren Funktionen L2 (vgl. z. B.
[Bau92], S.99).
Die Abbildungen
A → I
A 7→ 1A bzw.
A→ I/ ∼L
A 7→ 1A
sind also bijektiv.
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Definition 3.6.13
Sei A ein erlaubtes Mengensystem, dann sei Gk(A) ⊂ L2(B(M),B(R)) definiert durch
Gk(A) :=
{
k∑
i=1
i1Ai | (A1, . . . , Ak) ∈ Zk(A)
}
Lemma 3.6.14
Die Abbildung
jk :
(Gk(A), ‖·‖2)→ (Zk(A), δZ)∑k
i=1 i1Ai 7→ (A1, . . . , Ak)
ist stetig.
Beweis:
Seien (A1, . . . , Ak) und (B1, . . . , Bk) beliebige Elemente aus Zk(A). Fu¨r f, g ∈ Gk(A) gilt
dann:∫
M
(f − g)2 dλ =
k∑
i=1
∫
Ai
(f − g)2 dλ
=
k∑
i=1
(∫
Ai\Bi
(f − g)2 dλ+
∫
Ai∩Bi
(f − g)2 dλ
)
≥
k∑
i=1
∫
Ai\Bi
(f − g)2 dλ (3.16)
Analog ist
∫
M (f − g)2 dλ ≥
∑k
i=1
∫
Bi\Ai (f − g)
2 dλ. Sei ε > 0 beliebig. Weiter seien∑k
i=1 i1Ai und
∑k
i=1 i1Bi zwei Elemente aus Gk(A) mit
∥∥∥∑ki=1 i1Ai −∑ki=1 i1Bi∥∥∥2
2
< 2 .
Dann gilt:
ε >
∥∥∥∥∥
k∑
i=1
i1Ai −
k∑
i=1
i1Bi
∥∥∥∥∥
2
2
+
∥∥∥∥∥
k∑
i=1
i1Ai −
k∑
i=1
i1Bi
∥∥∥∥∥
2
2
[Ungleichung (3.16)] ≥
k∑
i=1
∫
Ai\Bi
(
k∑
i=1
i1Ai −
k∑
i=1
i1Bi
)2
dλ
+
k∑
i=1
∫
Bi\Ai
(
k∑
i=1
i1Ai −
k∑
i=1
i1Bi
)2
dλ
=
k∑
i=1
i2λ(Ai \Bi) +
k∑
i=1
i2λ(Bi \Ai) =
k∑
i=1
i2d(Ai, Bi)
≥
k∑
i=1
d(Ai, Bi)
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Damit folgt die Behauptung.
2
Bemerkung 3.6.15
Die Abbildung jk aus Lemma 3.6.14 definiert eine eineindeutige Kodierung von Funktionen
aus Gk(A) durch Elemente aus Zk(A), die zudem stetig ist. Es ist dieses Kodierungslemma,
das die Definition 3.6.5 der geordneten Segmentierungen no¨tig macht: Ohne eine Ordnung
der Segmente wa¨re eine solche stetige Kodierung nicht mo¨glich.
Die Menge Gk(A) wird beno¨tigt, um mit Hilfe des Satzes von Fre´chet und Kolmogorov
(Satz 3.6.4) die Kompaktheit von Zk(A) zu zeigen.
Lemma 3.6.16
Sei
Sk :=
{
f ∈ L2(B(M),B(E)) | ∃A1, . . . , Ak ∈ B(M), f =
k⊎
i=1
Ai
}
eine Menge von Treppenfunktion mit ho¨chstens k Stufen. Dann ist Sk abgeschlossen in
L2(B(M),B(E)).
Beweis:
Sei (fk)k∈N eine Cauchy-Folge in Sk mit limk→∞ fk = f . Da der Raum L2(B(M),B(E))
vollsta¨ndig ist, gilt f ∈ L2(B(M),B(E)). Zu zeigen ist f ∈ Sk. Nach Voraussetzung exi-
stiert fu¨r alle ε > 0 ein n0 ∈ N mit
∀n > no : ‖f − fn‖22 =
∫
M
‖f − fn‖22 dλ < ε (3.17)
Daher existiert eine Folge (fˆn)n∈N in L2(B(M),R) derart, daß fu¨r alle n ∈ N gilt: fˆn ∈ fn.
Nach Voraussetzung existiert eine Funktion fˆ ∈ L2(B(M),R) und fˆ ∈ f mit lim
nto∞ ‖fˆn −
fˆ‖2 = 0 .
Wa¨hle ein δ mit 12 > δ > 0 beliebig.
Annahme: Es existiert eine Menge A ∈ B(M) mit λ(A) > 0 derart, daß fu¨r alle x ∈ A gilt:
fˆ(x) 6∈ [i− δ, i+ δ] fu¨r alle i ∈ {1, . . . , k}.
Dann ist aber fu¨r alle x ∈ A |fˆ(x)− fˆn| > δ. Nun gilt aber fu¨r alle n ≥ n0
ε ≥ ‖fn − f‖2 =
∫
M
|fˆn(x)− fˆ(x)|2dλ(x)
≥
∫
A
|fˆn(x)− fˆ(x)|2dλ(x)
≥ δλ(A)
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Da ε jedoch beliebig war, folgt ein Widerspruch zur Annahme, daß heißt, es existiert keine
Menge A ∈ B(M) mit λ(A) > 0 derart, daß fu¨r alle x ∈ A gilt: fˆ(x) 6∈ [i− δ, i+ δ] fu¨r alle
i ∈ {1, . . . , k}. Vielmehr muß in diesem Fall λ(A) = 0 gelten.
Da δ ∈]0, 12 [ beliebig gewa¨hlt war, muß λ-fast sicher fˆ(x) ∈ {1, . . . , k} fu¨r x ∈ M gelten.
Also ist fˆ bis auf ein λ-Nullmenge eine Funktion mit ho¨chstens k Stufen. Daher gilt f ∈ Sk.
2
Satz 3.6.17
Sei A ein erlaubtes Mengensystem. Dann gilt:
i. Gk(A) ist abgeschlossen in L2(B(M),B(R)).
ii. Gk(A) ist kompakt in L2(B(M),B(R)).
Beweis:
i. Offensichtlich gilt Gk(B(M)/ ∼) = Sk. Daher ist Gk(B(M)/ ∼) nach Lemma 3.6.16
abgeschlossen in L2(B(M),B(R)). Fu¨r A ist Gk(A) nach Korollar 3.6.11 und Lemma 3.6.14
das Urbild einer abgeschlossenen Menge unter einer stetigen Bijektion. Daher ist in diesem
Fall Gk(A) abgeschlossen in (Sk, ‖.‖2) nach [Die85], 3.11.4 c), S. 53. Mit [Die85] 3.10.3, S.
51, folgt daher die Behauptung.
ii. Da Gk(A) abgeschlossen ist, genu¨gt es zum Beweis von ii. die relative Kompaktheit von
Gk(A) nachzuweisen. Es reicht also zu zeigen, daß Gk(A) den Voraussetzungen des Satzes
von Fre´chet und Kolmogorov (Satz 3.6.4) genu¨gt. Die Voraussetzungen (3.4) und (3.6) des
Satzes sind trivial erfu¨llt. Der Nachweis der Gu¨ltigkeit der Bedingung (3.5), na¨mlich
lim
‖t‖∞→0
∫
M
|g(x+ t)− g(x)|2dλ(x) = 0 gleichma¨ßig in allen g ∈ Gk(A)
fa¨llt auch nicht besonders schwer:
Sei g :=
∑k
i=1 i1Ai ∈ Gk(A) beliebig. Fu¨r t ∈ Rk und B ∈ B(M) bezeichne B+t die Menge
{b+ t | b ∈ B, b+ t ∈M}. Dann gilt:∫
M
(g(x)− g(x+ t))2dλ(x)
=
∫
M
(
k∑
i=1
i1Ai −
n∑
i=1
i1Ai−t
)2
dλ
=
∫
M
(
k∑
i=1
i1Ai\(Ai−t) −
k∑
i=1
i1(Ai−t)\Ai
)2
dλ
≤
∫
M
(
k∑
i=1
i1Ai\(Ai−t)
)2
+
(
k∑
i=1
i1(Ai−t)\Ai
)2
dλ
=
∫
M
(
k∑
i=1
i1Ai\(Ai−t)
)2
dλ+
∫
M
(
k∑
i=1
i1(Ai−t)\Ai
)2
dλ
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=
k∑
i=1
∫
Ai\(Ai−t)
i2dλ+
k∑
i=1
∫
(Ai−t)\Ai
i2dλ
=
k∑
i=1
λ(Ai \ (Ai − t))i2 +
k∑
i=1
λ((Ai − t) \Ai)i2
≤ k2
k∑
i=1
(λ(Ai \ (Ai − t)) + λ((Ai − t) \Ai))
Nun gilt aber fu¨r 1 ≤ i ≤ k, daß lim
‖t‖∞→0
λ((Ai − t) \Ai) = 0 ist. Damit folgt
lim
‖t‖∞→0
∫
M
|g(x+ t)− g(x)|2dλ(x)
≤ lim
‖t‖∞→0
k2
k∑
i=1
(λ(Ai \ (Ai − t)) + λ((Ai − t) \Ai))
= 0
Also folgt die Voraussetzung (3.5) des Satzes 3.6.4.
Somit sind also sa¨mtliche Voraussetzungen des Satzes von Fre´chet und Kolmogorov erfu¨llt
und es folgt die Kompaktheit der Menge Gk(A).
2
Satz 3.6.18
Die Menge Zk(A) ist kompakt bezu¨glich δZ .
Beweis:
Mit Bemerkung 3.6.12, Satz 3.6.17 und dem Lemma 3.6.14 ist Zk(A) das Bild einer kom-
pakten Menge unter einer stetigen Abbildung. Daher folgt die Behauptung mit [Die85],
3.17.9., S. 68.
2
Satz 3.6.19
Sk(A) ist bezu¨glich der Metrik d kompakt.
Beweis:
Mit den Sa¨tzen 3.6.18 und 3.6.10 ist Sk(A) das stetige Bild einer kompakten Menge und
daher selbst kompakt nach [Die85], 3.17.9., S. 68.
2
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3.6.4 Stetigkeit der Funktion Ψ
Ziel dieses Abschnitts ist es, die Stetigkeit der Zielfunktion der k-Niveaupassung bezu¨glich
der Metrik d des Systems der Segmentierungen Sk(A) zu zeigen.
Fu¨r A ∈ A \ {O} sei (eA1 , . . . , eAn ) die ausgezeichnete Basis bezu¨glich des Skalarprodukts
〈·| ·〉A und der Basis (e1, . . . , en) von V gema¨ß Definition 3.4.9.
Lemma 3.6.20
Fu¨r alle Funktionen f ∈ L2(B(M),B(Rd) ist die Funktion A \ {O} → R+, A 7→ ‖f‖A
gleichma¨ßig stetig bezu¨glich d und der Betragsmetrik auf R.
Beweis:
Mit Definition 3.4.4 iii. existiert fu¨r jedes ε > 0 ein δ > 0 mit λ(A) < δ ⇒ | 〈f |f〉A | < ε fu¨r
A ∈ σ(A). Daher folgt fu¨r alle Mengen A,A′ ∈ σ(A) mit λ(A\A′)+λ(A′\A) = δ(A,A′) < δ,
daß | 〈f |f〉A−〈f |f〉A′ | = | 〈f |f〉A\A′−〈f |f〉A′\A | ≤ | 〈f |f〉A\A′ |+| 〈f |f〉A′\A | = 2ε gelten
muß. Daher folgt die Behauptung.
2
Lemma 3.6.21
Fu¨r 1 ≤ i ≤ n und f ∈ L2(B(M),B(E)) ist die Abbildung
A \ {O} → R, A 7→ 〈f ∣∣eAi 〉A
gleichma¨ßig stetig bezu¨glich d und Betragsnorm auf R
Beweis:
Der Beweis erfolgt u¨ber die Konstruktion der ausgezeichneten Basis (eA1 , . . . , e
A
n ) gema¨ß
Algorithmus 5 (Gram-Schmidt). Sei dazu f ∈ L2(B(M),B(E)) und A ∈ A\{O} beliebig.
Induktion u¨ber i:
i = 1: Die Abbildung A 7→ 〈e1|f〉A ist gleichma¨ßig stetig. Denn:
Sei ε > 0 beliebig. Nach Definition 3.4.4 iii. (S. 85) der Familie der erlaubten
Skalarprodukte gibt es ein δ > 0, so daß fu¨r alle A′ ∈ A mit d(A,A′) < δ gilt:∣∣∣〈e1|f〉A\A′∣∣∣ < ε2 und ∣∣∣〈e1|f〉A′\A∣∣∣ < ε2 . Damit ist aber
| 〈e1|f〉A − 〈e1|f〉A′ | = | 〈e1|f〉A\A′ − 〈e1|f〉A′\A |
≤ | 〈e1|f〉A\A′ |+ | 〈e1|f〉A′\A |
≤ ε
2
+
ε
2
= ε
Da nach Lemma 3.6.20 die Abbildung A 7→ ‖e1‖A gleichma¨ßig stetig ist, folgt mit〈
eA1
∣∣f〉
A
= 1‖e1‖A 〈e1|f〉A die Behauptung fu¨r i = 1.
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i > 1: Nach Induktionsvoraussetzung sind fu¨r j < i die Abbildungen A 7→
〈
eAj
∣∣∣f〉
A
gleich-
ma¨ßig stetig. Dies gilt insbesondere auch fu¨r f = ei. Damit ist die Abbildung
A 7→
i−1∑
j=1
〈
eAj
∣∣f〉
A
〈
eAj
∣∣ei〉A
gleichma¨ßig stetig. Somit existiert mit Definition 3.4.4 iii. ein δ > 0, so daß fu¨r alle
A′ ∈ A mit d(A,A′) < δ gilt:∣∣∣〈ei|f〉A\A′∣∣∣ < ε3 , ∣∣∣〈ei|f〉A′\A∣∣∣ < ε3
und
∣∣∣∣∣∣
i−1∑
j=1
〈
eAj
∣∣f〉
A
〈
eAj
∣∣ei〉A − i−1∑
j=1
〈
eA
′
j
∣∣∣f〉
A′
〈
eA
′
j
∣∣∣ei〉
A′
∣∣∣∣∣∣ < ε3
Damit gilt mit der Konstruktion von e˜Ai∣∣∣〈e˜Ai ∣∣f〉A − 〈e˜A′i ∣∣∣f〉A′∣∣∣
=
∣∣∣∣∣∣
〈
ei −
i−1∑
j=1
〈
ei
∣∣eAj 〉A eAj
∣∣∣∣∣∣f
〉
A
−
〈
ei −
i−1∑
j=1
〈
ei
∣∣∣eA′j 〉
A′
eA
′
j
∣∣∣∣∣∣f
〉
A′
∣∣∣∣∣∣
=
∣∣ 〈ei|f〉A − i−1∑
j=1
〈
ei
∣∣eAj 〉A 〈eAj ∣∣f〉A
− 〈ei|f〉A′ +
i−1∑
j=1
〈
ei
∣∣∣eA′j 〉
A′
〈
eA
′
j
∣∣∣f〉
A′
∣∣
=
∣∣ 〈ei|f〉A\A′ − 〈ei|f〉A′\A
−
i−1∑
j=1
〈
ei
∣∣eAj 〉A 〈eAj ∣∣f〉A + i−1∑
j=1
〈
ei
∣∣∣eA′j 〉
A′
〈
eA
′
j
∣∣∣f〉
A′
∣∣
≤ ∣∣ 〈ei|f〉A\A′ ∣∣+ ∣∣ 〈ei|f〉A′\A ∣∣
+
∣∣ i−1∑
j=1
〈
ei
∣∣∣eA′j 〉
A′
〈
eA
′
j
∣∣∣f〉
A′
−
i−1∑
j=1
〈
ei
∣∣eAj 〉A 〈eAj ∣∣f〉A ∣∣
≤ ε
3
+
ε
3
+
ε
3
= ε
Daher folgt die gleichma¨ßige Stetigkeit der Abbildung A 7→ 〈e˜Ai ∣∣f〉A. Mit Lemma
3.6.20 folgt dann die gleichma¨ßige Stetigkeit von A 7→ 〈eAi ∣∣f〉A fu¨r A ∈ A \ {O}.
2
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Korollar 3.6.22
Fu¨r alle f ∈ L2(B(M),B(E)) ist die Abbildung
A→ R, A 7→ ‖γf (A)‖2
gleichma¨ßig stetig bezu¨glich d und Betragsnorm auf R
Beweis:
Mit Lemma 3.6.21 gilt fu¨r beliebige f ∈ L2(B(M),B(E)) und i ∈ {1, . . . , n}, daß die
Funktion
A 7→ 〈f ∣∣eAi 〉A
gleichma¨ßig stetig ist auf A \ {O}. Daher la¨ßt sie sich nach [Die85] 3.15.6, S. 62, eindeutig
gleichma¨ßig stetig auf A fortsetzen.
2
Bemerkung 3.6.23
Der Beweis des vorangegangenen Lemmas zeigt, daß es wichtig ist, auf welche Art und
Weise die einzelnen ausgezeichneten Orthonormalbasen (eA1 , . . . , e
A
n ) entstehen. Die gleich-
ma¨ßige Stetigkeit der Abbildung A 7→ 〈f ∣∣eAi 〉A muß garantiert sein, wenn man, etwa aus
numerischen Gru¨nden, ein anderes Verfahren als den in Bemerkung 3.4.8 und Definition
3.4.9 festgelegten Algorithmus nach Gram-Schmidt zur Bestimmung der einzelnen Basen
verwenden will.
Satz 3.6.24
Sei N := {(A1, . . . , Ak) ∈ Zk(A) | ∃i ∈ {1, . . . , k} : Ai = O}. Dann ist die Funktion
Ψ˜ :
(Zk(A) \ N , d)→ (R+, | · |)
(A1, . . . , Ak) 7→
∑k
i=1 ‖γf (Ai)‖22
gleichma¨ßig stetig.
Beweis:
Da ‖γf (A)‖22 =
∑n
i=1
〈
f
∣∣eAi 〉2A ist, folgt aus Korollar 3.6.22 die Behauptung.
2
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Abbildung 3.11: Diskretes eindimensionales Pixelbild g und Verlauf der
Funktion t 7→ ‖γg([0, t])‖22 aus Beispiel 3.6.25.
Beispiel 3.6.25
Es sei M := [0, 7] und E := R mit der Multiplikation als Skalarprodukt. A sei das Men-
gensystem der zusammenha¨ngenden Mengen in M . Die Familie der Skalarprodukte sei
gegeben wie in Beispiel 3.4.6. Es ist S2(A) = {{[0, t], [t, 7]} | t ∈ [0, 7]} das System der
Segmentierungen von M durch zwei zusammenha¨ngende Mengen. Die Klasse der erlaub-
ten Funktionen habe die Basis (1, id).
Gegeben sei gema¨ß Definition 1.3.2 ein diskretes Pixelbild g : M → R mit g( [0]) :=
5, g( [1]) := 3, g( [2]) := 2, g( [3]) := 1, g( [4]) := 2, g( [5]) := 3, g( [6]) := 5. Dann kann
gezeigt werden, daß die Funktion
]0, 7]→ R+
t 7→ ‖γg([0, t])‖22
einen Verlauf hat, wie ihn Abbildung 3.11 skizziert. Insbesondere ist lim
t→0
‖γf ([0, t])‖22 = 0.
Lemma 3.6.26
Es gilt
lim
A→O
A∈A
‖γf (A)‖2 = 0
Beweis:
Nach Lemma 3.5.5 gilt fu¨r alle A ∈ σ(A) mit λ(A) > 0:
0 ≤ ‖f − fA‖2A = ‖f‖2A − ‖γf (A)‖22
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Aus der Eigenschaft iii. der erlaubten Skalarprodukte (vgl. Definition 3.4.4, S. 85) folgt
lim
A→O
A∈A
‖f‖2A = 0
Damit folgt die Behauptung.
2
Satz 3.6.27
Die Funktion
Ψ :
(Sk(A), d)→ (R+, | · |)
A 7→ ∑
A∈A
‖γf (A)‖22
ist stetig.
Beweis:
Sei A(n)n∈N eine Folge in Sk(A), die gegen ein {A1, . . . , Al} mit l ≤ k konvergiert. Mit Satz
3.3.13 ist {A1, . . . , Al} ∈ Sk(A). Weiter existiert nach Lemma 3.3.12 ein n0 derart, daß
fu¨r jedes i ∈ {1, . . . , l} eine eindeutig bestimmte Folge (A(n)i ) n∈N
n>n0
existiert, so daß fu¨r alle
n > n0 das Folgenglied A
(n)
i ∈ A(n) ist und limn→∞n>n0 A
(n)
i = Ai gilt. Außerdem sind diese
Folgen paarweise verschieden.
Daher folgt aus Korollar 3.6.22, Lemma 3.6.26 und der Anmerkung zum Beweis des Satzes
3.3.13 (S. 82):
lim
n→∞Ψ(A
(n)) = lim
n→∞
∑
A∈A(n)
‖γf (A)‖22
= lim
n→∞
 l∑
i=1
∥∥∥γf (A(n)i )∥∥∥2
2
+
∑
A∈A\{A(n)1 ,...,A(n)l }
‖γf (A)‖22

=
l∑
i=1
‖γf (Ai)‖22 + 0
= Ψ( lim
n→∞A
(n))
Daher folgt die Behauptung.
2
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3.6.5 Existenz des Maximums
Aufgrund der Kompaktheit von Zk(A) und der Stetigkeit der Funktion Ψ ist die Existenz
eines globalen Optimums der k-Niveaupassung gesichert.
Satz 3.6.28
Die Funktion
Ψ˜ :
Zk(A)→ R+
(A1, . . . , Ak) 7→
∑k
i=1 ‖γf (Ai)‖22
nimmt auf Zk(A) ihr Maximum an.
Beweis:
Nach Satz 3.6.24 ist die Funktion Ψ˜ gleichma¨ßig stetig auf Zk(A) \ N . Daher existiert
genau eine stetige Fortsetzung von Ψ auf den Abschluß von Zk(A) \ N . Diese ist selbst
gleichma¨ßig stetig (vgl. z. B. [Die85], 3.15.6., S. 62). Dieser Abschluß ist jedoch die Menge
Zk(A). Da Zk(A) kompakt ist (Satz 3.6.18), folgt die Behauptung, denn stetige Funktionen
auf kompakten Mengen nehmen ihr Maximum an. (vgl. [Die85], 3.17.10., S. 68)
2
Satz 3.6.29
Die Funktion
Ψ :
Sk(A)→ R+
A 7→∑A∈A ‖γf (A)‖22
nimmt auf Sk(A) ihr Maximum an.
Beweis:
Da die Funktion Ψ stetig ist auf Sk(A) (Satz 3.6.27) und Sk(A) nach Satz 3.6.19 kompakt
ist, folgt die Behauptung mit [Die85], 3.17.10., S. 68.
2
Bemerkung 3.6.30
Um die Existenz einer optimalen Lo¨sung einer 2-Niveaupassung im Sinne von Abschnitt
3.5.1 zu zeigen, ist die Stetigkeit der Funktion
Ψ :
A→ R+
A 7→ ‖γf (A)‖22 + ‖γf (M \A)‖22
und die Kompaktheit von A zu zeigen, da diese Funktion nicht u¨ber das System der
Segmentierungen S2(A) parametrisiert wurde. Beide Eigenschaften sind jedoch mit den
Mitteln dieses Abschnitts leicht zu zeigen.
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3.7 Bestimmung lokaler Maxima der Funktion Ψ
Obwohl das vorangegangene Unterkapitel die Existenz eines globalen Maximums der Ziel-
funktion Ψ sichert, werden sich die meisten Algorithmen aus Gru¨nden der Laufzeiteffizienz
auf die Suche nach einem lokalen Maximum beschra¨nken. Denn in der Regel handelt es
sich bei dem Optimierungsproblem der k-Niveaupassung um ein nichtlineares Optimie-
rungsproblem. In Kapitel 4 werden Algorithmen fu¨r diskrete Pixelbilder angegeben, die
lokale Maxima bestimmen. Die theoretischen Grundlagen der dort zu findenden Algorith-
men sind allerdings auch fu¨r beliebige Bilder f ∈ L2(B(M),B(Rd)) gu¨ltig. Aus diesem
Gru¨nden werden diese Grundlagen schon in diesem Kapitel vorgestellt.
Im ersten Abschnitt wird gezeigt, daß es unter bestimmten Voraussetzungen mo¨glich ist,
das Problem der k-Niveaupassung von Bildern auf iterative 2-Niveaupassungen zu be-
schra¨nken. Diese Voraussetzungen sind so allgemein, daß sich der zweite Abschnitt nur
mit der Suche von lokalen Maxima von 2-Niveaupassungen bescha¨ftigt.
Bemerkung 3.7.1 (Strenges lokales Maximum)
Sei (E, d) ein metrischer Raum. Ein Punkt x0 ∈ E heißt dann strenges lokales Maximum
einer Funktion f : E → R, falls eine Umgebung U von x0 existiert mit
∀x ∈ U : f(x) < f(x0)
Daher folgt aus dem Satz 3.6.29, also der Annahme des Maximums durch die Zielfunktion
Ψ der k-Niveaupassung, nicht die Existenz eines strengen lokalen Maximums.
3.7.1 Reduktion auf 2-Niveaupassungsprobleme
Dieser Abschnitt definiert zuna¨chst die Menge der Segmentierungen durch zwei Segmen-
te innerhalb einer schon existierenden Segmentierung. Kann man alle Segmentierungen
innerhalb einer Umgebung einer lokal optimalen Segmentierung durch iterative Vera¨nde-
rungen von jeweils zwei Segmenten beschreiben, so la¨ßt sich das k-Niveaupassungsproblem
auf iterative 2-Niveaupassungsprobleme reduzieren.
Bemerkung 3.7.2
Sei A ein Mengensystem erlaubter Mengen. Sei weiter A ∈ Sk(A) und seien Ai, Aj ∈ A
mit Ai 6= Aj und Ai ∪Aj ∈ A. Dann gilt:
∀{A′i, A′j} ∈ S2(A, Ai ∪Aj) : (A \ {Ai, Aj}) ∪ {A′i, A′j} ∈ Sk(A)
Das heißt, solange die Mengen A′i und A
′
j innerhalb der eingeschra¨nkten Zerlegung
S2(A, Ai ∪Aj) mo¨glich sind, sind sie es auch im urspru¨nglichen System der Segmentie-
rungen.
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Definition 3.7.3 (Segmentierungen innerhalb einer Segmentierung )
Sei A ein System erlaubter Mengen. Dann sei fu¨r alle A ∈ Sk(A) und Ai, Aj ∈ A mit
Ai ∪Aj ∈ A die Menge SAi,Aj (A) definiert durch
SAi,Aj (A) :=
{
(A \ {Ai, Aj}) ∪ {A′i, A′j} | A′i, A′j ∈ S2(A, Ai ∪Aj)
}
SAi,Aj (A) heiße die Menge der Segmentierungen der Menge Ai ∪Aj durch zwei Segmente
innerhalb der Segmentierung A.
Mit Bemerkung 3.7.2 gilt SAi,Aj (A) ⊆ Sk(A).
Beispiel 3.7.4
Sei M := [0, 10] und A := {[t1, t2] | t1, t2 ∈M}. Dann ist {[0, 1], [1, 3], [3, 10]} ∈ S3(A).
Und mit Definition 3.7.3 ist die Menge S[1,3],[3,10](A) gegeben durch
S[1,3],[3,10](A) = {{[0, 1], [1, t], [t, 10]} | t ∈ [1, 10]}
Bemerkung 3.7.5
Sei A ∈ Sk(A) und Ai, Aj ∈ A. Dann sind alle A′ ∈ SAi,Aj (A) der Form A \ {Ai, Aj} ∪
{A′i, A′j} fu¨r ein {A′i, A′j} ∈ S2(A, Ai ∪ Aj). Fu¨r die Zielfunktion der k-Niveaupassung Ψ
gilt
Ψ(A′) =
∥∥γf (A′i)∥∥22 + ∥∥γf (A′j)∥∥22
+
∑
A∈A\{Ai,Aj}
‖γf (A)‖22 (3.18)
Dabei ist fu¨r alleA′ ∈ SAi,Aj (A) der Wert
∑
A∈A\{Ai,Aj}
‖γf (A)‖22 in Term (3.18) gleich. Um
ein lokales Maximum in SAi,Aj (A) zu berechnen, ist also lediglich ein lokales Maximum
in S2(A, Ai ∪Aj) zu bestimmen.
Satz 3.7.6
Sei (E, d) ein metrischer Raum. Dann ist fu¨r jedes a ∈ E und jedes ε > 0 die Menge
Kε(a) := {x ∈ E | d(x, a) < ε} eine offene Umgebung von a.
Beweis:
vgl. [Die85], 3.6.1., S. 44
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Bemerkung 3.7.7
Sei M := [0, 1] und A := {[x1, x2] | x1, x2 ∈ [0, 1], x1 ≤ x2} das Mengensystem der er-
laubten Mengen. Betrachtet wird nun S3(A), das System der Segmentierungen von [0, 1]
durch 3 Intervalle. {[0, x1], [x1, x2], [x2, 1]} sei ein Element aus S3(A) mit x1 > 0. Sei
weiter ein ε ∈ R+ mit x1 > ε > 0 gegeben. Wa¨hlt man dann x′1 := x1 − ε2 , so gilt
d({[0, x1], [x1, x2], [x2, 1]}, {[0, x′1], [x′1, x2], [x2, 1]} ≤ ε.
Anhand dieses Beispiels kann man sich leicht u¨berlegen, daß es fu¨r jedes Element aus
A ∈ S3(A) und jedem ε > 0 ein Element A′ ∈ S3(A) mit d(A,A′) < ε gibt, das aus A
nur durch die Vera¨nderung zweier adjazenter Segmente entstanden ist. Fu¨r jedes Element
A = {A1, A2, A3} ∈ S3(A) mit O 6∈ A und jeder Umgebung U vonA sind also die Mengen
{A′ ∈ SA1,A2(A)} ∩ U , {A′ ∈ SA2,A3(A)} ∩ U und {A′ ∈ SA1,A3(A)} ∩ U nicht leer.
Definition 3.7.8
Fu¨r A ∈ Sk(A) sei
U2(A) :=
{
A′ | ∃Ai, Aj ∈ A : Ai ∪Aj ∈ A,A′ ∈ SAi,Aj (A)
}
Weiter sei fu¨r ε > 0 beliebig die Menge Uε2(A) definiert durch
Uε2(A) := {B ∈ U2(A) | d(B,A) < ε}
Bemerkung 3.7.9
Im Kontext der Bemerkung 3.7.7 gilt fu¨r alle A ∈ Sk(A), wie man sich leicht u¨berlegen
kann, Uε2(A) ⊆ Kε(A). Diese Inklusion kann jedoch garantiert werden, denn unter Um-
sta¨nden erlaubt das gewa¨hlte Mengensystem keine Vera¨nderungen in nur zwei Segmenten
( vgl. auch Bemerkung 4.2.16).
Satz 3.7.10
Sei A derart, daß fu¨r jedes A ∈ Sk(A) und jedes ε > 0 die Inklusion Uε2(A) ⊆ Kε(A) gilt.
Dann ist die folgende Aussage richtig:
Ist A ∈ Sk(A) ein lokales Maximum einer k-Niveaupassung Ψ, so gilt:
Fu¨r alle Ai, Aj ∈ Amit Ai∪Aj ∈ A ist {Ai, Aj} ein lokales Maximum der 2-Niveaupassung
Ψ2 :
S2(A, Ai ∪Aj)→ R+
{B, (Ai ∪Aj) \B} 7→ ‖γf (B)‖22 + ‖γf ((Ai ∪Aj) \B)‖22
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Beweis:
Es ist
U2(A) ={
A \ {Ai, Aj} ∪ {A′i, A′j} | Ai, Aj ∈ A, Ai ∪Aj ∈ A, {A′i, A′j} ∈ S2(A, Ai ∪Aj)
}
Daher folgt die Behauptung aus der Definition 3.7.8 von Uε2(A) mit Bemerkung 3.7.5.
Bemerkung 3.7.11
Sei A ∈ Sk(A). Weiter sei fu¨r alle Ai, Aj ∈ A mit Ai ∪ Aj ∈ A die Segmentierung
{Ai, Aj} ∈ S2(A, Ai ∪Aj) ein lokales Maximum der 2-Niveaupassung
Ψ2 :
S2(A, Ai ∪Aj)→ R+
{B, (Ai ∪Aj) \B} 7→ ‖γf (B)‖22 + ‖γf ((Ai ∪Aj) \B)‖22
Sei nunA = {A1, . . . , Ak}. Nach Voraussetzung existiert dann ein ε > 0, so daß fu¨r alleB ∈
Uε2(A) gilt: Ψ(B) < Ψ(A). Seien nun B,C ∈ Uε2(A) der Form B = {B1, B2, A3, . . . , Ak}
und C = {A1, . . . , Ak−2, Ck−1, Ck}. Da Ψ(B) < Ψ(A) ist, muß ‖γf (B1)‖22 + ‖γf (B2)‖22 <
‖γf (A1)‖22 + ‖γf (A2)‖22 gelten. Analog muß ‖γf (Ck−1)‖22 + ‖γf (Ck)‖22 < ‖γf (Ak−1)‖22 +
‖γf (Ak)‖22 sein. Daher ist auch Ψ({B1, B2, A3, . . . , Ak−2, Ck−1, Ck}) < Ψ(A). Aus dieser
U¨berlegung kann man folgern, daß fu¨r alle D ∈ Sk(A), die durch Verschmelzung zweier
Elemente aus Uε2(A) entstanden sind, Ψ(D) < Ψ(A) gelten muß.
Definition 3.7.12
Fu¨r A ∈ Sk(A) sei die Menge Ûε2(A) eine Mengen von Segmentierungen definiert durch
Ûε2(A) := {C ∈ Sk(A) | ∀C ∈ C : ∃B ∈ Uε2(A) : C ∈ B}
Nach Bemerkung 3.7.11 ist Ûε2(A) die Menge aller Segmentierungen, die durch Verschmel-
zen (im Sinne der Bemerkung) endlich vieler Segmentierungen, die sich in nur zwei Kom-
ponenten von A unterscheiden, entstanden sind.
Beispiel 3.7.13
Wie in Bemerkung 3.7.7 sei M := [0, 1] und A := {[x1, x2] | x1, x2 ∈ [0, 1], x1 ≤ x2} das
Mengensystem der erlaubten Mengen. Betrachtet wird wieder S3(A), das System der Seg-
mentierungen von [0, 1] durch 3 Intervalle. Sei A = {[0, a1], [a1, a2], [a2, 1]} ein Element
aus S3(A) mit 0 < a1 < a2 < 1. Weiter sei ε > 0 und ε < min{a12 , a2−a12 , 1−a22 }. Die
Segmentierung B = {[0, b1], [b1, b2], [b2, 1]} sei ein beliebiges Element aus Kε(A). Dann ist
0 < b1 < a2 und a1 < b2 < 1. Definiert man nun
B1 := {[0, b1], [b1, a2], [a2, 1]} und
B2 := {[0, a1], [a1, b2], [b2, 1]}
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so gilt B1 ∈ Uε2(A) und B2 ∈ Uε2(A). Daher muß B ∈ Ûε2(A) gelten. Damit folgt:
Kε(A) ⊆ Ûε2(A).
Es ist also fu¨r jedes solche A die Menge Ûε2(A) eine Umgebung von A, da sie mit Satz
3.7.6 eine offene Umgebung von A umschließt.
Ist A ∈ S3(A) der Form A = {[0, 1], O}, so kann man sich leicht u¨berlegen, daß Ûε2(A)
keine Umgebung von A ist, da alle Elemente in Ûε2(A) der Form {[0, t], [t, 1], O} sein
mu¨ssen.
Daher kann fu¨r kein Mengensystem erlaubter Mengen A die Menge Ûε2(A) eine Umgebung
von A ∈ Sk(A) sein, wenn |A \ {O}| = k − 2 gilt.
Satz 3.7.14
Sei A derart, daß fu¨r alle A ∈ Sk(A) mit O 6∈ A die Menge Ûε2(A) eine Umgebung von A
ist. Dann gilt fu¨r alle A ∈ Sk(A) mit O 6∈ A:
A ist ein lokales Maximum der Zielfunktion der k-Niveaupassung Ψ genau dann, wenn fu¨r
alle Ai, Aj ∈ A mit Ai ∪ Aj ∈ A die Segmentierung {Ai, Aj} ein lokales Maximum der
2-Niveaupassung
Ψ2 :
S2(A, Ai ∪Aj)→ R+
{B, (Ai ∪Aj) \B} 7→ ‖γf (B)‖22 + ‖γf ((Ai ∪Aj) \B)‖22
ist.
Beweis:
folgt mit der Definition 3.7.12 von Ûε2(A) und Bemerkung 3.7.11 sowie Satz 3.7.10
Bemerkung 3.7.15
Die Bemerkung 3.7.13 zeigt, daß es Mengensysteme gibt, in denen die Voraussetzungen des
Satzes 3.7.14 erfu¨llt sind. Die Einschra¨nkung O 6∈ A in den Voraussetzungen des Satzes
hat fu¨r die meisten praktischen Anwendungen keine Bedeutung, weil ein lokales Maximum
der Zielfunktion der k-Niveaupassung in den meisten Fa¨llen aus k Segmenten bestehen
muß. Lediglich wenn das zu segmentierende Bild f ∈ L2(B(M),B(Rd)) selbst der Form
f =
∑l
i=1 fAi mit Ai ∈ A fu¨r 1 ≤ i ≤ l und l < k ist, kommen lokale Maxima mit weniger
als k Segmenten vor.
3. Theoretische Grundlagen der Mehrniveaupassung 128
Bemerkung 3.7.16
Wa¨re die Menge der Segmentierungen der Menge Ai ∪Aj durch zwei Segmente innerhalb
der Segmentierung A definiert worden durch
SAi,Aj (A)
′ :=
{
A′ ∈ Sk(A) | ∀A ∈ A, A 6= Ai, A 6= Aj : A ∈ A′
}
so wa¨re die Einschra¨nkung auf Segmentierungen A mit O 6∈ A in der Voraussetzung
des Satzes 3.7.14 nicht no¨tig. Denn bei dieser Definition werden nicht automatisch zwei
Segmente durch zwei, sondern unter Umsta¨nden auch durch mehr Segmente ersetzt. Dies
war bei der Definition 3.7.3 nicht der Fall.
Da in dieser Arbeit jedoch auch auf die algorithmische Umsetzung des Segmentierungsan-
satzes geachtet wird, wurde im Hinblick auf das Kapitel 4 (insbesondere Abschnitt 4.3.2)
der Ansatz der Definition 3.7.3 gewa¨hlt.
3.7.2 Hinweise zur Bestimmung lokaler Minima von 2-Niveaupassungs-
problemen
Der vorangegangene Abschnitt 3.7.1 rechtfertigt es, sich bei der Bestimmung lokaler
Maxima der Funktion Ψ auf die 2-Niveau-Situation einzuschra¨nken.
Die zentrale Frage dieses Abschnitts kann man wie folgt formulieren:
Zwei Niveaumengen A ∪B und C ”streiten“ sich um die Menge B. Soll das Segment
A ∪B seine Teilmenge B behalten oder soll es B an die Niveaumenge C abgeben?
Das heißt, es soll die Frage beantwortet werden, wann
‖f − fA∪B − fC‖M > ‖f − fA − fB∪C‖M
gilt.
Die Antwort auf diese Frage ist fu¨r die zu entwickelnden Algorithmen von zentraler Bedeu-
tung, da diese immer nur Teilmengen B mit positivem Lebesgue-Maß behandeln ko¨nnen,
sich aber nur in der Theorie mit infinitesimal kleinen Mengen auseinandersetzen ko¨nnen.
In Anbetracht der in Abschnitt 2.2.2 (S. 18) geforderten algorithmischen Umsetzbarkeit
einer Segmentierungstheorie, gewinnt diese Frage zusa¨tzlich an Gewicht. Dabei wird bei
der Beantwortung die Ausgangsfunktion f so modifiziert, daß die Frage leichter zu beant-
worten ist, die Ergebnisse sich aber auf die Originalfunktion f u¨bertragen lassen.
Wa¨hrend dieses Abschnitts sei stets A,B,C ∈ A eine Zerlegung von M , d. h. AunionmultiBunionmultiC =
M , in drei erlaubte Mengen mit positivem Lebesgue-Maß. Desweiteren sei im gesamten
Abschnitt f ∈ L2(B(M),B(Rd)) und sowohl A ∪ B ∈ A als auch B ∪ C ∈ A. Weiter
sei E = (e1, . . . , en) eine Basis von V , der Klasse der erlaubten Funktionen und fu¨r D ∈
A \ {O} sei ED = (eD1 , . . . , eDn ) die ausgezeichnete Basis bezu¨glich der Basis E und dem
Skalarprodukt 〈·| ·〉D. Die Familie der Skalarprodukte gema¨ß Definition 3.4.4 sei gegeben
durch {〈·| ·〉D | D ∈ σ(A), λ(D) > 0}.
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Definition 3.7.17
Um eine einfache und intuitive Schreibweise in den Beweisen dieses Abschnitts zu haben,
seien die Matrizen A,B,C ∈ Rn×n definiert durch
A := (
〈
eAi
∣∣ej〉A)1≤i,j≤n
B := (
〈
eBi
∣∣ej〉B)1≤i,j≤n
C := (
〈
eCi
∣∣ej〉C)1≤i,j≤n
Es gilt also mit Definition 3.5.9: γ˜f (A) = A
−1γf (A), sowie γ˜f (B) = B
−1γf (B) und
γ˜f (C) = C
−1γf (C).
Definition 3.7.18
Fu¨r f ∈ L2(B(M),B(E)) sei f¯ := fA,B,C := fA + fB + fC .
Offensichtlich ist fA,B,C ∈ L2(B(M),B(E)).
Lemma 3.7.19
Es gilt 〈fA|fA〉A = ‖γf (A)‖22 und damit〈
f¯
∣∣ f¯〉
M
= 〈fA|fA〉A + 〈fB|fB〉B + 〈fC |fC〉C = ‖γf (A)‖22 + ‖γf (B)‖22 + ‖γf (C)‖22
Beweis:
Es ist〈
f¯
∣∣ f¯〉
M
=
〈
f¯
∣∣ f¯〉
A
+
〈
f¯
∣∣ f¯〉
B
+
〈
f¯
∣∣ f¯〉
C
= 〈fA|fA〉A + 〈fB|fB〉B + 〈fC |fC〉C
Fu¨r die einzelnen Terme gilt nun:
〈fA|fA〉A =
〈
n∑
i=1
γf (A)ieAi
∣∣∣∣∣∣
n∑
j=1
γf (A)jeAj
〉
A
=
n∑
i=1
γf (A)i
n∑
j=1
γf (A)j
〈
eAi
∣∣eAj 〉A
[(eA1 , . . . , e
A
n ) ist Orthonormalbasis] =
n∑
i=1
γf (A)2i
Analog ist 〈fB|fB〉B =
∑n
i=1 γf (B)
2
i und 〈fC |fC〉C =
∑n
i=1 γf (C)
2
i . Daher folgt die Be-
hauptung.
2
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Satz 3.7.20 (Verallgemeinertes Massenerhaltungslemma)
Fu¨r g aus V , der Klasse der erlaubten Funktionen, gilt:
i. ∀D ∈ {A,B,C} : 〈f |g〉D = 〈fD|g〉D
ii. 〈f |g〉M = 〈fA,B,C |g〉M
Beweis:
Da fD die Orthogonalprojektion von f |D bezu¨glich 〈·| ·〉D auf V ist (vgl. Bemerkung 3.5.4),
gilt
〈f − fD|g〉D = 0 ⇒ 〈f |g〉D − 〈fD|g〉D = 0 ⇒ 〈f |g〉D = 〈fD|g〉D
Damit folgt i.
Aus der Additivita¨t des Skalarprodukt folgt
〈f |g〉M = 〈f |g〉A + 〈f |g〉B + 〈f |g〉C = 〈fA|g〉A + 〈fB|g〉B + 〈fC |g〉C = 〈fA,B,C |g〉M
und damit ii.
2
Bemerkung 3.7.21
Der Satz 3.7.20 ist eine verallgemeinerte Version des Massenerhaltungslemma 2.5.5 von
Ka¨mpke und Kober (vgl. [Ka¨m00]), das in Abschnitt 2.5.1 pra¨sentiert wurde.
Ist 1 ∈ V , so gilt mit Satz 3.7.20 〈fA,B,C |1〉M = 〈f |1〉M . Ist dann 〈·| ·〉M definiert wie
in Beispiel 3.4.12 i., d. h. es ist E := R mit der Multiplikation als Skalarprodukt und
〈f |g〉A :=
∫
A fgdλ, so gilt∫
M
fA,B,Cdλ = 〈fA,B,C |1〉M = 〈f |1〉M =
∫
M
fdλ
Damit wird die Analogie zum Lemma 2.5.5 deutlich.
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Lemma 3.7.22
Es gilt
〈f − fA∪B − fC |f − fA∪B − fC〉M = 〈f |f〉M − 〈fA∪B|fA∪B〉M − 〈fC |fC〉M
Beweis:
Zuna¨chst einmal gilt fu¨r D ∈ {A,B,A ∪B}
〈f |fD〉M =
〈
f
∣∣∣∣∣
n∑
i=1
γf (D)ieDi
〉
D
=
n∑
i=1
γf (D)i
〈
f
∣∣eDi 〉D
[Def. 3.5.2] =
n∑
i=1
γf (D)2i
= 〈fD|fD〉D = 〈fD|fD〉M (3.19)
Damit kann man nun
〈f − fA∪B − fC |f − fA∪B − fC〉M
= 〈f |f〉M + 〈fA∪B|fA∪B〉M + 〈fC |fC〉M
− 2 〈f |fA∪B〉M − 2 〈f |fC〉M + 2 〈fA∪B|fC〉M
[Gleichung (3.19)] = 〈f |f〉M + 〈fA∪B|fA∪B〉M + 〈fC |fC〉M
− 2 〈fA∪B|fA∪B〉M − 2 〈fC |fC〉M + 2 〈fA∪B|fC〉M
= 〈f |f〉M − 〈fA∪B|fA∪B〉M + 2 〈fA∪B|fC〉M − 〈fC |fC〉M
folgern. Aber mit der Definition 3.5.13 von fC bzw. fA∪B folgt:
〈fA∪B|fC〉M = 〈fA∪B|0〉A∪B + 〈0|fC〉C = 0 und damit die Behauptung.
2
Lemma 3.7.23
Es gilt
γf (A ∪B) = γf¯ (A ∪B) und γf (B ∪ C) = γf¯ (B ∪ C)
Beweis:
Fu¨r i ∈ {1, . . . , n} ist
γf¯ (A ∪B)i =
〈
fA,B,C
∣∣eA∪Bi 〉A∪B = 〈fA + fB∣∣eA∪Bi 〉A∪B
=
〈
fA
∣∣eA∪Bi 〉A + 〈fC∣∣eA∪Bi 〉B
[Satz 3.7.20] =
〈
f
∣∣eA∪Bi 〉A + 〈f ∣∣eA∪Bi 〉B
= γf (A ∪B)i
Damit folgt die Behauptung fu¨r A ∪B. Der Beweis fu¨r B ∪ C erfolgt analog.
2
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Satz 3.7.24
Sei A,B,C ∈ A eine Zerlegung von M in drei erlaubte Mengen mit jeweils positivem
Lebesgue-Maß, dann gilt
‖f − fA − fB∪C‖M < ‖f − fA∪B − fC‖M
⇔ ‖fB,C − fB∪C‖B∪C < ‖fA,B − fA∪B‖A∪B
Beweis:
Mit Lemma 3.7.23 und Satz 3.5.16 (S. 100) gilt:
‖f − fA − fB∪C‖M < ‖f − fA∪B − fC‖M
⇔ ‖γf (A)‖22 + ‖γf (B ∪ C)‖22 < ‖γf (A ∪B)‖22 + ‖γf (C)‖22
⇔ ∥∥γf¯ (A)∥∥22 + ∥∥γf¯ (B ∪ C)∥∥22 < ∥∥γf¯ (A ∪B)∥∥22 + ∥∥γf¯ (C)∥∥22
⇔ ∥∥f¯ − f¯A − f¯B∪C∥∥M < ∥∥f¯ − f¯A∪B − f¯C∥∥M
Aus der Gleichheit
∥∥f¯ − f¯A − f¯B∪C∥∥M = ∥∥f¯ − f¯B∪C∥∥B∪C bzw. ∥∥f¯ − f¯A∪B − f¯C∥∥M =∥∥f¯ − f¯A∪B∥∥A∪B folgt dann die Behauptung.
2
Bemerkung 3.7.25
Der Satz 3.7.24 erlaubt es, sich bei der Beantwortung der Eingangs dieses Abschnitts
gestellten Frage auf fA,B,C , anstelle der Originalfunktion f , zuru¨ckzuziehen. Da fA,B,C
eingeschra¨nkt auf die Menge A bzw. B oder C aus dem Vektorraum der erlaubten Funk-
tionen ist, wird die Beantwortung der Eingangs des Abschnitts gestellten Frage durch
diesen Satz erheblich vereinfacht.
Bemerkung 3.7.26
Es la¨ßt sich sogar ein genauer Zusammenhang zwischen der Approximation von f und der
von f¯ angeben. Es ist na¨mlich
‖f − fA − fB∪C‖2M = ‖f‖2M −
∥∥f¯∥∥2
M
+ ‖fB,C − fB∪C‖2B∪C
Denn:
Mit Lemma 3.7.22 gilt
‖f − fA − fB∪C‖2M = 〈f − fA − fB∪C |f − fA − fB∪C〉M
= 〈f |f〉M − 〈fA|fA〉M − 〈fB∪C |fB∪C〉M
= 〈f |f〉M − 〈fA,B,C |fA,B,C〉M + 〈fA,B,C |fA,B,C〉M
− 〈fA|fA〉M − 〈fB∪C |fB∪C〉M
= ‖f‖2M − ‖fA,B,C‖2M
+ 〈fA,B,C |fA,B,C〉M − 〈fA|fA〉M − 〈fB∪C |fB∪C〉M
[Lemma 3.7.22] = ‖f‖2M − ‖fA,B,C‖2M + ‖fA,B,C − fA − fB∪C‖2M
= ‖f‖2M − ‖fA,B,C‖2M + ‖fB,C − fB∪C‖2M
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Definition 3.7.27
Seien A,B,C ∈ A mit λ(A) > 0, λ(B) > 0 und λ(C) > 0. Dann sei EA,B
C
∈ Rn×n definiert
durch
E
A,B
C
:= (
〈
eAi
∣∣eBj 〉C)1≤i,j≤n
E
A,B
Ci,j
:=
〈
eAi
∣∣∣eBj 〉
C
bezeichne das j-te Element der i-ten Zeile der Matrix E
A,B
C
.
Weiter sei E
A, E
B
:= (
〈
eAi
∣∣ej〉B)1≤i,j≤n.
Lemma 3.7.28
Sind f, g ∈ V , so gilt fu¨r alle A ∈ A
〈f |g〉A =
n∑
i=1
〈
f
∣∣eAi 〉A 〈g∣∣eAi 〉A
Beweis:
vgl. [Die85], 6.5.2., S.125.
Lemma 3.7.29
Mit B und C wie in Definition 3.7.17 gilt
E
B ∪ C,B
B
B = E
B ∪ C, E
B
und E
B ∪ C,C
C
C = E
B ∪ C, E
C
Insbesondere sind die Matrizen E
B ∪ C, E
B
und E
B ∪ C, E
C
invertierbar.
Beweis:
Zuna¨chst ist
(
E
B ∪ C,B
B
B
)
i,j
=
n∑
r=1
〈
eB∪Ci
∣∣eBr 〉B 〈ej∣∣eBr 〉B
[Lemma 3.7.28] =
〈
eB∪Ci
∣∣ej〉B
= E
B ∪ C, E
Bi,j
Daher ist E
B ∪ C,B
B
B = E
B ∪ C, E
B
. Die Matrix E
B ∪ C,B
B
ist die Matrix der Basis
(eB∪C1 , . . . , eB∪Cn ) in der Koordinatendarstellung bezu¨glich der Basis (eB1 , . . . , eBn ). Die Ma-
trix B ist ebenfalls eine Basisdarstellung, daher ist E
B ∪ C, E
B
das Produkt zweier invertier-
barer Matrizen und damit selbst invertierbar.
2
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Bemerkung 3.7.30
Der folgende Satz wird in diesem Kapitel nur im Sinne eines Lemmas, d. h. als Zwischener-
gebnis, genutzt. Er wird jedoch bei den praktischen Anwendungen der Mehrniveaupassung
eine herausragende Rolle spielen. Insbesondere wird er innerhalb des Kontexts der Mehr-
niveaupassung das kontrollierte Zusammenfu¨gen (”Merging“) von Niveaumengen erlauben
(vgl. Abschnitt 5.3). Daher hat er auch in diesem Kapitel den Namen ”Satz“ verdient.
Satz 3.7.31
Es gilt
γf (B ∪ C) = E
B ∪ C,B
B
γf (B) + E
B ∪ C,C
C
γf (C)
Beweis:
Zuna¨chst einmal ist nach Lemma 3.7.23 γf¯ (B ∪ C) = γf (B ∪ C). Weiter ist fu¨r alle
i ∈ {1, . . . , n}:
γf¯ (B ∪ C)i =
〈
f¯
∣∣eB∪Ci 〉B∪C
=
〈
fB + fC
∣∣eB∪Ci 〉B∪C
=
〈
fB
∣∣eB∪Ci 〉B + 〈fC∣∣eB∪Ci 〉C (3.20)
Ferner ist
〈
fB
∣∣eB∪Ci 〉B =
〈
n∑
j=1
γf (B)jeBj
∣∣∣∣∣∣eB∪Ci
〉
B
=
n∑
j=1
γf (B)j
〈
eBj
∣∣eB∪Ci 〉B
und analog
〈
fC
∣∣eB∪Ci 〉C =∑nj=1 γf (C)j 〈eBj ∣∣∣eB∪Ci 〉C . Daher gilt mit Gleichung (3.20)
γf¯ (B ∪ C)i =
n∑
j=1
γf (B)j
〈
eBj
∣∣eB∪Ci 〉B + n∑
l=1
γf (C)l
〈
eBl
∣∣eB∪Ci 〉C
=
n∑
j=1
(
γf (B)jE
B ∪ C,B
Bi,j
+ γf (C)jE
B ∪ C,C
Ci,j
)
(3.21)
und damit insgesamt:
γf (B ∪ C) = γf¯ (B ∪ C) = E
B ∪ C,B
B
γf (B) + E
B ∪ C,C
C
γf (C)
2
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Lemma 3.7.32
Es ist ∥∥∥∥∥f¯ −
n∑
i=1
γf¯ (B ∪ C)ieB∪Ci
∥∥∥∥∥
2
B∪C
=
∥∥f¯∥∥2
B∪C −
〈
f¯
∣∣∣∣∣
n∑
i=1
γf¯ (B ∪ C)ieB∪Ci
〉
B∪C
Beweis:
Es ist
∑n
i=1 γf¯ (B ∪C)ieB∪Ci = fB∪C nach Bemerkung 3.5.4 und Lemma 3.7.23 die ortho-
gonale Projektion von f¯ auf V bezu¨glich des Skalarprodukts 〈·| ·〉B∪C . Daher ist analog zu
Lemma 3.7.22
∥∥f¯ − fB∪C∥∥2B∪C = ∥∥f¯∥∥2B∪C − ‖fB∪C‖2B∪C . Weiter gilt
‖fB∪C‖2B∪C = 〈fB∪C |fB∪C〉B∪C
=
〈
n∑
i=1
γf (B ∪ C)eB∪Ci
∣∣∣∣∣fB∪C
〉
B∪C
=
n∑
i=1
γf (B ∪ C)
〈
eB∪Ci
∣∣fB∪C〉B∪C
[Lemma 3.7.23 + Gleichung (3.20)] =
n∑
i=1
〈
fB + fC
∣∣eB∪Ci 〉B∪C 〈eB∪Ci ∣∣fB∪C〉B∪C
[Lemma 3.7.28] = 〈fB,C |fB∪C〉B∪C
=
〈
f¯
∣∣∣∣∣
n∑
i=1
γf (B ∪ C)eB∪Ci
〉
B∪C
2
Lemma 3.7.33
Fu¨r 1 ≤ i ≤ n sei B(i) ∈ Rn×n durch B(i)r,l := E
B ∪ C,B
Bi,l
E
B ∪ C,B
Bi,r
und C(i) ∈ Rn×n durch
C(i)r,l := E
B ∪ C,C
Ci,l
E
B ∪ C,C
Ci,r
sowie G(i) ∈ Rn×n durch G(i)r,l := E
B ∪ C,C
Ci,l
E
B ∪ C,B
Bi,r
definiert (fu¨r
r, l ∈ {1, . . . , n}).
Dann gilt:〈
f¯
∣∣∣∣∣
n∑
i=1
γf¯ (B ∪ C)ieB∪Ci
〉
B∪C
=
n∑
i=1
γf (B)tB
(i)γf (B) + 2
n∑
i=1
γf (B)tG
(i)γf (C) +
n∑
i=1
γf (C)tC
(i)γf (C)
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Beweis:
Es ist〈
f¯
∣∣∣∣∣
n∑
i=1
γf¯ (B ∪ C)eB∪Ci
〉
B∪C
=
〈
fB
∣∣∣∣∣
n∑
i=1
γf¯ (B ∪ C)eB∪Ci
〉
B∪C
+
〈
fC
∣∣∣∣∣
n∑
i=1
γf¯ (B ∪ C)eB∪Ci
〉
B∪C
=
〈
fB
∣∣∣∣∣
n∑
i=1
γf¯ (B ∪ C)eB∪Ci
〉
B
+
〈
fC
∣∣∣∣∣
n∑
i=1
γf¯ (B ∪ C)eB∪Ci
〉
C
(3.22)
Nun ist aber
〈
fB
∣∣eB∪Ci 〉B =
〈
n∑
r=1
γf (B)reBr
∣∣∣∣∣eB∪Ci
〉
B
=
n∑
r=1
γf (B)r
〈
eBr
∣∣eB∪Ci 〉B
=
n∑
r=1
γf (B)rE
B ∪ C,B
Bi,r
(3.23)
Fu¨r den Term
〈
fB
∣∣ ∑n
i=1 γf¯ (B ∪ C)eB∪Ci
〉
B
gilt damit
〈
fB
∣∣∣∣∣
n∑
i=1
γf¯ (B ∪ C)ieB∪Ci
〉
B
=
n∑
i=1
γf¯ (B ∪ C)i
〈
fB
∣∣eB∪Ci 〉
[Gleichung (3.21)] =
n∑
i=1
(
n∑
l=1
E
B ∪ C,B
Bi,l
γf (B)l + E
B ∪ C,C
Bi,l
γf (C)l
)〈
fB
∣∣∣eB∪C,Bi 〉
B
=
n∑
i=1
n∑
l=1
E
B ∪ C,B
Bi,l
γf (B)l
〈
fB
∣∣∣eB∪C,Bi 〉
B
+
n∑
i=1
n∑
l=1
E
B ∪ C,C
Ci,l
γf (C)l
〈
fB
∣∣∣eB∪C,Bi 〉
B
[Gleichung (3.23)] =
n∑
i=1
n∑
l=1
E
B ∪ C,B
Bi,l
γf (B)l
(
n∑
r=1
γf (B)rE
B ∪ C,B
Bi,r
)
+
n∑
i=1
n∑
l=1
E
B ∪ C,C
Ci,l
γf (C)l
(
n∑
r=1
γf (B)rE
B ∪ C,C
Bi,r
)
=
n∑
i=1
n∑
l=1
n∑
r=1
γf (B)lE
B ∪ C,B
Bi,l
E
B ∪ C,B
Bi,r
γf (B)r
+
n∑
i=1
n∑
l=1
n∑
r=1
γf (B)rE
B ∪ C,B
Bi,r
E
B ∪ C,C
Ci,l
γf (C)l
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Analog folgt〈
fC
∣∣∣∣∣
n∑
i=1
γf¯ (B ∪ C)eB∪Ci
〉
C
=
n∑
i=1
n∑
l=1
n∑
r=1
γf (C)lE
B ∪ C,C
Ci,l
E
B ∪ C,C
Ci,r
γf (C)r
+
n∑
i=1
n∑
r=1
n∑
l=1
γf (B)rE
B ∪ C,B
Bi,r
E
B ∪ C,C
Ci,l
γf (C)l
und damit die Behauptung durch Einsetzen in die Gleichung (3.22).
2
Lemma 3.7.34
Es gilt
〈
f¯
∣∣∣∣∣
n∑
i=1
γf¯ (B ∪ C)ieB∪Ci
〉
B∪C
= γf (B)t
(
E
B ∪ C,B
B
)t
E
B ∪ C,B
B
γf (B)
+ 2γf (B)t
(
E
B ∪ C,B
B
)t
E
B ∪ C,C
C
γf (C)
+ γf (C)t
(
E
B ∪ C,C
C
)t
E
B ∪ C,C
C
γf (C)
Beweis:
Mit den Bezeichnungen aus Lemma 3.7.33 gilt:
n∑
i=1
γf (B)tB
(i)γf (B) =
n∑
i=1
n∑
l=1
n∑
r=1
γf (B)rB
(i)
r,lγf (B)l
=
n∑
r=1
n∑
l=1
γf (B)rγf (B)l
(
n∑
i=1
B(i)r,l
)
Aber es ist
n∑
i=1
B(i)r,l =
n∑
i=1
E
B ∪ C,B
Bi,l
E
B ∪ C,B
Bi,r
=
((
E
B ∪ C,B
B
)t
E
B ∪ C,B
B
)
r,l
Der Rest folgt analog.
2
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Satz 3.7.35
Sei A,B,C ∈ A eine Zerlegung von M .
Dann gilt:
i. Die Matrix
(
E
B ∪ C, E
B
)t
E
B ∪ C, E
C
ist symmetrisch.
ii. Es gilt∥∥f¯ − f¯A − f¯B∪C∥∥2M = (γ˜f (B)− γ˜f (C))t (EB ∪ C, EB )t EB ∪ C, EC (γ˜f (B)− γ˜f (C))
Beweis:
Zuna¨chst wird die Behauptung ii. bewiesen: Nach Lemma 3.7.32 folgt mit den Lemmata
3.7.19 und 3.7.34
∥∥f¯ − f¯A − f¯B∪C∥∥2M =
∥∥∥∥∥f¯ −
n∑
i=1
γf¯ (B ∪ C)ieB∪Ci
∥∥∥∥∥
2
B∪C
= ‖γf (B)‖22 + ‖γf (C)‖22
− γf (B)t
(
E
B ∪ C,B
B
)t
E
B ∪ C,B
B
γf (B)
− 2γf (B)t
(
E
B ∪ C,B
B
)t
E
B ∪ C,C
C
γf (C)
− γf (C)t
(
E
B ∪ C,C
C
)t
E
B ∪ C,C
C
γf (C)
= γf (B)tIγf (B) + γf (C)tIγf (C)
− γf (B)t
(
E
B ∪ C,B
B
)t
E
B ∪ C,B
B
γf (B)
− 2γf (B)t
(
E
B ∪ C,B
B
)t
E
B ∪ C,C
C
γf (C)
− γf (C)t
(
E
B ∪ C,C
C
)t
E
B ∪ C,C
C
γf (C)
= γf (B)t
(
I−
(
E
B ∪ C,B
B
)t
E
B ∪ C,B
B
)
γf (B)
− 2γf (B)t
(
E
B ∪ C,B
B
)t
E
B ∪ C,C
C
γf (C)
+ γf (C)t
(
I−
(
E
B ∪ C,C
C
)t
E
B ∪ C,C
C
)
γf (C)
= (Bγ˜f (B))
t
(
I−
(
E
B ∪ C,B
B
)t
E
B ∪ C,B
B
)
(Bγ˜f (B))
− 2 (Bγ˜f (B))t
(
E
B ∪ C,B
B
)t
E
B ∪ C,C
C
(Cγ˜f (C))
+ (Cγ˜f (C))
t
(
I−
(
E
B ∪ C,C
C
)t
E
B ∪ C,C
C
)
(Cγ˜f (C))
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= γ˜f (B)tB
t
(
I−
(
E
B ∪ C,B
B
)t
E
B ∪ C,B
B
)
Bγ˜f (B) (3.24)
− 2γ˜f (B)tBt
(
E
B ∪ C,B
B
)t
E
B ∪ C,C
C
Cγ˜f (C) (3.25)
+ γ˜f (C)tC
t
(
I−
(
E
B ∪ C,C
C
)t
E
B ∪ C,C
C
)
Cγ˜f (C) (3.26)
Dabei bezeichnet I die n×n Einheitsmatrix. Gezeigt wird nun, daß sich die Terme (3.24)-
(3.26) auf die Form
γ˜f (B)tHγ˜f (B)− 2γ˜f (B)tHγ˜f (C) + γ˜f (C)tHγ˜f (C)
= (γ˜f (B) − γ˜f (C))tH(γ˜f (B) − γ˜f (C))
mit H =
(
E
B ∪ C, E
B
)t
E
B ∪ C, E
C
bringen lassen.
Mit Lemma 3.7.29 folgt
Bt
(
E
B ∪ C,B
B
)t
E
B ∪ C,C
C
C =
(
E
B ∪ C,B
B
B
)t
E
B ∪ C,C
C
C
=
(
E
B ∪ C, E
B
)t
E
B ∪ C, E
C
(3.27)
Behauptung 1:
Fu¨r i, j ∈ {1, . . . , n} gilt
〈ei|ej〉B =
n∑
r=1
〈
eB∪Cr
∣∣ei〉B (〈eB∪Cr ∣∣ej〉B + 〈eB∪Cr ∣∣ej〉C) (3.28)
Denn aus der Definition des Skalarprodukts 〈·| ·〉B∪C folgt〈
eB∪Cr
∣∣ej〉B∪C = 〈eB∪Cr ∣∣ej〉B + 〈eB∪Cr ∣∣ej〉C
Damit gilt
〈ei|ej〉B =
〈
ei
∣∣∣∣∣
n∑
r=1
〈
ej
∣∣eB∪Cr 〉B∪C eB∪Cr
〉
B
=
n∑
r=1
〈
eB∪Cr
∣∣ei〉B 〈eB∪Cr ∣∣ej〉B∪C
=
n∑
r=1
〈
eB∪Cr
∣∣ei〉B (〈eB∪Cr ∣∣ej〉B + 〈eB∪Cr ∣∣ej〉C)
Behauptung 2:
Es gilt
Bt
(
I−
(
E
B ∪ C,B
B
)t
E
B ∪ C,B
B
)
B =
(
E
B ∪ C, E
B
)t
E
B ∪ C, E
C
(3.29)
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Denn Lemma 3.7.29 gilt:
Bt
(
I−
(
E
B ∪ C,B
B
)t
E
B ∪ C,B
B
)
B
= BtB−Bt
(
E
B ∪ C,B
B
)t
E
B ∪ C,B
B
B
= BtB−
(
E
B ∪ C, E
B
)t
E
B ∪ C, E
B
Setzt man (Ti,j)1≤i,j≤n := BtB−
(
E
B ∪ C, E
B
)t
E
B ∪ C, E
B
so ist fu¨r i, j ∈ {1, . . . , n}
Ti,j =
n∑
r=1
〈
ei
∣∣eBr 〉B 〈ej∣∣eBr 〉B − n∑
r=1
〈
ei
∣∣eB∪Cr 〉B 〈ej∣∣eB∪Cr 〉B
[Lemma 3.7.28] = 〈ei|ej〉B −
n∑
r=1
〈
ei
∣∣eB∪Cr d〉B 〈ej∣∣eB∪Cr 〉B
[Gleichung (3.28)] =
n∑
r=1
〈
eB∪Cr
∣∣ei〉B (〈eB∪Cr ∣∣ej〉B + 〈eB∪Cr ∣∣ej〉C)
−
n∑
r=1
〈
ei
∣∣eB∪Cr d〉B 〈ej∣∣eB∪Cr 〉B
=
n∑
r=1
〈
eB∪Cr
∣∣ei〉B 〈eB∪Cr ∣∣ej〉C
+
n∑
r=1
〈
eB∪Cr
∣∣ei〉B 〈eB∪Cr ∣∣ej〉B
−
n∑
r=1
〈
eB∪Cr
∣∣ei〉B 〈eB∪Cr ∣∣ej〉B
=
n∑
r=1
〈
eB∪Cr
∣∣ei〉B 〈eB∪Cr ∣∣ej〉C
=
[(
E
B ∪ C, E
B
)t
E
B ∪ C, E
C
]
i,j
Daher folgt die Behauptung 2.
Analog zeigt man
Ct
(
I−
(
E
B ∪ C,C
C
)t
E
B ∪ C,C
C
)
C =
(
E
B ∪ C, E
B
)t
E
B ∪ C, E
C
(3.30)
Setzt man nun die Gleichungen (3.29),(3.27) und (3.30) in die Terme (3.24), (3.25) und
(3.26) ein, so folgt die Behauptung ii. des Satzes
Mit Gleichung (3.29) folgt die Symmetrie der Matrix
(
E
B ∪ C, E
B
)t
E
B ∪ C, E
C
und damit die
Behauptung i. des Satzes.
2
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Korollar 3.7.36
Die Matrix
(
E
A ∪ B, E
A
)t
E
A ∪ B, E
B
ist positiv definit.
Beweis:
Eine Matrix A ∈ Rn×n ist genau dann positiv definit, wenn fu¨r alle x ∈ Rn mit x 6= 0 gilt:
xtAx > 0. Fu¨r die Matrix
(
E
A ∪ B, E
A
)t
E
A ∪ B, E
B
gilt aber mit Satz 3.7.35 ii. daß fu¨r alle f
(γ˜f (A)− γ˜f (B))t
(
E
A ∪ B, E
A
)t
E
A ∪ B, E
B
(γ˜f (A)− γ˜f (B)) ≥ 0
gelten muß, da der Abstand ‖f − fA∪B − fC‖2M niemals negativ sein kann. Es ist
‖f − fA∪B − fC‖2M = ‖f − fA∪B‖2A + ‖f − fA∪B‖2B + ‖f − fC‖2C︸ ︷︷ ︸
=0
Daher ist ‖f − fA∪B − fC‖2M genau dann 0, wenn ‖f − fA∪B‖2A = 0 und ‖f − fA∪B‖2B = 0
gilt. In dem Fall muß also f |A∪B = fA∪B gelten. Also hat f |A∪B eine eindeutig bestimm-
te Darstellung bezu¨glich der Basis E . Es sei diese f |A∪B =
∑n
i=1 αiei|A∪B. Mit dieser
Darstellung ergibt sich γf (A)i =
〈∑n
j=1 αjej |A∪B
∣∣∣eAi 〉
A
=
∑n
j=1 αj
〈
ej
∣∣eAi 〉A und mit
α = (α1, . . . , αn). Daher gilt mit Definition 3.7.17 γf (A) = Aα. Analog ist γf (B) = Bα.
Nach den Definitionen 3.5.9 und 3.7.17 gilt daher
γ˜f (A)− γ˜f (B) = A−1γf (A)−B−1γf (B) = α− α = 0
Also gilt xt
(
E
A ∪ B, E
A
)t
E
A ∪ B, E
B
x = 0⇔ x = 0.
Daher ist nur noch zu zeigen, daß sich alle x ∈ Rn durch eine Funktion f ∈ L2(B(M),B(E))
derart kodieren lassen, daß x = (γ˜f (A) − γ˜f (B)) gilt. Zuna¨chst einmal wird gezeigt, daß
sich fu¨r jedes y ∈ Rn eine Funktion fy ∈ V konstruieren la¨ßt, mit γfy(A) = y:
Da fy aus V ist, hat fy eine Darstellung der Form fy =
∑n
i=1 αie
A
i , wobei fu¨r alle
i ∈ {1, . . . , n} die Skalare αi ∈ R eindeutig bestimmt sind. Setzt man αi = yi, so gilt
nach Definition 3.5.2
γfy(A)i =
〈
fy
∣∣eAi 〉A =
〈
n∑
j=1
yje
A
j
∣∣∣∣∣∣eAi
〉
A
=
n∑
j=1
yj
〈
eAj
∣∣eAi 〉A = yi
da (eA1 , . . . , e
A
n ) eine Orthonormalbasis bezu¨glich 〈·| ·〉A ist.
Fu¨r ein beliebiges x ∈ Rn setzt man y := Ax und konstruiert ein fy mit γfy(A) = y wie
oben. Definiert man dann f ∈ L2(B(M),B(E)) durch f |A = fy und f |B∪C = 0, so folgt
mit Punkt v. der Definition 3.4.4 γf (A) = y und γf (B) = 0. Daher ist
γ˜f (A)− γ˜f (B) = A−1γf (A)−B−1γf (B) = A−1Ax−B−10 = x
fu¨r beliebige x ∈ Rn.
2
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Korollar 3.7.37
Sei A,B,C ∈ A eine Zerlegung von M . Die Matrizen EB ∪ C, E
B
und E
B ∪ C, E
C
sowie E
A ∪ B, E
A
und E
A ∪ B, E
B
seien definiert wie in Definition 3.7.27.
Dann gilt
‖f − fA − fB∪C‖M < ‖f − fA∪B − fC‖M ⇔
(γ˜f (B) − γ˜f (C))t
(
E
B ∪ C, E
B
)t
E
B ∪ C, E
C
(γ˜f (B) − γ˜f (C))
< (γ˜f (A) − γ˜f (B))t
(
E
A ∪ B, E
A
)t
E
A ∪ B, E
B
(γ˜f (A) − γ˜f (B))
Beweis:
Der Beweis folgt mit Satz 3.7.24 und Satz 3.7.35.
2
Beispiel 3.7.38
Alle hier aufgefu¨hrten Beispiele sind Konkretisierungen von Beispiel 3.4.6. Die Auflistung
der einzelnen Anwendungsbeispiele folgt den Beispielen 3.4.12 und 3.5.11 auf den Seiten
90f und 96ff.
i) Sei E := R mit der Multiplikation · als Skalarprodukt und V := {α | α ∈ R} der
Vektorraum der konstanten Funktionen. Dann ist (1) eine Basis dieses Raums und fu¨r
A ∈ A mit λ(A) > 0 ist eA1 = 1√λ(A) die ausgezeichnete Orthonormalbasis bezu¨glich
der Basis (1) und 〈·| ·〉A. Damit ist γf (A) = 1√λ(A)
∫
A fdλ und γ˜f (A) =
1
λ(A)
∫
A fdλ.
Die Matrix E
B ∪ C, E
B
∈ R1×1 ist dann durch 〈eB∪C1 ∣∣e1〉B = ∫B 1√λ(B∪C)dλ = λ(B)√λ(B∪C) .
Analog ist E
B ∪ C, E
C
= λ(C)√
λ(B∪C) . Dann gilt mit Korollar 3.7.37:
‖f − fA − fB∪C‖M < ‖f − fA∪B − fC‖M
⇔ (γ˜f (B)− γ˜f (C))t
(
E
B ∪ C, E
B
)t
E
B ∪ C, E
C
(γ˜f (B)− γ˜f (C))
< (γ˜f (A)− γ˜f (B))t
(
E
A ∪ B, E
A
)t
E
A ∪ B, E
B
(γ˜f (A)− γ˜f (B))
⇔ λ(B)λ(C)
λ(B ∪ C) (γ˜f (B)− γ˜f (C))
2 <
λ(A)λ(B)
λ(A ∪B) (γ˜f (A)− γ˜f (B))
2
⇔ λ(A ∪B)λ(C)
λ(A)λ(B ∪ C)(γ˜f (B)− γ˜f (C))
2 < (γ˜f (A)− γ˜f (B))2
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Sei γ˜f (A) > γ˜f (B) > γ˜f (C). Dann ist
‖f − fA − fB∪C‖M < ‖f − fA∪B − fC‖M
⇔
√
λ(A ∪B)λ(C)
λ(A)λ(B ∪ C)(γ˜f (B)− γ˜f (C)) < γ˜f (A)− γ˜f (B)
⇔
√
λ(A ∪B)λ(C)
λ(A)λ(B ∪ C) γ˜f (B) + γ˜f (B) <
√
λ(A ∪B)λ(C)
λ(A)λ(B ∪ C) γ˜f (C) + γ˜f (A)
⇔
(√
λ(A ∪B)λ(C)
λ(A)λ(B ∪ C) + 1
)
γ˜f (B) <
√
λ(A ∪B)λ(C)
λ(A)λ(B ∪ C) γ˜f (C) + γ˜f (A)
⇔ γ˜f (B) <
√
λ(A∪B)λ(C)
λ(A)λ(B∪C) γ˜f (C) + γ˜f (A)(√
λ(A∪B)λ(C)
λ(A)λ(B∪C) + 1
)
Fu¨r MengenB ∈ Amit λ(B) hinreichend klein, muß dann γ˜f (B) ≤ 12 (γ˜f (A) + γ˜f (C))
gelten. Man vergleiche zu diesem Ergebnis [Don91], Corollary 2.4, und [Kus92], S.
23f.
ii) Sei E := Rd mit dem Standardskalarprodukt 〈·| ·〉 und V := {(α, . . . , α) | α ∈ R}
der Vektorraum der konstanten Funktionen mit Basis ((1, . . . , 1)). Fu¨r A ∈ A mit
λ(A) > 0 ist eA1 =
1√
dλ(A)
(1, . . . , 1) die ausgezeichnete Orthonormalbasis bezu¨glich
der gegebenen Basis und 〈·| ·〉A. Es ist dann γf (A) =
(
1√
dλ(A)
∫
A 〈f |(1, . . . , 1)〉dλ
)
(vgl. Beispiel 3.4.12 ii)). Leicht zeigt man, daß γ˜f (A) =
(
1
dλ(A)
∫
A 〈f |(1, . . . , 1)〉dλ
)
ist. Fu¨r E
B ∪ C, E
B
ergibt sich damit
E
B ∪ C, E
B
=
∫
B
〈
1√
dλ(B ∪ C)(1, . . . , 1)
∣∣∣∣∣(1, . . . , 1)
〉
dλ
=
1√
dλ(B ∪ C)
∫
B
〈(1, . . . , 1)|(1, . . . , 1)〉dλ
=
1√
dλ(B ∪ C)
∫
B
ddλ =
dλ(B)√
dλ(B ∪ C)
Mit Korollar 3.7.37 gilt dann
‖f − fA − fB∪C‖M < ‖f − fA∪B − fC‖M
⇔ dλ(B)dλ(C)
dλ(B ∪ C) (γ˜f (B)− γ˜f (C))
2 <
dλ(A)dλ(B)
dλ(A ∪B) (γ˜f (A)− γ˜f (B))
2
⇔ λ(A ∪B)λ(C)
λ(A)λ(B ∪ C)(γ˜f (B)− γ˜f (C))
2 < (γ˜f (A)− γ˜f (B))2
iii) Sei E := R3 mit dem Standardskalarprodukt 〈·| ·〉. Es sei f ∈ L2(B(M),B(R3) mit
f = (f1, f2, f3). Weiter sei V := R3 der Vektorraum konstanter Funktionen mit der
Standardbasis E := ((1, 0, 0), (0, 1, 0), (0, 0, 1)).
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Dann ist mit eA1 =
1
λ(A)(1, 0, 0), e
A
2 =
1
λ(A)(0, 1, 0), e
A
3 =
1
λ(A)(0, 0, 1) die Basis
(eA1 , e
A
2 , e
A
3 ) die ausgezeichnete Orthonormalbasis bezu¨glich des Skalarprodukts 〈·| ·〉A
und der Basis E (vgl. Beispiel 3.4.12 iii)).
Dann ist fu¨r A ∈ A mit λ(A) > 0 der Vektor γ˜f (A) gegeben durch γ˜f (A)1 =
1
λ(A)
∫
A f1dλ, γ˜f (A)2 =
1
λ(A)
∫
A f2dλ, γ˜f (A)3 =
1
λ(A)
∫
A f3dλ und damit γ˜f (A) =
1
λ(A)(
∫
A f1dλ,
∫
A f2dλ,
∫
A f3dλ).
Fu¨r die Matrix E
B ∪ C, E
B
∈ R3×3 ergibt sich
E
B ∪ C, E
B
=

〈
eB∪C1
∣∣e1〉B 〈eB∪C1 ∣∣e2〉B 〈eB∪C1 ∣∣e3〉B〈
eB∪C2
∣∣e1〉B 〈eB∪C2 ∣∣e2〉B 〈eB∪C2 ∣∣e3〉B〈
eB∪C3
∣∣e1〉B 〈eB∪C3 ∣∣e2〉B 〈eB∪C3 ∣∣e3〉B

=

λ(B)√
λ(B∪C) 0 0
0 λ(B)√
λ(B∪C) 0
0 0 λ(B)√
λ(B∪C)

Mit Korollar 3.7.37 ergibt sich dann
‖f − fA − fB∪C‖M < ‖f − fA∪B − fC‖M
⇔ (γ˜f (B)− γ˜f (C))t
(
E
B ∪ C, E
B
)t
E
B ∪ C, E
C
(γ˜f (B)− γ˜f (C))
< (γ˜f (A)− γ˜f (B))t
(
E
A ∪ B, E
A
)t
E
A ∪ B, E
B
(γ˜f (A)− γ˜f (B))
⇔
3∑
i=1
λ(B)λ(C)
λ(B ∪ C) (γ˜f (B)i − γ˜f (C)i)
2 <
3∑
i=1
λ(A)λ(B)
λ(A ∪B) (γ˜f (A)i − γ˜f (B)i)
2
⇔ λ(A ∪B)λ(C)
λ(A)λ(B ∪ C)‖γ˜f (B)− γ˜f (C)‖
2
2
< ‖γ˜f (A)− γ˜f (B)‖22
iv) Sei M := [0, 1], E := R mit der Multiplikation als Skalarprodukt und A := {[t1, t2] |
t1, t2 ∈ [0, 1]}. V := {f | f(x) = ax+ t mit a, t ∈ R} , dann ist (e1, e2) mit e1(x) := 1
und e2(x) := x eine Basis von V .
Dann ist fu¨r t ∈]0, 1[ die Menge [0, t] ∈ A. Es ist dann e[0,t]1 (x) = 1√t und e
[0,t]
2 (x) =
2
√
3
t3
(x− 12 t). Ebenso ist die Menge [t, 1] ∈ A und es gilt e
[t,1]
1 =
1√
1−t und e
[t,1]
2 (x) =√
3
(t−1)3 (2x− t− 1) (vgl. Beispiel 3.4.12 iv)).
Sei fu¨r 0 < t1 < t2 < 1 die Menge A := [0, t1], B := [t1, t2] und C := [t2, 1]. Dann
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ergibt sich〈
eA∪B1
∣∣e1〉A = 〈e[0,t2]1 ∣∣∣1〉[0,t1] = t1√t2〈
eA∪B1
∣∣e2〉A = 〈e[0,t2]1 ∣∣∣ id〉[0,t1] = 1√t2
∫
[0,t1]
xdλ(x)
=
t21
2
√
t2〈
eA∪B2
∣∣e1〉A = 〈e[0,t2]2 ∣∣∣1〉[0,t1] = 2
√
3
t32
∫
[0,t1]
x− 1
2
t2dλ(x)
= 2
√
3
t32
(
1
2
t21 − t1
1
2
t2
)
= 2
√
3
t32
1
2
t1(t1 − t2)
=
√
3
t32
t1(t1 − t2)
und〈
eA∪B2
∣∣e2〉A = 〈e[0,t2]2 ∣∣∣ id〉[0,t1] = 2
√
3
t32
∫
[0,t1]
(
x− t2
2
)
xdλ(x)
= 2
√
3
t32
∫
[0,t1]
x2 − t2
2
xdλ(x)
= 2
√
3
t32
(
1
3
t31 −
t2t
2
1
4
)
=
√
3
6
√
t32
t21(4t1 − 3t2)
Damit ergibt sich als Matrix E
A ∪ B, E
A
:
E
[0, t2], E
[0, t1]
=
 t1√t2 t212√t2√
3
t32
t1(t1 − t2)
√
3
6
√
t32
t21(4t1 − 3t2)

Analog zeigt man:
E
A ∪ B, E
B
= E
[0, t2], E
[t1, t2]
=
 t2−t1√t2 t22−t212√t2√
3
t32
t1(t2 − t1)
√
3
6
√
t32
(
t32 + 3t2t1 − 4t1
)

und
E
B ∪ C, E
B
= E
[t1, 1], E
[t1, t2]
= t2−t1√1−t1 12√1−t1 t22 − t21√
3
(1−t1)3 (t
2
2 + t1t2 − t2 + t1)
√
3
6
√
(1−t1)3
(
4t32 − t31 − 3t1t22 + 3t21 − 3t22
)
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sowie
E
B ∪ C, E
C
= E
[t1, 1], E
[t2, 1]
= 1−t2√1−t1 1−t222√1−t1√
3
(1−t1)3 (t1t2 + t2 − t1 − t22)
√
3
6
√
(1−t1)3
(
1− 4t32 − 3t1 + 3t1t22 + 3t22
)

Bemerkung 3.7.39
Mit Satz 3.7.35 und Lemma 3.7.29 ist die Matrix
(
E
A ∪ B, E
A
)t
E
A ∪ B, E
B
symmetrisch und
invertierbar, und nach Korollar 3.7.36 ist sie positiv definit. Daher ist die Abbildung
s :
Rn × Rn → R
(x, y) 7→ xt
(
E
B ∪ C, E
B
)t
E
B ∪ C, E
C
y
ein Skalarprodukt (vgl. z. B. [Fis86], 6.1.8. Bemerkung, S. 186) und die Abbildung
d :
Rn × Rn → R+
(x, y) 7→√s(x− y, x− y)
definiert eine Metrik auf dem Rn.
Daher ist die folgende Definition 3.7.40 wohldefiniert.
Definition 3.7.40 (Metrik des Segments A bezu¨glich des Segments B)
Fu¨r zwei Mengen A,B ∈ A mit λ(A) > 0, λ(B) > 0 und λ(A ∩B) = 0 heiße die Metrik
dA,B :
Rn × Rn → R+
(x, y) 7→√s(x− y, x− y)
die Metrik des Segments A bezu¨glich des Segments B. Dabei sei s das Skalarprodukt aus
der vorangegangen Bemerkung 3.7.39.
Bemerkung 3.7.41
Die Fa¨lle i), ii) und iii) des Beispiel 3.7.38 zeigen, daß bei Approximation mit konstanten
Funktionen auf den Segmenten dA,B lediglich von den Gro¨ßen der Mengen A und B im
Lebesgue-Maß abha¨ngt. Diese Tatsache kann algorithmisch ausgenutzt werden, wie man
in Abschnitt 4.6.6.4 des Kapitels 4 auf Seite 206 sehen kann.
3. Theoretische Grundlagen der Mehrniveaupassung 147
Korollar 3.7.42
Seien A,B1, C1 ∈ A sowie A,B2, C2 ∈ A Zerlegungen von M . Sei weiter Ψ : A→ R+ mit
Ψ(A) = ‖γf (A)‖22 + ‖γf (M \A)‖22 .
die Zielfunktion einer 2-Niveaupassung. Dann gilt:
Ψ(A ∪B1) > Ψ(A ∪B2) ⇔ dA,B1(γ˜f (A), γ˜f (B1)) < dA,B2(γ˜f (A), γ˜f (B2))
Beweis:
Mit Satz 3.5.16 gilt Ψ(A∪B1) > Ψ(A∪B2)⇔ ‖f − fA∪B1 − fC1‖2M < ‖f − fA∪B2 − fC2‖2M .
Daher folgt die Behauptung mit Satz 3.7.35 und Bemerkung 3.7.39.
Bemerkung 3.7.43
Das Korollar 3.7.42 kann als Grundlage zur algorithmischen Suche nach lokalen Maxima
der Zielfunktion der 2-Niveaupassung dienen. Wie bei vielen nichtlinearen Optimierungs-
algorithmen, hat sich auch in den Anwendungen der vektoriellen Mehrniveaupassung die
Verbesserung in die Richtung des sta¨rksten Anstiegs bzw. Wertzuwachses als zufrieden-
stellende Strategie zur algorithmischen Bestimmung signifikanter lokaler Maxima heraus-
gestellt. Hat ein Algorithmus ausgehend von einer Segmentierung {A,M \A} nun mehrere
Mengen B ⊂M \A zur Wahl, um sie A hinzuzufu¨gen, so kann man mit Hilfe des Korollars
die Menge B wa¨hlen, die den sta¨rksten Wertzuwachs verursacht. Dabei muß die Menge
M \ (A ∪B) nicht betrachtet werden.
Erst in Abschnitt 4.6 wird sich jedoch die Bedeutung des Korollars fu¨r die Algorithmen
der vektoriellen Mehrniveaupassung zeigen.
Kapitel 4
Algorithmen und Anwendungen
der Mehrniveaupassung im
Bereich der Bildsegmentierung
4.1 Einleitung
Obwohl die theoretischen Grundlagen der vektoriellen Mehrniveaupassung auch Anwen-
dungen u¨ber den Bereich der Bildsegmentierung hinaus erlauben, soll in dieser Arbeit in
erster Linie auf die vielfa¨ltigen Mo¨glichkeiten, die die Mehrniveaupassung zur Segmen-
tierung von Bildern bietet, eingegangen werden. Es ist selbstversta¨ndlich, daß dabei der
Aspekt der algorithmischen Umsetzung der vorgestellten Verfahren im Vordergrund stehen
muß. Gerade diese Umsetzung von theoretischen Resultaten – gewonnen bei der Betrach-
tung von kontinuierlichen Bildern – bereitet dem Ansatz, Bilder u¨ber Energieminimierung
zu segmentieren, erhebliche Probleme, die letztlich algorithmisch nur u¨ber die Methode
der finiten Elemente lo¨sbar sind (vgl. Abschnitt 2.4.2).
Die Approximationsprobleme, die die vektorielle Mehrniveaupassung auf den Segmenten zu
lo¨sen hat, sind nach Bemerkung 3.5.4 (S. 94) orthogonale Projektionen auf endlich dimen-
sionale Vektorra¨ume. Da die Menge der diskreten Pixelbilder mit festem Definitionsbereich
M ebenfalls einen endlich dimensionalen Vektorraum definieren, sind die Approximations-
probleme auf Pixelmengen algorithmisch lo¨sbar. Eine Anna¨herung der optimalen appro-
ximierenden Funktion auf einem Segment u¨ber die Methode der finiten Elemente (d. h.
durch ein Polygon), wie es in Abschnitt 2.4.2.1 beim Mumford-Shah-Modell gemacht wird,
ist an dieser Stelle also unno¨tig.
Auch die Behandlung der Menge der Unstetigkeitsstellen auf einem zweidimensionalem
Definitionsbereich bereitet den Ansa¨tzen der Energieminimierung große Schwierigkeiten
(vgl. Abschnitt 2.4.5, S. 47). Hier zeigt sich ein nicht zu unterscha¨tzender Aspekt des
Ansatzes der vektoriellen Mehrniveaupassung: Das Konzept des Systems der erlaubten
Segmentierung, das im Abschnitt 3.3 eingefu¨hrt wurde, ermo¨glicht eine einfache U¨bertra-
gung auf diskrete Pixelbilder, indem einfach unter allen mo¨glichen Segmentierungen nur
diejenigen betrachtet werden, die sich auch als Vereinigungen von Pixeln darstellen lassen.
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Natu¨rlich ist der U¨bergang von infiniten zu finiten Mengensystemen auch bei der vektori-
ellen Mehrniveaupassung nicht ganz unproblematisch. So wird sich insbesondere heraus-
stellen, daß ein Maximum der Zielfunktion einer k-Niveaupassung u¨ber einem diskreten
Pixelbild nicht notwendig selbst pixelbasiert sein muß.
U¨bersicht des Kapitels
Im Gegensatz zum vorherigen Kapitel sind die im folgenden betrachteten Systeme von Seg-
mentierungen endlich. Bevor die einzelnen Anwendungsbeispiele vorgestellt werden, zeigt
das zweite Unterkapitel zuna¨chst einmal das grundsa¨tzliche Vorgehen und die Schwierig-
keiten des U¨bergang von infiniten zu finiten Mengensystemen auf. Im Mittelpunkt dabei
steht der Begriff der ”pixelbasierten Segmentierung“ und des ”pixelbasierten lokalen Ma-
ximums“. Alle spa¨ter vorgestellten Algorithmen arbeiten mit diesen Begriffen.
Im dritten Unterkapitel werden zuna¨chst einmal Algorithmen fu¨r beliebige pixelbasierte
Mengensysteme pra¨sentiert. Dabei wird sich fu¨r pixelbasierte lokale Maxima zeigen, daß
man unter bestimmten Voraussetzungen das Problem, ein pixelbasiertes lokales Maximum
einer k-Niveaupassung zu finden, auf iterative 2-Niveaupassungen zuru¨ckfu¨hren kann, wie
es bei allgemeinen lokalen Maxima in Abschnitt 3.7.1 gezeigt wurde.
In den nachfolgenden Unterkapiteln werden spezielle Mengensyteme und konkrete Instan-
zen der abstrakten Algorithmen fu¨r diese speziellen Mengensysteme vorgestellt. Als erste
einfache Anwendung der vektoriellen Mehrniveaupassung zur Bildsegmentierung wird im
viertem Unterkapitel die Segmentierung von diskreten Pixelbildern mit eindimensionalem
Definitionsbereich durch Intervalle betrachtet.
Im fu¨nften Unterkapitel wird das Mengenmodell der “grauwertbenachbarten”Pixelmengen
definiert. Es wird gezeigt, daß eine Mehrniveaupassung bezu¨glich dieses Mengenmodells
nichts anderes liefert als das Schwellwertverfahren von Otsu, das in Abschnitt 2.3.1.1
vorgestellt wurde.
Im sechsten Unterkapitel wird das Mengenmodell der pixelzusammenha¨ngenden Mengen
betrachtet. Dieses Mengenmodell ist wohl das naheliegendste Mengensystem zur Segmen-
tierung von Bildern mit zweidimensionalem Definitionsbereich. Leider erfu¨llt jedoch das
infinite Mengensystem der zusammenha¨ngenden Mengen, dessen Diskretisierung das Men-
gensystem der pixelzusammenha¨ngenden Mengen ergeben sollte, nicht die Voraussetzun-
gen eines Systems erlaubter Mengen (vgl. Definition 3.2.10, S. 74). Der Algorithmus zur
Bestimmung eines pixelbasierten Maximums bezu¨glich dieses Mengenmodells bleibt jedoch
gu¨ltig.
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4.2 Von infiniten zu finiten Systemen von Mengen
Die Definition des Systems der Segmentierungen in Definition 3.3.1 (S. 76) geht von ei-
nem Mengensystem mit unendlich vielen Elementen aus, was sich direkt aus der Dichte-
eigenschaft (DE) der Definition 3.2.10 der erlaubten Mengensysteme ableiten la¨ßt. Dem
gegenu¨ber steht bei diskreten Pixelbildern eine endliche Anzahl von Pixeln und daher eine
endliche Anzahl von pixelbasierten Mengen, d. h. Mengen, die Vereinigungen von Pixeln
sind. Prinzipiell gibt es zwei Mo¨glichkeiten dieses Problem zu lo¨sen:
a) Einbettung pixelbasierter Mengen innerhalb eines infiniten Mengensystems
Verfolgt man diesen Ansatz, so sind Optima von Funktionen wie zum Beispiel in
Beispiel 3.5.11 iv) mit algebraischen oder numerischen Methoden zu bestimmen.
Ein Beispiel fu¨r einen solchen Ansatz ist auch die Funktion in Beispiel 4.2.4. Sicher
wu¨rde es fu¨r viele Fragestellungen nichtlineare Optimierungsalgorithmen geben, die
gegen ein signifikantes Optimum konvergieren. Allerdings sind solche Verfahren bei
der Segmentierung von Bildern in ihrer Laufzeit oft zu lang.
b) Einschra¨nkung auf pixelbasierte Mengen innerhalb eines infiniten Mengensystems
Dieser Ansatz, bei einem infiniten Mengensystem nur endlich viele Elemente des
Systems zu betrachten, erleichtert die zu entwickelnde Algorithmik. Allerdings ist
hier bei der Definition des Begriffes ”Optimum“ Vorsicht geboten, wie Beispiel 4.2.4
und Bemerkung 4.2.5 zeigen.
Da sich diese Arbeit in erster Linie mit den Anwendungen der vektoriellen Mehrniveau-
passung in der Bildsegmentierung auseinandersetzt, soll hier der Weg b) beschritten wer-
den. Der Weg, der in a) beschrieben wird, ist jedoch keinesfalls uninteressant. Selbst im
Bereich der Segmentierung von Bildern hat er durchaus seine Berechtigung, etwa bei sub-
pixelgenauen Segmentierungen. Allerdings ist fu¨r diesen Ansatz eine Parametrisierung der
Segmentierungen wie z. B. in Beispiel 4.2.4 no¨tig. Fu¨r weitere Anwendungsbeispiele sei
auf [Lau03] verwiesen.
4.2.1 Pixelbasierte Segmentierungen
Ziel dieses Abschnitts ist es, den Begriff der ”pixelbasierten Segmentierung“, d. h. der Dis-
kretisierung des Segmentierungsbegriffs aus Abschnitt 3.3 einzufu¨hren. Die Menge der pi-
xelbasierten Segmentierungen ist eine Untermenge des Systems der Segmentierungen durch
erlaubte Mengen. Es kann allerdings vorkommen, daß selbst bei diskreten Pixelbildern das
globale Maximum der Zielfunktion einer k-Niveaupassung nicht auf einer pixelbasierten
Segmentierung angenommen wird.
Definition 4.2.1 (Pixelbasierte Segmentierungen)
Sei A ein System erlaubter Mengen und A ∈ A. Dann heiße die Menge Sk(A, A) definiert
durch
Sk(A, A) := Sk(A ∩ P(M), A)
die Menge der pixelbasierten Segmentierungen von A in Sk(A). Ist A = M , so werde
Sk(A) := Sk(A,M) notiert. Dies ist, bis auf Abschnitt 4.3, im folgenden immer der Fall.
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Bemerkung 4.2.2
Vergleicht man die Definitionen von A und P(M) so kann – streng mathematisch – fu¨r kein
Mengensystem A der Schnitt A ∩ P(M) 6= ∅ sein. Denn A besteht aus A¨quivalenzklassen
(vgl. Definition 3.2.5, S. 71) und ist somit von einem anderen Typ als P(M). Allerdings
kann man die Elemente aus P(M) auch als Repra¨sentanten ihrer A¨quivalenzklasse sehen,
denn ein U¨bergang P(M) → P(M)/ ∼, wobei ∼ wie in Definition 3.2.1 (S. 70) definiert
sei, ist ein einfacher Isomorphismus, der jedes Element auf die A¨quivalenzklasse abbildet,
die nur aus diesem Element besteht. Daher ist die Notation A ∩ P(M) durchaus legitim.
Im folgenden sei also A ∩ P(M) nur die legere Notation der Menge A ∩ P(M)/ ∼.
Bemerkung 4.2.3
Es kann vorkommen, daß das Mengensystem A keine pixelbasierten Mengen entha¨lt (etwa
bei Kreisen). Mit den Fragestellungen, die sich aus einem solchen Mengensystem ergeben,
bescha¨ftigt sich die Arbeit von Verena Lauren ([Lau03]). Deshalb soll an dieser Stelle
nicht weiter auf solche Mengensysteme eingegangen werden. Aber auch Mengensysteme,
die pixelbasierte Mengen enthalten, ko¨nnen zu optimalen Segmentierungen fu¨hren, die
nicht pixelbasiert sind, wie das folgende Beispiel zeigt.
Beispiel 4.2.4
Es sei M := [0, 7] und E := R mit der Multiplikation als Skalarprodukt. A sei das Men-
gensystem der zusammenha¨ngenden Mengen in M . Die Familie der Skalarprodukte sei
gegeben wie in Beispiel 3.4.6.
Es ist S2(A) = {{[0, t], [t, 7]} | t ∈ [0, 7]} das System der Segmentierungen von M durch
zwei zusammenha¨ngende Mengen. Die Klasse der erlaubten Funktionen sei der Vektor-
raum, der durch die Funktionen e1, e2 mit e1(x) := 1 und e2(x) := x aufgespannt wird.
Gegeben sei gema¨ß Definition 1.3.2 ein diskretes Pixelbild g : M → R mit g( [0]) :=
5, g( [1]) := 3, g( [2]) := 2, g( [3]) := 1, g( [4]) := 2, g( [5]) := 3, g( [6]) := 5. Abbildung 4.1
zeigt den Graphen dieser Funktion.
Betrachtet wird nun die Zielfunktion der 2-Niveaupassung
Ψ :
[0, 7]→ R+
t 7→ ‖γf ([0, t])‖22 + ‖γf ([t, 7])‖22
Wie man sieht, la¨ßt sich in diesem Beispiel die Zielfunktion leicht u¨ber den Parameter t pa-
rametrisieren, so daß eine analytische Untersuchung der Zielfunktion mo¨glich ist. Es kann
gezeigt werden, daß die Zielfunktion ihr Maximum bei t = 3+ 12 annimmt. Die Abbildung
4.2 zeigt den Graphen der Zielfunktion. Abbildung 4.3 zeigt die optimale Segmentierung
des diskreten Pixelbildes g durch zwei zusammenha¨ngende Segmente. Man beachte zudem,
daß die Zielfunktion Ψ bei t = 1 und t = 6 lokale Maxima annimmt.
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Abbildung 4.1: Diskretes eindimensionales Pixelbild aus Beispiel 4.2.4.
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Abbildung 4.2: Graph der Zielfunktion Ψ aus Beispiel 4.2.4.
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Abbildung 4.3: Optimales Ergebnis der 2-Niveaupassung aus Beispiel
4.2.4: Segmentweise Approximation mit linearen Funktionen (gru¨n). Die
Segmentgrenzen sind rot eingezeichnet.
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Bemerkung 4.2.5
Das Beispiel 4.2.4 zeigt, daß eine optimale Segmentierung von diskreten Pixelbildern nicht
pixelbasiert sein muß. Es verdeutlicht zwei Probleme:
1. Das absolute Maximum der Zielfunktion der k-Niveaupassung muß nicht pixelbasiert
sein.
2. Unter Umsta¨nden existieren zwar lokale Maxima die pixelbasiert sind, aber bei ei-
ner Auswertung der Zielfunktion nur an Pixelgrenzen keine ”pixelbasierten“ lokalen
Maxima sind. (Man vergleiche dazu die Definition 4.2.15 dieses Begriffes, die in Ab-
schnitt 4.2.3 vorgestellt wird.)
Wu¨rde die Zielfunktion nur an Pixelgrenzen ausgewertet, was bei den spa¨ter vorgestellten
Algorithmen immer der Fall ist, so wu¨rde man die Werte 3 und 4 als Maximalstellen
erhalten. Es ist daher eine diskrete Version des Begriffes ”lokales Maximum“ notwendig,
die die Werte 3 und 4 als Stellen, an denen das diskrete lokale Maximum angenommen
wird, liefert.
4.2.2 Exkurs: Approximation stu¨ckweiser konstanter Funktionen mit
konstanten Funktionen
Fu¨r eine kleine Untermenge der Mehrniveaupassungsprobleme reicht es aus, nur die pi-
xelbasierten Segmentierungen zu betrachten, um ein globales Optimum der Zielfunktion
einer k-Niveaupassung zu bestimmen. Sind alle Funktionen des Vektorraums V konstant,
so kann man sich, unter bestimmten Voraussetzungen, auf die Menge der pixelbasierten
Segmentierungen Sk(A) beschra¨nken, wenn man eine optimale Segmentierung aus Sk(A)
sucht.
In diesem Abschnitt werden nur Funktionen aus L2(B(M),B(Rd)) betrachtet. Als Klasse
der erlaubten Funktionen wird nur der Vektorraum der komponentenweise konstanten
Funktionen zugelassen.
Definition 4.2.6
Fu¨r E := Rd mit dem Standardskalarprodukt sei Vc der Vektorraum der komponentenweise
konstanten Funktionen. Das heißt, es ist
Vc := {(c1, . . . , cd) | c1, . . . , ck ∈ R}
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Bemerkung 4.2.7
Fu¨r Vc gilt:
i. e1 := (1, 0, . . . , 0), . . . , ed := (0, . . . , 0, 1) ist eine Basis von Vc.
ii. ∀A ∈ σ(A), λ(A) > 0 : dimVc|A = d.
Man beachte, daß in diesem Kontext fu¨r alle A ∈ σ(A) \ {O} die Funktion fA| auf dem
Segment A konstant ist.
Lemma 4.2.8
Sei {〈·| ·〉A | A ∈ σ(A), λ(A) > 0} eine Familie erlaubter Skalarprodukte definiert wie in
Beispiel 3.4.6 (S. 86). Vc sei definiert wie in Definition 4.2.6. Außerdem sei AunionmultiB1, B2 unionmultiC
eine Zerlegung von M durch Mengen aus σ(A). Ebenso seien die Mengen A und C aus
σ(A). Es sei B := B1 ∪B2.
Gilt dann f |B1 = f |B2 = c fu¨r eine Konstante c ∈ Rd, so folgt:
Entweder es gilt ‖f − fA − fB∪C‖M ≤ ‖f − fA∪B1 − fB2∪C‖M
oder es gilt ‖f − fA∪B − fC‖M ≤ ‖f − fA∪B1 − fB2∪C‖M
Beweis:
Zuna¨chst einmal gilt B1 ∈ σ(A) und B2 ∈ σ(A) und daher auch B ∈ σ(A) (vgl. [Bau92],
S. 3f).
Nun ist
‖f − fA∪B1 − fB2∪C‖2M
= ‖f − fA∪B1‖2A + ‖f − fA∪B1‖2B1 + ‖f − fB2∪C‖2B2 + ‖f − fB2∪C‖2C
= ‖f − fA∪B1‖2A + ‖c− fA∪B1‖2B1 + ‖c− fB2∪C‖2B2 + ‖f − fB2∪C‖2C
=
∫
A
‖f − fA∪B1‖22 dλ
+
∫
B1
‖c− fA∪B1‖22 dλ+
∫
B2
‖c− fB2∪C‖22 dλ
+
∫
C
‖f − fB2∪C‖22 dλ
Nun kann man zwei Fa¨lle unterscheiden: Entweder gilt ‖c− fA∪B1‖2 ≤ ‖c− fB2∪C‖2 oder
es ist ‖c− fA∪B1‖2 > ‖c− fB2∪C‖2. Betrachtet wird zuna¨chst der erste Fall:
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‖c− fA∪B1‖2 ≤ ‖c− fB2∪C‖2
Dann gilt aber:∫
A
‖f − fA∪B1‖22 dλ+
∫
B1
‖c− fA∪B1‖22 dλ
+
∫
B2
‖c− fB2∪C‖22 dλ+
∫
C
‖f − fB2∪C‖22 dλ
≥
∫
A
‖f − fA∪B1‖22 dλ
+
∫
B1
‖c− fA∪B1‖22 dλ+
∫
B2
‖c− fA∪B1‖22 dλ
+
∫
C
‖f − fB2∪C‖22 dλ
≥
∫
A∪B1∪B2
‖f − fA∪B1‖22 dλ+
∫
C
‖f − fB2∪C‖22 dλ
≥
∫
A∪B
‖f − fA∪B‖22 dλ+
∫
C
‖f − fC‖22 dλ
= ‖f − fA∪B − fC‖2M
Dabei folgt die letzte Ungleichung mit Satz 3.5.3 zusammen mit Bemerkung 3.5.1. Daher
gilt in diesem Fall: ‖f − fA∪B1 − fB2∪C‖M ≥ ‖f − fA∪B − fC‖M
Vollkommen analog kann man fu¨r den Fall ‖c− fA∪B1‖2 > ‖c− fB2∪C‖2 auf
‖f − fA∪B1 − fB2∪C‖M > ‖f − fA − fB∪C‖M schließen. Damit folgt die Behauptung.
2
Satz 4.2.9
Sei M := [0,m] mit m ∈ N und A die Menge der Intervalle in M , E := Rd mit dem
Standardskalarprodukt. Weiter sei die Familie erlaubter Skalarprodukte wie in Beispiel
3.4.6. Außerdem sei Vc definiert wie in Definition 4.2.6 und g : M → Rd ein diskretes
Pixelbild und Ψ die Zielfunktion der k-Niveaupassung von g. Dann gilt:
Fu¨r alle A ∈ Sk(A) existiert eine pixelbasierte Segmentierung A′ ∈ Sk(A) mit Ψ(A′) ≥
Ψ(A).
Bei der Bestimmung lokaler Maxima von k-Niveaupassungen eindimensionaler diskreter
Pixelbilder mit konstanter Approximation auf den Segmenten genu¨gt es also, sich auf
pixelbasierte Segmentierungen zuru¨ckzuziehen.
Beweis:
Sei A ∈ Sk(A) und [x1, x2] ∈ A ein Segment mit x2 6∈ N. Weiter sei px2 ∈ P(M) das Pixel
mit {x2} ∩ px2 = {x2}. Dann ist sowohl [x1, x2] \ px2 ∈ A als auch [x1, x2]∪ px2 ∈ A. Nach
Voraussetzung ist g auf px2 konstant. Daher existiert nach Lemma 4.2.8 eine Segmentierung
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A′ ∈ Sk(A) mit [x1, x2]\px2 ∈ A′ oder [x1, x2]∪px2 ∈ A′, die der Funktion Ψ einen ho¨heren
oder gleichen Wert zuteilt.
Auf diese Art lassen sich alle Segmente, die nicht pixelbasiert sind, in pixelbasierte Seg-
mente umwandeln, ohne daß der Wert der Funktion Ψ der Segmentierung A sinkt. Damit
folgt die Behauptung.
2
Satz 4.2.10
Sei E ⊂ B(M)/ ∼ ein System meßbarer Mengen. Weiter sei A sei ein Mengensystem
erlaubter Mengen gema¨ß Definition 3.2.10, so daß fu¨r alle Mengen A ∈ A und B ∈ E mit
A ∩B 6= O gilt: A ∪B ∈ A und A \B ∈ A.
Sei {〈·| ·〉A | A ∈ σ(A∪E), λ(A) > 0}, eine Familie der erlaubten Skalarprodukte, definiert
wie in Beispiel 3.4.6. Vc sei definiert wie in Definition 4.2.6. Existiert dann eine disjunkte
Zerlegung
⊎l
i=1Bi von M durch Mengen aus E, so daß f auf den einzelnen Segmenten Bi
der Zerlegung konstant ist (1 ≤ i ≤ l), so gilt:
Es existiert eine global optimale Segmentierung {A1, . . . , Ak} ∈ Sk(A) von f mit
∀i ∈ {1, . . . , k} : ∃i1, . . . , in ∈ {1, . . . , l} : Ai =
⋃
j∈{i1,...,in}
Bj (4.1)
Beweis:
Sei A = {A1, . . . , Ak} eine optimale Segmentierung von f . Gezeigt wird nun, daß man,
wenn A die Bedingung (4.1) nicht erfu¨llt, aus A eine Segmentierung A′ konstruieren kann,
die ebenfalls optimal ist.
A ∈ A verletze die Bedingung (4.1). Trotzdem existieren Indizes (o. B. d. A. seien es
1, . . . ,m) mit A (
⊎m
i=1Bi. Da A die Bedingung (4.1) verletzt, existieren noch andere
Segmente der Segmentierung A, deren Schnitt mit
⊎m
i=1Bi nicht leer ist. Betrachtet wird
nun zuna¨chst die Menge B1. Es existieren nun Segmente C1, . . . , Cp ∈ A mit Ci 6= A und
B1 = (
⊎p
i=1B1 ∩ Ci) unionmultiA ∩B1.
Nun wird zuna¨chst das Segment C1 betrachtet. Genauer gesagt die Mengen A\B1unionmultiA∩B1
und C1 ∩B1 unionmultiC1 \B1. Nun ist fC1∩B1 = fA∩B1 = c fu¨r eine Konstante c. Dann sind nach
Lemma 4.2.8 fu¨r Mlokal := A ∪ C1 zwei Fa¨lle zu unterscheiden:
a) Es gilt∥∥f − fA\B1unionmultiA∩B1 − fC1∩B1unionmultiC1\B1∥∥Mlokal ≥ ∥∥f − fA\B1 − fA∩B1unionmultiC1∩B1unionmultiC1\B1∥∥Mlokal
oder es gilt
b)
∥∥f − fA\B1unionmultiA∩B1 − fC1∩B1unionmultiC1\B1∥∥Mlokal ≥ ∥∥f − fA\B1unionmultiA∩B1unionmultiC1∩B1 − fC1\B1∥∥Mlokal
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Da A allerdings schon eine optimale Segmentierung war, muß in dem Fall ( a) oder b) ),
der gilt, sogar Gleichheit gelten.
Im Fall a) kann man dann A′ = A \ B1 und C ′1 = C1 ∪ (A ∩ B1) und damit A′ =
(A \ {A,C1})unionmulti{A′, C ′1} setzen und erha¨lt so eine optimale Segmentierung mit A′∩B1 = O.
Im Fall b) setzt man A′ := A \B1 unionmultiA ∩B1 unionmultiC1 ∩B1 und C ′1 := C1 \B1. Dann ist A′ :=
A\{A,C1}∪{A′, C ′1} eine optimale Segmentierung mit C ′1∩B1 = O. 1 Nun wird statt C1 die
Menge C2 betrachtet. Wieder kann man nun die Fa¨lle a) und b) unterscheiden. Wendet man
die Ersetzungen nach der Fallunterscheidung sukzessive fu¨r alle C2, . . . , Cp an, so existiert
entweder ein C ∈ {C2, . . . , Cp} fu¨r das Fall a) eintritt, oder man kann, falls fu¨r alle C ∈
{C2, . . . , Cp} Fall b) eintritt, A′ := A ∪
( ⊎
C∈{C2,...,Cp}
C ∩B1
)
und fu¨r C ∈ {C2, . . . , Cp}
C ′ := C \ B1 setzen. Setzt man dann A′ := A \ {A,C2, . . . , Cp} ∪ {A′, C ′2, . . . , C ′p}, so ist
A′ eine optimale Segmentierung mit A′ ∩ B1 = B1. Nach den Voraussetzungen an das
Mengensystem ist A′ wieder eine gu¨ltige Segmentierung aus Sk(A).
Da man dieses Verfahren fu¨r alle B ∈ {B1, . . . , Bm} anwenden kann, kann man also aus A
eine optimale Segmentierung A′ erzeugen, in der das Segment A so vera¨ndert wurde, daß
es die Bedingung (4.1) nicht mehr verletzt. Da A ∈ A beliebig war folgt die Behauptung.
2
Korollar 4.2.11
Sei {〈·| ·〉A | A ∈ σ(A), λ(A) > 0} eine Familie der erlaubten Skalarprodukte definiert wie
in Beispiel 3.4.6 und Vc wie in Definition 4.2.6. Weiter sei A ein Mengensystem erlaubter
Mengen derart, daß fu¨r alle Mengen A ∈ A und p ∈ P(M) mit A ∩ p 6= O gilt
i. A ∪ p ∈ A
ii. A \ p ∈ A
Dann gilt fu¨r diskrete Pixelbilder:
Ist A ∈ Sk(A) ein lokales Maximum der Zielfunktion Ψ der k-Niveaupassung eines dis-
kreten Pixelbildes, so existiert ein A′ ∈ Sk(A) mit Ψ(A′) ≥ Ψ(A).
Beweis:
folgt aus Satz 4.2.10, Definition 4.2.1 und der Definition 1.3.2 (S. 6)
Bemerkung 4.2.12
Unter den Voraussetzungen des Korollars 4.2.11, reicht es also aus, zur Bestimmung eines
lokalen Maximums der Zielfunktion der k-Niveaupassung nur pixelbasierte Mengen zu
betrachten. Ein Beispiel eines Segmentierungsproblems, das diese Voraussetzungen erfu¨llt
findet sich in Abschnitt 4.5.
Leider erfu¨llt das Mengensystem der zusammenha¨ngenden Mengen im zweidimensionalen
weder die Voraussetzungen des Satzes 4.2.9 noch die des Korollars 4.2.11.
1Man beachte, daß es an dieser Stelle des Beweises sein kann, daß die konstruierte Segmentierung kein
Element aus Sk(A) ist.
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4.2.3 Pixelbasiertes lokales Maximum
In diesem Abschnitt soll der Begriff des pixelbasierten Maximums definiert werden. Dies
geschieht u¨ber die Definition einer pixelbasierten Umgebung, die nicht mit dem in der
Analysis u¨blichen Umgebungsbegriff verwechselt werden sollte, da sie u¨ber einen festen
Abstand zum Element definiert wird.
Im folgenden ist g : M → Rd immer ein diskretes Pixelbild. Und Ψ : Sk(A) → R die
Zielfunktion einer k-Niveaupassung von g bezu¨glich des Mengensystems A nach Definition
3.5.24.
Definition 4.2.13 (Pixelbasierte Umgebung)
Sei A ∈ Sk(A). Weiter sei e := min{d(A,B) | B ∈ Sk(A) \ {A}}. Dann heiße die Menge
Up(A) := {B ∈ Sk(A) | d(A,B) = e}
die pixelbasierte Umgebung von A in Sk(A).
Bemerkung 4.2.14
Der Begriff der pixelbasierten Umgebung ta¨uscht daru¨ber hinweg, daß es sich hier nicht um
eine Umgebung im eigentlichen mathematischen Sinne handelt. Up(A) muß keine offene
Menge in Sk(A), die A entha¨lt, umfassen, hat also mit dem klassischen Umgebungsbegriff
der Analysis nichts gemeinsam. Auch ist mit der pixelbasierten Umgebung von A genau
eine Teilmenge von Sk(A) festgelegt.
Definition 4.2.15 (Pixelbasiertes lokales Maximum)
Eine pixelbasierte Segmentierung A ∈ Sk(A) heiße pixelbasiertes lokales Maximum der
k-Niveaupassung Ψ genau dann, wenn
∀B ∈ Up(A) : Ψ(A) ≥ Ψ(B)
gilt.
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Bemerkung 4.2.16 (Probleme des diskreten Umgebungsbegriffs)
Sei M := [0, 20]2 und A := {[t1, t2] × [t3, t4] | t1, t2, t3, t4 ∈ [0, 20], t1 ≤ t3, t2 ≤ t4}. Das
Mengensystem A ist also die Menge aller Rechtecke in M . Man zeigt leicht, daß A die
Bedingungen aus Definition 3.2.10 (S. 74) erfu¨llt. A ist also ein Mengensystem erlaubter
Mengen.
A sei eine pixelbasierte Segmentierung vonM durch 5 Segmente. Die Segmente seien dabei
A1 := [0, 5]× [0, 8], A2 := [0, 5]× [8, 20], A3 := [5, 9]× [16, 20], A4 := [9, 20]× [16, 20] und
A5 := [5, 20] × [0, 16]. Dann ist A := {A1, A2, A3, A4, A5} aus S5(A). Abbildung 4.4 a)
zeigt eine Skizze der pixelbasierten Segmentierung A.
Sei nun eine weitere pixelbasierte SegmentierungA′ gegeben durch die SegmenteA3, A4, A5
und A′1 := [0, 5] × [0, 9] sowie A′2 := [0, 5] × [9, 20]. Es sei also A′ := {A′1, A′2, A3, A4, A5}
definiert. Abbildung 4.4 b) zeigt eine Skizze von A′.
Ein dritte SegmentierungA′′ sei gegeben durch A1, A2, A5 und A′3 := [5, 10]×[16, 20] sowie
A′4 := [10, 20]× [16, 20]. Es sei also A′′ := {A1, A2, A′3, A′4, A5}. Abbildung 4.4 c) zeigt eine
Skizze von A′′.
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Abbildung 4.4: Skizzen der Elemente A,A′ und A′′ aus S5(A) aus Bei-
spiel 4.2.16.
Es ist nun d(A,A′) = 10 und d(A,A′′) = 8. Man kann zeigen, daß A′′ ∈ Up(A) gilt.
Dann kann aber A′ nach der Definition 4.2.13 nicht in Up(A) sein. U¨berpru¨ft man al-
so die pixelbasierte lokale Maximalita¨t von A, so spielt die Segmentierung A′, wie alle
Segmentierungen die aus Vera¨nderungen der Segmente A1 und A2 entstanden sind, keine
Rolle, obwohl die Vera¨nderung A1, A2 7→ A′1, A′2 zu den kleinsten Vera¨nderungen za¨hlt,
die diese beiden Segmente in S5(A) machen ko¨nnen. Daher ist der Begriff der pixelbasier-
ten Umgebung in diesem Fall nicht zufriedenstellend. Vielmehr wa¨re bei einer Definition
eines Umgebungsbegriffs, die solche Pha¨nomene ausschließen soll, auf die minimalen Ver-
a¨nderung jedes Segments zu achten, statt nur die minimalen Vera¨nderungen der gesamten
Segmentierung in die Definition des Umgebungsbegriffs aufzunehmen. An dieser Stelle
wird nicht weiter auf dieses Problem eingegangen, da sich bei den meisten praktischen
Anwendungen der vektoriellen Mehrniveaupassung die Definition 4.2.13 als ausreichend
erwiesen hat.
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4.3 Algorithmen zur Bestimmung eines pixelbasierten
lokalen Maximums
Schon in Abschnitt 2.2.2 (”Eigene Anna¨herung an den Begriff Segmentierung“) wurde ge-
fordert, zur Beurteilung von Segmentierungsverfahren auch die algorithmische Umsetzbar-
keit heranzuziehen. Dieser Abschnitt kann nun, dank den Vorarbeiten des vorangegangenen
Abschnitts 4.2, Algorithmen zur Segmentierung von Bildern u¨ber die vektorielle Mehr-
niveaupassung formulieren. Zuna¨chst wird ein abstrakter allgemeingu¨ltiger Algorithmus
zur k-Niveaupassung pra¨sentiert. Dieser la¨ßt sich jedoch unter bestimmten Voraussetzun-
gen analog zum Abschnitt 3.7.1 auf iterative 2-Niveaupassungen reduzieren, so daß sich
der Hauptteil dieses Abschnitts mit der Berechnung lokaler pixelbasierter Maxima der
Zielfunktion der 2-Niveaupassung auseinandersetzt. Zum Abschluß des Abschnitts wer-
den noch Hinweise zu effektiven Update-Strategien aufgezeigt, die die Modellierung des
Funktionenraums V als endlich dimensionaler Vektorraum mit einer Orthonormalbasis
bezu¨glich jedes Segments bietet.
In diesem Abschnitt sei g : M → Rd ein diskretes Pixelbild. Ψ : Sk(A) → R sei die
Zielfunktion einer k-Niveaupassung auf g bezu¨glich des Mengensystems A nach Definition
3.5.24 (S. 103).
4.3.1 Ein abstrakter Algorithmus zur Berechnung eines pixelbasierten
lokalen Maximums einer k-Niveaupassung
Der Algorithmus 6 (k-Niveaupassung) (161) bietet ein simples allgemeingu¨ltiges Verfah-
ren zur Berechnung eines pixelbasierten lokalen Maximums einer k-Niveaupassung, indem
einfach fu¨r eine bestehende Segmentierung die pixelbasierte Umgebung der Segmentie-
rung nach einer besseren Segmentierung abgesucht wird. Wird keine solche Segmentierung
gefunden, so ist die bestehende Segmentierung nach Definition 4.2.15 ein pixelbasiertes
lokales Maximum. Andernfalls wird die bessere Segmentierung als die aktuelle Segmentie-
rung gewa¨hlt und man sucht in der pixelbasierten Umgebung dieser neuen Segmentierung
nach einer besseren Segmentierung. Dieses Vorgehen wird solange wiederholt, bis ein pixel-
basiertes lokales Maximum gefunden wurde.
Da Sk(A) endlich ist, terminiert der Algorithmus 6 (k-Niveaupassung) in einem pixel-
basierten lokalen Maximum.
Fu¨r eine große Klasse von Mehrniveaupassungsproblemen la¨ßt sich dieser abstrakte Algo-
rithmus vereinfachen, insbesondere was die Wahl B′ ∈ Up(B) im Zeile 5 des Algorithmus
angeht.
4.3.2 Reduktion der k-Niveaupassung auf iterative
2-Niveaupassungen
Eine k-Niveaupassung ist ein globales Optimierungsproblem. ”Global“ heißt dabei, daß die
Zielfunktion Ψ auf ganz M definiert ist, also eine Funktion auf dem ganzen Bild zu opti-
mieren ist. Um dieses Problem zu vereinfachen, bietet es sich an, immer nur zwei Segmente
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Algorithmus 6 (k-Niveaupassung) Berechnung eines pixelbasierten lokalen Maximums
einer k-Niveaupassung Ψ
Input: Diskretes Pixelbild g :M → Rd,
beliebige Segmentierung A ∈ Sk(A)
Output: pixelbasiertes lokales Maximum B
1: B← A
2: continue ← TRUE
3: while continue = TRUE do
4: continue ← FALSE
5: for B′ ∈ Up(B) do
6: if Ψ(B′) > Ψ(B) then
7: continue ← TRUE
8: B← B′
9: end if
10: end for
11: end while
12: return B
zu betrachten und ein lokales Maximum einer 2-Niveaupassung, definiert auf diesen zwei
Segmenten, zu berechnen. Es stellt sich die Frage, ob man ein globales Maximum einer
k-Niveaupassung durch iteratives Ausfu¨hren lokaler 2-Niveaupassungen erha¨lt.
Diese Frage muß, wie die Bemerkung 4.3.3 zeigt, im allgemeinen negativ beantwortet wer-
den. Auch die Ergebnisse des Abschnitts 3.7.1 zeigen, daß eine Reduktion auf iterative 2-
Niveaupassungen, nur durch starke Bedingungen an das Mengensystem A erreicht werden
kann (vgl. Satz 3.7.10 und Satz 3.7.14, 125ff ). Ziel dieses Abschnitts ist es, vergleichba-
re Bedingungen fu¨r die Menge der pixelbasierten Segmentierungen innerhalb der Menge
der Segmentierungen zu konstruieren. Diese Bedingungen werden fu¨r eine, fu¨r die mei-
sten Bedu¨rfnisse in den Anwendungen der Mehrniveaupassungen zur Bildsegmentierung
ausreichende, Unterklasse von Mengensystemen erfu¨llt sein.
Definition 4.3.1
Ist A ein Mengensystem erlaubter Mengen und A ∈ Sk(A). Dann sei fu¨r alle Ai, Aj ∈ A
mit Ai ∪Aj ∈ A die Menge SAi,Aj (A) definiert durch
SAi,Aj (A) :=
{
A \ {Ai, Aj} ∪ {A′i, A′j} | A′i, A′j ∈ S2(A, Ai ∪Aj)
}
SAi,Aj (A) heiße die Menge der pixelbasierten Segmentierungen der Menge Ai ∪ Aj durch
zwei Segmente innerhalb der pixelbasierten Segmentierung A.
Beispiel 4.3.2
Sei M := [0, 10] und A := {[t1, t2] | t1, t2 ∈ M}. Dann ist {[0, 1], [1, 3], [3, 10]} ∈ S3(A).
Mit Definition 4.3.1 ist dann S[1,3],[3,10](A) = {{[0, 1], [1, n], [n, 10]} | n ∈ {1, . . . , 10}}.
(Vergleiche auch Beispiel 3.7.4, S. 124.)
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Bemerkung 4.3.3 (Probleme bei der Reduktion auf die 2-Niveau-Situation)
Ist A, a¨hnlich wie in Bemerkung 4.2.16, eine Menge von Rechtecken in [0, 10] × [0, 20],
so la¨ßt sich das von diesem Mengensystem induzierte System von Segmentierungen nicht
auf iterative 2-Niveaupassungen reduzieren, um allgemein lokale pixelbasierte Maxima der
Zielfunktion der k-Niveaupassung zu bestimmen. Man kann sich leicht an Abbildung 4.5
vergegenwa¨rtigen, daß sich bei minimalen Vera¨nderungen einer pixelbasierten Segmentie-
rung unter Umsta¨nden mehr als ein Segment vera¨ndern muß, um innerhalb des erlaubten
Mengensystems zu bleiben.
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Abbildung 4.5: Beispielskizze eines Falls, in dem sich eine 4-
Niveaupassung nicht auf iterative 2-Niveaupassungen zuru¨ckfu¨hren la¨ßt:
Um eine optimale Segmentierung der gegebenen Funktion durch vier
Rechtecke gema¨ß Beispiel 4.3.3 zu erhalten, mu¨ßte das Segment A Pi-
xel von C und B erhalten. Dies kann jedoch, ohne das Mengensytem
zu verlassen, nur in einem Schritt geschehen: Denn es ist A nicht mo¨g-
lich nur eine Teilmenge von C aufzunehmen, da es sonst kein Rechteck
mehr sein wu¨rde. Man beachte, daß die optimale Segmentierung in der
pixelbasierten Umgebung der dargestellten Segmentierung liegt.
Die folgende Definition 4.3.4 formuliert eine Bedingung an das System von Segmentie-
rungen, die hinreichend ist, um das Problem der Mehrniveaupassung auf die iterative
Ausfu¨hrung von 2-Niveaupassungen zuru¨ckzufu¨hren,
Definition 4.3.4 (Hinreichende Bedingung fu¨r die Niveaureduktion)
Sk(A) heiße auf die Zwei-Niveau-Situation reduzierbar, falls fu¨r alle A ∈ Sk(A) mit O 6∈ A
gilt:
∀A′ ∈ Up(A) : ∃Ai, Aj ∈ A : Ai ∪Aj ∈ A ∧ A′ ∈ SAi,Aj (A)
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Bemerkung 4.3.5
Man beachte die Analogie der hinreichenden Bedingung 4.3.4 zur Voraussetzung des Satzes
3.7.14 (S. 127).
Die Menge der auf die Zwei-Niveau-Situation reduzierbaren Segmentierungen ist nicht leer,
wie Beispiel 4.3.2 zeigt:
In diesem Beispiel ist fu¨r alle ElementeA aus S3(A) mit O 6∈ A der Wert e = min{d(A,B) |
B ∈ S3(A) \ {A}} = 2. Dieser kann aber nur durch die Vera¨nderung eines Pixels in der
Segmentierung A erreicht werden: Also ko¨nnen nur zwei Segmente der Segmentierung A
vera¨ndert werden: Eines, das das Pixel abgibt, und eines, das das Pixel aufnimmt.
Satz 4.3.6
Ist Sk(A) auf die Zwei-Niveau-Situation reduzierbar und ist A = {A1, . . . , Ak} ∈ Sk(A)
mit O 6∈ A, so gilt:
Gilt fu¨r alle i 6= j mit Ai ∪ Aj ∈ A, daß {Ai, Aj} ein pixelbasiertes lokales Maximum der
2-Niveaupassung
Ψ(2)Ai,Aj :
S2(A, Ai ∪Aj)→ R
{B, (Ai ∪Aj) \B} 7→ ‖γg(B)‖22 + ‖γg((Ai ∪Aj) \B)‖22
ist (i, j ∈ {1, . . . , k}),
so ist A ein pixelbasiertes lokales Maximum der k-Niveaupassung Ψ.
Beweis:
Folgt direkt mit Definition 4.3.4 und der Definition 4.2.15 des pixelbasierten lokalen Ma-
ximums (vgl. auch Bemerkung 3.7.5).
2
Bemerkung 4.3.7
Die Einschra¨nkung auf Mengen A ∈ Sk(A) mit O 6∈ A in der Voraussetzung des Satzes
4.3.6 ist in der Praxis ohne große Bedeutung. Ist na¨mlich eine SegmentierungA mit O ∈ A
ein pixelbasiertes lokales Optimum im Sinne der Definition 4.2.15, so kann man sich leicht
u¨berlegen, daß in der pixelbasierten Umgebung eine Segmentierung A′ existieren muß, fu¨r
die Ψ(A′) = Ψ(A) gilt (vgl. auch Bemerkung 3.7.15, S. 127).
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Algorithmus 7 (Iteration) Berechnung eines pixelbasierten lokalen Maximums einer
k-Niveaupassung Ψ
Input: Diskretes Pixelbild g :M → Rd,
beliebige Segmentierung A = {A1, . . . , Ak} ∈ Sk(A) mit O 6∈ A
Output: pixelbasiertes lokales Maximum {B1, . . . , Bk}
1: B = {B1, . . . , Bk} ← {A1, . . . , Ak}
2: continue ← TRUE
3: while continue = TRUE do
4: continue ← FALSE
5: rem Schleife u¨ber alle mo¨glichen 2-Niveaukombinationen
6: for i = 1 bis i = k − 1 do
7: for j = i bis j = k do
8: if Bi ∪Bj ∈ A then
9: Berechne B′i, B
′
j mit {B′i, B′j} ist ein pixelbasiertes lokales Maximum von
Ψ(2)Bi,Bj :
S2(Bi ∪Bj)→ R
{C, (Bi ∪Bj) \ C} 7→ ‖γg(C)‖22 + ‖γg((Bi ∪Bj) \ C)‖22
10: if B′i 6= Bi und B′i 6= Bj then
11: continue ← TRUE
12: Bi ← B′i, Bj ← B′j
13: end if
14: end if
15: end for
16: end for
17: end while
18: return {B1, . . . , Bk}
Satz 4.3.8
Ist Sk(A) ein auf die Zwei-Niveau-Situation reduzierbares pixelbasiertes System von Seg-
mentierungen, so berechnet der Algorithmus 7 (Iteration) ein pixelbasiertes lokales Ma-
ximum der Zielfunktion Ψ.
Beweis:
Mit Satz 4.3.6 folgt, daß bei Termination des Algorithmus ∀B′ ∈ Up(B) : Ψ(B) ≥ Ψ(B′)
gilt.
Zu zeigen ist also nur noch, daß der Algorithmus terminiert. Dies folgt jedoch aus der
Tatsache, daß nur ein endliches Mengensystem als Definitionsmenge genommen wird und
der Wert Ψ(B) in der Doppelschleife des Algorithmus streng monoton steigt. Dies ist
jedoch nur fu¨r endliche viele Zusta¨nde mo¨glich.
Bemerkung: Streng genommen mu¨ßte in Zeile 9 gefordert werden, daß B′i und B
′
j nicht
leer sind. Mit Bemerkung 4.3.7 kann diese Forderung immer erfu¨llt werden.
2
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4.3.3 2-Niveaupassungsalgorithmen
Der vorangegangene Abschnitt motiviert dazu, sich noch einmal gezielt mit Zwei-Niveau-
Situation auseinanderzusetzen. Der Algorithmus zur 2-Niveaupassung, der an dieser Stelle
vorgeschlagen wird, sucht solange in der pixelbasierten Umgebung einer aktuellen Seg-
mentierung, bis eine bessere Segmentierung gefunden wurde. Diese wird dann als aktuelle
Segmentierung gesetzt. Der Algorithmus endet, wenn keine Verbesserung in der pixelba-
sierten Umgebung der aktuellen Segmentierung gefunden wird.
Im Mittelpunkt dieses Abschnitts stehen unter anderem Hinweise zur Auswahl einer ge-
eigneten Segmentierung aus der pixelbasierten Umgebung der aktuellen Segmentierung
und Anmerkungen zu geeigneten Update-Strategien fu¨r eine effektive Implementierung
der Algorithmen.
Algorithmus 8 (2-Niveaupassung) Berechnung eines pixelbasierten lokalen Maximums
einer 2-Niveaupassung Ψ bezu¨glich eines pixelbasierten Systems von Segmentierungen
S2(A)
Input: diskretes Pixelbild g :M → Rd,
Startsegmentierung A = {A,M \A} ∈ S2(A)
Output: pixelbasiertes lokales Maximum B
1: B = {B,M \B} ← {A,M \A}
2: max← ‖γg(B)‖22 + ‖γg(M \B)‖22
3: continue ← TRUE
4: while continue = TRUE do
5: for {B′,M \B′} ∈ Up(B) do
6: t← ‖γg(B′)‖22 + ‖γg(M \B′)‖22
7: if t > max then
8: continue ← TRUE
9: max← t
10: B = {B,M \B} ← {B′,M \B′}
11: end if
12: end for
13: end while
14: return B
Satz 4.3.9
Der Algorithmus 8 (2-Niveaupassung) terminiert und der Ru¨ckgabewert ist ein pixel-
basiertes lokales Maximum einer 2-Niveaupassung.
Beweis:
Sei B = {B,M \B} das Ergebnis des Algorithmus. Sicher gilt, nach Termination fu¨r alle
{B′,M \ B′} ∈ Up(B): ‖γg(B)‖22 + ‖γg(M \B)‖22 ≥ ‖γg(B′)‖22 + ‖γg(M \B′)‖22 , da sonst
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die for-Schleife nicht terminiert. Auf der anderen Seite muß die for-Schleife terminieren,
da das System der pixelbasierten Segmentierungen endlich ist, und die Variable max bei
jedem Durchlauf der Schleife wa¨chst.
2
4.3.3.1 Hinweise zur Auswahl geeigneter Segmentierungen {B,M \B} ∈ Up(A)
Gegeben sei eine Segmentierung A = {A,M \A} ∈ S2(A). In vielen Fa¨llen, man vergleiche
zum Beispiel das Mengensystem A′ des Beispiels 3.2.12 (S. 75), ist Up(A) einelementig.
Daher ist in solchen Fa¨llen, die Wahl {B,M \B} ∈ Up(A) determiniert.
Aber Beispiele mit zweidimensionalem DefinitionsbereichM , wie zum Beispiel in Abschnitt
4.6, erzeugen eine weitaus komplexere pixelbasierte Umgebung Up(A). Wie schon an ande-
rer Stelle angedeutet, befindet man sich selbst im Falle der vektoriellen 2-Niveaupassung
im Kontext eines nichtlinearen Optimierungsproblems. Eine einfache Methode zur Be-
stimmung eines signifikanten lokalen Maximums einer pixelbasierten 2-Niveaupassung ist
es, immer diejenige Segmentierung aus Up(A) zu wa¨hlen, die den sta¨rksten Anstieg in
der Zielfunktion verspricht. Das Korollar 3.7.42 (S. 147) kann dabei helfen, diejenige Seg-
mentierung aus Up(A) zu wa¨hlen, die eine gro¨ßtmo¨gliche Wertsteigerung der Funktion
Ψ : S2(A)→ R verspricht.
4.3.3.2 Hinweise zur algorithmischen Bestimmung des Wertes ‖γg(A)‖22
Von zentraler Bedeutung fu¨r eine effiziente algorithmische Umsetzung einer 2- bzw.
k-Niveaupassung ist die schnelle algorithmische Bestimmung des Wertes ‖γg(A)‖22 . Da-
bei ist zu beachten, daß sich die Segmente der gerade aktuellen Segmentierung innerhalb
der Algorithmen (wie z. B. Algorithmus 8 (2-Niveaupassung) ) nur langsam a¨ndern. In
den meisten Fa¨llen wird nur ein Pixel hinzugefu¨gt oder entfernt. Eine einfache Realisierung
der Berechnung des Wertes ‖γg(A)‖22 wa¨re die Umsetzung der Definition 3.5.2 fu¨r nicht-
leere pixelbasierte Segmente A: γg(A) :=
(〈
g
∣∣eA1 〉A , . . . , 〈g∣∣eAn 〉A). Dafu¨r ist allerdings
bei jeder Vera¨nderung des Segments das Skalarprodukt 〈·| ·〉A und die Orthonormalbasis
(eA1 , . . . , e
A
n ) bezu¨glich dieses Skalarprodukts neu zu bestimmen. Bei einem unu¨berlegten
Vorgehen mu¨ßte man fu¨r jede Vera¨nderung eines Segments alle Pixel dieses Segments
mehrmals durchlaufen, was zu einem erheblichen Rechenaufwand fu¨hren wu¨rde. Dieser
ist leicht zu vermeiden, indem man die iterative Rechenvorschrift zur Bestimmung der
Orthonormalbasis gema¨ß Algorithmus 5 (Gram-Schmidt) abrollt und ausnu¨tzt, daß fu¨r
das Skalarprodukt 〈·| ·〉AunionmultiB gilt: ∀f, g ∈ L2(B(M),B(E)) : 〈f |g〉AunionmultiB = 〈f |g〉A + 〈f |g〉B
(vgl. Definition 3.4.4 iv., S. 85). Diese Eigenschaft in der Definition der erlaubten Skalar-
produkte erlaubt es, Werte, die schon einmal fu¨r das Segment A berechnet wurden, zur
Berechnung des Wertes ‖γg(A unionmulti p)‖22 fu¨r das Segment A unionmulti p heranzuziehen.
Fu¨r einen Spezialfall soll an dieser Stelle vorgefu¨hrt werden, welche Werte ein Algorithmus
fu¨r ein effizientes Updateverfahren zur Bestimmung des Wertes ‖γg(A)‖22 bereitstellen muß,
und wie diese zu nutzen sind. Das Vorgehen kann dann entsprechend fu¨r andere Fa¨lle
vollkommen analog nachvollzogen werden.
Sei E := R mit der Multiplikation als Skalarprodukt. Fu¨r alle Mengen A ∈ A \ {O} sei
〈·| ·〉A definiert wie Beispiel 3.4.6. E := (1, id, id2) sei eine Basis der Klasse der erlaubten
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Funktionen V . Dann sind die durch das Skalarprodukt 〈·| ·〉A bestimmten Basisfunktionen
(eA1 , e
A
2 , e
A
3 ) auf Linearkombinationen von Funktionen aus E zuru¨ckfu¨hrbar, indem man die
durch das Gram-Schmidtsche Orthogonalisierungsverfahren gegebene rekursive Definition
der Orthonormalbasis ausformuliert.
Es ergibt sich gema¨ß Algorithmus 5 (Gram-Schmidt) fu¨r A ∈ A ∩ P(M) mit λ(A) > 0:
e˜A1 = 1
und damit ist eA1 =
1∥∥e˜A1 ∥∥A e˜A1 = 1√λ(A)
Weiter ist
e˜A2 = id−
〈
id
∣∣eA1 〉A eA1
= id− 1
λ(A)
〈id|1〉A 1
also ergibt sich eA2 =
1∥∥e˜A2 ∥∥A e˜A2
Fu¨r e˜A3 gilt:
e˜A3 = id
2 − 〈id2∣∣eA2 〉A eA2 − 〈id2∣∣eA1 〉A eA1
= id2 − 1∥∥e˜A2 ∥∥2A
〈
id2
∣∣ e˜A2 〉A e˜A2 − 1λ(A) 〈id2∣∣1〉A 1
= id2 − 1∥∥e˜A2 ∥∥2A
〈
id2
∣∣∣∣ id− 1λ(A) 〈id|1〉A 1
〉
A
(
id− 1
λ(A)
〈id|1〉A 1
)
− 1
λ(A)
〈
id2
∣∣1〉
A
1
= id2 − 1∥∥e˜A2 ∥∥2A
(〈
id2
∣∣ id〉
A
− 1
λ(A)
〈
id2
∣∣1〉
A
〈id|1〉A
)(
id− 1
λ(A)
〈id|1〉A 1
)
− 1
λ(A)
〈
id2
∣∣1〉
A
1
Daher ist
eA3 =
1∥∥e˜A3 ∥∥A e˜A3
Setzt man nun
a := − 1∥∥e˜A2 ∥∥2A
(〈
id2
∣∣ id〉
A
− 1
λ(A)
〈
id2
∣∣1〉
A
〈id|1〉A
)
und
b :=
〈id|1〉A
λ(A)
∥∥e˜A2 ∥∥2A
(〈
id2
∣∣ id〉
A
− 1
λ(A)
〈
id2
∣∣1〉
A
〈id|1〉A
)
−
〈
id2
∣∣1〉
A
λ(A)
so ergibt sich eine einfachere Darstellung fu¨r eA3 :
eA3 =
1∥∥e˜A3 ∥∥A
(
id2 + aid + b1
)
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Fu¨r die Normen von e˜A2 bzw. e˜
A
3 gilt:∥∥e˜A2 ∥∥2A = 〈e˜A2 ∣∣ e˜A2 〉A
=
〈
id− 1
λ(A)
〈id|1〉A 1
∣∣∣∣ id− 1λ(A) 〈id|1〉A 1
〉
A
= 〈id| id〉A − 2
〈
id
∣∣∣∣ 1λ(A) 〈id|1〉A 1
〉
A
+
1
λ(A)2
〈〈id|1〉A 1| 〈id|1〉A 1〉A
= 〈id| id〉A −
2
λ(A)
〈id|1〉2A +
1
λ(A)2
〈id|1〉2A 〈1|1〉A
= 〈id| id〉A −
2
λ(A)
〈id|1〉2A +
1
λ(A)2
〈id|1〉2A λ(A)
= 〈id| id〉A −
1
λ(A)
〈id|1〉2A
und ∥∥e˜A3 ∥∥2A = 〈e˜A3 ∣∣ e˜A3 〉A = 〈id2 + aid + b1∣∣ id2 + aid + b1〉A
=
〈
id2
∣∣ id2〉
A
+ a2 〈id| id〉A + b2 〈1|1〉A
+ 2a
〈
id2
∣∣ id〉
A
+ 2b
〈
id2
∣∣1〉
A
+ 2ab 〈id|1〉A
=
〈
id2
∣∣ id2〉
A
+ 2a
〈
id3
∣∣1〉
A
+ (a2 + 2b)
〈
id2
∣∣1〉
A
+ 2ab 〈id|1〉A + b2λ(A)
Nachdem man eine Darstellung der Orthonormalbasis (eA1 , e
A
2 , e
A
3 ) als Linearkombination
der Basisvektoren aus E hat, ist es mo¨glich, den Vektor
γg(A) =
γg(A)1γg(A)2
γg(A)3
 =

〈
g
∣∣eA1 〉A〈
g
∣∣eA2 〉A〈
g
∣∣eA3 〉A

ebenfalls als Linearkombination von Skalarprodukten mit den Basisvektoren aus E darzu-
stellen. Es ist na¨mlich
〈
g
∣∣eA1 〉A =
〈
g
∣∣∣∣∣ 1√λ(A)1
〉
A
=
1√
λ(A)
〈g|1〉A
und
〈
g
∣∣eA2 〉A = 1∥∥e˜A2 ∥∥A
〈
g
∣∣∣∣ id− 1λ(A) 〈id|1〉A 1
〉
A
=
1∥∥e˜A2 ∥∥A
(
〈g| id〉A −
〈id|1〉A
λ(A)
〈g|1〉A
)
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sowie
〈
g
∣∣eA3 〉A = 1∥∥e˜A3 ∥∥A
〈
g
∣∣ id2 + aid + b1A〉A
=
1∥∥e˜A3 ∥∥A
(〈
g
∣∣ id2〉
A
+ a 〈g| id〉A + b 〈g|1〉A
)
Da fu¨r den Algorithmus nur der Wert ‖γg(A)‖22 =
∑3
i=1 γg(A)
2
i berechnet werden muß,
ist es an keiner Stelle in einer Implementierung notwendig, die Wurzel aus einem Term zu
ziehen. Damit wird diese, auf den meisten Rechnerarchitekturen in der Laufzeit teure und
numerisch instabile, Operation vermieden.
Ein Algorithmus zur effizienten Bestimmung des Wertes ‖γg(A)‖22 bezu¨glich der Basis E
sollte also bei jeder Vera¨nderung des Segments A die folgenden Werte aktualisieren:
λ(A) =
∑
p∈A 1,
〈g|1〉A =
∑
p∈A 〈g(p)|1〉p ,
〈g| id〉A =
∑
p∈A 〈g(p)| id〉p , 〈1| id〉A =
∑
p∈A 〈1| id〉p ,〈
g
∣∣ id2〉
A
=
∑
p∈A
〈
g(p)
∣∣ id2〉
p
,
〈
1
∣∣ id2〉
A
=
∑
p∈A
〈
1
∣∣ id2〉
p
,〈
g
∣∣ id3〉
A
=
∑
p∈A
〈
g(p)
∣∣ id3〉
p
,
〈
1
∣∣ id3〉
A
=
∑
p∈A
〈
1
∣∣ id3〉
p
,〈
1
∣∣ id4〉
A
=
∑
p∈A
〈
1
∣∣ id4〉
p
Dabei sollten die alten berechneten Werte benutzt werden: Nimmt das Segment A ein
Pixel p auf, so ist beispielsweise 〈g|1〉A∪p = 〈g|1〉A + g(p). Vereinigt sich das Segment
A mit einem ganzen Segment B, so ko¨nnen ebenfalls die Werte, die fu¨r das Segment B
gespeichert sind, genutzt werden: 〈g|1〉A∪B = 〈g|1〉A + 〈g|1〉B. Verliert ein Segment A ein
Pixel p, so ergibt sich 〈g|1〉A\p = 〈g|1〉A − g(p), falls p ⊂ A ist.
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4.4 Eindimensionale Bilder und das Mengenmodell der
zusammenha¨ngenden Mengen
Um die Algorithmen des vorangegangen Abschnitts 4.3 zu veranschaulichen, soll an dieser
Stelle zuna¨chst einmal auf eine einfache Anwendung der Mehrniveaupassung eingegangen
werden: Gegeben seien diskrete Grauwertpixelbilder von einem Intervall in R nach R, also
Bilder mit eindimensionalem Definitions- und Wertebereich. Diese sollen im folgenden
durch zusammenha¨ngende Pixelmengen, also Pixelintervalle, segmentiert werden.
4.4.1 Grundsa¨tzliches Vorgehen
Sei M = [0,m] ⊂ R mit m ∈ N. Das System erlaubter Mengen A sei das Mengensy-
stem der zusammenha¨ngenden Mengen in [0,m]. A¨hnlich wie in Beispiel 3.5.11 iv) ist
dann A := {[t1, t2] | t1 ≤ t2, t1, t2 ∈ [0,m]}. Daher ist A ∩ P([0,m]) = {[t1, t2] | t1 ≤
t2, t1, t2 ∈ {0, . . . ,m}}. Und damit ist fu¨r k ∈ N mit k < m das System der pixelbasierten
Segmentierungen von M durch k Mengen gegeben durch
Sk(A) = {{[0, t1], . . . , [tk−1,m]} | 0 ≤ t1 ≤ · · · ≤ tk−1 ≤ m, t1, . . . , tk−1 ∈ N0}
Man sieht leicht, daß sich jedes Element aus Sk(A) auch durch seine Breakpoints
t1, . . . , tk−1 kodieren la¨ßt. Daher sei im Rest dieses Abschnitts mit (t1, . . . , tk−1) das Ele-
ment {[0, t1], . . . , [tk−1,m]} aus Sk(A) kodiert. Vereinfachend wird (t1, . . . , tk−1) ∈ Sk(A)
notiert und damit die Kodierungsabbildung, die implizit hinter dieser Aussage steht, weg-
gelassen.
Fu¨r (t1, . . . , tk−1) aus Sk(A) la¨ßt sich nun leicht zeigen, daß
Up((t1, . . . , tk−1)) =
{(t′1, . . . , t′k−1) ∈ Sk(A) |∃i ∈ {1, . . . , k − 1} : t′i ∈ {ti − 1, ti + 1},∀j 6= i : t′j = tj}
gilt. Das heißt, jedes Element aus der Umgebung der Segmentierung, die durch den Vektor
(t1, . . . , tk−1) kodiert ist, ist durch das Verschieben eines einzelnen Breakpoints ti um ±1
entstanden.2
Dies zeigt, daß dieses System der Segmentierungen auf die Zwei-Niveau-Situation redu-
zierbar ist. Daher folgt die Korrektheit des Algorithmus 7 (Iteration) fu¨r dieses Men-
gensystem. Der Algorithmus 9 (1D-k-Niveaupassung) auf der na¨chsten Seite ist eine
auf dieses Mengensystem spezialisierte Version des Algorithmus 7 (Iteration), der insbe-
sondere die einfache Auswahl einer Segmentierung aus der pixelbasierten Umgebung einer
bestehenden Segmentierung durch das Verschieben eines Schwellwertes ausnu¨tzt.
In Zeile 7 des Algorithmus 9 (1D-k-Niveaupassung) wird ein lokales (oder globales)
pixelbasiertes Maximum der 2-Niveaupassung
Ψ(2)[tn,tn+1][tn+1,tn+2] :
S[tn,tn+1][tn+1,tn+2]((t1, . . . , tk−1))→ R
{[tn, x], [x, tn+2]} 7→ ‖γg([tn, x])‖22 + ‖γg([x, tn+2])‖22
2In [Ka¨m01] wird diese Umgebung ebenfalls u¨ber die Breakpoints definiert und als U1 bezeichnet.
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Algorithmus 9 (1D-k-Niveaupassung) k-Niveaupassung bezu¨glich der pixelbasierten
Segmentierung eines Intervalls durch k zusammenha¨ngende Segmente
Input: Diskretes Pixelbild g : [0,m]→ R,
k ∈ N mit k ≤ m
Output: pixelbasierte Segmentierung {[0, t1], . . . , [tk−1,m]}
1: Wa¨hle Startsegmentierung 0 =: t0 < t1 < · · · < tk−1 < tk := m
2: continue ← TRUE
3: while continue = TRUE do
4: for n = 0 bis n = k − 2 do
5: continue ← FALSE
6: old ← tn+1
7: new ← n0, wobei n0 ein lokales (oder globales) Maximum der Funktion
Ψ(2)[tn,tn+1][tn+1,tn+2] :
{tn, . . . , tn+2} → R+
x 7→ ‖γg([tn, x])‖22 + ‖γg([x, tn+2])‖22
ist
8: if (old 6= new) then
9: continue ← TRUE
10: tn+1 ← new
11: end if
12: end for
13: end while
14: return {[0, t1], . . . , [tk−1,m]}
berechnet. Dies kann man einfach durch Ausprobieren aller mo¨glichen pixelbasierten Seg-
mentierungen der Menge [tn, tn+2] durch zwei zusammenha¨ngende pixelbasierte Mengen
berechnen. Dabei sollte man allerdings bei der Berechnung der Funktionswerte nicht auf
Update-Strategien, wie in Abschnitt 4.3.3.2 vorgeschlagen, verzichten.
Um das Mehrniveaupassungsproblem komplett zu formulieren, ist es noch no¨tig, sowohl
die Klasse der erlaubten Funktionen V , als auch die Familie der erlaubten Skalarprodukte
zu spezifizieren.
Analog zum Beispiel 3.5.11 iv) (S. 98) sei in diesem Abschnitt E := R mit der Multiplika-
tion reeller Zahlen als Skalarprodukt. Dann ist fu¨r f, g ∈ L2(B(M),B(R)) und A ∈ A mit
λ(A) > 0: 〈f |g〉A =
∫
A f(x)g(x)dλ(x) und damit ‖f − g‖M =
√∫
M (f(x)− g(x))2dλ(x).
Als mo¨gliche Klassen erlaubter Funktionen sollen an dieser Stelle zwei vorgestellt werden:
Zuerst einmal der Raum der konstanten Funktionen und dann der Raum der quadratischen
Funktionen. Es ist also im ersten Beispiel E := (1) und im zweiten Fall E := (1, id, id2).
Anmerkung: Streng genommen mu¨ßte in Zeile 7 des Algorithmus 9 (1D-k-Niveaupassung)
gefordert werden, daß das lokale (oder globale) Maximum der Funktion Ψ(2)[tn,tn+1][tn+1,tn+2]
in der Menge {tn+1, . . . tn+2− 1} liegt, um als Ergebnis eine Segmentierung mit k echten
Segmenten zu erhalten. Mit Bemerkung 4.3.7 kann diese Forderung jedoch immer erfu¨llt
werden.
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4.4.2 Beispiele fu¨r die Approximation mit konstanten Funktionen
In der ersten Beispielfamilie ist E = (1). Daher ist V der Raum der konstanten Funktio-
nen von M nach R, d. h. auf den einzelnen Segmenten wird mit konstanten Funktionen
approximiert.
Beispiel 4.4.1
Das diskrete Pixelbild g : [0, 500]→ R+ sei gegeben durch
g(x) :=

0 , 0 ≤ x < 100
40 , 100 ≤ x < 200
60 , 200 ≤ x < 300
120 , 300 ≤ x ≤ 500
Abbildung 4.6 skizziert das diskrete Pixelbild g. Da das diskrete Pixelbild g selbst auf
Abbildung 4.6: Skizze des diskreten Pixelbildes g.
4 Intervallen konstant ist, sollte man von einer 4-Niveaupassung erwarten, daß sie als
Segmentgrenzen genau die Sprungstellen der Funktion g liefert.
Ist nun (100, 300, 400) die Kodierung der Startsegmentierung, d. h. das Intervall [0, 500]
wird segmentiert in die Intervalle [0, 100], [100, 300], [300, 400] und [400, 500], wie es Abbil-
dung 4.7 skizziert, so befindet sich der Algorithmus 9 (1D-k-Niveaupassung) gleich zu
Beginn in einen pixelbasierten lokalen Optimum, aus dem er nicht mehr herauskommen
kann, auch nicht wenn immer das globale Maximum der einzelnen 2-Niveaupassungen be-
rechnet wird. Dieses pixelbasierte lokale Optimum der 4-Niveaupassung ist jedoch nicht
das globale Maximum der Zielfunktion. Abbildung 4.8 visualisiert das Ergebnis des Algo-
rithmus mit der errechneten konstanten Approximation auf den Segmenten.
Bei einer besseren Wahl der Startsegmentierung, na¨mlich indem man die Breakpoints zwi-
schen die Spru¨nge des diskreten Grauwertbildes g legt, wie in Abbildung 4.9 skizziert, fu¨hrt
der Algorithmus 9 (1D-k-Niveaupassung) zu dem gewu¨nschten Ergebnis, na¨mlich dem
pixelbasierten globalen Maximum der Zielfunktion der 4-Niveaupassung (vgl. Abbildung
4.10).
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Abbildung 4.7: Breakpoints der Startsegmentierung (rot) von g, die
schon ein pixelbasiertes lokales Maximum ist.
Abbildung 4.8: Breakpoints der Ergebnissegmentierung (rot) mit stu¨ck-
weiser Approximation (gru¨n) auf den Segmenten.
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Abbildung 4.9: Alternative Breakpoints (rot) einer initialen Segmentie-
rung einer 4-Niveaupassung von g.
Abbildung 4.10: Ergebnis des Algorithmus 9 (1D-k-Niveaupassung)
ausgehend von der Startsegmentierung in Abbildung 4.9.
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Bemerkung 4.4.2 (Auswahl einer guten Startsegmentierung)
Das vorangegangene Beispiel 4.4.1 zeigt, wie wichtig die Auswahl einer guten Startsegmen-
tierung ist. Es stellt sich die Frage, wie man algorithmisch eine gute Startsegmentierung
generiert. Im Abschnitt 5.3 wird der Algorithmus 16 (Iterative Niveauverschmelzung)
(S. 226) vorgestellt, der ausgehend von einer gegebenen Segmentierung mit k1 Segmenten,
diese solange iterativ verschmilzt bis k2 Segmente (k2 < k1) u¨brig bleiben. Dabei wird bei
der Auswahl der zu verschmelzenden Segmente darauf geachtet, daß ihre Verschmelzung
einen mo¨glichst kleinen Fehler in der Funktion Ψ verursacht. Diesen Algorithmus kann man
dann wie folgt anwenden, um eine gute Startsegmentierung fu¨r eine Mehrniveaupassung
mit k Niveaus zu erhalten:
i. Berechne mit dem Algorithmus 9 (1D-k-Niveaupassung) ein lokales pixelbasiertes
Maximum einer l-Niveaupassung. Dabei sei l > k.
ii. Verschmelze mit dem Algorithmus 16 (Iterative Niveauverschmelzung) solange
Segmente, bis noch k Segmente u¨brig bleiben.
iii. Nutze das Ergebnis von ii. als Startsegmentierung einer k-Niveaupassung im Algo-
rithmus 9 (1D-k-Niveaupassung)
Beispiel 4.4.3 (Verrauschtes Eingangssignal)
Gegeben sei wieder das diskrete Grauwertpixelbild g aus Beispiel 4.4.1. Nun jedoch wird
das Signal durch ein Rauschen, das uniform auf [−20, 20] verteilt ist, gesto¨rt. Ein typisches
Ergebnis einer solchen Rauschaddition ist in Abbildung 4.11 skizziert.
Abbildung 4.11: Funktion g aus Beispiel 4.4.1 mit additiven Rauschen,
uniform auf [−20, 20].
Das Ergebnis einer 4-Niveaupassung mit pixelbasierten zusammenha¨ngenden Mengen ist
in Abbildung 4.12 zu sehen. Wie man sieht, ist das Ergebnis mit dem Ergebnis der
4-Niveaupassung des unverrauschten Originals aus Beispiel 4.4.1 durchaus vergleichbar.
Ein Grund dafu¨r ist, daß bei der Berechnung der einzelnen Maxima von 2-Niveaupassungen
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in Algorithmus 9 (1D-k-Niveaupassung) immer das globale Maximum berechnet wur-
de, und so nicht-signifikante pixelbasierte lokale Maxima der einzelnen 2-Niveaupassungen
unterdru¨ckt wurden.
Abbildung 4.12: Ergebnis des Algorithmus 9 (1D-k-Niveaupassung)
angewandt auf das verrauschte diskrete Pixelbild g aus Abbildung 4.11.
Die Segmentgrenzen sind rot und die Approximationen mit konstanten
Funktionen auf den Segmenten gru¨n dargestellt.
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4.4.3 Beispiel fu¨r die Approximation mit quadratischen Funktionen
In der zweiten Beispielreihe der Segmentierung eindimensionaler Bilder mit zusammen-
ha¨ngenden Mengen sei die Basis der Klasse der erlaubten Funktionen E := (1, id, id2). Das
heißt, auf den einzelnen Segmenten wird mit quadratischen Funktionen approximiert.
Beispiel 4.4.4
Die Funktion pix : R → R sei gegeben durch pix(x) := round(x − 12). Sie ist daher nach
Definition 1.3.1 auf (eindimensionalen) Pixeln konstant. Daher handelt es sich bei der
Funktion g : [0, 500]→ R+ gegeben durch
g(x) =
{ − 1200pix(x)2 + 2pix(x) , 0 ≤ x < 200
320− 35pix(x) , 200 ≤ x ≤ 500
um ein diskretes Pixelbild.
Dieses diskrete Pixelbild ist auf [0, 200] im wesentlichen (d. h. bis auf die round-
Operation) quadratisch und auf [200, 500] im wesentlichen linear. Vom Algorithmus 9
(1D-k-Niveaupassung) wird man nun verlangen, daß er die Segmentgrenze einer 2-
Niveaupassung bezu¨glich des Mengensystems der zusammenha¨ngenden Mengen genau an
die Stelle des Wechsels vom quadratischen zum linearen Teil der Funktion legt. Abbildung
4.13 skizziert das diskrete Pixelbild g. Man beachte, daß die Skizze eine stetige Funktion
suggeriert, obwohl g durch die round-Operation nicht stetig sein kann.
Abbildung 4.13: Skizze des diskreten Pixelbildes g aus Beispiel 4.4.4.
Die Abbildung 4.14 zeigt das Ergebnis einer 2-Niveaupassung mit quadratischen Funk-
tionen bezu¨glich des Mengensystems der pixelbasierten zusammenha¨ngenden Mengen. Im
Gegensatz zum Beispiel 4.4.1 spielt an dieser Stelle die Wahl der Startsegmentierung keine
Rolle, weil es nur ein lokales Maximum der Zielfunktion der 2-Niveaupassung gibt.
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Abbildung 4.14: Ergebnis einer 2-Niveaupassung mit Algorithmus 9
(1D-k-Niveaupassung): Die Segmentgrenze (rot) wird genau dorthin
gelegt, wo der quadratische Teil der Funktion in den linearen umbricht.
Die Approximation auf den einzelnen Segmenten (gru¨n) ist genau die
Funktion (bis auf Rundungsfehler, die zum Teil auf die round-Operation
zuru¨ckzufu¨hren sind).
Die Abbildung 4.15 zeigt die gleiche Pixelfunktion g u¨berlagert mit einem starken unifor-
men Rauschen.
Auch in diesem Fall verha¨lt sich der Algorithmus 9 (1D-k-Niveaupassung) gutartig
und setzt die Grenze der zwei zu ermittelnden Segmente an fast die gleiche Stelle wie im
unverrauschten Fall (vgl. Abbildung 4.16).
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Abbildung 4.15: Skizze der mit einem starkem uniformen Rauschen u¨ber-
lagerten Pixelfunktion g.
Abbildung 4.16: Ergebnis einer 2-Niveaupassung mit Algorithmus 9
(1D-k-Niveaupassung): Die Segmentgrenze (rot) wird fast genau dort-
hin gelegt, wo der quadratische Teil der unverrauschten Funktion in den
linearen umbricht.
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4.5 Das Mengenmodell der grauwertbenachbarten
Pixelmengen
Dieser und der folgende Abschnitt widmet sich Bildern im herko¨mmlichen Sinne, also
Bildern mit zweidimensionalem Definitionsbereich. Im Mittelpunkt dieses Abschnitts soll
nun das einfachste aller Mengenmodelle stehen: Es sei im folgenden A := B(M)/ ∼. Dann
ergibt sich als Sk(A) die Menge {{A1, . . . , Al} | Ai ⊂ P(M), 1 ≤ i ≤ l ≤ k,
⋃l
i=1Ai =M}.
Es sei E := R mit der Multiplikation als Skalarprodukt. Weiter sei V der Vektorraum
der konstanten Funktionen von M nach R mit Basis E = (1). Die Familie der erlaubten
Skalarprodukte sei definiert wie in Beispiel 3.4.6 (S. 86).
Eine k-Niveaupassung eines diskreten Grauwertpixelbildes bezu¨glich Sk(A) und dem Raum
der konstanten Funktionen ist nicht anderes als ein Schwellwertverfahren, wie der Ab-
schnitt 4.5.1 zeigt. Der zum globalen Maximum einer 2-Niveaupassung bezu¨glich Sk(A)
und V korrespondierende Schwellwert entspricht dabei genau dem Schwellwert, den auch
die Varianzanalyse von Otsu (vgl. Abschnitt 2.3.1.1) als Schwellwert liefert. Dies wird in
Abschnitt 4.5.2 gezeigt. Auf der anderen Seite kann man aber auch zeigen, daß die k-
Niveaupassung u¨ber ein diskretes Grauwertpixelbild g in diesem Kontext nichts anderes
ist als die Quantisierung des Histogramms des Bildes, wie in Abschnitt 4.5.3 dargelegt
wird.
Sei nun g ein diskretes Grauwertpixelbild mit Wertebereich {0, . . . , G}.
4.5.1 Die Mehrniveaupassung als Schwellwertverfahren
Will man auf g bezu¨glich der Potenzmenge der Pixel eine k-Niveaupassung mit konstanten
Funktionen durchfu¨hren, so bietet es sich an, daß man, wenn man ein Pixel zu einer
Menge hinzunimmt, sofort alle Pixel mit dem gleichen Grauwert hinzufu¨gt: Denn auf
der einen Seite existiert mit Korollar 4.2.11 eine optimale Segmentierung, die Pixel mit
gleichem Grauwert nicht in verschiedene Segmente verteilt, und auf der anderen Seite gibt
es bei diesem Mengenmodell keine Begru¨ndung, warum ein Pixel mit Grauwert i zu einem
Segment A geho¨ren soll, ein anderes Pixel mit dem gleichen Grauwert hingegen nicht. Das
heißt in diesem Fall genu¨gt es, Vereinigungen von Mengen der Form {g = i} ⊂ A ∩ P(M)
zu betrachten.
Das Beispiel 3.7.38 i) auf Seite 142 zeigt daru¨berhinaus, daß ein Segment einer optimalen
Segmentierung aus grauwertbenachtbarten Elementen aus G′ bestehen muß. Zwei Mengen
{g = i} und {g = j} heißen dabei grauwertverbunden genau dann, wenn |i − j| = 1 gilt.
Denn:
Sei Pi = {g = i} ∈ A ∈ A∩P(M) ein Segment einer Segmentierung fu¨r ein i ∈ {0, . . . , G}.
Soll nun ein Pixel hinzugefu¨gt werden, so gilt mit Korollar 3.7.37 und Bemerkung 3.7.41,
daß zwei Konstanten c1 > 0, c2 > 0 existieren, derart, daß fu¨r alle p ∈ P(M \ Pi) gilt:∥∥g − gPi∪p − gM\(Pi∪p)∥∥M < ∥∥g − gPi − gM\Pi∥∥M
⇔ c1(γ˜g(p) − γ˜g(Pi))2 < c2(γ˜g(p) − γ˜g(M \ Pi))
Nun ist aber mit Beispiel 3.5.11 i) (S. 96) γ˜g(p) = g(p) und γ˜g(Pi) = i. Wenn also ein
Pixel p ∈ M \ Pi mit
∥∥g − gPi∪p − gM\(Pi∪p)∥∥M < ∥∥g − gPi − gM\Pi∥∥M existiert, so muß
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entweder ein Pixel mit dem Grauwert i + 1 oder ein Pixel mit Grauwert i − 1 diese
Approximationsverbesserung ebenfalls erfu¨llen.
Zusammenfassend gilt also:
• Es sind nur Vereinigungen von Mengen der Form {g = i} zu betrachten.
• Es sind nur grauwertbenachbarte Pixel auszutauschen.
Daher genu¨gt es, im folgenden nur das Mengensytem
G := {
⊎
n1≤i≤n2
Pi | 0 ≤ n1 ≤ n2 ≤ G,Pi = {g = i}} ⊂ A ∩ P(M)
zu betrachten. Dies bedeutet aber, daß man eigentlich gleich auf dem Histogramm hg des
Bildes g arbeiten kann (vgl. Definition 1.3.4, S. 6).
Definition 4.5.1 (grauwertbenachbarte Pixelmengen)
Das Mengensystem G, definiert wie oben, heiße das Mengenmodell der grauwertbenach-
barten Pixelmengen.
Bemerkung 4.5.2
a) Beim Mengenmodell G der grauwertbenachbarten Pixelmengen handelt es sich ei-
gentlich nur um ein Metamengenmodell: Es ist eine Menge sinnvoller Pixelmengen
innerhalb des Mengensystems P(M).
b) Das Mengenmodell G erlaubt ein Arbeiten auf dem Histogramm des Bildes. Da es
fu¨r die k-Niveaupassung bezu¨glich dieses Mengenmodells unerheblich ist, wo sich die
Pixel im Bild befinden, handelt es sich bei diesem Ansatz eigentlich um keinen echten
zweidimensionalen Ansatz zur Bildsegmentierung.
4.5.2 Zusammenhang zwischen 2-Niveaupassung und der Varianzanalyse
von Otsu
Sei hg das Histogramm des diskreten Grauwertpixelbildes g : M → {0, . . . , G} gema¨ß
Definition 1.3.4 (S. 6). Betrachtet wird nun die Situation fu¨r zwei Niveaus. Dann ergibt
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sich fu¨r die Funktion Ψg : G → R, A 7→ ‖γg(A)‖22 + ‖γg(M \A)‖22 nach Beispiel 3.4.12 i)
(S. 90):
Ψg(
⊎
0≤i≤n
Pi) = γ˜g(
⊎
0≤i≤n
Pi)
∫
⊎
0≤i≤n Pi
gdλ+ γ˜g(M \
⊎
0≤i≤n
Pi)
∫
M\⊎0≤i≤n Pi gdλ
= γ˜g(
⊎
0≤i≤n
Pi)
n∑
j=0
λ(Pj)j + γ˜g(M \
⊎
0≤i≤n
Pi)
G∑
j=n+1
λ(Pj)j
= γ˜g(
⊎
0≤i≤n
Pi)
n∑
j=0
hg(j)j + γ˜g(M \
⊎
0≤i≤n
Pi)
G∑
j=n+1
hg(j)j
Weiter ist
γ˜g(
⊎
0≤i≤n
Pi) =

∫⊎
0≤i≤n Pi gdλ
λ(
⊎
0≤i≤n Pi)
=
∑n
j=0 hg(j)j∑n
j=0 hg(j)
, falls
∑n
j=0 hg(j) > 0
0 , sonst
Daher ergibt sich
Ψg(
⊎
0≤i≤n
Pi) (4.2)
=

(
n∑
j=0
hg(j)j
)2
n∑
j=0
hg(j)
+
(
G∑
j=n+1
hg(j)j
)2
G∑
j=n+1
hg(j)
, falls
n∑
j=0
hg(j) > 0 und
G∑
j=n+1
hg(j) > 0
(
n∑
j=0
hg(j)j
)2
n∑
j=0
hg(j)
, falls
n∑
j=0
hg(j) > 0 und
G∑
j=n+1
hg(j) = 0
(
G∑
j=n+1
hg(j)j
)2
G∑
j=n+1
hg(j)
, falls
n∑
j=0
hg(j) = 0 und
G∑
j=n+1
hg(j) > 0
0 , sonst
Definiert man nun σ : {0, . . . , G} → R : σ(n) := Ψg(
⊎
0≤i≤n Pi), so erha¨lt man als Opti-
mierungsproblem genau den gleichen Term, der auch in der Varianzanalyse von Noboyuki
Otsu (vgl. Abschnitt 2.3.1.1) maximiert wird. Den Beweis dieser Behauptung liefert ein
Vergleich mit Gleichung (2.5) in der Bemerkung 2.3.1 auf Seite 22.
4.5.3 Zusammenhang zwischen Quantisierung und 2-Niveaupassung
Untersucht werden soll zuna¨chst einmal die allgemeine Quantisierung bezu¨glich des Fehlers
‖f − ·‖quant (vgl. Abschnitt 2.5, S. 49) durch zwei Mengen.
Gegeben sei ein Mengensystem A′ ⊂ B([0, G]) erlaubter Mengen. Fu¨r eine Funk-
tion f ∈ L2(B([0, G]),B(R+)) sei die 2-optimale Quantisierung bezu¨glich des Fehlers
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‖f − ·‖quant gesucht. Das heißt, gesucht ist eine 2-Niveaufunktion s2 ∈ S2 mit S2 :=
{α1A + β1M\A | A ∈ A′} fu¨r die E[(f − s2)2] minimal wird. Also sind α, β und A ∈ A′
gesucht fu¨r die Q∗ : A′ × R× R mit
Q∗(A,α, β) :=
∫
f(x)
(
x− α1A(x) + β1M\A(x)
)2 dλ(x)
minimal wird. Zuna¨chst einmal gilt:
Q∗(A,α, β)
=
∫
f(x)(x2 − 2αx1A − 2βx1M\A + α21A(x) + β2M\A(x))dλ(x)
=
∫
x2f(x)dλ(x)− 2α
∫
A
xf(x)dλ(x)− 2β
∫
M\A
xf(x)dλ(x)
+α2
∫
A
f(x)dλ(x) + β2
∫
M\A
f(x)dλ(x)
Durch ein Ableitungsargument kann man zeigen, daß die Werte α und β allein durch die
Wahl der Menge A bestimmt sind, wenn man das gewu¨nschte Minimum erhalten will.
Es ist na¨mlich, bei festem A fu¨r
h : (α, β) 7→
α2
∫
A
f(x)dλ(x)−2α
∫
A
xf(x)dλ(x)+β2
∫
M\A
f(x)dλ(x)−2β2
∫
M\A
xf(x)dλ(x)
(α0, β0) mit
α0 =
∫
A xf(x)dλ(x)∫
A f(x)dλ(x)
und β0 =
∫
M\A xf(x)dλ(x)∫
M\A f(x)dλ(x)
das globale Minimum von h, falls es existiert. Es ist na¨mlich (α0, β0) die einzige Nullstelle
der Ableitung von h, bei positiv definiter Hesse-Matrix. Daher ist h konvex und (α0, β0)
das globale Minimum von h.
Definiert man nun fu¨r α0, β0 wie oben die Funktion Q : A′ → R+ durch
Q(A) :=

Q(A,α0, β0) , falls
∫
A fdλ > 0 und
∫
M\A fdλ > 0
Q(A, 0, β0) , falls
∫
A fdλ = 0 und
∫
M\A fdλ > 0
Q(A,α0, 0) , falls
∫
A fdλ > 0 und
∫
M\A fdλ = 0
Q(A, 0, 0) , falls
∫
A fdλ = 0 und
∫
M\A fdλ = 0
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so ergibt sich fu¨r alle A ∈ A′ mit ∫A fdλ > 0 und ∫M\A fdλ > 0:
Q(A) =
∫
x2f(x)dλ(x) +
( ∫
A xf(x)∫
A f(x)dλ(x)
)2 ∫
A
f(x)dλ(x)
− 2
( ∫
A xf(x)∫
A f(x)dλ(x)
)∫
A
xf(x)dλ(x)
+
( ∫
M\A xf(x)∫
M\A f(x)dλ(x)
)2 ∫
M\A
f(x)dλ(x)
− 2
( ∫
M\A xf(x)∫
M\A f(x)dλ(x)
)∫
M\A
xf(x)dλ(x)
=
∫
x2f(x)dλ(x)−
(∫A xf(x)dλ(x))2∫
A f(x)dλ(x)
+
(∫
M\A xf(x)dλ(x)
)2∫
M\A f(x)dλ(x)

Statt A 7→ Q(A) zu minimieren, kann man auch, vo¨llig analog zur 2-Niveaupassung (vgl.
Bemerkung 3.5.1, S. 92), die Funktion
Ψquantf (A) := −Q(A) +
∫
M
x2f(x)dλ(x)
maximieren. Fu¨r alle A ∈ A′ mit ∫A fdλ > 0 und ∫M\A fdλ > 0 ist dann Ψquantf (A) =(
(
∫
A xf(x)dλ(x))
2∫
A f(x)dλ(x)
+
(∫
M\A xf(x)dλ(x)
)2∫
M\A f(x)dλ(x)
)
. Ist nun A′ := {[0, t] | 0 ≤ t ≤ G}, so gilt mit
Gleichung (4.2) fu¨r alle n ∈ {0, . . . , G}:
Ψquanthg ([0, n]) = Ψg
 ⊎
0≤i≤n
Pi

Also ist eine 2-Niveaupassung eines Grauwertbildes bezu¨glich des Mengenmodell der grau-
wertbenachbarten Pixelmengen nichts anderes als eine Quantisierung mit 2 Stufen be-
zu¨glich einer Zufallsvariablen, deren Dichte durch das Histogramm hg des Bildes gegeben
ist.
4.5.4 Ein Algorithmus zur Bestimmung von k Schwellwerten
Obwohl eine 2-Niveaupassung mit konstanten Funktionen bezu¨glich des Mengenmodells
der grauwertbenachbarten Pixelmengen keine anderen Schwellwerte liefert als die Varian-
zanalyse von Otsu, es also bereits eine Anzahl von Algorithmen in diesem Bereich gibt,
soll an dieser Stelle ein Algorithmus angegeben werden, der ein pixelbasiertes lokales Ma-
ximum einer k-Niveaupassung bezu¨glich des Mengenmodells der grauwertbenachbarten
Pixelmengen liefert. Es soll nicht zuletzt eine Lu¨cke geschlossen werden, die beim Verfah-
ren von Otsu im Originalartikel [Ots79] offen gelassen wird: die Erweiterung des Verfahrens
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auf mehr als einen Schwellwert (vgl. Abschnitt 2.3.1.2). Im Originalartikel schla¨gt Otsu
zwar eine Erweiterung des Verfahrens vor, bleibt allerdings bei der Forderung das globale
Optimum der Varianzanalyse mit k − 1 Schwellwerten zu berechnen. Dies ist allerdings
mit einem erheblichen Laufzeitaufwand verbunden, der durch die Beschra¨nkung auf die
Ermittlung lokaler Optima in der Praxis ohne gro¨ßere Einbußen deutlich gedru¨ckt werden
kann.
Definition 4.5.3
Mit Fhg : {0, . . . , G}2 → R definiert durch
Fhg(a, b) :=

(
b∑
j=a
hg(j)j
)2
b∑
j=a
hg(j)
, falls a < b und
b∑
j=a
hg(j) > 0
0 , sonst
sei F (2)hg : {0, . . . , G}3 → R definiert durch
F
(2)
hg
(l, u, t) :=
{
Fhg(l, t) + Fhg(t+ 1, u) , falls l ≤ t < u
−∞ , sonst
Algorithmus 10 (2-Niveauquantisierung) Berechnung einer optimalen Quantisierung
fu¨r einen Ausschnitt eines Histogramms hg
Input: Histogramm hg eines diskreten Pixelbildes g,
l,u mit l < u, l, u ∈ {0, . . . , G+ 1}
Output: Schwellwert t0 mit F
(2)
hg
(l, u, t0) = max
n∈{u,...,l}
F
(2)
hg
(l, u, t)
1: max← −∞
2: t0 ← −1
3: for t = l + 1 bis t = u− 1 do
4: if F2(l, u, t) > max then
5: max← F (2)hg (l, u, t)
6: t0 ← n
7: end if
8: end for
9: return t0
Satz 4.5.4
Sei fu¨r ein gegebenes diskretes Pixelbild g definiert auf M mit Wertebereich in {0, . . . , G}
die Menge Pi definiert als Pi := {p ∈ P(M) | g(p) = i}. Ist nun t0 das Ergebnis des
Algorithmus 10 (2-Niveauquantisierung), so gilt:
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{
t0⊎
i=l
Pi,
u⊎
i=t0+1
Pi} ist das pixelbasierte globale Maximum einer 2-Niveaupassung mit kon-
stanten Funktionen des diskreten Pixelbildes g|⋃u
i=l Pi
bezu¨glich des Mengensystems der
grauwertbenachbarten Pixelmengen G.
Beweis:
folgt mit Gleichung (4.2) auf Seite 182, Definition 4.5.3 und Bemerkung 4.3.7
Bemerkung 4.5.5
Man beachte, daß im Algorithmus 10 (2-Niveauquantisierung) das globale Maximum
einer eingeschra¨nkten 2-Niveaupassung berechnet wird. An dieser Stelle ko¨nnte man sich
auch auf die Berechnung eines lokalen Maximums beschra¨nken, wie es im allgemeinen 2-
Niveaupassungsalgorithmus 8 (2-Niveaupassung) gemacht wird. Dies fu¨hrt allerdings bei
ungegla¨tteten Histogrammen oft zu nicht-signifikanten lokalen Maxima der Zielfunktion
der 2-Niveaupassung.
Bemerkung 4.5.6
Ist A ∈ Sk(G), so ist A der Form {
⊎
0≤i<t1
Pi,
⊎
t1≤i<t2
Pi, . . . ,
⊎
tk−1≤i<tk
Pi}. Wobei t0 := 0
und tk := G + 1 festgelegt ist. Daher la¨ßt sich jedes A ∈ Sk(G) analog zum Abschnitt
4.4.1 durch einen Vektor (t0, . . . , tk) mit 0 = t0 ≤ t1 · · · ≤ tk−1 ≤ tk = G kodieren.
Leider kodiert jedoch nicht jede Verschiebung eines Schwellwertes ti ∈ {t1, . . . , tk−1} eine
Segmentierung in Up(A), da die Fla¨che des minimalen Zuwachses eines jeden Segments
A ∈ A abha¨ngig davon ist, wieviele Pixel einen gleichen, benachbarten Grauwert haben.
Umgekehrt ist es jedoch offensichtlich, daß jedes Element aus Up(A) nur durch die Ver-
schiebung eines einzigen Schwellwertes kodiert sein muß, da man nur so die minimale
Vera¨nderung einer bestehenden Segmentierung erha¨lt. Daher ist Sk(G) nach Definition
4.3.4 auf die Zwei-Niveau-Situation reduzierbar.
Satz 4.5.7
Mit der Kodierung der Segmente nach Bemerkung 4.5.6 gilt:
Der Algorithmus 11 (Histogrammanalyse) (S. 187) berechnet ein pixelbasiertes lokales
Maximum einer k-Niveaupassung mit konstanten Funktionen eines diskreten Pixelbildes
g :M → {0, . . . , G} bezu¨glich des Mengensystems der grauwertbenachbarten Pixelmengen.
Beweis:
folgt mit Bemerkung 4.5.6 und Satz 4.3.8.
Man beachte, daß im gesamten Algorithmus 0 = t0 < t1 · · · < tk := G+1 gilt. Daher wird
fu¨r alle Histogramme hg mit ∀i ∈ {0, . . . , G} : hg(i) > 0 stets eine Segmentierung mit k
echten Segmenten kodiert.
2
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Algorithmus 11 (Histogrammanalyse) Zerlegung des Histogramms in k Segmente
Input: Histogramm hg eines diskreten Pixelbildes g,
k ∈ N mit k ≤ G
Output: Schwellwerte t0, . . . , tk
1: Wa¨hle Startzerlegung 0 = t0 < · · · < tk = G+ 1
2: continue ← TRUE
3: while continue = TRUE do
4: for i = 0 bis i = k − 2 do
5: continue ← FALSE
6: old ← ti+1
7: new ← 2-Niveauquantisierung(hg, ti, ti+2)
8: if (old 6= new) then
9: continue ← TRUE
10: ti+1 ← new
11: end if
12: end for
13: end while
14: return t0, . . . , tk
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4.5.5 Beispiele
Abschließend sollen an dieser Stelle noch einige Beispielergebnisse des Algorithmus 11
(Histogrammanalyse) pra¨sentiert werden. Die Abbildungen 4.17 bis 4.21 haben alle den
gleichen Aufbau: Auf der linken Seite ist jeweils das Originalbild zu sehen, in der Mitte
ist das Histogramm, das der Algorithmus als Eingabe verwendet, graphisch dargestellt. In
diese Darstellung des Histogramms werden dann die durch den Algorithmus ermittelten
Schwellwerte als rote Linien eingetragen. Auf der rechten Seite ist das Ergebnisbild, nach
Anwendung der errechneten Schwellwerte und Mittelung der Grauwerte u¨ber alle Pixel
zwischen jeweils zwei adjazenten Schwellwerten, dargestellt. Das heißt, auf der rechten
Seite ist fu¨r k Schwellwerte t0, . . . , tk das Bild
k−1∑
i=0
g⋃ti+1−1
j=ti
Pj
=
k−1∑
i=0
γ˜g(
ti+1−1⋃
j=ti
Pj)1⋃ti+1−1
j=ti
Pj
(wobei t0 = 0 und tk = G+ 1 gilt) zu sehen (vgl. auch Beispiel 3.5.11 i), S. 96).
In Abbildung 4.17 wird noch einmal auf das Beispiel in Abbildung 2.7 (S. 23) aus dem
Abschnitt 2.3.1.1 Bezug genommen. Allerdings werden an dieser Stelle zwei Schwellwerte
statt einem verwandt. Das Ergebnis teilt das Bild in drei Bereiche, na¨mlich in das Bild der
Granittranche, das Bild des Schattens und den weißen Hintergrund. Deutlich zu sehen ist
in diesem Beispiel, wie auch in dem der Abbildung 4.21, daß bei der Aufnahme das Bild
u¨berbelichtet wurde. Daher u¨berragt der ho¨chste Grauwert, der der Farbe Weiß entspricht,
im Histogramm alle u¨brigen Werte um ein vielfaches.
Die Beispiele 4.18 und 4.19 sind Bilder einer Granittranche, die eine unregelma¨ßige Textur
aufweist. Hier wird die Quantisierungseigenschaft des Algorithmus 11 (Histogrammana-
lyse) deutlich: Auch mit nur drei verschiedenen Grauwerten der optimalen Segmentierung,
d. h. nach Anwendung von zwei errechneten Schwellwerten, ist die Struktur der Oberfla¨che
noch relativ gut zu erkennen.
Das Beispiel 4.20 zeigt, daß der Algorithmus auch mit bereits quantisierten Bildern um-
gehen kann: Das Eingabebild selbst besitzt nur 20 Graustufen.
Beispiel 4.21 ist ein Beispiel aus einer industriellen Anwendung: In einem ersten Schritt
eines Bildverarbeitungsprozesses soll hier zuna¨chst einmal der Reifen von dem helleren
Hintergrund getrennt werden. Die Abbildung 4.21 zeigt das Ergebnis, wenn man dieses
Problem mit dem Algorithmus 11 (Histogrammanalyse) lo¨sen will: Einige Pixel, die
nicht zum Bild des Reifens, sondern zum Bild des Hintergrunds geho¨ren, werden ebenfalls
als ”dunkler Vordergrund“ eingestuft, wa¨hrend Pixel im Inneren des Bildes des Reifens als
”heller Vordergrund“ eingestuft werden.
Dieses Beispiel zeigt, daß an dieser Stelle das Mengenmodell der grauwertbenachbarten
Pixelmengen nicht ausreicht.
Der Algorithmus 10 (2-Niveauquantisierung) wurde in keinem der Beispielbilder mehr
als 15mal aufgerufen. Der Funktionswert der Funktion Fhg mußte nie o¨fter als 2000mal
berechnet werden.
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Abbildung 4.17: Beispiel der Schwellwertbestimmung fu¨r zwei Schwell-
werte mittels des Algorithmus 11 (Histogrammanalyse) (vgl. auch
Abbildung 2.7, S. 23).
Abbildung 4.18: Beispiel der Schwellwertbestimmung fu¨r drei Schwell-
werte mittels des Algorithmus 11 (Histogrammanalyse). Bei dem Bild
handelt es sich um die Oberfla¨che einer Granittranche.
Abbildung 4.19: Schwellwertbestimmung fu¨r dasselbe Ursprungsbild wie
in Abbildung 4.18 mittels des Algorithmus 11 (Histogrammanalyse)
fu¨r zwei statt fu¨r drei Schwellwerte.
Abbildung 4.20: Beispiel der Schwellwertbestimmung fu¨r zwei Schwell-
werte eines Bildes mit nur 20 Graustufen mittels des Algorithmus 11
(Histogrammanalyse).
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Abbildung 4.21: Beispiel der Schwellwertbestimmung fu¨r einen Schwell-
werte mittels des Algorithmus 11 (Histogrammanalyse).
4.5.6 U¨bertragung auf Farbbilder
Sei nun E := R3 und g : M → {0, . . . , G}3 ⊂ E ein Farbbild im RGB-Farbmodell. V sei
dabei wie in Beispiel 3.4.12 iii), also der Vektorraum der kanalweise konstanten Funktionen
von M nach R3 mit Basis (e1, e2, e3), wobei e1 := (1, 0, 0), e2 := (0, 1, 0) und e3 := (0, 0, 1)
sei. Das bedeutet, daß ein diskretes Farbpixelbild durch ein Farbbild mit k Farben appro-
ximiert werden soll. Betrachtet wird nun die k-Niveaupassung bezu¨glich des pixelbasierten
Mengensystems Sk(A) = {{A1, . . . , Al} | Ai ⊂ P(M), 1 ≤ i ≤ l ≤ k,
⊎l
i=1Ai = M} aller
Pixelmengen. Dabei sei die Familie der Skalarprodukte von Standardskalarprodukt des R3
induziert wie in Beispiel 3.4.6.
Analog zum Abschnitt 4.5.1 kann man folgern, daß es genu¨gt, nur Vereinigungen von Men-
gen der Form Pc := {g = c} fu¨r alle Farbwerte c im Wertebereich von g zu betrachten, und
daß die Segmente einer optimalen Segmentierung in diesem Kontext farbwertverbunden
sein mu¨ssen. Zwei Mengen Pc1 , Pc2 heißen dabei farbwertverbunden, wenn kein diskreter
Farbwert c ∈ g(M)\{c1, c2} existiert mit ‖c1 − c‖2 < ‖c1 − c2‖2 oder ‖c2 − c‖2 < ‖c1 − c2‖2.
Allerdings lassen sich die Farbwerte in {0, . . . , G}3 nicht so ordnen, daß man eine zu G
vergleichbare effektive Kodierung der Segmentierungen bezu¨glich dieses Mengensystems
durch aufsteigende Folgen angeben kann.
Daher la¨ßt sich im farbigen Fall der abstrakte Algorithmus 8 (2-Niveaupassung) nicht
so einfach darstellen, wie der Algorithmus 10 (2-Niveauquantisierung) im grauwertigen
Fall. Analog zum Abschnitt 4.5.3 kann man jedoch zeigen, daß eine Segmentierung be-
zu¨glich des Systems der farbwertverbundenen Mengen einer Vektorquantisierung mit dem
Farbhistogramm als Dichte entspricht. Dabei ist ein Farbhistogramm in diesem Zusam-
menhang die Funktion chg : N30 → N0, chg(r, g, b) = |g−1((r, g, b))|.
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4.6 Das Mengenmodell der pixelzusammenha¨ngenden
Mengen
In den meisten Anwendungen der vektoriellen Mehrniveaupassung in der Bildsegmen-
tierung ist der Definitionsbereich des zu segmentierenden Bildes zweidimensional. Das
Mengensystem der zusammenha¨ngenden Mengen in einer zwei- oder ho¨her dimensionalen
Obermenge ist jedoch nicht abgeschlossen bezu¨glich der Metrik d, wie Bemerkung 4.6.1
zeigt. Das heißt, daß bei diesem Mengensystem die Voraussetzungen fu¨r die Existenz ei-
nes globalen Maximums einer k-Niveaupassung nicht gegeben sind, weil die Eigenschaften
eines System erlaubter Mengen gema¨ß Definition 3.2.10 (S. 74) nicht erfu¨llt sind.
Beschra¨nkt man sich jedoch auf pixelzusammenha¨ngenden Mengen, so erha¨lt man ein
endliches Mengensystem, auf dem die Zielfunktion Ψ der vektoriellen Mehrniveaupassung
ihr globales Maximum annimmt.
Dieses Unterkapitel ist wie folgt aufgebaut:
Zuna¨chst einmal wird das Mengenmodell der pixelzusammenha¨ngenden Mengen definiert.
Im zweiten Abschnitt wird dann die pixelbasierte Umgebung einer Segmentierung durch
pixelzusammenha¨ngende Mengen genauer betrachtet. Es wird sich dabei herausstellen, daß
jedes Element der pixelbasierten Umgebung durch den Austausch eines einzelnen Pixels
zwischen zwei Segmenten der aktuellen Segmentierung charakterisiert ist. Der dritte Ab-
schnitt bescha¨ftigt sich mit der Frage der algorithmischen U¨berpru¨fung des Pixelzusam-
menhangs. Der vierte Abschnitt liefert Anmerkungen zur Segmentierung von Farbbildern
innerhalb der vektoriellen Mehrniveaupassung. Im fu¨nften Abschnitt wird auf das wich-
tige Thema der effizienten Initialisierung eines Algorithmus zur Segmentierung bezu¨glich
des Mengenmodells der pixelzusammenha¨ngenden Mengen eingegangen. Im Mittelpunkt
dieses Unterkapitels steht allerdings der im sechsten Abschnitt pra¨sentierte Algorithmus
zur Segmentierung von Farbbildern bezu¨glich des Mengenmodells der pixelzusammenha¨n-
genden Mengen. Ein Abschnitt mit zahlreichen Beispielen, einige davon aus industriellen
Anwendungen, und ein Abschnitt u¨ber einfach pixelzusammenha¨ngende Mengen schließen
dieses Unterkapitel ab.
Im folgenden sei stets P(M) 6= ∅.
4.6.1 Definition des Mengenmodells der pixelzusammenha¨ngenden
Mengen
Bemerkung 4.6.1
SeiM := [0, 3]×[0, 1]. Die A¨quivalenzrelation ∼ sei definiert wie in Definition 3.2.1 (S. 70).
Das Mengensystem A sei definiert durch
A := {A ∈ B(M)/ ∼ | A ist zusammenha¨ngend}
Dann ist A nicht abgeschlossen.
Denn: Sei An := ([0, 1]× [0, 1])∪ ([1, 2]× [0, 1/n])∪ ([2, 3]× [0, 1]). Dann ist fu¨r alle n ∈ N
die Menge An ∈ A. Aber es ist lim
n→∞An = ([0, 1]× [0, 1]) ∪ ([2, 3]× [0, 1]) 6∈ A.
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Abbildung 4.22: Skizze der Mengen An.
Bemerkung 4.6.2 (N∗)
Trotz der ernu¨chternden Erkenntnis der Bemerkung 4.6.1 ist das Mengensystem der pixel-
zusammenha¨ngenden Mengen fu¨r viele Anwendungen sehr wichtig. Allerdings ist es nicht
mo¨glich, die pixelzusammenha¨ngenden Mengen als endliche Untermenge der zusammen-
ha¨ngenden Mengen zu sehen. Vielmehr muß man sich ganz auf die pixelbasierten Mengen
und die pixelbasierte Definition des Begriffes ”Pixelzusammenhang“ aus Definition 1.3.7
(S. 7) zuru¨ckziehen.
An dieser Stelle muß man sich fu¨r eine Nachbarschaftsdefinition entscheiden: Im folgenden
stehe N∗ entweder immer fu¨r N4 oder immer fu¨r N8. Die Vor- und Nachteile der 8-er
gegenu¨ber der 4-er Nachbarschaft sowie die Schwierigkeiten der U¨bertragung des Begriffes
”zusammenha¨ngend“ auf Pixelmengen soll an dieser Stelle nicht behandelt werden. Viel-
mehr sei dazu z. B. auf [Vos93] verwiesen. Offensichtlich ist, daß die 8-er Nachbarschaft
eine gro¨ßere Flexibilita¨t bereitstellt als die 4-er Nachbarschaft, was je nach Problem Vor-
und Nachteile haben kann. Auch existieren bei der 4-er Nachbarschaft zusammenha¨ngende
Mengen von Pixeln, die nicht pixelzusammenha¨ngend sind (vgl. Beispiel 4.6.26).
Es ist keineswegs so, daß man sich beim Nachbarschaftsbegriff auf die 4-er und 8-er Nach-
barschaft beschra¨nken muß. Ebenfalls in [Vos93] findet man einen abstrakten Ansatz zum
Nachbarschaftsbegriff. Im Rahmen dieser Arbeit soll jedoch nur auf die 4-er und 8-er
Nachbarschaft eingegangen werden. Es ist allerdings im folgenden durchaus mo¨glich N∗
durch eine andere Nachbarschaftsrelation zu ersetzen. Es hat auf die Definitionen und
Sa¨tze, bis auf Satz 4.6.6, keine Auswirkungen. Bei den Beispielen wurde allerdings aus
implementierungstechnischen Gru¨nden auf eine weitere Differenzierung verzichtet.
Definition 4.6.3 (System der pixelzusammenha¨ngenden Mengen)
Z ⊂ B(M) sei ein System von Mengen, das die Bedingungen der Definition 3.2.10 (S. 74)
fu¨r ein erlaubtes Mengensytem erfu¨llt, und fu¨r das gilt:
Z ∩ P(M) =
{A ∈ P(M) | A ist pixelzusammenha¨ngend bezu¨glich der N∗-Nachbarbarschaft}
Sk(Z) ist durch diese Vorschrift eindeutig bestimmt und heiße das System der pixelzusam-
menha¨ngenden Mengen
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4.6.2 Die pixelbasierte Umgebung einer Segmentierung mit pixel-
zusammenha¨ngenden Mengen
Sei eine Segmentierung A ∈ Sk(Z) gegeben. Fu¨r die Algorithmen der vektoriellen Mehr-
niveaupassung ist es no¨tig, mo¨glichst schnell Segmentierungen aus der pixelbasierten Um-
gebung einer bestehenden pixelbasierten Segmentierung zu berechnen (vgl. Algorithmus
6 (k-Niveaupassung), Zeile 5). Im Falle der Segmentierung bezu¨glich des Mengensy-
stems der pixelzusammenha¨ngenden Mengen unterscheidet sich eine Segmentierung A′
aus Up(A) von A dadurch, daß genau ein Pixel p eines Segments A ∈ A aus dem Segment
entfernt und einem anderem Segment hinzugefu¨gt wurde:
∀A′ ∈ Up(A) : ∃Ai, Aj ∈ A, p ⊆ Ai : (A \ {Ai, Aj}) ∪ {Ai \ p,Aj ∪ p} = A′
Denn offensichtlich ist die Verschiebung eines einzelnen Pixels die Operation, die die klein-
ste Vera¨nderung von A in der Metrik der Segmentierungen d ausmacht. Daher mu¨ssen
nach der Definition der pixelbasierten Umgebung 4.2.13 alle Segmentierungen aus der
pixelbasierten Umgebung einer Segmentierung aus pixelzusammenha¨ngenden Mengen so
zu erhalten sein. Damit ist Sk(Z) insbesondere auf die Zwei-Niveau-Situation reduzierbar.
Es ist nur ein solcher Austausch von Pixeln erlaubt, der pixelzusammenha¨ngende Pixel-
mengen in pixelzusammenha¨ngende Pixelmengen u¨berfu¨hrt. Wird ein Pixel p von Segment
Ai zum Segment Aj einer Segmentierung durch pixelzusammenha¨ngende Mengen verscho-
ben, so muß N∗(p)∩P(Aj) 6= ∅ gelten. Daher kann es sich bei dem zu verschiebenden Pixel
p nur um ein Randpixel von Ai handeln.
Definition 4.6.4 (Randpixel)
Sei A ∈ Sk(Z) eine pixelbasierte Segmentierung. Dann heiße ein Pixel p Randpixel des
Segments A ∈ A bezu¨glich der 4-er Nachbarschaft bzw. 8-er Nachbarschaft, falls p ⊆ A gilt
und
∃p′ ∈ N4(p) : p′ 6⊆ A (4-er Nachbarschaft) bzw.
∃p′ ∈ N8(p) : p′ 6⊆ A (8-er Nachbarschaft).
Rn(A) sei Menge aller Randpixel des Segments A.
Bemerkung 4.6.5
Man beachte, daß aus der Definition 4.6.4 und der Definition 1.3.5 (S. 7) der 4-er bzw.
8-er Nachbarschaft folgt, daß Pixel, die am Rand des Bildes liegen, nicht automatisch
Randpixel eines Segments sein mu¨ssen. Vielmehr mu¨ssen sie an der Beru¨hrungslinie eines
Segments zu einem anderem Segment liegen. Daher existiert fu¨r alle Randpixel p eines
pixelbasierten Segments A ∈ A ein weiteres Segment A′ ∈ A mit N∗(p) ∩ P(A′) 6= ∅. Es
ist daher die Menge A′ ∪ p pixelzusammenha¨ngend.
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Lemma 4.6.6
Sei A ∈ Sk(Z). Dann existiert fu¨r alle A ∈ A mit λ(A) > 0 ein Pixel pA ∈ Rn(A) derart,
daß A \ pA pixelzusammenha¨ngend ist.
Dies gilt sowohl fu¨r die 4-er als auch fu¨r die 8-er Nachbarschaft.
Beweis:
vgl. [Ros70], Theorem 3 und Corollary, S. 152
Lemma 4.6.7
Sei A ∈ Sk(Z) mit O 6∈ A. Dann gilt: Ist A′ eine Segmentierung aus Up(A), so existieren
zwei Segmente Ai und Aj aus A, sowie ein Pixel aus Rn(Ai), mit
(A \ {Ai, Aj}) ∪ {Ai \ p,Aj ∪ p} = A′
Daher ist insbesondere Sk(Z) auf die Zwei-Niveau-Situation reduzierbar.
Beweis:
Nach Lemma 4.6.6 existiert fu¨r alle Ai ∈ A mit Ai 6= O ein Pixel pA ∈ Rn(Ai) derart, daß
Ai \ pA ist pixelzusammenha¨ngend ist.
Nach Definition 1.3.7 (vgl. auch Bemerkung 4.6.5) folgt aber, daß ein Segment Aj 6= Ai
in A mit N∗(pA)∩ P(Aj) 6= ∅ existieren muß. Daher ist Aj ∪ pA ebenfalls pixelzusammen-
ha¨ngend. Da der Austausch eines Pixels die kleinste Vera¨nderung einer pixelbasierten
Segmentierung sein muß, folgt die Behauptung.
2
Bemerkung 4.6.8
Wie man sich leicht u¨berlegen kann, lassen sich nicht alle Randpixel eines pixelbasierten
Segments entfernen, ohne den Pixelzusammenhang des Segments zu verletzen. Daher muß
man zwischen Randpixeln und solchen Pixeln unterscheiden, deren Entfernung aus dem
Segment den Pixelzusammenhang nicht zersto¨rt. Aus diesem Grunde wird in der folgenden
Definition 4.6.9 die Menge der ”Kandidatenpixel“ eingefu¨hrt.
4. Algorithmen und Anwendungen der vektoriellen Mehrniveaupassung 195
Definition 4.6.9 (Kandidatenpixel)
Fu¨r eine pixelzusammenha¨ngende Menge A heiße die Menge
Kand(A) := {p ∈ Rn(A) | A \ p ist pixelzusammenha¨ngend}
die Menge der Kandidatenpixel der pixelbasierten Menge A.
Nach Lemma 4.6.6 ist Kand(A) fu¨r alle nichtleeren pixelzusammenha¨ngenden Mengen
nicht leer. Fu¨r eine pixelbasierte Segmentierung A ∈ Sk(Z) sei
Kand(A) :=
⋃
A∈A
Kand(A)
die Menge der Kandidatenpixel der Segmentierung A. Da im gesamten Unterkapitel
P(M) 6= ∅ gilt, ist Kand(A) nicht leer.
Bemerkung 4.6.10
Sei A ∈ Sk(Z) mit O 6∈ A. Nach Lemma 4.6.7 ist jede pixelbasierte Segmentierung aus
der pixelbasierten Umgebung durch den Austausch eines Pixels p von einem Segment zu
einem benachbarten Segment in der Segmentierung kodiert. Fu¨r jedes Kandidatenpixel
p ∈ Kand(A) gilt:
i. ∃A ∈ A, p ⊂ A,A \ p ist pixelzusammenha¨ngend, und
ii. ∃A′ ∈ A : p 6⊂ A′,P(A′) ∩N∗(p) 6= ∅, d. h. A′ ∪ p ist pixelzusammenha¨ngend.
Es gilt sogar, daß die Menge der Kandidatenpixel maximal in dieser Eigenschaft ist. Daher
ist Kand(A) genau die Menge von Pixeln, deren Austausch zwischen zwei Segmenten die
pixelbasierte Umgebung der Segmentierung A bezu¨glich des Mengenmodells der pixelzu-
sammenha¨ngenden Mengen kodiert.
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4.6.3 Algorithmische U¨berpru¨fung von Pixelzusammenhang
Um zu entscheiden, ob ein Pixel p des Randes eines pixelzusammenha¨ngenden Segments
ein Kandidatenpixel nach Definition 4.6.9 ist, ist es no¨tig, zu pru¨fen, ob die Menge der
Pixel des Segments nach Entfernen des Pixels p immer noch pixelzusammenha¨ngend ist.
Die Beantwortung der Frage, ob eine Pixelmenge P \ {p} pixelzusammenha¨ngend ist, fa¨llt
fu¨r Pixel p ∈ P algorithmisch nicht leicht aus. Denn wie die Definition 1.3.7 der pixel-
zusammenha¨ngenden Pixelmengen zeigt, ist die Zusammenhangseigenschaft keine lokale
Eigenschaft der Pixelmenge. Es sind vielmehr alle minimalen Pfade von Pixel zu Pixel in
P \ {p} zu u¨berpru¨fen, in denen p enthalten war. Sei (qi)1≤i≤n ein Pfad von p1 ∈ P nach
p2 ∈ P in P mit qj = p fu¨r ein j mit 1 < j < n. Dann gilt aber qj−1 ∈ N∗(p)∩P und gj+1 ∈
N∗(p) ∩ P . Daher la¨ßt sich das Problem darauf reduzieren, fu¨r alle p1, p2 ∈ (N∗(p) ∩ P )
einen Pfad in P \ {p} zu finden, der p1 und p2 verbindet. Obwohl das Problem darauf
eingeschra¨nkt wurde, Pfade zu suchen, die Pixel einer lokalen Pixelmenge verbinden, ist
es immer noch nicht lokal lo¨sbar, da die Pfade nicht lokal begrenzt sein mu¨ssen, wie die
Abbildung 4.23 zeigt. Die Abbildung skizziert eine Pixelmenge, aus der man ein beliebiges
Pixel p entfernen kann, ohne den Pixelzusammenhang der Menge zu verletzen. Bei der
U¨berpru¨fung des Pixelzusammenhangs der Restmenge muß in diesem Beispiel (bei 4-er
Nachbarschaft) fu¨r jedes Pixel aus der Nachbarschaft des entfernten Pixels ein Pfad u¨ber
alle anderen Pixel der Restmenge konstruiert werden.
   
   
   
   
   
   
  
  
  
  
  
  






   
   
   
   
   
   






   
   
   
   
   
   






  
  
  
  
  
  
				
				
				
				
				
				

 
 
 


 
 
 


 
 
 


 
 
 


 
 
 


 
 
 
   





   
   
   
   
   
   






   
   
   
   
   
   
   




   
   
   
   
   
   
   
   




   
   
   
   
   






   
   
   
   
   
      





   
   
   
   
   
   





   
   
   
   
   
   






  
  
  
  
  
  ff ff ff
ffffff
ffffff
ffffff
ffffff
ffffff
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fl fl fl fl
flflflfl
flflflfl
flflflfl
flflflfl
flflflfl
ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi





   
   
   
   
   
!!!
!!!
!!!
!!!
!!!
! ! !
" " "
" " "
" " "
" " "
" " "
" " "
###
###
###
###
###
# # #
$ $ $
$ $ $
$ $ $
$ $ $
$ $ $
$ $ $
%%%
%%%
%%%
%%%
%%%
% % %
& & &
& & &
& & &
& & &
& & &
& & &
' ' '
'''
'''
'''
'''
' ' '
( ( (
( ( (
( ( (
( ( (
( ( (
( ( (
))))))
))))))
))))))
))))))
))))))
))))))
* * * * * *
* * * * * *
* * * * * *
* * * * * *
* * * * * *
* * * * * *
Abbildung 4.23: Beispielpixelmenge, bei der die U¨berpru¨fung des Pixel-
zusammenhangs nicht lokal geschehen kann.
Fu¨r praktische Anwendungen bedeutet dies einen erheblichen Laufzeitaufwand, da jede
U¨berpru¨fung des Pixelzusammenhangs einer Pixelmenge P \ {p} im schlechtesten Fall
mit O(|P |) abgescha¨tzt werden muß. In den meisten Fa¨llen reicht es jedoch aus, nur
Pfade bestehend aus Pixeln der Nachbarschaft des Pixels, das entfernt werden soll, zu
konstruieren, wie die Abbildung 4.24 zeigt.
Bei den realen Implementierungen von Mehrniveaupassungen bezu¨glich des Mengenmo-
dells der pixelzusammenha¨ngenden Mengen wurde daher im Rahmen dieser Arbeit aus
Laufzeitgru¨nden auf die globale U¨berpru¨fung des Pixelzusammenhangs der Pixelmenge
P \{p} verzichtet. Das hat zur Folge, daß die betrachteten Segmentierungen zwar aus pixel-
zusammenha¨ngenden Segmenten bestehen, aber eben nicht alle mo¨glichen pixelzusammen-
ha¨ngenden Segmentierungen betrachtet werden.
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Abbildung 4.24: Beispielpixelmengen, bei der die U¨berpru¨fung des Pi-
xelzusammenhangs lokal geschehen kann. Im ersten Fall kann ein Pfad
durch alle Randpixel des zu entfernenden Pixels gelegt werden, im zwei-
ten Fall nicht. Das heller eingefa¨rbte Pixel p in der rechten Pixelmenge
kann nicht entfernt werden, ohne den Pixelzusammenhang zu verletzen.
Im Beispiel gilt die 4-er Nachbarschaft.
Definition 4.6.11 ((Erweiterte) lokale Pixelzusammenhangsu¨berpru¨fung)
Sei P ∈ P(M) eine pixelzusammenha¨ngende Pixelmenge aus der das Pixel p entfernt wer-
den soll.
Die oben beschriebene Methode zur U¨berpru¨fung des Pixelzusammenhangs von P nur
den Pixelzusammenhang der Menge (N∗(p) ∩ P ) zu u¨berpru¨fen heiße lokale Pixel-
zusammenhangsu¨berpru¨fung. Die U¨berpru¨fung des Pixelzusammenhangs der Menge⋃
p′∈N∗(p)
N∗(p′) ∩ P \ {p}
heiße erweiterte lokale Pixelzusammenhangsu¨berpru¨fung.
Bemerkung 4.6.12
Ist die (erweiterte) lokale Pixelzusammenhangsu¨berpru¨fung erfolgreich, so ist P \ {p} pi-
xelzusammenha¨ngend. Die Umkehrung gilt nicht.
In praktischen Anwendungen hat sich im Falle der 8-er Nachbarschaft die lokale Pixelzu-
sammenhangsu¨berpru¨fung als ausreichend herausgestellt. Im Falle der 4-er Nachbarschaft
sollte auf die erweiterte Pixelzusammenhangsu¨berpru¨fung zuru¨ckgegriffen werden.
4.6.4 Anmerkungen zur Segmentierung von Farbbildern
Eine große Klasse von Anwendungen der vektoriellen Mehrniveaupassung in der Bildseg-
mentierung ist die Segmentierung von Farbbildern. Natu¨rlich lassen sich alle Ergebnisse
innerhalb der Segmentierung von Farbbildern auch auf Grauwertbilder u¨bertragen. Alle
Beispiele des Abschnitts 4.6 bestehen allerdings aus Farbbildern. Bei Farbbildern ist der
Wertebereich eines Bildes f eine Teilmenge des R3 (vgl. Abschnitt 1.3.2). Die U¨bertra-
gung der Ergebnisse und Algorithmen auf Bilder mit einem Wertebereich im Rd, mit d ∈ N
beliebig, erfolgt kanonisch, wird aber an dieser Stelle nicht durchgefu¨hrt.
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4.6.4.1 Anmerkungen zum Approximationsproblem
Die vektorielle Mehrniveaupassung stellt Methoden und Algorithmen zur Verfu¨gung, um
die Funktion
Φˆ :
Sk(Z)× V k → R+
({B1, . . . , Bk}, v1, . . . , vk) 7→
∥∥∥∥g − k∑
i=1
vi1Bi
∥∥∥∥2
M
zu minimieren. Der Fehler wird dabei in der vom Skalarprodukt induzierten Norm ‖·‖M =√〈·| ·〉M gemessen, die in allen Anwendungen dieser Arbeit durch das Skalarprodukt des
Zielraums der Funktion g bestimmt ist (vgl. Beispiel 3.4.6, S. 86). In diesem Abschnitt ist
der Zielraum der R3 und das Skalarprodukt das Standardskalarprodukt des R3. Das heißt,
daß Absta¨nde hier in der euklidischen Metrik gemessen werden.
Im RGB-Farbmodell ist die euklidische Metrik als Diskriminanzmaß von Farben nicht
geeignet (vgl. Abschnitt 1.3.2.2). Es ist jedoch mo¨glich, den RGB-Farbwu¨rfel so linear zu
transformieren, daß die euklidische Metrik auf dem Ergebnis der Transformation bessere
Ergebnisse zur Unterscheidung von Farben liefert (vgl. z. B. [PB99], [Haf98] oder Abschnitt
1.3.2.2).
Auf der anderen Seite kann man auch u¨ber das Skalarprodukt einzelne Kana¨le sta¨rker
gewichten. Die Idee zur Approximation von mehrkanaligen Bildern nicht unbedingt die
euklidische Norm heranzuziehen findet sich schon in [KLM94] mit der Definition einer
gewichteten Norm ‖·‖pond. Diese kann man nutzen, um die Wichtigkeit der Kana¨le des
Bildes zu beru¨cksichtigen. Die abstrakt gehaltene Definition 3.4.4 (S. 85) der Familie der
erlaubten Skalarprodukte zur Mehrniveaupassung erlaubt eine solche Gewichtung auch in
der Theorie der vektoriellen Mehrniveaupassung.
4.6.4.2 Anmerkungen zur Wahl der Basis E auf mehrkanaligen Bildern
Ein Farbbild wird vielfach auch als ein mehrkanaliges Bild gesehen, das aus 3 Kana¨len,
z. B. dem Rot-, Gru¨n- und Blaukanal, besteht (vgl. Abschnitt .1.3.2.1.1). Da die Pixelwerte
des Bildes auf den einzelnen Kana¨len unterschiedlich sein mu¨ssen, um Farbwerte, die nicht
Grau sind, kodieren zu ko¨nnen, bietet es sich an, die Basis E wie in Beispiel 3.5.11 iii) so
zu wa¨hlen, daß jede Basisfunktion ihren Wertebereich nur in einem Kanal des Bildes hat.
Eine typische Basis fu¨r eine Mehrniveaupassung eines RGB-Bildes f : M → R3+ wa¨re
E = (e1, e2, e3, e4, e5, e6) mit
e1(x) := (1, 0, 0), e2(x) := (0, 1, 0), e3(x) := (0, 0, 1),
e4(x) := (x, 0, 0), e5(x) := (0, x, 0), e6(x) := (0, 0, x)
Allgemein sollte die Basis E der Klasse der erlaubten Funktionen auf RGB-Bildern also
die folgende Definition erfu¨llen:
Definition 4.6.13 (Erlaubte Basis zur Farbbildsegmentierung)
Erfu¨llt eine Basis E eines Vektorraums V ⊂ L2(B(M),B(R3)) von erlaubten Funktionen
die Bedingungen
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i. E ist der Form (e1r , e1g , e1b , . . . , enr , eng , enb),
ii. ∀i ∈ {1, . . . , n} : eir(x)1 = eig(x)2 = eib(x)3 fu¨r alle x ∈M , und
iii. ∀i ∈ {1, . . . , n} : eir(x)2 = eir(x)3 = 0, eig(x)1 = eig(x)3 = 0, eib(x)1 = eib(x)2 = 0
fu¨r alle x ∈M ,
so heiße E eine erlaubte Basis zur Farbbildsegmentierung.
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4.6.5 Initialisierung
Wie das Beispiel 4.4.1 (S. 172) zeigt, ist eine gute Initialisierung, d. h. eine gute Auswahl ei-
ner Startsegmentierung, im Algorithmus 6 (k-Niveaupassung) von zentraler Bedeutung.
Eine Mo¨glichkeit diese zu erhalten, bietet das folgende Vorgehen:
i. Berechne ein vorsegmentiertes Bild gq, entweder als vektorquantisiertes Bild (vgl.
Abschnitt 4.5.6 oder [GG92]) oder als Ergebnis des Algorithmus 13 (Initiales Farb-
schwellwertverfahren).
ii. Die Menge {A1, . . . , Al} sei die Menge der Pixelzusammenhangskomponenten in gq.
Mit Lemma 1.3.9 ist dann {A1, . . . , Al} eine Zerlegung von M in l pixelzusammen-
ha¨ngende Mengen. Ist l < k, so ist Schritt i. mit mehr Schwellwerten anzuwenden,
oder sich auf l Niveaus zu beschra¨nken.
iii. Verschmelze mit Algorithmus 16 (Iterative Niveauverschmelzung) (S. 226) ite-
rativ jeweils zwei Segmente bis k Segmente u¨brig bleiben.
Dabei hat sich fu¨r Schritt i. das zweite Verfahren (Algorithmus 13 (Initiales Farbschwell-
wertverfahren)) als sehr effizient herausgestellt. Es liefert zwar kein optimales Ergebnis
im Sinne einer Vektorquantisierung oder einer k-Niveaupassung bezu¨glich des Mengenmo-
dells aller Pixelmengen (vgl. Abschnitt 4.5.6), hat sich aber in der Praxis als ausreichend
erwiesen. Es hat gegenu¨ber den Ansa¨tzen u¨ber eine Vektorquantisierung einen nicht zu
unterscha¨tzenden Geschwindigkeitsvorteil. Man kann an dieser Stelle aber auch jedes an-
dere Segmentierungsverfahren als Initialisierung der vektoriellen Mehrniveaupassung be-
zu¨glich des Mengensystems der pixelzusammenha¨ngenden Mengen nutzen.
Der Algorithmus 13 (Initiales Farbschwellwertverfahren) implementiert separate
Histogrammanalysen nach Abschnitt 4.5, wendet die fu¨r jeden der drei Farbkana¨le ein-
zeln berechneten Schwellwerte auf den jeweiligen Kanal an, und fu¨gt anschließend die
segmentierten Kana¨le wieder zu einem drei-kanaligen Bild zusammen.
Um den Algorithmus 13 (Initiales Farbschwellwertverfahren) effizient formulieren zu
ko¨nnen, wird zuna¨chst der Algorithmus 12 (Schwellwertsegmentierung) vorgestellt,
der ein Bild mit vorgegebenen Schwellwerten segmentiert.
Algorithmus 12 (Schwellwertsegmentierung) Segmentierung eines diskreten Pixel-
bildes u¨ber gegebene Schwellwerte
Input: Diskretes Grauwertpixelbild g,
Schwellwerte t0, . . . , tk mit 0 = t0 ≤ · · · ≤ tk = G+ 1
Output: Schwellwertsegmentiertes diskretes Grauwertpixelbild gk mit k Graustufen
1: Setze fu¨r alle p ∈ P(M) : gk(p)← max{t ∈ {t0, . . . , tk} | g(p) < t}
2: return gk
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Algorithmus 13 (Initiales Farbschwellwertverfahren) Berechnung einer Startseg-
mentierung durch ein kanalweises Schwellwertverfahren
Input: Diskretes Farbpixelbild g = (grot, ggru¨n, gblau),
k ∈ N
Output: Diskretes Farbpixelbild gq mit in k Stufen quantisierten Farbkana¨len
1: hgrot sei das Histogramm von grot
2: hggru¨n sei das Histogramm von ggru¨n
3: hgblau sei das Histogramm von gblau
4: trot0 , . . . , t
rot
k ← Histogrammanalyse(hgrot , k)
5: tgru¨n0 , . . . , t
gru¨n
k ← Histogrammanalyse(hggru¨n , k)
6: tblau0 , . . . , t
blau
k ← Histogrammanalyse(hgblau , k)
7: gqrot ← Schwellwertsegmentierung(grot, trot0 , . . . , trotk )
8: gqgru¨n ← Schwellwertsegmentierung(ggru¨n, tgru¨n0 , . . . , tgru¨nk )
9: gqblau ← Schwellwertsegmentierung(gblau, tblau0 , . . . , tblauk )
10: return gq = (gqrot , gqgru¨n , gqblau)
Beispiel 4.6.14
Die Abbildung 4.25 zeigt zwei kleine Granittranchen vor einem gelben Hintergrund. Eben-
falls abgebildet ist fu¨r jeden Kanal R, G und B das Histogramm, fu¨r das jeweils mittels des
Algorithmus 11 (Histogrammanalyse) zwei Schwellwerte bzw. ein Schwellwert berechnet
werden bzw. wird.
Abbildung 4.25: Beispiel eines Ergebnisses des Algorithmus 13 (Initiales
Farbschwellwertverfahren). Links ist das Eingabebild g zu sehen, in
der Mitte die drei Histogramme hgrot , hggru¨n und hgblau mit den jeweils
algorithmisch ermittelten Schwellwerten. Rechts ist dann das Bild gq
nach Schwellwertsegmentierung der einzelnen Farbkana¨le zu sehen. In
der oberen Reihe wurde jeweils mit zwei Schwellwerten, in der unteren
mit einem Schwellwert pro Kanal, segmentiert.
Das Ergebnis der Verschmelzung der einzeln quantisierten Kana¨le ist jeweils auf der rechten
Seite der Abbildung zu sehen. Das untere Ergebnis mit einem Schwellwert pro Kanal sollte
als Initialisierung einer 3-Niveaupassung genu¨gen.
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4.6.6 Der Algorithmus
Die Segmentierung bezu¨glich des Mengenmodells der pixelzusammenha¨ngenden Mengen
hat sich in den praktischen Anwendungen der Methoden der Mehrniveaupassung als eine
der wichtigsten Applikationen in diesem Kontext erwiesen. Deshalb soll der abstrakte Al-
gorithmus 6 (k-Niveaupassung) fu¨r diese Anwendung optimal spezialisiert werden. Im
Mittelpunkt steht dabei der Schritt 5 des abstrakten Algorithmus: Die effiziente Auswahl
einer Segmentierung aus der pixelbasierten Umgebung einer aktuell gu¨ltigen Segmentie-
rung.
4.6.6.1 Bemerkungen zur Auswahl einer pixelbasierten Segmentierung aus
Up(A)
Wie bereits in Abschnitt 4.6.2 festgestellt, ist die Menge Up(A), die Menge aller pixel-
zusammenha¨ngenden Segmentierungen aus der pixelbasierten Umgebung der pixelzu-
sammenha¨ngenden Segmentierung A, durch die Menge aller Wechsel von Kandidaten-
pixeln zu einem benachbarten Segment in A gegeben. Um daher eine laufzeit-effiziente
Spezialisierung des abstrakten Algorithmus 6 (k-Niveaupassung) zu formulieren, ist es
no¨tig die Liste der Kandidatenpixel effizient zu verwalten. Das Korollar 3.7.42 motiviert
dazu, die Liste der Kandidatenpixel eines jeden pixelbasierten Segments A nach ihrem
Abstand in der Metrik dA\p,p fu¨r alle p ∈ Kand(A) zu sortieren, um auf die besten Kan-
didatenpixel in konstanter Zeit, d. h. in O(1), zugreifen zu ko¨nnen.
Fu¨r jedes Pixel p aus der Menge der Kandidatenpixel kann man ein Nachbarsegment
auszeichnen: das Segment, das nach Bemerkung 3.7.41 die ho¨chste Wertsteigerung beim
Wechsel des Pixels zu dem Segment verspricht. Dieses Segment wird in Definition 4.6.16
als ”bester Nachbar“ des Pixels p bezeichnet.
Fu¨r eine effiziente Verwaltung der Pixel des Bildes sollte fu¨r jedes Pixel bekannt sein, zu
welchem Segment es geho¨rt.
Definition 4.6.15 (segA)
Fu¨r A ∈ Sk(Z) sei die Abbildung segA : P(M)→ Z∩P(M) definiert durch segA(p) := Ap
mit Ap ∈ A und p ⊂ Ap. Da es sich bei A um eine pixelbasierte Segmentierung handelt,
ist diese Definition wohldefiniert.
Definition 4.6.16 (bester Nachbar)
Sei A ∈ Sk(Z). Fu¨r p ∈ Kand(A) sei die Menge Neighbor(p) ⊂ Z definiert durch
Neighbor(p) := {segA(q) | q ∈ N∗(p), segA(q) 6= segA(p)}
Die Menge BestNeighbor(p) ⊂ Z sei definiert durch
BestNeighbor(p) :=
{
A ∈ Neighbor(p) ∣∣ dp,A(p,A) = min
B∈Neighbor(p)
{dp,B(p,B)}
}
BestNeighbor(p) heiße die Menge der besten Nachbarn des Kandidatenpixel p.
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Bemerkung 4.6.17
Fu¨r ein Pixel p erfu¨llt die Menge der besten Nachbarn zwei Eigenschaften: Zuna¨chst einmal
ist Verbindung von p mit jedem Segment aus dieser Menge erlaubt, d. h. sie fu¨hrt zu einer
erlaubten Segmentierung. Weiter gilt mit Korollar 3.7.37 und Definition 3.7.40, daß diese
Verbindung am ehesten zu einer Wertverbesserung der Zielfunktion der k-Niveaupassung
Ψ : Sk(Z) → R+ fu¨hrt. Daher genu¨gt es, wenn – wie im abstrakten Algorithmus 6 (k-
Niveaupassung) – alle mo¨glichen Segmentierungen in der Umgebung einer Segmentie-
rung A zu pru¨fen sind, sich fu¨r jedes Pixel aus der Menge der Kandidatenpixel auf die
besten Nachbarn zu beschra¨nken.
Definition 4.6.18 (kritischer Wert)
Sei A ∈ Sk(Z) und p ∈ Kand(A). Da nach Definition 4.6.16 fu¨r alle B ∈ BestNeighbor(p)
der Wert dp,B(p,B) gleich ist, ist die Definition
crit(p) := dp,seg(p)\p(p, seg(p) \ p)− dp,B(p,B)
mit B ∈ BestNeighbor(p) wohldefiniert. crit(p) heiße der kritische Wert von p.
Bemerkung 4.6.19
Sortiert man alle Kandidatenpixel nach ihrem kritischen Wert crit(p), so genu¨gt es, ledig-
lich das Pixel mit dem ho¨chsten kritischen Wert darauf zu u¨berpru¨fen, ob crit(p) > 0 gilt.
Denn, wenn die aktuelle Segmentierung A ∈ Sk(Z) kein pixelbasiertes lokales Maximum
ist, so muß ein Pixel p existieren, derart, daß A \ {segA(p), B} unionmulti {segA(p) \ p,B ∪ b},
mit B ∈ BestNeighbor(p), eine bessere Segmentierung ist. Nach Korollar 3.7.37 (S. 142)
und Definition 4.6.18 muß dann aber crit(p) > 0 sein. Umgekehrt gilt auch, daß, wenn
ein Pixel p ∈ Kand(A) existiert mit crit(p) > 0, die pixelbasierte Segmentierung A kein
lokales pixelbasiertes Maximum sein kann.
Eine Strategie vieler Optimierungsverfahren ist es, die Richtung des sta¨rksten Wertzu-
wachses wa¨hlen. Das Korollar 3.7.42 motiviert daher, die Menge der Kandidatenpixel nach
ihrem kritischen Wert crit(p) zu sortieren und immer das Pixel p ∈ Kand(p) zu wa¨hlen,
dessen Austauch den sta¨rksten Wertzuwachs der k-Niveaupassung verspricht.
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4.6.6.2 Der Algorithmus k-NiveaupassungZ
Die vorangegangenen U¨berlegungen werden nun im Algorithmus 14 (k-NiveaupassungZ)
zusammengefaßt. Bei diesem Algorithmus handelt es sich um eine Konkretisierung des
abstrakten pixelbasierten k-Niveaupassungsalgorithmus 6 (k-Niveaupassung), bei dem
lediglich die Auswahl einer pixelbasierten Segmentierung aus der pixelbasierten Umgebung
der aktuellen Segmentierung zielgerichteter angegangen wird.
Algorithmus 14 (k-NiveaupassungZ) Berechnung eines pixelbasierten lokalen Maxi-
mums einer k-Niveaupassung Ψ bezu¨glich des Mengensystems Sk(Z) und der Klasse der
erlaubten Funktionen V
Input: Diskretes Pixelbild g :M → Rd,
beliebige Segmentierung {A1, . . . , Ak} ∈ Sk(Z),
Basis (e1, . . . , en)
Output: pixelbasiertes lokales Maximum {B1, . . . , Bk} bezu¨glich der Basis (e1, . . . , en)
1: B = {B1, . . . , Bk} ← {A1, . . . , Ak}
2: Berechne seg = segB und bestimme Kand(B)
3: continue ← TRUE
4: while continue = TRUE do
5: continue ← FALSE
6: Wa¨hle p ∈ Kand(B) mit crit(p) maximal in Kand(B)
7: if crit(p) > 0 then
8: Wa¨hle B ∈ BestNeighbor(B)
9: continue ← TRUE
10: seg(p)← seg(p) \ p, B ← B ∪ p
11: rem Update der Funktion seg
12: seg(p)← B
13: rem Update der Kandidatenpixel
14: Alle Nachbarpixel sind zu u¨berpru¨fen, ob sie Kandidatenpixel sind oder werden
ko¨nnen
15: Alle Nachbarpixel der Nachbarpixel sind zu u¨berpru¨fen, ob sie eventuell aus der
Kandidatenliste zu streichen sind.
16: end if
17: end while
18: return {B1, . . . , Bk}
Satz 4.6.20
Der Algorithmus 14 (k-NiveaupassungZ) terminiert und liefert ein pixelbasiertes lokales
Maximum einer k-Niveaupassung bezu¨glich der Klasse der erlaubten Funktionen V mit
der Basis (e1, . . . , en).
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Beweis:
Zuna¨chst gilt wa¨hrend des gesamten Algorithmus (bis auf die Zeilen 10 - 12) seg = segB.
Denn die Verschiebung des Pixels p in Zeile 10 des Algorithmus wird in der Zeile 12 fu¨r
die Abbildung seg nachvollzogen.
Bei dem Algorithmus 14 (k-NiveaupassungZ) handelt es sich um eine Abwandlung des
abstrakten Algorithmus 6 (k-Niveaupassung).
Nach Lemma 4.6.7 besteht die pixelbasierte Umgebung einer bestehenden Segmentierung
B ∈ Sk(Z) aus Segmentierungen, die sich von B nur durch den Austausch eines Pixels
von einem Segment zu einem benachbarten Segment unterscheiden. Insbesondere la¨ßt sich
Sk(Z) auf die Zwei-Niveau-Situation reduzieren. Daher genu¨gt es, sich bei der U¨berpru¨fung
der Wertverbesserung in Zeile 6 des Algorithmus 6 (k-Niveaupassung) auf diese zwei
beteiligten Segmente zu beschra¨nken. Nach Korollar 3.7.37 (S. 142) und der Definition
4.6.18 ist die Abfrage crit(p) > 0 in Zeile 6 des Algorithmus 14 (k-NiveaupassungZ) zu
dieser U¨berpru¨fung a¨quivalent.
Die Wahl p ∈ Kand(B) mit crit(p) maximal in Kand(B) in Zeile 5 kodiert lediglich eine
gezielte Auswahl der zwei Segmente segB(p) und B ∈ BestNeighbor(p), deren Austausch
des Pixels p eine Segmentierung aus der pixelbasierten Umgebung von B kodiert (vgl.
Bemerkung 4.6.19). Existiert kein p ∈ Kand(B) mit crit(p) > 0, so ist keine Wertsteigerung
der Zielfunktion der k-Niveaupassung in der Umgebung von B mehr mo¨glich (vgl. auch
Bemerkung 4.6.19). Daher muß in diesem Fall B ein pixelbasiertes lokales Maximum der
k-Niveaupassung sein. Aus der Endlichkeit des pixelbasierten Mengensystems folgt die
Termination.
2
Bemerkung 4.6.21
Da sich nach Lemma 4.6.7 das System der Segmentierungen durch pixelzusammenha¨n-
gende Mengen auf die Zwei-Niveau-Situation reduzieren la¨ßt, kann man fu¨r dieses Men-
gensystem auch den Algorithmus 7 (Iteration) anwenden. Iterativ kann man dann fu¨r
jeweils zwei Segmente ein lokales pixelbasiertes Maximum einer 2-Niveaupassung berech-
nen, bis fu¨r keine Kombination von zwei Segmenten eine Wertverbesserung mo¨glich ist.
Nach Satz 4.3.8 terminiert ein solches Vorgehen in einem pixelbasierten lokalen Maximum
der Zielfunktion der k-Niveaupassung.
In der Praxis hat sich allerdings herausgestellt, daß der Ansatz, den der Algorithmus 14
(k-NiveaupassungZ) verfolgt, effektiver ist. Die Auswahlstrategie des sta¨rksten Wertzu-
wachses, die durch die Ordnung der Kandidatenpixel nach ihrem kritischem Wert kodiert
ist, fu¨hrt zu signifikanteren Ergebnissen.
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4.6.6.3 Verwaltung der Kandidatenliste
Eine effiziente Verwaltung der Menge Kand(B) kann im Schritt 5 des Algorithmus 14
(k-NiveaupassungZ) zu deutlichen Laufzeitverbesserungen fu¨hren.
Liegt die Menge der Kandidatenpixel an dieser Stelle na¨mlich als nach ihrem kritischem
Wert geordnete Liste vor, so erfolgt die Auswahl in Schritt 5 in O(1), indem man einfach
das erste Element der Liste nimmt.
Allerdings vera¨ndert jeder Durchlauf der while-Schleife (Zeile 4 – 17) die Menge Kand(B):
Zum einen werden Elemente aus ihr entfernt und hinzugefu¨gt (Schritt 13 und 14), zum
anderen vera¨ndert sich auch die Ordnung der Elemente bezu¨glich crit(p), wenn sich die
Segmente vera¨ndern. Ist γ˜f (B) 6= γ˜f (B∪p), so a¨ndert sich fu¨r jedes Pixel q eines Segments
B, dem gerade ein Pixel p hinzugefu¨gt wurde, der Wert dB,q(B, q) in dB∪p,q(B ∪ p, q).
Analoges gilt fu¨r die Pixel des Segments, das ein Pixel verliert. Daher ist unter Umsta¨nden
die vorherige Ordnung der Liste zersto¨rt.
Allerdings vera¨ndert sich nur der Abstand derjenigen Pixel der Menge Kand(B), deren Seg-
ment vera¨ndert wurde. Fu¨r alle anderen Pixel a¨ndert sich der Wert crit(p) nicht. Deshalb
sollte fu¨r jedes Segment B ∈ B eine eigene geordnete Liste der Kandidatenpixel Kand(B),
geordnet nach crit(p) aufgebaut werden. Damit ist teure Operation des Ordnens einer
Liste, die in jedem Schleifendurchlauf gemacht werden muß, auf die Listen jener Segmente
beschra¨nkt, die in diesem Durchlauf gea¨ndert wurden. Fu¨r die Auswahl in Schritt 6 des
Algorithmus mu¨ssen dann nur noch k Werte miteinander verglichen werden.
In einer realen Implementierung kann man zudem noch beru¨cksichtigen, daß bei großen
Segmenten die Hinzunahme oder Abgabe eines einzelnen Pixels die Ordnung bezu¨glich der
Metrik dB,p nur unwesentlich a¨ndern wird und es auch nicht sehr wahrscheinlich ist, daß
ein soeben hinzugefu¨gtes Pixel wieder am Anfang der Kandidatenliste des Segments stehen
wird. Daher muß eine Aktualisierung der Ordnung der Liste nur sporadisch, d. h. nicht
bei jeder A¨nderung, sondern nur bei einer gewissen Anzahl von A¨nderungen, durchgefu¨hrt
werden.
4.6.6.4 Relaxation des Funktionenraums
Je kleiner die Basis ist, desto leichter fa¨llt die Berechnung der fu¨r den Algorithmus 14
(k-NiveaupassungZ) entscheidenden Werte crit(p). Denn zur Berechnung dieser Werte
beno¨tigt man die Orthonormalbasen der jeweils an der Berechnung dieser Werte beteilig-
ten Segmente (vgl. Definition 4.6.19 und die Abschnitte 3.7.2 und 4.3.3.2), die fu¨r jede
Vera¨nderung der Segmente neu berechnet werden mu¨ssen.
Eine besondere Erleichterung der Berechnung der Werte dp,B(p,B) (vgl. Definition 4.6.18)
erha¨lt man, wenn die Basis eine erlaubte Basis fu¨r die Farbbildsegmentierung ist, die,
wie in Beispiel 3.5.11 iii) (S. 96), aus komponentenweise konstanten Funktionen besteht.
Denn dann ist, wie Beispiel 3.7.38 iii) (S. 142) zeigt, die Berechnung des Werte dp,B(p,B)
unabha¨ngig von der Position des Pixels p im Bild g.
Diese U¨berlegungen motivieren dazu, sich, bei einer Mehrniveaupassung mit einer fu¨r die
Farbbildsegmentierung erlaubten Basis mit mehr als 3 Basisfunktionen, zuna¨chst einmal
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auf die Berechnung eines pixelbasierten lokalen Maximums einer Mehrniveaupassung mit
den ersten drei Basisfunktionen, die im gu¨nstigsten Fall konstant sind, zu beschra¨nken, um
mit diesem Ergebnis als Startsegmentierung die Berechnung eines pixelbasierten lokalen
Maximums einer Mehrniveaupassung bezu¨glich einer um die na¨chsten drei Basisfunktionen
erweiterten Basis zu starten.
Der Algorithmus 15 (Funktionenraum-Relaxation) skizziert ein solches Vorgehen.
Algorithmus 15 (Funktionenraum-Relaxation) Berechnung eines pixelbasierten lo-
kalen Maximums einer k-Niveaupassung Ψ bezu¨glich des Mengensystems Sk(Z) und der
Klasse der erlaubten Funktionen V , wobei V eine erlaubte Basis zur Farbbildsegmentie-
rung besitzt
Input: Diskretes Pixelbild g :M → Rd,
beliebige Segmentierung {A1, . . . , Ak} ∈ Sk(Z),
fu¨r die Farbbildsegmentierung erlaubte Basis
(e1r , e1g , e1b , . . . , enr , eng , enb)
Output: pixelbasiertes lokales Maximum B
1: B = {B1, . . . , Bk} ← {A1, . . . , Ak}
2: i← 1
3: while i < n do
4: B← k-NiveaupassungZ(g,B, (e1r , e1g , e1b , . . . , eir , eig , eib))
5: i← i+ 1
6: end while
7: return B
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4.6.7 Beispiele
In allen Beispielen dieses Abschnitts wurde die 4-er Nachbarschaft gewa¨hlt.
Beispiel 4.6.22 (Granitplatten)
Bei der ersten Beispielfamilie handelt es sich um eine industrielle Anwendung der vek-
toriellen Mehrniveaupassung. Im Rahmen eines Projektes erstellte das FORWISS fu¨r ei-
ne granitverarbeitende Firma ein Programm zur Schnittoptimierung von Granittranchen.
Grundvoraussetzung fu¨r eine solche Optimierung ist die Bereitstellung der Geometrie der
jeweiligen Tranchen. Dazu werden die zu verarbeitenden Tranchen senkrecht vor einem
gelben Hintergrund in einem Abstand von circa 5 Metern mit einer CCD-Kamera auf-
genommen. In den so gewonnenen Bildern mu¨ssen dann die Granittranchen vom gelben
Hintergrund getrennt werden. Die Farbbilder sind dabei bezu¨glich des RGB-Farbmodells
gegeben. Die Schwierigkeit bei dieser Anwendung liegt darin, daß die Farben der Granit-
tranchen stark variieren und die industrielle Umgebung teilweise wechselnden Lichtver-
ha¨ltnissen unterworfen ist.
In diesem Szenario wurde der Vektorraum der kanalweise konstanten Funktionen als Raum
der erlaubten Funktionen gewa¨hlt. Dabei ist E := R3 mit dem Standardskalarprodukt
versehen. Als Basis wurde E := {er, eg, eb} mit er := (1, 0, 0), eg := (0, 1, 0) und eb :=
(0, 0, 1) gewa¨hlt. Bis auf Abbildung 4.26, die das Ergebnis einer 3-Niveaupassung des
vorsegmentierten Bildes aus Abbildung 4.25 zeigt, sind alle Beispielbilder direkt aus der
Industrieumgebung. Die Ergebnisse sind nach folgendem Verfahren gewonnen:
1. Berechnung eines vorsegmentierten Bildes mit Hilfe des Algorithmus 13 (Initiales
Farbschwellwertverfahren) mit einem Schwellwert pro Kanal. Dabei sollten die
initialen Segmente eine gewisse Mindestgro¨ße haben. Einzelne Pixel werden dabei
den Nachbarsegmenten, denen sie von Farbwert am a¨hnlichsten sind, zugeordnet.
2. Verschmelzung der initialen Segmente u¨ber den Algorithmus 16 (Iterative Niveau-
verschmelzung) bis zwei Segmente u¨brig bleiben.
3. 2-Niveaupassung gema¨ß Algorithmus 6 (k-NiveaupassungZ)
Man sieht, daß mit Hilfe dieser zwei Parameter – der Anzahl der Schwellwerte in der Vor-
segmentierung und der Anzahl der Ergebnissegmente – die vektorielle Mehrniveaupassung
ein sehr robustes Verfahren zur Trennung von Tranche und Hintergrund liefert.
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Abbildung 4.26: Ergebnis einer 3-Niveaupassung des vorsegmentierten
Bildes aus Abbildung 4.25.
Abbildung 4.27: Typisches Eingabebild im Kontext des Beispiels 4.6.22.
Abbildung 4.28: Kanalweise Histogramme des Eingabebildes aus Abbil-
dung 4.27. Die Schwellwerte, die der Algorithmus 10 (Histogramm-
analyse) fu¨r einen Schwellwert pro Kanal liefert, sind eingezeichnet.
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Abbildung 4.29: Ergebnis der Vorsegmentierung des Eingabebildes aus
Abbildung 4.27 mit dem Algorithmus 13 (Initiales Farbschwellwert-
verfahren) mit einem Schwellwert.
Abbildung 4.30: Ergebnis des im Beispiel 4.6.22 beschriebenen Verfah-
rens fu¨r das Eingabebild aus Abbildung 4.27.
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Abbildung 4.31: Typisches Eingabe- und Ergebnisbild des in Beispiel
4.6.22 beschriebenen Verfahrens.
Abbildung 4.32: Typisches Eingabe- und Ergebnisbild des in Beispiel
4.6.22 beschriebenen Verfahrens.
Abbildung 4.33: Typisches Eingabe- und Ergebnisbild des in Beispiel
4.6.22 beschriebenen Verfahrens.
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Abbildung 4.34: Typisches Eingabe- und Ergebnisbild des in Beispiel
4.6.22 beschriebenen Verfahrens.
Abbildung 4.35: Typisches Eingabe- und Ergebnisbild des in Beispiel
4.6.22 beschriebenen Verfahrens.
Abbildung 4.36: Typisches Eingabe- und Ergebnisbild des in Beispiel
4.6.22 beschriebenen Verfahrens. Man beachte, daß aufgrund der Re-
duktion auf zwei Segmente nach Algorithmus 16 (Iterative Niveau-
verschmelzung) das innere gelbe Segment verschwunden ist. Auch der
untere Schatten der Granittranche wird zum dunkleren Segment geza¨hlt.
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Abbildung 4.37: Transformiert man das RGB-Bild aus Abbildung 4.36 in
den HSI-Farbraum (vgl. Abschnitt 1.3.2.1.2), so erha¨lt man ein besseres
Ergebnis. Das linke Bild ist die normalisierte RGB-Darstellung der HSI-
Werte des Eingabebildes aus Abbildung 4.36. Dabei wurde der I-Kanal,
also die Intensita¨t, weggelassen. Man beachte, daß der Schatten, der das
Ergebnis in Abbildung 4.36 erheblich sto¨rte, nun nicht mehr zu sehen ist.
Nimmt man dieses Bild als Eingabebild des im Beispiel 4.6.22 beschrie-
benen Algorithmus, so erha¨lt man das gewu¨nschte Ergebnis (rechts).
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Bemerkung 4.6.23 (Laufzeiten)
Die Laufzeit des Algorithmus ha¨ngt natu¨rlich stark von Parametern, wie z. B. die Anzahl
der Schwellwerte im Algorithmus 13 (Initiales Farbschwellwertverfahren) oder die
Mindestgro¨ße fu¨r initiale Segmente, ab. Fu¨r die Beispielanwendung aus Beispiel 4.6.22
ergeben sich im Schnitt (gemittelt u¨ber alle Bilder von Abbildung 4.32 bis Abbildung
4.36) folgende Werte, die auf einem 500MHz Alpha-Prozessor (EV56) unter RedHat-Linux
2.2.18 gemessen wurden:
Mindestgro¨ße Initialisierung Niveaureduktion Niveaupassung
1 Schwellwert pro Kanal
1 Pixel 0.22s 0.22s - 16s 0.19s
10 Pixel 0.22s 0.10s - 0.20s 0.23s
20 Pixel 0.22s 0.09s - 0.13s 0.24s
2 Schwellwerte pro Kanal
1 Pixel 0.22s 0.22s - 22s 0.23s
10 Pixel 0.22s 0.09s - 0.21s 0.24s
20 Pixel 0.22s 0.08s - 0.15s 0.24s
3 Schwellwerte pro Kanal
1 Pixel 0.22s 10s -80s 0.25s
10 Pixel 0.22s 0.22s 0.24s
20 Pixel 0.22s 0.14s - 0.16s 0.24s
Dabei bestehen die Bilder aus 360×245 Pixeln. Die teilweise hohen Laufzeiten bei der Ni-
veaureduktion kommen zustande, weil der Algorithmus 16 (Iterative Niveauverschmel-
zung) eine Laufzeit hat, die man quadratisch in Abha¨ngigkeit von der Anzahl der Start-
segmente abscha¨tzen muß (vgl. Bemerkung 5.3.10). Die Anzahl der Startsegmente sollte
also nicht zu groß gewa¨hlt werden.
Die Ergebnisbilder sind trotz der Parameter ”Mindestgro¨ße der initialen Segmente“ und
”Anzahl der Schwellwerte“ in gedruckter Form nicht zu unterscheiden.
Beispiel 4.6.24
Das Bild (vgl. Abbildung 4.38) dieses Beispiels ist der Internet-Seite3 der Autoren des
Artikels [CM97] entnommen. In diesem Artikel wird ein Verfahren zur Segmentierung von
Farbbildern u¨ber eine Farbklassifikation von Pixeln pra¨sentiert. In Abbildung 4.39 ist das
Ergebnis des dort vorgestellten Algorithmus zu sehen. Die Abbildung 4.40 zeigt das gema¨ß
Algorithmus 13 (Initiales Farbschwellwertverfahren) vorsegmentierte Bild. Die Abbil-
dung 4.41 zeigt, daß das Ergebnis einer 7-Niveaupassung mit dem Ergebnis des Originalar-
tikels vergleichbar ist. Dabei kommt die 7-Niveaupassung ohne eine Farbraumtransformati-
on aus, wa¨hrend der in [CM97] vorgeschlagene Algorithmus auf dem CIEL∗u∗v∗-Farbraum
arbeitet. Der CIEL∗u∗v∗-Farbraum ist ein Farbraum, der a¨hnlich dem HSI-Farbraum den
chromatischen vom unchromatischen Anteil in der Farbdarstellung trennt (vgl. [WS82],
3.3.9).
3http://www.caip.rutgers.edu/∼ comanici /segm images.html.
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Abbildung 4.38: Eingabebild.
Abbildung 4.39: Ergebnisbild des in [CM97] vorgeschlagenen Algorith-
mus.
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Abbildung 4.40: Mit einem Schwellwert pro Kanal gema¨ß Algorithmus
13 (Initiales Farbschwellwertverfahren) vorsegmentiertes Bild.
Abbildung 4.41: Ergebnis einer 7-Niveaupassung des Bildes aus Abbil-
dung 4.38.
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Beispiel 4.6.25
Das Beispiel 4.43 zeigt ein Problem des Algorithmus 14 (k-NiveaupassungZ): Ange-
nommen es existieren zwei deutlich trennbare Segmente A und B mit durchschnittlichen
Farbwerten cA und cB. Durch Rauschen existiere in B ein isoliertes Pixel p mit dem
Farbwert cA. Ist nun eine Startsegmentierung {A′, B′} mit p ⊂ A′, so ist das Pixel p
in dieser Startsegmentierung dem falschen Segment zugeordnet. Der Algorithmus 14 (k-
NiveaupassungZ) kann dieses Pixel jedoch oft nicht vom Segment entfernen, ohne die
Zusammenhangsbedingung zu verletzen (vgl. Abbildung 4.42). Daher kommt es in sol-
A
B
p A’
B’
p
Abbildung 4.42: Illustration zum Beispiel 4.6.25.
chen Fa¨llen unter Umsta¨nden zu einem fransigen Segmentrand. Fransige Segmentgrenzen
lassen sich durch nachfolgende Algorithmen beheben. In [Jai89] wird z. B. ein Verfahren
pra¨sentiert, das die Segmentgrenzen u¨ber eine Approximation durch B-Splines gla¨ttet.
Abbildung 4.43: Eingabebild (Graffiti an einer Wand) und Ergebnis einer
4-Niveaupassung des Eingabebildes.
Laufzeiten fu¨r das Beispielbild der Abbildung 4.43 (309× 317 Pixel)
Mindestgro¨ße Initialisierung Niveaureduktion Niveaupassung
1 Schwellwert pro Kanal
1 Pixel 0.33s 46s 0.33s
10 Pixel 0.33s 0.20s 0.36s
20 Pixel 0.33s 0.10s 0.36s
2 Schwellwerte pro Kanal
1 Pixel 0.33s 226s 0.52s
10 Pixel 0.33s 0.87s 0.39s
20 Pixel 0.33s 0.30s 0.37s
(Gemessen auf einem 500MHz Alpha-Prozessor (EV56) unter RedHat-Linux 2.2.18.)
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Abbildung 4.44: Eingabebild und Ergebnis einer 6-Niveaupassung des
Eingabebildes.
Laufzeiten fu¨r das Beispielbild der Abbildung 4.44 (375× 221 Pixel)
Mindestgro¨ße Initialisierung Niveaureduktion Niveaupassung
1 Schwellwert pro Kanal
1 Pixel 0.20s 0.30s 0.51s
10 Pixel 0.20s 0.08s 0.54s
20 Pixel 0.20s 0.05s 0.58s
2 Schwellwerte pro Kanal
1 Pixel 0.20s 2s 0.23s
10 Pixel 0.20s 0.12s 0.57s
20 Pixel 0.20s 0.11s 0.52s
(Gemessen auf einem 500MHz Alpha-Prozessor (EV56) unter RedHat-Linux 2.2.18.)
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4.6.8 Einfach pixelzusammenha¨ngende Pixelmengen
Eine Teilmenge des R2 heißt einfach zusammenha¨ngend (vgl. [BS91], S. 244)4, wenn ihr
Rand zusammenha¨ngend ist. Anschaulich heißt das, daß es keine ”Lo¨cher“ in der zusam-
menha¨ngenden Menge gibt. Ein Mengensystem einfach zusammenha¨ngender Pixelmengen
ist daher fu¨r viele Segmentierungsprobleme interessant. Allerdings fu¨hrt der Begriff des
Pixelzusammenhangs in diesem Kontext zu vermeintlichen Paradoxien, wie Beispiel 4.6.26
zeigt.
Beispiel 4.6.26
Gegeben sei die Pixelmenge P = { [0, 1], [1, 1], [2, 1], [1, 0], [1, 2]}. Die Abbildung 4.45
skizziert diese Pixelmenge. Diese Menge ist dann pixelzusammenha¨ngend bezu¨glich der
4-er Nachbarschaft. Weiter kann man sich leicht vergegenwa¨rtigen, daß die Menge A =⋃
p∈P p nicht nur zusammenha¨ngend, sondern auch einfach zusammenha¨ngend ist. Nun
ist R := P \ { [1, 1]} die Menge der Randpixel von P nach Definition 4.6.4. Wieder
gilt A′ =
⋃
p∈R p ist zusammenha¨ngend. Allerdings ist R bezu¨glich der 4-er Nachbar-
schaft nicht pixelzusammenha¨ngend. Daher reicht es nicht aus, fu¨r eine Definition einfach
Abbildung 4.45: Skizze der in Beispiel 4.6.26 beschriebenen Pixelmenge.
pixelzusammenha¨ngender Mengen zu fordern, daß der Rand pixelzusammenha¨ngend ist.
Vielmehr muß man sich auf die urspru¨ngliche Definition des Begriffes ”einfach zusammen-
ha¨ngend“ zuru¨ckziehen.
Definition 4.6.27 (Einfach pixelzusammenha¨ngende Menge)
Eine Menge von Pixeln P heiße einfach pixelzusammenha¨ngend bezu¨glich der 4-er bzw.
8-er Nachbarschaft, falls sie pixelzusammenha¨ngend ist bezu¨glich der 4-er bzw. 8-er Nach-
barschaft, und falls die Menge
⋃
p∈P p einfach zusammenha¨ngend ist.
4Eine allgemeinere Definition des Begriffes findet man in [Die85], S. 208
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Bemerkung 4.6.28
Man kann sich leicht u¨berlegen, daß – eine korrekte Initialisierung vorausgesetzt – eine
U¨berpru¨fung gema¨ß Definition 4.6.11 Verletzungen des einfachen Pixelzusammenhangs
durch Pixelaustauch erkennt. Alle in diesem Unterkapitel vorgestellten Algorithmen und
Verfahren, bis auf die Anmerkungen zur Initialisierung in Abschnitt 4.6.5, behalten also
auch fu¨r ein Mengenmodell der einfach pixelzusammenha¨ngenden Mengen ihre Gu¨ltigkeit.
Eine initiale Segmentierung durch einfach pixelzusammenha¨ngende Mengen kann man
z. B. erhalten, indem man in einer Segmentierung durch pixelzusammenha¨ngende Menge
alle Segmente, die nur ein Nachbarsegment haben und nicht am Rand liegen, entfernt und
die Pixel des Segments dem Nachbarsegment hinzufu¨gt.
Kapitel 5
Niveaureduktion und Scha¨tzung
der Anzahl der Segmente
5.1 Einleitung
Bis zu dieser Stelle wurde die Forderung iv. der notwendigen Bedingungen einer Segmen-
tierung aus Definition 2.2.1 (S. 18), na¨mlich, daß die Anzahl der Segmente einer Segmen-
tierung ein Pareto-Optimum einer Mehrzieloptimierung sein sollte, nicht beachtet. Dieses
Kapitel soll nun dieses Versa¨umnis nachholen. Es soll allerdings gleich an dieser Stelle dar-
auf hingewiesen werden, daß sich die Ergebnisse dieses Kapitel keineswegs mathematisch
so begru¨nden lassen wie die Ergebnisse der vorangegangenen Kapitel. Letztlich ist es, nach
der Meinung des Autors dieser Arbeit, nicht mo¨glich, ein allgemeingu¨ltiges Verfahren, das
die Anzahl der Objekte ohne Nebenwissen in einem Bild berechnen kann, anzugeben. Da-
her kann auch dieses Kapitel nur Ansa¨tze und Hinweise geben, wie man unter Umsta¨nden
die Anzahl der Objekte im Bild scha¨tzen kann.
Das grundsa¨tzliche Vorgehen dabei ist einfach: Man startet mit einer lokal optimalen Seg-
mentierung durch eine große Anzahl von Segmenten und entfernt solange Segmente, bis
ein auftretender Approximationsfehler zu groß ist. Vereinfachend heißt das, daß man ver-
sucht mit so wenig Segmenten wie no¨tig auszukommen. Dabei ist genau zu spezifizieren,
was ”no¨tig“ eigentlich heißen ko¨nnte.
U¨bersicht des Kapitels
Im anschließenden zweiten Unterkapitel wird der aus der O¨konomie bekannte Begriff
des ”Pareto-Optimums“ eingefu¨hrt. Ein Zustand einer Mehrzieloptimierung heißt dabei
”Pareto-Optimal“, falls man in keiner Komponente eine Verbesserung erreichen kann ohne
eine andere zu verschlechtern. Dabei sind die zwei Komponenten im Falle der Segmentie-
rung klar: Auf der einen Seite ist die Anzahl der Segmente mo¨glichst klein zu halten, auf
der anderen Seite muß man einen Approximationsfehler minimieren, der mit Abnahme der
Anzahl der Segmente steigt.
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Im dritten Unterkapitel wird ein Algorithmus vorgestellt, der, obwohl er vom theoreti-
schen Standpunkt nicht sonderlich interessant erscheint, in den praktischen Anwendungen
der Mehrniveaupassung zur Bildsegmentierung einen sehr großen Raum einnimmt. Es ist
dies ein Algorithmus zur sukzessiven Reduktion der Anzahl der Niveaus innerhalb einer
Mehrniveaupassung.
Das vierte Unterkapitel widmet sich dann dem eigentlichen Problem dieses Kapitels, na¨m-
lich der Scha¨tzung der Anzahl der Objekte oder besser gesagt der Scha¨tzung der Anzahl
der deutlich trennbaren Segmente im gegebenen Bild. Im zentralen Algorithmus dieses
Unterkapitels wird die Anzahl der Niveaus als Pareto-Optimum einer Zweizieloptimierung
unter gewissen Nebenbedingungen betrachtet. Eine Teilfunktion der Optimierung ist die
Approximationsgu¨te bei variierender Anzahl von Segmenten. Dabei wird sich herausstel-
len, daß sich die ‖ · ‖M -Norm als Approximationsmaß der Zweizieloptimierung schlechter
geeignet ist, als das Maximum der gemittelten Absta¨nde auf den einzelnen Segmenten.
Dieser Fehler ermo¨glicht es, daß unter Umsta¨nden bei Abnahme der Anzahl der Niveaus
der Approximationsfehler sinkt, wie die Beispiele in Unterkapitel 5.4 belegen.
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5.2 Pareto-Optima
Der Begriff des Pareto-Optimums ist in der O¨konomie weit verbreitet. Man versteht im
allgemeinen darunter eine (gesellschaftliche) Situation, in der es nicht mo¨glich ist, die
Wohlfahrt eines Individuums durch eine Re-Allokation der Ressourcen zu erho¨hen ohne
gleichzeitig die eines anderen Individuums zu verringern. Anders formuliert: Eine Situation,
in der A besser gestellt werden kann, ohne daß dabei B gleichzeitig schlechter gestellt
werden muß. Das Gesamtsystem muß sich in diesem Zustand nicht im Optimum befinden.
Der Begriff Pareto-Optimum geht zuru¨ck auf den italienischen O¨konomen Vilfredo Pareto
(1848 - 1923). Er lehrte ab 1893 an der Universita¨t von Lausanne und vero¨ffentlichte
1896 - 1897 die Reihe ”Cours d’E´conomie Politique“, in der er versucht, in mathemati-
schen Modellen zu beweisen, daß die Verteilung von Einkommen und Wohlfahrt in einer
Gesellschaft nicht zufa¨llig sind, sondern gewissen Regeln unterliegen. Aus dieser Arbeit
leitet sich der Begriff des Pareto-Optimums ab.
Die mathematische Definition des Pareto-Optimums innerhalb einer Mehrzieloptimierung
folgt in dieser Arbeit der Dissertation von Eckard Zitzler [Zit99], ist aber in seiner Notation
allgemein verbreitet. Obwohl allgemein in der Mehrzieloptimierung ein Mehrzielmaximie-
rungsproblem gelo¨st werden soll, wird an dieser Stelle ein Mehrzielminimierungsproblem
definiert, das der spa¨teren Verwendung, na¨mlich der Minimierung des Approximationsfeh-
lers bei gleichzeitiger Minimierung der Anzahl der Segmente, eher entgegenkommt.
Definition 5.2.1 (Mehrzieloptimierung)
Eine Mehrzieloptimierung (U,N) besteht aus einer Menge von Zielfunktionen
U = (u1, . . . , uk) und einer Menge von Nebenbedingungen N = (e1, . . . , em). Ziel ist es,
den Vektor
y = f(x) = (f1(x), . . . , fk(x))
unter den Nebenbedingungen
e1(x) ≤ 0, . . . , em(x) ≤ 0
zu minimieren.
Den Vektor y zu minimieren, heißt im Zusammenhang der Mehrzieloptimierung, die einzel-
nen Eintra¨ge des Vektors zu minimieren. Die Minimierung eines einzelnen Vektoreintrages
kann jedoch unter Umsta¨nden der Minimierung eines anderen Vektoreintrags entgegenste-
hen.
Dabei ist x = (x1, . . . , xn) ∈ X und y = (y1, . . . , yk) ∈ Y . X heißt der Entscheidungsraum
und Y der Zielraum der Mehrzieloptimierung.
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Definition 5.2.2
Fu¨r zwei Vektoren u,v des Entscheidungsraums X mit u = (u1, . . . , uk) und v =
(v1, . . . , vk) definiere
u = v :⇔ ∀i ∈ {1, . . . , k} : ui = vi
u ≤ v :⇔ ∀i ∈ {1, . . . , k} : ui ≤ vi
u < v :⇔ u ≤ v ∧ u 6= v
Definition 5.2.3 (Pareto-Dominanz)
Fu¨r zwei Vektoren u,v des Entscheidungsraums X mit u = (u1, . . . , uk) und v =
(v1, . . . , vk) definiere
u ≺ v (u dominiert v) :⇔ f(u) < f(v)
u  v (u dominiert v schwach ) :⇔ f(u) ≤ f(v)
u ∼ v (u und v sind indifferent zueinander) :⇔ f(u) 6≤ f(v) ∧ f(v) 6≤ f(u)
Definition 5.2.4 (Pareto-Optimum)
Es seiN(X) := {x ∈ X | n1(x) ≤ 0, . . . , nm(x) ≤ 0}. Sei A ⊂ N(X). Ein Vektor x aus dem
Entscheidungsraum X heißt nicht dominiert von A genau dann, wenn 6 ∃a ∈ A : a ≺ x.
x heißt ein Pareto-Optimum genau dann, wenn x nicht von N(X) dominiert wird.
Beispiel 5.2.5
Um die Begriffe Dominanz und Pareto-Optimum zu verdeutlichen, sei als Beispiel auf die
Skizze einer Zweizieloptimierung in Abbildung 5.1 verwiesen. Das Beispiel kommt ohne
Nebenbedingungen N aus. In der Skizze dominiert e den Wert f im Zielraum. Weiter
dominiert b die Werte c, d, e, f des Zielraums. Die Werte a und b sind die einzigen Werte,
die von keinem anderen Wert dominiert werden. Sie sind daher Pareto-Optima. Innerhalb
der Menge {c, d, e, f} sind die Werte c und e Pareto-optimal.
Bemerkung 5.2.6 (Formulierung der Mehrzieloptimierung)
Im Kontext der Segmentierung von Bildern durch Approximation des Bildes auf Segmenten
ergibt sich fast kanonisch ein Mehrzieloptimierungsproblem: Die Anzahl der Segmente
versus den Approximationsfehler. Im Rahmen der Definitionen dieses Abschnitts kann
man dies wie folgt formulieren:
Als Entscheidungsraum dient Sk(A) der Raum der Segmentierungen von M durch k er-
laubte Mengen. Die Zielfunktionen U = (uno, uapprox) seien auf der einen Seite der Ap-
proximationsfehler uapprox und auf der anderen Seite die Anzahl der echten Segmente uno.
Die Menge der Nebenbedingungen erlaubt es beispielsweise, Sensoreigenschaften zu be-
ru¨cksichtigen: Man kann verlangen, daß der Approximationsfehler auf einem Segment eine
vorher festgelegte Ho¨chstgrenze nicht u¨berschreiten darf. Bei dieser Ho¨chstgrenze wu¨rde
es Sinn machen, den Approximationsfehler unter Umsta¨nden in der Maximumsnorm zu
messen.
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f 1
f 2
a b
c
d
e
f
Abbildung 5.1: Beispielskizze einer Mehrzieloptimierung mit zwei Ziel-
funktionen.
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5.3 Niveaureduktion
An mehreren Stellen dieser Arbeit wurde bereits auf den Algorithmus 16 (Iterative Ni-
veauverschmelzung) hingewiesen. Sowohl in der Bemerkung 4.4.2 in Abschnitt 4.4.2,
als auch in Abschnitt 4.6.5, wird der unten stehende Algorithmus dazu verwendet, eine
geeignete Startsegmentierung fu¨r die jeweiligen Algorithmen zu konstruieren.
Der Algorithmus 16 (Iterative Niveauverschmelzung) kann als ”Merging“-verfahren
(vgl. Abschnitt 2.3.2) gesehen werden. Denn sukzessive werden jeweils zwei Segmente
A und B vereinigt, die sich bezu¨glich des A¨hnlichkeitsmaßes ‖γg(A)‖22 + ‖γg(B)‖22 −
‖γg(A ∪B)‖22 unter allen mo¨glichen Vereinigungen von Segmenten am a¨hnlichsten sind.
Natu¨rlich ist bei einer solchen Vereinigung zu u¨berpru¨fen, ob das Ergebnis eine Segmen-
tierung durch erlaubte Mengen ergibt.
Algorithmus 16 (Iterative Niveauverschmelzung) Iterative Verschmelzung von ein-
zelnen Segmenten
Input: Diskretes Pixelbild g :M → Rd,
pixelbasiertes Maximum einer k-Niveaupassung {A1, . . . , Ak} ∈ Sk(A),
l ∈ N mit l < k
Output: Segmentierung {B1, . . . , Bl} ∈ Sl(A)
1: i← k
2: {B1, . . . , Bi} ← {A1, . . . , Ak}
3: while i > l do
4: Wa¨hle Indizes i0, i1 mit 1 ≤ i0 < i1 ≤ i derart, daß Bi0 ∪Bi1 ∈ A und
‖γg(Bi0)‖22 + ‖γg(Bi1)‖22 − ‖γg(Bi0 ∪Bi1)‖22
= min
{‖γg(Bj0)‖22 + ‖γg(Bj1)‖22 − ‖γg(Bj0 ∪Bj1)‖22 |
Bj0 ∪Bj1 ∈ A, 1 ≤ j0 < j1 ≤
}
5: Bi0 ← Bi0 ∪Bi1 , Bi1 ← Bi, Bi ← O
6: i← i− 1
7: end while
8: return {B1, . . . , Bi}
Bemerkung 5.3.1
Der Algorithmus 16 (Iterative Niveauverschmelzung) u¨berfu¨hrt streng genommen Ele-
mente aus Sk(A) in Elemente aus Sk(A). Das Ergebnis des Algorithmus kann also nicht aus
Sl(A) mit l < k sein. Allerdings wird in jedem Schleifendurchlauf ein Element der gerade
gu¨ltigen Segmentierung auf O gesetzt. Dieses ist in der Nummerierung der Segmentierung
im Algorithmus das letzte Segment. Daher wird es ab Zeile 6 des Algorithmus einfach
ignoriert. Da es ein leeres Segment war, ist die in Zeile 7 gu¨ltige Menge {B1, . . . , Bi} eine
Segmentierung in Si(A).
Mit dieser Bemerkung ergibt sich das folgende Lemma:
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Lemma 5.3.2
Nach Beendigung des Algorithmus 16 (Iterative Niveauverschmelzung) gilt:
i. i = l
ii. {B1, . . . , Bl} ∈ Sl(A)
Beweis:
folgt mit Bemerkung 5.3.1
Bemerkung 5.3.3
Man beachte, daß man fu¨r beliebige erlaubte Mengensysteme A die Termination des Al-
gorithmus 16 (Iterative Niveauverschmelzung) nicht sichern kann. Die Bedingung
Bi0 ∪ Bi1 ∈ A in Zeile 4 des Algorithmus ist unter Umsta¨nden fu¨r kein Paar Bi0 , Bi1 von
Segmenten aus {B1, . . . , Bk} erfu¨llt (vgl. etwa Beispiel 4.3.3).
Man kann jedoch zeigen, daß der Algorithmus fu¨r pixelbasierte Systeme von Segmentie-
rungen, die auf die Zwei-Niveau-Situation reduzierbar sind, immer terminiert.
Bemerkung 5.3.4
Fu¨r die Zielfunktion der pixelbasierten Mehrniveaupassung
Ψ :
Sk(A)→ R+
B 7→ ∑
B∈B
‖γg(B)‖22
bedeutet die Auswahl der zu vereinigenden Segmente in Zeile 4 des Algorithmus 16 (Ite-
rative Niveauverschmelzung), daß das Ergebnis der Vereinigung den geringsten Wert-
verlust von Ψ unter allen erlaubten Vereinigungen darstellt. Hier findet man eine starke
Analogie zum Multiskalenansatz im Kontext der Methoden der Variationsrechnung, wo
die zur Vereinigung bestimmten Segmente so ausgesucht werden, daß ihre Vereinigung
den geringsten Fehlerzuwachs fu¨r das Energiefunktional bedeutet (vgl. Abschnitt 2.4.3.2).
Sei g ein diskretes Grauwertpixelbild. Ist E = (1), so ist im Kontext von Beispiel 3.5.11 i)
(S. 96) fu¨r zwei Segmente A,B das ”A¨hnlichkeitsmaß“ gegeben durch
‖γg(A)‖22 + ‖γg(B)‖22 − ‖γg(A ∪B)‖22 =
γ˜g(A)
∫
A
gdλ + γ˜f (M \ A)
∫
M\A
gdλ − γ˜g(A ∪ B)
∫
A∪B
gdλ
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Dabei ist γ˜g(A) = 1λ(A)
∫
A gdλ der durchschnittliche Grauwert des Bildes g auf dem Seg-
ment A mit λ(A) > 0. Es ist daher
γ˜g(A)
∫
A
gdλ = γ˜g(A)
(
λ(A)
λ(A)
∫
A
gdλ
)
= γ˜g(A)λ(A)γ˜g(A)
= λ(A)γ˜g(A)2
Damit folgt also, daß in diesem Fall gilt:
‖γg(A)‖22 + ‖γg(B)‖22 − ‖γg(A ∪B)‖22 =
λ(A)γ˜g(A)2 + λ(B)γ˜g(B)2 − λ(A ∪ B)γ˜f (A ∪ B)2
Dieses A¨hnlichkeitsmaß hat eine starke Analogie zu dem in [KLM94] propagierten A¨hnlich-
keitsmaß. Man vergleiche es mit Gleichung (2.14) in Abschnitt 2.4.3.2 (S. 43). Bis auf den
Term, der den Rand des neuen Segments A∪B bewertet sind sie, bis auf das Vorzeichen,
gleich. Das umgekehrte Vorzeichen ist leicht zu erkla¨ren: Im Kontext des Anschnittes 2.4
wird ein Energieterm minimiert und im Kontext der Mehrniveaupassung die Zielfunktion
Ψ maximiert. Der Energieterm des Abschnitts 2.4.3.2 minimiert, bis eben auf die Bewer-
tung des Randes, den Abstand einer stu¨ckweise konstanten Funktion zum Bild. Dies ist
aber genau das, was die Mehrniveaupassung bezu¨glich der Basis E tut (vgl. auch Abschnitt
6.3.1).
Bemerkung 5.3.5 (Hinweise zur Implementierung)
Mit Hilfe der Hinweise aus Abschnitt 4.3.3.2 (S. 166ff) und dem Satz 3.7.31 (S. 134) ist es
mo¨glich, ein Updateverfahren zu entwickeln, das es erlaubt, fu¨r zwei Segmente A,B einer
pixelbasierten Segmentierung den Wert ‖γg(A unionmultiB)‖22 in einer Laufzeit in O(1) aus den
Werten γg(A) und γg(B) zu berechnen. Nach Satz 3.7.31 ist na¨mlich
γf (A ∪B) = E
A ∪ B,A
A
γf (A) + E
A ∪ B,B
B
γf (B)
Die Matrix E
A ∪ B,A
A
ist dabei gegeben durch E
A ∪ B,A
Ai,j
=
〈
eA∪Bi
∣∣∣eAj 〉
A
(fu¨r 1 ≤ i, j,≤ n). Da
nach Definition 3.4.4 iv) 〈·| ·〉A∪B = 〈·| ·〉A + 〈·| ·〉B gilt, kann man die Matrix E
A ∪ B,A
A
aus
Werten, die fu¨r die Segmente A und B abgespeichert wurden, in konstanter Laufzeit algo-
rithmisch berechnen. Dies kann man erreichen, indem man – analog zum Abschnitt 4.3.3.2
– die Basisfunktionen eAi der ausgezeichneten Basis EA nach ihrer iterativen Definition
gema¨ß dem Algorithmus 5 ”abrollt“. Das heißt, wenn die fu¨r diese Berechnung relevanten
Werte mit der Startsegmentierung {A1, . . . , Ak} gegeben sind, mu¨ssen in einer effizienten
Implementierung des Algorithmus 16 (Iterative Niveauverschmelzung) keine Berech-
nungen mehr auf Pixelebene durchgefu¨hrt werden. Insbesondere ist die Laufzeit lediglich
davon abha¨ngig, wie schnell sich die Auswahl der zu vereinigenden Segmente in Schritt 4
durchfu¨hren la¨ßt. Die Laufzeit dieses Schritts ha¨ngt stark von der Wahl des Systems der
erlaubten Mengen ab.
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Bemerkung 5.3.6
Die Auswahl
‖γg(Bi0)‖22 + ‖γg(Bi1)‖22 − ‖γg(Bi0 ∪Bi1)‖22
= min{‖γg(Bj0)‖22+‖γg(Bj1)‖22−‖γg(Bj0 ∪Bj1)‖22 | Bj0∪Bj1 ∈ A, 1 ≤ j0 < j1 ≤ i}
in Schritt 4 des Algorithmus 16 (Iterative Niveauverschmelzung) und die anschließen-
de Vereinigung der Segmente Bi0 und Bi1 fu¨hrt ein pixelbasiertes lokales Maximum einer
k-Niveaupassung nicht immer in ein pixelbasiertes lokales Maximum einer (k− 1)-Niveau-
passung u¨ber, wie das folgende Beispiel 5.3.7 zeigt.
Beispiel 5.3.7
SeiM := [0, 8], E := Rmit der Multiplikation als Skalarprodukt und V der Vektorraum der
konstanten Funktionen von M nach R mit Basis (1). Weiter sei A := {[t1, t2] | t1, t2 ∈M}
und damit
S3(A) = {{[0, n1], [n1, n2], [n3, 8]} | 0 ≤ n1 ≤ n2 ≤ n3 ≤ 8, n1, n2, n3,∈ N8 ∪ {0}}.
Sei nun g :M → N ein diskretes Pixelbild mit
g(x) :=

1, 0 ≤ x < 3
2, 3 ≤ x < 4
4, 4 ≤ x < 5
2, 5 ≤ x < 8
Abbildung 5.2 veranschaulicht g.
1 2 3 4 5
1
2
3
6 7
4
5
8
Abbildung 5.2: Veranschaulichung des diskreten eindimensionalen Pixel-
bildes g aus Beispiel 5.3.7.
Es ist dann offensichtlich {[0, 4], [4, 5], [5, 8]} nicht nur ein pixelbasiertes lokales Maximum,
sondern auch das globale Maximum einer 3-Niveaupassung.
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Abbildung 5.3: Globales pixelbasiertes Maximum einer 3-Niveaupassung
von g gema¨ß Beispiel 5.3.7. Die gru¨nen Linien skizzieren die approxi-
mierenden stu¨ckweise konstanten Funktionen g[0,4], g[4,5] bzw. g[5,8] (vgl.
Definition 3.5.13).
Wie man leicht nachrechnet, ist
‖γg([0, 4])‖22 =
1
4
(3 · 1 + 2)2 = 6 + 1
4
,
‖γg([4, 5])‖22 = (1 · 4)2 = 16,
und ‖γg([5, 8])‖22 =
1
3
(3 · 2)2 = 12
Die Abbildung 5.3 skizziert diese optimale Segmentierung.
Weiter gilt
‖γg([0, 5])‖22 =
1
5
(3 · 1 + 1 · 2 + 1 · 4)2 = 16+ 1
5
und ‖γg([4, 8])‖22 =
1
4
(1 · 4 + 3 · 2)2 = 25
und daher ist
‖γg([4, 5])‖2 + ‖γg([5, 8])‖22 − ‖γg([4, 8])‖22 = 28− 25 = 3
< 6 +
1
20
= (6 +
1
4
) + 16− (16 + 1
5
)
= ‖γg([0, 4])‖22 + ‖γg([4, 5])‖22 − ‖γg([0, 5])‖22
Es ist daher
‖γg([4, 5])‖22 + ‖γg([5, 8])‖22 − ‖γg([4, 8])‖22
= min{‖γg(Bj0)‖22+‖γg(Bj1)‖22−‖γg(Bj0 ∪Bj1)‖22 | Bj0∪Bj1 ∈ A, 1 ≤ j0 < j1 ≤ 3}
Das heißt, der Algorithmus 16 (Iterative Niveauverschmelzung) wu¨rde in der Zei-
le 4 die Segmente [4, 5] und [5, 8] zur Vereinigung auswa¨hlen, um so die Segmentierung
B = {[0, 4], [4, 8]} aus S2(A) zu erhalten (vgl. Abbildung 5.4).
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Abbildung 5.4: Ergebnis der Verschmelzung der Segmente [4, 5] und
[5, 8]: Eine Segmentierung mit zwei Segmenten, die kein lokales pixel-
basiertes Maximum ist.
Es ist aber Ψ(B) = ‖γg([0, 4])‖22 + ‖γg([4, 8])‖22 = 31 + 14 kein pixelbasiertes lokales
Maximum der Funktion Ψ : S2(A) → R, {B1, B2} 7→ ‖γg(B1)‖22 + ‖γg(B2)‖22 . Denn es
gilt ‖γg([0, 3])‖22 + ‖γg([3, 8])‖22 = 3 + 15(2 + 4 + 6)2 = 31 + 45 > 31 + 14 = Ψ(B) und
{[0, 3], [3, 8]} ∈ Up(B). Damit existiert eine pixelbasierte Segmentierung aus der pixelba-
sierten Umgebung von B, die der Funktion Ψ, ein ho¨heren Wert zuteilt. Also ist B kein
pixelbasiertes lokales Maximum der Funktion Ψ.
1 2 3 4 5
1
2
3
6 7
4
5
8
Abbildung 5.5: Pixelbasiertes lokales Maximum einer 2-Niveaupassung
von g gema¨ß Beispiel 5.3.7.
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Beispiel 5.3.8 (Konstante Niveaureduktion)
Betrachtet wird ein diskretes Farbpixel g :M → {0, . . . , 255}3 im RGB-Farbmodell. Weiter
sei E := R3 mit dem Standardskalarprodukt und E sei eine erlaubte Basis zur Farbbild-
segmentierung mit
e1(x) := (1, 0, 0), e2(x) := (0, 1, 0), e3(x) := (0, 0, 1)
Die Abbildung 5.6 zeigt ein Ergebnis des Algorithmus 16 (Iterative Niveauverschmel-
zung) fu¨r das Mengensystem der pixelzusammenha¨ngenden Mengen. Das Eingabebild,
das nach der Vorsegmentierung mit dem Algorithmus 13 (Initiales Farbschwellwert-
verfahren) mit einem Schwellwert pro Farbkanal aus 38 Segmenten besteht, wird auf drei
Segmente reduziert. Dabei werden die roten Buchstaben – trotz des deutlichen Farbun-
terschieds – wegen ihrer geringen Fla¨che mit dem Segment des gelben Schildhintergrunds
vereinigt.
Abbildung 5.6: Eingabebild und Ergebnis des Algorithmus 16 (Iterative
Niveauverschmelzung) gema¨ß Beispiel 5.3.8.
Beispiel 5.3.9 (Affine Niveaureduktion)
Es sei E eine Basis zur Farbbildsegmentierung mit
e1(x) := (1, 0, 0), e2(x) := (0, 1, 0), e3(x) := (0, 0, 1),
e4(x) := (x, 0, 0), e5(x) := (0, x, 0), e6(x) := (0, 0, x)
Wie man leicht sieht, ist E eine erlaubte Basis zur Farbbildsegmentierung gema¨ß Definition
4.6.13 (S. 198). Betrachtet wird wieder das System der pixelzusammenha¨ngenden Mengen.
Weiter sei g : M → {0, . . . , 255}3 das diskrete Farbpixelbild im RGB-Farbmodell, das
durch Abbildung 5.7 skizziert wird. Die Abbildung zeigt den Buchstaben ”W“, auf dessen
Oberfla¨che sich der Farbwert affin von links unten nach rechts oben zu a¨ndern scheint. Das
Bild wurde mit einem Textverarbeitungsprogramm erstellt, so daß man davon ausgehen
kann, daß der Farbverlauf tatsa¨chlich mit Hilfe einer affinen Funktion generiert wurde.
In der Abbildung 5.8 werden die in Zeile 6 des Algorithmus 16 (Iterative Niveauver-
schmelzung) gu¨ltigen Zwischenergebnisse des Algorithmus dargestellt. Man ko¨nnte die
Abbildungen auch als Endergebnisse der Algorithmenaufrufe
Iterative Niveauverschmelzung(g, {A1, . . . , A17}, i)
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Abbildung 5.7: Eingabebild fu¨r den Algorithmus 16 (Iterative Niveau-
verschmelzung). Auf der linken Seite ist das Originalbild zu sehen,
auf der rechten Seite die Startsegmentierung fu¨r den Algorithmus. Da-
bei sind die Segmentgrenzen gru¨n eingezeichnet. Dargestellt wird die
approximierende Funktion
∑17
i=1 gAi .
mit i = 17, . . . , 6 sehen. Das Resultat mit 4 Segmenten an den Seiten des Buchstabens,
einem Hintergrundniveau und einem Oberfla¨chensegment auf dem ”W“ erscheint als End-
ergebnis eines Segmentierungsverfahrens sinnvoll.
Bemerkung 5.3.10
Das vorherige Beispiel 5.3.9 relativiert die Aussage von Bemerkung 5.3.6. Es zeigt, daß der
Algorithmus fu¨r praktische Fa¨lle oft auch ohne eine korrekte Nachbehandlung des Ergebnis
z. B. durch den Algorithmus 6 (k-Niveaupassung) eine optisch ausreichend gute Segmen-
tierung mit der gewu¨nschten Anzahl von Segmenten liefert. Man kann zwar nicht garantie-
ren, daß das Ergebnis ein pixelbasiertes lokales Maximum einer k-Niveaupassung ist, aber
in der Praxis hat sich gezeigt, daß der Verzicht auf den Algorithmus 6 (k-Niveaupassung)
zur Nachbesserung des Ergebnisses einen erheblichen Laufzeitgewinn unter der Duldung
optisch zu verschmerzender Fehler bedeutet (vgl. auch [HFKL01]). Der Laufzeitgewinn bei
diesem System der pixelbasierten Segmentierungen geht darauf zuru¨ck, daß man nur ein-
mal algorithmisch feststellen muß, welches Segment mit welchem benachbart ist. Danach
sind keine Berechnungen mehr auf Pixelebene erforderlich (vgl. Bemerkung 5.3.5).
Unter der Annahme, daß alle Nachbarn eines jeden Segments schon bestimmt sind, kann
man die Laufzeit einer Schleife fu¨r die Reduktion von k auf k − 1 Niveaus mit O(k2)
abscha¨tzen. Da die Berechnung der A¨hnlichkeit zweier Segmente mit Bemerkung 5.3.5 in
O(1) geschehen kann und jedes der k Segmente ho¨chstens k Nachbarsegmente haben kann,
ist die A¨hnlichkeit ho¨chstens k2-mal zu u¨berpru¨fen. Daß k im Vergleich zur Anzahl der
Pixel in P(M) in der Regel sehr klein ist, sollte den Geschwindigkeitsvorteil noch deutlicher
machen.
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Abbildung 5.8: Verlauf des Algorithmus 16 (Iterative Niveauver-
schmelzung). Dargestellt ist jeweils die in Zeile 6 des Algorithmus gu¨l-
tige Segmentierung. Dabei sind die Segmentgrenzen gru¨n eingezeichnet.
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5.4 Scha¨tzung der Anzahl der Segmente
Wie zuvor schon mehrmals erwa¨hnt, ist die Scha¨tzung der Anzahl der Segmente in einem
Bild eine Mehrzieloptimierung: Auf der einen Seite ist die Segmentanzahl, auf der anderen
Seite ein Approximationsfehler zu minimieren. Setzt man den zu minimierenden Appro-
ximationsfehler als ‖·‖M , so wird der Fehler betrachtet, der bei der Mehrniveaupassung
minimiert wird. Daher wird dieser Approximationsfehler bei sinkender Anzahl von Seg-
menten monoton steigen. Im ersten Abschnitt dieses Unterkapitels wird ein Algorithmus
vorgestellt, der den gro¨ßten Anstieg dieses Fehlers als Scha¨tzgrundlage hat.
Dabei sollte man an dieser Stelle eigentlich, statt von der Scha¨tzung der Anzahl der Seg-
mente, von der Scha¨tzung der Anzahl der optimal optisch zu trennenden Segmente im
Bild sprechen. Die Trennbarkeit kann man, wie es z. B. Nobuyuki Otsu (vgl. [Ots79] oder
Abschnitt 2.3.1.1) tut, mit Hilfe der Varianz messen. Ein an diesem Ansatz entlehnter
Fehler wird im zweiten Abschnitt vorgestellt.
Im darauffolgenden Abschnitt wird ein Scha¨tzalgorithmus vorgestellt, der auf der Basis
dieser Fehlerfunktion die Anzahl der zu trennenden Objekte als Pareto-Optimum einer
Zweizieloptimierung scha¨tzt.
5.4.1 Der Approximationsfehler der Mehrniveaupassung
Der naheliegendste Approximationsfehler, den man betrachten kann, ist derjenige bezu¨g-
lich dessen optimiert wird. Betrachtet werden soll daher in diesem Abschnitt der Approxi-
mationsfehler ‖·‖M . Dabei ist nach Lemma 3.5.5 (S. 94) fu¨r eine SegmentierungA ∈ Sk(A)
der Fehler
∥∥f −∑A∈A fA∥∥2M = ‖f‖2M − ∑A∈A ‖γf (A)‖22 . Daher genu¨gt es, den Wert∑
A∈A ‖γf (A)‖22 zu betrachten, der sowohl bei der k-Niveaupassung als auch bei der Ni-
veaureduktion gema¨ß Algorithmus 16 (Iterative Niveauverschmelzung) ohnehin be-
rechnet werden muß. Es ist daher nicht no¨tig, zur Berechnung des Approximationsfehlers
weitere Algorithmik heranzuziehen. Insbesondere ist es also nicht no¨tig, zur Berechnung
des Approximationsfehlers ‖·‖M die Pixel des gesamten Bildes zu durchlaufen.
Da bezu¨glich des Approximationsfehlers ‖·‖M in der Zielfunktion der k-Niveaupassung
optimiert wird, ist es offensichtlich, daß der Approximationsfehler fu¨r optimale Segmen-
tierungen bei sinkender Anzahl monoton steigt. Daher ist fast jeder Punkt der Mehr-
zieloptimierung (uno, uapprox) ein Pareto-Optimum. Unter allen diesen Punkten zeichnet
sich jedoch derjenige des sta¨rksten Fehleranstiegs bei Reduktion um ein Segment aus.
Der Algorithmus 17 (Sta¨rkster Anstieg) aus Seite 236 berechnet diesen Punkt. Das
anschließende Beispiel 5.4.1 zeigt jedoch die Grenzen eines solchen Ansatzes: Bei diesem
Approximationsfehler werden große Segmente besonders stark gewichtet.
Beispiel 5.4.1
Gegeben sei der Kontext des Abschnitts 4.5. Das heißt, es wird ein diskretes Grauwertpi-
xelbild betrachtet und es ist E := R mit dem Standardskalarprodukt. Die Approximation
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Algorithmus 17 (Sta¨rkster Anstieg) Scha¨tzung der Anzahl der Segmente u¨ber den
sta¨rksten Anstieg des Approximationsfehler
Input: Diskretes Pixelbild g :M → Rd,
Startanzahl k von Segmenten
Output: gescha¨tzte Anzahl von Objekten im diskreten Pixelbild
1: for i = k abwa¨rts bis i = 1 do
2: Berechne ein lokales pixelbasiertes Maximum Ai ∈ Si(A) einer i-Niveaupassung des
Bildes g
3: errori :=
∥∥g −∑A∈Ai gA∥∥2M
4: end for
5: max ← −1
6: estimatedSegments ← k
7: for i = k − 1 abwa¨rts bis i = 1 do
8: if errori−1 − errori ≥max then
9: estimatedSegments ← i
10: max ← errori−1 − errori
11: end if
12: end for
13: return estimatedSegments
erfolgt mit konstanten Funktionen bezu¨glich des Mengensystems der grauwertverbundenen
Mengen.
Das zu segmentierende Bild wurde schon im Abschnitt 2.3.1.1 als Beispiel einer Segmentie-
rung u¨ber einen Schwellwert mit Hilfe der Varianzanalyse pra¨sentiert (vgl. Abbildung 2.7).
Die Abbildung 5.9 (oben) zeigt noch einmal das Eingabebild g, das Bild einer Granittran-
che vor weißem Hintergrund, die einen Schatten auf diesen Hintergrund wirft. Abbildung
5.9 (Mitte) zeigt den Verlauf der durch den Algorithmus 17 (Sta¨rkster Anstieg) definier-
ten Folge (errori)62i=1. Es ist deutlich zu sehen, daß sich der sta¨rkste Anstieg (bei fallender
Segmentanzahl) beim U¨bergang von zwei zu einem Segmenten befindet. Daher liefert der
Algorithmus zwei zu trennende Segmente als Ergebnis der Scha¨tzung. Abbildung 5.9 (un-
ten) zeigt ein pixelbasiertes lokales Maximum einer 2-Niveaupassung.
Bei genauerer Betrachtung fa¨llt auf, daß auch der Anstieg des Fehlers bei der Reduktion
von drei auf zwei Segmente im Verha¨ltnis zu den u¨brigen Anstiegen sehr stark ist. Generell
ist zu bemerken, daß der Approximationsfehler ‖ · ‖M stark von der Gro¨ße der Objekte
abha¨ngt. Daher ist die U¨berlegung, diesen Fehler relativ zur Gro¨ße der jeweiligen Segmente
zu berechnen, wie es im na¨chsten Abschnitt geschieht, berechtigt.
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Eingabebild g
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Entwicklung des Fehlers errori im Algorithmus 17 (Sta¨rkster Anstieg):
Das Ergebnis des Algorithmus ist 2.
Das Ergebnis einer pixelbasierten 2-Niveaupassung mit konstanten
Funktionen bezu¨glich des Mengensystems der grauwertverbundenen
Mengen gema¨ß Beispiel 5.4.11
Abbildung 5.9: Ergebnis des Algorithmus 17 (Sta¨rkster Anstieg) auf
einem Bild gema¨ß Beispiel 5.4.1.
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5.4.2 Der gro¨ßte normalisierte Fehler
Der Ansatz des gro¨ßten normalisierten Fehlers verbindet zwei grundlegende Ideen:
i. Der Approximationsfehler sollte unabha¨ngig von der Gro¨ße der Segmente sein.
ii. Es sollte der Fehler des fehlerhaftesten Segments geza¨hlt werden.
Die Motivation der zweiten Idee ergibt sich aus folgender U¨berlegung: IstA ein lokales Op-
timum einer k-Niveaupassung, so wird die Mehrniveaupassung fu¨r jedes Segment A ∈ A
den Fehler ‖f − fA‖A minimal halten. Angenommen, es befinden sich l durch konstante
Niveaus deutlich trennbare Segmente im Bild. Ist nun k > l, so ist der Fehler ‖f − fA‖A
fu¨r jedes A ∈ A relativ gering. Eine Niveaureduktion u¨ber den Algorithmus 16 (Itera-
tive Niveauverschmelzung) wird dann iterativ Segmente verschmelzen, die sich sehr
a¨hnlich sind, d. h. die einen a¨hnlichen Niveauverlauf haben. Dies ist nur mo¨glich, wenn
mindestens genauso viele Segmente zur Segmentierung zur Verfu¨gung stehen, wie trenn-
bare Objekte im Bild sind. Ist dies nicht der Fall, so mu¨ssen zwei Segmente, die sich nicht
a¨hnlich sind, miteinander verbunden werden. Steht dann ein Segment weniger als optisch
trennbare Objekte im Bild zur Verfu¨gung, so zeichnen sich die mit Hilfe des Algorithmus
16 (Iterative Niveauverschmelzung) als Initialisierung berechneten lokalen Minima
einer k-Niveaupassung in der Regel dadurch aus, daß sich k− 1 Segmente gebildet haben,
auf denen der Approximationsfehler ‖·‖A gering ist, und das letzte Segment den Rest des
Definitionsbereichs abdeckt. Daher genu¨gt es, den Fehler des fehlerhaftesten Segments zu
betrachten.
Salopp formuliert sollen also beginnend mit einer ausreichenden Anzahl von Segmenten,
diese solange reduziert werden, bis die Anzahl der Segmente nicht mehr ausreicht und ein
Segment zwei deutlich im Bild trennbare Objekte u¨berdecken muß.
Diese U¨berlegungen fu¨hren zu dem folgendem Fehlermaß.
Definition 5.4.2 (Gro¨ßter normalisierter Fehler)
Fu¨r eine Mengen A ∈ A und f, g ∈ L2(B(M),B(E)) heiße der Fehler
nA(f, g) :=
{
1
λ(A) ‖f − g‖2A , λ(A) > 0
0 , sonst
der normalisierte Fehler auf A zwischen f und g. Fu¨r eine Segmentierung A ∈ Sk(A)
heiße der Fehler
nA(f, g) := max
A∈A
nA(f, g)
der gro¨ßte normalisierte Fehler der Segmentierung A zwischen f und g.
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Bemerkung 5.4.3
Betrachtet man das Mengensystem der grauwertverbundenen Mengen und die Klasse der
konstanten Funktionen, wie dies in Abschnitt 4.5 geschieht, so verbirgt sich hinter dem
Begriff des normalisierten Fehlers nichts anderes als die bedingte Varianz. Ersetzt man in
der Gleichung (2.3) des Abschnitts 2.3.1.1 (S. 21) die durch die Varianzanalyse definierten
Begriffe durch die entsprechenden Definitionen der vektoriellen Mehrniveaupassung, so gilt
mit Ak :=
⊎k
i=0 Pi (vgl. Abschnitt 4.5):
σ0(k)2 = nAk(f, fAk)
Bemerkung 5.4.4
Im Gegensatz zu dem in Abschnitt 5.4.1 betrachteten Approximationsfehler ‖·‖ ist es beim
gro¨ßten normalisierten Fehler durchaus mo¨glich, daß der Approximationsfehler bei abneh-
mender Anzahl von Segmenten sinkt. Die Begru¨ndung liegt in der Normalisierung des
Fehlers: Kleine Segmente mit starken Sto¨rungen werden sta¨rker bewertet als beim Appro-
ximationsfehler ‖·‖M . Wird so ein kleines Segment zu einem gro¨ßeren Segment hinzugefu¨gt,
so kann der normalisierte Approximationsfehler des zusammengefu¨gten Segments kleiner
sein als der des gesto¨rten kleineren Ausgangssegments. Daher kann der gro¨ßte normali-
sierte Approximationsfehler bei einer Niveaureduktion kleiner werden, wie die Abbildung
5.10 am Beispiel eines Bildes mit eindimensionalem Definitionsbereich zeigt.
Lemma 5.4.5
Es gilt
nA(f, fA) =
1
λ(A)
‖f‖2A − ‖γf (A)‖22
Beweis:
folgt mit Lemma 3.5.5 (S. 94) und Definition 3.5.13 (S. 99)
Bemerkung 5.4.6
Das Lemma 5.4.5 ist die Entsprechung des aus der Wahrscheinlichkeitsrechnung bekannten
Zusammenhangs VAR[X] = E[(X − E[X])2] = E[X2]− E[X]2.
Fu¨r diskrete Pixelbilder g erlaubt das Lemma 5.4.5 eine Berechnung des Wertes nA(g, gA),
ohne alle Pixel des Segments A zu durchlaufen. Vielmehr sollte ein Algorithmus, der ei-
ne optimale Segmentierung A = {A1, . . . , Ak} berechnet, bei jedem Pixelaustausch der
Segmente die Werte ‖g‖2A =
∑
p∈P(A) ‖g‖2p und ‖γg(A)‖22 aus zuvor berechneten Werten
aktualisieren. Zur Aktualisierung des Wertes ‖γg(A)‖22 in einer Update-Strategie sei auf
Abschnitt 4.3.3.2 verwiesen.
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Abbildung 5.10: Der gro¨ßte normalisierte Fehler der Segmentierung des
Bildes (oben) durch zwei zusammenha¨ngende Mengen mit konstanten
Funktionen ist 2 (Mitte), der gro¨ßte normalisierte Fehler der Segmentie-
rung durch eine zusammenha¨ngende Menge ist 1 (unten). Damit ist der
gro¨ßte normalisierte Fehler der Segmentierung mit weniger Segmenten
in diesem Fall kleiner.
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5.4.3 Ein Algorithmus zur Scha¨tzung der Anzahl der Segmente u¨ber
den gro¨ßten normalisierten Fehler
Mit Hilfe des im vorangegangenen Abschnitts 5.4.2 eingefu¨hrten gro¨ßten normalisierten
Fehlers ist es nun mo¨glich, ein Pareto-Optimum einer Mehrzieloptimierung zu berechnen,
das einer etwas differenzierteren Bedingung gehorcht als das des Algorithmus 17 (Sta¨rk-
ster Anstieg). Die Heuristik, die der folgende Algorithmus 18 (Anzahlscha¨tzer) imple-
mentiert, liefert in vielen Fa¨llen ein optisch scho¨neres Ergebnis, als die des Algorithmus
17 (Sta¨rkster Anstieg).
Algorithmus 18 (Anzahlscha¨tzer) Scha¨tzung der Anzahl der Segmente u¨ber den gro¨ß-
ten normalisierten Fehler
Input: Diskretes Pixelbild g :M → Rd,
Startanzahl k von Segmenten
Output: gescha¨tzte Anzahl von Objekten im diskreten Pixelbild
1: for i = k abwa¨rts bis i = 1 do
2: Berechne ein lokales pixelbasiertes Maximum A ∈ Si(A) einer i-Niveaupassung des
Bildes g
3: gA ←
∑
A∈A gA
4: errori := nA(g, gA)
5: end for
6: estimatedSegments ← k
7: criticalValue ← errork
8: for i = k − 1 abwa¨rts bis i = 1 do
9: if errori ≤ criticalValue then
10: estimatedSegments ← i
11: end if
12: if errori−1 < errori und errori > criticalValue then
13: criticalValue ← errori
14: end if
15: end for
16: return estimatedSegments
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Bemerkung 5.4.7
Der Algorithmus 18 (Anzahlscha¨tzer) wurde fu¨r Mehrniveaupassungen mit konstanten
Funktionen bereits in [Han00] vorgeschlagen.
Sind fu¨r i ∈ {1, . . . , k} die Werte errori und criticalValue(i) = max{errorj | j > i} wie im
Algorithmus definiert, so berechnet der Algorithmus 18 (Anzahlscha¨tzer) den Wert
min{i ∈ {1, . . . , k} | errori ≤ criticalValue(i)}
Satz 5.4.8
Mit den Bezeichnungen aus Bemerkung 5.2.6 und des Algorithmus 18 (Anzahlscha¨t-
zer) seien die Funktionen uno, uapprox : {1, . . . , k} → R+ definiert durch uno(i) := i
und uapprox(i) := errori. Weiter sei N , die Menge der Nebenbedingungen, leer und
U = (uno, uapprox) analog zu Definition 5.2.1. In diesem Kontext gilt:
Ist i0 das Ergebnis des Algorithmus 18 (Anzahlscha¨tzer), so ist (i0, errori0) ein Pareto-
Optimum der Zweizieloptimierung (U,E).
Beweis:
Der Entscheidungsraum X der Definition 5.2.1 ist X = {(i, errori) | i ∈ {1, . . . , k}}.
Ein Tupel (i0, errori0) ist genau dann kein Pareto-Optimum, wenn ein Tupel (i, errori)
existiert, mit i < i0 und errori ≤ errori0 . Nun betrachtet der Algorithmus der Rei-
he nach die Tupel (k, errork) bis (1, error1). Ist (i0, errori0) kein Pareto-Optimum, so
ist aber der Wert errori des Tupels (i, errori), das die Pareto-Optimalita¨t verletzt, auch
kleiner als der Wert criticalValue zum Zeitpunkt, an dem das Ergebnis auf i0 gesetzt
wird. Da der Algorithmus 18 (Anzahlscha¨tzer) nach Bemerkung 5.4.7 jedoch den Wert
min{i ∈ {1, . . . , k} | errori ≤ criticalValue(i)} als Ergebnis liefert, folgt die Behauptung.
2
5.4.4 Beispiele
Beispiel 5.4.9
Das erste Beispiel, das das Vorgehen des Algorithmus 18 (Anzahlscha¨tzer) illustrieren
soll, greift das Beispiel 4.4.3 aus Abschnitt 4.4.2 auf. Dort war M = [0, 500], E := R mit
der Multiplikation als Skalarprodukt, E := (1) und g : [0, 500]→ R+ war gegeben durch
g(x) =

0 , 0 ≤ x < 100
40 , 100 ≤ x < 200
60 , 200 ≤ x < 300
120 , 300 ≤ x ≤ 500
Abbildung 5.11 zeigt das diskrete Pixelbild g, die Startsegmentierung bezu¨glich des Men-
gensystems der pixelzusammenha¨ngenden Intervalle mit 60 Segmenten, die Entwicklung
des Fehler errori im Algorithmus 18 (Anzahlscha¨tzer) und das Ergebnis einer pixel-
basierten Mehrniveaupassung in diesem Kontext mit dem Ergebnis des Algorithmus als
vorgegebene Anzahl von Niveaus. Die Abbildung 5.12 zeigt das diskrete Pixelbild g˜ das
aus g durch U¨berlagerung eines auf [−20, 20] uniformen Rauschens entstand. Dort sind
ebenfalls die Startsegmentierung, die Entwicklung des Fehler errori und das Ergebnis ab-
gebildet.
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Skizze von g.
Startsegmentierung mit 60 Segmenten.
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Entwicklung des Fehlers errori im Algorithmus 18 (Anzahlscha¨tzer):
Das Ergebnis des Algorithmus ist 4.
Das Ergebnis einer pixelbasierten 4-Niveaupassung gema¨ß Beispiel 5.4.9.
Abbildung 5.11: Ergebnis des Algorithmus 18 (Anzahlscha¨tzer) auf
einem diskreten Pixelbild gema¨ß Beispiel 5.4.9.
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Skizze von g˜.
Startsegmentierung mit 60 Segmenten.
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Entwicklung des Fehlers errori im Algorithmus 18 (Anzahlscha¨tzer):
Das Ergebnis des Algorithmus ist 4, wie im unverrauschten Fall.
Das Ergebnis einer pixelbasierten 4-Niveaupassung gema¨ß Beispiel 5.4.9.
Abbildung 5.12: Ergebnis des Algorithmus 18 (Anzahlscha¨tzer) auf
einem verrauschten Bild gema¨ß Beispiel 5.4.9.
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Beispiel 5.4.10
Das zweite Beispiel greift das Beispiel 4.4.4 des Abschnitts 4.4.3 auf. Dort war M :=
[0, 500], E := R mit der Multiplikation als Skalarprodukt, E := (1, id, id2) und das diskrete
Pixelbild g : [0, 500]→ R+ war gegeben durch
g(x) =
{ − 1200pix(x)2 + 2pix(x) , 0 ≤ x < 200
320− 35pix(x) , 200 ≤ x ≤ 500
wobei pix : R → R durch pix(x) := round(x − 12) gegeben ist. Betrachtet wird das Men-
gensystem der pixelzusammenha¨ngenden Intervalle in [0, 500].
In der Abbildung 5.13 (oben) wird dieses eindimensionale Bild skizziert. Die Entwicklung
des Fehlers errori fu¨r i = 1, . . . , 60 ist in der Mitte der Abbildung dargestellt. Man be-
achte, daß fu¨r fallende i mit i ≥ 2 der Fehler nA(g, gA) ebenfalls fa¨llt. Daß der Fehler fu¨r
mehr als 2 Segmente nicht null ist, kann man auf die round-Operation und numerische
Instabilita¨ten zuru¨ckfu¨hren, die sich bei gro¨ßeren Segmenten aufheben. Der Algorithmus
18 (Anzahlscha¨tzer) liefert als gescha¨tzte Anzahl von Objekten im Bild dem Wert 2.
Unten in der Abbildung 5.13 ist dann die optimale Segmentierung mit zwei Segmenten
skizziert.
In der Abbildung 5.14 wurde die Funktion g mit einem starken uniformen Rauschen u¨ber-
lagert. Trotzdem kommt der Algorithmus 18 (Anzahlscha¨tzer) bei der Analyse der Werte
(errori)60i=1 , die in der Mitte der Abbildung skizziert sind, zum selben Ergebnis wie im
unverrauschten Fall. Der Fehler nA(g, gA) hat sich allerdings fu¨r alle lokal-optimalen Seg-
mentierungen drastisch erho¨ht.
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Skizze des diskreten Pixelbildes g aus Beispiel 5.4.10.
Startsegmentierung mit 60 Segmenten.
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Entwicklung des Fehlers errori im Algorithmus 18 (Anzahlscha¨tzer):
Das Ergebnis des Algorithmus ist 2.
Das Ergebnis einer pixelbasierten 2-Niveaupassung gema¨ß Beispiel 5.4.10.
Abbildung 5.13: Ergebnis des Algorithmus 18 (Anzahlscha¨tzer) auf
dem diskreten Pixelbild g gema¨ß Beispiel 5.4.10.
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Skizze des verrauschten Bildes g˜.
Startsegmentierung mit 60 Segmenten.
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Entwicklung des Fehlers errori im Algorithmus 18 (Anzahlscha¨tzer):
Das Ergebnis des Algorithmus ist 2.
Das Ergebnis einer pixelbasierten 2-Niveaupassung gema¨ß Beispiel 5.4.10.
Abbildung 5.14: Ergebnis des Algorithmus 18 (Anzahlscha¨tzer) auf
dem uniform verrauschten Bild gema¨ß Beispiel 5.4.10.
5. Niveaureduktion und Scha¨tzung der Anzahl der Segmente 248
Beispiel 5.4.11
Das dritte Beispiel nimmt Bezug auf das Beispiel 5.4.1, das die Performanz des Algo-
rithmus 17 (Sta¨rkster Anstieg) verdeutlichen sollte. Der Algorithmus scha¨tzte – bei
Segmentierungen durch grauwertverbundene Mengen und konstanter Approximation auf
den Segmenten – die Anzahl der Objekte im Bild auf zwei. Der Algorithmus 18 (An-
zahlscha¨tzer), der auf der Grundlage des gro¨ßten normalisierten Fehlers, statt auf der
des Fehlers ‖f − ·‖M arbeitet, liefert ein optisch ansprechenderes Ergebnis, na¨mlich drei
zu trennende Segmente: den weißen Hintergrund, den grauen Schatten und die dunklere
Granittranche.
Eingabebild g.
0
10
20
30
40
50
60
70
80
90
0 10 20 30 40 50 60
"errors"
Entwicklung des Fehlers errori im Algorithmus 18 (Anzahlscha¨tzer):
Das Ergebnis des Algorithmus ist 3.
Das Ergebnis einer pixelbasierten 3-Niveaupassung mit konstanten
Funktionen bezu¨glich des Mengensystems der grauwertverbundenen
Mengen gema¨ß Beispiel 5.4.11.
Abbildung 5.15: Ergebnis des Algorithmus 18 (Anzahlscha¨tzer) auf
einem Bild gema¨ß Beispiel 5.4.11.
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5.4.5 Abscha¨tzung u¨ber den Sensorfehler
Ist der bildgebende Sensor genau bekannt, so kann man die Anzahl der im Bild trenn-
baren Segmente u¨ber die Sensoreigenschaften ermitteln. Allerdings sind jedoch in den
seltensten Fa¨llen alle Eigenschaften des bildgebenden Sensors (bzw. im Falle einer CCD-
Kamera des bildgebenden Sensor-Arrays) bekannt. Im Falle einer CCD-Kamera etwa ge-
nu¨gt es nicht, das Rauschverhalten des CCD-Arrays zu kennen. Vielmehr mu¨ssen auch
die Digital/Analog-Wandlung in der Kamera, die Leitungseigenschaften des Kabels, die
Analog/Digital-Wandlung im Framegrabber, die vielen Beleuchtungsparameter und zahl-
reiche andere a¨ußere Einflu¨sse bekannt sein. Nur in einer sterilen Laborumgebung kann
man letztlich die Sensoreigenschaften einer CCD-Kamera halbwegs genau bestimmen.
Trotzdem soll – der Vollsta¨ndigkeit halber – an dieser Stelle ein Algorithmus zur Bestim-
mung der Anzahl der trennbaren Segmente im Bild u¨ber einen vorgegebenen Sensorfehler
pra¨sentiert werden.
Definition 5.4.12
Sei A ∈ A ∩ P(M) und g :M → Rd+ ein diskretes Pixelbild. Der Fehler
p(g)A := max
p∈P(A)
{‖g(p)− gA(p)‖22 }
heiße der maximale Pixelfehler von g auf dem Segment A. Fu¨r A ∈ Sk(A) sei
p(g)A := max{p(g)A | A ∈ A}
definiert. p(g)A heiße der gro¨ßte maximale Pixelfehler von g auf der Segmentierung A.
Bemerkung 5.4.13
a) Erfolgt die Berechnung des lokalen pixelbasierten Maximums in Algorithmus 19 (Ep-
silon) u¨ber die Niveaureduktion des Abschnitts 5.3, so wird in dem meisten Fa¨llen
der gro¨ßte maximale Pixelfehler bei sinkender Segmentanzahl steigen. Daher wu¨rde
es in der Praxis im Algorithmus genu¨gen, solange Segmente zu verschmelzen, bis der
gro¨ßte maximale Pixelfehler die vorgegebene ε-Schranke u¨berschreitet.
b) Obwohl in den seltensten Fa¨llen eine genaue ε-Schranke als Sensoreigenschaft fu¨r
den Algorithmus 19 (Epsilon) angegeben werden kann, ist der Algorithmus in vie-
len praktischen Anwendungen einsetzbar. Ein Benutzer kann dann solange die ε-
Schranke vera¨ndern, bis ihm das Ergebnis optisch gefa¨llt.
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Algorithmus 19 (Epsilon) Scha¨tzung der Anzahl der Segmente u¨ber den Sensorfehler
Input: Diskretes Pixelbild g :M → Rd,
Startanzahl k von Segmenten,
ε > 0
Output: gescha¨tzte Anzahl von Objekten im diskreten Pixelbild
1: for i = k abwa¨rts bis i = 1 do
2: Berechne ein lokales pixelbasiertes Maximum A ∈ Si(A) einer i-Niveaupassung des
Bildes g
3: errori := p(g)A
4: end for
5: estimatedSegments ← k
6: for i = k abwa¨rts bis i = 1 do
7: if errori ≤ ε then
8: estimatedSegments ← i
9: end if
10: end for
11: return estimatedSegments
5.4.6 Andere Fehlerfunktionen zur Abscha¨tzung der Anzahl der Seg-
mente
Die gleichen Kriterien, die bei der Minimierung des Energiefunktionals nach Mumford und
Shah (vgl. Abschnitt 2.4) die Anzahl der Unstetigkeitsstellen direkt oder indirekt bestim-
men, ko¨nnen auch bei Segmentierung mit Methoden der vektoriellen Mehrniveaupassung
angewendet werden.
Im Bereich der Mehrniveaupassung erscheinen bezu¨glich des Mengenmodells der pixelzu-
sammenha¨ngenden Mengen auch die folgenden Abscha¨tzungen u¨ber vom Benutzer defi-
nierte Schwellwerte sinnvoll:
• Abscha¨tzung u¨ber die Sprungho¨he im Bild
Eine Niveaureduktion erfolgt solange, bis der Abstand ‖g(p1)− g(p2)‖2 zweier be-
nachbarter Randpixel p1, p2 adjazenter Segmente einen vorher festgelegten Schwell-
wert u¨berschreitet.
• Abscha¨tzung u¨ber die Sprungho¨he in der Segmentierung
Eine Niveaureduktion erfolgt solange, bis der Abstand ‖gA(pA)− gB(pB)‖2 zweier
benachbarter Randpixel pA, pB adjazenter Segmente A,B einen vorher festgelegten
Schwellwert u¨berschreitet.
• Abscha¨tzung u¨ber die Steigungen in der Segmentierung
Eine Niveaureduktion erfolgt solange, bis das Integral der Steigungen der approxi-
mierenden Funktion auf einem Segment einen vorher festgelegten Schwellwert u¨ber-
schreitet.
Natu¨rlich ist auch eine Linearkombination aller in diesem Unterkapitel vorgestellten Feh-
lerfunktionen als neue Fehlerfunktion denkbar
Kapitel 6
Schlußbemerkungen und Ausblick
6.1 Einleitung
Abschließend sollen die Anwendungen der vektoriellen Mehrniveaupassung in der Bild-
segmentierung sowohl mit den Definitionen von Segmentierung als auch mit den ga¨ngigsten
Segmentierungsverfahren verglichen werden.
Im folgenden Unterkapitel werden noch einmal die wichtigsten Konzepte des Ansatzes der
Bildsegmentierung u¨ber eine vektorielle Mehrniveaupassung zusammengefaßt. Anschlie-
ßend wird gepru¨ft, ob diese Konzepte den verschiedenen Definitionen des Begriffes ”Seg-
mentierung“, die in Abschnitt 2.2 pra¨sentiert wurden, genu¨gen.
Das dritte Unterkapitel orientiert sich an der Praxis der Bildsegmentierung. Die vektorielle
Mehrniveaupassung wird mit den ga¨ngigen Segmentierungsverfahren verglichen. Es ist
offensichtlich, daß dabei der Vergleich zum Mumford-Shah-Modell und zum Ansatz von
Ka¨mpke und Kober im Vordergrund steht.
Der Ausblick im vierten Unterkapitel zeigt, daß, sowohl in praktischer als auch in theore-
tischer Hinsicht, die vektorielle Mehrniveaupassung nicht auf den Bereich der Bildsegmen-
tierung beschra¨nkt werden muß.
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6.2 Das Konzept der vektoriellen Mehrniveaupassung als
Segmentierungsverfahren
Die beiden vorangegangenen Kapitel 4 (”Algorithmen und Anwendungen der Mehrniveau-
passung im Bereich der Bildsegmentierung“) und 5 (”Niveaureduktion und Scha¨tzung der
Anzahl der Segmente“) zeigen insbesondere in ihren Beispielen die Rechtfertigung fu¨r
den Einsatz der vektoriellen Mehrniveaupassung zur Bildsegmentierung. Die folgenden
Abschnitte werden zeigen, daß dieser Ansatz der Segmentierung dem Vergleich mit den
notwendigen Bedingungen einer Segmentierung (Definition 2.2.1) oder den Forderungen,
die Haralick und Shapiro bzw. Mumford und Shah an eine Segmentierung stellen (vgl.
Abschnitt 2.2), standha¨lt. Insgesamt bietet die vektorielle Mehrniveaupassung einen sehr
allgemeinen Ansatz, den man – durch die Wahl eines geeigneten Systems erlaubter Men-
gen bzw. Funktionen – so spezialisieren kann, daß er der jeweiligen Definition des Begriffes
”Segmentierung“ aus Abschnitt 2.2 genu¨gt.
6.2.1 Zusammenfassung: Vektorielle Mehrniveaupassung – Anwendun-
gen in der Bildsegmentierung
Die vektorielle Mehrniveaupassung zur Bildsegmentierung ist ein Verfahren, das eine Seg-
mentierung eines Bildes durch die Minimierung des Abstands einer segmentweise stetigen
Funktion zum Bild bestimmt. Jede Segmentierung im Kontext der vektoriellen Mehrni-
veaupassung unterliegt dabei starken Nebenbedingungen, was sowohl das Aussehen der
Segmente als auch die Approximation auf den Segmenten angeht. So mu¨ssen die Segmente
aus einem System erlaubter Mengen sein und die approximierende Funktion auf jedem
Segment aus einer Klasse erlaubter Funktionen. Beide Mengen, die der erlaubten Mengen
und die der erlaubten Funktionen, sind vor dem Segmentierungsprozeß vom Benutzer je
nach Problemklasse wa¨hlbar. Selbst das Approximationsverhalten la¨ßt sich durch die Wahl
einer erlaubten Familie von Skalarprodukten steuern.
Der Anwender der vektoriellen Mehrniveaupassung kann also an drei Stellen den Segmen-
tierungsprozeß modellieren:
i. Das System der erlaubten Segmentierungen
Das System der erlaubten Segmentierungen gestattet es dem Anwender, problem-
spezifisch ein ada¨quates Aussehen der Segmente der optimalen Segmentierung fest-
zulegen. Der Abschnitt 3.3 stellt allerdings Forderungen an die Eigenschaften des
Systems der Segmentierungen, die z. B. das System der zusammenha¨ngenden Men-
gen im Zweidimensionalen nicht erfu¨llt.
ii. Die Klasse der erlaubten Funktionen
Die Klasse der erlaubten Funktionen ist nach Abschnitt 3.4 ein endlich dimensionaler
Vektorraum stetiger Funktionen, der sich ohne Dimensionsverlust auf jedes nichtleere
Segment beschra¨nken la¨ßt. Fu¨r jedes Segment kann das Approximationsproblem als
orthogonale Projektion auf den Raum der erlaubten Funktionen formuliert werden,
was der algorithmischen Umsetzung der vektoriellen Mehrniveaupassung sehr ent-
gegenkommt. Je nach Problem kann ein geeigneter Funktionenraum vom Anwender
gewa¨hlt werden.
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iii. Die Familie der erlaubten Skalarprodukte
Die Familie der erlaubten Skalarprodukte formuliert das Approximationsverhalten
der segmentweise definierten Funktion zum Bild (vgl. Definition 3.4.4). Der zu mi-
nimierende Abstand wird als Norm u¨ber die Familie der erlaubten Skalarprodukte
induziert. In den meisten Fa¨llen der Praxis ist die durch die Norm induzierte Metrik
die des L2(B(M),B(Rd)), so daß die Approximation des Bildes in gewohnter Art und
Weise statt findet. Es ist allerdings auch mo¨glich, u¨ber das Skalarprodukt Einfluß
auf das Approximationsverhalten zu nehmen. Man ko¨nnte z. B. bei mehrkanaligen
Bildern die einzelnen Kana¨le unterschiedlich gewichten.
Ein weiterer Parameter, der dem Anwender der vektoriellen Mehrniveaupassung in die
Hand gegeben wird, ist die Anzahl der Segmente einer Segmentierung. Eine Scha¨tzung
dieses Parameters kann allerdings auch algorithmisch erfolgen, wie das Kapitel 5 (”Ni-
veaureduktion und Scha¨tzung der Anzahl der Segmente“) zeigt. Der Anwender sollte sich
bei der Verwendung von Algorithmen des fu¨nften Kapitels allerdings immer bewußt sein,
daß es sich dabei lediglich um eine heuristische Scha¨tzung einer plausiblen Anzahl von
Segmenten handelt.
6.2.2 Vergleich mit den Bedingungen von Haralick und Shapiro
Segmentierungen u¨ber die vektorielle Mehrniveaupassung erfu¨llen die Bedingungen, die
Haralick und Shapiro fu¨r Segmentierungen beobachtet haben (vgl. (2.1), S. 14):
i.: Segmente einer Segmentierung sind uniform oder homogen bezu¨glich einer Charakteri-
stik wie zum Beispiel dem Grau- oder Farbwert oder der Textur.
ii.: Adjazente Segmente haben signifikant unterschiedliche Werte in der Charakteristik, in
der sie uniform sind.
Die beiden ersten Bedingungen von Haralick und Shapiro lassen sich u¨ber die Klasse
der erlaubten Funktionen beantworten. Erlaubt man nur konstante Funktionen, so sind
die beiden Bedingungen sicherlich trivial erfu¨llt. Aber auch fu¨r ho¨herdimensionale Ra¨u-
me erlaubter Funktionen verspricht die Definition der erlaubten Funktionen 3.4.2 (S. 84)
Uniformita¨t auf den Segmenten u¨ber die Bedingung der Stetigkeit. Die erlaubten Unstetig-
keitsstellen der approximierenden Funktion an den Segmentgrenzen fu¨hren in dem u¨ber-
wiegenden Teil der Anwendungen zu den geforderten signifikant unterschiedlichen Werten
in der Approximation auf adjazenten Segmenten.
iii.: Das Innere der Segmente ist einfach und hat, wenn u¨berhaupt, nur wenige kleine
”Lo¨cher“.
iv.: Die Ra¨nder von Segmenten sind ebenfalls einfach und nicht zerfranst.
Die dritte und vierte Charakterisierung einer Segmentierung kann die vektorielle Mehrni-
veaupassung u¨ber das System der erlaubten Segmentierungen erfu¨llen. Es ist offensichtlich,
daß nicht jedes System von Segmentierungen durch erlaubte Mengen nach Definition 3.3.1
diese beiden Punkte erfu¨llt. Das System der grauwertbenachbarten Mengen in Abschnitt
4.5, das zu einem Schwellwertverfahren fu¨hrt, erfu¨llt sie beispielsweise nicht. Aber u¨ber
die Definition der erlaubten Mengen nach Definition 3.2.10 kann man Systeme von Seg-
mentierungen definieren, die die Punkte iii. und iv. der Definition einer Segmentierung von
Haralick und Shapiro erfu¨llen.
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6.2.3 Vergleich mit den Forderungen von Mumford und Shah
Mit den obigen Ausfu¨hrungen zu den Punkten i. und ii. der Bedingungen, denen nach
Haralick und Shapiro der Begriff ”Segmentierung“ unterliegt, sollte klar sein, daß die vek-
torielle Mehrniveaupassung durchaus den Forderungen von Mumford und Shah an eine
Segmentierung (vgl. (2.2), S. 15) entspricht: Denn die vektorielle Mehrniveaupassung teilt
den Definitionsbereich eines Bildes in disjunkte Bereiche, auf denen sich das Bild nur stetig,
zwischen denen sich das Bild im allgemeinen jedoch unstetig a¨ndert. Da die Definition von
Mumford und Shah untrennbar mit der praktischen Umsetzung durch das Mumford-Shah-
Modell (vgl. Abschnitt 2.4) verbunden ist, sei fu¨r den Vergleich auch auf den Abschnitt
6.3.1 verwiesen.
6.2.4 Vergleich mit den notwendigen Bedingungen einer Segmentierung
Der eigene Ansatz dieser Arbeit, notwendige Bedingungen einer Segmentierung zu definie-
ren (vgl. Definition 2.2.1, S. 18), ist vor dem Hintergrund der vektoriellen Mehrniveaupas-
sung entstanden. Daher werden alle Forderungen dieser Definition durch die Anwendungen
der vektoriellen Mehrniveaupassung zur Bildsegmentierung erfu¨llt, wie man an den Punk-
ten i. bis iv. der Definition u¨berpru¨fen kann. Die vektorielle Mehrniveaupassung stellt
daru¨ber hinaus auch jene Flexibilita¨t bereit, die implizit in der Definition 2.2.1 gefordert
wird, insbesondere in den Punkten ii. (Bereitstellung von Funktionen zur Lo¨sung eines
segmentweisen Approximationsproblems), iii. (Bedingungen an das Aussehen der Segmen-
te sind formulierbar) und iv. (Die Anzahl der Segmente ist ein Pareto-Optimum einer
Mehrzieloptimierung).
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6.3 Vergleich zu anderen Segmentierungsverfahren
In diesem Abschnitt sollen die Segmentierungsalgorithmen u¨ber die vektorielle Mehrni-
veaupassung mit anderen Segmentierungsansa¨tzen verglichen werden. Dabei bieten sich
aufgrund der inhaltlichen Na¨he die Methoden der Variationsrechnung zur Bildsegmentie-
rung (vgl. Abschnitt 2.4) und der Funktionsquantisierungsansatz von Ka¨mpke und Kober
(vgl. Abschnitt 2.5) besonders an. Aber auch zur ”Split and Merge“-Technik la¨ßt sich ein
Bezug finden.
6.3.1 Die vektorielle Mehrniveaupassung im Vergleich mit den
Methoden der Variationsrechnung zur Bildsegmentierung
Die A¨hnlichkeit dieser beiden Ansa¨tze zur Segmentierung von Bildern ist offensichtlich:
Beide, sowohl die bildenergieminimierenden Verfahren u¨ber die Methoden der Variations-
rechnung als auch die vektorielle Mehrniveaupassung, bestimmen die optimale Segmen-
tierung eines Bildes u¨ber eine Approximation mit stu¨ckweise stetigen Funktionen, deren
stetige Bereiche die Segmente bilden. Betrachtet man das Energiefunktional E = D+S+P ,
so fa¨llt auf, daß das Funktional D, das den Abstand der stu¨ckweise stetigen Approximati-
on zum Bild ”bestraft“, auch die Grundlage der vektoriellen Mehrniveaupassung ist (vgl.
Abschnitt 3.1).
Die Funktionale S und P findet man bei der Formulierung der vektoriellen Mehrniveau-
passung nicht. Ihre Aufgaben u¨bernehmen die Klasse der erlaubten Funktionen und das
System der erlaubten Mengen.
6.3.1.1 Vergleich der Segmentgrenzen
Bei der vektoriellen Mehrniveaupassung ist die Gestalt der Segmente direkt u¨ber die Defi-
nition des System der erlaubten Mengen steuerbar. Im Gegensatz dazu kann der Anwender
des Mumford-Shah-Modells nur wenig Einfluß auf das Aussehen der Segmentgrenzen der
Segmentierung nehmen. Selbst die Theorie dieses Ansatzes bietet nur vage Informatio-
nen u¨ber die Gestalt dieser Grenzen. Die Sa¨tze 2.4.4 (S. 35) und 2.4.5 (S. 35) und die
Bemerkung 2.4.6 (S. 35) zeigen zwar, daß die Grenzlinien einer Energieminimierung des
Funktionals E = D + S + P mathematischen Glattheitsbedingungen genu¨gen, und der
Strafterm P erlaubt dem Anwender, eine zu lange Grenzlinie zu ”bestrafen“, aber Aussa-
gen u¨ber das optische Aussehen liefert dieser Ansatz nicht. Dies wa¨re sicherlich auch nicht
im Sinne der Idee der Energieminimierung, die eben auch das Aussehen der Segment-
grenzen als Energieminimierung im Strafterm P , d. h. als freies Spiel der vorgegebenen
”Kra¨fte“, modelliert.
Die vektorielle Mehrniveaupassung bietet kein A¨quivalent zu diesem Strafterm P , daher
muß zwangsla¨ufig ein System erlaubter Mengen eingefu¨hrt werden, um optisch ansehnliche
Ergebnisse zu erhalten.
Der Vorteil dieses Mengensystems ist es, daß das Ergebnis einer Mehrniveaupassung ge-
nau den Zielvorstellungen des Benutzers entsprechen muß. Dies kann allerdings auch ein
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Nachteil sein: Ein Mengensystem kann sich unter Umsta¨nden als zu streng gewa¨hlt heraus-
stellen. In diesem Fall bietet es keine Spielra¨ume mehr: Segmentiert man mit rechteckigen
Mengen, kann man keine rundlichen Segmente erwarten. Andererseits kann man auch ein
zu wenig restriktives Mengensystem wa¨hlen, in dem vielleicht zu starke Zerfransungen des
Randes der Segemte bei einigen Segmentierungen auftreten (vgl. etwa Abbildung 4.43,
S. 217).
6.3.1.2 Vergleich der Approximation auf den Segmenten
Eine große Gemeinsamkeit der Segmentierung mit vektorieller Mehrniveaupassung und
der Segmentierung mit Methoden der Variationsrechnung ist die Approximation des Bil-
des durch stetige Funktionen auf den Segmenten. Um dieser Approximation einen sinn-
vollen Rahmen zu geben, d. h. um das Approximationsproblem so zu formulieren, daß die
Lo¨sung des Problems auch in den Rahmen des Begriffes ”Segmentierung“ fa¨llt, gehen beide
Segmentierungsverfahren jedoch unterschiedlich vor.
Wa¨hrend die vektorielle Mehrniveaupassung den Raum der Funktionen, mit denen appro-
ximiert wird, einschra¨nkt, lassen die Ansa¨tze der Variationsrechnung diesen Raum weit-
gehend unspezifiziert und ”bestrafen“ große Funktionsa¨nderungen der approximierenden
Funktion durch das Funktional S des Energiefunktionals E = D + S + P (vgl. Abschnitt
2.4.1, Gleichung (2.8), S. 32). Dieser Ansatz erlaubt es der approximierenden Funktion,
dem Verlauf des Bildes zu folgen, wenigstens so weit es das Funktional S ermo¨glicht. Es
wird nicht der Abstand zum Bild minimiert, sondern eben ein Energiefunktional, in dem
der Abstand zum Bild nur ein Teil einer Zielfunktion ist. Bei der Diskretisierung dieses An-
satzes durch die Methode der finiten Elemente nach Blake und Zisserman (vgl. Abschnitt
2.4.2.1) fu¨hrt dies jedoch dazu, daß es einen durch die Parametrisierung der Strafterme
S und P determinierten Schwellwert fu¨r eine Sprungstelle des Bildes gibt, bei dem die
Methoden der Variationsrechnung eine Unstetigkeitsstelle haben mu¨ssen (vgl. Gleichung
(2.12), S. 37).
Die vektorielle Mehrniveaupassung geht einen anderen Weg um das Approximationspro-
blem auf den Segmenten segmentierungsgerecht einzuschra¨nken: Bei diesem Verfahren darf
nur ein endlich dimensionaler Vektorraum von Funktionen zur Approximation herangezo-
gen werden.Im Gegensatz zur Energieminimierung nach Mumford und Shah wird nur der
Abstand zum Bild minimiert. Bei einer Approximation durch Funktionen eines endlichen
Vektoraums ist die Sprunghaftigkeit der approximierenden Funktion, auf Pixeln durch die
Einschra¨nkung auf den Vektorraum stark begrenzt. Denn Pixel haben eine positive Fla¨che
und daher ist nach Definition 3.4.2 das Approximationsproblem auf einem Pixel eindeutig
lo¨sbar. Dadurch ist die Sprunghaftigkeit der approximierenden Funktion nicht mehr ver-
a¨nderbar. Das Sprungverhalten ha¨ngt also direkt von der Klasse der erlaubten Funktionen
ab. Wa¨hlt man etwa einen Polynomraum mit niedrigem Grad, so ist die Sprungho¨he, die
eine approximierende Funktion zwischen zwei Pixeln u¨berwinden kann, in der Regel sehr
gering. Auf der anderen Seite kann es auch sein, daß – etwa bei periodischen Texturen –
Spru¨nge zwischen Pixeln gewollt sind. Hier bietet die vektorielle Mehrniveaupassung bei
richtiger Auswahl der Klasse der erlaubten Funktionen einen gro¨ßeren Spielraum als das
Mumford-Shah-Modell (vgl. auch Abschnitt 6.3.1.5).
Da das Approximationsproblem auf dem ganzen Segment eindeutig lo¨sbar ist, kann die
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Lo¨sung nicht so flexibel auf lokale Bildvera¨nderungen reagieren, wie beim Ansatz nach
Mumford und Shah. Allerdings mu¨ssen lokale Ausreißer der Bildfunktion, die einen ge-
wissen Schwellwert u¨berschreiten, nicht zwangsla¨ufig zu einer Segmentgrenze fu¨hren. Die
Abbildung 6.1 (S. 258) verdeutlicht diesen Unterschied im Approximationsverhalten.
Die Bewertung des Verhaltens gegenu¨ber lokalen Ausreißern der Bildfunktion muß
problemabha¨ngig sein: Ist der Benutzer nicht gewillt, einen lokalen Wertsprung einer
gewissen Ho¨he als Rauschen abzutun, so ist das Verhalten der Energieminimierung zur
Bildsegmentierung vorzuziehen.1 Will man andererseits einzelne Pixel, die inmitten eines
gleichfo¨rmigen Segments plo¨tzlich einen herausragenden Wert haben, nicht u¨berbewerten,
so bietet sich die vektorielle Mehrniveaupassung an.
Ein nicht zu unterscha¨tzender Vorteil der Einschra¨nkung auf einen endlich dimensionalen
Vektorraum ist auch die einfachere algorithmische Umsetzung der Approximation: Hat
man eine Orthonormalbasis des Vektorraums, so ist die optimal approximierende Funktion
aus dem Vektorraum eine orthogonale Projektion (vgl. Bemerkung 3.5.4, S. 94). Dies ist
bei diskreten Pixelbildern eine leicht zu berechnende Operation (vgl. Abschnitt 4.1). Der
algorithmische Aufwand ist daher ungleich geringer als bei der Energieminimierung, bei der
man schnell zu nichtlinearen Optimierungsproblemen kommt, die wesentlich aufwendiger
zu lo¨sen sind (vgl. Abschnitte 2.4.2.1, 2.4.3.1 und 2.4.3.2).
6.3.1.3 Vergleich der Anzahl der Segmente
Ein weiterer wesentlicher Unterschied zwischen dem Ansatz von Mumford und Shah und
dem der vektoriellen Mehrniveaupassung ist der Umgang mit der Anzahl der durch die
Segmentierung zu erwartenden Segmente. Wa¨hrend die Anzahl der Segmente bei der Ener-
gieminimierung des Mumford-Shah-Funktionals nur indirekt u¨ber die Parameter α und β
der Strafterme S und P gesteuert werden kann, ist sie bei der vektoriellen Mehrniveaupas-
sung ein freier Parameter, der entweder vom Benutzer oder von einem Scha¨tzalgorithmus
(vgl. Kapitel 5) vorgegeben wird.
Der Ansatz der Variationsrechnung schafft immer dann ein neues Segment, wenn das
Energiefunktional es fordert, d. h. wenn das Bild einen Sprung macht, der zu einer hohen
”Strafe“ durch den Term S fu¨hrt. Der Vorteil dieses Vorgehens liegt auf der Hand: Ist
das bildgebende Verfahren in seinen Sensoreigenschaften gut bekannt, und sind daher die
Parameter α und β fest vorgegeben, so kann der Variationsansatz mit Bildern, die eine un-
bekannter Anzahl von Objekten enthalten, umgehen. Auf der anderen Seite kann in einem
solchen Fall fu¨r die vektorielle Mehrniveaupassung jederzeit der Algorithmus 19 (Epsilon)
des Abschnitts 5.4.5 zur Scha¨tzung der Anzahl der Segmente herangezogen werden. Liegt
jedoch, wie meist in der Praxis, eine solch tiefgehende Kenntnis u¨ber das bildgebende Ver-
fahren nicht vor, so muß ein Anwender der energieminimierenden Verfahren die Parameter
α und β solange variieren, bis er ein ihm vernu¨nftig erscheinendes Segmentierungsergeb-
nis erha¨lt, obwohl unter Umsta¨nden die Anzahl der zu segmentierenden Objekte in der
Problemstellung klar definiert ist.
Ein weiterer Unterschied bei der Bestimmung der Anzahl der Segmente findet man in der
Bewertung der Form der Segmente. Wa¨hrend bei den Segmentierungsalgorithmen u¨ber
1Abschnitt 5.4.6 zeigt jedoch, daß man ein solches Verhalten auch innerhalb der vektoriellen Mehrni-
veaupassung modellieren kann.
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Eindimensionales Originalbild: Man beachte den hohen Funktionswert
ungefa¨hr in der Mitte des 2. ”Plateaus“.
4-Niveaupassung mit konstanten Funktionen bezu¨glich des Mengensy-
stems der zusammenha¨ngenden Mengen.
Variationsansatz: Es ist nicht mo¨glich, die Parameter α und β so zu
wa¨hlen, daß sich genau die vier Segmente der 4-Niveaupassung ergeben.
Abbildung 6.1: Vergleichendes Beispiel der Approximationseigenschaften
der vektoriellen Mehrniveaupassung und des Energieminimierungsansat-
zes nach Mumford und Shah.
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die Energieminimierung immer die La¨nge des Randes der Segmente als Parameter in die
Ermittlung der Anzahl der Segmente miteinfließt, ist dies bei den Scha¨tzverfahren der vek-
toriellen Mehrniveaupassung in Kapitel 5 nicht der Fall. Viemehr wird bei diesen Scha¨tz-
algorithmen immer ein Approximationsfehler, der unter Umsta¨nden u¨ber die Gro¨ße der
Segmente gemittelt ist (vgl. Abschnitt 5.4.2), als Parameter der Scha¨tzung herangezogen.
Bei keinem der Verfahren spielt die Form der Segmente eine Rolle, wie dies bei einer
Bewertung der Randla¨nge implizit der Fall ist.
6.3.1.4 Vergleich der Sprungho¨hen zwischen den Segmenten
In der Bewertung der Sprungho¨hen zwischen den Segmenten liegt ein weiterer fundamen-
taler Unterschied zwischen der Bildsegmentierung u¨ber die vektorielle Mehrniveaupassung
und der u¨ber die Energieminimierung des Mumford-Shah-Funktionals. Die Parametrisie-
rung der “Strafen“ fu¨r Unstetigkeitsstellen und Steigungen u¨ber die Parameter α und β
liefert – wie bereits erwa¨hnt – einen festen Schwellwert fu¨r die Sprungho¨hen des Bildes an
den Segmentgrenzen. U¨ber den Umweg der Niveaureduktion und der Abscha¨tzung der An-
zahl der Segmente bietet die vektorielle Mehrniveaupassung indirekt auch die Mo¨glichkeit,
die Sprungho¨hen zwischen den Segmenten zu kontrollieren, wie Abschnitt 5.4.6 zeigt.
6.3.1.5 Segmentierung von Texturen
Die Segmentierung von Texturen mit Hilfe von energieminimierenden Verfahren, gema¨ß
dem Mumford-Shah-Modell, kann nur indirekt erfolgen. Der Term S des Energiefunktio-
nals ”bestraft“ Schwankungen der approximierenden Funktion. Deshalb erzeugen Textu-
ren mit regelma¨ßigen Schwankungen im Grau- oder Farbwertverlauf einen großen Wert
im Energiefunktional. Es ist dies schließlich auch im Sinne der Definition des Begriffes
”Segmentierung“ von Mumford und Shah (vgl. Abschnitt 2.2.1), in der gefordert wird, daß
sich das Bild innerhalb eines Segments nur schwach a¨ndert. Also eignet sich das Mumford-
Shah-Modell nicht zur direkten Segmentierung von solchen Texturen. Stattdessen wird
anstelle des normalen Bildes ein Featurebild, d. h. ein Metabild mit aus dem Originalbild
extrahierten Features, segmentiert. Die aus dem Originalbild gewonnenen Featurevektoren
sollten dabei derart sein, daß sie sich innerhalb eines Segments nur wenig und zwischen
den Segmenten stark unterscheiden. Ein solches Vorgehen findet man z. B. in [KLM94].
Die vektorielle Mehrniveaupassung kennt, wie in Abschnitt 6.3.1.2 bereits erwa¨hnt, kei-
nen Strafterm fu¨r Steigungen der Approximation, da lediglich der Abstand der appro-
ximierenden Funktion zum Bild gemessen wird. Daher muß, bei entsprechender Wahl
der Klasse der erlaubten Funktionen, ein regelma¨ßig schwankender Grau- oder Farb-
wertverlauf nicht zu einem hohen Approximationsfehler auf der Texturfla¨che und da-
mit unter Umsta¨nden zur Bildung mehrerer Niveaus auf dieser Fla¨che fu¨hren. Als Klas-
se der erlaubten Funktionen ko¨nnte man zur Segmentierung von Texturen mit peri-
odischem Grauwertverlauf einen Funktionenvektorraum periodischer Funktionen wa¨hlen.
E := (1, cos, sin, . . . , cos 2pin, sin 2pin) fu¨r ein n ∈ N wa¨re beispielsweise ein solcher Vektor-
raum.
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6.3.2 Die vektorielle Mehrniveaupassung im Vergleich zu den
Quantisierungsansa¨tzen zur Bildsegmentierung
Bereits in der Bewertung der Ansa¨tze von Ka¨mpke und Kober zur Bildsegmentierung
u¨ber Funktionsquantisierung (Abschnitt 2.5.4) wurde darauf hingewiesen, daß man die
vektorielle Mehrniveaupassung als Erweiterung dieses Ansatzes sehen kann. U¨bernommen
wurde die stu¨ckweise Approximation des Bildes. Bei der Quantisierung von Funktionen mit
eindimensionalem Definitionsbereich war implizit das System von Segmentierungen durch
Intervalle gegeben. Dieses wurde fu¨r die vektorielle Mehrniveaupassung im Abschnitt 3.3
benannt und abstrahiert. Dadurch war es mo¨glich, viele Ergebnisse von Ka¨mpke und Kober
auch fu¨r Funktionen mit ho¨herdimensionalem Definitionsbereich zu formulieren.
Wa¨hrend bei der Funktionsquantisierung nach Ka¨mpke und Kober die Funktion (oder das
Bild) auf den Segmenten nur durch konstante Funktionen approximiert wird, erweitert die
vektorielle Mehrniveaupassung den Raum der approximierenden Funktionen auf endlich
dimensionale Vektorra¨ume von Funktionen, die gewissen Bedingungen unterworfen sind
(vgl. Definition 3.4.2, S. 84). Trotzdem behalten wichtige Ergebnisse des Unterkapitels 2.5
auch in dem erweiterten Kontext der vektoriellen Mehrniveaupassung ihre Gu¨ltigkeit. Der
wichtigste Satz in diesem Zusammenhang ist, daß die Partition (oder Segmentierung) die
approximierende Funktion eindeutig bestimmt. Im Fall der Funktionsquantisierung ist dies
der Satz 2.5.6 (S. 51), der im Satz 3.5.21 (S. 102) seine Entsprechung im Kontext der vek-
toriellen Mehrniveaupassung findet. Auch das sogenannte ”Massenerhaltungslemma“ 2.5.5
(S. 50) hat ein Pendant in Satz 3.7.20 (S. 130). Dies gilt allerdings nicht fu¨r einige fu¨r die
Algorithmik der Funktionsquantisierung wichtige Sa¨tze. Das Lemma u¨ber die notwendige
Bedingung der Partition 2.5.9 (S. 52) ließe sich sicherlich in einer sehr abstrakten Version
auf die Mehrniveaupassung u¨bertragen, ha¨tte aber algorithmisch wohl keine Bedeutung.
Das Lemma 2.5.21 (S. 56), u¨ber das sich lokal optimale Partitionen als Fixpunkte der ge-
gebenen Funktion berechnen lassen, gilt nur fu¨r monotone Funktionen und ist daher fu¨r
die vektorielle Mehrniveaupassung im allgemeinen uninteressant.
6.3.3 Einordnung der vektoriellen Mehrniveaupassung als
Segmentierungsverfahren
Auch abseits des Mumford-Shah-Modells und der Funktionsquantisierung gibt es verwand-
schaftliche Beziehungen von anderen Segmentierungsverfahren zur vektoriellen Mehrni-
veaupassung. Schon der Abschnitt 4.5 zeigt, daß es durchaus mo¨glich ist, mit dem Instru-
mentarium der Mehrniveaupassung ein Schwellwertverfahren zu formulieren. Man ko¨nnte
den Algorithmus 14 (k-NiveaupassungZ) in Abschnitt 4.6 auch als Regionwachstumsver-
fahren sehen. Allerdings wachsen die Regionen in diesem Algorithmus nicht nur, sondern
sie schrumpfen unter Umsta¨nden auch.
Der Algorithmus zur Niveaureduktion, Algorithmus 16 (Iterative Niveauverschmel-
zung) aus Unterkapitel 5.3, ist auch Grundlage eines klassischen ”Split and Merge“-
Verfahrens, das in den praktischen Anwendungen der vektoriellen Mehrniveaupassung eine
große Rolle spielt:
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i. ”Split“
Der Algorithmus 13 (Initiales Farbschwellwertverfahren) bietet ein schnelles
Verfahren, ein gegebenes Farbbild in pixelzusammenha¨ngende Mengen, die Pixel
a¨hnlichen Farbwertes zusammenfassen, zu zerlegen.
ii. ”Merge“
Der Algorithmus 16 (Iterative Niveauverschmelzung) vereinigt iterativ jeweils
die beiden adjazenten pixelzusammenha¨ngenden Segmente, deren Vereinigung den
geringsten Fehler in der Zielfunktion der k-Niveaupassung bedeutet.
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6.4 Ausblick
Natu¨rlich kann in dieser Arbeit nur einer kleiner Ausschnitt der Mo¨glichkeiten und Proble-
me der vektoriellen Mehrniveaupassung pra¨sentiert werden. Sowohl bei den praktischen
Anwendungen der Resultate des Kapitels 3 (”Theoretische Grundlagen der vektoriellen
Mehrniveaupassung“) als auch bei der Theorie der Mehrniveaupassung sind noch Lu¨cken
zu schließen.
6.4.1 Praktischer Ausblick
Um den Umfang dieser Arbeit zu begrenzen, wurde sie auf die Anwendungen der vektoriel-
len Mehrniveaupassung in der Bildsegmentierung beschra¨nkt. Dabei wurden in den prak-
tischen Beispielen auch nur Basen zur polynomialen Approximation des gegebenen Bildes
betrachtet. Interessant wa¨re sicherlich in diesem Zusammenhang ebenfalls die Segmentie-
rung von Texturen mit periodischen Funktionen oder Wavelets. Aber auch Anwendungen,
die auf den ersten Blick wenig mit Segmentierung zu tun haben, sind mit den in Kapitel
3 bereitgestellten Grundlagen mo¨glich.
6.4.1.1 Erweiterung auf Subpixelgenauigkeit
Analog zum Abschnitt 4.2 gibt es zwei Mo¨glichkeiten, den pixelbasierten Ansatz der prak-
tischen Anwendungen der Mehrniveaupassung aus Kapitel 4 zu einem subpixelgenauen
Ansatz zu erweitern. Eine einfache Mo¨glichkeit dies zu tun, ist es, die Gro¨ße der Pixel
zu verkleinern. Statt das Pixelgitter als disjunkte Zerlegung des Bildes durch quadrati-
sche Regionen mit der Fla¨che 1 zu definieren, kann man die Fla¨che der Pixel auch auf l2
festlegen. Die Seitenla¨nge der Pixel als quadratische Region ist dann l. Diesen Wert kann
man als Parameter einer subpixelgenauen Segmentierung nutzen, indem man ihn sukzessiv
verkleinert.
Dieser Weg, den pixelbasierten Ansatz zu erweitern, geht allerdings von einem Bild aus,
das nur auf einem Pixelgitter mit Pixelseitenla¨nge 1 definiert ist. Fu¨r einen Ansatz mit
parametrisierten Mengenmodellen, der auch den Bildaufnahmeprozeß mit in die Modellie-
rung aufnimmt, sei auf [Lau03] verwiesen.
6.4.1.2 Die Mehrniveaupassung zur Kantendetektion
Kantendetektions- und Segmentierungsverfahren sind naturgema¨ß eng miteinander ver-
bunden. Auf der einen Seite ko¨nnen Kanten im Bild dazu genutzt werden, Segmente zu
bestimmen, auf der anderen Seite kann man aber auch Segmentgrenzen als Kanten im Bild
ansehen. Gerade die energieminimierenden Verfahren sind auch als Kantendetektoren an-
wendbar (vgl. Abschnitte 2.4.2.1, 2.12 und 2.4.4.4). In [MS95] werden einige klassische
Kantendetektionsverfahren, wie z. B. der Ansatz von Hildreth und Marr (vgl. [Mar82]), in
einem Variationsmodell beschrieben.
Auch die Segmentgrenzen einer Segmentierung u¨ber eine vektorielle Mehrniveaupassung
lassen sich als Grundlage einer Kantendetektion nutzen, wie Beispiel 6.4.1 zeigt.
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Beispiel 6.4.1
Im EU-Projekt INTELLIWOOD soll die Maserung von Ho¨lzern untersucht werden. Bei
eingescannten Bildern war der U¨bergang von der dunkleren Maserung zum helleren Hin-
tergrund fließend u¨ber einer Breite von bis zu acht Pixeln. Daher hatten klassische Kan-
tenoperatoren, wie z. B. der Sobeloperator (vgl. [Sob70]), Schwierigkeiten die Kanten zu
finden, da sie meist auf kleinen Bildausschnitten (in der Regel 3 × 3 oder 5 × 5 Pixel)
arbeiten. An dieser Stelle erwies sich eine vorherige Segmentierung u¨ber die vektorielle
Mehrniveaupassung bezu¨glich des Mengenmodells der pixelzusammenha¨ngenden Mengen
(vgl. Abschnitt 4.6) als vorteilhaft. Abbildung 6.2 zeigt ein Beispiel dieser Anwendung.
Abbildung 6.2: Mit Hilfe des Algorithmus 6 (k-Niveaupassung) be-
rechnete Kanten einer Holzoberfla¨che. Auf der linken Seite ist das Ein-
gabebild zu sehen, auf der rechten Seite die ermittelten Kanten.
6.4.1.3 Vordergrundniveaus und Hintergrundniveau
In vielen Segmentierungen werden Objekte vom Hintergrund getrennt. In diesem Fall ist
es oft nicht sinnvoll zu verlangen, daß die Menge der Pixel, die dem Hintergrund zugeord-
net wird, auch den Einschra¨nkungen des Mengensystems unterworfen ist (vgl. Abbildung
6.3). Gerade im Kontext der Segmentierungen durch pixelzusammenha¨ngende Mengen er-
scheint es oft hinderlich, auch Pixelzusammenhang vom Hintergrundsegment zu fordern.
Daher bietet es sich an, die U¨berpru¨fung des Zusammenhangs im Algorithmus 14 (k-
NiveaupassungZ) fu¨r das Segment, das den Hintergrund repra¨sentiert, auszusetzen. An
dieser Stelle ist allerdings Vorsicht geboten: Wurde ein Segment einmal als Hintergrund
festgelegt, so muß es wa¨hrend der gesamten Laufzeit des Algorithmus Hintergrundsegment
bleiben. Daher ist im Vorfeld genau zu pru¨fen, welche Pixel dem Hintergrund zuzuordnen
sind und welche nicht.
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Abbildung 6.3: Deutlich ist im linkem Bild zu sehen, daß der weiße Hin-
tergrund nicht pixelzusammenha¨ngend ist. Das rechte Bild zeigt eine
2-Niveaupassung, bei der die Zusammenhangsbedingung fu¨r den Hinter-
grund ausgesetzt wurde.
6.4.1.4 Mehrniveaupassung von Transformationen
In vielen Bereichen der digitalen Bildverarbeitung ist es no¨tig, Transformationen von Pi-
xeln zu behandeln. Fu¨r ein optisches Fahrassistenzsystem kann es z. B. sinnvoll sein,
(zusammenha¨ngende) Bereiche in Bildern einer Sequenz zu gruppieren, die sich in diesel-
be Richtung bewegen, um etwa den Hintergrund von anderen sich ebenfalls bewegenden
Verkehrsteilnehmern zu unterscheiden. Statt eines Bildes g : P(M)→ R ko¨nnte man dazu
ein Bild von Transformationsvektoren, die fu¨r bestimmte Gebiete berechnet wurden, be-
trachten. Fu¨r Transformationsvektoren, die sich durch Vektoren des R2 kodieren lassen,
ko¨nnte man etwa Bilder der Form t : P(M)→ R2 untersuchen.
Eine a¨hnliche Situation liegt beim Entzerren von optisch verzerrten Bildern vor.
Die Arbeit von Georg Pisinger ([Pis02]) wird sich unter anderem mit Problemen dieser
Art auseinandersetzen.
Beispiel 6.4.2 (Entzerrung)
Abbildung 6.4 (links) zeigt das Bild eines Punktmusters, das auf ein regelma¨ßiges Punkt-
gitter transformiert werden soll. Abbildung 6.4 (Mitte) zeigt die Transformationsvektoren
der einzelnen im Bild gefundenen schwarzen Punkte.
Berechnet wird nun zuna¨chst ein Zwischenbild h. Dafu¨r wird zuna¨chst die Voronoi-
Zerlegung bezu¨glich der schwarzen Bildpunkte ermittelt. Dann wird im Zwischenbild h
jedem Pixel eines Voronoi-Gebietes der Transformationsvektor des schwarzen Bildpunktes
innerhalb des Gebietes zugeordnet. Beginnend mit der Voronoi-Zerlegung als Startsegmen-
tierung werden nun mit dem Algorithmus 16 (Iterative Niveauverschmelzung) solange
adjazente Gebiete miteinander verschmolzen, bis die gewu¨nschte Anzahl an Transforma-
tionsgebieten erreicht ist. Als Raum der erlaubten Funktionen wurde in diesem Fall der
Raum der quadratischen Polynome genommen. In der Beispielabbildung wurde die ge-
wu¨nschte Anzahl u¨ber den Algorithmus 18 (Anzahlscha¨tzer) berechnet. In Abbildung
6.4 (rechts) sind die ermittelten Ergebnissegmente farblich unterschiedlich markiert. Die
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Abbildung 6.4: Beispiel einer Entzerrung mit vektorieller Mehrniveau-
passung: Links ist das Ausgangsmuster zu sehen. In der Mitte sieht man
die Transformationen auf das vorgegebene Punktegitter (gelb). Rechts
ist das Ergebnis des in Beispiel 6.4.2 beschriebenen Verfahrens zu sehen.
dazugeho¨rigen Abbildungen bilden alle schwarzen Bildpunkte auf die dazugeho¨rigen gelben
Rasterpunkte mit einer Genauigkeit im Pixelbereich ab.
In einer industriellen Anwendung hat diese Art der Entzerrung von Mustern ansprechen-
de Ergebnisse geliefert. Es ist dabei allerdings zu bedenken, daß die U¨berga¨nge an den
Segmentgrenzen unstetig sind. Eine Voraussetzung, die bei den meisten Bildverzerrungen,
auch in diesem Beispiel, nicht gegeben ist.
6.4.1.5 Verwendung anderer Orthonormalbasen von Polynomra¨umen
Ein großer Bereich der Numerik bescha¨ftigt sich mit der Approximation u¨ber orthogonale
Polynombasen. Gerade unter dem Gesichtspunkt der numerischen Stabilita¨t, die einige
der in dieser Arbeit vorgestellten Anwendungen der Mehrniveaupassung vermissen lassen
(vgl. etwa Abbildung 5.13, S. 246), bietet sich eine genauere Untersuchung des Approxi-
mationsverhaltens an.
Die Beispiele 3.4.12 iv) und 3.5.11 iv) zeigen die Verwandtschaft der vektoriellen Mehr-
niveaupassung zur Passung u¨ber orthogonale Polynombasen. Viele Konzepte der Appro-
ximation u¨ber orthogonale Polynombasen, gerade im algorithmischen und numerischen
Bereich, ko¨nnen auch fu¨r die Approximation der vektoriellen Mehrniveaupassung auf den
einzelnen Segmenten verwendet werden. Ansa¨tze wie die 3-Term-Rekursion oder Update-
Verfahren in gleitenden Zeitfenstern (vgl. [Fuc99]) lassen sich sicher leicht innerhalb der
Theorie der vektoriellen Mehrniveaupassung umsetzen. Auch Orthonormalbasen zu an-
deren Skalarprodukten als dem Standardskalarprodukt des L2(B(M),B(R)) stehen nicht
unbedingt im Widerspruch zur Definition 3.4.4 der Familie der erlaubten Skalarprodukte.
Auch im Bereich der Approximation u¨ber orthogonalen Polynome gibt es Ansa¨tze fu¨r
Update-Algorithmen, die die Zunahme bzw. Abnahme der zu approximierenden Daten
beru¨cksichtigen (vgl. z. B. [EGK91]). Diese Ansa¨tze ko¨nnte man, zumindest fu¨r Bilder mit
eindimensionalem Definitionsbereich, in die Anwendungen der vektoriellen Mehrniveau-
passung einbringen, um numerische Instabilita¨ten zu reduzieren.
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6.4.2 Theoretischer Ausblick
Eine Mo¨glichkeit, den theoretischen Ansatz im Rahmen der Bildsegmentierung zu erwei-
tern, besteht darin, wie beim Mumford-Shah-Modell zusa¨tzlich die La¨nge der Segment-
grenzen der Segmentierungen zu minimieren. Das heißt, bei einem zweidimensionalen De-
finitionsbereich wa¨re die Funktion
Sk(A)→ R : A 7→
∥∥∥∥∥f −∑
A∈A
fA
∥∥∥∥∥
2
M
+
∑
A∈A
H1(∂A) (6.1)
zu minimieren, wobei ∂A den Rand der Menge A bezeichne. Dabei sollten die Ra¨nder der
Mengen des Mengensystem A Hausdorff-Dimension 1 haben. Die Bemerkungen 3.5.1 und
3.5.7 zeigen, daß die Minimierung der Funktion (6.1) zur Maximierung der Funktion
Sk(A)→ R : A 7→
∑
A∈A
‖γf (A)‖22 −
∑
A∈A
H1(∂A)
a¨quivalent ist. Grundsa¨tzlich sollte sich bei dieser neuen Problemstellung in Kapitel 3
nicht viel a¨ndern. Lediglich das Unterkapitel 3.7.2 mu¨ßte sicher noch einmal grundlegend
u¨berarbeitet werden. Die Algorithmen des Unterkapitels 4.6 (”Das Mengemodell der pixel-
zusammenha¨ngenden Mengen“) bleiben grundsa¨tzlich auch fu¨r dieses modifizierte Problem
gu¨ltig. Lediglich der Wert crit(·) der Kandidatenpixel mu¨ßte neu definiert werden.
Die Einschra¨nkung auf Anwendungen der vektoriellen Mehrniveaupassung auf Bildsegmen-
tierungen bestimmt auch die Zielrichtung des Kapitels 3, das die theoretischen Grundlagen
der Mehrniveaupassung legt. Insbesondere die Forderungen der Definition der erlaubten
Skalarprodukte 3.4.4 (S. 85) sind eindeutig auf diese Anwendung hin ausgelegt. Die Arbeit
von Verena Lauren ([Lau03]) zeigt hier einen viel allgemeineren Ansatz. Man sollte dabei
allerdings bedenken, daß sowohl die Existenzaussage als auch die Algorithmik wesentlich
von dieser Definition abha¨ngen. Beides gestaltet sich fu¨r einen allgemeineren Ansatz un-
gleich schwieriger.
Eine weitere Herausforderung im Bereich der Mehrniveaupassung bedeutet die Erweite-
rung auf Bewegtbilder. Ist (fi)ni=1 eine Sequenz von Bildern, so ko¨nnte eine Aufgabe darin
bestehen, eine Segmentierung {A1, . . . , Ak} ∈ Sk(A) und eine Folge von Transformations-
vektoren (T (i))ni=1 zu bestimmen, die den Abstand
n∑
i=1
‖fi −
k∑
j=1
gj1T (i)j (Aj)
‖2M
minimiert.
Außerdem ko¨nnte man stetige Anschlu¨sse an Segmentgrenzen fordern, was zu einer Spli-
nepassung mit freien Breakpoints fu¨hrt.
In vielen Applikationen der Informatik tauchen Probleme auf, bei denen zwei oder mehr
”Parteien“ verhandeln mu¨ssen, um insgesamt ein Optimum zu erhalten. Dabei ko¨nnte es
sich z. B. um mehrere Prozessoren handeln, die Prozesse unter sich aufteilen. Fu¨r alle diese
Probleme muß der Ansatz, der in Kapitel 3 (”Theoretischen Grundlagen der Mehrniveau-
passung“) beschrieben wird, auf einer noch abstrakteren Stufe nachvollzogen werden.
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6.5 Abschließende Bemerkung
Die in dieser Arbeit vorgestellten Ergebnisse machen deutlich, daß es sich bei dem An-
satz der Bildsegmentierung mit den Methoden der vektoriellen Mehrniveaupassung um
einen wertvollen Ansatz handelt, der sich mit bereits etablierten Ansa¨tzen wie dem der
Energieminimierung des Mumford-Shah-Modells messen kann. Sicher besitzt die Theorie
der vektoriellen Mehrniveaupassung nicht die mathematische Tiefe der Energieminimie-
rung, die ja letztlich auf u¨ber 200 Jahre Variationsrechnung zuru¨ckgreifen kann, aber das
entscheidende Kriterium zur Bewertung sollte die Praxistauglichkeit sein: Wird das Ver-
fahren den gegebenen Problemen gerecht? Was nu¨tzt eine Modellierung, wenn die daraus
entstehende Theorie an der Anwendung vorbeigeht?
Die Modellierung des Segmentierungsprozesses als Energieminimierung im Sinne von
Mumford und Shah wird dem Problem sicher gerecht. Beim U¨bergang von der Theorie
zur Algorithmik hat dieser Ansatz allerdings Probleme durch die sehr allgemein formulier-
te Modellierung und muß daher Einbußen in der Reichhaltigkeit in Kauf nehmen. Letztlich
befinden sich streng genommen die Algorithmen, die innerhalb der Energieminimierung
pra¨sentiert werden, außerhalb der eigenen Theorie.
Bei der vektoriellen Mehrniveaupassung ist dies nicht der Fall. Die Einschra¨nkungen wer-
den hier auf der Theorieseite vollzogen: Es wird nur ein eingeschra¨nktes, erlaubtes System
von Segmentierungen betrachtet. Dieses ist so konzipiert, daß sich Segmentierungen auf
Pixelebene als Untermenge von Segmentierungen mit kontinuierlichem Definitionsbereich
modellieren lassen. Die Theorie der vektoriellen Mehrniveaupassung ist daher na¨her an der
Anwendung und der algorithmischen Umsetzung. Dennoch ist diese Theorie so reichhaltig,
daß Segmentierungsalgorithmen von Schwellwertverfahren bis hin zur ”Split and Merge“-
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Ûε2(A), 126
V , 84
V |A, 84
Varianzanalyse, 20
Variationsrechnung, 31
YIQ-Farbmodell, 10
YUV-Farbmodell, 10
Zielfunktion einer k-Niveaupassung, 103
Zusammenhangskomponente, 72
Literaturverzeichnis
[AB94] Adams, R.; Bischof, L.: Seeded Region Growing ; IEEE Transactions on Pat-
tern Analysis and Machine Intelligence; Bd. 16 (6), S. 641–647, 1994
[AHU83] Aho, A. V.; Hopcroft, J. E.; Ullman, J. D.: Data Structures and Algo-
rithms; Addison-Wesley, 1983
[Bar88] Barnsley, M. F.: Fractals Everywhere; Academic Press, Boston, 1988
[Bau92] Bauer, H.: Maß- und Integrationstheorie; 2. Aufl.; DeGruyter, 1992
[BCG96] Ballester, C.; Caselles, V.; Gonzales, M.: Affine Invariant Segmentati-
on by Variational Method ; SIAM Journal on Applied Mathematics; Bd. 56 (1),
S. 294–325, 1996
[BF70] Brice, C. R.; Fennema, C. L.: Scene Analysis Using Regions; Artificial
Intelligence; Bd. 1, S. 205–226, 1970
[BR99] Balthasar, D.; Rehrmann, V.: Robustes histogrammbasiertes Farbmat-
ching ; in: FarbBV’ 99, 5. Workshop Farbbildverarbeitung ; S. 51–58; Technische
Universita¨t Illmenau, 1999
[Bra86] Braess, D.: Nonlinear Approximation Theory ; Springer, 1986
[BS91] Bronstein, I. N.; Semendjajew, K. A.: Taschenbuch der Mathematik ; 25.
Aufl.; Teubner, Stuttgart,Leipzig, 1991
[BZ87] Blake, A.; Zisserman, A.: Visual Reconstruction; MIT Press, Cambridge
MA, 1987
[CK72] Chow, C. K.; Kaneko, T.: Automatic Boundary Detection of the Left Vent-
ricle from Cineangiograms; Computers and Biomedical Research; Bd. 5, S. 388–
410, 1972
[CM97] Comaniciu, D.; Meer, P.: Robust Analysis of Feature Spaces: Color Image
Segmentation; in: IEEE Conference on Computer Vision and Pattern Recogni-
tion; S. 750–755; San Juan, Puerto Rico, June 1997
[Die85] Dieudonne, J. A.: Grundzu¨ge der modernen Analysis; Bd. 1; 3. Aufl.; Vieweg,
Braunschweig, 1985
LITERATURVERZEICHNIS 274
[Don91] Donner, K.: Hierarchical Approximation for Pattern Recognition; in: Appli-
cations of Artifical Intelligence; S. 213–226; Prague, 1991
[Edg98] Edgar, G. A.: Integral, Probability, and Fractal Measures; Springer, New
York, 1998
[EGK91] Elhay, S.; Golub, G.; Kautsky, J.: Udpating and Downdating of Ortho-
gonal Polynomials with Data Fitting Applications; SIAM Journal on Matrix
Analysis and Applications; Bd. 12, S. 327–353, 1991
[FBS90] Falk, D. S.; Brill, D. R.; Stork, D. G.: Ein Blick ins Licht: ein Einblick
in die Natur des Lichts und des Sehens; Birkha¨user, Springer, Basel, Berlin,
1990
[Fis86] Fischer, G.: Lineare Algebra; 9. Aufl.; Vieweg, Braunschweig, 1986
[Flo81] Floret, K.: Maß- und Integrationstheorie; Teubner, Stuttgart, 1981
[Fuc99] Fuchs, E.: Schnelle Quadratmittelapproximation in gleitenden Zeitfenstern
mit diskreten orthogonalen Polynomen; Dissertation; Universita¨t Passau, 1999
[GG84] Geman, S.; Geman, D.: Stochastic relaxation, Gibbs distributions, and the
Bayesian Restoration of Images; IEEE Transactions on Pattern Analysis and
Machine Intelligence; Bd. 6, S. 721–724, 1984
[GG92] Gersho, A.; Gray, R. M.: Vector Quantization and Signal Compression;
Kluwer, Boston, 1992
[Gim99] Gimel’farb, G. L.: Image Textures and Gibbs Markov Random fields; Nr. 16
in Computational Imaging and Vision; Kluwer, 1999
[GW92] Gonzales, R. C.; Woods, R. E.: Digital Image Processing ; Addison-Wesley,
1992
[Haa00] Haas, J.: Echtzeit-Korrespondenzprobleme in Bildsequenzen und Subpixelge-
nauigkeit ; Dissertation; Universita¨t Passau, 2000
[Haf98] Hafner, W.: Segmentierung von Video-Bildfolgen durch Adaptive Farbklassi-
fikation; Dissertation; Technische Universita¨t Mu¨nchen, 1998
[Han00] Hanning, T.:Nonparametric Segmentation of Grayvalue Images by n-level-set-
fitting ; in: World Multiconference on Systemics, Cybernetics and Informatics
2000 ; Bd. V; S. 90–95; Orlando, July 2000
[HFKL01] Hanning, T.; Farr, H.; Kellner, M.; Lauren, V.: Segmentation of vec-
tor images by n-level-set-fitting ; in: IEEE International Conference of Image
Processing 2001 ; Bd. II; S. 793 – 796; Thessaloniki, October 2001
[HP76] Horowitz, S. L.; Pavlidis, T.: Picture Segmentation by a Tree Traversal
Algorithm; Journal of the ACM; Bd. 23, S. 368–388, 1976
[HS92] Haralick, R. M.; Shapiro, L. G.: Computer and Robot Vision; Bd. 1;
Addison-Wesley, 1992
LITERATURVERZEICHNIS 275
[Jai89] Jain, A. K.: Fundamentals of Digital Image Processing ; Prentice-Hall, 1989
[Ka¨m00] Ka¨mpke, T.: Optimal and Near Optimal Quantization of Integrable Functions;
Computers and Mathematics with Applications; Bd. 40, 2000
[Ka¨m01] Ka¨mpke, T.: Efficient Quantization Algorithms for Discrete Functions; ein-
gereicht, 2001
[KK98] Ka¨mpke, T.; Kober, R.: Nonparametric Optimal Binarization; in: Procee-
dings of the 14th International Conference on Pattern Recognition ICPR; Bris-
bane, 1998
[KK99] Ka¨mpke, T.; Kober, R.: Discrete Signal Quantization; Pattern Recognition;
Bd. 32 (4), S. 619–634, April 1999
[KLM94] Koepfler, G.; Lopez, C.; Morel, J.: A Multiscale Algorithm for Image
Segmentation by Variational Method ; SIAM Journal on Numerical Analysis;
Bd. 31 (1), S. 294–325, 1994
[Kol94] Koller, W.: Segmentierung und Diagnose von Gefa¨ßen mit Atlasunterstu¨t-
zung ; Dissertation; Universita¨t Passau, 1994
[Kus92] Kusterer, S.: Querschnittspassung von Blutgefa¨ßen in MR-Angiographien;
Diplomarbeit; Universita¨t Passau, 1992
[KWT87] Kass, M.; Witkin, A.; Terzopoulos, D.: Snakes: Active Contour Models;
in: 1st International. Computer Vision Conference.; S. 259–264, 1987
[Lau03] Lauren, V.: Semilineare Approximation in der Bildrekonstruktion; Disserta-
tion; Universita¨t Passau, voraussichtlich 2003
[LCP90] Lee, S. U.; Chung, S. Y.; Park, R. H.: A Comparative Performance Stu-
dy of Several Global Thresholding Techniques; Computer Vision Graphics and
Image Processing; Bd. 52, S. 171–190, 1990
[Lec89] Leclerc, Y.: Constructing Stable Descriptions for Image Partitioning ; Inter-
national Journal of Computer Vision; Bd. 3, S. 73–102, 1989
[LN85] Levine, M. D.; Nazif, A.: Dynamic Generated Image Segmentations; IEEE
Transactions on Pattern Analysis and Machine Intelligence; Bd. 7, S. 155–164,
1985
[Mar82] Marr, D.: Vision; Freeman, 1982
[Mat96] Matas, J.: Colour Based Object Recognition; Dissertation; University of Sur-
rey, 1996
[MIN+00] Maeda, J.; Ishikawa, C.; Novianto, S.; Tadehara, N.; Suzuki, Y.:
Rough and Accurate Segmentation of Natural Color Images Using Fuzzy
Region-Growing Algorithm; in: 15th International Conterence on Pattern Re-
cognition; Bd. 3; S. 642–645; Barcelona, 2000
LITERATURVERZEICHNIS 276
[MJ97] Mehnert, A.; Jackway, P.: An Improved Region Growing Algorithm; Pat-
tern Recognition Letters; Bd. 18, S. 1065–1071, 1997
[MMS92] Maso, G. D.; Morel, J. M.; S.Solimini: A Variational Method in
Image Segmentation: Existence and Approximation Results; Acta Mathema-
tica; Bd. 168, S. 89–151, 1992
[MS85] Mumford, D.; Shah, J.: Boundary Detection by Minimizing Functionals; in:
Proceedings of the IEEE Conference on Computer vision and pattern recogni-
tion; S. 22–26; San Francisco, 1985
[MS89] Mumford, D.; Shah, J.: Optimal Approximation by Piecewise Smooth Func-
tions and Associated Variational Problems; Communications Pure and Applied
Mathematics; Bd. 42, S. 577–684, 1989
[MS94] Mumford, D.; Shah, J.: Pattern Theory: a Unifying Perspective; in: First
European Congress of Mathematics; S. 187–224; Springer, San Francisco, 1994
[MS95] Morel, J.-M.; Solimini, S.: Variational Methods for Image Segmentation;
Birkha¨user, Boston, 1995
[NM90] Nitzberg, M.; Mumford, D.: The 2.1-D Sketch; in: 3. International Confe-
rence on Computer Vision; S. 138–144, 1990
[OKS80] Ohta, Y.; Kandade, T.; Sakai, T.: Color Information for Region Segmen-
tation; Computer Graphics Image Processing; Bd. 13, S. 222–241, 1980
[OPR79] Ohlander, R.; Price, K.; Reddy, D. R.: Picture Segmentation Using a
Recursive Region Splitting Method ; Computer Graphics and Image Processing;
Bd. 8 (4), S. 313–333, 1979
[Ots79] Otsu, N.: A Threshold Selection Method from Gray-Level Histograms; IEEE
Transactions of Systems Man and Cybernatics; Bd. 9, S. 62–66, 1979
[PB99] Palus, H.; Bereska, D.: Region-based Colour Image Segmentation; in:
FarbBV’ 99, 5. Workshop Farbbildverarbeitung ; S. 67–71; Technische Universi-
ta¨t Illmenau, 1999
[Pis02] Pisinger, G.: Lokale Stu¨tzstrukturen zur Transformationspassung von Bildern;
Dissertation; Universita¨t Passau, voraussichtlich 2002
[PP93] Pal, N. R.; Pal, S. K.: A Review on Image Segmentation Techniques; Pattern
Recognition; Bd. 26 (9), S. 1277–1294, 1993
[PSA00] Papamarkos, N.; Strouthopoulus, C.; Andreadis, I.: Multithresholding
of Color and Gray-Level Images Through a Neural Network Technique; Image
and Vision Computing; Bd. 18, S. 213–222, 2000
[Ric90] Richardson, T.: Scale Independent Piecewise Smooth Segmentation of Images
via Variational Methods; Dissertation; MIT, 1990; MA 02139
[RK82] Rosenfeld, A.; Kak, A.: Digital Picture Processing Vol. 2 ; 2. Aufl.; Acade-
mic Press, 1982
LITERATURVERZEICHNIS 277
[Ros70] Rosenfeld, A.: Connectivity in Digital Pictures; Journal of the ACM; Bd. 17,
S. 146–160, 1970
[SB91] Swain, M. J.; Ballard, D. H.: Color Indexing ; International Journal of
Computer Vision; Bd. 7 (1), S. 11–32, 1991
[Sob70] Sobel, I. E.: Camera Models and Machine Perception; Dissertation; Stanford
University; Stanford, CA, 1970; Electrical Engineering Department
[Soi98] Soille, P.: Morphologische Bildverarbeitung: Grundlagen, Methoden, Anwen-
dungen; Springer, 1998
[Spe93] Spellucci, P.: Numerische Verfahren der nichtlinearen Optimierung ; Birk-
ha¨user, 1993
[SSWC88] Sahoo, P. K.; Soltani, S.; Wong, A.; Chen, Y.: A Survey of Thresholding
Technologies; Computer Vision Graphics and Image Processing; Bd. 41, S. 233–
260, 1988
[TJ95] Trier, O. D.; Jain, A. K.: Goal-directed Evaluation of Binarization Me-
thods; IEEE Transactions of Pattern Analysis and Machine Intelligence; Bd. 17,
S. 1191–1201, 1995
[Vos93] Voss, K.: Discrete Images, Objects, and Functions in Zn; Algorithms and
Combinatorics; Springer, Berlin, 1993
[Wei98] Weickert, J.: Anisotropic Diffusion in Image Processing ; Teubner, Stuttgart,
1998
[Wer95] Werner, D.: Funktionalanalysis; Springer, Berlin, 1995
[Wol00] Wolf, M.: Posturerkennung starrer und nichtstarrer Objekte; Dissertation;
Universita¨t Erlangen-Nu¨rnberg, 2000
[WS82] Wyszecki, G.; Stiles, W. S.: Color Science: Concepts and Methods, Quan-
titative Data and Formulae; 2. Aufl.; Wiley, New York, 1982
[WZX92] Wang, T.; Zhuang, X.; Xing, X.: Robust Segmentation of Noisy Images
Using a Neural Network Model ; Image and Vision Computing; Bd. 10, S. 233–
240, 1992
[YMB77] Yansoff, W. A.; Mui, K. K.; Bacus, J. W.: Error Measures for Scene
Segmentation; Pattern Recognition; Bd. 9, S. 217–231, 1977
[Yos78] Yosida, K.: Functional Analysis; 5. Aufl.; Springer, Berlin, 1978
[Zha96] Zhang, Y. J.: A Survey on Evaluation Methods for Image Segmentation; Pat-
tern Recognition; Bd. 29 (8), S. 1335–1346, August 1996
[Zit99] Zitzler, E.: Evolutionary Algorithms for Multiobjective Optimization: Me-
thods and Applications; Dissertation; ETH Zu¨rich, 1999; TIK-Schriftenreihe
Nr. 30
