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Abstract. In this paper, we study the propagation dynamics for a class of integrod-
ifference competition models in a periodic habitat. An interesting feature of such a
system is that multiple spreading speeds can be observed, which biologically means
different species may have different spreading speeds. We show that the model sys-
tem admits a single spreading speed, and it coincides with the minimal wave speed
of the spatially periodic traveling waves. A set of sufficient conditions for linear
determinacy of the spreading speed is also given.
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1 Introduction
Competition exists widely in the multispecies interaction. One of the crucial con-
cepts on describing the competitive dynamics is called the competition exclusion
principle, also referred to as Gause’s Law [14], which states that if two species at-
tempting to occupy the limited resources cannot coexist, then one species will drive
out the other. Competition exclusion provides useful insights on ecological bal-
ance, for instance, beneficial invasion can be introduced in pest control. Among
those theoretical models, a spatially-independent difference system is the following
Leslie/Gower competition model:
pn+1 =
r1pn
1 + r1−1
C1
(pn + a1qn)
, (1.1)
qn+1 =
r2qn
1 + r2−1
C2
(qn + a2pn)
,
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where pn and qn are the population densities of two competing species at time
n. The competition between two species is governed by Beverton-Holt dynamics.
ri (ri > 1), Ci and ai are growth rates, carrying capacity of i-th species (i = 1, 2), and
interspecific competition coefficients, respectively. The global dynamics of system
(1.1) was discussed by Cushing et al. (see [1, Lemma 2]), and the competition
exclusion occurs if interspecific competition is too large [1].
In nature, real species are usually spatially extended, and hence, the effects of
dispersal processes are of high interest in spatial ecology. In well-known diffusion
models, growth is usually assumed to occur at the same time with dispersal. How-
ever, in many situations such as annual and perennial species plants, migrating bird
species, growth and dispersal are in distinct stages. Thus, integrodifference equa-
tions, which are continuous in space and discrete in time, become more realistic and
popular. Kot and Schaffer [16] first applied integrodifference euqations to popula-
tion modeling. Since then, the study of integrodifference equations in ecology gained
a lot of attention, see, e.g., [3, 4, 7, 18, 23, 26, 27, 31]. Mathematical investigations
includes the study of traveling waves [11, 13, 15, 35] and analytical approximation
schemes [6]. Recently, Zhou and Kot [40] considered an integrodifference euqation
with shifting species ranges subject to climate changes, and Zhou and Fagan [39]
investigated a single-species integrodifference model with time-varying size.
Apart from population dispersal, how species interact with space is another im-
portant topic in spatial ecology, since most lanscapes are heterogeneous. Travelling
waves and spreading speeds are commonly used to explore the propagation dy-
namics. Shigesada et al. [30] first studied the spreading speeds for single-species
continuous-time model in a periodic patchy habitat. Later, Kawasaki and Shigesada
[12] extended the work to discrete-time models. A general theory of travelling waves
and spreading speeds in a periodic habitat was developed by Weinberger [33], Liang
and Zhao [22], and Fang and Zhao [5]. Recently, Yu and Zhao [36] studied the prop-
agation phenomena of a two species reaction-advection-diffusion competition model
in a periodic habitat by appealing to the abstract results in [5, 22].
Naturally, system (1.1) can be extended to the following spatial model:
pn+1(x) =
∫
R
r1(y)pn(y)
1 + b1(y)(pn(y) + a1(y)qn(y))
k1(x, y)dy, (1.2)
qn+1(x) =
∫
R
r2(y)qn(y)
1 + b2(y)(qn(y) + a2(y)pn(y))
k2(x, y)dy, x ∈ R,
where
bi(x) =
ri(x)− 1
Ci(x)
, (i = 1, 2),
pn(x) and qn(x) are the population densities of two competing species at time n
and location x. ki(x, y) is the probability density function for the destination x of
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individuals from y of i-th species (i = 1, 2). As mentioned in [40], both population
persistence and invasion dynamics are worthy to be considered. For system (1.2)
with distance-dependent kernel, i.e., ri(x), Ci(x), ai(x) (i = 1, 2) are constant and
ki(x, y) = ki(x − y), the propagation phenomena has been investigated by Lewis,
Li and Weinberger [19] in the monostable case, and by Zhang and Zhao [37] in the
bistable case. Samia and Lutscher [28] also studied the competitive coexistence for
system (1.2) in a patchy habitat in two specific cases: competitive-ability-varying
one and carrying-capacity-varying one.
Motivated by these works, we are interested in the invasion dynamics of system
(1.2) in the case of competition exclusion. In order to consider a periodic habitat,
the coefficients r(x), C(x), a(x) and k(x, y) are assumed to be periodic functions of
space. Therefore, we need the following assumptions for r, C, a and k(x, y):
(K1) The habitat is L-periodic with some positive number L such that r(x) >
1, C(x) > 0, a(x) > 0, and
r(x+ L) = r(x), C(x+ L) = C(x), a(x+ L) = a(x), ∀x ∈ R.
(K2) The dispersal kenrnel k(x, y) has the following properties:
(i) k(x+ L, y + L) = k(x, y), ∀x, y ∈ R.
(ii) For each x, k(x, y) satiesfies k(x, y) > 0 and
∫ +∞
−∞
k(x, y)dy < ∞, and
for each y, ∫ +∞
−∞
k(x, y)dx = 1.
(iii) k(x, y) is lower semicontinuous in the sense that for each (x0, y0) and
each ε > 0 there is a positive number δ(x0, y0, ε) such that k(x, y) >
k(x0, y0)− ε whenever |x− x0|+ |y − y0| 6 δ(x0, y0, ε).
(iv) There are an integer ξ and a positive integer η with the following prop-
erties: For every a with |α| 6 L/2, and for every β with |β − ξL| 6 L,
there is a η+1-tuple of numbers x0, x1, · · ·, xη such that x0 = α, xη = β,
and k(xj , xj−1) > 0 for j = 1, 2, · · ·, η.
(v) k(x, y) is uniformly L1-continuous in x in the sense that
lim
h→0
∫ +∞
−∞
|k(x+ h, y)− k(x, y)|dy = 0, uniformly in x ∈ R.
(vi) There exists µ∗ > 0 such that for fixed µ ∈ [0, µ∗), ki(x, y) satisfies∫ +∞
−∞
k(x, y)e−µ(y−x)dy <∞,
where µ∗ > 0 is the abscissa of convergence and it may be infinity.
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We remark that (K2(v)) is used to guarantee the equicontinuity of the integral
operatorQ, which is generated by system (1.2) [35, [Hypotheses 2.1(iv)], then further
to prove the compactness of Q and its Fre´chet derivative DQ(0) [3, Lemma 2.1].
(K2(i)-(iv)) are needed in the proof of the strong positivity of DQ(0). We write
ri(x), Ci(x), ai(x) and ki(x, y) to denote the relvant parametes of i-th species (i =
1, 2).
The purpose of this paper is to study the spatially periodic travelling waves and
spreading speeds for system (1.2). We first prove the existence of periodic steady
states (p∗(x), 0) and (0, q∗(x)), and globally attractivity of (p∗(x), 0) for system
(1.2) with periodic initial values under appropriate assumptions. Note that the
steady state (0, 0) is between (p∗(x), 0) and (0, q∗(x)) with respect to the competitive
ordering, which implies the possibility of multiple spreading speeds. Such a situation
was also pointed out in [20]. By appealing to the theory developed in [5] which allows
the existence of boundary fixed points between two ordered unstable and stable
fixed points, we are able to prove the existence of the rightward spatially periodic
travelling waves connecting (p∗(x), 0) to (0, q∗(x)), and show that the system has a
single spreading speed under some appropriate conditions. We also obtain a set of
sufficient conditions for the rightward spreading speed to be linearly determinate.
The rest of this paper is organized as follows. The existence of two semi-trivial
periodic steady states and the global attractivity of one semi-trivial periodic steady
state are investigated in Section 2. In Section 3, we present the results on spatially
periodic travelling waves and the existence of single spreading speed. We otain the
linear determancy for the spreading speed in Section 4. In Section 5, we apply the
obtained results to a patchy senario in which the carry capacity is spatially varying,
and we also provide a simple example to verify the linear determancy condition.
Some numerical simulations are presented to illustrate the analytic results.
2 The periodic initial value problem
In this section, we study the global dynamics of the spatially periodic integrodiffer-
ence competition system with the periodic initial values.
Let Y be the set of all continuous and L-period functions from R to R, and
Y+ = {ψ ∈ Y : ψ(x) ≥ 0, ∀x ∈ R}. Equip Y with the maximum norm ‖φ‖Y ,
that is, ‖φ‖Y = maxx∈R |φ(x)|. Then (Y, Y+) is a strongly ordered Banach lattice.
Assume that L-periodic functions r ∈ C(R) satisfying r(x) > 1, ∀x ∈ R. We can
define
Lˇφ(x) =
∫
R
r(y)φ(y)k(x, y)dy, x ∈ R.
By the arguments similar to those in [35], it is easy to verify (Lˇ)η is strongly positive,
4
where η is the positive integer in (K2(iv)). By [21, Lemma 3.1], we know that the
spectral radius ρ(Lˇ) is a single eigenvalue of Lˇ, with an associated strongly positive
L-periodic eigenfunction φ(x). It follows that the scalar periodic eigenvalue problem
λφ(x) =
∫
R
r(y)φ(y)k(x, y)dy, x ∈ R,
φ(x+ L) = φ(x), x ∈ R (2.1)
admits a principal eigenvalue λ(k, r) = ρ(Lˇ) associated with a strongly positive L-
periodic eigenfunction φ(x). As a consequence of [38, Theorem 2.3.4], we have the
following result.
Proposition 2.1. Assume that L-periodic functions b(x), r(x), k(x, y) satisfied
(K1) and (K2). Let pn(x, φ) be the unique solution of the following equation:
pn+1(x) =
∫
R
r(y)pn(y)
1 + b(y)pn(y)
k(x, y)dy x ∈ R,
p0(x) = φ(x) ∈ Y+, x ∈ R. (2.2)
Then the following statements are valid:
(i) If λ(k, r) 6 1, then pn(x) = 0 is globally asymptotically stable with respect to
initial values in Y+;
(ii) If λ(k, r) > 1, then (2.2) admits a unique positive L-periodic steady state p∗(x),
and it is globally asymptotically stable with respect to initial values in Y+\{0}.
Let P = PC(R,R2) be the set of all continuous and L-periodic functions from R
to R2, and P+ = {ψ ∈ P : ψ(x) ≥ 0, ∀x ∈ R}. Then P+ is a closed cone of P and
induces a partial ordering on P. Moreover, we introduce a norm ‖φ‖P by
‖φ‖P = max
x∈R
|φ(x)|.
It then follows that (P, ‖φ‖P) is a Banach lattice. For any ϕ ∈ P+, system (1.2) has
a unique nonnegative solution (pn(·, ϕ), qn(·, ϕ)) ∈ P+.
In view of Proposition 2.1, there exists two positive L-periodic functions p∗(x)
and q∗(x) such that E1 := (p∗(x), 0), E2 := (0, q∗(x)) are semi-trivial steady states
of system (1.2) provided that λ(ki, ri) > 1 (i = 1, 2). Since we mainly concern about
the case of the competition exclusion, we impose the following conditions on system
(1.2):
(H1) λ(ki, ri) > 1 (i = 1, 2).
(H2) λ
(
k1,
r1
1 + b1a1q∗
)
> 1.
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(H3) System (1.2) has no steady state in Int(P+).
Note that (H1) guarantees the existence of two semi-trivial steady states of sys-
tem (1.2). (H2) implies that (0, q∗(x)) is unstable. Under the assumption (H1)–
(H3), there are three steady states in P+: E0 = (0, 0), E1 := (p
∗(x), 0), and
E2 := (0, q
∗(x)). Next, we use the theory developed in [10] for abstract compet-
itive systems (see also [9]) to prove the global attractivity of E1.
Theorem 2.1. Assume that (K1)–(K2), and (H1)–(H3) hold. Then E1 = (p
∗(x), 0)
is globally asymptotically stable for initial values φ = (φ1, φ2) in P+ with φ1 6≡ 0.
Proof. Let Pn(x, φ) = (pn(x, φ), qn(x, φ)) be the solution of system (1.2) with p0(x) =
φ(x). Since (H2) holds, we can fix ε0 ∈
(
0, 1 −
1
λ(k1,
r1
1+b1a1q∗
)
)
. By the uniform
continuity of
F (x, P ) :=
r1
1 + b1(p+ a1q)
on the set R× [0, 1]× [0, m], where M = max
x∈R
q∗(x) + 1, it follows that there exists
δ0 ∈ (0, 1) such that
|F (x, P (1))−F (x, P (2))| < ε0·A, ∀P
(1) = (p(1), q(1)), P (2) = (p(2), q(2)) ∈ [0, 1]×[0, m],
provided that |p(1)−p(2)| < δ0 and |q
(1)−q(2)| < δ0, where A = min
x∈R
r1(x)
1 + b1(x)a1(x)q∗(x)
,
A > 0. Then we have the following claim.
Claim. For all φ ∈ P+ with φ1 6≡ 0, there holds
lim sup
n→∞
‖(pn(x, φ), qn(x, φ))− (0, q
∗(x))‖P ≥ δ0.
Suppose, by way of contradiction, that lim sup
n→∞
‖(pn(x, φ), qn(x, φ))−(0, q
∗(x))‖P <
δ0 for some φˆ ∈ P+ with φˆ1 6≡ 0. Then there exists n0 > 0 such that
‖pn(·, φˆ)‖Y < δ0, ‖qn(·, φˆ)− q
∗(·)‖Y < δ0, ∀n ≥ n0.
Consequently, we have
F (x, Pn(x, φˆ)) > F (x, (0, q
∗(x)))−ε0 ·A = (1−ε0)F (x, (0, q∗(x))), ∀n ≥ n0, x ∈ R.
Let ψ1(x) be a positive eigenfunction corresponding to the principal eigenvalue
λ
(
k1,
r1
1 + b1a1q∗
)
. Then ψ1(x) satisfies
λ
(
k1,
r1
1 + b1a1q∗
)
ψ1=
∫
R
r1(y)
1 + b1(y)a1(y)q∗(y)
ψ1(y)k1(x, y)dy, x ∈ R,
ψ1(x+ L) = ψ1(x), x ∈ R. (2.3)
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Since p0(·) = φˆ1 >6≡ 0, the comparison principle, as applied to the first equation
in system (1.2), implies that pn0(x, φˆ) > 0, ∀x ∈ R. Then there exists small η > 0
such that pn0(·) ≥ ηψ1 ≫ 0. Thus, pn(x, φˆ) satisfies
pn+1(x) ≥
∫
R
r1(y)(1− ε0)
1 + b1(y)a1(y)q∗(y)
pn(y)k1(x, y)dy, ∀n > n0, x ∈ R,
pn0(·) ≥ ηψ1. (2.4)
In view of (2.3), it easily follows that p¯n(·) = η[(1−ε0)λ(k1,
r1
1+b1a1q∗
)](n−n0)ψ1 satisfies
p¯n(x) =
∫
R
r1(y)(1− ε0)
1 + b1(y)a1(y)q∗(y)
p˜n(y)k1(x, y)dy, n > n0, x ∈ R,
p¯n0(·) = ηψ1. (2.5)
By (2.4) and (2.5), together with the standard comparison principle, it follows that
pn(·, φˆ) ≥ η
[
(1− ε0)λ
(
k1,
r1
1 + b1a1q∗
)](n−n0)
ψ1, ∀n ≥ n0.
Letting n→∞, we see that pn(·, φˆ) is unbounded, a contradiction.
By the above claim and (H3), we exclude possibility (a) and (c) in [10, Theorem
A]. Since E2 is repellent in some neighborhood of itself, it follows from [10, Theorem
A] that E1 is globally asymptotically attractive.
3 Spreading speeds and traveling waves
In this section, we study the spreading speeds and spatially periodic traveling waves
for system (1.2). By a change of variables un = pn, vn = q
∗(x) − qn, we transform
system (1.2) into the following cooperative system:
un+1(x) =
∫
R
r1(y)un(y)
1 + b1(y)(un(y) + a1(y)(q∗(y)− vn(y))
k1(x, y)dy, (3.1)
vn+1(x) =
∫
R
r2(y)
1 + b2(y)q∗(y)
·
b2(y)a2(y)q
∗(y)un(y) + vn(y)
1 + b2(y)(q∗(y) + a2(y)un(y)− vn(y))
k2(x, y)dy.
Then three steady states of (1.2) become
Eˆ0 = (0, q
∗(x)), Eˆ1 = (p∗(x), q∗(x)), Eˆ2 = (0, 0).
Let C be the set of all bounded and continuous functions from R to R2 and
C+ = {φ ∈ C : φ(x) > 0, ∀x ∈ R}. Assume that β is a strongly positive L-periodic
continuous function from R to R2. Set
Cβ = {u ∈ C : 0 6 u(x) 6 β(x), ∀x ∈ R}, C
per
β = {u ∈ Cβ : u(x) = u(x+ L), ∀x ∈ R}.
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Let X = C([0, L],R2) equipped with the maximum norm | · |X, X+ = C([0, L],R
2
+),
Xβ = {u ∈ X : 0 6 u(x) 6 β(x), ∀x ∈ [0, L]} and Xβ = {u ∈ Xβ : u(0) = u(L)}.
Let BC(R, X) be the set of all continuous and bounded functions from R to X .
Define
X = {v ∈ BC(R,X) : v(s)(L) = v(s + L)(0),∀s ∈ R},X+ = {v ∈ X : v(s) ∈ X+,∀s ∈ R},
and
Xβ = {v ∈ BC(R, Xβ) : v(s)(L) = v(s+ L)(0), ∀s ∈ R}.
We equip C with the compact open topology, that is, um → u in C means that the
sequence of um(s) converges to u(s) in R
m uniformly for s in any compact set. We
equip C with the norm ‖ · ‖C given by
‖u‖C =
∞∑
k=1
max|x|6k |u(x)|
2k
, ∀u ∈ C,
where | · | denotes the usual norm in Rm, and
‖u‖X =
∞∑
k=1
max|x|6k |u(x)|X
2k
, ∀u ∈ X .
Let β(·) = (p∗(·), q∗(·)), and Q be a map on Cβ with Q[0] = 0 and Q[β] = β. We
say that V (x− cn, x) is an L-periodic rightward traveling wave of Q if V (·+ a, ·) ∈
Cβ, ∀a ∈ R, Q
n[V (·, ·)](x) = V (x − cn, x), ∀n ≥ 0, and V (ξ, x) is an L-periodic
function in x for any fixed ξ ∈ R. Moreover, we say that V (ξ, x) connects β to
0 if limξ→−∞ |V (ξ, x) − β(x)| = 0 and limξ→+∞ |V (ξ, x)| = 0 uniformly for x ∈ R.
According to [36], we need the following assumptions:
(A1) Q is L-periodic, that is, Ta[Q[u]] = Q[Ta[u]], ∀u ∈ Cβ , a ∈ LZ.
(A2) Q : Cβ → Cβ is continuous with respect to the compact open topology.
(A3) Q : Cβ → Cβ is monotone (order preserving) in the sense that Q[u] ≥ Q[w]
whenever u ≥ w.
(A4) Q admits two L-periodic fixed points 0 and β in C+, and for any z ∈ C
per
β with
0≪ z 6 β, we have lim
n→∞
Qn[z](x) = β(x) uniformly for x ∈ R.
(A5) Q[Cβ ] is precompact in Cβ with respect to the compact open topology.
Define an operator Q = (Q1, Q2) on C by
Q1[u, v](x) =
∫
R
r1(y)u(y)
1 + b1(y)(u(y) + a1(y)(q∗(y)− v(y))
k1(x, y)dy,
Q2[u, v](x) =
∫
R
r2(y)
1 + b2(y)q∗(y)
·
b2(y)a2(y)q
∗(y)u(y) + v(y)
1 + b2(y)(q∗(y) + a2(y)u(y)− v(y))
k2(x, y)dy,
where U := (u, v) ∈ C.
8
Proposition 3.1. Assume that (K1)–(K2), and (H1)–(H3) hold. Then Q satisfies
the assumptions (A1)–(A5).
Proof. According to the assumptions (K1)-(K2), it then easily follows that Q is a
monotone semiflow on Cβ . Note that if Un(x, φ) = (un(x, φ), vn(x, φ)) is a solution of
(3.1) with (u0(·), v0(·)) = (φ1, φ2) := φ, then so is (un(x− a, φ), vn(x− a, φ)), ∀a ∈
LZ. This implies that (A1) holds. By Theorem 2.1, it follows that (A4) holds for
Q. It remains to prove (A2) and (A5).
We take Q1 as an example, since similar results hold for Q2. Define an operator
G1(U)(x) =
∫
R
(‖u‖+ ‖v‖) · k1(x, y)dy,
and
H1(U)(x) =
r1(x)u(x)
1 + b1(x)(u(x) + a1(x)(q∗(x)− v(x))
.
It can be verify that ‖G1‖ < +∞. For any ε > 0, there exist an δ1(ε) > 0 such that
if U1 = (u
(1), v(1)), U2 = (u
(2), v(2)) ∈ Cβ , with ‖U1(x)− U2(x)‖ < δ1, we have
‖Q1(U1)−Q1(U2)‖ = ‖
∫
R
(H1(U1)(y)−H1(U2)(y)) · k1(x, y)dy‖,
6 ‖
∫
R
[H1u(ξ)(u
(1) − u(2))(y) +H1v(ξ)(v
(1) − v(2))(y)] · k1(x, y)dy‖
6 max{‖H1u‖, ‖H1v‖} · ‖G1(U1 − U2)‖ < ε,
which implies that (A2) holds.
Regarding (A5), it is easy to check Q1 is uniformly bounded. For the above
ε > 0, there exist an δ2(ε) > 0 such that ∀x1, x2 ∈ R or any compact interval in R
with |x1 − x2| < δ2, since k1 is L1-contiuous, then we have
|Q1(U)(x1)−Q1(U)(x2))| 6 max{r1(x)}‖U‖
∣∣∣ ∫
R
(
k1(x1, y)− k1(x2, y)
)
dy
∣∣∣ < ε,
which implies that Q1 is equicontinous. By the Arzela`-Ascoli theorem, it follows
that Q1 is compact.
Now we introduce a family of operators {Qˆ} on Xβ:
Qˆ[v](s)(θ) := Q[vs](θ), ∀v ∈ Xβ, s ∈ R, θ ∈ [0, L], (3.2)
where vs ∈ C is defined by
vs(x) = v(s+ nx)(θx), ∀x = nx + θx ∈ R, nx = L
[x
L
]
, θx ∈ [0, L).
Let ω ∈ Xβ with 0 ≪ ω ≪ β. Choose φ ∈ Xβ such that the following properties
hold:
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(C1) φ(s) is nonincreasing in s;
(C2) φ(s) ≡ 0 for all s ≥ 0;
(C3) φ(−∞) = ω.
Let c be a given real number. According to [32], we define an operator Rc by
Rc[a](s) := max{φ(s), T−cQˆ[a](s)},
and a sequence of functions an(c; s) by the recursion:
a0(c; s) = φ(s), an+1(c; s) = Rc[an(c; ·)](s),
where T−c is a translation operator defined by T−c[u](x) = u(x + c). As an conse-
quence of arguments similar to those in [5, Lemmas 3.1–3.3], we have the following
observation.
Lemma 3.1. The following statements are valid:
(1) For each s ∈ R, an(c, s) converges to a(c; s) in X, where a(c; s) is nonincreas-
ing in both c and s, and a(c; ·) ∈ Xβ.
(2) a(c,−∞) = β, and a(c,+∞) exists in X and is a fixed point of P˜ .
According to [5, 34], we define two numbers
c∗+ = sup{c : a(c,+∞) = β}, c+ = sup{c : a(c,+∞) > 0}. (3.3)
Clearly, c∗+ ≤ c+ due to the monotonicity of a(c; ·) with respect to c. The following
two results come from [5].
Theorem A. [5, Theorem 3.8] Let Q be a continuous-time semifow on Cβ with
Q[0] = 0, Q[β] = β, and Qˆ be defined as in (3.2). Suppose that Q satisfies (A1)–
(A5). Let c∗+ and c+ be defined as in (3.3). Then the following statements are
valid:
(1) For any c ≥ c∗+, there is an L-periodic rightward traveling W (x − cn, x) con-
necting β to some equilibrium β1 ∈ C
per
β \{β} with W (ξ, x) be continuous and
nonincreasing in ξ ∈ R.
(2) If, in addition, 0 is an isolated equilibrium of Q in Cperβ , then for any c ≥ c+
either of the following holds true:
(i) there exists an L-periodic rightward traveling W (x− cn, x) connecting β
to 0 with W (ξ, x) be continuous and nonincreasing in ξ ∈ R
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(ii) Q has two ordered equilibria α1,α2 ∈ C
per
β \{0, β} such that there ex-
ist an L-periodic traveling wave W1(x − cn, x) connecting α1 and 0 and
an L-periodic traveling wave W2(x − cn, x) connecting β and α2 with
Wi(ξ, x), i = 1, 2 be continuous and nonincreasing in ξ ∈ R
(3) For any c < c∗+, there is no L-periodic traveling wave connecting β, and for
any c < c+, there is no L-periodic traveling wave connecting β to 0.
Theorem B. [5, Remark 3.7] Let Q be a continuous-time semifow on Cβ with
Q[0] = 0, Q[β] = β and Qˆ be correspondingly defined as in (3.2). Suppose that
Q satisfies (A1)–(A5). Let c∗+ and c+ be defined as in (3.3). Then the following
statements are valid:
(i) If φ ∈ Cβ, 0 ≤ φ ≤ ω ≪ β for some ω ∈ C
per
β , and φ(x) = 0, ∀x ≥ H, for some
H ∈ R, then limn→∞,x≥cnQ(φ) = 0 for any c > c+.
(ii) If φ ∈ Cβ and φ(x) ≥ σ, ∀x ≤ K, for some σ ≫ 0 and K ∈ R, then
limn→∞,x≤cn(Q(φ)(x)− β(x)) = 0 for any c < c∗+.
In order to show that c+ is the minimal wave speed for L-periodic traveling waves
of system (3.1) connecting β to 0, we need the following assumption:
(H4) c∗1+ + c
∗
2− > 0, where c
∗
1+ and c
∗
2− are the rightward and leftward spreading
speed for (3.4) and (3.6), respectively.
Theorem 3.1. Assume that (K1)–(K2), and (H1)–(H4) hold. Then for any c ≥ c+,
system (3.1) admits an L-periodic traveling wave (U(x−cn, x), V (x−cn, x)) connect-
ing β to 0, with wave profile components U(ξ, x) and V (ξ, x) being continuous and
non-increasing in ξ, and for any c < c+, there is no such traveling wave connecting
β to 0.
Proof. By Theorem A (2) and (3), it suffices to exclude the second case in Theorem
A (2). Suppose, by contradiction, the statement in Theorem A (2(ii)) is valid for
some c ≥ c+. Since system (3.1) has exactly three L-periodic nonnegative steady
states and Eˆ0 = (0, q
∗(x)) is the only intermediate equilibrium between Eˆ1 = β and
Eˆ2 = 0, we have α1 = α2 = Eˆ0. Hence, by restricting system (3.1) on the order
interval [Eˆ0, Eˆ1] and [Eˆ2, Eˆ0], respectively, we find that one scalar equation
un+1(x) =
∫
R
r1(y)
1 + b1(y)un(y)
un(y)k1(x, y)dy, (3.4)
admits an L-periodic traveling wave U(x− cn, x) connecting p∗(x) to 0 with U(ξ, x)
being continuous and nonincreasing in ξ, and the other scalar equation
vn+1(x) =
∫
R
r2(y)
1 + b2(y)q∗(y)
·
vn(y)
1 + b2(y)(q∗(y)− vn(y))
k2(x, y)dy, (3.5)
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also admits an L-periodic traveling wave V (x − cn, x) connecting q∗(x) to 0 with
V (ξ, x) being continuous and nonincreasing in ξ.
Let W (x − cn, x) = q∗(x) − V (x − cn, x). Then W (x − cn, x) is an L-periodic
traveling wave connecting 0 to q∗(x) of the following scalar equation with W (ξ, x)
being continuous and nondecreasing in ξ
wn+1(x) =
∫
R
r2(y)
1 + b2(y)wn(y)
wn(y)k2(x, y)dy. (3.6)
Note that W (x− cn, x) is an L-periodic leftward traveling wave connecting 0 to q∗
with wave speed −c, and that systems (3.4) and (3.6) admit rightward spreading
speed c∗1+ and leftward spreading speed c
∗
2−, respectively, which are also the right-
ward and the leftward minimal wave speeds (see, e.g., [22, Theorems 5.2 and 5.3]).
It then follows that c ≥ c∗1+ and −c ≥ c
∗
2−. This implies that c
∗
1+ + c
∗
2− 6 0, a
contradiction.
Let λ2(µ) be the principle eigenvalue of the elliptic eigenvalue problem:
λψ(x) =
∫
R
r2(y)
1 + b2(y)q∗(y)
e−µ(x−y)ψ(y)k2(x, y)dy,
ψ(x+ L) = ψ(x), x ∈ R. (3.7)
In order to prove that system (3.1) admits a single rightward spreading speed, we
impose the following assumption:
(H5) lim sup
µ→0+
lnλ2(µ)
µ
6 c∗1+, where c
∗
1+ is the rightward spreading speed of (3.4).
Theorem 3.2. Assume that (K1)–(K2), and (H1)–(H5) hold. Then the following
statements are valid for system (3.1):
(i) If φ ∈ Cβ, 0 6 φ 6 ω ≪ β for some ω ∈ C
per
β , and φ(x) = 0, ∀x ≥ H, for some
H ∈ R, then lim
n→∞,x≥cn
(un(x, φ), vn(x, φ)) = (0, 0) for any c > c+.
(ii) If φ ∈ Cβ and φ(x) ≥ σ, ∀x 6 K, for some σ ∈ R
2 with σ ≫ 0 and K ∈ R,
then lim
n→∞,x6cn
((un(x, φ), vn(x, φ))− β(x)) = 0 for any c < c+.
Proof. By Theorem B, it suffices to show c+ = c
∗
+. If this is not valid, then the
definition of c+ and c
∗
+ implies that c+ > c
∗
+. By Theorem A (1) and (3), it follows
that system (3.1) admits an L-periodic traveling wave (U(x−c∗+n, x), V (x−c
∗
+n, x))
connecting (p∗(x), q∗(x)) to (0, q∗(x)) with U(ξ, x) and V (ξ, x) being continuous and
nonincreasing in ξ. Therefore, V ≡ q∗(x), and U1(x − c∗+n, x) is an L-periodic
traveling wave connecting p∗(x) to 0. This implies that c∗+ ≥ c
∗
1+ where c
∗
1+ is the
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rightward spreading of (3.4). By [35, (2.7)], it follows that c∗1+ = infµ>0
lnλ1(µ)
µ
,
where λ1(µ) is the principal eigenvalue of the following eigenvalue problem:
λψ(x) =
∫
R
r1(y)e
−µ(y−x)ψ(y)k1(x, y)dy,
ψ(x+ L) = ψ(x), x ∈ R. (3.8)
For any given c1 ∈ (c
∗
+, c+), there exists µ1 > 0 such that c1 =
lnλ1(µ1)
µ1
. Let φ∗1(x) be
the L-periodic positive eigenfunction associated with the principal eigenvalue λ1(µ1)
of (3.8). It then easily follows that
un(x) := e
−µ1(x−c1n)φ∗1(x) = e
−µ1xφ∗1(x)[λ1(µ1)]
n, n ≥ 0, x ∈ R,
is a solution of the linear equation
un+1(x) =
∫
R
r1(y)un(y)k1(x, y)dy.
Since c∗1 < c1 and (H5) holds, we can choose a small number µ2 ∈ (0, µ1) such that
c2 :=
lnλ2(µ2)
µ2
< c1. Let φ
∗
2(x) be the positive eigenfunction associated with the
principal eigenvalue λ2(µ2) of (3.7). It is easy to see that
vn(x) := e
−µ2(x−c2n)φ∗2(x) = e
−µ2xφ∗2(x)[λ2(µ2)]
n
is a solution of the linear equation
vn+1(x) =
∫
R
r2(y)
1 + b2(y)q∗(y)
vn(y)k2(x, y)dy. (3.9)
Since c1 > c2, it follows that the function
v˜n(x) := e
−µ2(x−c1n)φ∗2(x) = e
µ2(c1−c2)nvn(x), n ≥ 0, x ∈ R,
satisfies
v˜n+1(x) ≥
∫
R
r2(y)
1 + b2(y)q∗(y)
v˜n(y)k2(x, y)dy. (3.10)
Define the following two functions:
un(x) := min{h1e
−µ1(x−c1n)φ∗1(x), p
∗(x)}, n ≥ 0, x ∈ R, (3.11)
and
vn(x) := min{h2e
−µ2(x−c1n)φ∗2(x), q
∗(x)}, n ≥ 0, x ∈ R, (3.12)
where
h2 := max
x∈[0,L]
q∗(x)
φ∗2(x)
> 0, h1 := min
x∈[0,L]
h1φ
∗
2(x)
b2(x)φ∗1(x)
> 0.
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Now we want to verify that (un, un) is an upper solution for system (3.1). For all
x− c1n >
1
µ1
ln
h1φ
∗
1(x)
p∗(x)
, we have un(x) = h1e
−µ1(x−c1n)φ∗1(x), and therefore,
un+1(x)−Q1[un, vn](x)
=
∫
R
r1(y)b1(y)un(y)[un(y) + a1(y)(q
∗(y)− vn(y))]
1 + b1(y)(un(y) + a1(y)(q∗(y)− vn(y))
k1(x, y)dy > 0.
For all x− c1n <
1
µ1
h1φ
∗
1(x)
p∗(x)
, we obtain un(x) = p
∗(x), and hence,
un+1(x)−Q1[un, vn](x)
=
∫
R
r1(y)b1(y)a1(y)p
∗(y)[q∗(y)− vn(y)]
[1 + b1(y)p∗(y)][1 + b1(y)(p∗(y) + a1(y)(q∗(y)− vn(y))]
k1(x, y)dyy > 0.
On the other hand, for all x− c1n>
1
µ2
ln
h2φ
∗
2(x)
q∗(x)
>0, it follows that
vn(x) = h2e
−µ2(x−c1n)φ∗2(x),
which satisfies inequality (3.10). Note that
un(x) 6 h1e
−µ1(x−c1n)φ∗1(x), ∀t ≥ 0, x ∈ R,
and µ2 ∈ (0, µ1), we have
vn+1(x)−Q2[un, vn](x)
=
∫
R
r2(y)b2(y)
1 + b2(y)q∗(y)
·
(q∗(y)− vn(y)(vn(y)− b2(y)un(y))
1 + b2(y)(q∗(y) + a2(y)un(y)− vn(y))
k2(x, y)dyy > 0,
where vn − a2un = e
−µ1(x−c1n)(h2φ∗2 − b2h1φ
∗
1) ≥ 0.
For all x− c1n <
1
µ2
ln
h2φ
∗
2(x)
q∗(x)
, we have vn(x) = q
∗(x). Therefore,
vn+1(x)−Q2[un, vn](x)
=
∫
R
r2(y)q
∗(y)
1 + b2(y)q∗(y)
[
1−
1 + b2(y)a2(y)un(y)
1 + b2(y)a2(y)un(y)
]
k2(x, y)dy = 0,
It then follows that Un := (un, vn) is a continuous upper solution of system (3.1).
Let φ ∈ Cβ with φ(x) ≥ σ, ∀x 6 K and φ(x) = 0, ∀x ≥ H , for some σ ∈ R
2 with
σ ≫ 0 and K,H ∈ R. By the arguments in [34, Lemma 2.2] and [36, Theorem 5.4],
it follows that for any c < c+, there exists δ(c) > 0 such that
lim infn→∞,x6cn|Un(x, φ)| ≥ δ(c) > 0. (3.13)
Moreover, there exists a sufficiently large positive constant A ∈ LZ such that
φ(x) 6 U 0(x− A) := ψ(x), ∀x ∈ R.
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By the translation invariance of Q, it follows that Un(x−A) = (un(x−A), vn(x−A))
is still an upper solution of system (3.1), and hence for Un, we have
0 6 Un(x, φ) 6 Un(x, ψ) = Un(x−A), ∀x ∈ R, n ≥ 0. (3.14)
Fix a number cˆ ∈ (c1, c+). Letting x = cˆn and n → ∞ in (3.14), together with
(3.13), we have
0 < δ(cˆ) 6 lim inf
n→∞
|Un(cˆn, φ)| 6 lim
n→∞
|Un(cˆn− A)| = 0,
which is a contradiction. Thus, we have c∗+ = c+.
To finish this section, we present some results on the principle eigenvalue prob-
lem.
Proposition 3.2. Let λm(µ)(µ ∈ [0, µ
∗)) be the principle eigenvalue of the following
eigenvalue problem:
λψ =
∫
R
m(y)e−µ(y−x)ψ(y)k(x, y)dy, (3.15)
ψ(x+ L) = ψ(x), x ∈ R.
Then the following statements are valid:
(i) If m1(x) > m2(x) > 0 with m1(x) 6≡ m2(x), ∀x ∈ R, then λm1(µ) > λm2(µ).
(ii) lnλm(µ) is a convex function of µ on R.
(iii) If k(x, y) = k(y, x), then λm(µ) = λm(−µ).
Proof. We use the arguments similar to those in [8, Lemma 15.5] to prove that (a)
holds. First we define
Lˇm[ψ](x) =
∫
R
m(y)e−µ(y−x)ψ(y)k(x, y)dy.
Let λm1(µ), λm2(µ) be principal eigenvalues with m1(x) > m2(x) > 0, and m1(x) 6≡
m2(x). Suppose by contradiction, λm1(µ) 6 λm2(µ). Let ψ1, ψ2 be associated
eigenfunctions and chosen in a way that 0 < ψ2 ≪ ψ1. Then
Lˇm2(ψ1 − ψ2) < Lˇm1ψ1 − Lˇm2ψ2 = λm1ψ1 − λm2ψ2 6 λm1(ψ1 − ψ2).
It follows that λm1(ψ1−ψ2)−Lˇm2(ψ1−ψ2) = h≫ 0, and hence, ψ1−ψ2 is a positive
root of λm1ψ− Lˇm2ψ = 0, which is a contradiction to [8, Theorem 7.2], which states
the above euqation has no positive solution if λm1(µ) 6 λm2(µ).
(b) follows from the same argument as in [21, Lemma 3.7]. (c) can be proved by
the arguments similiar to those in [3, Theorem 2.3].
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4 Linear determinacy of spreading speed
In this section, we establish a set of sufficient conditions for the rightward spreading
speed to be determined by the linearization of system (3.1) at Eˆ1 = (0, 0), which is
un+1(x) =
∫
R
r1(y)un(y)
1 + b1(y)a1(y)q∗(y)
k1(x, y)dy, (4.1)
vn+1(x) =
∫
R
r2(y)
1 + b2(y)q∗(y)
·
b2(y)a2(y)q
∗(y)un(y) + vn(y)
1 + b2(y)q∗(y)
k2(x, y)dy, n > 0, x ∈ R.
Under (H2) the following scalar equation
un+1(x) =
∫
R
r1(y)un(y)
1 + b1(y)(un(y) + a1(y)q∗(y))
k1(x, y)dy, n > 0, x ∈ R, (4.2)
admits a rightward spreading speed (also minimal rightward wave speed) c0+ =
inf
µ>0
lnλ0(µ)
µ
(see, e.g., [35]), where λ0(µ) is the principle eigenvalue of the following
eigenvalue problem:
λψ(x) =
∫
R
r1(y)
1 + b1(y)a1(y)q∗(y)
e−µ(y−x)ψ(y)k1(x, y)dy,
ψ(x+ L) = ψ(x), x ∈ R. (4.3)
The subsequent result shows that c0+ is a lower bound of the slowest spreading c
∗
+
of system (3.1).
Proposition 4.1. Let (K1)–(K2), and (H1)–(H3) hold. Then c∗+ ≥ c
0
+.
Proof. In the case that c+ > c
∗
+, by the same arguments as in Theorem 3.2, we see
that c∗+ ≥ c
∗
1+, where c
∗
1+ is the rightward spreading speed of (3.4). Since r1(x) >
r1(x)
1 + b1(x)a1(x)q∗(x)
, ∀x ∈ R, by Proposition 3.2 (i), we have λ1(µ) > λ0(µ), ∀µ ≥ 0,
where λ1(µ) is the principal eigenvalue of (3.8). Thus, we have c
∗
+ ≥ c
∗
1+ > c
0
+.
In the case that c+ = c
∗
+, let (un(·, φ), vn(·, φ)) be the solution of system (3.1)
with φ = (φ1, φ2) ∈ Cβ. Then the positivity of the solution implies that
un+1(x) >
∫
R
r1(y)
1 + b1(y)a1(y)q∗(y)
un(y)k1(x, y)dy,
Let wn(x, φ1) be the unique solution of (4.2) with w0(·) = φ1. Then the comparison
principle yields that
un(x, φ) > wn(x, φ1), ∀t ≥ 0, x ∈ R. (4.4)
Since λ(k1,
r1
1 + b1a1q∗
) > 1, Proposition 2.1 implies that there exists a unique pos-
itive L-periodic steady state w∗(x) of (4.2). Let φ0 = (φ01, φ
0
2) ∈ Cβ be choosen
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as in Theorem 3.2 (i) and (ii) such that φ01 6 w
∗. Suppose, by the contradic-
tion, that c∗+ < c
0
+. We choose some cˆ ∈ (c
∗
+, c
0
+). Then Theorem 3.2 implies
limn→∞,x≥cˆn un(x, φ0) = 0. By Theorem B as applied to system (4.2), we have
limn→∞,x6cˆn(wn(x, φ01) − w
∗(x)) = 0. However, letting x = cˆn in (4.4), we get
limn→∞,x=cˆn wn(x, φ01) = 0, which is a contradiction.
For any given µ ∈ R, letting Un(x) = e
−µxφ(x)[λ(µ)]n in (4.1), we obtain the
following periodic eigenvalue problem:
λφ1 =
∫
R
r1(y)
1 + b1(y)a1(y)q∗(y)
e−µ(y−x)φ1(y)k1(x, y)dy,
λφ2 =
∫
R
r2(y)
1 + b2(y)q∗(y)
·
b2(y)a2(y)q
∗(y)φ1(y) + φ2(y)
1 + b2(y)q∗(y)
e−µ(y−x)k2(x, y)dy, (4.5)
φi(x) = φi(x+ L), ∀x ∈ R, i = 1, 2.
Let λ(µ) be the principal eigenvalue of the following periodic eigenvalue problem:
λψ =
∫
R
r2(y)
1 + b2(y)q∗(y)
·
ψ(y)
1 + b2(y)q∗(y)
e−µ(y−x)k2(x, y)dy, (4.6)
ψ(x) = ψ(x+ L), x ∈ R.
Then there exists µ0 > 0 such that c
0
+ =
lnλ0(µ0)
µ0
. Now we make the following
assumption:
(D1) λ0(µ0) > λ(µ0).
Proposition 4.2. Let (A1)–(A2), (H1)–(H3) and (D1) hold. Then the periodic
eigenvalue problem (4.5) with µ = µ0 has a simple eigenvalue λ0(µ0) associated with
a positive L-periodic eigenfunction φ∗ = (φ∗1, φ
∗
2).
Proof. Clearly, there exists an L-periodic eigenfunction φ∗1 ≫ 0 associated with the
principle eigenvalue λ0(µ0) of (4.2), that is,
λ0(µ0)φ
∗
1 =
∫
R
r1(y)
1 + b1(y)a1(y)q∗(y)
e−µ0(y−x)φ∗1(y)k1(x, y)dy.
Since the first equation of (4.5) is decoupled from the second one, it suffices to show
that λ0(µ0) has a positive eigenfunction φ
∗ = (φ∗1, φ
∗
2) in (4.5), where φ
∗
2 is to be
determined. Note that
λφ2 =
∫
R
r2(y)
1 + b2(y)q∗(y)
·
b2(y)a2(y)q
∗(y)φ∗1(y) + φ2(y)
1 + b2(y)q∗(y)
e−µ(y−x)k2(x, y)dy,
=
∫
R
r2(y)
1 + b2(y)q∗(y)
·
b2(y)a2(y)q
∗(y)φ∗1(y)
1 + b2(y)q∗(y)
e−µ(y−x)k2(x, y)dy
+
∫
R
r2(y)
1 + b2(y)q∗(y)
·
φ2(y)
1 + b2(y)q∗(y)
e−µ(y−x)k2(x, y)dy
:= h + L˜φ2.
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It follows that λ0(µ0)φ2 − L˜φ2 = h ≫ 0. It is easy to verify L˜ is a positive and
compact, and hence, s(L) = λ(µ0), where s(L) is the spectral radius of L. Since
λ0(µ0) > λ(µ0) = s(L), by the Krein-Rutman Theorem [17], there exists a unique
φ∗2 ≫ 0 such that λ0(µ0)φ
∗
2 − L˜φ
∗
2 = h ≫ 0. It then follows that (φ
∗
1, φ
∗
2) satisfies
(4.5) with µ = µ0. Since λ0(µ0) is a simple eigenvalue for (4.2), we see that so is
λ0(µ0) for (4.5).
By virtue of Proposition 4.2, we easily see that for any given M > 0, the function
Sn(x) =Me
−µ0x[λ0(µ0)]nφ∗(x), n ≥ 0, x ∈ R, (4.7)
where Sn(x) = (sn(x), wn(x)), is a positive solution of system (4.1). In order to
obtain an explicit formula for the spreading speeding c+, we need the following
additional condition:
(D2)
φ∗1(x)
φ∗2(x)
> max
{
a1(x),
1
a2(x)
}
, ∀x ∈ R.
We are now in a position to show that system (3.1) admits a single rightward
spreading speed c+, which is linearly determinate.
Theorem 4.1. Let (K1)–(K2), (H1)–(H3) and (D1)–(D2) hold. Then c+ = c
∗
+ =
c0+ = infµ>0
lnλ0(µ)
µ
.
Proof. First, we verify that Sn(x) = (sn, wn), as defined in (4.7), is an upper solution
of system (3.1). Since
sn
wn
=
φ∗1
φ∗2
and (D2) holds , it follows that
sn+1(x)−
∫
R
r1(y)sn(y)
1 + b1(y)(sn(y) + a1(y)(q∗(y)− wn(y))
k1(x, y)dy
=
∫
R
r1(y)b1(y)sn(y)wn(y)k1(x, y)
[1 + b1(y)a1(y)q∗(y)][1 + b1(y)(sn(y) + a1(y)(q∗(y)− wn(y))]
( sn(y)
wn(y)
− a1(y)
)
dy
=
∫
R
r1(y)b1(y)sn(y)wn(y)k1(x, y)
[1 + b1(y)a1(y)q∗(y)][1 + b1(y)(sn(y) + a1(y)(q∗(y)− wn(y))]
(φ∗1(y)
φ∗2(y)
− a1(y)
)
dy
> 0, (4.8)
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and
wn+1(x)−
∫
R
r2(y)
1 + b2(y)q∗(y)
·
r2(y)a2(y)q
∗(y)sn(y) + wn(y)
1 + r2(y)(q∗(y)− wn(y) + a2(y)sn(y))
k2(x, y)dy
=
∫
R
r2(y)b2(y)wn(y)k2(x, y)
1 + b2(y)q∗(y)
·
b2(y)a2(y)q
∗(y)sn(y) + wn(y)
[1 + b2(y)q∗(y)][1 + b2(y)(q∗(y)− wn(y) + a2(y)sn(y))]
·
(
a2(y)
sn(y)
wn(y)
− 1
)
dy
=
∫
R
r2(y)b2(y)wn(y)k2(x, y)
1 + b2(y)q∗(y)
·
b2(y)a2(y)q
∗(y)sn(y) + wn(y)
[1 + b2(y)q∗(y)][1 + b2(y)(q∗(y)− wn(y) + a2(y)sn(y))]
·
(
a2(y)
φ∗1(y)
φ∗2(y)
− 1
)
dy
> 0, (4.9)
Thus, Sn(x) is an upper solution of (3.1). As we did in the proof of Proposition 4.1,
we can choose some φ0 ∈ Cβ satisfying the conditions in Theorem 3.2 (i) and (ii).
Then there exists a sufficiently large number M0 > 0 such that
0 6 φ0(x) 6M0e
−µ0xφ∗(x) = S0(x), ∀x ∈ R.
Let Un(x) be the unique solution of system (3.1) with U0(·) = φ0. Then the com-
parison principle, together with the fact that c0+µ0 = lnλ0(µ0), gives rise to
06Un(x)6Sn(x)=M0e
−µ0xλ0(µ0)
nφ∗(x)=M0e
−µ0(x−c0+)nφ∗(x), ∀n > 0, x ∈ R.
It follows that for any given ε > 0, there holds
0 6 Un(x) 6 Sn(x) 6 M0e
−µ0εnφ∗(x), ∀n > 0, x > (c0+ + ε)n,
and hence,
lim
n→∞,x>(c0++ε)n
Un(x) = 0.
By Theorem B (ii), we obtain c∗+ 6 c
0
+ + ε. Letting ε→ 0, we have c
∗
+ > c
0
+. In the
case that c+ > c
∗
+, the proof of Proposition 4.1 shows that c
∗
+ > c
0
+, a contradiction.
This shows that c+ = c
∗
+ = c
0
+.
5 An application
In this section, we assume the ki(x, y) (i = 1, 2) can be written as a function of the
dispersal distance, i.e., ki(x, y) = ki(x− y), with the following property:
(K3)
∫ +∞
−∞
ki(x− y)dy = 1, and ki(−y) = ki(y).
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As an application, we consider a patchy lanscape in which both species have the
same spatially varying carrying capacity, C1(x) = C2(x) = C(x), that is,
C(x) =
{
CM , 0 6 x < L1,
Cm < CM , L1 6 x < L,
This indicates that Patch 1 is more suitable for both species, compared with Patch 2.
The growth rates ri of i-th species (i = 1, 2) are constant, which are environmental
homogeneous, and ai(x) are also piecewise constant functions. Therefore, we are
led to the following spatically periodic model with kernels ki satisfying assumptions
(K2)-(K3):
pn+1(x) =
∫
R
r1pn(y)
1 + b1(y)(pn(y) + a1(y)qn(y))
k1(x− y)dy, (5.1)
qn+1(x) =
∫
R
r2qn(y)
1 + b2(y)(qn(y) + a2(y)pn(y))
k2(x− y)dy, x ∈ R,
where bi(x) =
ri − 1
C(y)
.
We also need the following assumption on system (5.1):
(M) aM1 <
Cm
CM
, and
CM
Cm
< am2 , where a
M
1 = maxx∈[0,L] a1(x), a
m
2 = minx∈[0,L] a2(x).
Lemma 5.1. Let (M) hold and assume that kernels ki satisfy (K1)–(K3). Then
(H1)–(H5) are valid for system (5.1).
Proof. (H1) holds immedately by Proposition 3.2 (i) with mi(x) = ri > 1.
Now we verify (H2). Let (0, q∗) be the L-periodic semi-trivial steady state of
sytem (5.1), which is guaranteed by (H1), and q0 = max
x∈[0,L]
q∗(x). By a comparison
argument, we have∫
R
r2q0
1 + r2−1
C(y)
q0
k2(x− y)dy >
∫
R
r2q
∗
1 + r2−1
C(y)
q∗
k2(x− y)dy = q
∗.
It then follows that ∫
R
r2q0
1 + r2−1
C(y)
q0
k2(x− y)dy > q0,
and hence, ∫
R
r2q0
1 + r2−1
CM
q0
k2(x− y)dy >
∫
R
r2q0
1 + r2−1
C(y)
q0
k2(x− y)dy > q0.
Then we have
r2
1 + r2−1
CM
q0
> 1, i.e., q∗ 6 q0 6 CM .
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Taking m1(x) =
r1
1 + b1(x)a1(x)q∗(x)
=
r1
1 + r1−1
C(y)
a1(x)q∗(x)
, we obtain
r1
1 + r1−1
C(y)
a1(x)q∗(x)
>
r1
1 + r1−1
Cm
aM1 q
∗(x)
>
r1
1 + r1−1
Cm
aM1 CM
>
r1
1 + r1 − 1
= 1.
Thus, λ
(
k1,
r1
1 + b1a1q∗
)
> 1 due to Proposition 3.2 (i).
Next we prove (H3) by a way of contradiction. Suppose (p˜, q˜) is the positive
L-periodic steady state. We introduce the following system
pn+1(x) =
∫
R
r1pn(y)
1 + r1−1
Cm
(pn(y) + aM1 qn(y))
k1(x− y)dy, (5.2)
qn+1(x) =
∫
R
r2qn(y)
1 + r2−1
CM
(qn(y) + am2 pn(y))
k2(x− y)dy, x ∈ R,
with p˜0 = min
x∈[0,L]
p˜(x), q˜0 = min
x∈[0,L]
q˜(x). Since (pn(x), qn(x)) satisfies system (5.1), we
have
pn+1(x) >
∫
R
r1pn(y)
1 + r1−1
Cm
(pn(y) + aM1 qn(y))
k1(x− y)dy,
qn+1(x) 6
∫
R
r2qn(y)
1 + r2−1
CM
(qn(y) + am2 pn(y))
k2(x− y)dy, x ∈ R.
By the comparison argument, we easily verify that∫
R
r1p˜0
1 + r1−1
Cm
(p˜0 + a
M
1 q˜0)
k1(x−y)dy 6
∫
R
r1p˜(y)
1 + r1−1
C(y)
(p˜(y) + a1(y)q˜(y))
k1(x−y)dy = p˜(x).
It follows that
r1p˜0
1 + r1−1
Cm
(p˜0 + aM1 q˜0)
∫
R
k1(x− y)dy 6 p˜0,
which implies that
r1
1 + r1−1
Cm
(p˜0 + aM1 q˜0)
6 1.
Similarily, we have
r2
1 + r2−1
CM
(q˜0 + am2 p˜0)
> 1. A simple computation shows that
q˜0 + a
m
2 p˜0
CM
6 1 6
p˜0 + a
M
1 q˜0
Cm
,
that is, (
Cm − CMa
M
1
)
q˜0 6
(
CM − Cma
m
2
)
p˜0. (5.3)
By assumption (M), we obtain
Cm − CMa
M
1 > 0, CM − Cma
m
2 6 0,
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which is a contradiction to (5.3).
Now we prove (H4). By Proposition 3.2 (ii) and (iii) with m(x) = r1(x), it is
easy to see that the principle λ1(µ) of (3.8) is an even function of µ on R. Since
λ1(µ) is ln-convex on R and λ1(0) > 1, we have λ1(µ) > 1, ∀µ > 0. It follows
that c∗1+ = inf
µ>0
lnλ1(µ)
µ
> 0. Similarly, we can show that c∗2− > 0. Thus, we have
c∗1+ + c
∗
2− > 0.
To verify (H5), it suffices to show that limµ→0+
lnλ2(µ)
µ
= 0, where λ2(µ) is the
principal eigenvalue of (3.7). By Lemma 3.2(b)(c), lnλ2(µ) is an even function
on R, and n-ordered differentiable (see [4, 21]). Since λ2(0) = 1, it follows that
limµ→0+
lnλ2(µ)
µ
= 0 < c∗1+.
As a consequence of Lemma 5.1 and Theorem 2.1, we have the following result.
Theorem 5.1. Assume that (K1)–(K3), and (M) hold. Then E1 := (p
∗(x), 0) is
globally asymptotically stable with respect to initial values in P+\{0, E2}.
For simplicity, we transfer system (5.1) into the following cooperative system:
un+1(x) =
∫
R
r1un(y)
1 + b1(y)(un(y) + a1(y)(q∗(y)− vn(y))
k1(x− y)dy, (5.4)
vn+1(x) =
∫
R
r2
1 + b2(y)q∗(y)
·
b2(y)a2(y)q
∗(y)un(y) + vn(y)
1 + b2(y)(q∗(y) + a2(y)un(y)− vn(y))
k2(x− y)dy.
By virtue of Propositions 3.2 and 4.1, we see that c+ ≥ c
0
+ > 0. The next result
about spreading speeds is implied by Theorem 3.2.
Theorem 5.2. Assume that (K1)–(K3), and (M) hold. Let u(t, ·, φ) be the solution
of system (5.4) with u(0, ·) = φ ∈ Cu∗. Then the following statements are valid for
system (5.4):
(i) If φ ∈ Cβ, 0 6 φ 6 ω ≪ β for some ω ∈ C
per
β , and φ(x) = 0, ∀x ≥ H, for some
H ∈ R, then lim
n→∞,x≥cn
(un(x, φ), vn(x, φ)) = (0, 0) for any c > c+.
(ii) If φ ∈ Cβ and φ(x) ≥ σ, ∀x 6 K, for some σ ∈ R
2 with σ ≫ 0 and K ∈ R,
then lim
n→∞,x6cn
((un(x, φ), vn(x, φ))− β(x)) = 0 for any c < c+.
In view of Theorem 3.1, we have the following result on periodic traveling waves
for system (5.1).
Theorem 5.3. Assume that (K1)–(K3), and (M) hold. Then for any c ≥ c+, sys-
tem (5.1) has an L-periodic rightward traveling wave (U(x − cn, x), V (x − cn, x))
connecting (p∗(x), 0) to (0, q∗(x)) with the wave profile component U(ξ, x) being con-
tinuous and non-increasing in ξ, and V (ξ, x) being continuous and non-decreasing in
ξ. While for any c ∈ (0, c+), system (5.1) admits no L-periodic rightward traveling
wave connecting (p∗(x), 0) to (0, q∗(x)).
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The above results shows that if aM1 <
Cm
CM
< 1 <
CM
Cm
< am2 , i.e., 1-th species
is always a better and strong competitor, then 1-th species can invade and futher
replace 2-th species in a osciallting wasy no matter what movement stragety is taken.
Below we present some simulations results for the process of invasion. For this
purpose, we truncate the infinite domain R to a finite domian [−M,M ], where M is
sufficiently large. The evolution of the solution is shown in figures. Let r1 = r2 = e,
a1(x) =
{
0.3, 0 6 x < 5.5,
0.4, 5.5 6 x < 10,
a2(x) =
{
2, 0 6 x < 5.5,
1.5, 5.5 6 x < 10,
C(x) =
{
1, 0 6 x < 5.5,
0.5, 5.5 6 x < 10.
Figure 1 shows that under the same type dispersal kernel, taking a small dispersal,
i.e., trying to stay in the patch, cannot help to reduce the loss induced by the
intracompetitin. Figure 2 shows that the success of invasion of 1-th species into 2-th
species is independent of the particular type of dispersal kernels.
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Figure 1: The evolution of pn and qn with a Laplace kernel, when n = 2, 4, 6, 8.
To obtain the linear determacy of c∗, we need to verify (D1) and (D2). Below
we provide an example with simple senario where two species have same growh
ability and competition ability, but their responses to environment changing are
different. We assume that species-1, always have better response towards the varying
environment conditions than species-2, that is, C1(x) > C2(x) > 0, ∀x ∈ R.
Proposition 5.1. We consider the following spatially periodic competition model
pn+1(x) =
∫
R
rpn(y)
1 + b1(y)(pn(y) + qn(y))
k(x− y)dy, (5.5)
qn+1(x) =
∫
R
rqn(y)
1 + b2(y)(qn(y) + pn(y))
k(x− y)dy, x ∈ R,
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where bi(x) =
r − 1
Ci(y)
, Ci(x) is L-periodic with C1(x) > C2(x) > 0, a1 = a2 = 1
and r > 1 are constant, k(x− y) satisfies (K2)-(K3). (H1)-(H5) and (D1)-(D2) are
valid.
Proof. (H1) holds immedately by Proposition 3.2 (i) with mi(x) = r > 1, (i = 1, 2).
Now we verify (H2). Let (0, q∗) be the L-periodic semi-trivial steady state of
sytem (5.1), which is guaranteed by (H1), and q0 = max
x∈[0,L]
q∗(x). By a comparison
argument, we have∫
R
rq0
1 + r−1
C2(y)
q0
k(x− y)dy >
∫
R
rq∗
1 + r−1
C2(y)
q∗
k(x− y)dy = q∗.
It then follows that ∫
R
rq0
1 + r−1
C2(y)
q0
k(x− y)dy > q0,
and hence, ∫
R
rq0
1 + r−1
CM2
q0
k(x− y)dy >
∫
R
rq0
1 + r−1
CM2 (y)
q0
k(x− y)dy > q0,
that is,
r
1 + r−1
CM2
q0
> 1, i.e., q∗ 6 q0 6 CM2 .
Taking m1(x) =
r
1 + b1(x)q∗(x)
=
r
1 + r−1
C1(y)
q∗(x)
, we have
r
1 + r−1
C1(y)
q∗(x)
>
r
1 + r−1
C2(y)
q∗(x)
>
r
1 + r−1
Cm2
CM2
>
r
1 + r − 1
= 1.
Thus, λ
(
k,
r
1 + b1q∗
)
> 1 due to Proposition 3.2 (i).
We prove (H3) by a way of contradiction. Suppose that (p˜, q˜) is the positive
L-periodic steady state. Since
p˜(x) =
∫
R
rp˜(y)
1 + b1(y)(p˜(y) + q˜(y))
k(x− y)dy, (5.6)
q˜(x) =
∫
R
rq˜(y)
1 + b2(y)(q˜(y) + p˜(y))
k(x− y)dy, x ∈ R,
it follows that
λ
(
k,
r
1 + b1(p˜+ q˜)
)
= λ
(
k,
r
1 + b2(p˜ + q˜)
)
= 1.
Note that
r
1 + b1(p˜+ q˜)
>
r
1 + b2(p˜+ q˜)
.
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Then Proposition 3.2 (i) implies that
λ
(
k,
r
1 + b1(p˜+ q˜)
)
> λ
(
k,
r
1 + b2(p˜ + q˜)
)
,
which is a contradiction.
Assumptions (H4) and (H5) can be verified by arguments similar to those in the
proof of Lemma 5.1.
Condition (D1) is easy to verify. Since 1 + b1q
∗ < (1 + b1q∗)2 < (1 + b2q∗)2 with
C1(x) > C2(x), ∀x ∈ R, then for enigenvalue problems (4.3) and (4.6), we have
λ0(µ) > λ(µ) due to Proposition 3.2 (i).
Regarding condition (D2), since a1 = a2 = 1, we have max{a1(x),
1
a2(x)
} = 1. Let
φ∗ = (φ∗1, φ
∗
2) be the associated positive eigenfunctions associated with the principle
eigenvalue λ of the periodic eigenvalue problem (4.5). SInce
λφ∗1 −
∫
R
r
1 + b2(y)q∗(y)
·
b2(y)q
∗(y)φ∗1(y) + φ
∗
1(y)
1 + b2(y)q∗(y)
e−µ(y−x)k(x− y)dy,
= λφ∗1 −
∫
R
r
1 + b2(y)q∗(y)
φ∗1(y)e
−µ(y−x)k(x− y)dy
> λφ∗1 −
∫
R
r
1 + b1(y)q∗(y)
φ∗1(y)e
−µ(y−x)k(x− y)dy
= λφ∗1 − λφ
∗
1 = 0,
it follows that φ∗1 is a upper solution, and hence, φ
∗
1 > φ
∗
2, i.e.,
φ∗1
φ∗2
> 1.
To finish this paper, we remark that in the case where system (1.2) admits a
unique positive steady state, its spatial dymamics is relatively simple from the view-
point of mathematical analysis, as we can apply the theory developed in [22, 33] di-
rectly to the existence of two different spatially periodic travelling waves connecting
(0, q∗) and (p˜, q˜), (p∗, 0) and (p˜, q˜), respectively, under appropriate conditions.
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