Abstract-Outliers or anomalies are generally considered to be those observations that are considerably diverged from normal pattern of data. Due to their special characteristics, e.g. constrained available resources, frequent physical failure, and often harsh deployment area, wireless sensor networks (WSNs) are more likely to generate outliers compared to their other wireless counterparts. Potential sources of deviated data in a series of measurements are errors, events, and/or malicious attacks on the network. Current studies tend to handle events and errors separately and propose different techniques for event detection as for outlier detection. By bringing the concept of outlier and event close together and assuming that events are some sorts of outliers, in this paper, we investigate applicability of pattern matching-based event detection techniques for outlier detection. Through extensive experiments, we evaluate performance of various event detection techniques to detect outliers and compare them with a recent outlier detection study.
INTRODUCTION
Compared to wired networks, wireless sensor networks (WSNs), comprised of a large number of tiny, low-cost sensor nodes, equipped with sensing, computational power and shortrange wireless communication capabilities, have strong resource constraints in terms of energy, memory, computational capacity and communication bandwidth. The large-scale and high density vision of the WSN suggests that the network usually has to operate in a harsh and unattended environment. Moreover WSNs are vulnerable to faults and malicious attacks (e.g., denial of service attacks or black hole attacks), and cause unreliable and inaccurate sensor readings. Generally speaking, the potential sources of outliers include noise and errors, events, and malicious attacks on the network. To ensure a reasonable data quality, secure monitoring and reliable detection of interesting and critical events, and to facilitate effective and correct decision-making using data collected by WSNs, identifying anomalous measurements in point of action is a must.
In WSNs, outliers, are those measurements that do not conform to the normal behavioral pattern of the sensed data [1] . Traditional outlier detection techniques are not directly applicable to wireless sensor networks due to specific requirements, dynamic nature, and limitations of the wireless sensor networks [28] . An appropriate outlier detection technique for the WSN should pay attention to computing, communication and storage limitations of the network and deal with the distributed data analysis. The key objective of outlier detection in WSNs is to identify outliers in the distributed streaming data in an online manner with a high accuracy while maintaining the resource consumption of the network to a minimum.
From data mining point of view, outlier detection is a machine learning job, in which outliers should be distinguished from normal data. It is this perspective that makes outlier detection in line with event detection or any other pattern matching task.
Distinguishing between causes of outliers is important as it gives an insight on how to handle the detected outlier. Simply speaking if the detected outlier is not an event, it should be removed from the sensory data to ensure high data quality and save energy by eliminating communication load. On the other hand, if the outlier is caused by an event (e.g. fire), removing the outlier will lead to information loss, which may have undesired consequences. Errors in WSNs may occur because human errors, mechanical faults, or change in the environment. Current research tends to deal with outliers and events separately and proposes different techniques for those without investigating the applicability of one for another. Therefore, by considering the fact that events are some sorts of outliers (as events are one of the causes of outliers), in this paper we investigate how well event detection techniques can identify outliers.
The remainder of this paper is organized as follows. Section II provides an overview of previous studies in both fields of outlier and event detection. Section III introduces the event detection techniques, which are going to be used for outlier detection in this study. Section IV presents experiments, data analysis, comparisons of the event detection and outlier detection techniques, and lessons learned. Conclusion and directions for future study will be addressed in Section V.
II.
LITERATURE SURVEY Generally speaking, outlier detection techniques for WSNs can be categorized into statistical-based, nearest neighborbased, clustering-based, classification-based and spectral decomposition-based approaches [1, 4] . Statistical-based approaches are further categorized into parametric [5] and non-parametric [6] approaches based on how the probability distribution model is built. They assume or estimate a statistical (probability distribution) model which captures the distribution of the data and evaluate data instances with respect to how well they fit the model. A data instance is declared as an outlier if the probability of the data instance to be generated by this model is very low. Nearest neighborbased approaches [5, 7] notions to compute the distance (similarity measure) between two data instance. A data instance is declared as an outlier if it is located far from its neighbors. Clustering-based approaches [8, 9] are popular approaches within the data mining community to group similar data instances into clusters with similar behavior. Data instances are identified as outliers if they do not belong to clusters or if their clusters are significantly smaller than other clusters. Classification-based approaches are categorized as Bayesian network-based [10, 11] , neural network-based [2, 12] and support vector machinebased [13, 14] approaches based on type of classification model they use. They learn a classification model using a set of data instances in the training phase and classify an unseen instance into one of the learned (normal/outlier) class in the testing phase. Spectral decomposition-based approaches aim at finding normal modes of behavior in the data by using principle components [15] . Event detection, on the other hand, has been tackled from a different perspective. In some studies events are detected using a user-defined threshold [16] [17] [18] . In such approaches an event alarm is arisen when sensor readings are lower or higher than a predefined threshold value. To cope with shortcomings of pre-defined thresholds, some techniques such as the one proposed by Liang and Wang present a dynamic threshold approach in which the threshold value is found dynamically using a slide window method [19] . The new trend in event detection is using pattern matching techniques, in which the pattern matching itself may be performed in a base station [20, 21] , locally on the sensor nodes [2] , or collaboratively between some sensor nodes in a region [3, 12, [22] [23] [24] . Martincic and Schwiebert [24] employ a cell-based network architecture to locally detect events based on collaboration among neighboring nodes. Luo et al. [23] take into account different level of sensor fault probability during event detection. Krishnamachari and Iyengar [12] propose a distributed Bayesian protocol to detect event regions in presence of faulty sensors. Ding et al. [25] attempt to identify event boundaries since detection of event boundary may become more important than detection of event region because of unreliability of sensor measurements. A distributed fuzzy engine has also been used for event detection [26] . DETECTION In this section, we aim at bridging the gap between two traditionally separated domains of event and outlier detection. The basic idea we explore here is that although errors and events are semantically different and different mechanisms cause them, they both are conceptually the same, i.e., measurements than are significantly different from the rest of the observations or normal pattern of data. A distinguishing factor between the two, however, is that errors are more local and node dependent, while events have more global influence and have effects on neighboring nodes as well. By considering events as outliers, we investigate how well event detection approaches can distinguish outliers. To do so, we analyze four machine-learning techniques, i.e., Naïve Bayes, Feed Forward Neural Network, standard support vector machine, and our proposed fusion-based approach [2, 3] and compare their performance with an optimal outlier detection technique recently proposed in [4] , i.e., Quarter-Sphere SVM.
III. USE OF EVENT DETECTION FOR OUTLIER
We continue this section by presenting basic principles and challenges introduced by the techniques used.
A. Feed Forward Neural Network & Naïve Bayes
An artificial neural network (ANN) is a computational model based on organic neural networks. It consists of an interconnected collection of artificial neurons processes information using a connectionist method [2, 29] . As a simple modeling of biological neural networks, feed forward neural network (FFNN) consists of one input layer, one or more hidden layers and one output layer. Inputs are the data and the output is a predicted value (class) that input data is expected to belong to.
The Naïve Bayes classifier uses Bayesian statistics and Bayes theorem to find the probability of each instance belonging to a specific class. It is called Naïve because of its emphasis on independency of the input data [2] . To find the probability of belongingness of each instant to a specific class, Eq. 1 is used, that expresses the probability of an example ) ,..., , (
Naïve Bayes and FFNN are considered suitable for event detection (or generally, pattern matching) in WSNs due to the fact that they are accurate and computationally light and, therefore, can easily be implemented on sensor nodes [2, 3] and be simply evaluated as business rules. The challenge faced here, however, is the computationally expensive training part. We previously showed that training them offline, learning the model, and translating it to simple mathematical formulas running on the sensor nodes enable the wireless sensor network community to benefit from the powerful pattern matching and classification capability of these techniques [2, 3] . We use the same approach in this paper as well.
B. Standard Support Vector Machine (SVM)
Support vector machine (SVM)-based techniques are from a family of classification-based approaches. The main idea of these techniques is to separate the data belonging to different classes by fitting a hyperplane that produces a maximal margin. They have three main advantages for classification: (a) do not require an explicit statistical model; (b) provide an optimum solution for classification by maximizing the margin of the decision boundary; (c) avoid the curse of the dimensionality problem.
One of the challenges of SVM-based outlier detection techniques for WSNs is obtaining error-free or labeled data for training. One-class (unsupervised) SVM-based techniques address this challenge by modeling normal behavior of the unlabelled data while automatically ignoring the anomalies existing in the training set. They use a non-linear function to map the data vectors collected from the original space to a higher dimensional space called feature space. Then a decision boundary is found, which encompasses the majority of the data vectors in the feature space. Those new data vectors falling outside this decision boundary are classified as outliers.
In addition to obtaining the labeled data, another challenge faced by SVM-based techniques is the inapplicability of their quadratic optimization during the learning process for WSN applications. This process is extremely costly and unsuitable for limited resources available in WSNs. To deal with this problem, Laskov et al. [27] propose a one-class quarter-sphere SVM, which is formulated as a linear optimization problem and thus reduces the effort and computational complexity.
C. Quarter-Sphere SVM
We previously extended the one-class quarter-sphere SVMbased technique of Laskov et al. [27] and proposed a distributed and online outlier detection to identify every new measurement collected at each node as normal or anomalous in real-time [28] . The geometry of the one-class quartersphere SVM is shown in Fig. 1 . Fig. 1 : Geometry of the quarter-sphere formulation of one-class SVM [27] Our proposed technique is based on the assumptions that sensor nodes are time synchronized and are densely deployed in a homogeneous WSN, where sensor data tends to be correlated in both time and space. In this situation, each sensor node in the network is able to exploit temporal correlations among its most recent sensor measurements to identify its new arriving measurement as normal or anomalous in real-time. Moreover, using high-degree spatial correlations that exist between sensor readings of adjacent nodes, each node has more information to cooperatively identify outliers. The whole detection process not only depends on a node's own decision criterion learned from its temporal readings but also on the decision criteria learned from its neighboring nodes.
Initially, each node learns the local radius of the quartersphere using its m sequential data measurements, which may include some anomalous data. The one-class quarter-sphere SVM can efficiently find a minimal radius R to enclose the majority of these mapped sensor measurements in the feature space. Each node then locally broadcasts the learned radius information to its neighboring nodes. Upon receiving the radii from all of its neighbors, each node computes a median radius R m of its neighboring nodes in the sub-network. When a new sensor measurement x t is collected at time t, the node first compares the distance of x t from the origin with the radius R learned with respect to its m previous measurements The measurement x t will be classified as normal if d(x t ) <= R, which means that x t falls on or inside the quarter-sphere.
Otherwise if d(x t ) > R, the node further compares d(x t )
with the median radius R m of its spatially neighboring nodes. Then if d(x t ) > R m , x t will finally be classified as outlier in the subnetwork.
D. Fusion based Feed Forward Neural Network & Naïve Bayes
The fusion-based approach, which we originally proposed for distributed event detection, uses the FFNN and Bayes classifiers in two phases [3] . As illustrated in Fig. 2 , the first phase of classification is performed locally on each sensor node, while in the second phase, performed in a cluster head, or an aggregator node, outcomes of the first classification are aggregated. To support heterogeneous networks, nodes are not considered to have exact same sensor types. Flexibility of the approach also allows use of different classifiers in the two levels and selection of the best combination, which achieves highest classification accuracy and lowest false positives. IV. EXPERIMENTAL STUDIES To evaluate suitability of event detection techniques for outlier detection, we perform several experiments in Matlab®, in which temperature and relative humidity data are given to different classifiers mentioned in previous section and their performance in terms of both outlier detection rate and false positive rate is analyzed.
For Naïve Bayes classifier, the data distribution is calculated using a histogram approach. Therefore, we assume neither a normal nor well-known data distribution. To obtain the histogram, we partition the whole dataset into m intervals. The appropriate m value is found through extensive experiments.
FFNN is also trained offline and the optimal topologies as well as the weights are acquired in an offline process.
E. Synthetic and Real Datasets
In our experiments, we use both synthetic and real datasets. The size of dataset is 220 instances per each sensor node for synthetic data and 1200 for the real data. For the simulation, we consider a sensor sub-network consisting of 7 sensor nodes, which are within radio transmission range of each other. This implies that each node in this sub-network has 6 neighboring nodes.
The 2-D synthetic data used for each node is composed of a mixture of three Gaussian distribution with uniform outliers; the mean is randomly selected from (0. The real data, on the other hand, is collected from a closed neighborhood from a WSN deployed in Grand-St-Bernard, Switzerland [30] . The network records ambient temperature, relative humidity, soil moisture, solar radiation and watermark measurements at every two minutes interval. In our experiments, we use a cluster of data recorded on four following days with two attributes: ambient temperature and relative humidity for each sensor measurement. Each data point is labeled as either normal or outlier based on dissimilarity degree. We use Mahalanobis distance to identify data measurements distant from the other data vectors and labeled them as outliers. 
F. Experimental Results on Synthetic Data
To perform the experiment, seven datasets from seven sensor nodes are chosen. Both Naïve Bayes and FFNN classifiers are trained by (2/3) of the data and tested by the other (1/3). Each sensor node had 220 records, each of which containing temperature and relative humidity data. For each dataset related to the sensor nodes the experiments are repeated 10 times and the average values are calculated.
The best parameters and the best accuracy results for Naïve Bayes and FFNN are given in Tables I.   TABLE I Detection rate represents number of detected outliers that have actually been outliers, while false positives represents number of normal data points detected as outlier.
To analyze the fusion-based approaches, training and testing should be carried out somewhat differently. The first level of classification is trained first and then the generated outputs are used for training the second level. Therefore, we split the whole data into (2/3) and (1/3) for training and testing, respectively. Then, we split the (1/3) of the test results obtained in the first level of classification again into another (2/3) and (1/3) for training and testing for the second level.
The parameters and the best results achieved using fusionbased approaches are reported in Table I .
Training and testing of the standard SVM are performed similarly to the Naïve Bayes and FFNN. Training and testing of Quarter-Sphere SVM, on the other hand, is done according to [4] . The parameters and the best results achieved by these two techniques are reported in Table II. 
G. Experimental Results on Real Data
The experiments discussed in the previous subsection were conducted on synthetic data. Table III presents, however, a side study on real data. The real dataset contains 1200 data records, out of which around 8% are outliers and 92% normal data. Subsection E describes the data. Each experiment is repeated 10 times and the average values are reported. The parameters and the best results achieved by both standard and Quarter-Sphere SVM are reported in Table IV . 
H. Computational Complexity
Besides the detection rate, computational complexity and memory size implication are also key factors for comparison. Table V summarizes time complexities of the presented approaches. Memory complexity is out of scope of this paper.
From Table V , it can be concluded that, Quarter-Sphere SVM, FFNN, Naïve Bayes and the fusion-based FFNN are lighter algorithms.
I. Lessons Learned
Table VI summarizes our experimental results on the performance evaluation of event detection techniques for detecting outliers.
An important lesson learned is that a few data records in the training phase probably leads to poor classification results in the testing phase in the fusion-based approaches. This effect can clearly be seen from the experimental results on the synthetic data. The 220 instances available in the synthetic dataset are clearly insufficient for training the complicated fusion-based approaches. Being trained with enough data (for example 1200 instances of the real data), however, results in far better outcome. For future works we will elaborate on this.
Another lesson learned is that to identify outliers locally on the nodes, among the available techniques, i.e., FFNN, Naïve Bayes, and standard SVM, the latter achieves the best detection rate. However, it is the most expensive technique in terms of computational cost. Therefore, FFNN seems to be the right technique to be used. From reported results it can be seen this event detection technique has similar level of performance as the Quarter-Sphere SVM outlier detection.
Finally, while use of fusion-based approaches lead to better detection accuracy compared to the local approaches, their higher communication overhead is may be a concern. 
CONCLUSION
In contrary to the current trend on event and outlier detection, which handles them separately, in this paper, we brought these two concepts close together. By considering events as some sorts of outliers, we have investigated applicability and suitability of pattern-matching event detection techniques for outlier detection. Our extensive experiments show that these techniques can be as good as outlier detection techniques. This implies that same techniques may be used for detecting both events and outliers.
Among the techniques investigated in this paper, i.e., FFNN, Naïve Bayes, standard SVM, Quarter-Sphere SVM, and fusion-based techniques, Quarter-Sphere SVM and FFNN outperform the rest in terms of both detection accuracy and computational cost.
