Feature Selection is one of the preprocessing steps in machine learning tasks. Feature Selection is effective in reducing the dimensionality, removing irrelevant and redundant feature. In this paper, we propose a new feature selection algorithm (Sigmis) based on Correlation method for handling the continuous features and the missing data. Empirical comparison with three existing feature selection algorithms using UCI data sets shows that the proposed system is very effective and efficient in selecting the feature set.
INTRODUCTION
Feature Selection is one of the prominent preprocessing steps in many of the machine learning applications. It is the process of reducing the feature set by choosing the relevant features from the original feature set according to an evaluation criterion and also removing the redundant features from the entire feature set.
Let D be the feature set with larger number of features {F 1 , F 2 , F 3 ……F k } where k is the number of features in the data set. Feature selection F i is defined as the process of selecting d, most discriminatory features out of D ≥ d [1] . Feature selection methods involve generation of the subset, evaluation of each subset, criteria for stopping the search and validation procedures.
Researchers have studied various aspects of feature selections. One of the key aspects is to measure the goodness of a feature selection in determining an optimal one. Different feature selection methods can be broadly categorized into the wrapper model [2] , the filter model [3] and the hybrid model [4] . The wrapper model uses the predictive accuracy of a predetermined learning algorithm to determine the goodness of the selected subsets. These methods are computationally expensive for data with a large number of features. The filter model separates feature selection from classifier learning and selects feature subsets that are independent of any learning algorithm. It relies on various measures of the general characteristics of the training data such as distance, information, dependency, and consistency.
To combine the advantages of both models, algorithms in a hybrid model have recently been proposed to deal with high dimensional data. In these algorithms, first, a goodness measure of feature subsets based on data characteristics is used to choose best subsets for a given cardinality, and then, cross validation is exploited to decide the best subset. These algorithms mainly focus on combining filter and wrapper algorithms to achieve best possible performance with a particular learning algorithm with similar time complexity of filter algorithms. Search is another key problem in feature selection.
One of the measures used for feature selection is dependency measures. Many dependency based methods have been proposed. The main measure is Correlation based method. Pearson's Correlation method is used for finding the association between the continuous features and the class feature. In [5] , Symmetric uncertainty measures are used for finding the association between the discrete feature and the class feature. Also, it is used for finding the featurefeature correlation to remove redundant feature.
Correlation method is used for finding the association between the features for sample data. If the entire population is taken, (as there is a rapid growth in data size), Correlation Coefficient may not yield goodness of result. This motivated us to use the t-test of Correlation Coefficient to examine whether the association between the features is statistically significant. Also in [6] , the author had proposed to take the average of the data to fill the missing values of continuous features and the most common value to fill the missing value of the discrete feature. This will lead to the increase of misclassification rate which can affect the classification accuracy. So, instead of filling it with average value and most common value, two new methods are proposed. In the first method, the features which have many number of missing values are removed as these features will not give much information for learning purpose. In the second method, the missing values are found out by finite difference method which will lead to efficient selection of feature set.
The rest of this paper is organized as follows. Section 2 discusses about the related works on correlation based feature selection methods. Section 3 describes the proposed algorithm and the experimental result is given in section 4. In section 5, we conclude our work with some possible extension in the future.
RELATED WORKS
Various evaluation measures such as Information Theory, Consistency based measures [21] , Chi-Squared based measures, Information Gain measures, Symmetric Uncertainty measures and Correlation-based measures are used for removing the irrelevant and redundant features.
Correlation based measures
Correlation is a well-known similarity measures between two features. If two features are linearly dependent, then their correlation coefficient is ±1. If the features are uncorrelated, the correlation coefficient is 0.
The association between the features is found out by using the correlation method. There are two broad categories that can be used to measure the correlation between two random variables. One is based on classical linear correlation and the other is based on information theory. Out of these two, the most familiar measure is linear correlation coefficient. As per the standard literature, for a pair of variables (X, Y), the linear correlation coefficient 'r' is given by:
(1) Lei Yu and Huan Liu [5] , have proposed FCBF (Fast Correlation-based Filter) algorithm. In this, the correlation between the continuous feature and class feature is found out by using symmetric uncertainty measure. If the value is higher than the threshold value (say 0.5), then the feature will be selected. The selection stops when the number of features equals nlogn. All the selected features are ranked according to the decreasing order. Then the feature-feature correlation is done to remove the redundant feature.
Jacek and Duch [7] have proposed Kolmogorov-Smirnov Correlation based filter method. In this filter method, The features are ranked by using F-score. The threshold for selecting the features is taken from frapper approach. The
feature redundancy removal is based on the Kolmogorov-Smirnov correlationbased filter method. Jacek and Duch [8] , have proposed PRBF (Pearson's Redundancy Based Filter) algorithm. This algorithm uses Symmetric Uncertainty measure as relevancy measure to rank the features in decreasing order of their relevance. Pearson Chi-Square test is used to remove the redundant features. The authors [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , uses absolute mutual correlation method for removing irrelevant and redundant features by discarding the features having the largest value.
Mark and Smith [2] , have proposed CFS (Correlation-based Feature Selection) algorithm. First the training data set is discretized using the method of Fayyad and Irani [9] and then passed to CFS. CFS calculates feature-class and feature-feature correlations using symmetric uncertainty and then searches the feature subset space.
Mark [2] , has proposed an algorithm for continuous and discrete features. This algorithm calculates correlation coefficient between continuous & class features using heuristic measures. Selecting the best subset is done using best first search. BFS starts with empty feature and evaluates. Search stops when 5 consecutive fully expanded non-improving subsets arrive. For both continuous features, it uses correlation formula. For one continuous and one discrete feature, it uses weighted Pearson's formula. For both discrete features, it uses Symmetric Uncertainty. The author proposed to find the average of continuous features to fill the missing values and for discrete features, the most common value is used.
Lei Yu and Huan Liu [10] , uses Markov blanket for finding the irrelevant features. Zheng Zhao and Huan Liu [11] , have proposed INTERACT algorithm. For relevancy analysis, Symmettric Uncertainty [17] [18] is used and the list is arranged in descending order. Then the correlation between the last feature and the remaining features are found out using C-Contribution measure. If the value is less than the threshold, it is removed.
The authors [12] , uses CACC discretization method for continuous features and then removes irrelevant and redundant features. Babu and Reddy in [13] , uses coefficient of dispersion for redundancy feature removal. Patricia and Andries [19] uses decision rule based categories to remove the irrelevant features.
PROPOSED CONCEPT
In this section, we describe the methodologies used for selecting the relevant features and for handling the missing values.
Methodologies and Pseudo Code a) T-test for Correlation Coefficient
In the study, only sample correlation coefficient is used to find out the correlation between the continuous feature and the class feature. Due to the rapid growth of the data size, the correlation coefficient which is high for a sample may not yield good result for the entire population. So, it must be determined whether there is significant association between the features, while taking the entire population. The most frequently used test to examine whether the two features are statistically correlated is the t-test. The methodology used in the proposed algorithm is to use t-test for selecting the most significant features from the features set.
The simplest formula for computing the appropriate t value to test significance of a correlation coefficient employs the t distribution. The t value can be calculated by assuming that there is no correlation between them (ρ = 0). (2) Where n is the number of instances and r is the correlation coefficient for sample data. The significance of the relationship is expressed in probability levels: p (e.g., significant at p = 05). The degrees of freedom for entering the t-distribution is n -2. If the t value is greater than the critical value at 0.05 significant level, then the feature is significant and it is selected.
Pseudo Code for Feature Selection Algorithm (Sigmis)
Input : S(F 1 , F 2 , ……., F k , F c ) // a training data set Output : S best // the selected feature set
Step 1 : begin
Step 2 : for i = 1 to k do begin r = calculate correcoeff(F i , F c ); end; // let p = 0.05 significant level;
Step 3 : let ρ = 0 // assuming there is no significant correlation between F i and F c ; Step 4 : for i = 1 to k do begin t = calculate signi(r, ρ) for F i ; // using t-test value from eqn (2) if t > CV // Critical value t r n r = − − 2 1 2 S best = S list ; end;
Step 5 : return S best ; end;
b) Handling of missing values
To handle the missing values in a feature, CFS [3] replaces the missing values by taking the average value for continuous features and the most common value for discrete features. This may lead to the increase in misclassification rate. To overcome this problem, two methods are introduced. First method is, if there are many missing values greater than the threshold (user-specific), the feature can be removed, since very less information can be extracted during the learning process. Secondly, the missing value can be found out by using Finite Differences measure. Each missing value can be filled up with the correct value and then the correlation measures can be used which will give an effective and efficient way for selecting the feature.
Finite Difference measure
When one or more of the F i values are missing, symbolic finite difference operators E and ∆ are used. Let V 1 , V 2 , ….., V n be the values of feature F i . The difference between the previous two values of the feature F i are
This is called as the first order differences and it is denoted by ∆ operator called as forward difference operator. The higher order differences can be found out recursively, till the missing value is found out.
Pseudo code for handling missing values
Let F be the set of features with {F 1 , F 2 , F 3 , ……., F k , F c } where k is the number of features and F c is the class feature. Let S list be the training data set with n instances and S miss be the set of missing values {m 1 , m 2 , …..m s }, where s is the number of missing values. Let V = {v 1 , v 2 …., v n } be the instances. Take a missing value from S miss and find its value with S list . Assume the fixed value for the missing value (say 10) to find the correct missing value. Repeat the process for all the missing values. To do this, first sort the data set along with the class feature. 
EXPERIMENTAL ANALYSIS
The objective of this section is to evaluate the algorithm in terms of removing the irrelevant and redundant features.
Data Set
The data sets used for experimental analysis are selected from UCI Machine Learning repository. The data sets are listed in table 1. Table 2 summarizes the number of selected features for each feature selection algorithm. From the result given above, it is clear that the proposed algorithm achieves the highest level of dimensionality reduction by selecting the least number of features. Fig. 1 depicts the number of features selected using various algorithms.
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CONCLUSION AND FUTURE WORK
In this paper, a new algorithm is proposed for dealing with the missing values and for selecting the best feature set. Instead of choosing the correlation coefficient, t-test on correlation coefficient is used to find out the significant of features. The approach demonstrates its efficiency and effectiveness in dealing with the value. In future, sampling methods can be used to reduce the misclassification error and to increase the predictive accuracy of the model. Handling of discrete features in feature selection will be studied in future.
