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Abstract – The estimation of genetic correlations between a nonlinear trait such as longevity
and linear traits is computationally difficult on large datasets. A two-step approach was pro-
posed and was checked via simulation. First, univariate analyses were performed to get genetic
variance estimates and to compute pseudo-records and their associated weights. These pseudo-
records were virtual performances free of all environmental effects that can be used in a BLUP
animal model, leading to the same breeding values as in the (possibly nonlinear) initial analyses.
By combining these pseudo-records in a multiple trait model and fixing the genetic and residual
variances to their values computed during the first step, we obtained correlation estimates by
AI-REML and approximate MT-BLUP predicted breeding values that blend direct and indirect
information on longevity. Mean genetic correlations and reliabilities obtained on simulated data
confirmed the suitability of this approach in a wide range of situations. When nonzero residual
correlations exist between traits, a sire model gave nearly unbiased estimates of genetic cor-
relations, while the animal model estimates were biased upwards. Finally, when an incorrect
genetic trend was simulated to lead to biased pseudo-records, a joint analysis including a time
effect could adequately correct for this bias.
simulation / genetic correlation / reliability / longevity
1. INTRODUCTION
Functional traits refer to traits related to the ability to remain productive.
Their importance increases significantly in situations where production is lim-
ited or constrained (quotas) [16]. In general, with the exception of some type
traits, functional traits exhibit two problems: rather low heritabilities and in-
sufficient information early in life. These lead to genetic evaluations with low
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reliabilities for young sires [14]. Fortunately, more heritable traits can be used
as early predictors of these functional traits. For example, in dairy cattle, early
predictors of, e.g., somatic cell count or functional longevity can be found in
the long list of type traits recorded in each breed [2, 6, 18, 21, 22]. A technique
to properly combine these pieces of information is needed.
The optimal estimation procedure to combine information from differ-
ent linear traits is known to be the multiple trait BLUP evaluation [8, 20].
MT-BLUP provides an improved accuracy of the evaluation on each trait
through an increase of the amount of information, an improved data struc-
ture through better connectedness and a correction of biases due to selection
on correlated traits. A multiple trait evaluation automatically accounts for the
fact that traits are correlated and that the relative accuracy of the evaluation for
each trait may greatly vary between the animals [14].
However an MT-BLUP evaluation on functional and production traits al-
together, although conceptually possible, is not routinely feasible. Traits are
often described by very different models. Some of these models are not lin-
ear; others involve repeated measures and/or more than one random effect or
are analysed accounting for heterogeneous variances. Above all, the amount
of data to manipulate in national evaluations is tremendous. Despite huge and
fast improvements in computing power, computational considerations are still
a limiting factor. Furthermore, a large set of dispersion parameters must be
estimated accurately before being included in such an evaluation.
Ducrocq et al. [14] proposed a two-step approach for multiple trait evalua-
tion of functional and production traits. First, univariate analyses are performed
for each trait to get genetic variance estimates and to compute pseudo-records
and their associated weights. Pseudo-records here can be regarded as a gener-
alization of deviations or records corrected for environmental factors to more
complex situations such as repeated records and nonlinear traits. Combining
these pseudo-records in a multiple trait animal model while fixing the ge-
netic and residual variances, one can get correlation estimates and approximate
MT-BLUP breeding values that blend direct and indirect information.
Among functional traits, longevity was found to be the most important in
most studies on relative economic weights in dairy cattle [5, 16]. Routine ge-
netic evaluations of bulls on the length of productive life of theirs daughters
rely on the modelling of a hazard function, which describes the limiting prob-
ability for a cow alive just prior to time t of being culled at time t. This al-
lows a conceptually natural analysis of records from animals that are still alive
(censored records) together with already culled animals (uncensored records).
Moreover, this non-linear model used to describe the hazard function can
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include time-dependent fixed effects (e.g., herd-year-season, stage of lacta-
tion), which permit to precisely account for changes in culling policies over
time.
The aim of this paper was to check via simulation the two-step approach
for multiple trait genetic evaluation of longevity and linear traits. After the
analysis of a reference situation, a sensitivity analysis was performed to check
the suitability of this approach in a wide range of situations.
2. MATERIAL AND METHODS
2.1. General strategy
Observations of longevity (t) and of two linear traits (y1, y2) with known ge-
netic and residual correlations were simulated. For longevity traits, the current
models of analysis used are so different (they have to deal with non linearity,
censoring and non normal residuals) that an exact multiple trait approach is
usually not feasible, at least on moderate or large size data sets. The proposed
approach was aimed at summarising the data in such a way that the simplest
linear animal model can be used for each trait. This first step requires the cal-
culation of a pseudo-record y∗i,m for each animal m and trait i corrected for all
non genetic effects and an associated weight wi,m indicating the amount of in-
formation for that animal. These pseudo-records are obtained from a univariate
(or a simpler multivariate) analysis, after estimation of the relevant dispersion
parameters. Then, all pseudo-records are analysed together using a classical
MT-BLUP framework assuming an animal model:
y∗i,m = µi + ai,m + ei,m (1)
where µi is the overall mean for trait i, ai,m is the additive genetic value of
animal m for trait i and ei,m is the residual. In order to account for the variable
amount of information summarised in y∗i,m, its residual variance is assumed to
be heterogeneous: var(ei,m) = σ2e,i/wi,m, where σ2e,i is the residual variance for
trait i.
The derivation of pseudo-records and their weights is based on the fol-
lowing principle: when analysed using the simplistic univariate BLUP animal
model (1), these records should lead to EBV equal or as close as possible to the
EBV obtained with the complete model and in the case of nonlinear traits, with
the adequate methodology. Then, the application of a MT-BLUP animal model
based on equation (1) is straightforward. It provides the appropriate EBV for
all traits and all animals. However, MT-BLUP requires an adequate knowledge
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of the correlations between traits. The variances are supposed to be the ones
estimated for the simpler univariate analysis used to compute pseudo-records.
2.2. Simulation of the dataset
The records of 5000 animals m roughly resembling the length of produc-
tive life of dairy cows were simulated using the following Weibull log normal
frailty model:
h(tm) = λ ρ (λ tm)ρ−1 exp
(
x
′
mβ + z
′
ma
)
(2)
where h(tm) is the hazard function at time tm > 0, the Weibull parameters ρ and
λ are strictly positive. A ρ value of 2.0 (increasing hazard) and a λ value such
that the median time tmed was 1000 days were used for the simulation. The two
linear traits were simulated based on the model yi,m = µi,m+x
′
i,mβi+z
′
i,mai+ei,m.
Two means µ1 = 100 and µ2 = 200 were also arbitrarily added without a lack
of generality. For each trait i, two fixed effects β′i =
(
β
′
i,1 β
′
i,2
)
, with respectively
10 and 100 unbalanced levels, were generated from a uniform distribution and
appropriate change of scale.
The true breeding values of the 5000 animals ai,m, that were progeny of
50 unrelated sires, were obtained by adding half the breeding value of their sire
si,m to a value ui,m covering the dam contribution and Mendelian sampling, i.e.
representing three quarters of the total genetic variance. The values were drawn
from a MVN(0,G) distribution, where G is the genetic covariance matrix. In
the reference situation, genetic variances for longevity and linear characters
were respectively 0.20, 400 and 600. Genetic correlations between all pairs of
traits were 0.4.
Residual values ei,m for the two linear traits were also generated from values
drawn from a BVN(0,R) distribution, where R is the desired residual covari-
ance matrix. Residual variances were chosen to lead to heritabilities of 0.25
for the first linear character and of 0.10 for the second. The distribution of the
residual component for the longevity measure is proportional to an extreme
value distribution. The residual correlation between the two linear traits was
0.4. In the reference situation, a residual correlation of 0 was assumed between
longevity and the two linear traits.
2.3. Calculation of pseudo-records and their associated weight
Longevity was analysed using a Weibull frailty model [12,14]. First, the ge-
netic variance was estimated using a sire model. Then, assuming that this esti-
mated variance is the correct one, longevity pseudo-records and their weights
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were obtained using two procedures. The first one was a two-step procedure
where the first step involved the estimation of fixed effects and sire EBV us-
ing a sire model, and the second step consisted in calculating the progeny’s
EBV aˆi,m, considering fixed effects and sire EBV as known. This results in
an approximation of the EBV solutions aˆi,m from a Weibull animal model
(see [9] for details). The second procedure consisted in directly estimating the
progeny’s EBV aˆi,m from a Weibull animal model. The resulting pseudo-record
for longevity for animal m in both procedures was (for details, see [15]).
y∗i,m =
δm
wi,m
+ aˆi,m − 1 (3)
where δm = 0/1 is the censoring code. The associated weight wi,m = ˆHi,m is the
cumulative risk ˆHi,m of animal m from time 0 to culling or censoring time. The
calculations were done using a modified version (version 5.0) of the Survival
Kit [12].
For linear traits, instead of a univariate analysis for each trait, we decided to
use a bivariate animal model, which is simple to implement here. First, genetic
and residual dispersion parameters were estimated via an AI-REML procedure.
The pseudo-record for trait i and animal m was simply the record corrected for
fixed effects:
y∗i,m = yi,m − x
′
i,m ˆβi. (4)
The associated weight wi,m for the approximate MT-BLUP evaluation was the
diagonal element of the least square part of the mixed model equations (MME)
after absorption of the “contemporary group” fixed effect, that is the effect with
the largest number of levels. This way, a lower weight is given to observations
from small contemporary groups. It may seem inconsistent to absorb this fixed
effect on one side and still correct for its estimate in (4). But as pointed out by a
referee, the absorption matrix M is idempotent (MM=M). Therefore, the use
of the absorption matrix M to weight y* leads to the correct genetic estimates:
(
Z′MZ + A−1λ
)
aˆ = Z′My∗
= Z′M
(
y − Xˆβ
)
= Z′M
(
y − X(X′X)−1X′y
)
= Z′M
(
I − X(X′X)−1X′
)
y = Z′MMy = Z′My.
Using y or y* leads to the same solution vector aˆ.
2.4. Joint analysis
Genetic and residual correlations were estimated via an AI-REML proce-
dure applied to pseudo-records assuming that the variances are known and
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equal to the estimates obtained in the first step (the residual variance for
longevity was fixed to 1, since this value plays the role of the residual variance
in the variance ratio 1/σ2a to be multiplied to the inverse relationship matrix [9,
equation (12)]). Data were analysed using either a sire or an animal model
to compare the performance of both models. Several REML packages exist
but none is really adapted to model equations such as (1) with heterogeneous
residual variances. A simple trick avoids this limitation [14]. Let vi,m = √wi,m.
Multiplying both sides of the model equation (1) by vi,m, one gets:
y#i,m = vi,m y
∗
i,m = vi,mµi + vi,mai,m + εi,m. (5)
Now, the residual part εi,m has homogeneous variance: Var
[
εi,m
]
=
v2i,m Var
[
ei,m
]
= σ2
e,i. The REML estimation of the dispersion parameters of
model (5) considering y#i,m as the data and vi,m as a continuous covariate gives
results identical to the analysis of model (1) [14]. A version of I. Misztal’s
AI-REML software was modified to impose the constraints that genetic and
residual variances are fixed [7]. Indeed, this is equivalent to impose structured
genetic and residual (co)variance matrices where the only unknown parame-
ters are the correlations. The AI-REML equations were expressed as functions
of the unknown parameters (correlations) and of the first derivatives of the
(co)variances matrices with respect to these [7]. Finally, an MT-BLUP eval-
uation based on pseudo-records (and their weights) was performed using the
estimated genetic and residual (co)variance matrices.
2.5. Reliabilities
Two different longevity EBV were obtained for each animal: one from direct
evaluation (via the Weibull model) and the other taking into account indirect
information from correlated traits (MT-BLUP approach). Average reliabilities
for longevity of progeny and their sires were also computed in two ways. First,
asymptotic mean reliability was obtained as the mean of the diagonal elements
of the inverse of the Weibull Hessian matrix at convergence of the maximi-
sation process. The second way was to compute the correlation between the
simulated (true) BVs and the estimated ones (via a Weibull model or via the
MT-BLUP approach). The average reliability is the square of this correlation.
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2.6. Sensitivity analysis
2.6.1. Genetic parameters for longevity
Two different genetic variances for longevity (either 0.05 or 0.20 (refer-
ence)) were used, indicating low and high genetic variation. These variances
gave heritabilities for longevity of 0.05 and 0.19 respectively [23].
Also different genetic correlations (0.20, 0.40 and 0.60) were simulated be-
tween all three traits (longevity and the two linear traits) as well as a situation
where correlations of longevity with linear traits 1 and 2 were equal to 0.4 and
–0.4, respectively, and the two linear traits were assumed uncorrelated.
2.6.2. Level of random censoring
To see how censoring affected the results, four levels of random censoring
(no censoring and approximately 30, 60 and 90%) were applied to the simu-
lated datasets. Compared with the reference situation (no censoring), random
censoring was generated in the following way. All sires from the same dataset
had on average the same percentage of censored records among their progeny.
Censoring randomly occurred at time Cm equal to 400, 800 or 1200 d, mimick-
ing the end of a reproductive cycle. In datasets with 90% of censored records,
all censoring times Cm were in the 400 days group. In the case of 60% of cen-
sored records, 40% of the censoring times Cm were in the 400 days group,
30% in 800 days and 20% in 1200. For a 30% of censored records, the re-
spective values were 14%, 10% and 7%. Finally, the actual longevity measure
available for analysis was set to min(Cm, Tm), where Tm was the failure time
generated as in the reference situation.
2.6.3. Batches of progeny with different censoring rates
The reliability of the younger sires’ proofs would increase with the multi-
ple trait approach as a function of censoring percentage. In contrast with the
previous section, sires were simulated with different percentages of censoring
among their progeny. The actual longevity measure for the first 1000 animals
(progeny of the 10 “young” bulls) was set to min(400, Tm), i.e., censored at
400 days if the actual failure time Tm was higher than 400 days. Longevity
for the next 1000 animals was set to min(800, Tm) days and the records of
the following 1000 animals were set to min(1200, Tm) days. Finally, the last
2000 animals were not censored (progeny of old sires).
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2.6.4. Non zero residual correlation between longevity and linear traits
So far we assumed a zero residual correlation between longevity and linear
traits. Assuming that longevity data follows a Weibull distribution, equation (2)
is equivalent to:
log t = − (ρ log λ + x
′β + z′a)
ρ
+
e
ρ
(6)
where e follows an extreme value distribution [17] with Var(e) = π2/6.
In order to generate a nonzero correlation, records for linear traits were sim-
ulated as:
yi = µi + x
′
iβi + z
′
iai + εi + ωi for i = 1, 2 (7)
where the complete residual values ei were decomposed into two components:
one (ωi) correlated with longevity and the other (εi) correlated with the other
linear trait. That is to say, for i = 1, 2:
cov(e, ei) = cov(e, ωi) + cov(e, εi) = rlongiσeσei + 0 = rlongiσeσei
cov(e1, e2) = cov(ε1, ε2) = r12σe1σe2 .
To obtain ωi,m, first the failure time ym was simulated in (6). Then, the residual
em was obtained as em = ρ log tm + ρ log λ + x
′
mβ + z
′
ma. The component corre-
lated with longevity ωi,m was generated as ωi,m = blongiem, i.e., the regression
of ei on e with blongi = rlongi(σei/σe).
Finally, the values εi,m were generated from a bivariate normal distribution
with the adequate covariance matrix. Note that the non zero residual correla-
tion between longevity and the linear traits was obtained using equation (6)
to model log t while the final model of analysis with pseudo-records is on a
different scale with heterogeneous residual variance. Also, a positive correla-
tion rlongi between linear trait i and log t corresponds to a negative relationship
between the linear trait and the hazard. This will have implications on the in-
terpretation of the results.
2.6.5. Biases generated by incorrect univariate analyses
In this section, it is assumed that a genetic trend on all traits existed, i.e.,
progeny born in years 0, 1, . . . ,10 do not have the same average genetic level,
and it was incorrectly estimated (biased). To generate such a situation, the
simulation models for longevity and linear traits were modified to:
h(tm) = λ ρ (λ tm)ρ−1 exp
(
x
′
mβ + δ j + z
′
ma
)
(8)
yi,m = µi,m + x
′
i,mβi + δi, j + z
′
i,mai + ei,m for i = 1, 2 (9)
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where, for an animal born in year j = 0, 1, ..., 10 (11 years), an effect δ j
equal to 5% of a genetic standard deviation per year was added for each trait.
To create an unbalanced but connected design, each sire was assumed to have
half his progeny in year j and the other half in year j + 1 (where j = 0 to 10).
So, sires had their progeny in different years.
The analysis of such a situation was done ignoring the year effect in the first
step (univariate analysis) leading to potentially biased estimates of variances,
pseudo-records and weights. However, to see how the joint analysis of the data
can cope with such biases, a year effect was included in the second step, i.e., for
the estimation of the genetic and residual correlations and for the MT-BLUP
evaluation of the three traits together.
3. RESULTS
3.1. Reference situation
Means of the genetic and residual variances estimates over 200 replicates
for linear traits were always in the confidence interval of the mean. In the
case of longevity, the sire variance is slightly underestimated for the reference
situation (0.0449 estimated vs. 0.05 simulated). However, this bias may be
considered negligible [10].
The calculation of the longevity pseudo-records and their weights was ob-
tained by two alternative procedures: an approximate two-step procedure based
on a sire model and a direct procedure based on the exact animal model.
The correlations between both procedures were 0.9985 for pseudo-records and
0.9910 for their weights. Therefore, the approximate two-step procedure gave
results very similar to the more demanding exact one. Only results from the ex-
act procedure are reported hereafter because the moderate size of our datasets
allowed the use of the animal model.
Next, univariate BLUP analyses were performed based on pseudo-records
for longevity. The resulting EBV were compared with the ones calculated
from the appropriate Weibull animal model. The correlations between both
were 0.9980 for sires and 0.9999 for progeny. Their standard deviations were
also nearly identical. As desired, the use of the pseudo-records in the uni-
variate BLUP evaluation based on an animal model led to sire and progeny
EBV equivalent to the EBV obtained in the Weibull analysis.
The pseudo-records were useful to compute genetic and residual correla-
tions under a multiple trait sire or an animal model. All mean genetic corre-
lation estimates were similar to the simulated ones whatever the estimation
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Table I. Estimates of genetic and residual correlations between longevity (Long) and
two linear traits (L1, L2) using the AI-REML approach under a sire and an animal
model for two levels of animal genetic variation for longevity: low (0.05) and high (or
reference) (0.20).
Model of Analysis Sire Animal
Longevity heritability Low High Low High
Correlationsa True Meana STDa Meana STDa Meana STDa Meana STDa
Genetic Long-L1 0.4 0.382 0.182 0.371 0.139 0.388 0.128 0.374 0.079
Long-L2 0.4 0.410 0.209 0.389 0.160 0.402 0.179 0.380 0.121
L1-L2 0.4 0.377 0.158 0.373 0.160 0.379 0.156 0.374 0.156
Residual Long-L1 0.0 0.004 0.005 0.010 0.006 –0.000 0.006 –0.000 0.006
Long-L2 0.0 0.003 0.005 0.007 0.006 –0.000 0.005 –0.000 0.006
L1-L2 0.4 0.406 0.011 0.406 0.011 0.415 0.024 0.416 0.024
a Mean and standard deviations (STD) over 200 replicates.
models (Tab. I). However, it was necessary to impose constraints such that
the genetic and residual variances were known and equal to the estimated
ones. Otherwise convergence was rarely obtained, due to genetic variances
quickly going to 0. The standard deviations of genetic correlations were be-
tween 0.139 and 0.160 for the sire model and were slightly smaller for the
animal model (Tab. I). The average asymptotic standard errors provided by the
AI-REML algorithm were lower than these standard deviations (between 0.100
and 0.113 for the sire model). This was expected because it was assumed that
the variances were known without error. Nevertheless, these asymptotic stan-
dard errors provided a rough idea about the magnitude of the accuracy of the
estimates.
Finally, average reliabilities for longevity computed as the squared correla-
tions between true breeding values and EBV were 0.890 for sires and 0.538 for
progeny when just direct information was used in a Weibull model (Tab. II).
These reliabilities were nearly identical to the asymptotic ones computed from
EBV standard errors. When the genetic correlation between longevity and lin-
ear characters was accounted for in the MT-BLUP approach, the gain in reli-
ability was very limited for sires (0.002 in absolute terms) and slightly higher
(0.017) for progeny. This small increase may be related to the initial level of
reliability, which was already high for sires.
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Table II. Mean and standard deviation of reliabilities (squared correlations between
true and estimated breeding values) of longevity obtained for sires and progeny with
a Weibull model and the MT-BLUP approach under a sire and an animal model.
Weibull model MT-BLUP
Genetic Model of Animals Meana STDa Meana STDa
variance analysis
Low Sire Sires 0.731 0.066 0.743 0.064
Animal Sires 0.732 0.066 0.748 0.063(0.05)
Progeny 0.403 0.043 0.434 0.040
High Sire Sires 0.890 0.030 0.892 0.030
Animal Sires 0.892 0.030 0.895 0.029(0.20)
Progeny 0.538 0.032 0.555 0.029
a Mean and standard deviations (STD) over 200 replicates.
3.2. Sensitivity analysis
3.2.1. Effect of the genetic variance of longevity
Reducing the genetic variance for longevity from 0.20 (reference) to
0.05 did not greatly affect neither the average estimates of genetic variances
nor the correlations (Tab. I), although the standard deviations of the latter in-
creased to 0.182–0.209 (sire model). The gain in reliability for the MT-BLUP
approach was higher than in the reference situation, 0.012 for sires and 0.031
for progeny (Tab. II).
3.2.2. Effect of the genetic correlation
Again, the characteristics of the estimates of genetic and residual variances
and genetic correlations (results not shown) were not substantially modified
by the level of genetic correlation in a range from 0.2 to 0.6. This was also
true when genetic correlations of 0.4 between longevity and the first linear
trait and –0.4 with the second were imposed. When indirect information was
included, the gain in reliability increased with the amount of the genetic corre-
lation simulated (Fig. 1). These gains were substantially greater when genetic
correlations with different signs were simulated.
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Figure 1. Increase in reliability for longevity of sires () and progeny () obtained by
adding indirect information with the MT-BLUP approach under an animal model with
respect to the Weibull model. Different levels of genetic correlations were simulated:
0.2, 0.4 and 0.6 and +0.4/-0.4.
3.2.3. Effect of level of random censoring
The mean of genetic correlations estimated for datasets with different de-
grees of censoring were always close to the simulated values. The estimation
procedure seems robust even with 90% of censoring, since the average val-
ues were only slightly underestimated. Nevertheless, the amount of censoring
clearly affected the standard error of the estimates, which increased moderately
until 60% of censoring (from 0.139–0.160 to 0.159–0.196 for the sire model),
but the increase was substantial when censoring reached 90% (0.245–0.294).
Average reliabilities for longevity logically decreased when the level of
censoring increased because the amount of direct information decreased. The
gains in reliability with the inclusion of indirect information initially increased
with censoring rate. In the case of 90% censoring, there was no gain in re-
liability for progeny. This is explained by a reduced accuracy of the ge-
netic correlation estimates in this extreme situation as a consequence of the
small number of informative records. This was checked by simulating a pop-
ulation of 25 000 progeny under the same conditions and with 90% censor-
ing. Then, the standard deviation of the genetic correlation estimates was
reduced to 0.08−0.11 (animal model) and the gain in reliability for progeny
was about 0.06.
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Figure 2. Mean (continuous line) and standard deviations (discontinuous line) of re-
liabilities for longevity of sires obtained with the Weibull model as a function of cen-
soring percentage among progeny. Different levels of genetic variance for longevity
were simulated: low () and high ().
3.2.4. Progeny batches with different censoring rates
When sires were simulated with different percentages of censoring among
their progeny, the average reliabilities for longevity decreased and their stan-
dard deviations increased when censoring rate increased (Fig. 2). The average
reliability of young sires with 90% of their daughters censored was 0.36 and
0.60 for low and high genetic variation, respectively. When indirect informa-
tion was taken into account (Fig. 3), there was no gain in reliability for old
sires (up to 30% censored). However, the gain for young sires was important
when genetic variation was high (0.04–0.05), and even more so when it was
low (up to 0.10). This can be attributed to the fact that the information of older
sires allowed a more accurate estimation of variances and genetic correlations
compared with the previous situation (all sires with the same percentage of
censoring).
3.2.5. Effect of non zero residual correlations
When non zero residual correlations between longevity and linear traits ex-
ist, estimates of genetic and residual variances were again similar to the sim-
ulated values (results not shown). In the joint analysis, the sire model gave
again virtually unbiased estimates of genetic correlations. However, the esti-
mates from the animal model were clearly biased (Tab. III). The direction of
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Figure 3. Increase in reliability for longevity of sires obtained by adding indirect infor-
mation with the MT-BLUP approach as a function of censoring percentage. Different
levels of genetic variance for longevity were simulated: low () and high ().
Table III. Estimates of genetic and residual correlations between longevity (Long)
and the two linear traits (L1, L2) using the AI-REML approach under a sire and an
animal model. Two situations were compared: non zero residual correlation (0.4) and
incorrect univariate analysis. A high genetic variation for longevity (0.20) was as-
sumed.
Non zero residual Incorrect univariate
Correlationsa True Sire Animal True Sire Animal
Genetic Long-L1 0.4 0.355 –0.371 0.4 0.383 0.359
Long-L2 0.4 0.360 –0.533 0.4 0.398 0.366
L1-L2 0.4 0.382 0.554 0.4 0.400 0.394
Residual Long-L1 0.4b –0.092c –0.087c 0 0.010 –0.001
Long-L2 0.4b –0.103c –0.093c 0 0.007 –0.000
L1-L2 0.4 0.388 0.369 0.4 0.406 0.414
a Mean over 200 replicates.
b,c Scale change: not comparable to the values on the same line; b corresponds to the
correlation between the linear trait and log t, a negative sign for c is expected.
the bias depended on the sign of the residual correlation. The standard devi-
ations were similar to those obtained with zero residual correlation. It should
be noted that the estimated residual correlations on longevity trait were not
comparable to the simulated ones (Tab. III). The latter ones corresponded to
the modelling of log t with a residual variance of π2/6 [11]. They were not di-
rectly transposable to the pseudo-record scale which assumes a heterogeneous
residual variance and corresponds to a modelling of the hazard, not of log t.
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Average reliabilities for sires and progeny were similar to those obtained with
zero residual correlation (results not shown).
3.2.6. Effect of incorrect univariate analysis
When the univariate analyses were incorrect (for example, because of the
existence of a hidden bias in the estimated genetic trend and/or an incorrect
modelling of fixed effects), estimated genetic variances (0.0485 for longevity)
were slightly increased compared to the reference situation (0.0449) and resid-
ual variances were slightly underestimated. The pseudo-records were also bi-
ased. A year effect was included in the joint analysis of the data to try to capture
this bias. For longevity, the slope of the regression of the year effects estimated
with the MT-BLUP approach on year was 0.0221 (sire model) and 0.0223 (an-
imal model) and was very close to the simulated value (0.0224). Similar results
were obtained for the year effects of the two linear traits. With the inclusion of
this year effect, and in spite of the use of biased genetic and residual variances,
all genetic correlations were on average similar to the simulated ones for both
estimation models (Tab. III). The standard deviations of these correlations were
also similar to those of the reference situation, between 0.141 and 0.171. On
the contrary, the average reliabilities for sires and progeny were slightly lower
(0.01 to 0.02) than the reference ones.
4. DISCUSSION
Although conceptually possible, the exact joint analysis of longevity data
with early predictors or other functional and production traits is not routinely
feasible on large data sets. This is due to the need for very different models
for these traits (e.g., accounting for nonlinearity, censoring and non normal
residuals for longevity traits) and above all, to the fact that the amount of data
to manipulate in national evaluations is tremendous. Despite huge and fast im-
provements in computing power, computational considerations are still a limit-
ing factor. To avoid this, a less demanding two step approach was proposed by
Ducrocq et al. [14] and was checked here via simulation. The results obtained
under a sire and an animal model confirmed the suitability of the proposed
approach in a wide range of situations.
The two-step approach starts with the estimation of dispersion parame-
ters via univariate analyses (or simpler multivariate analyses of subsets of
traits) and the evaluation of all recorded animals to get pseudo-records. These
pseudo-records are performances free of all environmental effects that can be
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used in a BLUP animal model to get the same breeding values as in the Weibull
animal model. The longevity pseudo-records and their associated weights can
be obtained using an animal model if the dataset is small. However, if there
are computational constraints to implement it (i.e., for large national applica-
tions) a two-step procedure to get approximate animal solutions based on a sire
model is a less demanding alternative. The correlations between both proce-
dures were very high for pseudo-records as well as for weights and, therefore,
both of them could be used indistinctly.
Combining these pseudo-records into a multiple trait sire model and
fixing genetic and residual variances to the previously estimated values,
AI-REML estimates of genetic and residual correlations were virtually unbi-
ased. This confirms the suitability of the multiple trait approach under a sire
model for analysing this kind of data. A concern related to the necessary con-
straint of assuming that genetic and residual variances are known is that poten-
tially biased genetic and residual variances might lead to biased estimates of
correlations. In fact, it was found that the multiple trait approach under a sire
model is quite robust: if the genetic trend is wrongly estimated in univariate
analyses and estimates of variances, pseudo-records and weights are biased,
the joint analysis of the data can correct and even estimate this bias by in-
cluding a time (year) effect. Again, this leads to nearly unbiased estimates of
genetic correlations.
The adequacy of the estimation of genetic correlations in the multiple trait
animal model was first assessed under the assumption of a zero residual cor-
relation between longevity and linear traits. This assumption is natural when
different traits are recorded in different countries, i.e., on different animals, but
is no longer satisfying when the traits are observed on the same animals. Then
residual correlations can differ substantially from 0 for some pairs of traits [14].
In such a situation, it was found that the genetic and residual correlations
should be estimated under a sire model. The correlation between individual
pseudo-record residuals is clearly deviating from the true residual correlation.
A sire model somewhat averages residuals over progeny of a same sire and is
more robust for variance component estimation. Then, the estimated correla-
tions can be used in an MT-BLUP animal model.
After the MT-BLUP evaluation, a gain in true reliability for longevity is ob-
served with respect to the situation when just direct information is used in a
Weibull model. This gain is greater when the reliability in the initial Weibull
model is lower. However, this gain was very limited in uncensored datasets,
at least with the moderate size of our dataset. The increase in reliability was
more noticeable when progeny batches with different censoring rates were
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simulated. Then, the information from older sires allowed an accurate esti-
mation of genetic variances and correlations and the multiple trait evaluation
used this information to significantly improve the reliability for young sires
(with 90% censored daughters).
The suitability of the two-step multiple trait approach was also assessed
under situations where progeny of all sires had an extreme percentage of cen-
soring. The estimation procedure for variances and correlations seems nearly
unbiased but very imprecise in extreme cases, e.g., with 90% censoring for
all progeny groups and small size datasets. In these extreme situations, the
gain in reliability is negligible. But the increase in true reliability due to the
joint analysis can be quite important, when the dataset is large enough (e.g., at
least 25 000 records) to accurately estimate variances and correlations. These
extreme levels of censoring usually exist only for a fraction of the bulls for
dairy cattle length of productive life, but apply more generally to the whole
population for example in piglet [4], beef calf [19] or laying hen [13] survival.
It was not our intention to compare this approach with other approximate
strategies, which, for example, directly combine sets of estimated breeding
values using selection index theory. Although computationally more demand-
ing, the strategy proposed here has several attractive features: it accommodates
nonlinear traits, it gets as close as possible to a true multiple trait BLUP which
has well known theoretical characteristics and it offers a framework to the ap-
proximate estimation of genetic correlations between complex traits.
5. CONCLUSIONS
In conclusion, one can note that the two-step approach is an operational tool
that can be implemented in many situations where a multiple trait approach
is desirable but not applicable, either because of the huge size of the datasets
analysed or the complexity and heterogeneity of the models to be implemented.
Applications have been reported for total merit index constructions [14], joint
analyses of longevity, discrete and linear traits [1], and joint cow and bull in-
ternational evaluation [3].
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