Abstract. We address the question of which function spaces are invariant under the action of scalar conservation l a ws in one and several space dimensions. We establish two t ypes of results. The rst result shows that if the initial data is in a rearrangement-invariant function space, then the solution is in the same space for all time. Secondly, w e examine which smoothness spaces among the Besov spaces are invariant for conservation laws. Previously, w e showed in one dimension that if the initial data has bounded variation and the ux is convex and smooth enough, then the Besov spaces B q Lq, 1, q = 1 = + 1, are invariant smoothness spaces. Now, in one space dimension, we show that no other Besov space with 1 i s i n variant. In several space dimensions, we show that no Besov space B q Lq with 1 i s i n variant. Combined with previous results, our theorems completely characterize for 1 which Besov spaces are smoothness spaces for scalar conservation laws.
1. Introduction. We are interested in the size and smoothness, as measured in certain function spaces, of solutions ux; t, x 2 R d , t 0, to the scalar hyperbolic conservation law 1.1 u t + r x fu = 0 ; x 2 R d ; t 0; ux; 0 = u 0 x; x 2 R d : Here, the ux f maps R into R d and r x fu denotes the divergence of fux; t with respect to the spatial variables x 2 R d . In general, classical solutions to 1.1 do not exist for all time t 0; indeed, at some time t 0, which depends on f and u 0 , the solution u to 1.1 will generally develop discontinuities known as shocks" even if the ux and the initial condition are smooth. One de nes weak solutions to 1. for all 2 C 1 R d+1 with compact support. Weak solutions are not unique; however, by imposing restrictions, known as entropy conditions, on weak solutions u, i t i s possible to select from these weak solutions the physically relevant solution to 1.1. See 10 , 15 . When we speak about the solution to 1.1 we shall mean this entropy solution.
We are interested in the question of which function spaces X, such as the spaces of p-integrable functions L p R d or the space of functions of bounded variation BVR d , are invariant under the di erential equation. This means that if we denote the mapping u 0 7 ! u ; t for xed t 0 b y Et i.e., Etu 0 = u ; t , then we are interested in function spaces X for which there exists a constant C such that for for all u 0 2 X kEtu 0 k X Cku 0 k X :
If the X norm or quasi-norm, or semi-norm in some sense measures smoothness of functions, then we call X a regularity space for 1.1. We rst address the question of how to measure the size of solutions to 1. The main focus of this paper is the smoothness, or regularity, of solutions to 1.1, which w e next describe. Because of the appearance of shocks, Et does not map CR d i n to itself. The question arises whether there is any other sense in which the solution of 1.1 retains smoothness.
One should note that solutions of 1.1 are translation invariant, i.e., Etu 0 x+ h = Etu 0 + hx for all x and h in R d . T h us, from 1.3 we see that for all h 2 R d , Perhaps somewhat more surprising is the fact established in 6 , 7 , and 13 that the spaces BV B , : = + 1 ,1 , 0, are regularity spaces in one space dimension provided that the ux f is suitably smooth. In some cases, for example for the inviscid Burgers equation, the space B is itself a regularity space i.e., it is not necessary to intersect this space with BV.
With these results in hand, the question arises whether any other Besov spaces are regularity spaces for 1.1, to which w e n o w attend. To explain the results of the present paper, it is useful to give a diagram that organizes our knowledge of smoothness spaces. We identify any smoothness space with smoothness in L p R d , and in particular the Besov space B p , with the point 1 =p; in the upper-right quadrant o f R 2 . The classi cation of Besov spaces as regularity spaces in one space dimension can then be visualized as in Figure 1 . The line segment connecting 0; 0 to 1; 0 represents the L p R spaces, or more generally the rearrangement-invariant spaces which w e show i n x4 are invariant spaces for 1. and those not embedded in CRbelow the line. It follows that any space above the line L 0 cannot be a regularity space for 1.1, since in general, continuous data u 0 generate solutions with shocks. We prove in the present paper that for 1, none of the Besov spaces B p L p R are regularity spaces except for the spaces B , which corresponds to points on L 1 .
In one space dimension, we h a ve not determined whether the spaces represented by points in the parallelogram with vertices 0; 0, 1; 0, 1; 1, and 2; 1 are regularity spaces for 1.1. All the same, we conjecture that all these spaces are regularity spaces for 1.1. We are able to use techniques from approximation theory and interpolation of operators to prove this for certain points in this region but will not report on this here since the results are not complete and the arguments are quite technical. One would hope that some nonlinear interpolation argument w ould settle all these cases.
Our results concerning regularity in one space dimension described above are, for the most part, negative. It is possible, however, to prove some positive results for regularity in one space dimension. We show, using a general argument, that if f is We feel that our negative results on regularity spaces in several space dimensions give useful information about the structure of solutions to 1.1 and the behavior of numerical methods for their solutions. In order to bring out this point, we rst make a few remarks about the connections between regularity and numerical methods. A typical numerical method creates for discrete time values t n an approximation u n to u ; t n . The approximants u n will lie in certain linear or nonlinear spaces n associated with the numerical method. Usually, n is a space of piecewise polynomials with either a xed or variable grid. The approximation power of such a method is often although not always associated with the approximation power from the space n . I n any case, no numerical method can approximate better than the best approximation from n . The order of best approximation by elements in n is characterized by the smoothness of the function u ; t n being approximated. It is therefore important to understand when the solution u ; t is in the smoothness space associated with a given order of best approximation by elements in n . F or example, the regularity spaces B characterize the classes of functions that can be approximated with a given approximation order N , in L 1 R b y free-knot spline functions with N knots. This shows that numerical methods based on moving grids in one space dimension should be e ective in recovering solutions to scalar conservation laws. This is indeed the case, as is shown in 12 , 6 , 13 where numerical methods based on moving grid nite elements are constructed that provide approximation order for any 0. In the multivariate case, there are no regularity spaces among the Besov spaces B p L p R d , 1. The Besov spaces are homogeneous: they measure regularity the same way in all coordinate directions. From another viewpoint, these Besov spaces are characterized by v ery regular approximation processes such as approximation by wavelets or splines with regular partitions. The elements in these spaces behave the same in all coordinate directions. On the other hand, the uid transport" in conservation laws can be very directionally dependent. To approximate well such a solution at later time t 0 requires ner resolution in directions where mass is accumulating. For example, if we w ere approximating by piecewise constants we w ould need elements that are ner in certain directions and coarser in others. This is not possible with splines on regular partitions or wavelets. This is re ected in the fact that their approximation spaces the Besov spaces are not regularity spaces for conservation laws in several space dimensions. There is no simple description of the solution u of 1.1. However, in one space dimension, the following method of Lax 11 gives a useful analytic method for obtaining u. W e assume that the ux f is strictly convex. It follows that the transport velocity au : = f 0 u is strictly increasing on Rand is therefore invertible under composition of functions on R. W e assume further that the initial condition u 0 is continuous with compact support. Any initial condition can be approximated to arbitrary accuracy in the L 1 R norm by such functions. Under these conditions, Lax 11 shows that the solution ux; t of 1.1 can be described by 2.2 ux; t = u 0 yx; t where y = yx; t satis es 2.3
x , y t = au 0 y In general, there are many solutions y to 2.3. The one that satis es 2.2 is determined as the solution to an extremal problem cf. Theorem 3.1 in 11 .
Lax establishes various properties of the selection yx; t. In particular, he shows that for each xed t 0, 2.4 y ; t is increasing on R:
Shocks occur in the solution to 1.1 at points where y ; t discontinuous. This can occur when there is more than one solution y to 2.3 and we jump down from one piece of the graph of u 0 to another.
3. Besov spaces. In this section we give the de nition of Besov spaces and several equivalent norms for these spaces, which will be used in the sequel. For 0 and 0 p ; q 1 , the Besov space B q L p R d is a space of functions with smoothness in L p . The secondary parameter q gives a ner gradation of these spaces that is important in many applications.
To describe these spaces, we use the di erence operators r h , r = 1 ; 2; : : : , with The application of Besov spaces to approximation theory and interpolation of linear operators leads to alternate characterizations of these spaces. We shall mention two of these alternate characterizations that hold in the univariate case.
The rst characterization describes the Besov spaces in terms of approximation by linear spaces of spline functions. Let S n;r denote the set of all univariate piecewise polynomials of degree r that have global smoothness C r,2 and have break points only at the dyadic integers j2 ,n , j 2 Z. F or each f 2 L p R, we de ne s n f p := s n;r f p := inf 1;
with the usual change to a supremum when q = 1. Moreover, 3.3 gives an equivalent semi-norm for B q L p R. It follows directly from 3.3 that B L p R is continuously embedded in B L p R if or = and . Our second characterization describes the Besov spaces in terms of univariate nonlinear approximation. For this, we let n := n;r denote the collection of all piecewise polynomial functions of degree r on Rthat consist of at most n+1 pieces.
Thus S 2 n if and only if there exist n breakpoints x 1 x 2 x n such that with x 0 := ,1, x n+1 := 1, the function S is a polynomial of degree r on each o f the intervals x i,1 ; x i , i = 1 ; : : : ; n . No assumption is made about the smoothness of S at the breakpoints. The set n is not a linear space, but it can be considered a nonlinear manifold parameterized by the breakpoints and the coe cients of the polynomial pieces.
We can describe certain Besov spaces in terms of their approximation by the elements of n . F or this, we de ne for f 2 L p R, 0 p 1 , It may be useful to say a few words about the di erences in the two c haracterizations 3.3 and 3.5. The characterization 3.3 describes the space B q L p R d in terms of approximation in L p R d . Thus the approximation is taking place in the same space L p R d in which the smoothness is measured. In contrast, in 3.5 the approximation takes place in the space L p R d but the smoothness is measured in the space L R d ; this is characteristic of nonlinear approximation. Since p , the class of functions that can be approximated by the nonlinear family n is larger than the class that is approximated by the linear spaces S n .
4. Rearrangement i n variant spaces. In this section, we shall give an elementary approach to nding invariant spaces based on interpolation of operators. We begin by recalling some basic facts about the K-functional and its application to the theory of interpolation of operators. If X 0 ; X 1 is a pair of complete, quasi-normed spaces embedded in a Hausdor space X, then for each v 2 X 0 + X 1 , w e form the K-functional Kv;s : = Kv;s; X 0 ; X 1 : =inf v=v0+v1 fkv 0 k X0 + skv 1 k X1 g; s 0;
where the in mum is taken over all decompositions v = v 0 + v 1 with v i 2 X i , i = 0 ; 1. It is easy to see that for xed s 0, K ; s is a quasi-norm and for xed v, Kv;
is an increasing concave function on R + .
The K-functional was introduced by P eetre as a tool for obtaining interpolation spaces X for the pair X 0 ; X 1 . We recall that a complete quasi-normed space X contained in X 0 + X 1 is called an interpolation space for the pair X 0 ; X 1 i f e a c h linear operator T that boundedly maps X 0 and X 1 into themselves also maps X boundedly into itself. For such a T , it follows that KT v ;s ; X 0 ; X 1 M K v;s; X 0 ; X 1 ; s 0; with M the maximum of the norm of T on the two spaces X 0 , X 1 .
In view of 4.1, we can obtain interpolation spaces for X 0 ; X 1 b y applying to Kv; a quasi-norm de ned for functions on R + . W e mention in particular the ;q norms, 0 1, 0 q 1 , which give the spaces X ;q that consist of all v 2 X 0 + X 1 for which Calder on showed that the interpolation spaces for the pair L 1 R d ; L 1 R d consist precisely of the set of rearrangement-invariant spaces.
As a consequence, from Lemma 4.1 we obtain the following. We rst prove the following lemma, which holds for general functions v, not necessarily solution of 1.1. Proof. It may help the reader to refer to Figure 3 during the course of this proof.
We rst assume that 1 q 1 and 1 1 + , 1=q, and we c hoose auxiliary i.e., ;q = 0 ; s . Note that it is always possible to choose these parameters by rst choosing 0 close enough to . It follows that 1 s 1.
We note that because u 0 has compact support, u 0 2 B ;p L ;p R P oint A implies that u 0 2 B ;p L 0 ;1 R P oint B, since 0 ; 1 ; p. Now, by the embedding theorems mentioned in x3, u 0 is in B 6. Regularity in Besov spaces. Part II: Limits on regularity. Recall that a smoothness space X is a regularity space for 1.1 if u 0 2 X = u ; t 2 X for all t 0. We h a ve remarked that the spaces BVR B ;1 are regularity spaces for 1.1, and we g a ve simple arguments in the introduction to show that spaces on or above the line L 0 with 1 or below the line L 1 cannot be regularity spaces for It is perhaps easier to rst describe the solution ux; 1 that we w ant t o a c hieve at time 1 and then explain how to nd suitable initial data u 0 that yields it. We construct a set of functions k , k = 1 ; 2; : : : , each of compact support on intervals I k such that P k jI k j is nite; our solution will be u ; 1 = u 1 The integer r will be given later. We h a ve 6.2 there is a unique solution yx; t to 2.3. When t = 1 there is a unique solution to 2.3 except at breakpoints of u 1 . These correspond to the jumps in u 1 . We x 1 and 1 p 1 and let r be the smallest integer that satis es r , 1 ; p=p 1, or, equivalently, r p + 2 . i We rst show that u 0 2 B ;p . F or this purpose, we use the seminorm 3.5 for B ;p that is de ned using the approximation errors 2 j u 0 p . W e x a value of n 1 such that 2 n n r and we bound m u 0 for m := 2 n+3 by constructing a piecewise linear approximant S to u 0 as follows.
Recall that
Outside of S k x k + I k , we de ne S to be zero. Let z k := x k + N k W k be the right endpoint of the support interval x k + I k of k x , x k . On each x k + I k for 1 k n i.e., where u 0 is largest, we de ne Sx : = u 0 x = k x , x k . Then S has at most P n,1 j=1 2N j + 2 2 n+1 + 2 n 2 n+2 linear pieces to the left of the point z n,1 . T o the right o f z n,1 we de ne S as follows. On any i n terval x k + I k , with n k 2 n where u 0 is of moderate size, we de ne S to be the continuous, piecewise linear function that passes through the points x k , 2N k H k ; 0, x k , N k H k ; N k H k , and x k + N k W k ; 0 the dashed line in Figure 4 . To the right o f z 2 n where u 0 is smallest, we de ne S to be identically zero; we call this semi-in nite interval I 1 . Then S has at most 3 2 n breakpoints to the right o f z n,1 and hence at most m = 2 n+3 breakpoints in all.
We consider next the error Ex : = ju 0 x , Sxj at points where E is not identically zero. On any i n terval x k + I k , k = n ; : : : ; 2 n , the error is no greater than W k since the slope of the dashed line in Figure 4 is greater than ,1 and E is nonzero on a set of measure at most N k W k + H k 2N k H k 2k ,r . Hence Adding the estimates 6.3 and 6.4, we obtain for m = 2 n+3 and n su ciently large, m u 0 p p k u 0 , Sk p p C2 ,nrp 2 ,nr,1 + 2 2 n X k=n k ,r 2 ,k p 2 ,nrp 2 ,nr,1 + C2 ,n p n ,r C2 ,n p n ,r ; since r and r 1. This inequality also holds trivially for all n by simply adjusting the constant C. Using this and the monotonicity o f j u 0 p , w e obtain that are regularity spaces. That is, we can allow a n y v alue of s. A modi cation of the construction of the theorem allows this conclusion for = ,1 . W e already remarked that no such space with 1= or 1= + 1 is a regularity space. We leave these details to the reader. 7 . More general uxes. We shall next show that the results of the previous section are valid for more general uxes f. W e shall assume in this section that f is a strictly convex function on R. Then au : = f 0 u is strictly increasing and has an inverse b := a ,1 under composition of functions. We shall assume that a0 = 0 and therefore b0 = 0 this assumption could be removed with a suitable change in the construction below. If 1, let r, u 0 , and u 1 be de ned as in the previous section. We consider the solution vx; t to 1.1 for the ux f and the initial condition 7.1 v 0 x : = bu 0 x; x 2 R:
The same argument w e h a ve given in x6 can be applied here to show that the solution vx; t of 1.1 for t 1 with data v 0 is the same as bux; t, where ux; t is de ned in the previous section.
The next two theorems will show that for every 1 p 1 and 1, the function v 0 is in B ;p , but v ; 1 = v 1 is not in any space B ;q for any 1 q 1 and 1 + , 1=q. W e shall assume in these theorems that the ux f is in C r+1 ; i t follows that a and b are in C r . We x a n i n teger n 1 and we estimate m v 0 p for m C 0 2 n with C 0 an absolute constant that is speci ed in the course of the proof. We let 1 := P n,1 k=1 k , We rst estimate m b 1 p . Recall that 1 is a piecewise linear function on R with no more than C2 n breakpoints. We shall now show that one can add at most an additional C 0 2 n breakpoints so that for any i n terval I in the resulting partition, 1 I is contained in an interval of length 2 ,n . Indeed, the variation of k 2=k r , for k = 1 ; : : : ; n ; hence, we need only insert at most 2k ,r 2 n + 2 new breakpoints for each k = 1 ; : : : ; n , 1 to obtain the desired partition. For each of these intervals I, w e let P I be the Taylor 8. Regularity in several space dimensions. We shall next consider the regularity of the solution to the conservation law 1.1 in several space dimensions. The proof that the spaces B , = + 1 ,1 , are regularity spaces for conservation laws in one space dimension rests on the fact that they arise in the characterization of approximation classes for methods of nonlinear approximation in L 1 R such a s wavelets and free knot splines. The Besov spaces B L R d , = =d + 1 ,1 play the analogous role in nonlinear approximation in several space dimensions. For example, they arise in the characterization of nonlinear approximation by w avelet sums see 4 . One might expect therefore that they are regularity spaces for conservation laws in several space dimensions. We shall show that this is not the case when 1.
We assume that au : = f 0 u is a continuously di erentiable mapping from R! R d and i a 0 = 0 ii a 0 0 6 = 0 A slight c hange in the argument given below w ould allow the point 0 to be replaced by a n y other point x 2 R.
We write au = : a 1 u; : : : ; a d u. Without loss of generality, w e can assume that a 0 1 0 6 = 0 and a 0 1 u 0, in a half-neighborhood 0; of 0. In order to utilize our previous notation, we shall assume that a 1 = 1. However, a simple modi cation of the arguments given below w ould treat the general case of . W e denote by b 1 the inverse function under composition of functions to a 1 on 0; . Then, b 1 is de ned on 0; 1 and satis es condition 7.6. We shall utilize the univariate construction of x7 with some modi cations. For our xed values of and p, w e assume that r is chosen as in xx6 and 7. Then, the construction of x6 applies and we let u 0 be the univariate function given in that section. Further, we let v ; t be the solution given in x7 to the univariate conservation law iii 1= .
This case can be proved in a similar way to ii. We letṽ be the solution to the univariate problem 1.1 with transport velocity a 1 for a compactly supported univariate functionṽ 0 in C 1 . W e can chooseṽ 0 so that no characteristics meet before time t = 1 and at time t = 1 , v 1 :=ṽ ; 1 has a single downward jump discontinuity a t x = 0 of size 1. Moreover, we can require thatṽ 1 
