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We study the driven critical dynamics with an equilibrium initial state near a quantum critical
point. In contrast to the original Kibble-Zurek mechanism, which describes the driven dynamics
starting from an adiabatic stage that is far from the critical point, the initial adiabacity is broken
in this scenario. As a result, the scaling behavior cannot be described by the original Kibble-Zurek
scaling. In this work we propose a scaling theory, which includes the initial parameters as additional
scaling variables, to characterize the scaling behavior. In particular, this scaling theory can be used
to describe the driven scaling behavior starting from a finite-temperature equilibrium state near
a quantum critical point. We numerically confirm the scaling theory by simulating the real-time
dynamics of the one-dimensional quantum Ising model at both zero and finite temperatures.
I. INTRODUCTION
Developing effective theories to describe the non-
equilibrium phenomena in quantum systems is of central
significance in condensed matter physics and ultracold
atom physics1–3. For instance, the Kibble-Zurek mecha-
nism (KZM), which was originally proposed by Kibble
in cosmology4, and then by Zurek in condensed mat-
ter physics5, has been generalized to describe the driven
quantum critical dynamics starting with a state far from
the critical point6–18. The driven critical dynamics are
controlled by the competition between the energy gap
and the external driving. While the energy gap tends to
suppress the excitation from the ground state, the ex-
ternal driving tends to create the excitation. Accord-
ingly, the KZM separates the whole driven process into
two adiabatic stages and an impulse stage, as sketched
in Fig. 1. Near the quantum critical point, the gap be-
comes very small and the external driving dominates.
This results in an impulse stage, in which macroscopi-
cal excitations are created by the external driving. In
contrast, far away from the quantum critical point, the
energy gap is large enough to suppress the excitation and
the system evolves adiabatically. This results in an adia-
batic stage. The KZM demonstrates that the number of
topological defects, which are generated during the im-
pulse stage, scales with the driving rate1–3. Recently,
the KZM has been verified experimentally in trapped-
ion systems19,20 and Bose-Einstein condensates21,22. The
full scaling forms has been employed to numerically de-
tect the critical properties in both classical17,18,23,24 and
quantum phase transitions16,25.
For the original KZM, it is necessary to have an initial
adiabatic stage before an impulse stage to have a frozen
correlation length that generates topological defects1–3.
To go beyond KZM, it is important to investigate, both
theoretically and experimentally, to what extent the scal-
ing theory should be modified when the initial adiabatic-
ity breaks down. For classical phase transitions, effects
induced by a non-equilibrium initial state near the criti-
cal point have been studied26,27. However, the conclusion
cannot be directly generalized to the real-time quantum
critical dynamics, because the dynamical properties are
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FIG. 1. (Color online) Comparison of different initial condi-
tions. Point A (grey), which is far away from the critical point
hxc, signals the initial state for the original quantum KZM.
The dash-dotted line (blue), which is exactly at the critical
point and parallel with the vertical axis, is the starting state
in the driven dynamics studied in Ref. 28–30. In our work, the
starting positions can be distributed over the whole impulse
region and its finite-temperature extension (purple).
intrinsically different in quantum and classical cases. For
quantum phase transitions, the driven critical dynamics
starting exactly from a quantum critical point has been
investigated1,2,28–30. In reality, however, such a scenario
is the exception rather than the norm. Studies on driven
quantum critical dynamics starting from the vicinity of
a quantum critical point are hence called for.
Another important issue is the thermal effects in quan-
tum critical dynamics31. A scaling theory that includes
the temperature has been proposed in Ref. 15, in which
the dimensional analysis is used to derive the scaling form
but effects induced by the physical procedure to bring the
temperature into the dynamics is not considered. How-
ever, it has been demonstrated that how the thermal ef-
fects are taken into account can affect the dynamic scal-
ing form32,33. In general, there are two natural setups to
include the thermal effects. One approach is to consider
an open quantum system in which the quantum critical
system is coupled to an infinite heat bath of temperature
T . Within this approach, it has been demonstrated that
the scaling theory must include the dissipation rate as
2a scaling variable32,34. The scaling theory is hence dif-
ferent from the theory in Ref. 15. The other approach
is to consider the critical dynamics in a closed quantum
system starting from a thermal equilibrium state. This
approach has been used in Refs. 28–30. However, in these
studies the initial state is always the thermal equilibrium
state exactly at the quantum critical point. Furthermore,
the scaling behavior during the whole driven process has
not been discussed therein. It is thus imperative to in-
vestigate whether the scaling theory proposed in Ref. 15
can characterise more general cases of driven dynamics
in closed systems.
In this work, we consider the quantum critical dynam-
ics of a closed system under an external driving param-
eterized g = g0 + Rgt. Here g is the distance of the
relevant parameter to the critical point, g0 is the initial
value of g and is near the critical point, and Rg is the
driving rate. Both zero temperature and finite tempera-
ture initial states are considered, as shown in Fig. 1. By
imposing a scale transformation on the master equation,
we propose a general scaling theory. Comparing with the
original quantum KZM, we find that this scaling theory
includes g0 and the initial temperature T as additional
scaling variables. There are two important difference be-
tween the present scaling theory and the scaling relation
proposed in Ref. 28–30. First, the present scaling the-
ory generalizes the initial condition to the whole scaling
regime which is controlled by the fixed point correspond-
ing to the critical point. In particular, the initial state
can be in the impulse region, as depicted in Fig. 1. Sec-
ond, it shows that the scaling behavior exists during the
whole driven process. We also point out that g0 plays
a crucial role in the driven dynamics when the thermal
effects are considered. For small g0, the scaling behavior
for an equilibrium initial state with a finite temperature
T exists and can be described by our present theory. For
very large g0, the initial temperature T is irrelevant, and
the scaling can be described by the original KZM. In
between these two limits, however, the driven dynam-
ics cannot be described by simple scaling forms. These
results fill the vacancies of the scaling theory proposed
in Ref. 15. We confirm our scaling theory numerically
by taking the one-dimensional (1D) transverse-field Ising
model as an example.
The rest of the paper is organized as follows. In Sec. II,
we propose the scaling theory of driven critical dynamics
starting in the vicinity of the critical point and compare
it with the original quantum KZM. Then, in Sec. III,
we numerically verify the scaling theory by taking 1D
transverse-field Ising model as an example. We compare
our scaling theory with the previous studies in Sec. IV.
Finally, a summary is given in Sec. V.
II. SCALING THEORY
We consider the driven dynamics in a closed quantum
system starting with a thermal equilibrium state at tem-
perature T near the quantum critical point. This setup
has been considered in Ref. 28–30, 35, and 36. Recently
the rapid advancement of the experimental technologies
has enabled us to isolate well a quantum system from
the environment37. The scenario studied here is hence
within the reach of current experiments. We start from
the master equation that governs the evolution of the
density matrix of the system:
∂ρ(t)
∂t
= −i [H(g(t)), ρ(t)] . (1)
We assume that the systems starts from the equilibrium
thermal state associated with the initial Hamiltonian.
The initial density matrix is
ρ(0) =
exp(−H(g0)/T )
Tr(exp(−H(g0)/T ))
, (2)
which is the density matrix of the ground state when
temperature is zero. The evolution of the expectation
value for a operator Y at any temperature is calculated
by
〈Y 〉 (t) = Tr{Y ρ[ρ(0), g(Rg, g0, t)]}. (3)
Since the initial position is near the critical point and
the driving rate is small38, the driven process is ex-
pected to demonstrate scaling behaviors. To explore
scaling properties of the driven critical dynamics, we im-
pose a scale transformation, with a rescaling factor b on
Eq. (1). Under this scale transformation31, t→ t˜ = tb−z,
H → H˜ = Hbz, g → g˜ = gb1/ν , Rg → R˜g = Rgb
rg 32,
T → T˜ = Tbz, and ρ is unchanged as it is dimensionless.
From the dimension of g and t, one obtains rg = z+1/ν.
By replacing the variables in Eq. (1) with the correspond-
ing rescaled ones, we obtain the rescaled master equation
∂ρ(t˜)
∂t˜
= −i
[
H˜(g˜(t˜)), ρ(t˜)
]
, (4)
with the rescaled initial condition
ρ(0) =
exp(−H˜(g˜0)/T˜ )
Tr(exp(−H˜(g˜0)/T˜ ))
. (5)
Meanwhile, the rescaled operator Y˜ , defined as Y˜ ≡ Y bs,
should satisfy
〈Y˜ 〉(t˜) = bsTr{Y ρ[ρ(0), g˜(R˜g, g˜0, t˜)]}, (6)
according to Eq. (4). Comparing Eq. (3) with Eq. (6), we
find that the scale transformation of 〈Y 〉 under external
driving g = g0 +Rgt reads
〈Y 〉 (g, g0, Rg, T, t) =
b−s
〈
Y˜
〉
(gb1/ν, g0b
1/ν , Rgb
rg , T bz, tb−z).
(7)
By comparing with the KZM11–16 one finds that when
T = 0 and |g0| ≫ R
−1/νr
g the scale transformation (7)
3falls back to the the scaling theory of the original quan-
tum KZM. The initial stage is an adiabatic stage with
correlation length |g0|
−ν and at gˆ ≡ R
1/νrg
g the evolution
crosses over to an impulse region with correlation length
R
−1/rg
g . In this limit the initial g0 is not a necessary scal-
ing variable. This is because in the initial adiabatic stage
the role played by g0 can be replaced by g and the effects
induced by Rg can be ignored.
In general, however, there are two non-trivial effects
described by Eq. (7). Firstly, Eq. (7) is applicable when
g0 is in the impulse region, i.e., |g0| ≪ R
−1/νrg
g . In con-
trast to the driven dynamics for large |g0|, here g0 is an
indispensable scaling variable. This is because the ini-
tial gap |g0|
νz, which impedes the excitation induced by
the external driving, is smaller than the driven energy
R
z/rg
g , which promotes the excitations. As a result, there
are jumping from ground state to excited states since the
beginning. Moreover, the intensity of this initial jump is
determined by the competition between |g0|
νz and R
z/rg
g .
Therefore, both g0 and Rg will affect the driven dynam-
ics.
Secondly, the initial temperature T has been included
in Eq. (7) as an additional scaling variable. We empha-
size that for T 6= 0 the non-trivial scaling behavior only
exists when g0 is in the vicinity of the quantum criti-
cal point. To clarify this cooperative effect between g0
and T , we compare the thermal effects in this case and
in other two cases with different g0. Case A: For very
large |g0| and non-zero T , the universal behavior is sim-
ilar to the original KZM in which the driven dynamics
starts with the ground state for large |g0|. The reason
is that for very large |g0|, the initial gap is also very
large and the initial thermal excitation can be neglected.
Therefore, the following evolution is almost identical to
the evolution starting with the ground state due to the
unitary property of the dynamics. Accordingly, for large
|g0|, the initial temperature is irrelevant and the scaling
theory falls back to the original KZM. Case B: When
|g0| is chosen to be a medium value, the thermal effects
are of significance but they do not posses any scaling
behavior that is determined by the critical point. The
dynamics is quite complicated, because the scale trans-
formation in Eq. (5) is not applicable any more. As a
consequence the driven dynamics cannot be described by
Eq. (7). In contrast, when g0 is near the critical point
as considered above, T plays a significant role since the
gap is small. Furthermore, the scale transformation im-
posed on the initial condition, i.e., Eq. (5), is applicable
and the dynamics shows scaling behaviors. To sum up
we tabulate the results in Table. I, from which one finds
that non-trivial driven scaling behavior with an initial
thermal state only exists when g0 is small. This cooper-
ative effect between the roles played by g0 and T has not
been discussed in Ref. 15 and our scaling theory makes
up this missing link.
To be explicit, we consider the scaling behavior of
the evolution of the order parameter M . According to
TABLE I. Driven dynamics from thermal equilibrium states
with different |g0|.
|g0| scaling behavior thermal effects
very large
√ ×
medium × √
very small
√ √
Eq. (7), for g = g0 + Rgt with g0 being near the critical
point, the scale transformation of M is
M(t, Rg, g0, g, T ) =
b−β/νM(tb−z, Rgb
rg , g0b
1/ν , gb1/ν , T bz),
(8)
where b is a rescaling factor. By assuming Rgb
rg = 1, we
obtain the scaling form of the order parameter,
M(Rg, g0, g, T ) =
Rβ/νrgg f1(g0R
−1/νrg
g , gR
−1/νrg
g , TR
−z/rg
g ),
(9)
where fi (i = 1 for the present case) is the scaling func-
tion.
For small g0 at zero temperature the driven dynamics
of the von-Neumann entanglement entropy also demon-
strates a scaling behavior affected by the initial condi-
tions. The von-Neumann entanglement entropy is mea-
sured as S = −Tr(ρlogρ), where ρ is the reduced density
matrix of half of the system. For a 1D system near its
quantum critical point it has been show that the entan-
glement entropy scales as S = (c/6)logξ39–43, where c is
the central charge and ξ is the correlation length.
For g = g0 + Rt, according to Eq. (7), we can write
down the scale transformation of the correlation length,
ξ(t, g, g0, R) = bξ(tb
−z, gb1/ν , g0b
1/ν , Rgb
rg ). (10)
When Rgb
rg = 1, i.e., b = R
−1/rg
g , Eq. (10) gives the
scaling form of ξ under the external driving,
ξ(g, g0, R) = R
−1/rg
g f2(gR
−1/νrg
g , g0R
−1/νrg
g ). (11)
Therefore, the entanglement entropy S satisfies
S(g, g0, Rg) =
−
c
6rg
logRg + f3(gR
−1/νrg
g , g0R
−1/νrg
g ).
(12)
III. NUMERICAL VERIFICATION OF THE
SCALING THEORY
In this section, we numerically verify the scaling theory
proposed for the universal driven dynamics starting in
the vicinity of the critical point.
A. Model and numerical method
To illustrate our scaling theory, in the following, we will
take the 1D transverse field Ising model as an example.
4The Hamiltonian reads31
HI = −
∑
n
σznσ
z
n+1 − hx
∑
n
σxn, (13)
where σxn and σ
z
n are the Pauli matrices in x and z direc-
tion, respectively, at site n, hx is the transverse field. We
have set the Ising coupling to unity as our energy unit.
The order parameter is defined as M = 〈σzn〉, where the
angle brackets denote the average of the operator over
each site. The critical point of model (13) is hxc = 1.
The distance to the critical point g is g ≡ hx − hxc. The
exact critical exponents are β = 1/8, ν = 1, z = 131,
rg = 2, and the central charge c = 1/2
39,40. This model
has been realized in CoNb2O6 experimentally
44.
The infinite time-evolving block decimation (iTEBD)
algorithm45 is used to calculate the evolutions of the or-
der parameter and the entanglement entropy for the zero
temperature situation. According to this algorithm, a
quantum state is represented by a matrix product state
via Vidal’s decomposition. In this way, each site is at-
tached by a matrix. The evolution of a state then is
realized by the updating of these matrices according to
the local evolution operators, which are obtained by the
Suzuki-Trotter decomposition of exp(−iHt).
For the driven dynamics starting from a thermal equi-
librium state, we need to purify the identity matrix I into
a pure state |φ(0)〉I by introducing an auxiliary system.
The state in this auxiliary system should be maximally
entangled to the physical system. In this way, by tracing
the freedom in the auxiliary system, the density matrix
recovers the identity matrix I. It has been proved that
the expectation value of a operator Y in a thermal equi-
librium state at temperature T can be calculated via46,47
〈Y 〉T =
I〈φ(T )|Y |φ(T )〉I
I〈φ(T )|φ(T )〉I
, (14)
where |φ(T )〉I ≡ exp(−H/2T )|φ(0)〉I . In the same way,
we can calculate the real-time evolution starting from a
thermal equilibrium state as
〈Y 〉T (t) =
I〈φ(T, t)|Y |φ(T, t)〉I
I〈φ(T, t)|φ(T, t)〉I
, (15)
where |φ(T, t)〉I ≡ T exp(−iH(t)t)|φ(T )〉I , in which T is
the time-ordering operator.
In the following calculations, the time interval is chosen
as 0.005 and 100 states are kept for both zero tempera-
ture and finite temperature cases.
B. Numerical results
Figure 2 shows curves of M versus g for different
driving rates with fixed g0R
−1/νrg
g at T = 0. These
curves collapse onto each other after rescaling according
to Eq. (9). This demonstrates that the scaling behav-
ior exists although the evolution curves are quite differ-
ent from the original KZM. The scaling theory is also
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FIG. 2. (Color online) The evolution of M under increasing
g with fixed g0R
−1/νrg
g = −0.01054 for three Rg indicated.
The curves before and after rescaled are shown in (a) and (b)
respectively.
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is shown in (a). The curves for S + (c/6rg)logRg versus the
rescaled g are shown in (b).
confirmed in Fig. 3, in which we show that curves of
S + (c/6rg)logRg versus gR
−1/νrg
g with fixed g0R
−1/νrg
g
match with each other, confirming Eq. (12).
Figure 4 examines the scaling form of Eq. (9) includ-
ing T . In model (13) the magnetization vanishes for any
finite temperature according to the Mermin-Wagner the-
orem. So we have imposed a symmetry breaking field
h0 on the system. For fixed g0R
−1/νrg
g , h0R
−βδ/νrg
g
(δ = 1531) and T−1R
z/rg
g , curves at different tempera-
tures perfectly overlap with each other after rescaling,
confirming Eq. (9) including the initial temperature T .
Figure 5 shows crossover effects of the temperature T
from the large |g0| to small |g0|. From Fig. 5(a), one
finds that for h0 = 0.0005, Rg = 0.005 and 1/T = 10,
when g0 < −0.25, the curves match with the curve for
1/T = ∞ and very large |g0|. Thus, T is irrelevant for
large |g0|. When g0 > −0.2, the thermal effects play
significant roles. In particular, for −0.15 < g0 < 0, as
displayed in Fig. 5(b), the critical dynamics is controlled
by the critical point and the initial temperature should
be rescaled according to Eq. (9). The narrow region,
−0.2 < g0 < −0.15, is the crossover region, in which
the dynamics cannot be described by simple power laws.
Furthermore, we show in Fig. 5(c) that when g0 is not
rescaled, curves of MR
−β/νrg
g versus gR
−1/νrg
g cannot
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−1R
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collapse, even when g = 0. This indicates that g0 is
an indispensable scaling variable when T contributes sig-
nificantly to the evolution. This supplements the scaling
theory discussed in Ref. 15.
IV. DISCUSSION
We compare our scaling theory with the reported re-
sults in Refs. 28–30. First, Refs. 28–30 have studied the
driven critical dynamics beginning with a thermal equi-
librium state exactly at the quantum critical point. In
contrast, our theory is applicable for any starting posi-
tion near the critical point. Second, Refs. 28–30 studied
the scaling behavior of the topological defects after the
quench, however, in the present paper, our scaling the-
ory describes the scaling behavior in the whole process.
To quantitatively compare our theory with the previous
ones, we consider the number of topological defects for
g = g0 + Rgt with g0 = 0. According to Eq. (7), the
scaling form for the number of topological defects is
n(Rg, g, T ) = R
d/rg
g f4(gR
−1/νrg
g , TR
−z/rg
g ). (16)
At the impulse-adiabatic boundary gˆ ≡ R
−1/νrg
g ,
n(Rg, gˆ, T ) = R
d/rg
g f5(TR
−z/rg
g ). Comparing with the
results in Refs. 28–30, we obtain the form of f5(TR
−z/rg
g )
for different kinds of excitations,
f5(x) =


x, bosonic
x−1, fermionic
(17)
Another setup to generalize the quantum KZM to the
finite-temperature region is considering an open quantum
system in which the system is attached to an infinite heat
bath with a temperature T 32. Comparing these two scal-
ing theories, we find the following differences. First, the
dissipation rate is an indispensable scaling variable in the
driven criticality of the open quantum system32, while
there is no dissipative effect when the finite-temperature
is only an initial condition as we considered here. Second,
in the open quantum system32, the initial stage can be
far away from the critical point, while in the present case,
the initial thermal equilibrium state is near the critical
point. In both cases, the critical behavior is controlled
by the original critical point of the Hamiltonian, so there
is no other additional critical exponent introduced.
V. SUMMARY
We have studied the driven critical dynamics start-
ing near the quantum critical point. A scaling theory is
developed to describe the scaling behavior in the whole
driving process. In this scaling theory, the initial relevant
variables are included in the scaling form as indispens-
able scaling variables. Besides the case at zero tempera-
ture, we have also explored the driven dynamics starting
with a thermal equilibrium state near the critical point
and found that the scaling behavior can be described
by the scaling theory in which the initial temperature
is rescaled according to its equilibrium scale transforma-
tion. We have verified our scaling theory by taking the
1D transverse-field Ising model as an example. Since real
experiments is implemented at finite temperatures, our
scaling theory can be experimentally examined. For some
experiments in which the usual KZM cannot work, our
scaling theory also provides a possible candidate to mod-
ify the scaling analysis.
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