Nonlinear transient computation as a potential "kernel trick" in cortical processing.
Evidence has been found for the presence of chaotic dynamics at all levels of the mammalian brain. This has led to some searching questions about the potential role that nonlinear dynamics may have in neural information processing. We propose that chaos equips the brain with the equivalent of a kernel trick for solving hard nonlinear problems. The approach presented, which is described as nonlinear transient computation, uses the dynamics of a well known chaotic attractor. The paper provides experimental results to show that this approach can be used to solve some challenging pattern recognition tasks. The paper also offers evidence to suggest that the efficacy of nonlinear transient computation for nonlinear pattern classification is dependent only on the generic properties of chaotic attractors and is not sensitive to the particular dynamics of specific sub-regions of chaotic phase space. If, as this work suggests, nonlinear transient computation is independent of the particulars of any given chaotic attractor, then it could be offered as a possible explanation of how the chaotic dynamics that have been observed in brain structures contribute to neural information processing tasks.