In this note we consider an iterative algorithm for moving a triangular matrix toward diagonality. The algorithm is related to algorithms for re ning rank-revealing triangular decompositions and in a variant form to the QR algorithm. It is shown to converge if there is a su cient gap in the singular values of the matrix, and the analysis provides a new approximation theorem for singular values and singular subspaces.
Introduction
Let R 0 be an n n block triangular matrix of the form is block upper triangular, like R 1 . The iteration is continued in the obvious way. Note that the matrices Q 0 and Q 1 are not unique; for example, Q 0 can be any unitary matrix of the form Q = (Q 1 Q 2 ), where the columns of Q 2 are orthogonal to the rows of (S 0 H 0 ).
This iteration arises in two connections. The one that motivated this paper is a re nement step in updating rank-revealing URV and ULV decompositions 3, 2] .
Here H 0 is a vector, and E 0 is a scalar and the purpose of the iteration is to make H small, so that R 2 is nearer a diagonal matrix.
The second connection is with a variant of the (unshifted) QR algorithm for Hermitian matrices. Speci cally, suppose that in addition to the above requirements, we demand that R 0 ; R 2 ; : : : be upper triangular and that R 1 ; R 3 ; : : : be lower triangular. Then Thus R 0 is the Cholesky factor of the Hermitian matrix A 0 , and R 2 is the Cholesky factor of the matrix A 2 obtained by applying a step of the LQ algorithm to A 0 . Since, under mild restrictions on A 0 , the LQ algorithm converges to a diagonal matrix whose diagonal elements are the eigenvalues of A in descending order, the matrices R 0 ; R 2 ; : : : will converge to diagonal matrices whose diagonal elements are the singular values of R in descending order.
In this paper we will chie y be concerned with the block variant of the algorithm, although our results will say something about the triangular LQ variant.
In the next section we will analyze the convergence of the matrices H i , an analysis which answers our concerns with the algorithm for re ning rank-revealing decompositions. However, in the following section we will go on to show how our analysis can be applied to give a new approximation theorem for singular values and their associated subspaces.
Throughout the paper i (R) will denote the ith singular value of R in descending order. The quantity kRk 2 = 1 (R) is the spectral norm of R, kRk denotes any unitarily invariant norm of R, and inf(R) is the smallest singular value of R. This result can be used to prove that for any unitarily invariant norm kABk kAk 2 kBk:
See, for example, 1, Example 7. 4 .54] for a proof.
Convergence of the Iteration
It turns out that the analysis of the passage from R 2i to R 2i+1 of the re nement algorithm is mutatis mutandis the same as the analysis of the passage from R 2i+1 to R 2i+2 . We will therefore con ne ourselves to the former, and in particular to the passage from R 0 to R 1 . For notational convenience we will drop the subscripts and attach a prime to quantities associated with R 1 . 
Approximation Results
We now turn to the problem of assessing the accuracy of the singular values of R = S 0 0 E as approximations to singular values of R. We know from standard perturbation theory that they di er from singular values of R by quantities no greater than kHk 2 . We will now show that under the condition (2.6) i (R)= i (R) = 1 + O(kHk The basic idea is to follow the iterates R i of the iteration as the H i approach zero. However, the approach is complicated by the fact that the R i need not converge. Nonetheless, from the fact that kH i k 2 ! 0 and from (2.8) and (2.9), we know that the singular values of S i and E i converge to those of R. kHk :
In much the same way, one can obtain a bound for the matrix L of canonical angles for the left singular subspace corresponding to E 1 :
The extra factor arises because the rst iteration, which does not a ect U, reduces kHk by a factor of .
We now summarize what we have proved. 
