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Resumo
Neste trabalho tratamos de um problema de dados de contagem correlacionados, isto
é, a cada indivíduo está associado um vetor do tipo contagem cujas componentes são
correlacionadas. Em geral, acomodamos a correlação entre as componentes do vetor de
contagens através de efeitos aleatórios. Uma maneira é introduzir o mesmo efeito aleatório
para as contagens de um mesmo indivíduo. No entanto, a covariância marginal entre
diferentes componentes do mesmo sujeito será estritamente positiva. Neste trabalho,
estudamos o modelo Poisson-Lognormal multivariado e modelamos uma função da média
em função de efeitos fixos e de um vetor de efeitos aleatórios com dimensão igual ao
número de componentes de contagem. Desta forma, é possível mostrar que a matriz de
correlação marginal entre as componentes de contagem é positiva definida e acomoda
correlação negativa entre duas contagens. Além disso, os efeitos aleatórios multivariados
acomodam a variabilidade entre as diferentes unidades experimentais e a variabilidade
dentro de uma mesma unidade experimental. O nosso objetivo é estudar o modelo a
partir de uma perspectiva Bayesiana. Como parte do trabalho, realizamos um estudo
de simulação para verificar a qualidade das estimativas a partir de diferentes tamanhos
amostrais. Finalmente, o modelo apresentado foi utilizado para modelar dados sobre os
hábitos de alimentação de uma certa espécie de gambá. A estrutura dos dados demandou
uma análise do tipo longitudinal, já que cada unidade experimental foi avaliada sob
diferentes condições. Para tal fim, consideramos um vetor de interceptos aleatórios e um
vetor de coeficientes aleatórios para modelar a média da distribuição de Poisson.
Abstract
In this work we deal with a problem of correlated counting data, that is, each individual
is associated to a counting vector whose components are correlated. In general, we
accommodate the correlation between the components of the counting vector through
random effects. One way is to introduce the same random effect to the counts of the same
individual. However, the marginal covariance between different count components of the
same subject will be strictly positive. In this work, we study the multivariate Poisson-
Lognormal model and model a function of the mean as a function of fixed effects and a
vector of random effects with dimension equal to the number of counting components. In
this way, it is possible to show that the marginal correlation matrix between the counting
components is positive definite and accommodates negative correlation between any two
counts. In addition, the multivariate random effects accommodate the variability between
the different experimental units and the variability within the same experimental unit.
Our goal is to study the model from a Bayesian perspective. As part of the work, we
performed a simulation study to verify the quality of the estimates from different sample
sizes. Finally, the presented model was used to model data on the feeding habits of a
certain opossum species. The structure of the data required a longitudinal type analysis,
since each experimental unit was evaluated under different conditions. To this end, we
considered a vector of random intercepts and a vector of random coefficients to model the
mean of the Poisson distribution.
Lista de ilustrações
Figura 1 – Gráficos da distribuição a posteriori dos parâmetros β, em uma simula-
ção de tamanho n = 50, com valores verdadeiros indicados. . . . . . . . 37
Figura 2 – Gráficos da distribuição a posteriori dos parâmetros D, em uma simula-
ção de tamanho n = 50, com valores verdadeiros indicados. . . . . . . . 38
Figura 3 – Gráficos de correlação para as cadeias dos parâmetros β, em uma
simulação de tamanho n = 50. . . . . . . . . . . . . . . . . . . . . . . . 39
Figura 4 – Gráficos de correlação para as cadeias dos parâmetros D, em uma
simulação de tamanho n = 50. . . . . . . . . . . . . . . . . . . . . . . . 40
Figura 5 – Distribuição do Viés Relativo e do Erro Quadrático dos parâmetros
β1,β2,β3,β4 de acordo com o tamanho amostral n . . . . . . . . . . . 41
Figura 6 – Distribuição do Viés Relativo e do Erro Quadrático dos elementos da
matriz D de acordo com o tamanho amostral n . . . . . . . . . . . . . 42
Figura 7 – Intervalos de Credibilidade para o parâmetro β11, considerando as 100
simulações com tamanho amostral n = 50, 100, 150, 300. . . . . . . . . 43
Figura 8 – Boxplot para Fonte de alimento 1 . . . . . . . . . . . . . . . . . . . . . 45
Figura 9 – Boxplot para Fonte de alimento 2 . . . . . . . . . . . . . . . . . . . . . 46
Figura 10 – Boxplot para Fonte de alimento 3 . . . . . . . . . . . . . . . . . . . . . 47
Figura 11 – Boxplot para Fonte de alimento 4 . . . . . . . . . . . . . . . . . . . . . 48
Figura 12 – Intervalo de credibilidade de 95% dos parâmetros β e D, usando o
Modelo 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Figura 13 – Gráficos de correlação para as cadeias dos parâmetros β. . . . . . . . . 52
Figura 14 – Gráficos de correlação para as cadeias dos parâmetros D. . . . . . . . . 53
Figura 15 – Gráficos da distribuição a posteriori das duas cadeias geradas na simu-
lação MCMC dos parâmetros β. . . . . . . . . . . . . . . . . . . . . . . 54
Figura 16 – Gráficos da distribuição a posteriori das duas cadeias geradas na simu-
lação MCMC dos parâmetros D. . . . . . . . . . . . . . . . . . . . . . 55
Figura 17 – Gráficos de correlação para as cadeias dos parâmetros β. . . . . . . . . 56
Figura 18 – Gráficos de correlação para as cadeias dos parâmetros D. . . . . . . . . 57
Figura 19 – Gráficos da distribuição a posteriori das duas cadeias geradas na simu-
lação MCMC dos parâmetros β. . . . . . . . . . . . . . . . . . . . . . . 58
Figura 20 – Gráficos da distribuição a posteriori das duas cadeias geradas na simu-
lação MCMC dos parâmetros D. . . . . . . . . . . . . . . . . . . . . . 59
Figura 21 – Intervalo de credibilidade de 95% dos parâmetros β e D . . . . . . . . 61
Figura 22 – Gráficos de correlação para as cadeias dos parâmetros β. . . . . . . . . 63
Figura 23 – Gráficos de correlação para as cadeias dos parâmetros D1. . . . . . . . 64
Figura 24 – Gráficos de correlação para as cadeias dos parâmetros D2. . . . . . . . 65
Figura 25 – Gráficos da distribuição a posteriori das duas cadeias geradas na simu-
lação MCMC dos parâmetros β. . . . . . . . . . . . . . . . . . . . . . . 66
Figura 26 – Gráficos da distribuição a posteriori das duas cadeias geradas na simu-
lação MCMC dos parâmetros D1. . . . . . . . . . . . . . . . . . . . . . 67
Figura 27 – Gráficos da distribuição a posteriori das duas cadeias geradas na simu-
lação MCMC dos parâmetros D2. . . . . . . . . . . . . . . . . . . . . . 68
Figura 28 – Intervalo de credibilidade de 95% dos parâmetros β, D1 e D2 . . . . . 70
Figura 29 – Gráficos da distribuição a posteriori dos parâmetros β, em uma simula-
ção de tamanho n = 100. . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Figura 30 – Gráficos da distribuição a posteriori dos parâmetros D, em uma simula-
ção de tamanho n = 100. . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Figura 31 – Gráficos de correlação para as cadeias dos parâmetros β, em uma
simulação de tamanho n = 100. . . . . . . . . . . . . . . . . . . . . . . 77
Figura 32 – Gráficos de correlação para as cadeias dos parâmetros D, em uma
simulação de tamanho n = 100. . . . . . . . . . . . . . . . . . . . . . . 78
Figura 33 – Gráficos da distribuição a posteriori dos parâmetros β, em uma simula-
ção de tamanho n = 150. . . . . . . . . . . . . . . . . . . . . . . . . . . 79
Figura 34 – Gráficos da distribuição a posteriori dos parâmetros D, em uma simula-
ção de tamanho n = 150. . . . . . . . . . . . . . . . . . . . . . . . . . . 80
Figura 35 – Gráficos de correlação para as cadeias dos parâmetros β, em uma
simulação de tamanho n = 150. . . . . . . . . . . . . . . . . . . . . . . 81
Figura 36 – Gráficos de correlação para as cadeias dos parâmetros D, em uma
simulação de tamanho n = 150. . . . . . . . . . . . . . . . . . . . . . . 82
Figura 37 – Gráficos da distribuição a posteriori dos parâmetros β, em uma simula-
ção de tamanho n = 300. . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Figura 38 – Gráficos da distribuição a posteriori dos parâmetros D, em uma simula-
ção de tamanho n = 300. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
Figura 39 – Gráficos de correlação para as cadeias dos parâmetros β, em uma
simulação de tamanho n = 300. . . . . . . . . . . . . . . . . . . . . . . 85
Figura 40 – Gráficos de correlação para as cadeias dos parâmetros D, em uma
simulação de tamanho n = 300. . . . . . . . . . . . . . . . . . . . . . . 86
Figura 41 – Intervalos de Credibilidade para o parâmetro β10, considerando as 100
simulações com tamanho amostral n = 50, 100, 150, 300. . . . . . . . . 88
Figura 42 – Intervalos de Credibilidade para o parâmetro β12, considerando as 100
simulações com tamanho amostral n = 50, 100, 150, 300. . . . . . . . . 89
Figura 43 – Intervalos de Credibilidade para o parâmetro β20, considerando as 100
simulações com tamanho amostral n = 50, 100, 150, 300. . . . . . . . . 90
Figura 44 – Intervalos de Credibilidade para o parâmetro β21, considerando as 100
simulações com tamanho amostral n = 50, 100, 150, 300. . . . . . . . . 91
Figura 45 – Intervalos de Credibilidade para o parâmetro β22, considerando as 100
simulações com tamanho amostral n = 50, 100, 150, 300. . . . . . . . . 92
Figura 46 – Intervalos de Credibilidade para o parâmetro β30, considerando as 100
simulações com tamanho amostral n = 50, 100, 150, 300. . . . . . . . . 93
Figura 47 – Intervalos de Credibilidade para o parâmetro β31, considerando as 100
simulações com tamanho amostral n = 50, 100, 150, 300. . . . . . . . . 94
Figura 48 – Intervalos de Credibilidade para o parâmetro β32, considerando as 100
simulações com tamanho amostral n = 50, 100, 150, 300. . . . . . . . . 95
Figura 49 – Intervalos de Credibilidade para o parâmetro β40, considerando as 100
simulações com tamanho amostral n = 50, 100, 150, 300. . . . . . . . . 96
Figura 50 – Intervalos de Credibilidade para o parâmetro β41, considerando as 100
simulações com tamanho amostral n = 50, 100, 150, 300. . . . . . . . . 97
Figura 51 – Intervalos de Credibilidade para o parâmetro β42, considerando as 100
simulações com tamanho amostral n = 50, 100, 150, 300. . . . . . . . . 98
Lista de tabelas
Tabela 1 – Média e variância amostral do número consumido por fonte de alimento. 44
Tabela 2 – Estimativa, desvio padrão a posteriori dos parâmetros. . . . . . . . . . 49
Tabela 3 – Estimativa e desvio padrão a posteriori dos parâmetros. . . . . . . . . 51
Tabela 4 – Média e variância amostral do número consumido por fonte de alimento. 51
Tabela 5 – Estimativa e desvio padrão a posteriori dos parâmetros. . . . . . . . . 60
Tabela 6 – Estimativa, desvio padrão a posteriori e estatística Rˆ dos parâmetros . 69
Sumário
Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1 MODELO POISSON-LOGNORMAL MULTIVARIADO . . . . . . . 17
1.1 Modelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.1.1 O modelo de Poisson . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2 ESTIMAÇÃO DO MODELO . . . . . . . . . . . . . . . . . . . . . . 21
2.1 Função de Verossimilhança . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Estimação dos parâmetros . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Método de simulação Monte Carlo via cadeias de Markov . . . . . 24
2.3.1 Amostrador de Gibbs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.2 Algoritmo Metropolis-Hastings . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4 Amostrando da distribuição a posteriori . . . . . . . . . . . . . . . . . 26
2.4.1 Condicionais Completas . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.2 Condicional completa pi(b|y, β,D) . . . . . . . . . . . . . . . . . . . . . 26
2.4.3 Amostrando β e D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.4 Estatística Rˆ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5 Critérios de comparação de modelos . . . . . . . . . . . . . . . . . . 32
2.5.1 Adequabilidade do Modelo . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5.2 p-valor Bayesiano . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.5.3 Deviance Information Criterion (DIC) . . . . . . . . . . . . . . . . . . . . 34
3 SIMULAÇÃO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4 APLICAÇÃO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1 Dados de G. microtarsus . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1.1 Análise descritiva . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1.2 Ajustando os dados G. microtarsus para quatro tipos alimentares . . . . . . 45
4.1.3 Interpretação dos resultados . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Ajustando os dados G. microtarsus para seis tipos alimentares . . . 51
4.3 Ajustando os dados G. microtarsus para quatro tipos alimentares:
um modelo com vetores aleatórios para intercepto e coeficiente
angular . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5 CONSIDERAÇÕES FINAIS . . . . . . . . . . . . . . . . . . . . . . 71
REFERÊNCIAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
APÊNDICES 74
APÊNDICE A – DISTRIBUIÇÃO E AUTOCORRELAÇÃO . . . . 75
APÊNDICE B – GRÁFICOS DO INTERVALO DE CREDIBILIDADE
DOS PARÂMETROS SIMULADOS . . . . . . . . 87
APÊNDICE C – DEMONSTRAÇÃO DA TRANSFORMAÇÃO DE
PRODUTO VETORIAL PARA FUNÇÃO TRAÇO 99
APÊNDICE D – COVARIÂNCIA PARA MODELO COM VETO-
RES ALEATÓRIOS PARA INTERCEPTO E CO-
EFICIENTE ANGULAR . . . . . . . . . . . . . . . 100
D.1 Estação Úmida . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
D.2 Estação Seca . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
15
Introdução
Neste trabalho o foco é apresentar um modelo multivariado para vetores
cujas componentes são contagens e podem ser correlacionadas. Modelos de contagem são
vastamente estudados na literatura (AGRESTI, 2003; CAMERON; TRIVEDI, 2013; CHIB;
WINKELMANN, 2001; VIEIRA; HINDE; DEMÉTRIO, 2000) e os casos multivariados
demandam acomodar a dependência entre as contagens. Uma maneira de acomodar a
correlação entre as contagens de um mesmo indivíduo é introduzir um efeito aleatório
na modelagem da média comum a todas elas. No entanto, a covariância marginal entre
quaisquer duas contagens de um mesmo sujeito será estritamente positiva. Uma forma de
contornar este problema é introduzir um vetor de efeitos aleatórios de mesma dimensão
do vetor de contagens, induzindo entre as contagens uma correlação marginal que pode
ser negativa, nula ou positiva (CHIB; WINKELMANN, 2001). Tratando-se de dados de
contagem, em geral são adotadas distribuições discretas na classe dos modelos lineares
generalizados, e dentre elas a distribuição de Poisson é uma escolha natural (AGRESTI,
2003; ATELLA; DEB, 2008; CAMERON; TRIVEDI, 2013; DOBSON, 1989; GURMU;
ELDER, 2000; MARTINS et al., 2006; MCCULLAGH; NELDER, 1989). No entanto,
quando a relação de igualdade entre média e variância é violada, no sentido da variância
ser maior do que aquela esperada sob a distribuição de Poisson, é preciso acomodar a
superdispersão.
Uma maneira de acomodar a superdispersão a partir da distribuição de Poisson
é introduzir efeitos aleatórios na regressão da média desta distribuição. Para acomodar a
superdispersão e a correlação entre as contagens, Chib e Winkelmann (2001) propõe o
uso do modelo de regressão de Poisson-Lognormal multivariado, modelando a média da
distribuição de Poisson usando efeitos fixos e um vetor de efeitos aleatórios com dimensão
igual ao número de contagens de cada indivíduo com densidade normal multivariada. Desta
forma, Chib e Winkelmann (2001) mostra que a correlação marginal entre as componentes
de contagem não é restrita a correlações positivas. Como pode ser visto em Rodrigues-
Motta et al. (2013), o estudo de dados de contagem realizado a partir de uma abordagem
frequentista muitas vezes demanda restrições sobre a matriz de covariância dos efeitos
aleatórios, impedindo a estimação de uma matriz de covariância positiva definida sem
uma estrutura pré determinada (CHIB; WINKELMANN, 2001; RODRIGUES-MOTTA et
al., 2013). Uma maneira de contornar este problema é restringir o espaço paramétrico das
componentes de covariância. No entanto esta reparametrização impõe formatos da matriz
de covariância que podem não refletir a demanda do problema estudado. Assim, tentando
contornar estes problemas, foi adotada uma abordagem Bayesiana.
Para implementar a abordagem Bayesiana, foram utilizadas simulações Monte
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Carlo via cadeias de Markov (MCMC) (CHIB; WINKELMANN, 2001). Além disso,
como parte do estudo Bayesiano, é apresentado um estudo de simulação que explora o
desempenho da estimação dos parâmetros a partir de diferentes tamanhos amostrais.
A dinâmica do uso de recursos alimentares em populações naturais é determi-
nada por interações complexas entre as variáveis endógenas (por exemplo, sexo, idade
e morfologia) e ambientais que determinam flutuações na disponibilidade de recursos
(BOLNICK et al., 2003). Em geral, a variabilidade intrapopulacional no uso de recursos
alimentares é melhor avaliada a partir da modelagem de contagens de alimentos consumidos
por indivíduos em uma população, tal que o interesse de pesquisadores em compreender
essa relação justifica a importância de estudos estatísticos sobre este tema.
A aplicação do modelo em estudo é feita a partir de dados sobre os hábitos
alimentares de uma espécie de gambá, o G. microtarsus. Os dados foram coletados entre
Janeiro e Dezembro de 2001 e disponibilizados pelo professor Dr Sérgio F. dos Reis,
do Departamento de Biologia Animal da Universidade Estadual de Campinas. Durante
duas estações, os animais foram capturados em armadilhas distribuídas na região do
Clube Náutico de Araraquara, na cidade de Américo Brasiliense, o sexo anotado e as
fezes coletadas. Na primeira captura os animais eram identificados e alguns deles foram
recapturados. Quando capturados em estações diferentes as contagens foram separadas.
Para cada animal capturado, as fezes foram analisadas e para os alimentos
identificados foram calculadas as quantidades ingeridas. Cada animal foi capturado sob duas
estações, sendo interesse do pesquisador medir a correlação entre quantidades ingeridas
de certos itens alimentares em estações diferentes. Desta forma, além de um efeito fixo,
consideramos um coeficiente aleatório para o efeito da estação. Portanto, o modelo proposto
por Chib e Winkelmann (2001) foi estendido, já que agora consideramos um vetor de
interceptos aleatórios e outro vetor de coeficientes aleatórios na média da distribuição de
Poisson.
Este trabalho está organizado da seguinte maneira. No Capítulo 1, apresentamos
o modelo Poisson-Lognormal multivariado. O Capítulo 2 apresenta a metodologia de
estimação dos parâmetros e comparação de modelos, segundo uma abordagem Bayesiana.
O Capítulo 3 apresenta um estudo de simulação para verificar a qualidade das estimativas.
No Capítulo 4, apresentamos os resultados da aplicação a partir da metodologia estudada.
As considerações finais são apresentadas no Capitulo 5.
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1 Modelo Poisson-Lognormal Multivariado
1.1 Modelo
SejaY1, . . . ,Yn uma sequência de vetores aleatórios, em queYi = (Yi1, . . . , YiJ)>
cujos componentes Yij ∈ N, j = 1, . . . , J . Considere yi = (yi1, . . . , yiJ)> uma realização do
vetor aleatório Yi.
Seja Bi = pBi1, . . . , BiJq> um vetor de efeitos aleatórios associado ao indivíduo
i. Suponha que, condicionado a Bi = bi = (bi1, . . . , biJ)>, Yi1, . . . , YiJ são independentes e
Yij|Bi = bi segue uma distribuição de Poisson com parâmetro µij. Em particular, assume-
se que a distribuição de Yij|bi é parametrizada pela média µij e modelamos µij através
de
log(µij) = x>i βj + bij. (1.1)
Aqui x>i representa a i-ésima linha da matriz de efeitos fixos X de ordem
n× k e é a mesma para os componentes j = 1, . . . , J . Além disso, βj ∈ Rk é o vetor de
parâmetros. Note que embora x>i seja a mesma para todo j, βj varia com j.
Para acomodar a correlação entre as J componentes do indivíduo i considera-se
que
Bi|D ∼ NJ(0,D) (1.2)
para todo i = 1, . . . , n, em que D é uma matriz positiva definida de ordem
J × J sem estrutura definida.
1.1.1 O modelo de Poisson
Neste estudo assume-se que, condicionado em Bi = bi, Yij|bi segue uma
distribuição de Poisson com média µij como em (1.1). Adicionalmente, seja νij = exp(bij)
e νi = (νi1, . . . , νiJ)>. Note que
µij = exp(x>i βj + bij)
= exp(x>i βj) exp(bij)
= exp(x>i βj)νij
= λijνij, (1.3)
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em que λij = exp(x>i βj).
Uma vez assumido (1.2), νi segue uma distribuição log-normal multivariada
com média η e matriz de covariância Σ (CHIB; WINKELMANN, 2001), em que
η = exp p0.5diag(D)q (1.4)
e
Σ = diag(η)
“
exp(D)− 11>‰ diag(η), (1.5)
respectivamente, tal que 1 = (1, . . . , 1)> é um vetor de dimensão J × 1. Assim, Yij|Bi =
bi, λij, νij ∼ Poisson(λijνij). Dessa forma, a esperança e variância marginais de Yi podem
ser obtidas sem integração, utilizando-se propriedades das distribuições Poisson e log-
normal a partir da esperança condicional (AITCHISON; HO, 1989).
Assim, a esperança de Yi é dada por
E(Yi) = pE(Yi1), . . . , E(YiJ)q> ,
em que
E(Yij) = E pE(Yij|Bi)q
= E(λijνij)
= λijE(νij)
= λijηj
= µ˜ij
= exp
`
x>i βj + 0.5djj
˘
, (1.6)
em que ηj = exp(0.5djj), em 1.6, e djj é o j-ésimo elemento da diagonal da matriz D.
Note que µ˜ij e λij diferem apenas por um fator constante ηj.
Na primeira igualdade em (1.6), calcula-se a esperança interna a partir da
distribuição condicional de Yij dado Bij e calcula-se a esperança externa considerando
que νij segue uma distribuição log-normal, tal que E(νij) é dada pela j-ésima posição do
vetor η dado em (1.4) e a variância pelo elemento (j, j) da matriz de covariância (1.5).
Adicionalmente, djj são os elementos da posição (j, j) da matriz de covariância D.
A variância marginal de Yij é dada por
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V ar(Yij) = E pV ar(Yij|Bi)q+ V ar pE(Yij|Bi)q
= E(µij) + V ar(µij)
= E(λijνij) + V ar(λijνij)
= λijE(νij) + λijV ar(νij)λij
= λijηj + λijηj rexp(djj)− 1sλijηj
= λij
“
ηj + λijη2j rexp(djj)− 1s
‰
= exp(x>i βj)
“
exp(0.5djj) + exp(x>i βj) exp(djj) rexp(djj)− 1s
‰
, (1.7)
em que na primeira igualdade em (1.7) calcula-se V ar(Yij|bij) e E(Yij|bij) a partir da
distribuição de Yij condicional em Bij, além disso, calcula-se a esperança E pV ar(Yij|bij)q
e V ar pE(Yij|bij)q a partir da distribuição de Bij, respectivamente. A E(νij) e V ar(νij)
em (1.7) correspondem ao j-ésimo elemento de (1.4) e o elemento (j, j) de Σ em (1.5),
respectivamente.
Finalmente, a covariância entre Yik e Yil, k 6= l, é dada por
Cov(Yik, Yil) = E pCov(Yik, Yil|Bi)q+ Cov pE(Yik|Bi), E(Yil|Bi)q
= Cov pE(Yik|Bi), E(Yil|Bi)q
= Cov(µik, µil)
= Cov(λikνik, λilνil)
= λikCov(νik, νil)λil
= λik pηk exp(dkl)ηl − ηkηlqλil
= λikηk rexp(dkl)− 1s ηlλil − λikηkηlλil
= µ˜ik rexp(dkl)− 1s µ˜il
= λik exp(0.5dkk) rexp(dkl)− 1sλil exp(0.5dll), (1.8)
em que E pCov(Yik, Yil|Bi)q = 0.
Note que em (1.8) a Cov(Yik, Yil) assume valores positivos e negativos, já
que não existe restrição para os valores dkl, em que dkl é o elemento (k, l), k 6= l, da
matriz de covariância D. Logo, valores positivos de dkl implicam em valores positivos para
Cov(Yik, Yil), e valores negativos de dkl implicam em valores negativos para Cov(Yik, Yil),
respectivamente.
Além disso, em (1.7) nota-se que o modelo proposto acomoda superdispersão
para o caso de djj > 0, já que V ar(Yij) > E(Yij).
Por (1.7) e (1.8) a matriz de covariância do vetor Yi é dada por
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V ar(Yi) = diag pλi1η1 + λi1η1 rexp(d11)− 1sλi1η1, . . . , λiJηJ + λiJηJ rexp(dJJ)− 1sλiJηJq
= λiη + λ>i diag(η)
“
exp(D)− 11>‰ diag(η)λi
= Λ˜i + Λ˜i
“
exp(D)− 11>‰ Λ˜i. (1.9)
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2 Estimação do modelo
2.1 Função de Verossimilhança
Seja yi = (yi1, . . . , yiJ) um vetor de observações do i-ésimo indivíduo, i =
(1, . . . , n), tal que, condicionado em bi = (bi1, . . . , biJ), yi tem distribuição dada por
f(yi|bi;β) =
J∏
j=1
p(yij|bi;β), (2.1)
tal que a densidade conjunta de (yi,bi) é dada por
f(yi,bi|β,D) = f(yi|bi;β)φJ(bi|D), (2.2)
em que, em (2.1) p(·|·) representa a distribuição de Poisson, com µij = E(Yij|βj,bi) e em
(2.2) φJ representa a densidade da distribuição normal J-variada com média 0 e matriz
de covariância D. Além disso, modelamos log(µij) = x>i βj + bij, em que x>i representa a
i-ésima linha da matriz de desenho X e βj é o j-ésimo vetor de efeitos fixos associados a
x>i . A função de verossimilhança do vetor de parâmetros (β, vec(D)), β = (β1, . . . ,βJ),
dado y = (y1, . . . ,yn) é dada por
L(β,D|y) = f(y|β,D)
=
n∏
i=1
f(yi|β,D) (2.3)
em que,
f(yi|β,D) = f(yi1, . . . , yiJ |β,D)
=
∫
f(yi1, . . . , yiJ |β,D,bi)φJ(bi|D) dbi
=
∫ « J∏
j=1
f(yij|β,D,bij)
ff
φJ(bi|D) dbi, (2.4)
já que, condicionado em bi, as componentes yi1, . . . , yiJ são independentes.
Note que em (2.4) a integral não pode ser tratada analiticamente, sendo
necessário o uso de métodos numéricos para a integração. Porém, os métodos numéricos
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podem apresentar problemas quando a dimensão do vetor dos efeitos aleatórios é muito
grande (OLSEN; SCHAFER, 2001).
A fim de contornar esse tipo de problema, sera utilizada uma abordagem
Bayesiana para a estimação dos parâmetros, utilizando métodos de Monte Carlo via
cadeias de Markov (MCMC).
2.2 Estimação dos parâmetros
A abordagem Bayesiana traz uma forma diferente de ver a inferência estatística
e a seleção de modelos incorporando informação a priori sobre os parâmetros do modelo.
Essa abordagem vem se tornando cada vez mais popular nos últimos anos devido a
avanços da metodologia, principalmente, em métodos MCMC, e ao aumento do poder
computacional (CAMERON; TRIVEDI, 2013).
O ponto de partida da abordagem Bayesiana é o teorema de Bayes. Seja y um
vetor de variáveis aleatórias, X uma matriz de desenho conhecida e θ um vetor de parâme-
tros desconhecidos que, combinado com X, determina a distribuição de probabilidade de
y. Usando o teorema de Bayes a distribuição a posteriori de θ, dado y e X, é escrita como
pi(θ|y,X) = pi(θ|X)L(θ,X|y)∫
pi(θ|X)L(θ,X|y) dθ
= pi(θ|X)L(θ,X|y)
pi(y|X)
∝ pi(θ|X)L(θ,X|y), (2.5)
em que pi(θ|X) = pi(θ) é a distribuição a priori do vetor de parâmetros θ e L(θ,X|y)
representa a função de verossimilhança, que é função do vetor de parâmetros θ. Aqui,
pi(y|X) é a verossimilhança marginal e é omitida na equação (2.5) uma vez que não
depende do vetor de parâmetros θ.
Em (2.5), pi(θ|y,X) é a função densidade a posteriori de θ, indicando que tal
distribuição é proporcional ao produto entre a função de verossimilhança e a distribuição a
priori de θ. Usando a relação de proporcionalidade, em alguns casos pode-se determinar a
distribuição a posteriori de θ sendo desnecessário o cálculo explícito da integral, observando
que o resultado do produto entre a função de verossimilhança e a distribuição a priori
de θ é igual, exceto por um valor constante, à uma distribuição conhecida (DEGROOT;
SCHERVISH, 2012).
Para estimação dos parâmetros, o estimador Bayesiano é aquele que minimiza
a média a posteriori de alguma medida de distancia entre o estimador e o parâmetro ou
vetor de parâmetros, como o erro quadrático ou o erro absoluto. Seja δ(Y) um estimador
Capítulo 2. Estimação do modelo 23
para θ cuja distribuição a posteriori é dada por pi(θ|y). Chama-se de função perda a
função l(θ, a) associada à estimativa a de θ, quando o valor verdadeiro do parâmetro é θ,
tal que, quanto maior a distância entre a e θ, maior é a perda l(θ, a). Para uma estimativa
particular a, a perda esperada a posteriori é dada por
E rl(θ, a)|ys =
∫
l(θ, a)pi(θ|y) dθ. (2.6)
Seja δ∗(y) o valor de a para o qual a perda esperada na equação (2.6) é mínima
para todos os valores possíveis de y. Então, a função δ∗(Y) é chamada de estimador de
Bayes para θ, e δ∗(y) o valor do estimador de Bayes tal que, para todos os valores possíveis
de y
E rl(θ, δ∗(y))|ys = min
a
E rl(θ, a)|ys (2.7)
A função perda mais utilizada nos problemas de estimação é a função perda
quadrática l(θ, a) = ||θ−a||2, em que o estimador de Bayes é dado pela média a posteriori
E(θ|y). Se utilizada a função perda absoluta l(θ, a) = |θ − a|, então, o estimador de
Bayes é dado pela mediana a posteriori (DEGROOT; SCHERVISH, 2012). Porém, será
considerada neste estudo a função perda quadrática, portanto, o estimador considerado
será a média a posteriori.
Quando a distribuição a posteriori pi(θ|y,X) é desconhecida, precisa-se de
um mecanismo para amostrar de pi(θ|y,X), como o método Monte Carlo via cadeias de
Markov (MCMC), que permite amostrar de distribuições para as quais as técnicas de
integração analítica ou numéricas não podem ser aplicadas (SORENSEN; GIANOLA,
2002).
Para o modelo apresentado na Seção 1.1, assume-se que as distribuições a priori
de β e D são independentes e dadas por
βj ∼ Nk(β0,B−10 ), j = (1, . . . , J)e
D ∼ Wishart−1(ν0,R−10 ), (2.8)
respectivamente, em que Nk(·, ·) é a distribuição normal k-variada, com média β0 e matriz
de covariância B−10 . Aqui, Wishart−1(·, ·) é a distribuição Wishart inversa com ν0 graus de
liberdade e matriz de escala R−10 . Considera-se (β0,B0, ν0,R0) hiperparâmetros conhecidos.
Usando distribuições a priori com hiperparâmetros conhecidos é possível caracterizar várias
distribuições a partir da modificação dos parâmetros (CHIB; GREENBERG; WINKEL-
MANN, 1998; CHIB; WINKELMANN, 2001). Utilizando a representação em (2.5), a
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densidade a posteriori do vetor de parâmetros θ = (β, vec(D−1)), aumentada no vetor de
efeitos aleatórios b, é dada por
pi(β,D,b|y) = f(y,b,β,D)
f(y)
∝ f(y,b|β,D)f(β)f(D)
∝ f(y|b,β,D)f(b|D)f(β)
∝
ˆ
n∏
i=1
f(yi|bi,β,D)f(bi|D)
˙
f(β)f(D)
=
«
n∏
i=1
˜
J∏
j=1
f(yij|bij,β,D)
¸
f(bi|D)
ff
f(β)f(D)
=
«
n∏
i=1
˜
J∏
j=1
f(yij|bij,β,D)
¸
φJ(bi|0,D)
ff
φk(β|β0,B−10 ) fw−1(D|ν0,R0). (2.9)
em que φJ e φk representam a distribuição normal J e k-variada respectivamente, e fw−1
representa a distribuição Whishart inversa.
A distribuição em (2.9) não tem forma fechada. Assim, será utilizado um
mecanismo via simulação Monte Carlo via cadeias de Markov para amostrar de 2.9.
2.3 Método de simulação Monte Carlo via cadeias de Markov
A inferência Bayesiana é quase exclusivamente baseada em técnicas de simulação
Monte Carlo via cadeias de Markov (MCMC), como o algoritmo Metropolis-Hastings (M-H)
e o amostrador de Gibbs, um caso especial do algoritimo M-H, com taxa de aceitação igual a
1. A ideia desse algoritmo é gerar uma cadeia de Markov via simulações iterativas de Monte
Carlo, tal que, assintoticamente, a distribuição dos pontos da cadeia tem aproximadamente
a distribuição a posteriori de interesse (SORENSEN; GIANOLA, 2002).
Pode-se construir a cadeia de Markov para a distribuição a posteriori em (2.5),
por meio de um processo de simulação iterativa das distribuições condicionais completas.
Neste processo de simulação, condiciona-se um bloco de parâmetro nos dados e no bloco
de parâmetros restantes, garantindo que amostras de todas as componentes do vetor de
parâmetros tenham sido obtidas.
2.3.1 Amostrador de Gibbs
Seja o vetor de parâmetros θ = (θ1, . . . , θp) e seja θ(−i) o vetor de parâmetros
sem o parâmetro θi, ou seja, θ(−i) = (θ1, . . . , θi−1, θi+1, . . . , θp), para i = 1, . . . , p. O
algoritmo de Gibbs pode ser construído da seguinte forma:
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1. Seja θ(0)i o valor inicial de θi, para i = 1, . . . , p, em t = 0;
2. Amostre θ(t+1)
θ
(t+1)
1 de pi(θ1|θ(t)2 , . . . , θ(t)p ,y),
θ
(t+1)
2 de pi(θ2|θ(t+1)1 , θ(t)3 , . . . , θ(t)p ,y),
...
θ
(t+1)
p−1 de pi(θp−1|θ(t+1)1 , . . . , θ(t+1)p−2 , θ(t)p ,y),
θ(t+1)p de pi(θp|θ(t+1)1 , . . . , θ(t+1)p−1 ,y);
3. Incremente t e volte ao passo 2.
Após M iterações da cadeia, obtêm-se (θ(M)1 , . . . , θ(M)p ), e para M suficiente-
mente grande é possível mostrar que a distribuição conjunta de (θ(M)1 , . . . , θ(M)p ), condi-
cionada em y, converge em distribuição para a distribuição a posteriori pi(θ1, . . . , θp|y).
Além disso, para cada elemento θi de θ , a distribuição marginal de θ(M)i converge em
distribuição para a distribuição marginal a posteriori pi(θi|y).
Note que o algoritmo de Gibbs descrito nesta Seção é ilustrado a partir de
distribuições condicionais univariadas. No entanto, se θi for um vetor, pode-se escrever
θ = (θi,θ(−i)) e amostra-se a partir de distribuições condicionais completas multivariadas,
ou seja, amostra-se de f(θi|θ(−i),y).
2.3.2 Algoritmo Metropolis-Hastings
O algoritmo de Metropolis-Hastings é útil quando não é possível amostrar
diretamente da distribuição de interesse. Resumidamente, o algoritmo inicia gerando
amostras candidatas de uma distribuição proposta, então, essas amostras são “corrigidas”
para que, assintoticamente, obtêm-se observações aleatórias da distribuição de interesse
(SORENSEN; GIANOLA, 2002). A cadeia de Markov é gerada por dois passos em cada
iteração, um passo de proposta e um passo de aceitação.
Dada a densidade de interesse f(ψ), o algoritmo Metropolis-Hastings (M-H) é
implementado da seguinte forma:
1. Dado o valor atual ψ, amostrar um valor proposto ψ† da densidade q(ψ, ψ†);
2. Mover para o valor ψ† com probabilidade α(ψ, ψ†) e permanecer no valor ψ com
probabilidade 1− α(ψ, ψ†), em que
α(ψ, ψ†) = min
{
f(ψ†)q(ψ†, ψ)
f(ψ)q(ψ, ψ†) , 1
}
.
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A densidade q(ψ, ψ†) é uma função de densidade condicional de ψ†, dado ψ
(CHIB; GREENBERG; WINKELMANN, 1998). Uma observação é que a distribuição
a posteriori f(·) precisa ser conhecida apenas proporcionalmente, já que a constante de
normalização é cancelada na razão f(ψ
†)
f(ψ) .
Para amostrar de distribuições condicionais completas que não possuem forma
conhecida, podemos utilizar o algoritmo de Metropolis-Hastings dentro do algoritmo de
Gibbs (CHIB; GREENBERG; WINKELMANN, 1998). Em particular, para amostrar de
uma condicional completa pi(θi|θ(−i),y) seguem-se os seguintes passos:
1. Define-se o valor inicial θ(0)i em M = 0;
2. Define-se θ = θ(M)i e gera-se θ′ da distribuição proposta q(θ′|θ) para pi(θi|y). Então,
calcula-se
α = min
ˆ
1, pi(θ
′|y)q(θ|θ′)
pi(θ|y)q(θ′|θ)
˙
= min
ˆ
1, f(y|θ
′)pi(θ′)q(θ|θ′)
f(y|θ)pi(θ)q(θ′|θ)
˙
e aceita-se θ(M+1)i = θ′ com probabilidade α, caso contrário θ
(M+1)
i = θ;
3. Incrementa-se M e volta ao passo 2.
2.4 Amostrando da distribuição a posteriori
Em (2.9) é apresentada a distribuição a posteriori que deseja-se amostrar para
o modelo definido na Seção 1.1.1. Para isso serão utilizados os métodos apresentados na
Seção 2.3. Precisa-se, então, das condicionais completas.
2.4.1 Condicionais Completas
Considere a distribuição a posteriori em (2.9). A seguir, considere as distribui-
ções condicionais completas dadas por
[b|y,β,D], [β|y,b], [D−1|b].
Caso não seja possível amostrar diretamente da distribuição condicional, utiliza-
se o algoritmo M-H.
2.4.2 Condicional completa pi(b|y, β,D)
A distribuição pi(b|y,β,D) pode ser escrita como,
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pi(b|y,β,D) = pi(b,y,β,D)
f(y|β,D)f(β,D)
= L(y|b,β,D)f(b|D)f(β)
f(y|β,D)f(β,D)
∝ L(y|b,β,D)f(b|D)
=
„
n∏
i=1
f(yi|b,β)

f(b|D)
=
„
n∏
i=1
f(yi|b,β)
 „
n∏
i=1
f(bi|D)

=
n∏
i=1
f(yi|b,β)
n∏
i=1
f(bi|D), (2.10)
em que,
f(yi|b,β)
n∏
i=1
f(bi|D) =
«
J∏
j=1
exp[− exp(x>i βj + bij)][exp(x>i βj + bij)]yij
ff
φJ(bi|D).(2.11)
A distribuição em (2.10) não tem forma fechada. Logo, é difícil amostrar
diretamente de (2.11). Assim, utiliza-se o algoritmo Metropolis-Hastings para amostrar de
(2.11).
O comportamento do algoritmo de Metropolis-Hastings depende da escolha
da densidade proposta q(·, ·). Uma sugestão consiste em aproximar a densidade proposta
por uma distribuição t-multivariada centrada na moda da densidade de interesse (CHIB;
WINKELMANN, 2001; CHIB; GREENBERG; WINKELMANN, 1998). No caso de (2.11),
a moda é dada por
bˆi = argmaxbi ln f(bi|yi,β,D),
e é obtida a partir do algoritmo de Newton-Raphson (N-R) usando o vetor gradiente
gbi = −D−1bi + [yi − exp(x>i β + bi)] (2.12)
e a matriz Hessiana
Hbi = −D−1 − diag(exp(x>i β + bi)). (2.13)
Na prática, são necessários poucos passos do algoritmo N-R para encontrar a
moda da densidade de interesse. Finalmente, a densidade proposta para (2.11) é dada por
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q(bi|yi,β,D) = fT (bi|pbi,Vpbi , νb)
∝ |Vpbi |−1/2
{
1 + 1
νb
(bi − pbi)>(Vpbi)(bi − pbi)}−(νb+J)/2 , (2.14)
em que fT (·|pbi,Vpbi , νb) é a função densidade de t-multivariada com νb graus de liberdade,
parâmetro de locação pbi e matriz escala Vpbi = −[Hpbi ]−1, que é a inversa negativa da
Hessiana de ln f(bi|yi,β,D)) na moda. A opção pela distribuição t-multivariada é devido
ao fato de ser mais flexível e fácil de usar. Essa flexibilidade é devida ao parâmetro de ajuste
νb, permitindo caudas mais leves ou pesadas, dependendo da informação de interesse.
Assim o valor proposto b†i é obtido da densidade q(bi|yi,β,D) em (2.14) e
calcula-se a probabilidade de aceitação por
α(bi,b†i |yi,β,D) = min
{
f(yi,b†i |β,D)q(bi|yi,β,D)
f(yi,bi|β,D)q(b†i |yi,β,D)
, 1
}
, (2.15)
em que bi é o estado atual da cadeia. Para decidir se a cadeia permanece em bi ou em
b†i , amostra-se de uma distribuição uniforme, U(0, 1); Se U(0, 1) < α, então, é mantido o
estado atual bi, caso contrário, a cadeia passa para o estado b†i .
2.4.3 Amostrando β e D
Dado o vetor de efeitos aleatórios b, as simulações restantes são obtidas quase
diretamente, em que D é simulada da distribuição Wishart. A amostragem da condicional
completa de β requer o uso do algoritmo Metropolis-Hastings com a função densidade
facilmente construída pelo método da proposta ajustada, descrita na Seção 2.3.2.
A distribuição condicional completa de β é dada por
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pi(β|y,b,D) = f(y,b,β,D)
f(y|b,β,D)f(b|D)
∝ L(y|b,β,D)f(β)
∝
n∏
i=1
f(yi|bi,β,D)φk(β|β0,B−10 )
∝
n∏
i=1
f(yi1, . . . , yiJ |bi,β,D)φk(β|β0,B−10 )
∝
«
n∏
i=1
J∏
j=1
f(yij|bi,β,D)
ff
φk(β|β0,B−10 )
∝
«
n∏
i=1
J∏
j=1
exp[−µij][µij]yij
ff
φk(β|β0,B−10 )
∝
«
J∏
j=1
p(y·j|βj,b·j)
ff
φk(β|β0,B−10 ), (2.16)
em que
p(y·j|βj,b·j) =
n∏
i=1
exp[−µij][µij]yij , (2.17)
com µij = exp(x>i βj + bij), e φk é a densidade da normal k-variada.
A moda βˆ e a curvatura Vβ = r−Hβs−1 do logaritmo de (2.16) avaliada na
moda são obtidas por meio de alguns passos Newton-Raphson implementados, via vetor
gradiente
gβj = −B0(βj − β0j) +
n∑
i=1
[yij − exp(x>i βj + bij)]xi (2.18)
e a matriz Hessiana
Hβj = −B0 −
n∑
i=1
[exp(x>i βj + bij)]xix>i , (2.19)
respectivamente.
Analogamente ao caso de bi na Seção 2.3.2, utiliza-se uma densidade t-
multivariada ajustada para gerar valores da densidade proposta q(β|y,b,D) = fT (β|βˆ,Vβˆ, νβ).
Toma-se, então, um valor candidato β† da densidade proposta q(β|y,b,D), e
calcula-se a probabilidade
α(β,β†) = min
{
pi∗(β†|y,b,D)q(β|y,b,D)
pi∗(β|y,b,D)q(β†|y,b,D) , 1
}
, (2.20)
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em que β é o valor atual da cadeia.
Para decidir se a cadeia permanece em β ou β†, amostra-se de uma distribuição
uniforme U(0, 1); Se U(0, 1) < α a cadeia passa para o estado β†, caso contrário a cadeia
permanece em β.
Um ciclo do amostrador de Gibbs é completado amostrando-se D−1. De (2.9) e
(CHIB; WINKELMANN, 2001), tem-se que a distribuição a posteriori de D−1 é proporci-
onal a
pi(D−1|b) = fW (D−1|ν0,R−0 1)
n∏
i=1
φJ(bi|0,D), (2.21)
em que,
fW (D−1|ν0,R−10 ) ∝ |D−1|(ν0−J−1)/2 exp
„
−12tr
`
R0D−1
˘
(2.22)
e,
φJ(bi|0,D) = 1a|D|(2pi)J exp
„
−12b
>
i D−1bi

= 1|D|1/2a(2pi)J exp
„
−12b
>
i D−1bi

. (2.23)
Assim,
pi(D−1|b) ∝ |D
−1|(ν0−J−1)/2
|D|n/2 exp
„
−12
ˆ
tr
`
R0D−1
˘
+
n∑
i=1
b>i D−1bi
˙
= |D−1|(ν0+n−J−1)/2 exp
„
−12
ˆ
tr
`
R0D−1
˘
+
n∑
i=1
b>i D−1bi
˙
= |D−1|(ν0+n−J−1)/2 exp
„
−12
ˆ
tr
`
R0D−1
˘
+ tr
ˆ
n∑
i=1
bib>i D−1
˙˙
= |D−1|(ν0+n−J−1)/2 exp
„
−12
ˆ
tr
ˆ
R0D−1 +
n∑
i=1
bib>i D−1
˙˙
= |D−1|(ν0+n−J−1)/2 exp
„
−12
ˆ
tr
ˆ„
R0 +
n∑
i=1
bib>i

D−1
˙˙
, (2.24)
a partir de (2.24). Note que D−1 segue uma distribuição Wishart a posteriori com parâme-
tros,
pi(D−1|b) ∼Wishart
˜
n+ ν0,
„
R−10 +
n∑
i=1
bib>i
−1¸
, (2.25)
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em que Wishart(a,A) representa a distribuição Wishart com a graus de liberdade e matriz
escala A.
A demonstração em que o produto vetorial é transformado em traço na equação
(2.24) pode ser vista no Apêndice C.
É importante verificar a convergência das cadeias. Com a convergência atingida,
considera-se que a distribuição da amostra obtida segue a distribuição de interesse. Aqui,
serão utilizadas as estatísticas Rˆ e análise gráfica para verificar tal convergência.
2.4.4 Estatística Rˆ
A estatística Rˆ é utilizada para o diagnóstico de convergência. Para o cálculo
de Rˆ calcula-se a variabilidade de valores amostrais intra e entre cadeias. O método exige
atualizarM cadeias independentes, iniciadas em pontos diferentes e dispersos (SORENSEN;
GIANOLA, 2002). Seja θml o l-ésimo valor amostrado na m-ésima cadeia, após o burn-in,
m = 1, . . . ,M e l = 1, . . . , L, então, a estatística Rˆ é dada por:
Rˆ =
d
1 + 1
L
ˆ
B
W
− 1
˙
, (2.26)
em que L é o número de passos da cadeia m, B é média quadrática entre cadeias e W a
média quadrática intra-cadeias, dados por,
B = M
∑M
m=1 (θm· − θ··)2
M − 1 , (2.27)
e
W =
∑M
m=1 S
2
m
M
, (2.28)
respectivamente, em que θm· e θ·· representam a média amostral intra-cadeia m e a média
das médias das cadeias, respectivamente, S2m representa a variância estimada dos valores
amostrados na m-ésima cadeia, e são dados por
θm· =
∑L
l=1 θml
L
,
θ·· =
∑L
l=1 θm·
M
,
S2m =
∑L
l=1 (θml − θm·)2
L− 1 . (2.29)
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Espera-se que o valor de (2.26) seja maior do que 1, e tenda a 1 quando
n→∞, já que a variância intra cadeia se aproxima da variância entre cadeias. Portanto,
a convergência pode ser avaliada examinando-se a proximidade do valor de Rˆ a 1. Neste
estudo, valores inferiores a 1,2 são considerados satisfatórios (SORENSEN; GIANOLA,
2002).
2.5 Critérios de comparação de modelos
Existe na literatura uma vasta quantidade de métodos para a seleção de modelos
baseados nos princípios Bayesianos (CONGDON, 2005; SORENSEN; GIANOLA, 2002).
Neste trabalho, serão considerados um p-valor Bayesiano e o critério DIC (Deviance
Information Criterion), adaptado para o caso de presença de efeitos aleatórios (CELEUX
et al., 2006).
2.5.1 Adequabilidade do Modelo
Habilidade de predição e bondade de ajuste são características distintas do
modelo. O modelo pode explicar e predizer adequadamente as observações usadas na sua
construção, entretanto, pode fazer predições ruins para observações futuras ou fora do
intervalo da variável resposta observada (SORENSEN; GIANOLA, 2002). Aqui a predição
em si não é importante, mas sim a habilidade de predição como um critério de seleção de
modelo.
A proposta é gerar dados y˜ da distribuição preditiva à posteriori com densidade
dada por
p(y˜|y) =
∫
p(y˜|θ)p(θ|y) dθ, (2.30)
em que p(·|·) é a densidade à posteriori considerando o modelo apresentado na Seção 1.1.
Para obter amostras de (2.30), será seguido o método de composição apresentado em
Sorensen e Gianola (2002), dado por
1. Amostrar θ da distribuição a posteriori p(θ|y),
2. Amostrar y˜ da distribuição amostral p(y˜|θ). de tal forma que agora tem-se uma
realização da distribuição conjunta p(y˜,θ).
3. repetir M vezes os passos 1 e 2.
Realizando os passos 1, 2 e 3 acima para M suficientemente grande, obtém-se
um conjunto de amostras y˜ cuja distribuição de probabilidade corresponde a (2.30). Como
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deseja-se estudar se os valores simulados de y˜ estão de acordo com o modelo proposto e
ajustado a partir de y, precisa-se de uma medida para decidir se a diferença entre os dados
observados e aqueles simulados indicam uma potencial falha do modelo. Neste estudo, será
utilizado o cálculo do p-valor Bayesiano, proposto em Gelman, Meng e Stern (1996) como
critério de bondade de ajuste a partir de uma quantidade de teste h(y,θ).
2.5.2 p-valor Bayesiano
Seja h(y,θ) uma quantidade de teste, que depende dos dados e dos parâmetros.
Neste estudo, propõe-se
h(y,θ) =
n∑
i=1
(yi − E(Yi|θ))>Σ−1(yi − E(Yi|θ)), (2.31)
tal que
h(y˜,θ) =
n∑
i=1
(y˜i − E(Y˜i|θ))>Σ˜−1(y˜i − E(Y˜i|θ)). (2.32)
Assim, o p-valor Bayesiano, pB, a partir de h(y,θ) é dado por
pB = p ph(y˜,θ) > h(y,θ)|yq
=
∫ ∫
1rh(y˜,θ)>h(y,θ)sp(y˜|θ)p(θ|y) dθdy˜, (2.33)
em que 1[·] é a função indicadora. A expressão (2.33) corresponde à probabilidade de o
vetor de dados simulados y˜ ser mais extremo que o vetor observado y, ponderado pela
distribuição a posteriori p(θ|y).
A integral em (2.33) não pode ser resolvida de forma analítica e pode ser
aproximada por
pB =
1
M
M∑
m=1
1rh(y˜,θ(m))>h(y,θ(m))s, (2.34)
em que M é o número de amostras y˜ obtido a partir dos passos 1,2 e 3 descrito na Seção
2.5.1, e θ(m) é a m-ésima amostra da distribuição de probabilidade de θ condicionada em
y.
Segundo Gelman (2013), considera-se o melhor modelo aquele que apresenta
p-valor, pB, mais próximo de 0.5.
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2.5.3 Deviance Information Criterion (DIC)
O critério DIC é um critério para comparar modelos a partir de um conjunto
de dados considerando o ajuste e a complexidade do modelo em seu cálculo. No caso
dos modelos somente com efeitos fixos, essa complexidade é dada pelo número efetivo de
parâmetros pD. No caso de modelos com efeitos aleatórios essa complexidade exige uma
alternativa ao DIC tradicional (CELEUX et al., 2006).
O DIC tradicional é definido por
DIC = D(θ) + pD, (2.35)
em que D(θ) = E[D(θ)|y] é a esperança a posteriori da função desvio do modelo D(θ),
dada por −2 log(f(y|θ)). Aqui pD = D(θ) − D(θ˜) é a diferença entre a esperança a
posteriori da função desvio e da função desvio avaliada em θ˜, em que θ˜ é uma estimativa
de θ que depende de y, e pode ser tomada como uma penalidade devido à complexidade
do modelo. Assim, o DIC em (2.35) pode ser escrito como
DIC = −4E[log(f(y|θ))|y] + 2 log(f(y|θ˜)), (2.36)
em que θ˜ é uma estimativa de θ.
No caso do modelo com efeitos aleatórios, será considerado o critério DIC7
(CELEUX et al., 2006), em que D(θ) e D(θ˜) são calculados utilizando a verossimilhança
condicionada nos efeitos aleatórios, em que a integral com respeito aos efeitos aleatórios,
dada em (2.4), não é calculada. O critério DIC7 para o modelo apresentado na Seção 1.1 é
baseado na verossimilhança condicional f(y|b,θ) e é dado por
DIC7 = −4E[log(f(y|b,θ))|y] + 2 log(f(y|pb, pθ)), (2.37)
em que θ = (β, vec(D)), pb é a média a posteriori dos efeitos aleatórios e pθ é a média a
posteriori de θ.
A esperança a posteriori da função desvio D(θ,b) = E[log(L(y|b,θ))|y] é
aproximada por
1
M
M∑
j=1
n∑
i=1
log
´
L(yi|b(j)i ,θ(j))
¯
. (2.38)
Considera-se o melhor modelo aquele com menor DIC7.
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3 Simulação
Neste capítulo é proposto um estudo de simulação para verificar a performance
do modelo apresentado.
Foram gerados 100 conjuntos de dados de tamanhos n = 50, 100, 150 e 300
a partir do modelo Poisson definido na Seção 1.1.1. Para cada conjunto de dados foram
calculados 5.000 pontos da distribuição a posteriori de θ, obtidos a partir de duas cadeias
de Markov paralelas iniciadas em valores dispersos e de tamanho 106 cada. Descartam-se
os primeiros 500.000 pontos, e tomam-se amostras a cada 100 passos da cadeia, a fim
de evitar a correlação entre as observações. Essa configuração foi suficiente para obter a
convergência das cadeias.
Como estimativa para os parâmetros foi utilizada a média da distribuição a
posteriori.
Para verificar o comportamento das estimativas entre os conjuntos de dados
simulados, serão utilizados o erro quadrático (EQ) e o viés relativo (VR) para cada
parâmetro do modelo, verificando a disribuição destas medidas nos 100 conjuntos de
dados simulados. Além disso, foram contruídos intervalos de credibilidade (IC) para cada
parâmetro do modelo (RODRIGUES-MOTTA et al., 2015).
Seja θs um elemento de θ, em que θ é o vetor dos parâmetros. Seja θˆs a média
a posteriori dos 5000 pontos obtidos da distribuição a posteriori de θs. O viés relativo,
o erro quadrático e o intervalo de credibilidade de 95% para θs a partir do conjunto de
dados j, j = 1, . . . , 100, são definidos como
(3.1)VRj(θˆs) =
θˆjs
θs
− 1,
(3.2)EQj(θˆs) =
(
θˆjs − θs
)2
,
ICj(θˆs) =
”
θˆjs,LCL, θˆjs,UCL
ı
, (3.3)
respectivamente, em que θˆjs,LCL e θˆjs,UCL são os limites inferior e superior do intervalo de
credibilidade de 95%.
Neste trabalho são utilizadas as medidas 3.1, 3.2 e 3.3 em detrimento do
Viés Relativo, Erro Quadrático Médio e Probabilidade de Cobertura apresentados em
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Rodrigues-Motta et al. (2015), pois evitam o uso de média, que é sensível aos valores
extremos e nos dá a falsa ideia de que, em alguns casos, com o aumento do tamanho
amostral o erro, ou viés, aumenta.
A partir da descrição do modelo apresentado na Seção 1.1.1, o conjunto de
dados foi gerado tomando-se J = 4, a matriz positiva definida
(3.4)D =

2.0 0.1 −1.0 −1.0
0.1 2.0 −1.0 1.0
−1.0 −1.0 2.0 −0.5
−1.0 1.0 −0.5 2.0

e β = (β1,β2,β3,β4), tal que,
β1 = p1.0, 0.5,−0.5q> ,
β2 = p−1.0,−0.5, 0.5q> ,
β3 = p0.5,−0.5,−0.5q> ,
β4 = p−0.5,−0.5, 1.0q> . (3.5)
A seguir, para cada observação i, gera-se o vetor de efeitos aleatórios bi a partir
da distribuição normal multivariada com média 0 e matriz de covariância D em 3.4. Após,
calcula-se µij da distribuição Poisson, conforme a equação (1.1). Finalmente, amostra-se
yij condicionado em bi a partir da distribuição Poisson com parâmetro µij.
Para cada conjunto de dados gerado, o modelo descrito no Capítulo 1 foi
ajustado utilizando o procedimento descrito na Seção 2.2 para obter amostras a posteriori
de θ = (β, vec(D),b) e b = (b1, . . . ,bn).
O estudo de simulação foi realizado para n = 50, 100, 150 e 300 com J = 4
para todo n. A seguir, são apresentados os resultados para n = 50 em detalhe. Embora
sejam comentados os resultados quando n = 100, 150 e 300, os gráficos relacionados a estes
cenários encontram-se no Apêndice A.
Para o estudo de simulação em que n = 50 e J = 4, os resultados são
apresentados nas Figuras 1 a 7. Nas Figuras 1 e 2 encontram-se os gráficos da distribuição
a posteriori de β = (β>1 ,β>2 ,β>3 ,β>4 ) e das componentes de variância que compõem D.
Note na Figura 1 que a distribuição a partir dos pontos de cada cadeia coincidem
e são aproximadamente simétricas. Para a distribuição a posteriori das componentes de D
exibida na Figura 2, nota-se que a distribuição a posteriori das variâncias é assimétrica,
a distribuição a posteriori das covariâncias são levemente assimétricas à direita ou à
esquerda, dependendo da covariância. Na Figura 3, nota-se que a correlação entre as
Capítulo 3. Simulação 37
amostras da cadeia é praticamente nula quando são consideradas amostras das componentes
β1,β2,β3,β4. Os gráficos da Figura 4 indicam que para n = 50 um espaçamento por volta
de 300 passos da cadeia deve ser considerado para que a correlação entre os pontos da
cadeia das componentes de variância seja aproximadamente zero.
Figura 1 – Gráficos da distribuição a posteriori dos parâmetros β, em uma simulação de
tamanho n = 50, com valores verdadeiros indicados.
A Figura 5 mostra o desempenho do viés relativo e do erro quadrático para
β1,β2,β3,β4 quando n = 50, 100, 150 e 300.
As Figuras 29, 30, 33, 34, 37 e 38, do Apêndice A, apresentam os gráficos das
distribuições a posteriori de β = (β>1 ,β>2 ,β>3 ,β>4 ) e das componentes de variância que
compõem D quando n = 100, 150 e 300. Note que nas Figuras 29, 33 e 37, do Apêndice A,
que a distribuição a partir dos pontos de cada cadeia coincidem e são aproximadamente
simétricas. Para as distribuições a posteriori das componentes de D exibidas nas Figuras
30, 34 e 38, do Apêndice A, nota-se que a distribuição das variâncias, assim como as
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Figura 2 – Gráficos da distribuição a posteriori dos parâmetros D, em uma simulação de
tamanho n = 50, com valores verdadeiros indicados.
distribuições das covariâncias, tendem a ficar simétricas e concentradas em torno do valor
verdadeiro à medida que n aumenta.
Nas Figuras 31, 35 e 39, do Apêndice A, pode ser visto que a correlação entre
as amostras das cadeias é praticamente nula, para as componentes β1,β2,β3,β4 e todos o
s valores de n. Assim como para n = 50, os gráficos da Figuras 32, 36 e 40, do Apêndice
A, indicam que um espaçamento por volta de 300 passos da cadeia deve ser considerado
para que a correlação entre os pontos da cadeia de todas as componentes de variância seja
aproximadamente zero.
Na Figura 5a, o viés relativo para o parâmetro β se mantém em torno de 0 e à
medida que n aumenta, nota-se que a distribuição fica mais concentrada em torno deste
valor, ou seja, a distância interquartílica diminui. Da mesma forma, com o aumento do
tamanho amostral o erro quadrático fica distribuído em torno de valores menores para
todos os parâmetros (Figura 5b).
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Figura 3 – Gráficos de correlação para as cadeias dos parâmetros β, em uma simulação de
tamanho n = 50.
A Figura 7 apresenta os intervalos de credibilidade para o parâmetro β11.
Pode-se notar que os intervalos ficam menores e se mantêm em torno do valor verdadeiro
com o aumento do tamanho amostral. Esse comportamento é recorrente para os demais
parâmetros em estudo. As Figuras 41 até 51, que apresentam os intervalos de credibilidade
para os demais parâmetros, encontram-se no Apêndice B.
O software OpenBUGS foi utilizado no estudo de simulação (LUNN et al.,
2009) em conjunto com o software R (TEAM, 2016).
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Figura 4 – Gráficos de correlação para as cadeias dos parâmetros D, em uma simulação
de tamanho n = 50.
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(a) Distribuição do Viés Relativo dos elementos
β·1, β·2 e β·3
(b) Distribuição do Erro Quadrático dos elementos
β·1, β·2 e β·3
Figura 5 – Distribuição do Viés Relativo e do Erro Quadrático dos parâmetros
β1,β2,β3,β4 de acordo com o tamanho amostral n
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(a) Distribuição do Viés Relativo dos elementos da matriz D
(b) Distribuição do Erro Quadrático dos elementos da matriz D
Figura 6 – Distribuição do Viés Relativo e do Erro Quadrático dos elementos da matriz
D de acordo com o tamanho amostral n
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Figura 7 – Intervalos de Credibilidade para o parâmetro β11, considerando as 100 simula-
ções com tamanho amostral n = 50, 100, 150, 300.
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4 Aplicação
4.1 Dados de G. microtarsus
Os dados utilizados para a aplicação do modelo apresentado neste trabalho
foram coletados no Clube Náutico de Araraquara (CNA), localizado na cidade de Américo
Brasiliense. A vegetação no CNA consiste de Cerrado. O clima da área consiste em duas
estações bem definidas: quente e úmida de Outubro a Março e fria e seca de Abril a
Setembro. Os dados coletados são parte de um estudo cujo interesse é entender a dieta do
animal G. microtarsus, encontrado neste ambiente.
Neste estudo a dieta do G. microtarsus foi determinada pelo exame das fezes
amostradas de indivíduos capturados de Janeiro a Dezembro de 2001. A amostra foi
coletada a cada 15 dias ao longo de duas noites consecutivas. Os indivíduos eram marcados
e o sexo anotado. As fezes eram coletadas no fundo das gaiolas, usadas como armadilha.
Após a coleta, eram armazenadas em etanol 70%, e, então, levadas ao laboratório onde
eram analisadas com um estereoscópio. Para cada animal os alimentos detectados nas
fezes eram contados e classificados em 10 categorias (RODRIGUES-MOTTA et al., 2013).
O objetivo de nosso estudo é aplicar a metodologia proposta nos capítulos anteriores.
Todas as fontes de alimento poderiam ser consideradas no modelo, porém por questões
computacionais, e para agilizar os resultados, foram selecionadas 4 fontes.
4.1.1 Análise descritiva
No total foram amostrados 37 animais (12 fêmeas e 25 machos) e consideradas
4 fontes de alimento, chamadas aqui 1, 2, 3 e 4.
A média e a variância do número de itens em cada fonte de alimento encontram-
se na Tabela 1. Todas as contagens apresentam variância amostral maior que a média
amostral, indicando a presença de superdispersão, a qual é mais acentuada na fonte de
alimento 3.
Nas Figuras 8, 9, 10 e 11 são apresentados os boxplots para a distribuição das
fontes de alimento segundo Sexo, Estação e a interação Sexo e Estação. Pode-se perceber
Tabela 1 – Média e variância amostral do número consumido por fonte de alimento.
Fonte de alimento
1 2 3 4
Média amostral 0.43 0.19 12.62 0.78
Variância amostral 0.75 0.27 280.46 1.67
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que existe diferença entre as distribuições das fontes de alimento entre os sexos, as estações,
e também na interação Sexo e Estação.
(a) Boxplot para Fonte de alimento 1 por sexo
(b) Boxplot para Fonte de alimento 1 por Estação(c) Boxplot para Fonte de alimento 1 por Sexo e
Estação
Figura 8 – Boxplot para Fonte de alimento 1
4.1.2 Ajustando os dados G. microtarsus para quatro tipos alimentares
Para os dados G. microtarsus foi ajustado o modelo descrito no Capítulo 1.
Em particular foram ajustados quatro diferentes modelos, chamados aqui de Modelo i,
i = 1, . . . , 4, cuja estrutura de µij em (1.1) e dada por:
Modelo 1: Intercepto + Sexo + Estação + (Sexo × Estação)
Modelo 2: Intercepto + Sexo + Estação
Modelo 3: Intercepto + Sexo
Modelo 4: Intercepto + Estação
Seguindo a notação do modelo apresentado no Capítulo 2, yij é o número
observado de itens consumidos da j-ésima fonte de alimento pelo i-ésimo animal, em que
i = 1, . . . , 37 e j = 1, . . . , 4. A média µij é modelada por meio de
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log(µij) = x>i βj + bij, (4.1)
em que xi é a i-ésima linha da matriz X, tal que, xi1 = 1, xi2 representa a covariável Sexo
(0 se Masculino, 1 se Feminino), xi3 a covariável Estação (0 se Fria e Seca, 1 se Quente e
Úmida) e xi4 a covariável de interação Sexo × Estação (1 se Feminino e Quente e Úmida,
0 caso contrário). Os vetores βj são os vetores de parâmetros desconhecidos associados aos
efeitos fixos, com relação à fonte de alimento j. A quantidade bij é o efeito aleatório de
cada animal i na fonte de alimento j, tal que o vetor bi|D ∼ NJ(0,D), em que a matriz
de covariância D não tem estrutura definida, porém é positiva definida.
Para o ajuste do modelo foram usadas duas cadeias MCMC independentes de
tamanho 1.000.000 cada, descartando-se os primeiros 500.000 pontos, tal que as amostras
da distribuição a posteriori foram obtidas a cada 500 passos da cadeia após o descarte
inicial (burn-in). Finalmente, foram obtidas 2.000 observações da posteriori (1.000 para
cada cadeia) de cada parâmetro. Utilizando as distribuições a priori
βj ∼ N3(0,B−1), bj ∼ N4(0,D−1) (4.2)
(a) Boxplot para Fonte de alimento 2 por sexo
(b) Boxplot para Fonte de alimento 2 por Estação(c) Boxplot para Fonte de alimento 2 por Sexo e
Estação
Figura 9 – Boxplot para Fonte de alimento 2
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e
D ∼ Wishart−1(4,R−1), (4.3)
em que, N3(·, ·) e N4(·, ·) são a distribuição normal 3-variada e 4-variada, respectivamente,
e
B =
¨˚
˝ 1 0 00 1 0
0 0 1
‹˛‚, D =
¨˚
˚˝˚˚ 1 0 0 00 1 0 0
0 0 1 0
0 0 0 1
‹˛‹‹‹‚ (4.4)
e
R =
¨˚
˚˝˚˚ 0.1 0 0 00 0.1 0 0
0 0 0.1 0
0 0 0 0.1
‹˛‹‹‹‚. (4.5)
(a) Boxplot para Fonte de alimento 3 por sexo
(b) Boxplot para Fonte de alimento 3 por Estação(c) Boxplot para Fonte de alimento 3 por Sexo e
Estação
Figura 10 – Boxplot para Fonte de alimento 3
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Os critérios utilizados para comparar os modelos são apresentados na Seção
2.5.
Para o cálculo do p-valor Bayesiano foram consideradas as funções h em (2.31)
e (2.32), onde E(·|θ) representa a esperança marginal e é dada pela expressão (1.6). Além
disso, Σ representa a matriz de covariância marginal, onde a diagonal principal da matriz
é dada pela expressão (1.7) e os componentes fora da diagonal pela expressão (1.8). Para
o cálculo do DIC7, descrito na Seção 2.5, foi utilizada a verossimilhança condicional como
o produto para os n indivíduos da distribuição (2.1).
Para os critérios na Seção 2.5, foram utilizadas todas as observações da dis-
tribuição a posteriori da cadeia gerada para calcular as estimativas dos parâmetros, ou
(a) Boxplot para Fonte de alimento 4 por sexo
(b) Boxplot para Fonte de alimento 4 por Estação(c) Boxplot para Fonte de alimento 4 por Sexo e
Estação
Figura 11 – Boxplot para Fonte de alimento 4
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seja, M = 2.000. Os resultados são apresentados na Tabela 2, onde pode-se observar que
o Modelo 1, que considera as covariáveis Sexo e Estação e a interação entre as variáveis,
possui menor DIC7, indicando um melhor ajuste aos dados e possui p-valor Bayesiano (pB)
mais próximo a 0.5, que indica um melhor modelo preditivo.
Tabela 2 – Estimativa, desvio padrão a posteriori dos parâmetros.
Modelo 1 Modelo 2 Modelo 3 Modelo 4
Parâmetro (Variável) Média (DP) Média (DP) Média (DP) Média (DP)
β11 (Intercepto y1) -0,92 (0,50) -1,11 (0,69) -1,13 (0,46) -1,17 (0,57)
β12 (Sexo y1) -0,67 (0,63) -0,33 (0,69) -0,85 (0,77) -
β13 (Estação y1) -0,47 (0,54) -0,34 (0,72) - -0,22 (0,64)
β14 (Sexo × Estação y1) -0,10 (0,82) - - -
β21 (Intercepto y2) -1,93 (0,57) -2,78 (1,01) -2,03 (0,58) -3,92 (1,33)
β22 (Sexo y2) -0,54 (0,71) -0,62 (0,97) -0,35 (0,94) -
β23 (Estação y2) 0,18 (0,62) 1,06 (1,02) - 2,21 (1,36)
β24 (Sexo × Estação y2) 0,26 (0,80) - - -
β31 (Intercepto y3) 1,18 (0,41) 1,88 (0,47) 2,14 (0,26) 1,00 (0,43)
β32 (Sexo y3) -0,56 (0,51) -0,82 (0,46) -1,16 (0,46) -
β33 (Estação y3) 1,07 (0,44) 0,30 (0,48) - 1,10 (0,50)
β34 (Sexo × Estação y3) -0,30 (0,62) - - -
β41 (Intercepto y4) -0,38 (0,44) -0,69 (0,58) -0,80 (0,39) -0,14 (0,41)
β42 (Sexo y4) 0,14 (0,53) 0,31 (0,55) 0,18 (0,55) -
β43 (Estação y4) -0,61 (0,50) -0,32 (0,56) - -0,92 (0,52)
β44 (Sexo × Estação y4) -1,14 (0,78) - - -
d11 1,30 (0,81) 1,24 (1,16) 1,04 (0,93) 0,98 (0,86)
d12 -0,36 (0,58) -0,63 (0,77) -0,58 (0,68) -0,54 (0,52)
d13 0,80 (0,50) 0,96 (0,55) 0,76 (0,47) 0,98 (0,53)
d14 0,76 (0,53) 0,93 (0,70) 0,87 (0,65) 0,76 (0,53)
d22 1,00 (0,85) 0,97 (1,11) 0,88 (0,91) 0,78 (0,77)
d23 -0,65 (0,58) -0,88 (0,69) -0,74 (0,60) -0,86 (0,62)
d24 -0,45 (0,54) -0,66 (0,64) -0,66 (0,64) -0,57 (0,48)
d33 1,58 (0,51) 1,70 (0,53) 1,51 (0,46) 1,67 (0,50)
d34 0,86 (0,42) 0,97 (0,46) 0,87 (0,42) 1,01 (0,43)
d44 1,09 (0,60) 1,03 (0,74) 1,07 (0,72) 0,88 (0,56)
DIC7 378,79 563,80 394,44 382,08
pB 0,4010 0,3495 0,2630 0,3530
4.1.3 Interpretação dos resultados
Na Seção 4.1.2 o Modelo 1 foi apontado como o melhor modelo, pois apresentou
o menor DIC7, além do p-valor, pB, mais próximo a 0.5.
Os intervalos de credibilidade de 95% para os parâmetros são apresentados
nas Figuras 12a e 12b. A partir da Figura 12, com exceção dos elementos β14, β23 e β42,
apesar do intervalo de credibilidade de 95% conter o valor 0 a probabilidade da média a
Capítulo 4. Aplicação 50
posteriori ser maior (menor) do que 0 é alta, e por isso ainda assim os parâmetros β11, β12,
β13, β21, β22, β24, β31, β32, β33, β34, β41, β43, β44 e todos os parâmetros que compõem a
matriz de covariância D são considerados como significativos (AZEVEDO; BOLFARINE;
ANDRADE, 2011).
(a) Intervalo de credibilidade de 95% dos elemen-
tos de β, usando o Modelo 1
(b) Intervalo de credibilidade de 95% dos elemen-
tos de D, usando o Modelo 1
Figura 12 – Intervalo de credibilidade de 95% dos parâmetros β e D, usando o Modelo 1
A Tabela 3 apresenta as estimativas a posteriori dos parâmetros estudados,
permitindo observar covariância negativa entre a fonte de alimento 2 e as outras fontes
(d21 = −0.36, d23 = −0.65 e d24 = −0.45). Também pode-se perceber um decréscimo na
média de itens consumidos para as fontes de alimento 1 e 3 quando o animal é do sexo
masculino, o contrário ocorre com as fontes de alimento 2 e 4. Para as fontes de alimento
1 e 4 tem-se um decréscimo na média caso a estação seja quente e úmida e para as fontes
de alimento 2 e 3 tem-se um acréscimo na média caso a estação seja quente e úmida. Com
exceção da fonte de alimento 2, tem-se um decréscimo na média caso o animal seja do
sexo masculino e a estação seja quente e úmida.
Para analisar a convergência das cadeias, são analisados os valores da estatística
Rˆ, todos os valores encontrados são iguais a 1.001. Como todos os valores são próximos
de 1, assume-se a convergência das cadeias. Além disso, os gráficos nas Figuras 13 e 14
apresentam a autocorrelação para as cadeias das componentes dos vetores de parâmetros
β e D respectivamente, para os quais nota-se que o espaço entre os pontos garantiu
que não exista autocorrelação entre os pontos da cadeia. Também, é possível visualizar
a convergência dos parâmetros que compõem β e D nos gráficos das distribuições a
posteriori apresentados nas Figuras 15 e 16, pois as distribuições das duas cadeias geradas
se sobrepõem.
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Tabela 3 – Estimativa e desvio padrão a posteriori dos parâmetros.
Parâmetro (Variável) Média DP
β11 (Intercepto y1) -0,92 0,50
β12 (Sexo y1) -0,67 0,63
β13 (Estação y1) -0,47 0,54
β14 (Sexo × Estação y1) -0,10 0,82
β21 (Intercepto y2) -1,93 0,57
β22 (Sexo y2) -0,54 0,71
β23 (Estação y2) 0,18 0,62
β24 (Sexo × Estação y2) 0,26 0,80
β31 (Intercepto y3) 1,18 0,41
β32 (Sexo y3) -0,56 0,51
β33 (Estação y3) 1,07 0,44
β34 (Sexo × Estação y3) -0,30 0,62
β41 (Intercepto y4) -0,38 0,44
β42 (Sexo y4) 0,14 0,53
β43 (Estação y4) -0,61 0,50
β44 (Sexo × Estação y4) -1,14 0,78
d11 1,30 0,81
d12 -0,36 0,58
d13 0,80 0,50
d14 0,76 0,53
d22 1,00 0,85
d23 -0,65 0,58
d24 -0,45 0,54
d33 1,58 0,51
d34 0,86 0,42
d44 1,09 0,60
Tabela 4 – Média e variância amostral do número consumido por fonte de alimento.
Fonte de alimento
1 2 3 4 5 6
Média amostral 0.35 0.39 1.93 1.93 10.15 0.52
Variância amostral 0.63 0.47 4.24 4.68 250.00 0.70
4.2 Ajustando os dados G. microtarsus para seis tipos alimentares
Além do modelo apresentado, foi realizado o ajuste aos dados apresentados
em Rodrigues-Motta et al. (2013), que também consistem em dados de alimentos para
G. microtarsus, porém considerando outras fontes de alimento. Foram considerados 46
animais (18 fêmeas e 28 machos) e consideradas 6 fontes de alimento, não necessariamente
coincidentes com a Seção 4.1, chamadas aqui de 1, 2, 3, 4, 5 e 6.
Novamente, todas as contagens apresentam variância amostral maior que a
média amostral, indicando a presença de superdispersão, Tabela 4.
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Figura 13 – Gráficos de correlação para as cadeias dos parâmetros β.
Seguindo Rodrigues-Motta et al. (2013) foram consideradas as covariáveis sexo
e estação para o modelo. O ajuste do modelo foi realizado utilizando duas cadeias MCMC
independentes de tamanho 1.000.000 cada, descartando-se os primeiros 500.000 pontos, tal
que as amostras foram obtidas a cada 500 passos da cadeia após o burn-in. Finalmente,
foram obtidas 2.000 observações da posteriori (1.000 para cada cadeia) de cada parâmetro.
Utilizando as distribuições a priori
βj ∼ N3(0,B−1), bj ∼ N6(0,D−1) (4.6)
e
D ∼ Wishart−1(6,R−1), (4.7)
em que, N3(·, ·) e N6(·, ·) são a distribuição normal 3-variada e 6-variada, respectivamente,
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Figura 14 – Gráficos de correlação para as cadeias dos parâmetros D.
e
B =
¨˚
˝ 1 0 00 1 0
0 0 1
‹˛‚, D =
¨˚
˚˚˚˚
˚˚˚˚
˝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
‹˛‹‹‹‹‹‹‹‹‚
, (4.8)
e
R =
¨˚
˚˚˚˚
˚˚˚˚
˝
0.1 0 0 0 0 0
0 0.1 0 0 0 0
0 0 0.1 0 0 0
0 0 0 0.1 0 0
0 0 0 0 0.1 0
0 0 0 0 0 0.1
‹˛‹‹‹‹‹‹‹‹‚
. (4.9)
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Figura 15 – Gráficos da distribuição a posteriori das duas cadeias geradas na simulação
MCMC dos parâmetros β.
Para verificar a convergência das cadeias são analisados os valores da estatística
Rˆ, todos os valores encontrados são iguais a 1.001. Como todos os valores são próximos de
1, assume-se a convergência das cadeias. Também pode-se verificar nos gráficos das Figuras
17 e 18, a autocorrelação para as cadeias das componentes dos vetores de parâmetros
β e D, respectivamente, em que nota-se que o espaço entre os pontos garantiu que não
exista correlação entre os pontos da cadeia. Além disso, a convergência dos parâmetros que
compõem β e D pode ser verificada nos gráficos das distribuições a posteriori apresentados
nas Figuras 19 e 20, pois as distribuições das duas cadeias geradas se sobrepõem.
As estimativas dos parâmetros são apresentadas na Tabela 5, em que pode-se
observar que não há correlação negativa entre as fontes de alimentos. Além disso, pode-se
perceber que existe um decréscimo na média de itens consumidos exceto para a fonte de
alimento 6, quando o animal é do sexo masculino, e para as fontes de alimento 1, 2 e 3,
existe um decréscimo na média de itens consumidos, caso a estação seja quente e úmida,
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Figura 16 – Gráficos da distribuição a posteriori das duas cadeias geradas na simulação
MCMC dos parâmetros D.
enquanto que para as fontes de alimento 4, 5 e 6, existe um acréscimo na média de itens
consumidos quando a estação é quente e úmida.
Os intervalos de credibilidade de 95% para os parâmetros são apresentados nas
Figuras 21a e 21b. A partir da Figura 21, com exceção dos elementos β23, β33, apesar do
intervalo de credibilidade de 95% conter o valor 0 a probabilidade da média a posteriori
ser maior (ou menor, se for o caso) do que 0 é alta, e por isso ainda assim o restante
dos parâmetros β e todos os parâmetros que compõem a matriz de covariância D são
considerados como significativos (AZEVEDO; BOLFARINE; ANDRADE, 2011).
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Figura 17 – Gráficos de correlação para as cadeias dos parâmetros β.
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Figura 18 – Gráficos de correlação para as cadeias dos parâmetros D.
4.3 Ajustando os dados G. microtarsus para quatro tipos alimen-
tares: um modelo com vetores aleatórios para intercepto e co-
eficiente angular
Nesta seção, será realizado o ajuste dos dados apresentados na Seção 4.1, a
partir de um modelo com intercepto e coeficiente angular aleatórios. O coeficiente angular
aparece para acomodar uma possível diferença entre a taxa de consumo entre as duas
estações, já que os animais podem ser capturados em estações diferentes.
Utilizando a notação do modelo apresentado no Capítulo 2, yij é o número
observado de itens consumidos da j-ésima fonte de alimento pelo i-ésimo animal, em que
i = 1, . . . , 37 e j = 1, . . . , 4. A média µij é modelada considerando os efeitos de sexo,
estação e a interação entre sexo e estação, o qual escrevemos como
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Figura 19 – Gráficos da distribuição a posteriori das duas cadeias geradas na simulação
MCMC dos parâmetros β.
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Figura 20 – Gráficos da distribuição a posteriori das duas cadeias geradas na simulação
MCMC dos parâmetros D.
log(µ)ij = (β1j + b1,ij) + β2jSexo+ (β3j + b2,ij)Estação+
β4j(Sexo× Estação). (4.10)
Considere que se a estação for úmida, Estação = 1; se a estação for seca
Estação = 0. Sob o modelo em (4.10) é possível calcular as correlações
Cov(Y
ij,úmida, Yij′ ,úmida) = λij exp(0.5(d1,jj + d2,jj))
“
exp(d1,jj′ + d2,jj′ )− 1
‰
λij′ exp(0.5(d1,j′j′ + d2,j′j′ ))
Cov(Yij,seca, Yij′ ,seca) = λij exp(0.5(d1,jj))
“
exp(d1,jj′ )− 1
‰
λij′ exp(0.5(d1,j′j′ )),(4.11)
para j 6= j ′ . Note que a equação da covariância para a estação úmida difere da equação
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Tabela 5 – Estimativa e desvio padrão a posteriori dos parâmetros.
Parâmetro (Variável) Média DP
β11 (Intercepto y1) -1.197 0.632
β12 (Sexo y1) -1.218 0.802
β13 (Estação y1) -0.330 0.670
β21 (Intercepto y2) -1.039 0.524
β22 (Sexo y2) -0.270 0.578
β23 (Estação y2) -0.068 0.561
β31 (Intercepto y3) 0.500 0.339
β32 (Sexo y3) -0.239 0.368
β33 (Estação y3) -0.153 0.358
β41 (Intercepto y4) 0.176 0.366
β42 (Sexo y4) -0.385 0.387
β43 (Estação y4) 0.406 0.367
β51 (Intercepto y4) 0.905 0.490
β52 (Sexo y4) -1.262 0.515
β53 (Estação y4) 1.183 0.513
β61 (Intercepto y4) -1.289 0.539
β62 (Sexo y4) 0.258 0.508
β63 (Estação y4) 0.334 0.524
d11 1.379 0.870
d12 0.464 0.391
d13 0.884 0.397
d14 0.886 0.400
d15 1.396 0.642
d16 0.725 0.413
d22 0.357 0.327
d23 0.343 0.268
d24 0.335 0.276
d25 0.436 0.445
d26 0.276 0.245
d33 0.716 0.294
d34 0.661 0.240
d35 1.030 0.350
d36 0.543 0.270
d44 0.724 0.306
d45 1.067 0.383
d46 0.545 0.277
d55 2.217 0.681
d56 0.841 0.448
d66 0.586 0.380
para a estação seca apenas pelo acréscimo do parâmetro d2. Os cálculos são apresentados
no Apêndice D.
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A matriz de covariância D utilizada é dada por
D =
˜
D1 0
0 D2
¸
, (4.12)
em que,
D1 =
¨˚
˚˝ d1,11 . . . d1,1J... . . . ...
d1,J1 . . . d1,JJ
‹˛‹‚ (4.13)
e
D2 =
¨˚
˚˝ d2,11 . . . d2,1J... . . . ...
d2,J1 . . . d2,JJ
‹˛‹‚. (4.14)
Para o ajuste do modelo, forma utilizadas as seguintes distribuições a priori,
βj ∼ N3(0,B−1),
B =
¨˚
˝ 1 0 00 1 0
0 0 1
‹˛‚ (4.15)
(a) Intervalo de credibilidade de 95% dos elemen-
tos de β
(b) Intervalo de credibilidade de 95% dos elemen-
tos de D,
Figura 21 – Intervalo de credibilidade de 95% dos parâmetros β e D
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e (b1 i,b2 i)|D ∼ N8(0,D), tal que
D =
˜
D1 0
0 D2
¸
, (4.16)
em que D1 ∼ Wishart−1(4,R−1) e D2 ∼ Wishart−1(4,R−1),
R =
¨˚
˚˝˚˚ 0.1 0 0 00 0.1 0 0
0 0 0.1 0
0 0 0 0.1
‹˛‹‹‹‚. (4.17)
Para amostrar da posteriori conjunta, foram usadas duas cadeias MCMC
independentes de tamanho 2.500.000 cada, descartando-se os primeiros 1.250.000 pontos,
tal que as amostras da distribuição a posteriori foram obtidas a cada 2.500 passos da
cadeia após o descarte inicial (burn-in). Finalmente, foram obtidas 1.000 observações da
posteriori (500 para cada cadeia) de cada parâmetro.
Para verificar a convergência das cadeias foram analisados os valores da esta-
tística Rˆ, apresentada na Tabela 6. Como todos os valores são próximos de 1, assumi-se
a convergência das cadeias. Também pode-se verificar nos gráficos das Figuras 22, 23 e
24, a autocorrelação para as cadeias das componentes dos vetores de parâmetros β, D1
e D2 respectivamente, em que nota-se que o espaço entre as amostras garantiu que não
exista correlação entre os valores amostrados. Além disso, a convergência dos parâmetros
que compõem β, D1 e D2 pode ser verificada nos gráficos das distribuições a posteriori
apresentados nas Figuras 25, 26 e 27, pois as distribuições das duas cadeias geradas se
sobrepõem.
As estimativas dos parâmetros são apresentadas na Tabela 6, permitindo
observar covariância negativa entre a fonte de alimento 2 e as outras fontes (d1,21 = −0.47,
d1,23 = −0.94 e d1,24 = −0.59). Pode-se observar, também, que a estação quente e úmida
influencia de forma positiva a covariância entre praticamente todas as fontes de alimento,
exceto entre a fonte de alimento 2 e as fontes 3 e 4 (d2,23 = −0.01 e d2,24 = −0.017).
Além disso, pode-se perceber que existe um decréscimo na média de itens consumidos
exceto para a fonte de alimento 4, quando o animal é do sexo masculino; para as fontes de
alimento 1, 2 e 4, existe um decréscimo na média de itens consumidos, quando a estação
é quente e úmida. Para as fontes de alimento 1, 3 e 4, existe um decréscimo na média
quando o animal é do sexo masculino e a estação é quente e úmida.
Os intervalos de credibilidade de 95% para os parâmetros são apresentados
nas Figuras 28a, 28b e 28c. A partir da Figura 28, com exceção dos elementos β32 e β43,
apesar do intervalo de credibilidade de 95% conter o valor 0 a probabilidade da média a
posteriori ser maior (ou menor, se for o caso) do que 0 é alta, e por isso ainda assim o
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Figura 22 – Gráficos de correlação para as cadeias dos parâmetros β.
restante dos parâmetros β e todos os parâmetros que compõem a matriz de covariância
D1 são considerados como significativos, porém na matriz D2, aparentemente, apenas a
componente d2,11 parece ser significativamente diferente de 0 (AZEVEDO; BOLFARINE;
ANDRADE, 2011).
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Figura 23 – Gráficos de correlação para as cadeias dos parâmetros D1.
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Figura 24 – Gráficos de correlação para as cadeias dos parâmetros D2.
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Figura 25 – Gráficos da distribuição a posteriori das duas cadeias geradas na simulação
MCMC dos parâmetros β.
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Figura 26 – Gráficos da distribuição a posteriori das duas cadeias geradas na simulação
MCMC dos parâmetros D1.
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Figura 27 – Gráficos da distribuição a posteriori das duas cadeias geradas na simulação
MCMC dos parâmetros D2.
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Tabela 6 – Estimativa, desvio padrão a posteriori e estatística Rˆ dos parâmetros
Parâmetro (Variável) Média DP Rˆ
β11 (Intercepto y1) -0.929 0.628 1.003
β12 (Sexo y1) -0.664 0.941 1.003
β13 (Estação y1) -0.567 0.855 1.000
β14 (Sexo × Estação y1) -0.567 1.457 1.001
β21 (Intercepto y2) -3.859 1.426 1.000
β22 (Sexo y2) -1.101 1.791 1.002
β23 (Estação y2) 1.866 1.463 1.000
β24 (Sexo × Estação y2) 1.235 1.897 1.001
β31 (Intercepto y3) 0.985 0.368 1.001
β32 (Sexo y3) -0.121 0.599 1.000
β33 (Estação y3) 1.393 0.313 1.002
β34 (Sexo × Estação y3) -1.537 0.463 1.001
β41 (Intercepto y4) -0.632 0.502 1.015
β42 (Sexo y4) 0.846 0.664 1.006
β43 (Estação y4) -0.219 0.590 1.010
β44 (Sexo × Estação y4) -4.106 1.814 1.006
d1,11 0.523 0.548 1.000
d1,12 -0.473 0.546 1.005
d1,13 0.644 0.490 1.002
d1,14 0.415 0.361 1.002
d1,22 1.001 1.077 1.000
d1,23 -0.937 0.669 1.000
d1,24 -0.595 0.500 1.001
d1,33 1.429 0.482 1.000
d1,34 0.793 0.364 1.007
d1,44 0.628 0.426 1.009
d2,11 1.340 1.897 1.000
d2,12 0.086 0.960 1.019
d2,13 0.237 0.428 1.011
d2,14 0.453 0.817 1.002
d2,22 0.466 0.893 1.006
d2,23 -0.010 0.275 1.001
d2,24 -0.017 0.468 1.003
d2,33 0.164 0.185 1.001
d2,34 0.104 0.227 1.004
d2,44 0.402 0.595 1.003
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(a) Intervalo de credibilidade de 95% dos elemen-
tos de β
(b) Intervalo de credibilidade de 95% dos elemen-
tos de D1,
(c) Intervalo de credibilidade de 95% dos elemen-
tos de D2,
Figura 28 – Intervalo de credibilidade de 95% dos parâmetros β, D1 e D2
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5 Considerações finais
Neste trabalho, foi estudado o modelo Poisson-Lognormal multivariado sob
uma perspectiva teórica e aplicada. O modelo estudado possui a vantagem de não impor
restrição à matriz de covariância, permitindo covariância negativa, nula ou positiva entre
as respostas de um mesmo indivíduo, embora respeitando que a matriz de covariância
seja positiva definida. Foi modelado o logaritmo da média da distribuição Poisson, usando
efeitos fixos e aleatórios. Todo o processo de estimação e a escolha do melhor modelo foi
feito a partir de uma abordagem Bayesiana. Foi possível contornar o problema de estimação
da matriz de covariância do vetor aleatório, porém, a um intenso processo computacional,
exigindo um tempo de processamento maior se comparado ao frequentista. Conduzindo
um estudo de simulação, pode ser visto que a qualidade das estimativas melhora com
o aumento do tamanho amostral. Uma análise dos dados de hábitos alimentares do G.
microtarsus mostrou uma aplicação real deste modelo. A estrutura dos dados demandou
uma análise do tipo longitudinal, já que cada unidade experimental foi avaliada sob
diferentes condições. Dada esta necessidade, o modelo proposto por Chib e Winkelmann
(2001) foi estendido, uma vez que foi considerado um vetor de coeficientes aleatórios, além
do vetor de interceptos, para modelar a média da distribuição de Poisson.
Para trabalhos futuros, a partir da aplicação pretende-se generalizar o uso de
interceptos aleatórios para modelar a média da distribuição de Poisson, além de explorar
diferentes estruturas da matriz de covariância destes vetores aleatórios. Uma outra sugestão
é expandir este modelo para dados de contagem multivariados inflacionados de zeros,
aumentando potenciais aplicações desta metodologia.
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APÊNDICE A – Distribuição e
Autocorrelação
Figura 29 – Gráficos da distribuição a posteriori dos parâmetros β, em uma simulação de
tamanho n = 100.
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Figura 30 – Gráficos da distribuição a posteriori dos parâmetros D, em uma simulação de
tamanho n = 100.
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Figura 31 – Gráficos de correlação para as cadeias dos parâmetros β, em uma simulação
de tamanho n = 100.
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Figura 32 – Gráficos de correlação para as cadeias dos parâmetros D, em uma simulação
de tamanho n = 100.
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Figura 33 – Gráficos da distribuição a posteriori dos parâmetros β, em uma simulação de
tamanho n = 150.
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Figura 34 – Gráficos da distribuição a posteriori dos parâmetros D, em uma simulação de
tamanho n = 150.
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Figura 35 – Gráficos de correlação para as cadeias dos parâmetros β, em uma simulação
de tamanho n = 150.
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Figura 36 – Gráficos de correlação para as cadeias dos parâmetros D, em uma simulação
de tamanho n = 150.
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Figura 37 – Gráficos da distribuição a posteriori dos parâmetros β, em uma simulação de
tamanho n = 300.
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Figura 38 – Gráficos da distribuição a posteriori dos parâmetros D, em uma simulação de
tamanho n = 300.
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Figura 39 – Gráficos de correlação para as cadeias dos parâmetros β, em uma simulação
de tamanho n = 300.
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Figura 40 – Gráficos de correlação para as cadeias dos parâmetros D, em uma simulação
de tamanho n = 300.
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APÊNDICE B – Gráficos do Intervalo de
Credibilidade dos parâmetros simulados
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Figura 41 – Intervalos de Credibilidade para o parâmetro β10, considerando as 100 simula-
ções com tamanho amostral n = 50, 100, 150, 300.
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Figura 42 – Intervalos de Credibilidade para o parâmetro β12, considerando as 100 simula-
ções com tamanho amostral n = 50, 100, 150, 300.
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Figura 43 – Intervalos de Credibilidade para o parâmetro β20, considerando as 100 simula-
ções com tamanho amostral n = 50, 100, 150, 300.
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Figura 44 – Intervalos de Credibilidade para o parâmetro β21, considerando as 100 simula-
ções com tamanho amostral n = 50, 100, 150, 300.
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Figura 45 – Intervalos de Credibilidade para o parâmetro β22, considerando as 100 simula-
ções com tamanho amostral n = 50, 100, 150, 300.
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Figura 46 – Intervalos de Credibilidade para o parâmetro β30, considerando as 100 simula-
ções com tamanho amostral n = 50, 100, 150, 300.
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Figura 47 – Intervalos de Credibilidade para o parâmetro β31, considerando as 100 simula-
ções com tamanho amostral n = 50, 100, 150, 300.
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Figura 48 – Intervalos de Credibilidade para o parâmetro β32, considerando as 100 simula-
ções com tamanho amostral n = 50, 100, 150, 300.
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Figura 49 – Intervalos de Credibilidade para o parâmetro β40, considerando as 100 simula-
ções com tamanho amostral n = 50, 100, 150, 300.
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Figura 50 – Intervalos de Credibilidade para o parâmetro β41, considerando as 100 simula-
ções com tamanho amostral n = 50, 100, 150, 300.
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Figura 51 – Intervalos de Credibilidade para o parâmetro β42, considerando as 100 simula-
ções com tamanho amostral n = 50, 100, 150, 300.
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APÊNDICE C – Demonstração da
transformação de produto vetorial para função
traço
Seja v = (v1, . . . , vJ)> um vetor de tamanho J e M uma matriz J × J , então,
v>Mv = pv1 . . . vJq
»——–
m11 . . . m1J
... ...
mJ1 . . . mJJ
fiffiffifl
¨˚
˚˝v1...
vJ
‹˛‹‚
=
˜
J∑
j=1
vjm1j . . .
J∑
j=1
vjmJj
¸¨˚˚˝v1...
vJ
‹˛‹‚
=
J∑
j=1
J∑
k=1
vjvkmkj
= tr
¨˚
˚˚˚˚
˚˝
»——————–
J∑
j=1
vjv1m1j . . .
J∑
j=1
vjv1m1j
... ...
J∑
j=1
vjvJmJj . . .
J∑
j=1
vjvJmJj
fiffiffiffiffiffiffifl
‹˛‹‹‹‹‹‚
= tr
¨˚
˚˝
»——–
v1v1 . . . v1vJ
... ...
vJv1 . . . vJvJ
fiffiffifl
»——–
m11 . . . m1J
... ...
mJ1 . . . mJJ
fiffiffifl‹˛‹‚
= tr
¨˚
˚˝
¨˚
˚˝v1...
vJ
‹˛‹‚pv1 . . . vJq
»——–
m11 . . . m1J
... ...
mJ1 . . . mJJ
fiffiffifl‹˛‹‚
= tr
`
vv>M
˘
(C.1)
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APÊNDICE D – Covariância para modelo
com vetores aleatórios para intercepto e
coeficiente angular
Seja Yij ∼ Poisson(µij), tal que,
µij = exp pβ1j + b1,ij + β2jSexo+ (β3j + b2,ij)Estação+ β4j(Sexo× Estação)q . (D.1)
D.1 Estação Úmida
Se estação úmida, então Estação = 1, logo,
µij = exp pβ1j + b1,ij + β2jSexo+ β3j + b2,ij + β4j(Sexo× Estação)q
= exp pβ1j + β2jSexo+ β3j + β4j(Sexo× Estação)q exp pb1,ijq exp pb2,ijq
= λijν1,ijν2,ij (D.2)
em que ν1,ij = exp pb1,ijq, ν2,ij = exp pb2,ijq e λij = exp pβ1j + β2jSexo + β3j + β4j(Sexo× Estação)q.
Tomando ν1,ij e ν2,ij independentes, com distribuição log-normal com média
ηk e matriz de covariância Σk, em que k = 1, 2,
ηk = exp(0.5Dk),
Σk = diag(ηk)(exp(0.5Dk)− 11>)diag(ηk), (D.3)
tal que 1 = (1, . . . , 1)> e
Dk =
¨˚
˚˝ dk,11 . . . dk,1J... . . . ...
dk,J1 . . . dk,JJ
‹˛‹‚.
Então,
Cov(Yij, Yij′ ) = E(Cov(Yij, Yij′ |Bi)) + Cov(E(Yij|Bi), E(Yij′ |Bi))
= Cov(µij, µij′ )
= λijCov(ν1,ijν2,ij, ν1,ij′ν2,ij′ )λij′ , (D.4)
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em que,
Cov(ν1,ijν2,ij, ν1,ij′ν2,ij′ ) = E(ν1,ijν2,ijν1,ij′ν2,ij′ )− E(ν1,ijν2,ij)E(ν1,ij′ν2,ij′ )
= E(ν1,ijν1,ij′ )E(ν2,ijν2,ij′ )− E(ν1,ij)E(ν2,ij)E(ν1,ij′ )E(ν2,ij′ )
=
“
Cov(ν1,ij, ν1,ij′ ) + E(ν1,ij)E(ν1,ij′ )
‰×“
Cov(ν2,ij, ν2,ij′ ) + E(ν2,ij)E(ν2,ij′ )
‰−
E(ν1,ij)E(ν2,ij)E(ν1,ij′ )E(ν2,ij′ )
= Cov(ν1,ij, ν1,ij′ )Cov((ν2,ij, ν2,ij′ ) +
Cov(ν1,ij, ν1,ij′ )E(ν2,ij)E(ν2,ij′ ) +
Cov(ν2,ij, ν2,ij′ )E(ν1,ij)E(ν1,ij′ ) +
E(ν1,ij)E(ν1,ij′ )E(ν2,ij)E(ν2,ij′ )− E(ν1,ij)E(ν2,ij)E(ν1,ij′ )E(ν2,ij′ )
= Cov(ν1,ij, ν1,ij′ )Cov((ν2,ij, ν2,ij′ ) +
Cov(ν1,ij, ν1,ij′ )E(ν2,ij)E(ν2,ij′ ) +
Cov(ν2,ij, ν2,ij′ )E(ν1,ij)E(ν1,ij′ ) (D.5)
em que,
Cov(ν1,ij, ν1,ij′ )Cov(ν2,ij, ν2,ij′ ) = exp(0.5d1,jj)[exp(d1,jj′ )− 1] exp(0.5d1,j′j′ )×
exp(0.5d2,jj)[exp(d2,jj′ )− 1] exp(0.5d2,j′j′ )
= exp(0.5(d1,jj + d2,jj))
“
(exp(d1,jj′ )− 1) ×
(exp(d2,jj′ )− 1)
‰
exp(0.5(d1,j′j′ + d2,j′j′ ))
= exp(0.5(d1,jj + d2,jj))×“
exp(d1,jj′ + d2,jj′ )− exp(d1,jj′ )− exp(d2,jj′ )− 1
‰×
exp(0.5(d1,j′j′ + d2,j′j′ )), (D.6)
Cov(ν1,ij, ν1,ij′ )E(ν2,ij)E(ν2,ij′ ) = exp(0.5d1,jj)[exp(d1,jj′ )− 1] exp(0.5d1,j′j′ )×
exp(0.5d2,jj) exp(0.5d2,j′j′ )
= exp(0.5(d1,jj + d2,jj))
“
exp(d1,jj′ )− 1
‰×
exp(0.5(d1,j′j′ + d2,j′j′ )), (D.7)
similarmente,
Cov(ν2,ij, ν2,ij′ )E(nu1,ij)E(ν1,ij′ ) = exp(0.5(d1,jj + d2,jj))
“
exp(d2,jj′ )− 1
‰×
exp(0.5(d1,j′j′ + d2,j′j′ )). (D.8)
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Logo, tomando A = exp(0.5(d1,jj+d2,jj)) e B = exp(0.5(d1,j′j′ +d2,j′j′ )), então,
de D.5, D.6, D.7 e D.8,
Cov(ν1,ijν2,ij, ν1,ij′ν2,ij′ ) = A
“
exp(d1,jj′d2,jj′ )− exp(d1,jj′ )− exp(d2,jj′ )− 1)
‰
B+
A
“
exp(d1,jj′ )− 1
‰
B+A
“
exp(d2,jj′ )− 1
‰
B
= A
“
exp(d1,jj′ + d2,jj′ )− 1
‰
B
= exp(0.5(d1,jj + d2,jj))
“
exp(d1,jj′d2,jj′ )− 1
‰×
exp(0.5(d1,j′j′ + d2,j′j′ )). (D.9)
Logo,
Cov(Yij, Yij′ ) = λij exp(0.5(d1,jj + d2,jj))
“
exp(d1,jj′ + d2,jj′ )− 1
‰×
exp(0.5(d1,j′j′ + d2,j′j′ ))λij′ . (D.10)
D.2 Estação Seca
Se estação seca, então Estação = 0, logo,
µij = exp pβ1j + b1,ij + β2jSexoq
= exp pβ1j + β2jSexoq exp pb1,ijq
= λijν1,ij. (D.11)
Então de forma similar a apresentada na Seção D.1,
Cov(Yij, Yij′ ) = λij exp(0.5(d1,jj))
“
exp(d1,jj′ )− 1
‰×
exp(0.5(d1,j′j′ + d2,j′j′ ))λij′ . (D.12)
