Abstract: This paper proves lower bounds of the quantum query complexity of a multiple-block ordered search problem, which is a natural generalization of the ordered search problems. Apart from much studied polynomial and adversary methods for quantum query complexity lower bounds, our proof employs an argument that (i) commences with the faulty assumption that a quantum algorithm of low query complexity exists, (ii) select any incompressible input, and (iii) constructs another algorithm that compresses the input, which leads to a contradiction. Using this "algorithmic" argument, we show that the multi-block ordered search needs a large number of nonadaptive oracle queries on a black-box model of quantum computation supplemented by advice. This main theorem can be applied directly to two important notions in structural complexity theory: nonadaptive (truth-table) reducibility and autoreducibility. In particular, we prove: 1) there is an oracle A relative to which there is a set in P A which is not quantumly nonadaptively reducible to A in polynomial time even with polynomial advice, 2) there is a polynomial-time adaptively probabilistically-autoreducible set which is not polynomial-time nonadaptively quantum-autoreducible even with any help of polynomial advice, and 3) there is a set in ESPACE which is not polynomial-time nonadaptively quantum-autoreducible in polynomial time even in the presence of polynomial advice.
Introduction
A query is an essential method to access information stored outside of a computer. The minimal number of queries (called the query complexity) measures the smallest amount of information necessary to finish the computation. Query complexity on theoretical models of quantum computation has been studied for various problems, including unordered search, ordered search, and element distinctness [8, 6, 4, 27, 1, 9, 5, 36] . This paper pivots around the so-called ordered search problems on a black-box model of quantum computation. For simplicity, we focus only on the following simple ordered search problem: given a bit-string x of the form 0 N −j 1 j for a certain positive integer j, find the leftmost location s of 1 (which equals N − j + 1). We call s the step of x (since the input x can be viewed as a so-called step function). A black-box quantum computer (sometimes called quantum network) starts with a fixed initial state (e.g., |0 · · · 0 ), accesses the source x (which is called an "oracle") by way of queries-"what is the binary value at location i in x?"-and computes the step s of the input x with reasonable probability. Naturally, we can extend this ordered search problem into a "multiple-block" ordered search problem, in which we are to find the step in each block i when the block is specified. More precisely, the multiple-block ordered search problem Similar to the single-block ordered search problem, the multiple-block problem requires only log N queries on a black-box classical computer by running a binary search algorithm for each target block. On a blackbox quantum computer, nonetheless, we need only c log N (for some constant c < 1) queries [24, 27] . It is important to note that any query (except the first one) is chosen according to the answers to its previous queries. Such a query pattern is known as adaptive. In contrast, the query pattern of which all the query words are prepared before the first query is referred to as nonadaptive queries (parallel queries or truth-table queries). Recently, Buhrman and van Dam [15] and Yamakami [34] studied the nature of nonadaptive queries in a quantum computation setting. A most natural question is: What is the number of queries if only nonadaptive queries are allowed for a black-box quantum computer?
To supplement input information, Karp and Lipton [28] introduced the notion of advice, which is provided as an additional source of information to boost the computational power. This notion has a close connection to non-uniform computation (see, e.g., [22] ). Quantum computation with advice has been already studied in [31] . When the number of queries on a black-box computer is limited, the minimal size of an advice string given to the computer can be used to measure the smallest amount of information necessary to supplement an input to carry out such a query computation.
Our goal is to find the lower bound of the number of nonadaptive queries with the help of advice.
Main Results
To solve the multiple-block ordered search problem G M,N , our black-box quantum computer M operates in the following fashion. Given a pair (i, x) of a number i ∈ [M ] and an M N bit string x = x 1 x 2 · · · x M (where each x i is an N bit string), the computer starts with a block number i and an advice string s (which is independent of i) of size k and attempts to compute the value G M,N (i, x) with reasonable probability. We are interested in minimizing the number of queries and the size of advice. By this point, it is beneficial to introduce notional abbreviations. For the multiple-block ordered search problem G M,N , let Q k,tt (G M,N ) denote the quantum query complexity of G M,N with advice strings of length k and only nonadaptive queries, where "tt" stands for "truth-table." As our main theorem, we prove the following quantum query complexity lower bound for G M,N .
The theorem implies that the multiple-block ordered search requires a large number of nonadaptive queries even with the help of a large amount of advice (by taking M = N 1/3 , for example).
A major contribution of this paper is the demonstration of a powerful argument, which we would like to call an algorithmic argument, that proves the theorem. In the literature, quantum query complexity lower bounds have been proven by classical adversary methods [8] , polynomial methods [6] , or quantum adversary methods [4, 27, 9] . Our algorithmic argument, however, is essentially different from them in the following points: (i) our argument uses the incompressibility of certain input strings to the multiple-block ordered search problem, and (ii) our argument is constructible.
Intuitively, our algorithmic argument proceeds as follows. Choose the concatenation of certain M steps s = s 1 s 2 · · · s M (each s i is a step of block i), which is guaranteed to be incompressible (see, e.g., [29] ) by any deterministic computation. Let x be the corresponding input to G M,N . Assume that G M,N fails to satisfy the theorem on this input x. Construct another algorithm that compresses s. This clearly contradicts the incompressibility of s. To build such a compression algorithm, we exploit the nature of nonadaptive queries. We define a deterministic procedure of searching a set of steps which are queried with very low probability. This procedure, called the low weighted step search, satisfies the property that a step picked up by the procedure is not affected by the steps picked up previously. This property guarantees the compressibility of s.
Note that algorithmic arguments are not new in classical complexity theory. Earlier, Feigenbaum, Fortnow, Laplante, and Naik [25] applied an algorithmic argument to show that the multiple-block ordered search prob-lem is hard to solve only with nonadaptive queries. Their proof, nonetheless, cannot be applied to quantum computation since they used the fact that a probabilistic polynomial-time algorithm can be simulated by a certain deterministic polynomial-time algorithm with polynomial advice. Our technique with the low weighted step search procedure, to the contrary, enables us to show a desired quantum lower bound for the multiple-block ordered search problem.
Turning to the single-block ordered search problem G 1,N , we can present new bounds of its quantum query complexity. A simple binary search technique proves a trivial adaptive query complexity upper bound of log N . Recently, Farhi et al. [24] proposed an exact quantum query algorithm for G 1,N , which uses only 0.526 log N queries. There has been made a significant improvement for the lower bound of the quantum query complexity Q 0 (G 1,N ): Ω( √ log N / log log N ) by Buhrman and de Wolf [16] , log N/2 log log N by Farhi et al. [23] , and (1/12) log N − O(1) by Ambainis [3] . The best known lower bound 0.22 log N was recently obtained by Høyer et al. [27] . In this paper, we further improve their bound and present the new bound Q k 0 (G 1,N ) ≥ 0.5 log N − k (where k is the size of advice). This bound can be obtained by translating an oracle computation into a communication process between two parties (a computer and an oracle) and applying a result in [18] 
, which almost matches the aforementioned upper bound.
Upper and lower bounds of the quantum query complexity of the multiple-block and single-block ordered search problems are summarized in the following table. 
, where 0 < d < 1 is an arbitrary parameter.
Applications
We apply our algorithmic arguments and query complexity lower bounds to two notions of structural complexity theory: nonadaptive (truth-table) reducibility and autoreducibility.
Nonadaptive Reducibility. Adaptive oracle quantum computations have been extensively studied in the framework of the black box model and have given rise to powerful quantum algorithms, e.g., [21, 10, 32, 26, 17] . Such an adaptive computation usually requires a large number of interactions between the computer and a given oracle. Since any quantum computer is sensitive to the interaction with another physical system, it would be desirable to limit the number of interactions with any oracle.
Buhrman and van Dam [15] and independently Yamakami [34] investigated nonadaptive oracle computations where all queried words are pre-determined before the first oracle query (parallel queries). For such nonadaptive quantum computations, the disturbance of the computation could be minimized. By revisiting the results in [11, 15, 19, 21, 32, 34] , we can see that quantum nonadaptive queries are still more powerful than classical adaptive queries.
It is also important to explore the limitation of nonadaptive oracle quantum computing. It was already shown in [34] that there exists an oracle relative to which classical adaptive queries are more powerful than quantum nonadaptive queries. This result reveals a weakness of nonadaptive oracle quantum computation. In this direction, we construct an oracle A relative to which the polynomial-time bounded-error quantum computations accessing the oracle A nonadaptively with the help of polynomial advice cannot recognize all sets in P A .
Autoreducibility. We can apply our algorithmic argument to the study of polynomial-time autoreducible sets. An autoreducible set is characterized by an autoreduction-an oracle computation in which the computation cannot queries an input string to an oracle. After Trakhtenbrot [33] first introduced the notion of autoreduction in recursion theory, the autoreducible sets have been studied for program verification theory. In connection to program checking of Blum and Kannan [12] , Yao [35] is the first to study BPP-autoreducible sets under the name "coherent sets." He showed that the checkable sets are autoreducible and that there exists a non-checkable set in DSPACE(2 n log log n ) by finding a non-autoreducible set in that class. After that, Beigel and Feigenbaum [7] showed the existence of a set in ESPACE (in fact, DSPACE(s(n)), where s is any super-polynomial function) that is not autoreducible with polynomial advice. Feigenbaum et al. [25] showed an adaptively BPP-autoreducible set which is not nonadaptively BPP-autoreducible with polynomial advice. We can naturally consider a quantum analogue of adaptively and nonadaptively autoreducible sets, called BQP-autoreducible and BQP-tt-autoreducible sets, where "tt" means "truth-table." We prove the existence of a P-autoreducible set which is not BQP-tt-autoreducible even in the presence of polynomial advice. Moreover, we show that there is a set in ESPACE which is not BQP-tt-autoreducible with polynomial advice. To show the latter result, we apply an algorithmic argument for the space-complexity of the desired set. Note that our result is incomparable to the result in [7] .
Preliminaries
This section presents notions and notation necessary to read through this paper.
Adaptive Quantum Computation with Advice. We assume the reader's familiarity with the fundamental concepts in structural complexity theory (e.g., [22] ) and quantum computing (see, e.g., [30] ). Hereafter, we fix our alphabet Σ to be {0, 1}. For any positive integer M , let [M ] = {1, 2, . . . , M }.
We briefly review the standard black-box model of quantum computation. This model was introduced in [6] as follows. Fix a positive integer N . A problem or a property is a finite function F N whose domain is Σ
N .
An input x = x 1 · · · x N ∈ Σ N is given as an oracle and our goal is to compute the value F N (x). The quantum computer first sets the state to |0 . The output state of the computer is
and b ∈ Σ, and U 0 , U 1 , . . . , U T are a series of unitary operators independent of inputs as well as oracles. An application of the operator O x corresponds to the process of making queries to the oracle x and each operator U j corresponds to the computation of the computer. Let ǫ ∈ [0, 1]. The quantum query complexity of the problem F N , denoted by Q ǫ (F N ), is defined to be T if we obtain F N (x) with error probability at most ǫ by the measurement of the output state. When advice h x is given as a supplemental input, the black-box quantum computer starts with the initial state |h x instead of |0 . We denote by Q k ǫ (F N ) the quantum query complexity of F N given an advice string of length k. For convenience, we often suppress the subscript ǫ if ǫ = 1/3.
Nonadaptive Quantum Computation. In a nonadaptive query model, all queries are made at once. For a nonadaptive black-box quantum computer, the output state of the computer can be simply expressed as
with any number T ≥ 1. For a later use, a nonadaptive oracle computer refers to a pair (U 0 , U 1 ).
Assume that we obtain the value F N (x) with error probability at most ǫ after the measurement of the output state. If T is the maximal number of nonadaptive queries of O ′ x , then T is the nonadaptive quantum query complexity of the problem
Given a problem F M,N , the quantum computer starts with the initial state |i , where i represents the block number, and attempts to compute the value F M,N (i, X), which depends only on X i , by making queries to X given as an oracle. Let Q(F M,N ) denote the quantum query complexity of
The M -block ordered search problem G M,N is formally defined as follows. The domain of G M,N is the set
3 Proof of Theorem 1.1
We show the following theorem, which implies Theorem 1.1.
Our proof outline is summarized as follows. Intuitively, in order to solve G ′ M,N , given input i to the computer, we would need to know the step s i of the i-th block of G ′ M,N . To ensure the hardness of finding s i in each block i, we choose any incompressible string, which represents the concatenation of the steps s = s 1 s 2 · · · s N . Assuming that Theorem 1.1 fails, we wish to lead to a contradiction against the incompressibility of s. To make the encoding of s shorter than s itself, we propose a new procedure, called low weighted step search (the procedure SEARCH in the proof), of searching the steps which are queried with low probability. The technical part of this procedure is that: (i) it guarantees that the following property holds: a step picked up by the procedure is not affected by the steps picked up previously (Claim 2 in the proof), and (ii) our algorithm for showing the contradiction with an incompressible string works well by using this procedure.
Proof of Theorem 3.1. Assume that a quantum machine (U, V ) solves G ′ M,N with probability≥ 11/12 using T nonadaptive queries and advice f of length k. For the simplicity of the proof, we assume that (U, V ) is a uniform model like a quantum Turing machine. At the last of this proof, we mention that we can show the same statement in the case of non-uniform models. We show the theorem by inducing a contradiction when T < min
and
Choose any incompressible string s of length M log N and assume that s = s 1 · s 2 · · · s M , where
; that is, s is the concatenation of s 1 , s 2 , . . . , s M . We show that s can be compressed under the above assumption. This leads to a contradiction with the incompressibility, and hence Q tt,k
Without loss of generality, we can assume that U are restricted to use the amplitudes from {0, ±3/5, ±4/5, ±1} [2] . For any i ∈ [M ] and (
be the sum of all squared magnitudes of amplitudes of | y |0 |φ i,f, y such that the list of queried words y = (y 1 , . . . , y T ) contains (z 1 , z 2 ) in the prequery state U |i, f = y | y |0 |φ i,f, y , where |0 represents the state of the register for the oracle answer. Define q i (a) = wt(i : i, a). Let prefix(s i ) be the first log N − 1 bits of s i ands i = prefix(s i ) · 0. We say that an index i is good if q i (s i ) > 1/12, and an index that is not good is called bad. Define l to be the number of i's such that i is good. We consider the following two cases:
In case (1), consider the following encoding E(s): (i) The 2l log M bits that encode in double binary the position of the l good indices; (ii) The string 01 to indicate the end of (i)
Proof.
Let To recover s, consider the following for each i ∈ [M ]. First, we know whether i is good by checking part (i) of E(s). If i is bad, then we can output s i directly from E(s). Assume that i is good. Note that q i (s n,i ) > 1/12 and E(s) contains e(i) = (k i , b i ). We exactly simulate U on input (i, f ) deterministically and get (a classical representation of) the query list y | y |φ j, y . This is possible because U has the amplitudes from {0, ±3/5, ±4/5, ±1}. We check all the numbers a ∈ [M ] satisfying q i (a) > 1/12. Let A i be the set of all such numbers a. Find the (k i + 1)-th string a in A j , which is exactly i by the definition of k i . We use b i to recover s i =s i + b i . Thus we have recovered s from E(s) in case (1) while the length of E(s) is at most
where the last inequality comes from Eq.(1). This contradicts the incompressibility of s. In case (2), we consider the following encoding E(s) for s; (i) The 2l log M bits that encode in double binary the position of the l good indices and the string 01 that indicates the end of that string; (ii) For each good i's, the entire string s i ; (iii) For each i's that is bad, prefix(s i ); (iv) The codes of U and V and the advice string f , and the strings to know the length of these strings; (v) The additional bit string of length
that will be decided later. The encoding is done in the order of (i), (ii), (iii), (iv), and (v). Assuming that E(s)
where the last inequality comes from Eq.(2) and the second inequality comes from the fact that the derivative of the function Procedure SEARCH: 
. Since the total weights must be at most T ,
Using this inequality, we obtain: Moreover, we show the following claim on a property of {w 1 , . . . , w m }, which is to be used later. Now, we define part (v) of E(s). Let v i be the lexicographically first ith element in the set {µ ∈ [M ] | µ is bad and µ ∈ {w 1 , . . . , w m }} and let r i is the last bit of s vi . Then, let r = r 1 r 2 · · · r 2 n/4 −ln−m be part (v) of E(s). We can see that
We now show that E(s) is sufficient for recovering s. We can know which indices are good by part (i) of E(s). For any i, we can recover s i except the last bit from part (ii) and (iii) of E(s). If i is good, we can recover the last bit of s i from part (ii) of E(s). In case where i is bad, in order to recover the last bit of s i we consider the following deterministic algorithm.
(1) First, use procedure SEARCH to compute W = {w 1 , w 2 , . . . , w m }. Then, for each µ such that µ is bad and µ ∈ W , we know the last bit of s µ by part (v) of E(s).
(2) To know the last bit of s µ such that µ is bad and µ ∈ W , repeat the following procedure. At round i (1 ≤ i ≤ m), assume that we have already computed the last bits of s w1 , s w2 , . . . , s wi−1 . Simulate U on input (w i , f ) deterministically to generate |γ(w i , f ) = y | y |0 |φ wi,f, y . Using r, we create |γ(w i , f ) r = y | y |u 1 , u 2 · · · u T |φ wi,f, y as follows. Let y = (y 1 , y 2 , . . . , y T ). Assume that
, h 2 ∈ Σ log N −1 and h 3 ∈ Σ. Here, we identify h 2 · h 3 ∈ Σ log N with the corresponding number in [N ] . Then, u j is determined as follows:
(a) If h 2 is smaller (resp. larger) than prefix(s h1 ), then u j = 0 (resp. u j = 1).
(b) Assume h 2 = prefix(s h1 ).
(b-1) When h 1 is good or h 1 ∈ W , the last bit of s h1 is already known. Then, let u j = 1 if h 3 = 0 and the last bit of s h1 is 1, 0 otherwise.
(b-2-1) In case of µ < i, let u j = 1 if h 3 = 0 and the last bit of s w k is 1, 0 otherwise.
Recall that, in case of µ < i, the last bit of s wµ was already known by the assumption of round i.
by Claim 2 and that wt(w i : w i ,s wi ) = q wi (s wi ) ≤ 1/12 by the badness of w i .
Simulate V on input (b wi , f, |γ(w i , f ) r ) deterministically. There exists only one output bit that has weight at least 7/12. We decide such a bit to be the last bit of s wi .
We verify that the above deterministic algorithm correctly computes s. If i ∈ W , then the last bit s i is correctly obtained from part (ii) of E(s) (the case that i is good) or step (1) of the above procedure (the case i is bad).
because the errors occur only for case (b-2-2) in the above algorithm. Thus, the error probability of V is at most
, and the output bit obtained with probability at least 7 12 is exactly the last bit of s i . Since the above algorithm is deterministic, it correctly outputs the last bit of s i . Therefore, we can recover s from E(s) which is a contradiction. This completes the proof.
Finally, we shortly mention the case where a quantum machine (U, V ) is a non-uniform model. In this case, we also prove the statement by using the fact that the average encoding of E(s) must be M log N to recover s, instead of using the incompressible string. 2
Query Lower Bounds of Single-Block Ordered Search
The single-block ordered search problem G 1,N is one of well-studied problems for their quantum query complexity [3, 16, 23, 24, 27] . The best known upper bound of G 1,N is 0.526 log N [24] , which was obtained by an exact (or error-free) quantum algorithm. In contrast, the best known lower bound of G 1,N for exact quantum algorithms is 0.22 log N [27] . We first improve this lower bound to ⌈0.5 log N ⌉ by a simple application of the communication complexity bound in [18] .
Moreover, these bounds also hold even when a k-qubit quantum state is given as advice.
Theorem 4.1 is essentially obtained as a corollary of the following result from [18] . In the above proof, we used mutual information to get the lower bound. Bose, Rallan, and Vedral [13] first used mutual information to show the Ω( √ N ) lower bound of the unordered search problem. Next, we show a lower bound of nonadaptive query complexity Q k,tt (G 1,M ).
Proof. To simplify our argument, we use the incompressible string method as in the proof of Theorem 3.1. We choose the string s
is an incompressible string of length log N . Assume that a nonadaptive quantum machine (U, V ) computes s with probability 1 − ǫ using T queries and the advice string a of length k. We take a parameter l to be decided later and divide s into the first l bits s 1 and the last log N − l bits s 2 . For the prequery state y | y |0 |φ a, y with y = (y 1 , . . . , y T ) and a string x ∈ Σ l , let wt(x) be the sum of all squared magnitudes of amplitudes of | y |0 |φ a, y such that the list of queried words y = (y 1 , . . . , y T ) contains a string whose first l bits is x. Now we consider the following two cases, (i) wt(s 1 ) ≥ 1/2 − ǫ and (ii) wt(s 1 ) < 1/2 − ǫ. In case (i), the encoding E(s) of s consists of the advice string a, s 2 , k i = |{b ∈ Σ l | wt(b) ≥ 1/2 − ǫ}|, and the code of U . We can see k i ≤ log 2 1−2ǫ · T similar to Claim 1 of the proof of Theorem 3.1. Putting k i on the last of E(s), the length of E(s) is at most
where c 1 is a constant. We can verify that s can be recovered from E(s) similar to case (1) in the proof of Theorem 3.1. In case (ii), E(s) consists of the advice string a, the codes of U and V , and s 1 . Putting s 1 on the last of E(s), the length of E(s) is at most
where c 2 is a constant. Again, we can see that E(s) is sufficient to recover s similar to case (2) in the proof of Theorem 3.1. In fact, the computer can decide answers for queries whose first l bits are not s 1 without the oracle, and the probability that queries whose first l bits are s 1 are done is small enough to obtain with error probability≤ 1/2 − ǫ (i.e., wt(s 1 ) < 1/2 − ǫ). Thus, by the classical simulation of U and V we can recover s. Because s is incompressible, Eq.(3) or Eq.(4) must be at least log N . Now, letting l = log N − k − 2 log k − c 2 − 1, Eq.(4) is less than log N . Thus, Eq.(3) must be at least log N . Then, we have
As a special case, the lower bound given in Theorem 4.3 implies
, which is optimal if we ignore its constant multiplier. Only for the purpose of comparison, we present the Ω(N ) lower bound of Q tt (G 1,N ) using an inner product argument of Høyer et al. [27] Theorem 4.4 Let ǫ be such that
Proof. Our proof uses an inner product argument of Høyer et al. [27] Assume that a nonadaptive quantum machine (U, V ) needs T queries to solve G 1,N with error probability ǫ. For any input s 
Applications of Our Lower Bounds
We apply Theorem 3.1 and our algorithmic arguments to two notions of reducibilities.
Quantum Truth-Table Reducibility
The first application of Theorem 3.1 is a certain oracle separation between P and BQP. Let BQP A tt (resp. BQP A tt /poly) be the set of all languages that can be recognized by polynomial-time bounded-error quantum Turing machines which can query to A nonadaptively (resp. and have polynomial advice). Yamakami [34] showed that there is an oracle A such that P A BQP A tt , which was an open problem listed in [15] . Using Theorem 3.1, we can extend his result to the case where a quantum truth-table reduction has a polynomial advice string. 
Proof.
Let Tower2 = {2 n | n ∈ N}, where 2 n is recursively defined by 2 0 = 1 and 2 n = 2 2n−1 . Consider an oracle A and a language L such that A ⊆ n∈Tower2 Σ 4n and L ⊆ n∈Tower2 Σ n . Then, we are sufficient to diagonalize quantum machines that, on input of length n, queries to only the strings of length 4n. Let V 2 ) , . . . be the enumeration of such nonadaptive queried quantum machines. Let Λ = {n j | n j ′ +1 > n j ′ for every j ′ ∈ N} j∈N be a subset of Tower2 such that n 1 is sufficiently large. Now, let n = n j .
We then consider the blockwise ordered search problem G ′ M,N , where M = 2 n and N = 2 3n . By taking d = 1/2 and k = 2 n/2 in Theorem 3.1, for a j-th nonadaptive quantum machine (U j , V j ), there is an pair
such that (U j , V j ) on input i needs 2 n/3 nonadaptive queries with the help of any advice any advice string of length 2 n/2 to compute s i mod 2. Here s
we take L n = {i ∈ [2 n ] | s i mod 2} and let A n be the subset of Σ 4n that corresponds to the strings s
4n . Let L = nj ∈Λ L nj and let A = nj ∈N A nj . Then, it is easy to see that L ∈ P and L ∈ BQP A tt /poly. Moreover, it is possible to construct such a set A so that A can be recursive since the proof of Theorem 3.1 is constructive. 2
Quantum Autoreducibility
The second application of Our proof technique in Theorem 3.1 enables us to show another result on quantum autoreducibility. Beigel and Feigenbaum [7] showed that ESPACE P/poly-AU T O. Also, ESPACE BQP/poly was shown in [31] . We show a relation that is incomparable to these results; ESPACE BQP tt /poly-AU T O. To prove Theorem 5.3, we first introduce a few notations and prove a lemma. For each n, let s n,i be lexicographically the ith string in Σ n , where s n,1 = 0 n and s n,2 n = 1 n . For any set A and any number n ∈ N, the notation A[n] denotes the string A(s n,1 )A(s n,2 ) · · · A(s n,2 n ). The conditional space-bounded Kolmogorov complexity C q (x|s) is the minimal length of a binary string w such that U (w, s) = x using space at most q(|x| + |s|). We now present the following technical lemma.
Lemma 5.4 Let A be any set in BQP tt /poly-AUTO with advice function h such that A ⊆ n∈N Σ 2n and that the number of queries to the oracle is t = t(n). There exist a polynomial q and a constant c ≥ 0 such that, for any sufficiently large n ∈ N, the space-bounded Kolmogorov complexity is bounded above by C q (A[n]|h(n)) ≤ 2 n − m + 2 log n + c, where m is the positive solution of 12tm
Proof. Let A be any set in BQP tt /poly-AUTO with an advice function h. There are a polynomial t and a pair of two polynomial-time quantum machines U and V such that (i) on input (x, h(|x|)), U produces output |γ = y | y |0 t(|x|) |φ y , where wt(x : x) ≤ 1/12; (ii) V (x, h(|x|), |γ A ) produces output A(x), where |γ A = y | y |A(y 1 )A(y 2 ) · · · A(y t(|x|) ) |φ y with error probability at most 1/12, where y = (y 1 , y 2 , . . . , y t(|x|) ).
Here, for any pair x, y ∈ Σ n , wt(x : y) be the sum of all squared magnitudes of amplitudes of | y |0 t(|x|) |φ y such that y contains y in |γ that is resulted by U on input (x, h(|x|)). We can assume that the amplitudes of U and V are restricted on {0, ±1, ±3/5, ±4/5} [2] . Take any sufficiently large n. For simplicity, let A i be the ith bit of A[n], where 1 ≤ i ≤ 2 n .
Consider the following deterministic procedure SEARCH 1 similar to procedure SEARCH of the proof of Theorem 3.1. Write t for t(n). Let m is the positive solution of 12tm 2 − (12t − 1)m − 2 n = 0.
Procedure SEARCH 1 : On input (1 n , h(n)), copy h(n) into a storage tape to remember. Let R 1 = Ø and L 1 = Σ n . Repeat the following procedure by incrementing i by one until i = m. At round i, choose lexicographically the smallest string w i satisfying that w i ∈ L i − R i . Simulate U on input (w i , h(n)) deterministically that generates |γ i = y | y |0 t(|x|) |φ y . For each y, compute the weight wt(w i : y)
Note that procedure SEARCH 1 takes space 2 O(n) since it simulates all computation paths of U one by one and computes the weights of such paths and stores sets L i and R i . We show that SEARCH 1 chooses a unique series of m distinct strings w 1 , w 2 , . . . , w m . First, we show that
In case where i = 1, this is true. Assume that |L i | ≥ 2 n − 12mt(i − 1) and we
show the (i + 1)th case. Let
. Since the total weights must be at
Using this inequality, we obtain
This means that w m exists. Moreover, the following claim holds similar to Claim 2 of Theorem 3.1.
Claim 3 For any pair
Consider the following deterministic algorithm.
On input h(n), retrieve the hardwired n and string r = r 1 r 2 · · · r 2 n −m . We want to compute each value f (s n,i ) that is associated with s n,i . First, use the above algorithm to compute W = {w 1 , w 2 , . . . , w m }.
(i) Repeat the following procedure. At round i (1 ≤ i ≤ m), assume that we have already computed values f (w 1 ), f (w 2 ), . . . , f (w i−1 ). Simulate U on input (w i , h(n)) deterministically to generate |γ i = y | y |0 t |φ y . Using r, we create |γ r = y | y |u 1 , u 2 · · · u t |φ y as follows. Let y = (y 1 , y 2 , . . . , y t ).
If y j ∈ W then find k such that y j = w k . If k < i then let u j be the value f (w k ). If k ≥ i then set u j = 0. In this case, we note that wt(w i : w k ) < 1 12m by Claim 3. In case where y j ∈ W , we need to find k such that y j is lexicographically the kth string in Σ n − W and then let u j = r k . Simulate V on input (w i , s, |γ r ) deterministically. There exists only one output bit that has weight at least 2/3. Let f (w i ) be such a bit.
(ii) For the set Σ n − W , do the following. Choose y from Σ n − W one by one (lexicographically) and find k such that y is lexicographically the kth string in Σ n − W . Then, let f (y) be r k .
(iii) Finally, output f (s n,1 )f (s n,2 ) · · · f (s n,2 n ) and halt.
The space used by the above algorithm is 2 O(n) . Let q be any polynomial such that the above algorithm runs using space at most q(2 n ) for any n.
We show that the above algorithm correctly computes A[n] when r is properly given (according to A[n]). If s n,i ∈ W , then A(s n,i ) is correctly obtained from r. Assume that s n,i ∈ W . Let w i ′ = s n,i and M (w i ′ , s) generates |γ r . Note that |γ r is close to |γ A ; that is, |γ r − |γ because the errors occur when we set u j = 0 in the above algorithm. Thus, the error probability of V is at most . Thus, the output bit obtained with probability at least 2 3 is exactly A(s n,i ). The above procedure correctly output A(s n,i ) since the algorithm is deterministic.
Hence, C q (A[n]|h(n)) ≤ |r| + 2|n| + c ≤ 2 n − m + 2 log n + c ′ . This completes the proof. 2
Using Lemma 5.4 and a diagonalization method of [7, Theorem 4.7] (with an appropriate modification for quantum computation), we can prove the desired theorem.
Proof of Theorem 5.3. Let l(n) = n log n . Let M 1 , M 2 , . . . be an enumeration of oracle quantum machines running in polynomial time with advice length l(n) in which every QTM occurs infinitely-many times. We construct a set A by stages. On stage 0, let A = ∅. On state i, let n = 2 i . Find the lexicographically least subset A n of Σ n satisfies the following condition:
Condition B: For every h ∈ Σ l(n) there is a string x ∈ Σ n such that on input x with advice h and oracle A ∪ A n , (i) M i queries x with non-zero probability or (ii) M i outputs A n (x) with probability less than 2/3.
If such a subset A n is found, then let A := A ∪ A n and go to the next stage. Otherwise, go directly to the next stage. Now, we consider a sufficiently large stage i and the corresponding n. Then, we show that there is a subset A n of Σ n satisfying Condition B. Assume that such a subset A n does not exist. Then, there is a string h ∈ Σ n such that, for every x ∈ Σ n , M i outputs A n (x) with probability 2/3 without querying x, using advice h and oracle A n . Note that M i runs in time p i (n) and hence in space p i (n), where p i is a polynomial. By Lemma 5.4, we have C qi (A n |h(n)) ≤ 2 n − √ 2 n + 2 log n + O(1) for a polynomial q i . Here we identify A n with the 2 n -bit string A n (0 n ) . . . A n (1 n ). On the other hand, there is a string A n of length 2 n such that C qi (A n |h(n)) = 2 n [29] . Therefore, there is a subset A n of Σ n satisfying Condition B.
By our construction and the above argument, A ∈ BQP tt /poly-AUTO. We have A ∈ ESPACE since A n can be decided in space 2 O(n) by checking whether Condition B holds for each subset of Σ n . 2
