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Using the framework of the density-matrix renormalization group (DMRG), we study a quantum
dot coupled to a superconducting nanowire with strong Rashba spin-orbit coupling. Regarding
the singlet-to-doublet “0-pi” transition that takes place when the Kondo effect is overcome by the
superconducting gap, we show that the Rashba coupling modifies the critical values at which the
transition occurs, favouring the doublet phase. In addition, using a generalized Haldane’s formula
for the Kondo temperature TK , we show that it is lowered by the Rashba coupling. We benchmark
our DMRG results comparing them with previous numerical renormalization group (NRG) results.
The excellent agreement obtained opens the possibility of studying chains or clusters of impurities
coupled to superconductors by the means of DMRG.
PACS numbers: 75.20.Hr, 71.27.+a, 72.15.Qm, 73.63.Kv
I. INTRODUCTION
The interplay between magnetism and super-
conductivity is a fundamental topic in condensed
matter physics, and plays an important role in
many low-temperature phenomena, e.g. in high-
temperature superconductors1–3, inhomogeneous
superconductivity4–6, Abrikosov vortex lattices7, etc.
Already at the microscopic level, this interplay is fasci-
nating and complex: a single magnetic impurity [e.g.,
a magnetic atom or a quantum dot (QD) attached to
superconducting leads] can locally break Cooper pairs
and introduce single-particle localized states known
as Yu-Shiba-Rusinov, or simply “Shiba”, states inside
the superconducting gap8–10. Shiba states have been
recently the focus of intense research due to their
potential uses in spintronic devices and in topological
superconductors hosting Majorana bound states (i.e.,
Majorana “Shiba chain” proposals)11–13. They have
been clearly seen in STM experiments in nanostructured
magnetic adatom/superconductor (SC) surfaces14–24,
and in transport experiments on hybrid nanostructures
made of Coulomb-blockaded quantum dots coupled to
superconducting leads25. In these systems, the QD
(physically a carbon nanotube, a gated semiconductor,
or a molecule such as C60) acts as an artificial “magnetic
atom” where the position of the Shiba states (also
known as Andreev bound-states in this context) can be
controlled with supercurrents or voltage gates.
An important feature of Shiba physics is the existence
of an experimentally accessible spin- and parity-changing
phase transition, the so called “0-pi transition”, related to
the position of the Shiba level inside the gap. For a model
with a classical impurity26, it can be seen that the change
in the occupation of a Shiba state when it crosses the
Fermi level causes the collective ground state to change
from a BCS-like even-parity singlet to an odd-parity dou-
blet. When dealing with the quantum impurity case, the-
oretical progress both on the analytical27,28 and numer-
ical side (in particular, implementations of the numeri-
cal renormalization group (NRG) method29–32), allowed
to identify two competing mechanisms which operate on
this transition: the Kondo effect vs the superconducting
pairing potential. Whereas the Kondo effect consists in
the formation of a many-body singlet in which the mag-
netic impurity is screened by the conduction electrons at
temperatures T  TK (i.e., the Kondo temperature33),
the superconducting pairing potential tends to favor a
Cooper-pair condensate in which the mangnetic impu-
rity remains unscreened due to the presence of a gap 2∆
in the density of states of the superconductor around
the Fermi energy EF
34. In particular, the 0-pi transi-
tion takes places when the Shiba state (whose position
inside the gap depends on the ratio TK/∆) crosses EF ,
something that is theoretically predicted to occur at the
critical value TK/∆c ≈ 0.329–32.
Recently, important new questions driven by the
rapidly-evolving experimental techniques have arisen in
the context of Shiba physics. Among the many ques-
tions originated in the complexities of real experiments,
the effect of the Rashba spin-orbit coupling (SOC) on
the 0-pi transition constitutes an open problem. Here the
question is: what is the effect of the Rashba SOC on,
e.g., the position of the subgap states? This question
was addressed recently for a classical35 or a quantum36
impurity embedded in a two-dimensional (2D) super-
conductor. Here we are interested in the regime where
the spin of the impurity is a quantum-mechanical ob-
ject in contact with a one-dimensional (1D) supercon-
ducting nanowire. As we will show, important differ-
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2ences arise with respect to the 2D (classical o quantum)
case. We recall that Rashba SOC is a crucial ingredi-
ent to observe topological Majorana quasiparticle excita-
tions in 1D systems, both in proximitized semiconductor
nanowire experiments37–43 , and in the Majorana “Shiba-
chain” experiments44–48. Therefore, its effect cannot be
disregarded in those experimental systems. However, due
to the complicated many-body Kondo correlations that
emerge already at a single quantum-impurity level, the
effect of Rashba SOC on the 0-pi transition is hard to
describe in detail.
Another important question is the effect of the Rashba
SOC on the Kondo temperature TK . In the case of mag-
netic impurities in normal metals (i.e., in the absence of
superconductivity), treated with the Kondo or Anderson
models, the complexity of the problem has resulted in a
variety of different conclusions. Depending on the pa-
rameter regime (mainly, on the position of the localized
impurity level), some authors49,50 find an enhancement
of TK induced by SOC, while others
51–54 predict a mi-
nor modification. In the case of an impurity coupled to a
one dimensional metalic nanowire, it has been reported55
that the effect of SOC in the nanowire is to increase TK .
Finally, for an impurity in contact with a 2D supercon-
ductor with Rashba SOC36, the authors report an en-
hancement of the screening mechanisms.
Motivated by these questions, in this work we study
a single-level QD coupled to a 1D superconductor with
strong Rashba SOC, and study its effect on the position
of the subgap states, on the 0− pi transition and on the
Kondo temperature. We model the QD with the An-
derson impurity model with on-site interaction U , and
assume that the superconductor is a single-channel one-
dimensional (1D) nanowire subject to a local pairing term
∆ and to a strong Rashba SOC. To solve this problem,
we have implemented the density-matrix renormalization
group (DMRG)56 and have introduced a logarithmic dis-
cretization in the 1D conduction band (as is usual in
NRG implementations57). To the best of our knowl-
edge, the DMRG method has not been applied to the
Shiba-impurity problem before. Since in a 1D geometry
this method is known to have a good performance with
increasing number of impurities, it might offer a versa-
tile platform to study, e.g., small 1D clusters of mag-
netic nanostructures coupled to superconductors. We
have tested and benchmarked our results using previous
works where the NRG method was used in the absence
of SOC30,58, with excellent agreement, showing that the
DMRG reaches essentially the same degree of accuracy.
These encouraging results pave the way to implement
DMRG as a reliable alternative to describe many-body
physics of subgap states induced by magnetic impurities.
Our results show that the Rashba SOC in a 1D setup
does not qualitatively affect the phase diagram of the
0-pi transition, affecting it only at a quantitative level
through a modification of the effective local (i.e., at the
site of the QD) density of states at the Fermi level ρ0.
This also leads us to conclude that in a 1D geometry the
Rashba SOC has detrimental effects on TK .
This paper is organized as follows. We begin in Sec.
II by describing the 1D model of a QD coupled to a su-
perconductor nanowire with Rashba SOC. In Sec. III
we focus on the DMRG and, in particular, on the im-
plementation of the logarithmic-discretization procedure
used to map our model onto an effective “Wilson chain”
Hamiltonian57. In Sec. IV we present our DMRG results,
focusing mainly on the position of the subgap states and
the 0-pi transition as a function of the Rashba SOC pa-
rameter. Our results are computed both at and away
the particle-hole symmetric point of the Anderson model.
Lastly, we devote Sec. V to present a summary and dis-
cuss future perspectives.
II. THEORETICAL MODEL
We describe a single-level QD hybridized with a su-
perconducting lead by means of the Anderson impurity
model H = HSC + Hd. Here, the term HSC describes a
single-channel BCS superconductor with a Rashba SOC
term:
HSC =
∑
k
[∑
σ
0 (k) c
†
kσckσ + ∆
(
c†k↑c
†
−k↓ + H.c.
)
−
∑
σ,σ′
~αRk
(
c†kσσˆ
y
σ,σ′ckσ′
) , (1)
where ckσ is the annihilation operator of a fermionic
quasiparticle with momentum k and spin projection σ
along the zˆ-axis, and is defined so that the usual com-
mutation relation {ckσ, c†k′σ′} = δk,k′δσ,σ′ holds. The
quantity 0 (k) is the dispersion relation of the quasipar-
ticles in the 1D conduction band in the absence of both
Rashba SOC and pairing interaction, and is taken with
respect to EF . The BCS pairing potential ∆ induces a
superconducting ground state, and opens a SC gap of size
2∆ around EF in the spectrum of quasiparticles
59. For
simplicity, here we have not considered the usual self-
consistent equation for the BCS order parameter, and
therefore our results are limited to the regime T  Tc,
with Tc the superconducting critical temperature. Fi-
nally, αR is the Rashba SOC parameter (note that αR
has units of velocity), generated by the breaking of the
inversion symmetry, and σˆy is the Pauli matrix acting on
spinor space.
This model could represent the situation in, e.g., a
semiconducting quantum wire proximitized by a nearby
bulk superconductor (Pb or Al), as used recently in Ma-
jorana experiments37–43 We stress that the assumption
of a 1D superconductor is not essential for the imple-
mentation of the numerical techniques presented in this
work. Higher-dimensional geometries, such as magnetic
impurities in 2D SCs, are also possible to describe but
we defer these studies for future works.
3The term Hd describes a single-level QD with strong
local Coulomb repulsion U , coupled to the SC:
Hd =
∑
σ
dndσ + Und↑nd↓ +
∑
kσ
V√
N
(
d†σckσ + H.c.
)
,
(2)
where d†σ creates an electron with spin proyection σ in the
QD, and ndσ = d
†
σdσ is the number of fermions. The pa-
rameter d is the energy level of the dot, which is assumed
to be tuned by means of external gate voltages, and U
is the local Coulomb repulsion. The parameter V is the
hybridization hopping amplitude between the QD and
the SC nanowire. For later use, it is convenient to define
here the effective hybridization parameter Γ0 = V
2ρ0pi,
where ρ0 is the density of states at the Fermi level.
To gain insight into the physical aspects of this Hamil-
tonian, we can assume the system in a particle-hole sym-
metric situation (i.e., d = −U/2) and Γ0  U . Un-
der such conditions, the QD acts as an effective spin-
1/2 impurity, with a frozen occupation number in the
subspace ndσ ' 1/2. In the absence of SC pairing
(i.e., ∆ = 0), the conduction-band electrons near EF
tend to screen this effective spin-1/2 impurity and cre-
ate Kondo correlations which eventually give rise to the
many-body “Kondo singlet” characterized by an energy
scale TK ∼ D exp [−piU/8Γ0]60. However, in the pres-
ence of the SC gap, due to the lack of quasiparticles in
the energy region 2∆ around EF , the screening mecha-
nism fails if TK  ∆ and the QD remains unscreened.
This is the essence of the “0-pi” transition.
Before implementing the numerical solution of this
model, it is convenient first to introduce a unitary trans-
formation in spinor space in order to eliminate the
Rashba SOC from HSC, i.e., (c˜k+, c˜k−)
T
= Uˆ (ck↑, ck↓)
T
,
where the unitary transformation Uˆ is a pi2 -rotation in
spinor space around the xˆ axis: Uˆ = ei
pi
4 σˆx/
√
2. In this
new basis, the transformed Hamiltonian H˜SC = Uˆ
†HSCUˆ
explicitly writes
H˜SC =
∑
k
[∑
h=±
h (k) c˜
†
khc˜kh + ∆
(
c˜†k+c˜
†
(−k)− + H.c.
)]
,
(3)
where we have defined the new band dispersion h (k) ≡
0 (k) + hαRk~, with h = ± playing the role of an ef-
fective “up” or “down” spin projection along the yˆ-axis.
The same transformation can be implemented for the QD
term, H˜d = Uˆ
†HdUˆ . Explicitly:
H˜d =
∑
h=±
dn˜dh + Un˜d+n˜d− +
∑
k,h=±
V√
N
(
d˜†hc˜kh + H.c.
)
,
(4)
where the new impurity operators are
(
d˜+, d˜−
)T
=
Uˆ (d↑, d↓)
T
.
Note that in the transformed Hamiltonian H˜ = H˜SC +
H˜d, the Rashba SOC term has been eliminated and is
now completely encoded in the new dispersion relation
kh. Moreover, this transformed Hamiltonian is a one-
channel Anderson Hamiltonian. This is not a peculiarity
of 1D: as shown in Ref. 52, the single-orbital Ander-
son impurity model is always effectively a single-channel
problem, independently of dimensionality and of the type
of conduction band.
Following Malecki51, we assume a quadratic dispersion
0 (k) = ~2k2/2m∗ − µ, with m∗ the renormalized mass
of the band quasiparticles and µ the chemical potential.
With this, the Fermi energy is EF = µ. We obtain a
modified Fermi wavevector and Fermi velocity due to the
Rashba SOC:
kFh = k
0
F
√
1 +
R
µ
− hkR~, (5)
vFh =
1
~
∂kh
∂k
∣∣∣∣
k=kFh
= v0F
√
1 +
R
µ
, (6)
where k0F =
√
2m∗µ/~ and v0F = ~k0F /m∗ are, respec-
tively, the Fermi wavevector and the Fermi velocity in
the absence of Rashba SOC, and where we have defined
a “Rashba momentum” kR = m
∗αR/~, and a Rashba
energy R = m
∗α2R/2, so that R/µ =
(
αR/v
0
F
)2
. In
the following, when refering to the effects of the Rasbha
SOC, we will alternatively refer to the Rashba energy R
or to the Rashba coupling αR.
Since in a 1D geometry the density of normal states
at the Fermi energy is obtained from the expression
ρ0 (R) = 1/ (2pivFh), from Eq. (6) we can obtain the
expression of the density of states modified by the effect
of the Rashba SOC
ρ0 (R/µ) =
ρ0√
1 + Rµ
. (7)
Therefore, in this 1D case the effect of the Rashba SOC
appears only through a modification of the density of
states of the conduction band, for the purposes of this
work61.
In what follows, we will assume that the Fermi level
is far from the bottom of the band, which we assume lo-
cated at energy  = −D, and therefore we linearize the
1D spectrum in a window of energy 2D around EF , i.e.,
h (k) ' vFhk. This amounts to replacing the original
band by a symmetric, half-filled flat band with a constant
density of states in the region EF − D <  < EF + D.
This is the most important approximation in our work,
which nevertheless is the standard case in most NRG
studies (as we will see in Sec. III, it considerably simpli-
fies the implementation of the logarithmic discretization
method). In addition, this approximation imposes the
condition µ = D in Eq. 7 (i.e., half-filled band), and
therefore the decrease in the density of states at EF can
be interpreted in terms of a modified (broader) effective
conduction band due to the effect of the Rashba SOC,
4i.e., D → D (R) ≡ D
√
1 + RD . In this way, the product
2D (R) ρ0 (R) remains constant and the number of elec-
trons in the effective conduction band is preserved. We
stress that this is a generic property of a Rashba-coupled
1D band, and is independent of the above approxima-
tion. Consequently, it is easy to see that the effective
hybridization is renormalized to lower values:
Γ (R/D) =
Γ0√
1 + RD
. (8)
This result is consistent with Refs. 52,53, where the same
conclusion was obtained using, respectively, the NRG and
Monte Carlo approaches.
III. LOGARITHMIC DISCRETIZATION AND
DMRG
Having established that the effect of the Rashba SOC
enters essentially through a renormalized density of
states, we now focus on the implementation of the DMRG
method in order to obtain the ground-state properties
of the system. An important feature of this problem
is that the BCS Hamiltonian (3) does not preserve the
number of particles: the presence of the pairing term
∼ ∆
(
c˜†k+c˜
†
(−k)− + H.c.
)
changes the number of particles
of a N -particle state by ±2. Note, however, that the
fermion parity, i.e. P = (−1)N , is a conserved quantity
which can be used to classify the different many-body
states in the Hilbert space when implementing DMRG.
One important aspect of Shiba systems is the expo-
nential localization of subgap states characterized by a
localization length ξ. A rough estimation of ξ in our
case can be obtained assuming, for simplicity, a classi-
cal (instead of a quantum) spin. Following Ref. 62, for
the simplest case of isotropic scattering the Shiba state
is localized around the impurity with localization length
ξ = ξ0/ |sin (2δ0)|, where ξ0 is the coherence length of
the BCS superconductor, defined as ξ0 ' ~vF /∆, and δ0
is the s-wave phase shift due to the magnetic scattering
with the impurity. From Eq. (6.10) in Ref. 62, the rela-
tion between Eb, the energy of the Shiba state within the
gap, and the phase shift is Eb∆ = cos (2δ0), and therefore,
we can write the localization length as
ξ =
ξ0√
1− E2b∆2
. (9)
From this expression, it is easy to realize that the local-
ization length of the Shiba level diverges as its energy gets
close to the superconductor gap edge (i.e., Eb/∆ → 1).
This is particularly problematic for real-space methods
such as DMRG, which can reach system sizes of up to
Lmax ∼ 300 sites, depending on the implementation.
This means that eventually, the localization length will
be ξ  Lmax, and considerable errors arising from finite-
size effects will appear.
As mentioned before, the case of a single impu-
rity coupled to a SC host without Rashba SOC has
been studied in previous works by means of the NRG
method29–32,52,58,63. One crucial step in NRG imple-
mentations corresponds to the logarithmic discretization
procedure of the conduction band, and the subsequent
mapping of the Hamiltonian onto a Wilson chain Hamil-
tonian. Here, although in principle the DMRG does not
require such mapping, we will adopt it in order to deal
with the extremely large subgap-state localization length,
which generically exceeds the maximal system sizes al-
lowed by our computational resources. Therefore, follow-
ing the abovementioned references, we implement a log-
arithmic discretization, which effectively maps the orig-
inal Hamiltonian H˜SC defined in k-space, onto an effec-
tive one-dimensional semi-infinite chain (i.e., the Wilson
chain). Since we follow a standard technique, we do not
provide here the details of this derivation and refer the
reader to Refs. 29–32,57,64, where the method is well
explained. Applying the logarithmic discretization the
effective Wilson chain Hamiltonian is obtained:
¯˜H = U¯ n˜d+n˜d− +
∑
h
[
¯dn˜dh + V¯
(
d˜†hf˜1h + H.c.
)]
+
∞∑
n=0
[∑
h=±
(
γ¯nf˜
†
nhf˜n+1h + H.c.
)
+ ∆¯
(
f˜†n+f˜
†
n− + H.c.
)]
, (10)
where the bar indicates dimensionless quantities ex-
pressed in units of D (e.g., ∆¯ ≡ ∆/D). The index n (in-
terpreted here as the effective “site” in the Wilson chain)
corresponds to the n-th energy shell Λ−(n+1) < |¯| < Λ−n
in the logarithmically-discretized conduction band, with
Λ > 1 the discretization parameter. Consistently, the
operator f†nh creates a fermion in that energy shell. The
effective “hopping” parameter γ¯n acquires the form
57,64:
γ¯n =
√
1 +
R
D
(1 + Λ−1)(1− Λ−n−1)
2
√
(1− Λ−2n−1)√(1− Λ−2n−3)Λ−n/2,
(11)
which is standard, except for the extra renormalization
factor
√
1 + RD due to the effect of the Rashba SOC. This
renormalization of the effective hopping parameter is di-
rectly related to the change in the conduction band width
5D (R) ≡ D
√
1 + RD described in the previous Section.
The Hamiltonian (10) has been solved using the
DMRG method56, for various values of the parameter
U/∆. We have calculated the ground state (GS) energy
and also the spectral function ρd (ω) of the QD. To the
best of our knowledge, the DMRG has not been used be-
fore to solve this kind of system, which has been treated
using mainly the NRG method29–32,52,58,63, perturbation
theory in U65, or equations of motions36.
In all cases, we have used a discretization parameter
Λ = 2, larger values are not convenient since they would
tend to concentrate a large number of discrete frecuen-
cies near EF , where the SC gap suppresses the density
of states58. This allows us to work with realistic val-
ues of ∆ (we consider a typical value for the bandwidth
D ' 1 eV, and for the SC gap ∆ ' 1 meV, so typi-
cally ∆¯ ' 10−3), and also with much smaller values of ∆
when testing the universality of the model (see Section
IV D below). The presence of the SC gap is actually ben-
eficial for the DMRG method66. A technical point here
is that as a consequence of the discretization, the density
of conduction states at the Fermi level ρ0,Λ (0) decreases
with respect to the continuum limit Λ→ 1. We have cal-
culated ρ0,Λ (0) numerically for the Wilson chain without
the impurity and in the absence of Rashba SOC, and de-
termined the hybridization VΛ of the QD with the first
site of the chain from the condition Γ0 = piρ0,ΛV
2
Λ .
IV. RESULTS
When the QD is connected to the superconductor, the
multiple Andreev reflections of fermions at the QD-SC
nanowire interface give rise to localized Shiba or Andreev
bound states. As already mentioned, the GS of the sys-
tem can be either a singlet, in which case the fermion
parity is even, or a doublet, in which case the parity is
odd (see Ref. 63). The energy difference between the
odd-parity and even-parity GSs gives the energy of the
subgap Shiba level Eb:
Eb = ± (Eo − Ee) , (12)
where Ee(o) is the GS energy for the system in the sub-
space with even (odd) number of particles. The ± signs
appear due to the intrinsic particle-hole symmetry of the
BCS Hamiltonian: each quasi-particle eigenstate ψ ()
with energy + is related by charge-conjugation to a
“partner” quasi-hole state ψ† (−) at energy −. Subgap
states are not the exception and therefore, finite-energy
Shiba states must appear in pairs symmetrically located
around the EF .
A. Symmetrical point
We concentrate first on the electron-hole symmetric
point of the Anderson model, i.e., d = −U/2. In Fig. 1
we show the energy of the Shiba states as a function of
U/piΓ0 for different values of R and for different values
of ∆. For clarity, here we plot only the “+” Shiba-state
branch in Eq. (12). The singlet-to-doublet transition
takes place when Eb crosses zero energy. We can observe
that the effect of the Rashba SOC is to shift the transi-
tion point to lower U/piΓ0, thus favoring the transition to
a doublet induced by the superconducting pairing inter-
action. Note that the effect of the Rashba SOC is more
important for smaller SC gap ∆. As a benchmark for
validating our method, we have checked that the curves
for R = 0 match those reported previously calculated
with NRG32,58,63. As shown in Fig. 1, for all values of
U/piΓ0 and/or the SC gap ∆, the agreement is excellent.
In Fig. 2 we show the critical gap ∆c as a function of
U , both scaled by piΓ0. This type of diagram is similar to
that shown by Bauer et al. (see Fig. 9 in Ref. 58), and
in addition we show the effect of the Rashba SOC. The
curves ∆c/piΓ0 vs U/piΓ0 indicate the boundary between
the singlet and doublet regions in parameter space. We
see that the region with a doublet GS expands as the
Rashba SOC increases (i.e., the curves are lowered and
shifted to the left as αR increases). Note that for smaller
values of U/piΓ0 (i.e., smaller than ∼ 0.63 for αR = 0),
the transition dissappears, or equivalently ∆c →∞. This
can be explained by the fact that for U/piΓ0  1, quan-
tum fluctuations of the charge inhibit the formation of a
net magnetic moment in the QD and therefore the sys-
tem never reaches the doublet GS phase. The point at
which ∆c →∞ also shifts to lower values for finite values
of αR.
In Ref. 58, the 0− pi transition was addressed varying
the parameter U/piΓ0 and/or the SC gap ∆. Assum-
ing a fixed value of ∆, the parameter U/piΓ0 is indeed
a good parameter that allows to explore the quantum
phase diagram. Intuitively, a small value of U/piΓ0 im-
plies a large amount of charge fluctuations (and therefore,
a non-magnetic regime) in the QD. Then, the QD is not
able to “break” the Cooper pairs and consequently the
GS of the system is a singlet adiabatically connected to
the BCS state. For moderate values of U/piΓ0 such that
TK ∼ De−piU/8Γ0  ∆, the BCS state smoothly evolves
into a many-body Kondo singlet, and throughout this
evolution, the GS remains in the singlet subspace. Fi-
nally, for larger values of U/piΓ0 such that TK  ∆, the
QD develops a well-defined S = 1/2 magnetic moment
which cannot be screened due to the quasiparticle gap,
and the GS becomes a doublet.
The effect of the Rasbha SOC term ontop of the
above physical picture occurs through a modification of
ρ0 → ρ0 (R) [see Eq. (7)], which is actually always low-
ered as the Rashba SOC increases, in our 1D case. As
we will analize in detail in Sec. IV D, this results in a
weakening of the Kondo effect, consequently the critical
(U/piΓ0)c is shifted to lower values. Indeed, as we have
seen from the analysis of Figs. 1 and 2, the effect of
the Rashba SOC on the host has the effect of favouring
the doublet phase. Then, if the Rashba SOC coupling
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FIG. 1: (Color online) Energy (in units of the SC gap ∆)
of one branch of the Shiba states as a function of U/piΓ0
for ∆ = 0.001 (top) and ∆ = 0.06 (bottom). Starting from
U/piΓ0 = 0, when the energy crosses the line Eb/∆ = 0,
the transition from a Kondo singlet to a doublet occurs. We
remark that there is another branch symmetrically located re-
specto to zero energy, not shown for clarity. The NRG results
for zero Rashba SOC coupling are from Ref. 58
could be tuned as a parameter in the Hamiltonian, as
it happens in semiconductors and interfaces coupled to
gate potentials67–70, this mechanism could be used for
the in-situ control the 0-pi transition.
When refering to experiments, it is worth noting that
D is not a relevant experimental parameter, and a more
important quantity is µ which essentially determines the
filling of the band(s), and in semiconductor nanowires
can be tuned with voltage gates38. Since we have im-
posed µ = D in order to have a half filled band, we can
take as a reference the values of the chemical potential in
experiments. In Ref. 38 experiments in InAS nanowires
report values of µ up to ∼ 0.2 meV, and spin-orbit en-
ergies of R = 75 µeV, so in that case R/µ ∼ 0.375, in
accordance with the values we have used for our calcu-
lations, but it is important to keep in mind that those
experimental values might vary with the chemical poten-
tial. On the other hand, much larger Rashba spin-orbit
energies R ' 6.5 meV have been found experimentally
in InAs nanowires71,72.
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FIG. 2: (Color online) Phase diagram of the model showing
the critcal gap as a function of U/piΓ0 for different values of
the Rashba energy.
B. Spectral function
Using the correction vector scheme of DMRG pre-
sented by Nocera and Alvarez73, we have calculated the
spectral function at the QD as
ρd (ω) =− 1
pi
Im
{
〈ψGS|d
(
1
ω + iη +H − EGS
)
d†|ψGS〉+
〈ψGS|d†
(
1
ω + iη −H − EGS
)
d|ψGS〉
}
(13)
where here η is a small broadening parameter that is in-
troduced to avoid the poles of the Green’s function in the
real axis, and the GS energy EGS can be either Ee or Eo
depending on the specific values of parameters ∆, U/piΓ0
and αR. We use a frequency-dependent η = η(ω) to in-
crease the accuracy of the plot:
η (ω) =

∆/20 if |ω| < ∆,
Aeω +B if ∆ < |ω| < 0.2D,
0.15D if 0.2D < |ω| < D,
(14)
The constants A and B are chosen so that η(ω) is a con-
tinuous function.
In Fig. 3 we show the calculated ρd (ω) for the param-
eters indicated in the caption, for which the system is in
the singlet phase. All the expected features can be ob-
served with clarity: the SC energy-gap of width 2∆ and
the Shiba states, which clearly appear as two peaks inside
the gap. Each Shiba peak inside the gap can be described
with a Lorentzian function L(w,A,w0) =
ηA
pi(η2+(ω−ω0)2) ,
7where ω0 and A are fitting parameters controlling, re-
spectively, the center of the peak and its spectral weight.
The parameter η is the width of the Lorentzian and is the
same function defined in Eq. (14) and used in the correc-
tion vector calculations for each ω of the spectral function
in Eq. (13). As an internal sanity check, we have verified
that the center of the Shiba peaks ω0 match (within the
DMRG numerical precision) the corresponding values of
Eb obtained from Eq. (12).
With respect to the spectral weights obtained within
this scheme, we do not show the results here but we men-
tion that for αR = 0 our calculations agree very well with
those reported in previous works, e.g., specifically with
the weights appearing in Fig. 3 in Ref.58. The most
important feature of the spectral weight is that at the 0-
pi transition it has an abrupt discontinuity and its value,
coming from the singlet phase, is reduced to a half on the
doublet phase. This discontinuity is due to the abrupt
change in the degeneracy of the GS from g = 1 (singlet)
to g = 2 (doublet), as explained in Refs. 30,31, and con-
sequently, it is a universal feature which is preserved at
finite αR.
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FIG. 3: (Color online) Spectral function ρd (ω) of the impu-
rity for U/(piΓ0) = 4,∆ = 0.001 and R = 0. Inset: zoom
inside the gap to visualize the two Shiba peaks fitted by
F (ω, ω0, A) = L(w,w0, A) + L(−w,−w0, A). The energy of
the Shiba peaks inside the gap perfectly matches that plotted
in Fig. 1
C. Away from the symmetrical point
It has already been established58 that deviations from
the electron-hole symmetrical point d = −U/2 (for fixed
∆, U and Γ0) can also trigger the 0-pi transition. This
situation is experimentally more relevant, since in many
cases the energy level of the impurity d cannot be con-
trolled, and therefore it would be very rare to find the
system “self-tuned” at the symmetric point. Moreover, in
QDs or nanowires where d can in principle be controlled
by the gate potential, the asymmetry can be tuned in
situ, providing an additional “knob” to access the 0-pi
transition. Therefore, describing the effects of electron-
hole asymmetry is intrinsecally and experimentally rele-
vant.
Defining the asymmetry parameter as58 ζd = d+U/2,
such that the symmetrical point corresponds to ζd = 0,
in Fig. 4 we show the effect of the Rasba coupling in
the position of the Shiba states when ζd is varied. For
the parameters of the figure, at ζd = 0 the system is
in the doublet phase and in consequence increasing the
Rashba SOC coupling at that point drives the system
deeper into the doublet phase (the energy of the Shiba
states decreases from 0 as αR increases). As the sys-
tem enters the asymmetric regime, the critical value ζd,c
at which the transition occurs increases as αR increases.
Hence we can see that also in the assymetric case the
Rashba SOC also favours the doublet phase, i.e., weak-
ens the Kondo regime.
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FIG. 4: (Color online) Energy of one branch of Shiba states
for different values of the Rashba SOC coupling, as a function
of the assymetry factor ζd. NRG results for zero Rashba SOC
coupling from Ref. 58
D. Universality and Kondo Temperature.
In this section, we discuss an important result of our
work, the evolution of the Kondo temperature as a func-
tion of the Rashba SOC coupling. In addition, we dis-
cuss the universality of the model, following the work
done previously by Yoshioka and Ohashi32 for the case
αR = 0. For αR = 0, we recall that the Kondo tempera-
ture is defined as60:
TK = 0.364
√
2Γ0U
pi
exp
[
d (d + U)pi
2Γ0U
]
, (15)
80.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
²R/D
0.0
0.2
0.4
0.6
0.8
1.0
T
K
/T
0 K
piΓ0 = 0.05
piΓ0 = 0.1
piΓ0 = 0.2
FIG. 5: (Color online) Normalized Kondo Temperature ac-
cording to Eq. (17) as a function of the normalized Rashba
energy. In this calculation we have used the value U = 0.5D.
which for the symmetric case reduces to:
TK = 0.182U
√
8Γ0
piU
exp
[
− piU
8Γ0
]
. (16)
With this expression, Yoshioka and Ohashi32 showed
that, within the Kondo regime piΓ0 < U , the energy of
the Shiba state Eb/∆ is a universal function of TK/∆.
As mentioned before, when piΓ0 > U the charge fluctua-
tions in the dot inhibit the formation of a local magnetic
moment and the system is away from the Kondo regime.
It was also shown that universality breaks down well in-
side the doublet phase, for values of the SC gap ∆ larger
than the critical ∆c.
Since in our single-impurity 1D case the only impor-
tant effect of the Rasbha coupling is to lower the effective
hybridization Γ (R/D) [see Eq. (8)], it can be seen that
the universality found for αR = 0
32, will also occur at
αR 6= 0 if we define the Kondo temperature with a gen-
eralization of Haldane’s formula for R finite, as was done
in Ref. 54:
TK = 0.364
√
2Γ (R/D)U
pi
exp
[
d (d + U)pi
2Γ (R/D)U
]
. (17)
In Fig. 5 we show TK given by Eq. (17) as a function
of R/D. Since the Rashba coupling always lowers the
density of states (with respect to ρ0), this implies that the
Kondo temperature is always decreased when αR (and
hence R) is increased.
We stress that the above phenomenology is a conse-
quence of the reduced dimensionality of the 1D nanowire,
and that in a 2D system the situation might be different.
The effect of the Rashba SOC on TK in the 2D case has
been treated in many previous works36,49,51,54,74,75, with
very different conclusions (i.e., TK can either increase,
remain constant, or decrease). In particular, in a 2D sys-
tem the Rashba SOC mixes the spin and orbital momenta
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FIG. 6: (Color online) Universality for the particle-hole sym-
metric case. Energy of the Shiba states, in units of the SC gap,
for different values of R/D as a function of TK/∆. U = 0.5
of the conduction electrons, and this mixing results in
an apparent effective two-channel Anderson or Kondo
Hamiltonian. However, as Zitko and Boncˇa explain52,
solving the problem exactly always results in a single-
channel model. Therefore, in 2D and near the Fermi
level the total density of states does not change with the
Rashba SOC, and the Kondo temperature is only weakly
affected, linearly increasing or decreasing depending on
the impurity parameters52. It is also worth to mention
that it has been claimed36 that the mixing of spin and
orbital momentum of the conduction electrons leads to a
Rashba-dependent effective SC gap ∆ → ∆ (R), some-
thing that does not occur in 1D case. On the other hand,
in the purely 1D case the influence of the Rashba SOC
on the Kondo temperature has also been studied using a
Schrieffer-Wolff transformation and a “poor’s man” scal-
ing approach, and it was shown that the coupling J of the
resulting Kondo model increased with the Rashba SOC55
. Nevertheless, since TK in the Kondo model essentially
depends on the product ρ0J , and taking into account the
renormalization of ρ0 in Eq. (7), it is clear that the in-
crease in J must be overcome by the decrease in ρ0, in
such a way that the overall effect is a net decrease of the
product ρ0J with the Rashba SOC.
Finally, we analize the the universality of the model,
following the work of Yoshioka and Ohashi32 for the case
without Rashba SOC. In Figs. 6 and 7 we plot the en-
ergy of the Shiba states as a function of TK/∆, with TK
defined as in Eq. (17). Here we only vary the SC gap ∆,
with U , d and Γ0 fixed
76. In Fig. 6 we show the DMRG
results for the symmetric case d = −U/2 and in Fig. 7
the results away from the particle-hole symmetric case,
with fixed piΓ0. The results corresponding to αR = 0
match very well those obtained with NRG by Yoshioka
and Ohashi32 (not shown to maintain the clarity of the
figure). In the Kondo singlet phase (lower half region of
the figures) the results are universal independently of the
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FIG. 7: (Color online) Universality away from the particle-
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figure piΓ0 = 0.05 and U = 0.5.
value of αR. This is expected since , as was shown in Eq.
(8), the effect of the Rashba coupling can be reduced to
a change in the hybridization, but again we note that in
2D the results are different due to the renormalization of
the SC gap ∆36. Therefore, when the generalized Kondo
temperature Eq. (17) is used, all the curves collapse into
a single one, and hence we can argue that the 0-pi tran-
sition occurs at the universal value TK/∆ ' 0.3, even
in the presence of Rasbha SOC, at least in our 1D case.
In the doublet phase where TK/∆  1, universality is
lost (see down turn of the curves) and the value of ∆
needed to achieve this non-universal regime is larger as
αR increases.
V. SUMMARY AND PERSPECTIVES
We have studied the effect of the Rashba spin-orbit
coupling present in a one-dimensional superconducting
nanowire coupled to a single-level quantum dot, and have
analyzed its influence on the 0-pi transition and Kondo
temperature. Our work was motivated mainly by recent
experimental systems where the Rashba spin-orbit cou-
pling has been identified as an unavoidable ingredient,
such as semiconductor nanowires proximitized by nearby
bulk superconductors or the surface of superconducting
materials (such as Al or Pb) with large atomic numbers
and strong intra-atomic spin-orbit interaction. Those
systems have been used as experimental platforms with
magnetic impurities or quantum dots where Kondo and
Shiba physics has been revealed.
We have modeled the quantum dot by means of the
Anderson impurity model. In order to solve the many-
body problem, we have implemented the DMRG, in com-
bination with logarithmic discretization of the conduc-
tion band and a subsequent mapping onto a Wilson
chain Hamiltonian, in order to accomodate subgap Shiba
states with exceedingly long localization lengths. We
have benchmarked and tested this method against pre-
vious results obtained with the NRG techninque in the
absence of Rashba SOC, with excellent agreement.
We have particularly studied the 0-pi singlet-to-doublet
phase transition and the position of the subgap (Shiba)
states, showing in detail their dependence on the Rashba
coupling. By the means of a straightforward unitary
transformation, we have been able to show that in a
1D geometry, the most important effect of the Rashba
coupling can be accounted for in a reduction in the den-
sity of normal states in the conduction band. Using this
result and a generalized Haldane’s formula for TK we
have shown that the Kondo temperature it is always low-
ered by the Rashba coupling in this one dimensional case.
Physically, this has the indirect effect of favoring the dou-
blet phase.
The excellent results obtained with DMRG open the
possibility of studying chains or clusters of impurities
coupled to normal or topological superconductors. This
is an interesting perspective since this kind of systems
have only be studied analytically in non-interacting sys-
tems where the Kondo effect is absent.
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