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Maximal entropy random walk improves efficiency of trapping in dendrimers
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We use maximal entropy random walk (MERW) to study the trapping problem in dendrimers modeled by
Cayley trees with a deep trap fixed at the central node. We derive an explicit expression for the mean first
passage time from any node to the trap, as well as an exact formula for the average trapping time (ATT),
which is the average of the source-to-trap mean first passage time over all non-trap starting nodes. Based
on the obtained closed-form solution for ATT, we further deduce an upper bound for the leading behavior
of ATT, which is the fourth power of lnN , where N is the system size. This upper bound is much smaller
than the ATT of trapping depicted by unbiased random walk in Cayley trees, the leading scaling of which is
a linear function of N . These results show that MERW can substantially enhance the efficiency of trapping
performed in dendrimers.
PACS numbers: 36.20.-r, 05.40.Fb, 05.60.Cd
I. INTRODUCTION
Dendrimers are an important class of artificial macro-
molecules with a treelike structure, which are synthesized
by repeating units in a hierarchical self-similar fashion
around a central core1,2. Their unique structural fea-
tures make them promising candidates for a broad range
of potential applications such as light harvesting anten-
nae3,4 and molecular amplifiers5,6, the latter of which can
be used as efficient platforms for drug delivery7. In view
of their practical significance, thus far, dendrimers have
received extensive attention within the scientific commu-
nity8–16.
In the context of light harvesting by dendrimers, it is
the large number of absorbing elements at the periphery
and an efficient transfer of the absorbed energy to the
center that make dendrimers work as antennas17. Gen-
erally, light harvesting can be described as a trapping
process with a (fluorescent) trap located at the center. A
primary quantity related to trapping is average trapping
time (ATT), which is the average of mean first-passage
time (MFPT)18–23 to the target over all starting nodes,
where MFPT from a node to the trap is the expected time
steps needed for a walker starting off from this node to
visit the trap for the first time. ATT is a quantitative in-
dicator measuring the trapping efficiency, which has been
much studied for diverse complex systems24–38.
Because of the theoretical and practical relevance,
trapping in dendrimers has also been devoted to con-
certed efforts. The problem was first addressed in
Refs.39–41, where the MFPT from a peripheral node
to the central node was computed analytically. In
Refs.42–45, MFPT from any node to the central node,
as well as the ATT to the center, were deduced. These
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works unveiled the effect of structure on the MFPT and
ATT to the central node. Note that most previous works
on trapping dendrimers based on discrete time random
walks focused on the unbiased random walk. However,
sometimes it is more suitable to describe some particu-
lar problems by a biased random walk than the unbiased
one46, since the transition probability depends on not
only network topologies but also other properties rele-
vant to the diffusion dynamics47.
Among numerous biased random walks, maximal en-
tropy random walk (MERW)48, maximizes the entropy
of paths, has been studied recently49. In MERW, the
transition probability incorporates the node centrality
measured by the eigenvector associated with the largest
eigenvalue of adjacent matrix of the graph where the dy-
namical process takes place. This local transition rate
leads to substantial effects on the diffusion behaviors such
as stationary distribution49 and relaxation time50. The
principle of entropy maximization has found some ap-
plications, including optimal sampling algorithm51 and
demographic stability of population52,53. Very recently,
as a powerful tool, MERW has been fruitfully applied in
the analysis of complex networks54–58. At present, it is
still of theoretical and practical interest to explore possi-
ble applications of MERW on other areas.
In this paper, we study the trapping problem in Cayley
trees as models of dendrimers59,60, based on MERW that
incorporates the centrality of nodes of the macromolec-
ular graphs. We concentrate on a particular case with
a perfect trap placed at the central node, for which we
derive an analytical exact expression for ATT. We then
provide an upper bound for ATT, whose leading scal-
ing behaves with the system size N as (lnN)4, a scal-
ing much smaller than that corresponding to unbiased
random walk in Cayley trees, for which the ATT scales
linearly with N . Theses results show that for trapping
process in dendrimers with a trap fixed at the center,
MERW is considerably more efficient in comparison to
unbiased random walk.
2II. CONSTRUCTION AND PROPERTIES OF
DENDRIMERS
In this section, we introduce the construction and some
relevant features of dendrimers modeled by Cayley trees,
which are built in an iterative way. The particular con-
struction process allows for analytically determining the
properties of Cayley trees and deriving exact solutions
for diverse dynamical processes on large but finite struc-
tures.
A. Construction algorithm
Cayley trees after n iterations (generations), denoted
by Cm,n (m ≥ 3, n ≥ 0) are constructed as follows59,60.
At the initial generation (n = 0), Cm,0 contains only
a central node; at n = 1, m new nodes are generated
and linked to the central node to form Cm,1. These m
new single-degree nodes constitute the peripheral nodes
of Cm,1. For any n > 1, Cm,n is obtained from Cm,n−1:
For each peripheral node of Cm,n−1, m − 1 new nodes
are created and are connected to the peripheral node.
Figure 1 illustrates the structure for a specific dendrimer
C3,5. Let Ni denote the number of nodes in Cm,n, which
are created at ith generation. Then, we can verify that
Ni =
{
1, i = 0 ,
m(m− 1)i−1, i > 0 . (1)
Thus, the total number of nodes in Cm,n is
N =
n∑
i=0
Ni =
m(m− 1)n − 2
m− 2 . (2)
B. Largest eigenvalue and its corresponding eigenvector
of adjacency matrix
The special construction of Cayley trees also makes
it possible to analytically determine the eigenvalues and
their associated eigenvectors50,61–63. Let An = [Aij ]N×N
denote the adjacency matrix of network Cm,n, in which
Aij = Aji = 1 if nodes i and j are linked to each other,
Aij = Aji = 0 otherwise. Although for a general graph,
it is often difficult to determine the eigenvalues and eigen-
vectors of its adjacency matrix, for Cm,n the problem can
be settled. Note that Cm,n has N eigenvalues. We rep-
resent these N eigenvalues as λ1, λ2, . . . , λN−1, and
λN , respectively. Every eigenvalue λi takes the form
λi = 2
√
m− 1 cos θi (i = 1, 2, · · · , N) where 0 < θi < π.
In the sequel, what we are concerned with is the
largest eigenvalue and its corresponding eigenvector of
An, which are denoted by λ and ~ψ, respectively. The
largest eigenvalue λ can be expressed as
λ = 2
√
m− 1 cos θ , (3)
FIG. 1. (Color online) The Cayley tree C3,5.
where
θ ≈ π
n+ 2(m−1)m−2
. (4)
With regard to the eigenvector ~ψ, since all its entries
ψi for nodes in a given generation i are identical, it can
be written as:
~ψ = (ψ0, ψ1, · · · , ψ1︸ ︷︷ ︸
N1
, · · · , ψn, · · · , ψn︸ ︷︷ ︸
Nn
) (5)
In order to express the entry ψi, we introduce the follow-
ing quantity:
Ri =
ψn−i
ψn
(6)
for i = 0, 1, 2, · · · , n− 1, n. It is easy to verify
Ri = (m− 1)i/2 sin[(i+ 1)θ]
sin θ
. (7)
From Eq. (6), we have
ψi = Rn−iψn . (8)
In the following text, we choose ψn =√∑n
i=0[Ni × (Rn−i)2]. Thus,
ψi =
Rn−i√∑n
i=0[Ni × (Rn−i)2]
. (9)
The selection of ψn ensures the proper normalization of
every entry of eigenvector ~ψ:
n∑
i=0
[Ni × (ψi)2] = 1 . (10)
3III. MAXIMAL ENTROPY RANDOM WALK IN
DENDRIMERS WITH A TRAP AT THE CENTER
After introducing the construction and related prop-
erties of Cayley trees Cm,n, in this section, we study
MERW in dendrimers with a perfect trap fixed at the
central node. Our goal is to unveil the influence of max-
imal entropy random walk on the efficiency of trapping
performed on this important family of polymer networks.
A. Formulating the problem
The MERW considered here is a discrete time random
walk49. At each discrete time step, the walker jumps
from its current position i to any of its neighboring nodes
j with probability
Pij =
Aij
λ
ψj
ψi
. (11)
Let Ωi denote the set of neighbors of a node i. Then, for
an arbitrary node i, Pij fulfills the condition
∑
j∈Ωi
Pij =
1, since ∑
j∈Ωi
Aijψj = λψi . (12)
The stationary distribution for MERW on Cm,n is
50
π = (ψ20 , ψ
2
1 , · · · , ψ21︸ ︷︷ ︸
N1
, · · · , ψ2n, · · · , ψ2n︸ ︷︷ ︸
Nn
) . (13)
The main subject we focus on here is trapping problem
in Cm,n described by MERW with a deep trap located
at the innermost node. And the main quantity we are
interested in is the ATT to the trap. For convenience
of description, we label the central node of Cm,n by 1,
and consecutively label all other nodes as 2, 3, · · · , N−1,
and N . We use Fi(n) to represent the trapping time of
node i, which is defined as the expected time for a walker
starting off from node i to reach the trap in Cm,n for the
first time. Then, the ATT denoted by 〈F 〉n is the average
of Fi(n) over all non-trap nodes distributed uniformly in
Cm,n, that is,s
〈F 〉n = 1
N − 1
N∑
i=2
Fi(n) . (14)
Note that MERW in any connected binary network can
be represented as generic random walk in a corresponding
weighted network64. For Cm,n, the generalized adjacency
matrix (weight matrix) Wn = [wij ]N×N corresponding
to the weighted networks, denoted by Gm,n, associated
with MERW is defined as follows. The entries wij =
wji = ψiAijψj if nodes i and j are adjacent in Cm,n,
and the element wij = wji = 0 if nodes i and j are
not directly connected by an edge in Cm,n. In weighted
networks Gm,n, the strength
65 of a node i is defined by
si =
∑
j∈Ωi
wij = λψ
2
i , which is ith nonzero entry of
the diagonal strength matrix Sn = diag(s1, s2, . . . , sN ),
and the Laplacian matrix of Gm,n is defined to be Ln =
Sn −Wn.
For generic random walk in Gm,n, the transition prob-
ability for the walker from current state i to one of its
neighboring nodes j is Pij = wij/si =
Aij
λ
ψj
ψi
, which is
the same as that of MERW in Cm,n. Therefore, the sta-
tionary distribution for generic random walk in Gm,n is
also the same as that corresponding to MERW in Cm,n.
According to recently obtained result about trapping in
weighted networks66, the explicit expression for ATT
〈F 〉n in Eq. (14) can be expressed as
〈F 〉n = N
N − 1
N∑
k=2
1
ηk
(
s× µ2k1 − µk1
N∑
z=1
szµkz
)
. (15)
In Eq. (15), s is the sum of strengths over all nodes in
Gm,n, namely s =
∑N
i=1 si = λ; η1, η2, . . . , ηN are the
N eigenvalues of Ln, rearranged as 0 = η1 < η2 ≤
· · · ≤ ηN , and µ1, µ2, . . . , µN are the corresponding
mutually orthogonal eigenvectors of unit length, where
µi = (µi1, µi2, · · · , µiN )⊤.
It should be mentioned that although the expression
for ATT 〈F 〉n provided by Eq. (15) seems compact, it
requires computing the eigenvalues and eigenvectors of
matrix Ln. Since the network size N grows exponen-
tially with n as shown in Eq. (2), for moderately large
n, the computation of spectra demands an impractically
large computational effort. Moreover, by using Eq. (15)
it is very hard and even impossible to obtain useful infor-
mation about the dependence of the leading behavior of
〈F 〉n on the network size N . It is thus of significant prac-
tical importance to seek other approaches for determining
the ATT 〈F 〉n. Fortunately, the specific architecture of
Cayley trees allows for analytical calculation of 〈F 〉n and
evaluation of its dominant scaling.
B. Exact solution to average trapping time
According to the structure of dendrimers, all the nodes
in Cm,n can be classified into n + 1 levels. The central
node is at level 0, and nodes born at the first generation
i are at level 1, and so forth. By symmetry, the trapping
time for nodes at the same level is identical. In the case
without confusion, we use Fi(n) to denote the trapping
time for a node at ith level. Then, the following relations
hold:
Fi(n) =


0, i = 0,
P
up
i [1 + Fi−1(n)] + P
down
i [1 + Fi+1(n)], 0 < i < n,
1 + Fi−1(n), i = n.
(16)
In Eq. (16), P upi represents the transition probability for
a walker hopping from a node at level i to its (unique)
father node at level i− 1, while P downi denotes the tran-
sition probability from any node at level i to its m − 1
4child nodes at level i + 1. For unbiased random walk in
Cm,n
44,45, P upi =
1
m and P
down
i =
m−1
m , obeying rela-
tion P upi +P
down
i = 1. However, as will be shown below,
for MERW in Cm,n, P
up
i and P
down
i are different from
those corresponding to unbiased random walk, although
P upi +P
down
i = 1 also holds. And the disparity for transi-
tion probability between these two kinds of random walks
leads to quite different scalings for ATT.
By definition of transition probability for MERW in
Cm,n, see Eq. (11), P
up
i and P
down
i for MERW in Cm,n
are
P upi =
1
λ
ψi−1
ψi
(17)
and
P downi = (m− 1)
1
λ
ψi+1
ψi
, (18)
respectively. Considering above-obtained results, P upi
and P downi can be further recast as
P upi =
1
λ
Rn−i+1ψn
Rn−iψn
=
1
2
√
m− 1 cos θ
(m− 1)(n−i+1)/2 sin[(n−i+1+1)θ]sin θ
(m− 1)(n−i)/2 sin[(n−i+1)θ]sin θ
=
1
2 cos θ
sin[(n− i+ 2)θ]
sin[(n− i+ 1)θ]
=
sin[(n− i+ 2)θ]
sin[(n− i+ 2)θ] + sin[(n− i)θ] (19)
and
P downi = (m− 1)
1
λ
Rn−i−1ψn
Rn−iψn
= (m− 1) 1
2
√
m− 1 cos θ
(m− 1)(n−i−1)/2 sin[(n−i)θ]sin θ
(m− 1)(n−i)/2 sin[(n−i+1)θ]sin θ
=
1
2 cos θ
sin[(n− i)θ]
sin[(n− i+ 1)θ]
=
sin[(n− i)θ]
sin[(n− i+ 2)θ] + sin[(n− i)θ] , (20)
both of which evidently fulfil the relation P upi +P
down
i =
1, implying that our computation for P upi and P
down
i is
correct.
Using Eqs. (19) and (20), Eq. (16) becomes
Fi(n) =


0, i = 0,
sin[(n−i+2)θ][1+Fi−1(n)]
sin[(n−i+2)θ]+sin[(n−i)θ]
+ sin[(n−i)θ][1+Fi+1(n)]sin[(n−i+2)θ]+sin[(n−i)θ] , 0 < i < n,
1 + Fi−1(n), i = n.
(21)
Therefore, for 0 < i < n, we have
{sin[(n− i+ 2)θ] + sin[(n− i)θ]}Fi(n)
= sin[(n− i+ 2)θ][1 + Fi−1(n)]
+ sin[(n− i)θ][1 + Fi+1(n)] , (22)
which can be rewritten as
sin[(n− i+ 2)θ][Fi(n)− Fi−1(n)]
= sin[(n− i+ 2)θ] + sin[(n− i)θ]
+ sin[(n− i)θ][Fi+1(n)− Fi(n)] . (23)
In order to determine the quantity 〈F 〉n, we define
Bi(n) = Fn−i(n)− Fn−i−1(n) . (24)
Then,
Bi(n) = 1 +
sin iθ
sin[(i + 2)θ]
+
sin iθ
sin[(i + 2)θ]
Bi−1(n) (25)
holds for all 0 < i < n. Note that
B0(n) = Fn(n)− Fn−1(n)
= [1 + Fn−1(n)]− Fn−1(n)
= 1 , (26)
using which Eq. (25) can be solved to yield
Bi(n) = 2
i−1∑
j=0
j∏
k=0
sin[(i− k)θ]
sin[(i + 2− k)θ] + 1. (27)
Making use of Eqs. (24) and (27), Fi(n) can be evaluated
as
Fi(n) = Bn−i(n) + Fi−1(n)
= Bn−i(n) +Bn−i+1(n) + Fi−2(n)
= · · · · · · =
i−1∑
j=0
Bn−i+j(n) + F0(n) =
i∑
j=1
Bn−j(n)
=
i∑
j=1
[
2
n−j−1∑
k=0
k∏
l=0
sin[(n− j − l)θ]
sin[(n− j + 2− l)θ] + 1
]
, (28)
where F0(n) = 0 was used. Equation (28) provides a
closed form expression for trapping time for an arbitrary
node.
Inserting Eq. (28) into Eq. (14), we can obtain the
closed-form formula of ATT 〈F 〉n for MERW in Cm,n
with a single trap positioned at the central node, which
reads
5〈F 〉n = 1
N − 1
N∑
j=2
Fj(n) =
∑n
i=1[Ni × Fi(n)]
N − 1
=
n∑
i=1

m(m− 1)i−1
i∑
j=1
[
2
n−j−1∑
k=0
k∏
l=0
sin[(n− j − l)θ]
sin[(n− j + 2− l)θ] + 1
]

m[(m−1)n−1]
m−2
=
m− 2
(m− 1)n − 1
n∑
i=1

(m− 1)i−1
i∑
j=1
[
2
n−j−1∑
k=0
k∏
l=0
sin[(n− j − l)θ]
sin[(n− j + 2− l)θ] + 1
]
 . (29)
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FIG. 2. (Color online) The ATT 〈F 〉n to the central node
corresponding to MERW in Cm,n for various m and n. The
hollow symbols represent the results generated by Eq. (15),
while the solid symbols stand for the analytical results given
by Eq. (29).
In Fig. 2, we present results about the ATT 〈F 〉n to the
central node for MERW in Cm,n. The results are ob-
tained by using Eqs. (15) and (29), respectively. Figure 2
shows that the results generated by Eq. (15) and Eq. (29)
agree with each other, confirming our theoretical results
for 〈F 〉n provided by Eq. (29).
C. An upper bound for leading scaling of average trapping
time
Although the expression for the ATT 〈F 〉n given in
Eq. (29) is exact, it is rather lengthy and awkward, from
which we cannot see obvious dependence of 〈F 〉n on the
network size N . However, we will show below that, when
the networks are large enough, from Eq. (29) one can
derive an upper bound for the leading scaling of 〈F 〉n in
terms of the network size N .
First, let us examine the product term
k∏
l=0
sin[(n− j − l)θ]
sin[(n− j + 2− l)θ] (30)
in Eq. (29). Seemingly, there are k+1 multipliers in both
the denominator and numerator in Eq. (30). In fact, for
any k we can decrease the number of multipliers from
k + 1 to two by simplifying Eq. (30) as follows:
k∏
l=0
sin[(n− j − l)θ]
sin[(n− j + 2− l)θ]
=
sin[(n− j)θ] sin[(n− j − 1)θ] · · · sin[(n− j − k)θ]
sin[(n− j + 2)θ] sin[(n− j + 1)θ] · · · sin[(n− j + 2− k)θ]
=
sin[(n− j + 1− k)θ] sin[(n− j − k)θ]
sin[(n− j + 2)θ] sin[(n− j + 1)θ]
. (31)
Since θ < pin+2 , for any 1 ≤ j ≤ i (1 ≤ i ≤ n) and
0 ≤ l ≤ k (0 ≤ k ≤ n − j − 1), every term in both
the denominator and numerator of Eq. (31) has the form
sinxθ, where x is an integer between 1 and n+ 1. Thus,
xθ ∈ (0, π) and 0 < sinxθ ≤ 1. According to Eq. (4), we
have
xθ ≈ xπ
n+ 2(m−1)m−2
>
1
cn
, (32)
where c is a certain positive constant. Note that if con-
stant c is chosen properly, the following relation also
holds:
π − xθ ≥ π − (n+ 1)π
n+ 2(m−1)m−2
= π
[(m− 2)n+ 2m− 2]− [(n+ 1)(m− 2)]
(m− 2)n+ 2m− 2
>
1
cn
. (33)
On the other hand, when n is large enough, sin 1cn ≈ 1cn .
Then, each term sin[(n − j − l)θ] in the numerator of
Eq. (30) satisfies 1 ≥ sin[(n − j − l)θ] > sin 1cn = 1cn .
Thus,
k∏
l=0
sin[(n− j − l)θ]
sin[(n− j + 2− l)θ] ≤
1
1
cn
1
1
cn
≈ dn2, (34)
where d = c2 is another positive constant.
6Substituting the result in Eq. (34) into Eq. (29), we
obtain
〈F 〉n ≤ m− 2
(m− 1)n − 1
n∑
i=1
{
(m− 1)i−1 ×
i∑
j=1
[
2
n−j−1∑
k=0
dn2 + 1
]}
≤ m− 2
(m− 1)n − 1
n∑
i=1
(m− 1)i−1dn4
≤ m− 2
(m− 1)n − 1
(m− 1)n − 1
m− 2 dn
4
≤ dn4 . (35)
Note that, Eq. (2) enables us to represent n in terms of
the system size N as
n =
ln[(m− 2)N + 2]− lnm
ln(m− 1) . (36)
Hence, the upper bound for 〈F 〉n in Eq. (35) can be ex-
pressed in the following form:
〈F 〉n ≤ d
[
ln[(m− 2)N + 2]− lnm
ln(m− 1)
]4
≤ f(lnN)4 (37)
where f is a certain positive constant.
Equation (37) provides an upper bound of dominant
behavior of 〈F 〉n for MERW in massive networks Cm,n
with the immobile trap located at the central node, which
shows that the efficiency of trapping in dendrimers de-
scribed by MERW is very high. It is in sharp contrast
with the ATT for unbiased random walk in the same net-
works, where the leading term of ATT increases lineally
with the system size44,45. Thus, MERW is instrumen-
tal in improving the efficiency of trapping process taking
place in dendrimers.
IV. CONCLUSIONS
Based on maximal entropy random walk (MERW) we
have performed an analytical research on trapping in den-
drimers with a single trap placed at the central node. We
have derived an explicit expression for ATT as an indica-
tor of the trapping efficiency, grounded on which we have
deduced an upper bound for the leading scaling of ATT.
The obtained upper bound scales with the network size
N as (lnN)4, and is considerably lower than the ATT for
trapping in dendrimers based on unbiased random walk,
which grows lineally with the network sizeN . This means
that in dendrimers MERW can dramatically lessen the
ATT to the central node, making the diffusion process
highly efficient. This theoretical work might prove use-
ful to address light harvesting by dendrimers, as well as
various other dynamical processes occurring in nanoscale
systems.
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