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Abstract. The offset linear canonical transform (OLCT) provides a more general
framework for a number of well known linear integral transforms in signal processing
and optics, such as Fourier transform, fractional Fourier transform, linear canonical
transform. In this paper, to characterize simultaneous localization of a signal and its
OLCT, we extend some different uncertainty principles (UPs), including Nazarov’s
UP, Hardy’s UP, Beurling’s UP, logarithmic UP and entropic UP, which have already
been well studied in the Fourier transform domain over the last few decades, to the
OLCT domain in a broader sense.
Keywords. Offset linear canonical transform; Uncertainty principle; Logarithmic
uncertainty estimate; Entropic inequality; Localization
1 Introduction
Uncertainty principle (UP) plays an important role in quantum mechanics [9] and
signal processing [2]. In quantum mechanics, UP was first proposed by the German
physicist W. Heisenberg in 1927 [9]. It basically says that the more precisely the
position of a particle is determined, the less precisely its momentum can be known,
and vice versa. From the perspective of signal processing, UP can be described as
follows: “One cannot sharply localize a signal in both the time domain and frequency
domain simultaneously” (see [2, 5] for more details). By using different notations of
essential support, there are many different kinds of UPs associated with the Fourier
transform, like Heisenberg’s UP [7, 9], Nazarov’s UP [11, 13], Hardy’s UP [7, 8],
Beurling’s UP [10], logarithmic UP [1], entropic UP [4], and so on.
It is well known that the offset linear canonical transform (OLCT) [14, 16, 19,
22, 24] is a generalized version of Fourier transform and has wide applications in
signal processing and optics. Note that UP cannot be avoided and owns its specific
form for each time-frequency representation. Therefore, it is necessary to extend the
aforementioned UPs to the OLCT domain. In 2007, A. Stern extended Heisenberg’s
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UP from the Fourier transform domain to the OLCT domain [16]. It states that
a nonzero function and its OLCT cannot both be sharply localized. To the best
of our knowledge, there are no other results published about UPs associated with
the OLCT. Hence, in this paper, the other five UPs for the Fourier transform are
extended to the OLCT domain, i.e., Nazarov’s UP, Hardy’s UP, Beurling’s UP,
logarithmic UP, and entropic UP.
The rest of the paper is organized as follows. In Section 2, we recall the notations
of the OLCT and the generalized Parseval formula for the OLCT. In Section 3,
we extend the corresponding results of Nazarov’s UP, Hardy’s UP, Beurling’s UP,
logarithmic UP, and entropic UP, to the OLCT domain, respectively. In Section 4,
we conclude the paper.
2 Preliminaries
In this section, let us review the definition of the OLCT and its generalized Parseval
formula.
For a given function f(t) ∈ L2(R), the definition of its OLCT [12] with parameter
A =
[
a b τ
c d η
]
is
OAf(u) = OA[f(t)](u) =
{∫ +∞
−∞
f(t)KA(t, u)dt, b 6= 0,√
dej
cd
2
(u−τ)2+juηf(d(u− τ)), b = 0, (1)
where
KA(t, u) =
1√
j2pib
ej
a
2b
t2−j 1
b
t(u−τ)−j 1
b
u(dτ−bη)+j d
2b
(u2+τ2),
parameters a, b, c, d, τ, η ∈ R, and ad− bc = 1.
From the definition of the OLCT, when b = 0, the OLCT reduces to a chirp mul-
tiplication operator. Hence, without loss of generality, we assume b > 0 throughout
the paper.
By (1), one can easily check that the OLCT includes many well-known linear
transforms as special cases. For instance, let A =
[
0 1 0
−1 0 0
]
, the OLCT reduces
to the Fourier transform [5]; let A =
[
cosα sinα 0
− sinα cosα 0
]
, the OLCT reduces to
the fractional Fourier transform [17]; let A =
[
a b 0
c d 0
]
, the OLCT reduces to
the linear canonical transform [6, 15, 18, 20], etc.
Next, we introduce one of important properties for the OLCT, i.e., its generalized
Parseval formula [3], as follows:∫
R
f(t)g(t)dt =
∫
R
OAf(u)OAg(u)du, (2)
2
where ·¯ denotes the complex conjugate. This equation will be used in the following
sections.
3 Uncertainty Principles in the OLCT Domain
Recall that there are many different forms of UPs in the Fourier transform domain,
such as Heisenberg’s UP, Nazarov’s UP, Hardy’s UP, Beurling’s UP, logarithmic UP,
entropic UP, and so on, in terms of different notations of “localization”. As far as
we know, in 2009, G. Xu et al [21] extended the logarithmic UP and entropic UP
to the linear canonical transform domain. Recently, Q. Zhang [23] extended the
other three UPs: Nazarov’s UP, Hardy’s UP, Beurling’s UP to the linear canonical
transform domain. Considering that the OLCT is a generalized version of the Fourier
transform or the linear canonical transform, it is natural and interesting to study
the simultaneous localization of a function and its OLCT by further extending the
aforementioned UPs to the OLCT domain. So far, there exists only one research
work on Heisenberg’s UP in the OLCT domain. Therefore, in this section, we
investigate the other five different forms of UPs associated with the function f and
its OLCT OAf , i.e., Nazarov’s UP, Hardy’s UP, Beurling’s UP, logarithmic UP, and
entropic UP, for the OLCT.
3.1 Nazarov’s UP
As for Heisenberg’s UP, its localization is measured by smallness of dispersions. By
considering another criterion of localization, i.e., smallness of support, Nazarov’s
UP was first proposed by F.L. Nazarov in 1993 [13]. It argues what happens if a
nonzero function and its Fourier transform are only small outside a compact set? Let
us recall the concept of Nazarov’s UP for the Fourier transform [11, 13] as follows.
Proposition 3.1 ([11, 13]). Let f ∈ L2(R), and T, Ω be two subsets of R with finite
measure. Then, there exists a constant C > 0, such that∫
R
|f(t)|2dt ≤ CeC|T ||Ω|
( ∫
R\T
|f(t)|2dt +
∫
R\Ω
|Ff(u)|2du
)
, (3)
where F is the Fourier transform defined by
Ff(u) = 1√
2pi
∫ +∞
−∞
f(t)e−jutdt,
and |T | is denoted as the Lebesgue measure of T .
Motivated by Proposition 3.1, we next extend the Nazarov’s UP to the OLCT
domain.
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Theorem 3.2. Let f ∈ L2(R), and T, Ω be two subsets of R with finite measure.
Then, there exists a constant C > 0, such that∫
R
|f(t)|2dt ≤ CeC|T ||Ω|
(∫
R\T
|f(t)|2dt+
∫
R\(Ωb)
|OAf(u)|2du
)
. (4)
Proof. By the definition of the OLCT (1), we can rewrite the OLCT as follows
OAf(u) =
1√
jb
e−j
1
b
u(dτ−bη)+j d
2b
(u2+τ2)G(u), (5)
where
G(u) ,
1√
2pi
∫ +∞
−∞
f(t)ej
a
2b
t2−j 1
b
t(u−τ)dt. (6)
Thus,
|OAf(u)| = 1√
b
|G(u)|. (7)
Let g(t) = f(t)ej
a
2b
t2+j 1
b
tτ , then G(ub) is the Fourier transform of g(t), and |f(t)| =
|g(t)|. Since f ∈ L2(R), then g ∈ L2(R). Applying Proposition 3.1 with the function
g(t) and its Fourier transform G(ub), we get∫
R
|g(t)|2dt ≤ CeC|T ||Ω|
(∫
R\T
|g(t)|2dt+
∫
R\Ω
|G(ub)|2du
)
. (8)
Substituting (7) into (8), we obtain∫
R
|f(t)|2dt =
∫
R
|g(t)|2dt
≤ CeC|T ||Ω|
(∫
R\T
|f(t)|2dt +
∫
R\Ω
|G(ub)|2du
)
= CeC|T ||Ω|
(∫
R\T
|f(t)|2dt + 1
b
∫
R\(Ωb)
|G(u)|2du
)
= CeC|T ||Ω|
(∫
R\T
|f(t)|2dt + 1
b
∫
R\(Ωb)
(√
b|OAf(u)|
)2
du
)
= CeC|T ||Ω|
(∫
R\T
|f(t)|2dt +
∫
R\(Ωb)
|OAf(u)|2du
)
,
which completes the proof.
Theorem 3.2 is a quantitative version of UP, the constant C on the right-hand
side of (4) is hard to determine exactly. By Theorem 3.2, we know that it is not
possible for a nonzero function f and its OLCT OAf to both be supported on sets
of finite Lebsgue measure.
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3.2 Hardy’s UP
Hardy’s UP was first introduced by G.H. Hardy in 1933 [8]. Its localization is
measured by fast decrease of a function and its Fourier transform. Hardy’s UP
basically says that it is impossible for a nonzero function and its Fourier transform
to decrease very rapidly simultaneously. Let us review Hardy’s UP in the Fourier
transform domain [8, 10] as follows.
Proposition 3.3 ([10], Theorem 5.2.1). If a function f ∈ L2(R) is such that
|f(t)| = O(e−piαt2)
and
|Ff(u)| = O(e−u2/(4piα))
for some positive constant α > 0, then
f(t) = Ce−piαt
2
(9)
for some C ∈ C.
Based on Proposition 3.3, we derive the corresponding Hardy’s UP for the OLCT.
Theorem 3.4. If a function f ∈ L2(R) is such that
|f(t)| = O(e−piαt2)
and
|OAf(u)| = O
(
e−u
2/(4piαb2)
)
for some positive constant α > 0, then
f(t) = Ce−
(
piα+j a
2b
)
t2−j 1
b
tτ (10)
for some C ∈ C. Here τ is a parameter of A.
Proof. Let g(t) = f(t)ej
a
2b
t2+j 1
b
tτ . Since |f(t)| = O(e−piαt2), we have |g(t)| = |f(t)| =
O(e−piαt2). Let the OLCT OAf(u) be rewritten as (5), and G(u) be given by (6).
Thus,
|G(u)| =
√
b|OAf(u)|
= O(e−u2/(4piαb2)).
Therefore, we have
|G(ub)| = O(e−(ub)2/(4piαb2))
= O(e−u2/(4piα)).
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Since G(ub) is the Fourier transform of g(t), it follows from Proposition 3.3 that
g(t) = Ce−piαt
2
for some C ∈ C. Hence, we obtain
f(t) = g(t)e−j
a
2b
t2−j 1
b
tτ
= Ce−
(
piα+j a
2b
)
t2−j 1
b
tτ .
This completes the proof.
It follows from Theorem 3.4 that it is impossible for a nonzero function f and
its OLCT OAf both to decrease very rapidly.
3.3 Beurling’s UP
Beurling’s UP is a variant of Hardy’s UP. It implies the weak form of Hardy’s UP
immediately. Let us revisit Beurling’s UP in the Fourier transform domain [10] as
follows.
Proposition 3.5 ([10]). Let f ∈ L1(R) and Ff ∈ L1(R). If∫
R2
|f(t)Ff(u)|e|tu|dtdu <∞, (11)
then f = 0.
Next, we formulate the Beurling’s UP in the OLCT domain.
Theorem 3.6. Let f ∈ L1(R) and OAf ∈ L1(R). If∫
R2
|f(t)OAf(u)|e|tu/b|dtdu <∞, (12)
then f = 0.
Proof. Let g(t) = f(t)ej
a
2b
t2+j 1
b
tτ , the OLCT OAf(u) be rewritten in the form of
(5), and G(u) be defined by (6). Since f(t) ∈ L1(R) and OAf(u) ∈ L1(R), we get
g(t) ∈ L1(R) and G(u) ∈ L1(R). Thus, G(ub) ∈ L1(R). By (12), we obtain∫
R2
|g(t)G(ub)|e|tu|dtdu = 1
b
∫
R2
|g(t)G(u)|e|tu/b|dtdu
=
1√
b
∫
R2
|f(t)OAf(u)|e|tu/b|dtdu
< ∞.
Hence, it follows from Proposition 3.5 that g = 0. Therefore, we have f = 0.
From Theorem 3.6, we know that it is not possible for a nonzero function f and
its OLCT OAf to decrease very rapidly simultaneously.
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3.4 Logarithmic UP
Logarithmic UP was first introduced by W. Beckner in 1995 [1]. Its localization is
measured in terms of entropy. It is derived by using Pitt’s inequality. First, let us
recall Pitt’s inequality as follows.
Lemma 3.7 ([1]). For f ∈ S(R) and 0 ≤ λ < 1, we have
∫
R
|u|−λ|Ff(u)|2du ≤ Γ
2(1−λ
4
)
Γ2(1+λ
4
)
∫
R
|t|λ|f(t)|2dt, (13)
where S(R) denotes the Schwartz class, and Γ(·) is the Gamma function.
In order to obtain logarithmic UP associated with the OLCT, we derive the
corresponding generalized Pitt’s inequality for the OLCT as follows.
Theorem 3.8. For f ∈ S(R) and 0 ≤ λ < 1, we have
bλ
∫
R
|u|−λ|OAf(u)|2du ≤
Γ2(1−λ
4
)
Γ2(1+λ
4
)
∫
R
|t|λ|f(t)|2dt. (14)
Proof. Let g(t) = f(t)ej
a
2b
t2+j 1
b
tτ , the OLCT OAf(u) be rewritten as (5), andG(u) be
denoted as (6). Since G(ub) is the Fourier transform of g(t), by applying Lemma 3.7,
we obtain ∫
R
|u|−λ|G(ub)|2du ≤ Γ
2(1−λ
4
)
Γ2(1+λ
4
)
∫
R
|t|λ|g(t)|2dt. (15)
Let u′ = ub in (15), we have
1
b
∫
R
∣∣∣u′
b
∣∣∣−λ|G(u′)|2du′ ≤ Γ2(1−λ4 )
Γ2(1+λ
4
)
∫
R
|t|λ|g(t)|2dt. (16)
Substituting |g(t)| = |f(t)| and G(u) = √b|OAf(u)| into (16), we get
1
b
∫
R
∣∣∣u
b
∣∣∣−λ|√bOAf(u)|2du ≤ Γ2(1−λ4 )
Γ2(1+λ
4
)
∫
R
|t|λ|f(t)|2dt, (17)
i.e.,
bλ
∫
R
|u|−λ|OAf(u)|2du ≤
Γ2(1−λ
4
)
Γ2(1+λ
4
)
∫
R
|t|λ|f(t)|2dt,
which completes the proof.
Based on the generalized Pitt’s inequality for the OLCT proposed in Theo-
rem 3.8, we investigate the logarithmic UP associated with the OLCT.
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Theorem 3.9. Let f ∈ S(R), and ‖f‖2 = 1, then∫
R
|f(t)|2 ln |t|dt+
∫
R
|OAf(u)|2 ln |u|du ≥ ln b+ Γ
′(1/4)
Γ(1/4)
. (18)
Proof. Let
Mλ ,
Γ2(1−λ
4
)
Γ2(1+λ
4
)
,
and
S(λ) , bλ
∫
R
|u|−λ|OAf(u)|2du−Mλ
∫
R
|t|λ|f(t)|2dt.
Taking the derivative of S(λ) about the variable λ, we have
S ′(λ) = bλ ln b
∫
R
|u|−λ|OAf(u)|2du− bλ
∫
R
|u|−λ ln |u||OAf(u)|2du
−Mλ
∫
R
|t|λ ln |t||f(t)|2dt− (Mλ)′
∫
R
|t|λ|f(t)|2dt,
where
(Mλ)
′ =
[
− 1
2
Γ
(1− λ
4
)
Γ′
(1− λ
4
)
Γ2
(1 + λ
4
)
− 1
2
Γ
(1 + λ
4
)
Γ′
(1 + λ
4
)
×Γ2
(1− λ
4
)]
/Γ4
(1 + λ
4
)
.
By Theorem 3.8, we know
S(λ) ≤ 0 for 0 ≤ λ < 1.
Since S(0) = 0, we get
S ′(0+) ≤ 0,
that is, ∫
R
ln |u||OAf(u)|2du+
∫
R
ln |t||f(t)|2dt
≥ ln b
∫
R
|OAf(u)|2du+ Γ
′(1/4)
Γ(1/4)
∫
R
|f(t)|2dt. (19)
By the generalized Parseval formula for the OLCT (2), we get
‖OAf‖2 = ‖f‖2 = 1. (20)
Substituting (20) into (19), we have∫
R
|f(t)|2 ln |t|dt +
∫
R
|OAf(u)|2 ln |u|du ≥ ln b+ Γ
′(1/4)
Γ(1/4)
.
This completes the proof.
Applying Jassen’s inequality to (18), it is easily to show that logarithmic UP
proposed in Theorem 3.9 implies Heisenberg’s UP derived in [16].
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3.5 Entropic UP
Entropic UP is a fundamental tool in information theory, physical quantum, and
harmonic analysis. Its localization is measured in terms of Shannon entropy. Let ρ
be a probability density function on R. The Shannon entropy of ρ is denoted as
E(ρ) = −
∫
R
ρ(t) ln ρ(t)dt. (21)
In what follows, we revisit entropic UP associated with the Fourier transform [4].
Proposition 3.10 ([4]). Let f ∈ L2(R), and ‖f‖2 = 1, then
E(|f |2) + E(|Ff |2) ≥ ln(pie). (22)
Next, we propose the entropic UP in the OLCT domain.
Theorem 3.11. Let f ∈ L2(R), and ‖f‖2 = 1, then
E(|f |2) + E(|OAf |2) ≥ ln(pieb). (23)
Proof. Let g(t) = f(t)ej
a
2b
t2+j 1
b
tτ , the OLCT OAf(u) be rewritten in the form of (5),
and G(u) be defined by (6). Since ‖f‖2 = 1, we have ‖g‖2 = ‖f‖2 = 1. Hence, by
Proposition 3.10, we get
−
∫
R
|g(t)|2 ln |g(t)|2dt−
∫
R
|G(ub)|2 ln |G(ub)|2du ≥ ln(pie). (24)
Let u′ = ub in (24), we have
−
∫
R
|g(t)|2 ln |g(t)|2dt− 1
b
∫
R
|G(u′)|2 ln |G(u′)|2du′ ≥ ln(pie). (25)
Substituting |g(t)| = |f(t)|, and |G(u)| = √b|OAf(u)| into (25), we obtain
−
∫
R
|f(t)|2 ln |f(t)|2dt−
∫
R
|OAf(u)|2 ln
(
b|OAf(u)|2
)
du ≥ ln(pie).
Using the fact that ‖OAf‖2 = ‖f‖2 = 1, we get
E(|f |2) + E(|OAf |2) = −
∫
R
|f(t)|2 ln |f(t)|2dt−
∫
R
|OAf(u)|2 ln |OAf(u)|2du
≥ ln b
∫
R
|OAf(u)|2du+ ln(pie)
= ln b+ ln(pie)
= ln(pieb),
which completes the proof.
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Theorem 3.11 measures the incompatibility of measurements in terms of Shannon
entropy. We next demonstrate that Theorem 3.11 can also imply the Heisenberg’s
UP mentioned in [16].
At the beginning, let us introduce some notations. Let µ be a probability measure
on R. The variance of µ is defined as
V (µ) = inf
ξ∈R
∫
R
(t− ξ)2dµ(t). (26)
If the integral on the right side of (26) is finite for one value of ξ, then it is finite for
every ξ. In this case, it can achieve the minimization when ξ is the mean of µ:
M(µ) =
∫
R
tdµ(t).
For ρ ∈ L1(R), if dµ(t) = ρ(t)dt, we say ρ is a probability density function, and use
the notations M(ρ) and V (ρ) instead of M(µ) and V (µ), respectively.
Using the fact ‖f‖2 = ‖OAf‖2, we know that if f ∈ L2(R) and ‖f‖2 = 1, then
|f |2 and |OAf |2 both are probability density functions on R.
Lemma 3.12. [4, Theorem 5.1] Let ρ be a probability density function on R with
finite variance, then E(ρ) is well defined and
E(ρ) ≤ 1
2
ln[2pieV (ρ)]. (27)
Combining Theorem 3.11 and Lemma 3.12, we then immediately get the Heisen-
berg’s UP [16] as follows.
Corollary 3.13. Let f ∈ L2(R), and ‖f‖2 = 1, then
V (|f |2)V (|OAf |2) ≥ b
2
4
, (28)
which implies ∫
R
(t− ξ)2|f(t)|2dt
∫
R
(u− ζ)2|OAf(u)|2du ≥ b
2
4
for any f ∈ L2(R) and any ξ, ζ ∈ R.
4 Conclusion
In this paper, five different forms of UPs associated with the OLCT are proposed.
First, we derive Nazarov’s UP for the OLCT, which is a quantitative version of UP.
It shows that it is not possible for a nonzero function f and its OLCT OAf to both
be supported on sets of finite Lebesgue measure. Second, based on the decreasing
10
property, we propose two UPs in the OLCT domain: Hardy’s UP and its variant-
Beurling’s UP. These two UPs state that it is impossible for a nonzero function
f and its OLCT OAf to both decrease very rapidly. Finally, we generalize Pitt’s
inequality to the OLCT domain, and then obtain logarithmic UP for the OLCT.
Moreover, with regard to Shannon entropy, we extend entropic UP to the OLCT
domain. In the future work, we will consider these UPs for discrete signals.
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