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INTRODUCTION 
 
Mathematical methods are used in every field of science and engineering. 
This means that students, whatever their specialty, must have a solid theoretical 
grounding in mathematics and in solving practical problems. Moreover, since 
wide collaboration of Ukrainian technical universities with technical universities 
of other countries, it is important to study and to know the international 
mathematical terminology for successful work of modern engineers.  
The textbook “Elements of Linear Algebra and Analytic Geometry” 
presents a course of mathematics suitable for under-graduate students of the 
technical universities and has grown out of a course of lectures given by the 
author at National Technical University “Kharkov Polytechnic Institute” during 
the past four years to the students studying the mathematical courses in English.  
 This textbook consists of two chapters: Chapter 1 “The Elements of 
Linear Algebra” and Chapter 2 “Analytic Geometry”. Chapter 1 provides all 
necessary theory concerning to the matrices and determinants to be successful in 
solving and investigating the systems of linear algebraic equation. Chapter 2 
deals with vector algebra, analytic geometry in space and in plane including the 
study of the second order curves. 
 The textbook contains a large number of examples and illustrations to 
make the subject matter readily comprehensible. Theoretical part of each chapter 
is followed by practical tasks for each topic and by the set of the individual tasks. 
 It is recommended to the students of all technical specialties who study 
the course of Higher Mathematics in English, to foreign students, to the lecturers 
of High School to help in forming their own lecture courses and practices, and 
also to everybody who interests in studying the mathematical terminology in 
English. 
 Author thanks very much to the Head of the Department of Applied 
Mathematics, Doctor of Technical Sciences, prof. Kurpa L.V. for useful 
discussions and advices at making up the presented textbook. 
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CHAPTER 1. THE ELEMENTS OF LINEAR ALGEBRA 
 
1.1. Concept of Matrix 
 
Investigation of many important problems in engineering leads to the 
solving of the systems of linear algebraic equations. 
Even at school to solve some problems we had to construct and solve 
systems of two or three linear equations. 
In general case we have to work with systems of different number of 
equations and unknown variables.  
Moreover, the number of unknown variables does not sometimes coincide 
with the number of equations. And naturally some set of questions appears: 
- Does the system have a solution? 
- If it does then how many solutions does it have? 
- How to find all possible solutions? 
The goal of this chapter is to answer all these questions for any linear 
algebraic system of any number of unknowns. 
 
In general case the system of m linear algebraic equations with n 
unknown variables has the following form: 
11 1 12 2 13 3 1 1
21 1 22 2 23 3 2 2
1 1 2 2 3 3
,
,
,
n n
n n
m m m mn n m
a x a x a x a x b
a x a x a x a x b
a x a x a x a x b
+ + + + =
 + + + + =


 + + + + =




 
where x with subscripts 1,2,…,n are unknown variables, ija  ( mi ,1= , nj ,1= ) are 
real coefficients, ),1( mibi =  are real numbers called free members. 
The coefficients of ),1( nixi =  form the rectangular table. Investigations of 
these tables corresponding to the systems of linear equations helps to answer all 
formulated above questions. 
Chapter 1. Theory ◄ 
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Definition. The matrix of the size m by n is a rectangular table of numbers 
with m rows and n columns. We use the following notations to sign the matrices: 










=
mnmmm
n
aaaa
aaaa
A



321
1131211
 or ( )
nmij
aA
,
= . 
The numbers ija  are called the elements of matrix. The first subscript is 
the number of the row and the second one is the number of the column where 
the element ija  is situated. 
m is a number of rows,    n is a number of columns. 
Definition. If m=n then the matrix A is called the square matrix. 
Definition. If m=1 then the matrix is called the row matrix. 
Definition. If n=1 then the matrix is called the column matrix. 
Definition. Two matrices A and B of identical sizes are called equal if their 
corresponding elements are equal, i.e.  
A=B  ⇔   njmiba ijij ,1,,1 === . 
Definition. The matrix with all its elements equal to zero is called a null matrix 
or zero matrix. 
 
Let us consider square matrices. 
Definition. The set of the elements nnaaa ,,, 2211   of a square matrix A is 
called the main (or leading) diagonal of the matrix, while these elements are 
called the elements of the main diagonal.  
Example. Let us consider the matrix 









 −
=
257
504
131
A . The elements 1,0,2 are 
elements of the main diagonal. 
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Definition. The set of the elements 1121 ,,, nnn aaa −  of a square matrix A is 
called the secondary diagonal of the matrix, while these elements are called the 
elements of the secondary diagonal.  
The matrix elements −1,0,7 from the previous example are the elements of 
the secondary diagonal. 
Definition. A square matrix A with zero elements everywhere except in the 
leading diagonal is called a diagonal matrix. 
Definition. The unit matrix is a diagonal matrix with all its diagonal elements 
equal to one.  
Usual notations for such matrices are by the letters I or E. 
Definition. If all the elements of a square matrix A located below (above) main 
diagonal are equal to zero then this matrix is called the upper (lower) triangular 
matrix. 
Example. Suppose we have the following matrices 










=
800
420
321
A , 










−=
835
001
001
B , 










=
800
070
009
C , 










=
0100
0010
0001
D . 
Here matrix A is upper triangular, B is lower triangular, C is diagonal and 
D is nor diagonal, nor unit since D is not square. 
 
1.2. Operations on Matrices 
 
Since the matrices are tables of numbers It is natural to introduce some 
algebraic operations on them such as, for example, the addition, subtraction, 
multiplication and division.  
Definition. The algebraic sum of matrices A and B of identical sizes is called 
the matrix C=A+B of the same size with the elements defined as  
ijijij bac += , njmi ,1,,1 == . 
Chapter 1. Theory ◄ 
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Example. Let 





=
543
201
A , 





−
−
=
201
213
B . Then  






=





++−
−++
=





−
−
+





=+
742
014
250413
221031
201
213
543
201
BA . 
Definition. The result of multiplying a matrix nmijaA ,)(=  by a number k is a 
matrix nmijbB ,)(=  whose elements ijb  are k times the elements of A, i.e.  
ijij kab = , njmi ,1,,1 == . 
Note. The subtraction can be defined then in the following way  
C=A–B=A+(–1)B. 
Example. )639()23)1(333()213(3 −=⋅−⋅⋅=− . 
Basic properties of these operations: 
1. A+B=B+A (commutability) 
2. (A+B)+C=A+(B+C) (associability) 
3. (ks)A=k(sA)=s(kA) 
4. (k+s)A=kA+sA 
5. k(A+B)=kA+kB 
 
Definition. The matrix TA  obtained from the given matrix A by interchanging 
its rows with its columns is called the transposed matrix.  
Definition. The matrix A is called the symmetrical matrix if A=AT, i.e.  
njmiaa jiij ,1,,1 === . 
Definition. The matrix A is called skew-symmetric matrix if A = –AT, i.e.  
njmiaa jiij ,1,,1 ==−= . 
The definition of matrix multiplication is such that two matrices A and B 
can only be multiplied together to form their product AB when the number of 
columns of A is equal to the number of rows of B.  
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Definition. Product of the matrix A of the size m by n and the matrix B of the 
size n by p is the matrix C=AB of the size m by p with elements defined as 
njinjijiji
n
k
kjikij bababababac ++++==∑
=
332211
1
, pjmi ,1,,1 == . 
Note. To calculate the element ijc  of the matrix C=AB we use all elements of 
the first matrix from the row number i and all elements of the second matrix 
from the column number j. That is why the rule of matrix multiplication can be 
called the rule “row by column” and formulated in the following way: 
In order to get the element of the matrix C=AB situated in the ith row and 
jth column it is necessary to multiply all elements of the matrix A from ith row by 
the corresponding elements of the matrix B from jth column and then summarize 
the obtained products. 
Basic properties of the matrix multiplication: 
1. k(AB)=(kA)B=A(kB) 
2. (A+B)C=AC+BC, C(A+B)=CA+CB (distributivity) 
3. (AB)C=A(BC)  (associability) 
4. AE=A, EA=A 
5. (AB)T=BTAT 
In general case BAAB ≠ . Moreover, both AB and BA do not always exist 
at the same time. 
Definition. The matrixes A and B that satisfy the equality AB=BA are called the 
commute (or commuting or commutative) matrices. 
Definition. The matrix A to the power n is the matrix 
−−−−−−−−−−
⋅⋅⋅⋅⋅=
timesn
AAAAAC  . 
Example. Let us find the n-th power of the matrix A, where  










=
000
300
020
A . 
First, we are going to find several first powers of A to understand the rule. 
Chapter 1. Theory ◄ 
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









=










⋅+⋅+⋅⋅+⋅+⋅⋅+⋅+⋅
⋅+⋅+⋅⋅+⋅+⋅⋅+⋅+⋅
⋅+⋅+⋅⋅+⋅+⋅⋅+⋅+⋅
=
=




















=
000
000
600
003000000020000000
033000030020030000
003200000220000200
000
300
020
000
300
020
2A
; 










=










⋅+⋅+⋅⋅+⋅+⋅⋅+⋅+⋅
⋅+⋅+⋅⋅+⋅+⋅⋅+⋅+⋅
⋅+⋅+⋅⋅+⋅+⋅⋅+⋅+⋅
=
=




















=
000
000
000
003000000020000000
003000000020000000
063000060020060200
000
300
020
000
000
600
3A
. 
Since for any n such that n>3 33AAA nn −=  and 3A  is zero matrix then 0=nA  
for n>3. 
 
1.3. The Determinants of the Second and the Third Orders 
 
Any square matrix A of the nth order can be associated with some value 
(number) called a determinant of the nth order and signed as detA or |A|. 
Definition. Determinant of the second order 
2221
1211
aa
aa
 is a number 
corresponding to the square matrix 





=
2221
1211
aa
aa
A  and calculated by the formula: 
21122211
2221
1211det aaaa
aa
aa
A −== . 
Example. 71035231
35
21
−=−=⋅−⋅= . 
Definition. Determinant  of  the  third  order   
333231
232221
131211
aaa
aaa
aaa
   is  a  number  
► Rudnyeva G.V. Elements of Linear Algebra and Analytic Geometry 
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corresponding to the square matrix 










=
333231
232221
131211
aaa
aaa
aaa
A  and calculated by the 
formula: 
322311332112312213322113312312332211
333231
232221
131211
aaaaaaaaaaaaaaaaaa
aaa
aaa
aaa
A −−−++==
. 
 To remember this formula use the following “rule of triangles”: elements-
vertices of each triangle are factors in triples from the formula. Take the product 
with sign “+” if the corresponding triangle has side parallel to main diagonal of 
matrix and with sign “−” if it has side parallel to the secondary diagonal (Fig. 1).  
Notice that 2 triangles are singular. 
 
Figure 1. “Rule by triangles” to calculate the determinant of the third order. 
Example. 
.205032100
)1(5102213)1()1(2)1(152031
011
532
121
=+−+++=
=−⋅⋅−⋅⋅−⋅⋅−−−⋅⋅−+⋅⋅+⋅⋅=
−
−
 
 
1.4. The Determinant of the nth Order. Preliminary Idea 
 
 The determinant of the second order is the sum of two factorial terms 
where each one is the product of two elements of matrix taken by one from each 
row and each column with sign “+” or “–”.The determinant of the third order is 
Chapter 1. Theory ◄ 
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the sum of three factorial terms where each one is the product of three elements 
of matrix taken by one from each row and each column with sign “+” or “–”.  
It is natural to assume that the determinant of the nth order is the sum of n 
factorial terms where each one is the product of n elements of matrix taken by 
one from each row and each column with sign “+” or “–”. The only question is 
how to define sign for each product? To answer this question we introduce 
several new concepts. 
 
1.5. Permutations and Substitutions 
 
Definition. Permutation of numbers 1,2,3,…n (or any different numbers 
naaaa ,,, 321 ) is any arrangement of them in some order. 
Example. (1 2 3 4), (1 3 4 2), (2 3 1 4) are several different permutations of 
numbers 1,2,3,4. 
Note. Since any n numbers may be numbered by numbers 1,2,3,…n it is 
enough to investigate the properties of permutations of numbers 1,2,3,…n. 
Number of all possible permutations is equal to 1*2*3*…*n=n!.   
So, for example, number of all permutations of numbers 1,2,3,4 is 4!=24. 
Definition. Two numbers i and j in the permutation are said to create an 
inversion  if i>j and i is followed by j, i.e. the bigger number stands before the 
smaller one. 
Number of all inversions in the permutation ( )naaaa 321  we denote as 
( )naaaaN 321  or [ ]naaaa 321 . 
Example. Let us calculate number of inversions in the permutation (3 1 4 2). 
Number 3 forms 2 inversions with numbers 1 and 2 (they are less than 3 but 
situated after 3); number 1 forms 0 inversions with numbers 4 and 2 since 1 is 
less than 4 and 2; number 4 forms 1 inversion with number 2; number 2 forms 0 
inversions since it is the last number. So, [3 1 4 2]=2+0+1+0=3. 
► Rudnyeva G.V. Elements of Linear Algebra and Analytic Geometry 
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Definition. The permutation is called odd if the number of all its inversions is 
odd number. And this permutation is called even if the number of all its 
inversions is even number. 
 If you change 2 elements in a permutation by their places then you obtain 
new permutation. This action is called transposition. 
Theorem (about parity of permutation) Any transposition of permutation 
changes its parity, i.e. odd permutation becomes even and vice versa. 
Proof. Let us consider the transposition of the elements i and j.  
Suppose for the beginning that these elements stand side by side. After 
transposition all inversions with static elements will be saved since relational 
position of these elements with respect i and j will be the same, i.e. all smaller 
numbers from the right will stay to the right and all bigger numbers from the left 
will stay to the left of numbers i and j. So the only inversion could be changed is 
inversion between numbers i and j. If they formed an inversion before 
transposition, then they would not form it after and number of all transposition 
would be less by 1. If they did not then new inversion would appear after 
transposition. But in any case parity of transposition would be changed. 
 Suppose now that the elements i and j have s elements between them, i.e. 
the permutation looks like  
( ) jkkkki s321  or ( ) ikkkkj s321 . 
Let us consider the first variant. To change i and j by their places we 
should make s transposition of element i with neighbour elements skkkk ,,, 321 , 
one transposition of i and j and s transposition of j with neighbour elements 
skkkk ,,, 321 , i.e. we should make 2s+1 transpositions of neighbour elements. 
At that the parity of the initial permutation changes odd number times, i.e. the 
parity of new permutation is different from the parity of initial one.  
Similarly we can prove this statement for the permutation 
( ) ikkkkj s321 . Theorem is proven. 
Definition. One-to-one mapping F of the set of the first n natural numbers 
1,2,3,…n into itself is called the substitution of the nth order and written as  
Chapter 1. Theory ◄ 
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





=
niii
n
aaa
iii
F


21
21 , 
where the first row is the permutation of the numbers 1,2,3,…n and the second 
row is the permutation of their images. 
Note 1. There are n! different recording of the same substitution corresponding 
to n! different permutations of numbers 1,2,3,…n in the first row. New one can 
be obtained from another by transposition of the columns. 
Note 2. There are n! different substitutions of the nth order. They correspond to 
n! different permutations of numbers 1,2,3,…n in the second row when the first 
row is fixed.  
Example. Let us consider the following one-to-one mapping: 
                 F:  1  2 
                       2  4 
                       3  3 
                       4  1 
                       5  5 
It can be written, for example, as  






51342
54321
 or 





51324
54312
 or 





21354
14352
. 
Definition. The number of inversions of substitution is equal to the number of 
inversions in the upper permutation and in the lower permutation. 
Let us denote it as 





n
n
ssss
kkkk
N


321
321 . 
Then    
][][ 321321
321
321
nn
n
n sssskkkk
ssss
kkkk
N 


+=




 . 
Note. This number depends on the record of the substitution. 
Theorem (about parity of substitution) Parity of the number of inversions 
of substitution does not depend on its record. 
► Rudnyeva G.V. Elements of Linear Algebra and Analytic Geometry 
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Proof. New record can be obtained from another by transposition of the 
substitution columns. But at that you change two elements in the upper 
permutation and two elements in the lower permutation. It follows from 
Theorem 1 that parity of each permutation changes, i.e. the parity of sum is the 
same. Theorem is proven. 
Corollary. From the last two Theorems it follows that 
][][ )1()1(  ijji −−=− , 












−=−




ij
ij
ji
ji
ss
kk
Nss
kk
N
)1()1( . 
 
1.6. Definition of the Determinant of the nth Order 
 
 Consider an arbitrary square matrix 










=
nnnn
n
aaa
aaa
A



21
11211
. 
Definition. The determinant of the nth order of the square matrix A is the 
number 
∑ −= nnksksksksN aaaaA 332211)1(det , 
where N is the number of inversions of the substitution 





n
n
kkk
sss


21
21  and 
summarizing is completed by all possible substitutions of the nth order. 
Note 1. In every product we use elements given by one from each row and each 
column.  
Note 2. Number of terms in the sum is equal to n!.  
Note 3. We can change the order of elements in each product in the order of 
increasing the first or the second subscripts. Then we get new formulas to 
calculate the determinant of the nth order: 
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∑
∑
=−=
=−=












n
n
nn
n
n
njjj
jjj
n
N
ksksks
kkk
sss
N
aaa
aaaA






21
21
2211
21
21
21
21
)1(
)1(det
 
∑
∑
−=
=−= +
n
n
n
n
njjj
jjj
njjj
jjjn
aaa
aaa




21
21
21
21
21
][
21
][]21[
)1(
)1(
; 
∑
∑
=−=
=−=












niii
n
iii
N
ksksks
kkk
sss
N
n
n
nn
n
n
aaa
aaaA






21
21
21
21
2211
21
21
)1(
)1(det
∑
∑
−=
=−= +
niii
iii
niii
niii
n
n
n
n
aaa
aaa




21
][
21
]21[][
21
21
21
21
)1(
)1(
 
So we get 
∑ −= nn njjjjjjj aaaaA  32121 321][)1(det , 
∑ −= niiiiiii nn aaaaA  321][ 32121)1(det . 
Example. By means of the definition of the determinant find the formula of the 
determinant of the third order. 
Let us keep the first subscripts the same and consider all possible 
permutations of the second subscripts, i.e. we are going to use the second given 
above formula to calculate the determinant. 
Permutation 
(j1 j2 j3) 
Number of inversions 
[j1 j2 j3] 
Sign of 
][ 321)1(  j jj-  
Product 
321 321 jjj aaa  
(1 2 3) 0+0+0=0 + 332211 aaa  
(1 3 2) 0+1+0=1 – 322311 aaa  
(2 1 3) 1+0+0=1 – 332112 aaa  
(2 3 1) 1+1+0=2 + 312312 aaa  
(3 1 2) 2+0+0=2 + 322113 aaa  
(3 2 1) 2+1+0=3 – 312213 aaa  
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Thus  
=Adet 332211 aaa – 322311 aaa – 332112 aaa + 312312 aaa + 322113 aaa – 312213 aaa .  
So, we obtained the same expression as the given one in Section 1.3. 
 
1.7. Properties of the Determinant of the nth Order 
 
Property 1. TAA detdet = . 
Proof. ∑ −= nn njjjjjjj aaaaA  32121 321][)1(det . Let us denote elements of 
TA  as ija′ , njni ,1,,1 == . Then jiij aa =′ . 
By definition: 
=′′′′−= ∑ njjjjjjjT nn aaaaA  321][ 32121)1(det  
∑ −= nn njjjjjjj aaaa  32121 321][)1( . 
We obtained the same expression as for Adet . The property is proven. 
Note. All properties valid for the rows are valid for the columns. 
Property 2. The determinant of the matrix with zero-row or zero-column is 
equal to zero. 
Proof. Let the ith row be zero-row. Then 
∑∑
∑
==−=
=−=
.000)1(
)1(det
1
21
1
21
1
][
1
][
n
n
ni
n
njj
jjj
njijj
jjj
aa
aaaA




 
The property is proven. 
Property 3. If the determinant ∆′  is obtained from ∆  by changing any two 
rows by their places then ∆−=∆′ , i.e. at changing two rows by their places the 
sign of the determinant changes by the opposite one.  
Proof. Let us interchange the ith and the jth rows. If the product 
nnkkkk aaaa 321 321  is term of the determinant ∆  then it is the term of ∆′  as well, 
and vice versa. So, these determinants have the same terms. The only difference 
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can be in sign. But the signs of term 
nnji ksjkikk aaaa 11  in ∆  and ∆′  
depend on parities of 





nji kkkkk
nji
N


21
21
, 






nji kkkkk
nij
N


21
21
 , correspondingly, which are opposite by 
Theorem 1. It means that ∆−=∆′ . The property is proven. 
Property 4. The determinant with two identical rows (columns) is equal to 0.  
Proof. If we interchange these two identical rows in the determinant ∆  then 
new determinant ∆′  will be at the same time equal to ∆  and equal to –∆  by 
property 3.  
So 002 =∆⇒=∆⇒∆−=∆=∆′ . The property is proven. 
Property 5. If the determinants ∆  and ∆′  differ only in that the elements of 
some one row of ∆′  are equal to k times corresponding elements of ∆  then 
∆=∆′ k , i.e. you can take the common factor k of the row (column) elements out 
the determinant. 
Example. 
10262738))2(1311(38
113
21
219
213
41
19
213
7619
=⋅=−⋅−⋅=
−
⋅=
−
=
−
. 
Proof. Let the ith row in ∆′  have the elements iniii kakakaka ,,, 321 . Then 
=−=∆′ ∑ +− +− niiin njjiijjijjjj aakaaa  11121 111][ )()1(  
∑ ∆=−= −− −− kaaaaak niiin njjiijjijjjj  11121 111][)1( . 
The property is proven. 
Property 6. The determinant with two proportional rows (columns) is equal to 
zero.  
Proof. Suppose the ith and the jth rows are proportional. Then  
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== ]5property by[
)(
)(
21
21
21
11211
rowj
rowi
aaa
kakaka
aaa
aaa
th
th
nnnn
inii
inii
n







 
.0]4propertyby[
)(
)(
21
21
21
11211
===
rowj
rowi
aaa
aaa
aaa
aaa
k
th
th
nnnn
inii
inii
n







 
The property is proven. 
Property 7. Suppose each element of the ith row in the determinant ∆  is equal to 
sum ),1( njbca ijijij =+= . Then ∆′′+∆′=∆ , where ∆′  is obtained from ∆  by 
replacing its elements from ith row ija  by ijc  and ∆ ′′  is obtained from ∆  by 
replacing its elements from ith row ija  by ijb . 
Proof.  
=+−=∆ ∑ +− +− niiiin njjiijijjijjjj aabcaa  11121 111][ )()1(  
=+−=
+−+− +−+−∑ )()1( 11111121 111111][ niiiniiin njjiijjijnjjiijjijjjj aabaaaacaa 
 
+−=∑ +− +− niiin njjiijjijjjj aacaa  11121 111][)1(  
∆ ′′+∆′=−+∑ +− +− niiin njjiijjijjjj aabaa  11121 111][)1( . 
The property is proven. 
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Example.  
=
+
+
+
=
zzzz
yyyy
xxxx
zz
yy
xx
2222
2222
2222
22
22
22
sincossincos
sincossincos
sincossincos
sincos1
sincos1
sincos1
 
000]4pr.by[
sincossin
sincossin
sincossin
sincoscos
sincoscos
sincoscos
222
222
222
222
222
222
=+==+=
zzz
yyy
xxx
zzz
yyy
xxx
. 
 
Property 8. The value of the determinant does not change if one adds to the 
elements of one row of this determinant the corresponding elements of another 
row multiplied by some number.  
Proof.  
+==
+++
nnnn
inii
inii
n
th
th
nnnn
injnijij
inii
n
aaa
aaa
aaa
aaa
k
j
i
aaa
kaakaakaa
aaa
aaa














21
21
21
11211
21
2211
21
11211
]7,5pr.by[
)(
)(
 
nnnn
jnjj
inii
n
nnnn
jnjj
inii
n
nnnn
jnjj
inii
n
aaa
aaa
aaa
aaa
aaa
aaa
aaa
aaa
aaa
aaa
aaa
aaa





















21
21
21
11211
21
21
21
11211
21
21
21
11211
0]4pr.by[ =+==+ . 
The property is proven. 
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Property 9. If ∑
≠
=
==
n
ij
j
jsjis nsaka
1
),1(  in the determinant then it is equal to zero, 
i.e. if one of the row (column) in the determinant is a linear combination of other 
rows (columns) then this determinant is equal to zero.  
Proof. Without loss of generality we can assume that  
),1(
2
1 nsaka
n
j
jsjs == ∑
=
. 
Then  
==
∑∑∑
===
]7,5pr.by[
21
22221
22
2
2
1
nnnn
n
n
j
jnj
n
j
jj
n
j
jj
aaa
aaa
akakak



=∑
=
n
j
nnnn
n
jnjj
j
aaa
aaa
aaa
k
2
21
22221
21



00]4pr.by[
2
=== ∑
=
n
j
jk . The property is proven. 
Example. In the example to property 7 131211 11 aaa ⋅+⋅= , 232221 11 aaa ⋅+⋅= , 
333231 11 aaa ⋅+⋅= , i.e. the first column is linear combination (in this case just 
sum) of the others columns. By property 9 this determinant is equal to zero. 
Property 10. Let A and B be square matrices of the nth order. Then  
BAAB detdetdet = . 
Without proof. 
 
1.8. Algebraic Cofactors and Minors 
 
Definition. The minor ijM  of the element ija  of the determinant of the nth 
order is the determinant of the (n-1)th order obtained by removing from the 
initial determinant the ith row and the jth column, i.e. the row and the column of 
the element ija . 
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Definition. The algebraic cofactor (or just cofactor) ijA  of the element ija  of 
the determinant of the nth order is a number ij
ji M+− )1( . 
Example. For the determinant  
0203
1010
1234
4321
−
 
we have 
14214002)3(01201)3(12004
023
100
124
12 −=⋅⋅−⋅⋅−−⋅⋅−⋅⋅+−⋅⋅+⋅⋅=
−
=M , 
14)14()1()1( 12
21
12 =−⋅−=−=
+ MA . 
Theorem (about the determinant with the only nonzero element in some 
row) If the determinant has a special form where all elements except the element 
ija  in some row are equal to zero then this determinant is equal to the product of 
this element by its algebraic cofactor, i.e.  
( ) ijijijjiij
nnnjnn
ij
nj
AaMa
aaaa
a
aaaa
=−= +1000
21
111211





. 
Proof. Let us consider first the determinant of the following form: 
=−=∑ −− − nnnn nkknkkkkkk
nn
n
aaaa
a
aaaa
121
121
121
][
1131211
)1(
000




  
=[Since the only non-zero element in the nth row is at nkn = ]= 
=−=∑ −− − nnknkknkkk aaaa nn 121121 121][)1(   
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=−= ∑ −− − 121121 121][)1( nn knkknkkknn aaaa   
=−= ∑ −− − 1211n21 121]kkk[)1( nknkknn aaaa   
nnnnnn
nn
nnnnnn AaMaMa =−==
+)1( . 
So, for this case the theorem is proven.  
Let us consider an arbitrary determinant satisfying the mentioned above 
condition. To put non-zero element ija  on the place nn,  we should make (n-i) 
interchange of the ith row with all lower rows and (n-j) interchange of the jth 
column with all columns to the right: 
→−→
↓
−
↓
)(
000
)(
21
111211
jn
aaaa
a
aaaa
in
nnnjnn
ij
nj





. 
After these actions the determinant of the (n-1)th order in the upper left corner 
will be exactly the minor of the element ija . And accordingly to the proven 
before case, the obtained determinant ∆′  will be equal to ijijMa . 
So, ijijijij
jijijinjnin AaMa =−=∆′−=∆′−=∆′−−=∆ ++−−−− )1()1()1()1()1( 2 .  
Theorem is proven. 
Theorem (Expansion of the determinant by cofactors) The value of the 
determinant is equal to the sum of products of the elements of any row (column) 
by their cofactors. The determinant does not depend on the choice of the row 
(column). 
Proof. Let us consider the determinant of the nth order and present all elements 
of kth row as sum of (n-1) zeros and the element: 
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=++++++++++++++++
nnnnn
knkkk
n
aaaa
aaaa
aaaa





321
321
1131211
000000000000   
=[by property 7]=  
=+++
nnnnn
kn
n
nnnnn
k
n
nnnnn
k
n
aaaa
a
aaaa
aaaa
a
aaaa
aaaa
a
aaaa
















321
1131211
321
2
1131211
321
1
1131211
000000000  
=[by the previous Theorem]= knknkkkkkk AaAaAaAa ++++ 332211 . Theorem is 
proven. 
Note 1. Described in the theorem way to calculate the determinant could be 
called also as Expansion of the determinant along the row or Expansion of the 
determinant down the column. 
Note 2. It follows from the Theorem that to calculate the determinant of the nth 
order we should calculate n determinants of the (n-1)th order: 
∑
=
=++++=
n
i
kikiknknkkkkkk
nnnnn
knkkk
n
AaAaAaAaAa
aaaa
aaaa
aaaa
1
332211
321
321
1131211






; 
∑
=
=++++=
n
i
isisnsnsssssss
nnnnn
knkkk
n
AaAaAaAaAa
aaaa
aaaa
aaaa
1
332211
321
321
1131211






. 
Since we can choose any row (column), to simplify calculations it will be 
better to choose row (column) with maximum number of zero elements. 
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To increase the number of zeros in the row (column) use property 8 of the 
determinants. 
Example. Calculate the determinant: 
=
− 0203
1012
1234
4321
 
=[Let us add to the elements of the first column the corresponding elements of 
the forth one multiplied by (−2) and to the elements of the second column the 
corresponding elements of the forth one multiplied by (−1)]= 
=
−
−−
=
−−−
−−
−−
−−
=
0203
1000
1222
4327
020003
101122
121324
434281
 
=[Let us expand it along the third row]= 
=
−
−−
−⋅+++=+++= +
203
222
327
)1(1000 433434333332323131 AaAaAaAa  
=[Let us add to the elements of the first row the elements of the second and use 
property 5]= 
=
−
−
−=
203
111
505
2 =++=
−
−
)(10
203
111
101
10 323222221212 AaAaAa  
.10)32(10
23
11
)1(110 22 −=−=
−
−
−⋅⋅= +  
Theorem (about the sum of products of the elements of any row/column 
by cofactors of the elements from another row/column) The sum of 
products of the elements of any row (column) by the cofactors of the 
corresponding elements of other row (column) is equal to zero.  
Proof. Let us consider the sum of products of the elements of the ith row by 
cofactors of the jth row: 
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[ ]==++++ Theorem previousBy332211 jninjijiji AaAaAaAa   
0]pr.4by[
)(
)(
21
21
21
11211
===
rowj
rowi
aaa
aaa
aaa
aaa
th
th
nnnn
inii
inii
n







 
Theorem is proven. 
1.9. Rule by Cramer 
 
Let us consider the system of linear algebraic equations (SLAE) with n 
equations and n unknowns: 







=+++
=+++
=+++
nnnnnn
nn
nn
bxaxaxa
bxaxaxa
bxaxaxa




2211
22222121
11212111
 
and introduce next notations: 
nnn
n
aa
aa



1
111
=∆  (It is a determinant of the system consisting of the coefficients 
of unknowns); 
∑
=
=+++==∆
n
i
iinn
nnnnn
n
n
AbAbAbAb
aaab
aaab
aaab
1
11212111
32
223222
113121
1 




; 
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∑
=
=+++==∆
n
i
iinn
nnnnn
n
n
AbAbAbAb
aaba
aaba
aaba
1
22222121
31
223221
113111
2 




; 
… 
∑
=
=+++==∆
n
i
ininnnnn
nnnn
n AbAbAbAb
baaa
baaa
baaa
1
2211
321
2232221
1131211





. 
 Let us multiply the first equation of the given above system by 11A , the 
second equation by 21A , the third by 31A , … the nth by 1nA  and summarize these 
products collecting similar terms: 
+++++ )( 113131212111111 nn AaAaAaAax   
+++++ )( 123132212211122 nn AaAaAaAax   
+++++ )( 133133212311133 nn AaAaAaAax   
… 
=+++++ )( 1313212111 nnnnnnn AaAaAaAax   
1212111 nn AbAbAb +++=  . 
 By two last Theorems of the previous section we have from above: 






∆
∆
=≠∆⇒∆=∆⇔∆=++++∆ 11111321 then0if000 xxxxxx n . 
 In the same way if one multiplies the first equation of the system by kA1 , 
the second equation by kA2 , the third by kA3 , … the nth by nkA  one has: 
1 1 10 0 0 0k k k n k k kx x x x x x− ++ + + ∆ + + + = ∆ ⇔ ∆ = ∆ ⇒   
∆
∆
=≠∆⇒ kkxthen0if . 
 So we proved the following theorem: 
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Theorem (Rule by Cramer) If the determinant of the SLAE with n equations 
and n variables is not equal to zero then this SLAE has the only solution 
evaluated by formulas: 
nkx kk ,1, =∆
∆
= . 
Example. Solve the system 





=−−
=−+
=+
54
523
12
321
321
21
xxx
xxx
xx
. 
Let us find the determinant of the system ∆ : 
142240044
411
213
021
=−+−+−−=
−−
−=∆ . 
Since the determinant is not equal to zero we can use the rule by Cramer: 
1424000204
415
215
021
1 =−+−+−−=
−−
−=∆ , 
0101200220
451
253
011
2 =+++−−−=
−
−=∆ , 
1453013105
511
513
121
3 −=+−−−+=
−
=∆ . 
So, 1
14
14,0
14
0,1
14
14 3
3
2
2
1
1 −=
−
=
∆
∆
===
∆
∆
===
∆
∆
= xxx . 
 
1.10. Inverse Matrix 
 
Definition. Square matrix A is called a non-singular matrix if 0det ≠A . In 
other case it is called a singular.  
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Definition. Matrix 1−A  is called an inverse matrix to the square matrix A if 
EAAAA == −− 11 . 
Example. Suppose 




 −
=
tt
tt
A
cossin
sincos
,  






−
=





−−
−−−
=
tt
tt
tt
tt
B
cossin
sincos
)cos()sin(
)sin()cos(
. 
Then 
=





−





 −
=
tt
tt
tt
tt
AB
cossin
sincos
cossin
sincos
 






=





+−
−+
=
10
01
cossinsincoscossin
cossinsincossincos
22
22
tttttt
tttttt , 
=




 −






−
=
tt
tt
tt
tt
BA
cossin
sincos
cossin
sincos
 






=





++−
+−+
=
10
01
cossinsincoscossin
cossinsincossincos
22
22
tttttt
tttttt . 
Thus, 1−= AB . 
Definition. Matrix 












=
nnnn
n
n
cof
AAA
AAA
AAA
A




21
22221
11211
 is called the cofactor matrix 
of the square matrix A.  
Definition. Matrix 












==
nnnn
n
n
Tcofad
AAA
AAA
AAA
AA
21
22212
12111
)(


 is called the adjoint 
matrix of the matrix A. 
Theorem (Necessary condition for the matrix to have an inverse matrix) 
If matrix A has an inverse matrix 1−A  then 0det ≠A . 
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Proof. Let us prove the theorem from the contrary. Let 0det =A . By property 
10 of the determinants: 
0det0detdet)det(det1 111 ===== −−− AAAAAE . We got contradiction.  
Theorem is proven. 
Theorem (Sufficient condition for the matrix to have an inverse matrix) 
Any non-singular matrix A has an inverse matrix and only one.  
Proof. Let us prove that matrix adA
A
B
det
1
=  is inverse matrix to the matrix A. 
=
























=
nnnn
n
n
nnnn
n
n
AAA
AAA
AAA
A
aaa
aaa
aaa
AB
21
22212
12111
21
22221
11211
det
1






 
=
























nnnn
n
n
nnnn
n
n
AAA
AAA
AAA
aaa
aaa
aaa
A
21
22212
12111
21
22221
11211
det
1






 
=[by Theorem on determinant decomposition and Theorem about sum of 
products of row/column elements by algebraic cofactors of elements from 
another row/columns]= 
E
A
A
A
A
=












=












=
100
010
001
det00
0det0
00det
det
1








. 
In the same way it can be proven that EBA = .  
It means that B is inverse matrix of A. Let us prove that A does not have 
another inverse matrices.  
Suppose C is another inverse matrix of A, i.e. EBAAB ==  and 
EACCA == . Then BEBCABCEC ==== . 
It means that B is the only inverse matrix. Theorem is proven. 
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So 












=












=−
nnnn
n
n
T
nnnn
n
n
AAA
AAA
AAA
A
AAA
AAA
AAA
A
A
21
22212
12111
21
22221
11211
1
det
1
det
1






 if 0det ≠A . 
 By means of the obtained above formula for inverse matrix It is simple to 
prove the following properties of the inverse matrices: 
1. ( ) AA =−− 11 ; 
2. ( ) ( )TT AA 11 −− = ; 
3. ( ) 111 −−− = ABAB ; 
4. ( ) 11 detdet −− = AA . 
 
1.11. Solving the Matrix Equations by Means of Inverse Matrix 
 
Let us consider three types of matrix equations. 
Type 1. BAX = , where A is square non-singular matrix. 
By the second theorem of the previous section A has an inverse matrix 1−A . Let 
us multiply the equation by 1−A  from the left. Then  
BAXBAEXBAAXABAX 1111 −−−− =⇔=⇔=⇔= . 
Type 2. BXA = , where A is square non-singular matrix. 
By the second theorem of the previous section A has an inverse matrix 1−A . Let 
us multiply the equation by 1−A  from the right. Then  
1111 −−−− =⇔=⇔=⇔= BAXBAXEBAXAABXA . 
Type 3. BAXC = , where A and C are square non-singular matrix. 
By the second theorem of the previous section A and C have the inverse 
matrices. Let us multiply the equation by 1−A  from the left and by 1−C  from the 
right. Then  
111111 −−−−−− =⇔=⇔= BCAXBCAAXCCABAXC . 
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Example. Solve the system  





=−−
=−+
=+
54
523
12
321
321
21
xxx
xxx
xx
. 
Let us introduce some matrices:  










−−
−=
411
213
021
A , i.e. the matrix of the system; 










=
5
5
1
B , i.e. the column matrix of right sides; 










=
3
2
1
x
x
x
X , i.e. the column matrix of the unknowns. 
Then the initial system can be rewritten in the form  
AX=B. 
Since the determinant of the matrix A  
0142240044
411
213
021
det ≠=−+−+−−=
−−
−=A  
we can use the inverse matrix 1−A  to obtain the solution of the system (Type 1). 
Let us calculate all cofactors of the matrix A: 
( ) 6
41
21
1 1111 −=−−
−
−= +A , ( ) 8
41
02
1 1221 =−−
−= +A ,  ( ) 4
21
02
1 1331 −=−
−= +A ; 
( ) 10
41
23
1 2112 =−
−
−= +A ,   ( ) 4
41
01
1 2222 −=−
−= +A , ( ) 2
23
01
1 2332 =−
−= +A ; 
( ) 4
11
13
1 3113 −=−
−= +A ,   ( ) 3
11
21
1 3223 =−
−= +A ,     ( ) 5
13
21
1 3333 −=−=
+A . 
So  
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









−−
−
−−
=−
534
2410
486
14
11A ; 










−
=










−
=










−+−
+−
−+−
=




















−−
−
−−
== −
1
0
1
14
0
14
14
1
25154
102010
20406
14
1
5
5
1
534
2410
486
14
11BAX , 
i.e. 11 =x , 02 =x , 13 −=x . 
 
1.12. Concept of Linear Dependence 
 
Let us denote each row of the matrix A of the size m by n as ),1( mkek = , i.e. 
( )naaae 112111 = , 
( )naaae 222212 = , 
… 
( )knkkk aaae 21= , 
… 
( )nnnnn aaae 21=  
and each column of this matrix as ),1( nktk = , i.e. 












=
1
21
11
1
na
a
a
t

, 












=
2
22
12
2
na
a
a
t

, …, 












=
nk
k
k
k
a
a
a
t

2
1
, …, 












=
nn
n
n
n
a
a
a
t

2
1
. 
Definition. Expression mmeeee α++α+α+α 332211 , where ),1( mkk =α  are 
real numbers, is called linear combination of rows. Expression 
nntttt γ++γ+γ+γ 332211 , where ),1( mkk =γ  are real numbers, is called 
linear combination of columns.  
Definition. Rows of the matrix are linearly dependent (LD) if there is some 
zero linear combination of the rows with at least one nonzero coefficient, i.e. 
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meee ,,, 21   are LD ( )0:and0 00332211 ≠α∃=α++α+α+α⇔ imm ieeee  . 
Definition. Rows of the matrix are linearly independent (LI) if any linear 
combination equal to zero has zero coefficients, i.e. 
meee ,,, 21   are LI ( )ieeee imm ∀=α⇒=α++α+α+α⇔ 00332211  . 
Note. The same definitions of linear dependence and linear independence can 
be introduced for columns. 
Example. Let us consider matrix 









−
=
1292
654
321
A . Here 
( ) ( ) ( ) 213 265432121292 eee +=+−== . Thus, 02 321 =−+ eee . We 
have linear combination of the rows equal to zero. But 021 ≠=α , 012 ≠=α , 
013 ≠−=α . It means that rows of this matrix are LD. 
Theorem (Criterion of linear dependence for the rows) For rows of the 
matrix to be linearly dependent it is necessary and sufficient that one of them is 
linear combination of other rows. 
Proof. Necess i ty.  We know that rows of the matrix are linearly dependent. 
We should proof that one of them is linear combination of other rows. Suppose 
we have some zero linear combination of rows. From definition of linear 
dependence we know that at least one coefficient is not equal to zero. Suppose it 
has number k, i.e. 0≠αk . Let us divide zero expression by kα−  and express 
the row ke  from the obtained equation: 
⇔=α++α++α+α 02211 mmkk eeee   
02211 =α
α
−−−−
α
α
−
α
α
−⇔ m
k
m
k
kk
eeee   
⇔=
α
α
−−
α
α
−
α
α
−−
α
α
−
α
α
−=⇔ +
+
−
− 01
1
1
1
2
2
1
1
m
k
m
k
k
k
k
k
k
kk
k eeeeee   
∑
≠
= α
α
−=⇔
m
ki
i
i
k
i
k ee
1
. 
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Necessity is proven. 
Suff ic iency.  Let ∑
≠
=
γ=
m
ki
i
iik ee
1
. We should prove that rows are linearly 
dependent. Let us put ke  to the right of the last equation. So we have 
k
m
ki
i
ii ee −γ=∑
≠
=1
0 , i.e. zero linear combination of all rows with the coefficient 
01≠−=γk . From definition of linear dependence it follows that the rows are 
LD. Theorem is proven. 
 
1.13. Rank of the Matrix 
 
Definition. Minor of the k-th order kM  of the matrix A of the size m by n 
( ),min(0 nmk ≤≤ ) is the determinant consisting of the elements standing in the 
intersection of any k rows and any k columns of the matrix A. 
Example. 










−
−
−
=
97568
01132
30421
A .  
The determinant 37
78
01
2 =−
=M  with elements from the first and the third 
rows and the first and the forth columns of A is one of the minors of the second 
order. 
Definition. Rank of the matrix A is a maximum order of nontrivial (nonzero) 
minors of the matrix A. It is denoted as )(Arg  or )(Ar .  
Example. 










=
975
654
321
A . The biggest order of the existing minor is 3.  
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0
630
630
321
975
654
321
3 =
−−
−−==M , 0385
54
21
2 ≠−=−==M .  
Thus, 2)( =Arg . 
Definition. Suppose )(Arr = . Nonzero minor of rth order is called the basic 
minor and rows and columns of the matrix A composing this minor are called 
the basic rows and columns.  
Note. Sometimes there are several basic minors in the matrix A. 
Theorem (about basic minor)  The following statements are valid: 
(i) Basic rows (columns) are linearly independent; 
(ii) Any row (column) of matrix A is a linear combination of basic rows 
(columns). 
Proof. (i): Let us assume that basic rows are linearly dependent. It means that 
one of the rows in the basic minor is linear combination of other rows. From 
property 9 of the determinants it follows that basic minor is equal to zero. We 
got contradiction with definition of the basic minor. Statement (i) is proven. 
(ii): Without loss of generality we can assume that basic minor is situated in the 
upper left corner of the matrix A. So, 
0
1
111
≠=
rrr
r
r
aa
aa
M



, where )(Arr = . 
Let us consider the following determinant obtained from rM  by adding the 
corresponding elements of kth row and jth column of A: 
kjkrkk
rjrrrr
jr
jrr
aaaa
aaaa
aaaa
aaaa





21
21
222221
11211
=∆ . 
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There are two situations: 
1) rj ≤  or rk ≤ . Then we have two identical rows or columns in the 
determinant, i.e. 0=∆ . 
2) rj >  and rk > . Then ∆  is a minor of the (r+1)th order of A and equal to zero 
since r is maximum order of nonzero minors. 
Thus, in any case 0=∆ . Let us expand this determinant down the (r+1)th 
column: 
1 1 1 2 2 1 1 1 10 j r j r rj r r kj r ra A a A a A a A+ + + + += + + + + =  
1 1 1 2 2 1 1j r j r rj r r kj ra A a A a A a M+ + += + + + + . 
Since 0≠rM , It follows that 
1 1 1
10 r rrj rj kj
r r
A Aa a a
M M
+ += + + + ⇔  
rjrjj
r
rr
rj
r
r
jkj aaaM
Aa
M
Aaa γ+γ+γ=−−−=⇔ ++  22111111 , 
where coefficients iγ  depend on the elements of the kth row and does not depend 
on the elements of the jth column. Thus, each element of the kth row is linear 
combination of the corresponding elements of basic rows, i.e. the kth row is 
linear combination of basic rows.  
In similar way we can prove these statements for the columns. Theorem is 
proven. 
Note. It follows from the theorem that the rank of the matrix is equal to the 
maximum number of linearly independent rows (columns) of this matrix. 
 
1.14. Elementary Row Operations and Column Operations 
 
Elementary row operations and column operations are a simple set of 
matrix operations that can be used to reduce a matrix to the row echelon form or 
column echelon form. 
Chapter 1. Theory ◄ 
 
37 
 
Definition. A matrix (whether square or rectangular) is in the row echelon 
form if:  
• The first nonzero element of each nonzero row occurs in a column to the 
right of the first nonzero element in the previous row.  
• Rows that are completely zero occur last. 
Definition. A matrix is in the row reduced echelon form if it is in the row 
echelon form, and it is also true that:  
• Each nonzero row has 1 as its first nonzero element. 
• Each column containing a leading 1 has no other nonzero elements.  
Definition. A matrix (whether square or rectangular) is in the column echelon 
form if:  
• The first nonzero element of each nonzero column occurs in a row below 
the first nonzero element in the previous column.  
• Columns that are completely zero occur last.  
Definition. A matrix is in the column reduced echelon form if it is in the 
column echelon form, and it is also true that:  
• Each nonzero column has 1 as its first nonzero element. 
• Each row containing a leading 1 has no other nonzero entries.  
Note 1. Matrix in the column echelon form or row echelon form has a form of 
echelon prism or trapezoidal form.  
Note 2. The transposed matrix of the row echelon form has column echelon 
form and vice versa. 
Theorem (about the rank of matrix in row/column echelon form) The 
rank of matrix in row(column) echelon form is equal to the number of nonzero 
rows (columns) of this matrix. 
Proof. Suppose the matrix has a row echelon form and the number of nonzero 
rows is equal to r. To proof this theorem we should find the nonzero minor of 
the r-th order and to show that all minors of the bigger order are equal to zero.  
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Since there are only r nonzero rows then each minor of the bigger order if 
it exists has zero-row and thus it is equal to zero. 
Let us consider the following determinant of the rth order with elements 
from the first r nonzero rows where: the kth column is the column consisting of 
the elements of the column of the first nonzero element of kth row, k varies from 
1 to r. At this choice of columns we get the upper triangular determinant with 
nonzero elements on the main diagonal, i.e. nonzero determinant of the rth order. 
It means that rank of the matrix is equal to r.  
In the similar way this theorem can be proven for the matrices in the 
column echelon form. Theorem is proven. 
Example. Let us consider the following matrices 














=
30000
04000
13200
54321
A , 












=
957
310
022
001
B , 












=
957
010
002
001
C , 












−
=
2300
4100
3210
4321
D . 
Matrix A has a row echelon form and matrices B and C have the column 
echelon form. Matrix D is not in the row echelon form since in other case under 
the element 1 from the third row it has to be zero element in the fourth row. 
The three elementary row operations include:  
• interchange of any two rows;  
• multiplication of any row by a nonzero number;  
• addition of any row multiplied by a nonzero number to another row.  
The three elementary column operations include:  
• interchange of any two columns;  
• multiplication of any column by a nonzero number;  
• addition of any column multiplied by a nonzero number to another 
column.  
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Definition. The row operations, the column operations and the operation of 
matrix transposition are called together the elementary matrix manipulations 
(transformations). 
Definition. If matrix B is obtained from matrix A by elementary matrix 
manipulations then matrices A and B are called equivalent matrices and this 
relation of equivalence is denoted as A~B. 
Note. It is obvious that matrix A can be obtained from B by the set of 
elementary manipulations which are inverse to initial manipulations applied to A 
to get B. 
Theorem (about ranks of equivalent matrices) If matrices A and B are 
equivalent matrices then their ranks are equal. 
Proof. Since all elementary matrix manipulations can not vanish the basic 
minor of matrix A according to determinant properties, then this determinant 
will be nonzero in the matrix B. Let matrix B have the nonzero minor of the 
bigger order then order of basic minor in A. But it means that this determinant is 
nonzero in the matrix A, too. We got the contradiction with the definition of 
basic minor. Theorem is proven. 
Corollary. Since the rank of the matrix does not change after elementary matrix 
manipulations we reduce a matrix to the row echelon form or column echelon 
form, because once this form is computed, it is easier to determine the rank. 
Example. ~
35131
57113
23011










−−−
−
−
=A [we add the first row multiplied by 
(−3) to the second row and then add the same row multiplied by 1 to the third 
row]~ 
~
12120
12120
23011
~










−−
−−
−
  
~[we add to the third row the second one multiplied by (−1)]~ 
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









−−
−
00000
12120
23011
~ . 
We used only elementary row operations to get matrix in the row echelon 
form. Since there are two nonzero rows the rank of this matrix is equal to 2. 
In this case the minor 
20
11 −
, for example, can be chosen as basic minor.  
 
1.15. The Theorem by Kronecker-Kapelly 
 
Let us consider the system of m linear algebraic equations (SLAE) with n 
unknown variables: 







=++++
=++++
=++++
mnmnmmm
nn
nn
bxaxaxaxa
bxaxaxaxa
bxaxaxaxa




332211
22323222121
11313212111
 
If 










=
mnm
n
aa
aa
A



1
111
, 










=
nx
x
X 
1
, 










=
mb
b
B 
1
, it  is i-th column of matrix 
A, then the above system can be rewritten in the following equivalent forms: 
BAX =            or          Bxtxtxtxt nn =++++ 332211 . 
Matrix A is called the matrix of the system, B is a column of right sides, X 
is a column of unknowns. 
Definition. If 0≠B  then the system is called inhomogeneous. In other case, 
i.e. 0=B , it is called homogeneous. 
Definition. Any set of numbers nnxxx α=α=α= ,,, 2211   is called a solution 
of the system if after substituting of these numbers in the system one obtains the 
identity.  
Definition. If the system has a solution then it is called a compatible system. 
Chapter 1. Theory ◄ 
 
41 
 
Definition. If the system has no solutions then it is called an incompatible 
system. 
Definition. If the system has the only solution then it is called a definite 
system. 
Definition. If the system has more then one solution then it is called an 
indefinite system. 
Definition. Matrix 










=
mmnm
n
baa
baa
A



1
1111
*  is called an extended matrix of 
the system. 
Note. To differ elements of the matrix A from elements of the matrix B the 
extended matrix *A  is usually written down as 










=
mmnm
n
b
b
aa
aa
A 


 1
1
111
* . 
Theorem (Theorem by Kronecker-Kapelly) In order to SLAE be compatible 
it is necessary and sufficient for the ranks of matrices A and *A  to be equal, i.e. 
)()( *ArgArg = . 
Proof. Necess i ty: SLAE has a solution nnxxx α=α=α= ,,, 2211  . From the 
third record of system we have 
Btttt nn =α++α+α+α 332211 , 
i.e. B which is the last column of *A  is linear combination of the other columns 
of *A . It means that B does not increase the number of linear independent 
columns of *A  with respect to A, so )()( *ArgArg = . 
Suff ic iency: rArgArg == )()( * . It means that basic minor of A can be 
chosen as basic minor of *A . But from the theorem about basic rows and 
columns it means that B is a linear combination of the basic columns, i.e. of 
some columns of A: 
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Bttt
rr iiiiii =α++α+α 2211 . 
Let us complete the sum from the left side of expression to full sum of columns 
by missing columns multiplied by zeros. Then according to the definition of the 
solution the coefficients of the obtained sum are solution of the system and the 
system is compatible. Theorem is proven. 
Note. It is simple to prove by means of the rule by Cramer that: 
• If nArgArg == )()( *  then system is definite; 
• If nArgArg <= )()( *  then system is indefinite. 
Let us demonstrate the second statement on the next example. 
Example 1. Let us solve the system  
1 2 3 4
1 2 3 4
2 3 4,
2 4 2 3.
x x x x
x x x x
− + − =
− + − + = −
 
Since the number of unknowns is greater than the number of equations 
then nArg <)(  and if there are any solutions then the system is indefinite. Let us 
write down the extended matrix of the system 






−−−
−−
=
3
4
2142
1321*A . 
044
42
21
=−=
−
−
,  
but 
0561
12
31
≠=+−=
−−
. 
Thus 42)()( * =<== nArgArg  and system is compatible and indefinite. 
Let us rewrite the system by leaving to the left only the unknowns 
corresponding to basic columns:  



−−−=−−
++=+
4231
4231
2432
243
xxxx
xxxx
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Since the determinant of the obtained system for variables 31, xx  is not 
equal to zero it can be solved by rule by Cramer. 
42
424242
42
1 215
)243(324
12
31
1243
324
xxxxxx
xx
xx
x ++=−−−−−−−=
−−
−−−−
++
= , 
1
5
)24(2243
12
31
2432
241
424242
42
3 =
+++−−−
=
−−
−−−−
++
=
xxxxxx
xx
x , 
42 , xx  are arbitrary.  
Note, that some unknowns are expressed through the others. By assigning any 
values to 42 , xx  we get a lot of particular solutions of this system. 
Example 2. Let us solve the system  
1 2 3 4
1 2 3 4
1 2 3 4
2 3 4,
2 4 2 3,
2 2 1.
x x x x
x x x x
x x x x
− + − =
− + − + = −
− + + + =
 
We will write down the extended matrix of the system and by means of 
elementary row operations reduce this matrix to row echelon form. Since we 
work only with rows what is equivalent to elementary operations (summarizing, 
adding, subtracting, multiplying by nonzero numbers, changing of the order) on 
equations, the system stays the same. 









 −−









 −−










−
−
−−
−−
=
0
1
4
0000
0100
1321
~
5
5
4
0500
0500
1321
~
1
3
4
1221
2142
1321
*A . 
Since 42)()( * =<== nArgArg  the system is compatible and indefinite. 
It is appeared that the third equation in the initial system is linear 
combination of others equations. So to find solution it is enough to consider only 
the first two equations what was done in the Example 1.  
► Rudnyeva G.V. Elements of Linear Algebra and Analytic Geometry 
 
44 
 
To check the result we write down the system corresponding to the last 
extended matrix and compare solutions: 



=+++
=−+−
10100
432
4321
4321
xxxx
xxxx
 ⇔   
⇔  



=
=−+−
1
432
3
4321
x
xxxx
 ⇔  
⇔   



=
+−+=
1
324
3
4321
x
xxxx
⇔   
⇔   



=
++=
1
21
3
421
x
xxx
    42 , xx  are arbitrary. 
Note 1. The solution of the indefinite system written as function of some 
arbitrary values is called the general solution of the system. Any solution 
calculated from general by substituting some certain values instead of arbitrary 
ones is called the particular solution. 
Note 2. The plan to investigate the SLAE on compatibility can be described by 
the following diagram: 
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1.16. Homogeneous Systems  
Construction of the Fundamental System of Solutions 
 
 Let us consider the homogeneous system of m linear algebraic equations 
with n unknown variables  







=+++
=+++
=+++
0
0
0
2211
2222121
1212111
nmnmm
nn
nn
xaxaxa
xaxaxa
xaxaxa




    or    0=AX     or    02211 =+++ nn xtxtxt   
Since 0=B  in the homogeneous system (HS) and zero column does not 
increase the number of linear independent columns in the extended matrix with 
respect to matrix of the system, the homogeneous system is always compatible. 
 Actually, It is obvious, since the homogeneous system always has a zero 
(trivial) solution. The question is when does it have nontrivial solution? 
Theorem. For the homogeneous system to have nontrivial solution it is 
necessary and sufficient that nArg <)( . 
Proof. Necess i ty:  If we have nontrivial solution then 
0332211 =α++α+α+α nntttt  , 0|||||| 21 ≠α++α+α n . 
But it means that columns of the matrix A are linear dependent so nArg ≠)(  and 
thus nArg <)( . 
Suff ic iency:  If nArg <)(  then n columns of the matrix A are linear 
dependent and there is a set of numbers such that 
0|||||| 21 ≠α++α+α n  and 0332211 =α++α+α+α nntttt  . 
It means that this set of numbers is a nontrivial solution of the system. Theorem 
is proven. 
Note. It follows from the theorem, that for the homogeneous system of n 
equations with n variables to have nontrivial solution it is necessary and 
sufficient that the determinant of the system matrix is equal to zero, i.e. the 
homogeneous system with square matrix is indefinite if and only if 0)det( =A . 
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 So, if nArg <)(  then the system 0=AX  is indefinite and has infinite 
number of solutions. But how many of them are linearly independent? 
Note 1. When we say about the linear dependence of solutions we consider 
solutions as columns 










α
α
=










nnx
x

11
 and investigate linear dependence of 
columns. 
Note 2.  Linear combination of the solutions of homogeneous system is also a 
solution of this system. Indeed, suppose 21,YY  are the solutions of the system 
0=AX , i.e. 01 =AY , 02 =AY . Then  
000)()()( 212121 =β+α=β+α=β+α=β+α AYAYYAYAYYA , 
i.e. 21 YY β+α  is also a solution. 
Definition. Fundamental system of solutions (FSS) of the homogeneous 
system is any maximum set of linearly independent solutions. 
Note. It follows from the definition that: 
1) Only indefinite homogeneous systems have FSS. 
2) Choice of the FSS is not unique. 
Theorem (About Fundamental System of Solutions) 
(i) If nArgr <= )(  then the homogeneous system has a fundamental system of 
(n-r) solutions; 
(ii) Any solution of the system is a linear combination solutions from FSS. 
Proof. Suppose the basic minor stands in the upper left corner of the matrix A. 
Then the first r rows are linearly independent and all other rows (equations) are 
linear combination of the basic rows and, thus, do not contain helpful 
information to find a solution. So let us consider only the first r rows written in 
the following form: 
n
rn
n
r
rr
r
r
rr
r
rr
x
a
a
x
a
a
x
a
a
x
a
a
x
a
a










−−










−=










++










+










+
+
+

1
1
1
111
2
2
12
1
1
11
. 
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The determinant of the obtained system for the unknowns rxxx ,,, 21   is not 
equal to zero, i.e. it is basic minor, and we can find values of the unknowns 
rxxx ,,, 21   as functions of other unknowns by means of rule by Cramer. In this 
case substituting instead of unknowns nrr xxx ,,, 21 ++  some values, we get 
particular solutions of the initial system. Let us consider the following set of (n-
r) particular solutions: 




























α
α
α
=⇒
=
=
=
=
+
+
+
0
0
0
1
0
0
0
1
1
12
11
13
2
1



r
n
r
r
r
X
x
x
x
x
, 




























α
α
α
=⇒
=
=
=
=
+
+
+
0
0
1
0
0
0
1
0
2
22
21
23
2
1



r
n
r
r
r
X
x
x
x
x
, 




























α
α
α
=⇒
=
=
=
=
+
+
+
0
1
0
0
0
1
0
0
3
32
31
33
2
1



r
n
r
r
r
X
x
x
x
x
, 
…,




























α
α
α
=⇒
=
=
=
=
−
−
−
−+
+
+
1
0
0
0
1
0
0
0
2
1
3
2
1



rrn
rn
rn
rn
n
r
r
r
X
x
x
x
x
. 
The matrix of the order n by (n-r) constructed on these columns has rank 
equal to (n-r) since there is unit matrix of the (n-r)th order in the bottom of it. It 
means that all these columns (solutions) are linearly independent.  
Let us consider now an arbitrary solution of the system 












=
nq
q
q
X

2
1
0 . Then 
=−−−−= −++ rnnrr XqXqXqXY 22110  
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=




























⋅−
⋅−
⋅−
⋅−
α−
α−
α−
−
−
−
−
−
−
−
⋅−
⋅−
⋅−
⋅−
α−
α−
α−
⋅−
⋅−
⋅−
⋅−
α−
α−
α−
⋅
⋅
⋅
⋅
α
α
α
−
−
−
−
−
−
−
=
−
−
−
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
1
0
0
0
0
1
0
0
0
0
1
0
0
0
0
1
2
1
3
3
3
3
33
323
313
2
2
2
2
22
222
212
1
1
1
1
11
121
111
3
2
1
2
1
n
n
n
n
rrnn
rnn
rnn
r
r
r
r
rr
r
r
r
r
r
r
rr
r
r
r
r
r
r
rr
r
r
n
r
r
r
r
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q









 
( )Tr 0021  γγγ=  
is a solution as well, and thus  
000 221112211 =γ++γ+γ=+++γ++γ+γ + rrnrrr tttttttt  . 
Since we obtained zero linear combination of the basic linearly independent 
columns then 0,,0,0 21 =γ=γ=γ r , i.e. 
022110 =−−−−= −++ rnnrr XqXqXqXY   
and 
rnnrr XqXqXqX −++ +++= 22110 . 
It means that any other solution is linear combination of X1, X2, …Xn-r and can 
not increase number of linearly independent columns. Thus X1, X2, …Xn-r form 
FSS and any solution is a a linear combination of solutions from FSS. 
Theorem is proven. 
Theorem (about general solution of inhomogeneous system). General 
solution of the inhomogeneous system BAX =  is a sum of the particular 
solution of the inhomogeneous system and linear combination of solutions from 
the FSS of homogeneous system 0=AX . 
Proof. Suppose X is an arbitrary solution and 0X  is some particular solution of 
the system BAX = . 
Then 0)( 00 =−=−=−= BBAXAXXXAAY  and 0XXY −=  is the solution 
of the homogeneous system and thus equal to the linear combination of solutions 
of the FSS.  
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Thus, 0XYX +=  is a sum of the particular solution of the inhomogeneous 
system and linear combination of the FSS. Theorem is proven. 
 
1.17. Method by Gauss 
(Method of Sequential Elimination of the Unknown Variables) 
Method by Jordan-Gauss 
 
 Method by Gauss is used to solve the system of the linear algebraic 
equations with arbitrary numbers of equations and unknowns.  
It includes sequential elimination of the variables from equations (i.e. 
vanishing of its coefficient in the equations) according to the following scheme: 
Step 1. Form the extended matrix of the system. 
Step 2.  
• Choose the leading equation and the leading variable (its coefficient in the 
leading equation has to be nonzero). Put the row of this equation on the 
first place. Eliminate the leading variable from the other rows below the 
leading one (i.e. from other equations) by the elementary row operations.  
• Then choose new leading equation and new leading variable. Put the row 
of this equation on the second place and eliminate new leading variable 
from all other rows below this one.  
• Then choose new equation and new variable and so on.  
• After such manipulations the obtained matrix with columns rewritten in 
the order of the chosen leading variables has the row echelon (or 
trapezoidal) form. 
Note. It is preferred to choose the leading variables in the natural order to get 
exactly row echelon form of the system matrix. 
Step 3. Determine the ranks of the system matrix A and the extended matrix *A  
and write down the system corresponding to the obtained extended 
matrix. 
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Step 4.  
• If nArgArg == )()( * , where n is a number of unknowns, then the system 
has the only solution which can be calculated from the obtained system. 
• If nArgArg <= )()( *  then choose basic minor of the triangular form (for 
example, consisting of the columns of leading variables). Unknown 
variables whose coefficients correspond to this minor are called basic (or 
main) variables. All other are called free (or independent) variables. 
Solve the system expressing the main variables through the free ones. 
Start from the last equation. The obtained equalities are the general 
solution of the system. Assigning any values to free variables one gets the 
particular solution of the system. 
 
Example. Let us solve the system of linear equations by the method by Gauss: 







−=−−+
=+−−
=+−−
−=−−+
1233
3
83232
1
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
Let us write down the extended matrix of the system and carry out the 
transformations: 
~
2
2
2
1
1020
1010
1010
1111
~
2
4
10
1
1020
2020
5050
1111
~
1
3
8
1
2313
1111
3232
1111














−
−
−
−
−
−
−−













 −
−
−
−
−−














−
−
−−
−−
−−
−−
 














−
−
−
−−














−
−
−
−−














−
−
−
−
−
−−
0
2
2
1
0000
1000
1010
1111
~
2
0
2
1
1000
0000
1010
1111
~
6
0
2
1
3000
0000
1010
1111
~ . 
 We got the matrix in the row echelon form. 3)()( * == ArgArg . Number 
of variables is equal to 4. Thus the system is compatible and indefinite. We 
should choose main and free variables. 
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 01
100
110
111
≠=−
−
. So, it can be chosen as basic minor and variables 
421 ,, xxx  are main, 3x  is free. 
 Let us write down the system: 
⇔





=
−=−
−=−−+
⇔





=⋅+⋅+⋅+⋅
−=⋅−⋅+⋅+⋅
−=⋅−⋅−⋅+⋅
2
2
1
21000
21010
11111
4
42
4321
4321
4321
4321
x
xx
xxxx
xxxx
xxxx
xxxx
 





=
=+−=
+=++−−=
⇔
2
02
11
4
42
34321
x
xx
xxxxx
 
So, answer is 
Rxx
x
x
x
x
x
x
x
x
X ∈












+












=












+












=











 +
=












= 33
3
3
3
3
4
3
2
1
,
2
0
0
1
0
1
0
1
2
0
0
1
0
0
2
0
1
. 
 Notice, that according to the theorem about general solution of 
inhomogeneous system, the column at 3x  is a solution of the homogeneous 
system and free column is a particular solution of the inhomogeneous system. 
Let us check the result:  







=⋅−⋅−+⋅
=+−−
=⋅+⋅−⋅−⋅
=−−+












00213013
00101
003120312
00101
:
0
1
0
1
              







−=⋅−⋅−+⋅
=+−−
=⋅+⋅−⋅−⋅
−=−−+












12203013
32001
823020312
12001
:
2
0
0
1
 
Note. A modification of the method by Gauss where the leading variable is 
eliminated not only from the below rows (equations) but from all other rows 
(equations) is called the method by Jordan-Gauss. In this method the extended 
matrix is reduced to the row reduced echelon form. 
Example. Let us solve the homogeneous system of equation and find its 
fundamental system of solutions. Since the difference between the matrix of the 
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system and extended matrix is in zero column we will work only with matrix of 
the system. 





=+−−
=−+−−
=+−−+
0
0332
0
4321
54321
54321
xxxx
xxxxx
xxxxx
 ⇒   
~
12020
35150
11111
~
01111
13132
11111










−−
−−
−−










−−
−−−
−−
 
~[Add to the second row the third one multiplied by (–3)] ~ 
~
12020
01110
11111
~










−−
−
−−
~
10200
01110
10201










−
−
−
 
~[Add to the first row the third one multiplied by 1] ~ 










−
−










−
−
10200
01110
00001
~
10200
01110
00001
~ .  
01
100
010
001
≠= . So the leading variables 521 ,, xxx  are main and 43, xx  are free. 
New system is 





=
+−=
=
⇔





=+−
=−+
=
35
432
1
53
432
1
2
0
02
0
0
xx
xxx
x
xx
xxx
x
 and the general solution is 
 Rxxxx
x
x
x
x
x
X ∈
















+
















−
=
















= 4343
5
4
3
2
1
,,
0
1
0
1
0
2
0
1
1
0
. Here FSS=
















































−
0
1
0
1
0
,
2
0
1
1
0
. 
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1.18. Examples of Problems for Practices on Linear Algebra 
Practice 1 “Matrices. Operations on Matrices” 
1. Reproduce the matrix A of the size 2 by 3 with the elements 2 ( 1) jija i= + − . 
Answer: 
1 3 1
3 5 3
A  =  
 
. 
2. Find the matrix 3A B+  if 
4 0 1
1 5 3
A
− 
=  
 
, 
2 5 1
3 2 1
B  =  − − 
. 
Answer: 
10 15 2
3
8 1 6
A B  + =  − − 
. 
3. Find the matrix 2 3A B−  if 
2 0 1
0 1 1
1 1 2
A
− 
 = − 
 
 
, 
3 1 1
1 0 1
2 1 1
B
 
 = − 
 
 
. 
Answer: 
5 3 5
2 3 3 2 5
4 1 1
A B
− − − 
 − = − 
 − − 
. 
4. Find a matrix X  from the equation:  
1 1 0 1 1 3
2
0 1 2 3 2 3
X
−   
+ =   
   
. 
Answer: 
0 0 1.5
1.5 0.5 0.5
X
− 
=  
 
. 
5. Find a matrix X  from the equation:  
4 2 0 3
3 5 2
1 5 3 2
TX   − =   
   
. 
Answer: 
12 0 2.4 0.61
3 11 0 2.25
T
X
−   
= =   −   
. 
6. Find all possible pairwise products of these matrices (products of two 
matrices):  
1 0 2
4 1 3
A  =  
 
, 
1 4
2 5
1 3
B
 
 =  
 − − 
, 
1 1 1
0 2 1
1 0 2
C
− 
 =  
 − 
. 
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Answer: 
1 2
3 12
AB
− − 
=  
 
, 
17 4 14
22 5 19
13 3 11
BA
 
 =  
 − − − 
, 
1 1 3
1 6 3
AC
− 
=  
 
, 
4 12
3 7
3 10
СB
 
 =  
 − − 
, CA  and BC  do not exist. 
7. Find a matrix X such that the product of the matrices X and A gives: a) the 
first row of A; b) the second column of A; c) the matrix 
11 21 12 22 13 23
21 22 23
31 32 33
3 3 3a a a a a a
a a a
a a a
+ + + 
 
 
 
 
. Here 
11 12 13
21 22 23
31 32 33
a a a
A a a a
a a a
 
 =  
 
 
. 
Answer: a) ( )1 0 0XA A= ; b) 
0
1
0
AX A
 
 =  
 
 
; c) 
1 3 0
0 1 0
0 0 1
XA A
 
 =  
 
 
. 
8. Take any matrix of the size 2 by 4 and check that both products TA A⋅  and 
TA A⋅  are symmetrical matrices. Explain the result. 
Answer: Due to the property ( )T T TAB B A=  we get 
( ) ( )T TT T T TA A A A A A= = . 
9. Find 5A  if  
1 2
0 2
A  =  − 
.  
Answer: 5
1 22
0 32
A  =  − 
. 
10. Check that 
2 1
3 3
A
− 
=  − 
 is a root of matrix equation 2 5 3 0x x− + = .  
11. Find nA  (n is a natural number) if: a) 
2 1
3 2
A
− 
=  − 
; b) 
1 1
0 1
A  =  
 
; c) 
1
0
a
A
a
 
=  
 
; d) 
0 0
1 1
A  =  
 
; e) 
cos sin
sin cos
x x
A
x x
− 
=  
 
.  
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Answer: a) 
, for even ,
, for odd ;
n E nA
A n

= 

; b) 
1
0 1
n 
 
 
; c) 
1
0
n n
n
a na
a
− 
  
 
; d) A ; 
e) 
cos sin
sin cos
nx nx
nx nx
− 
 
 
. 
12. Find all matrices commutative with matrix: a)
0 1
1 1
A  =  
 
; b) 
4 1
0 0
B  =  
 
. 
Answer: a) 
a b
b a b
 
 + 
, ,a R b R∈ ∈ ; b) 
0 4
a b
a b
 
 − 
, ,a R b R∈ ∈ . 
Tasks for self-studying on topic “Matrices. Operations on Matrices” 
1 Calculate  
2 4
1 1 4
3 1 1 6
2 1 3
0 2
T
 
−  − +      
 
. 
2 
Determine the size of matrix A if: a) ( ) ( )1 2 3 4 5 6T TA⋅ = ; b) 
( )
3 4 5
1 2
6 7 8
T A  ⋅ =  
 
; c) ( )
4 5 6
1 2 3
7 8 9
A  ⋅ =  
 
. 
3 Calculate  
1 0 2
1 1
4 1 0 31 2 1
0 1 1 13
0 2
2 3 2
 
−               − 
. 
4 Find ( )f A  if 
1 0 0
3 1 0
1 2 1
A
 
 =  
 − 
 and 2( ) 3 5 4f x x x= − + . 
5 Find nA  if: a) 
0 1 0
0 0 1
0 0 0
A
 
 =  
 
 
; b) 
0 0
1 1
A  =  − 
. 
Answers:  1.  0 9 24
24 3 24
 
 
 
; 2. a) 1 by 1 , b) 1 by 3, c) 2 by 1; 3. ( )2 5 3 7 T ;  
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4. 
2 0 0
3 2 0
13 10 12
 
 
 
 − 
; 5. a) 2
0 0 1
0 0 0
0 0 0
A
 
 =  
 
 
, 0, 2nA n= >  b) 
( ) ( )1
0 0
1 1n n+
 
  − − 
.  
Practice 2 “Determinants of the Second and the Third Orders” 
1. Calculate the determinants:  
a) 
5 2
7 3
;  b) 
1 2
3 4
;  c) 
3 2
8 5
;  d) 
6 9
8 12
; 
e) 
1 2
3 0
−
;  f) 
1 2
0 3
−
;  g) 
1 2
1 3
−
−
;  h) 
1 2
2 5
−
; 
i) 
2
2
a ab
ab b
;  j) 
1
1
n n
n n
+
−
;  k) 
a b a b
a b a b
+ −
− +
;  l) 
2 2
2 2
a ab b a b
a ab b a b
+ + +
− + −
; 
m) 
cos sin
sin cos
x x
x x
−
;  n) 
sin sin cos cos
cos cos sin sin
x y x y
x y x y
+ +
− −
;  o); 
sin cos
sin cos
x x
y y
   
 p) 
1 log
log 1
b
a
a
b
; q) 
1 ln
1 ln
b
a
−
. 
Answer: a) 1;     b) 2− ;    c) 1− ;    d) 0;     
e) 6− ;   f)    3;    g) 1;       h) 9;    
i) 0;       j) 1− ;    k) 4ab ;  l) 32b− ; 
m) 1;     n) 0;      o) sin( )x y− ;    p) 0;   q) ln( )ab . 
2. Solve the equations: a) 
sin sin5
0
1 1
x x
= ;  b) 2
2
2 log (5 4)
0
1 log
x
x
−
= . 
Answer: a) ,
2
kx k Z= ∈π  or ,
6 3
kx k Z= + ∈π π ; b) 1 21, 4x x= = . 
3. Solve an inequality: 2
4 6 1
0
9 1
x
x
+
>
+
. 
Answer: ( )1;5x∈ . 
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4. Calculate the determinants by the rule of triangles:  
a) 
2 1 3
5 3 2
1 4 3
;    b) 
3 2 1
2 5 3
3 4 2
;  c) 
4 3 5
3 2 8
1 7 5
−
−
− −
;  
d) 
3 2 4
4 1 2
5 2 3
−
−
−
;  e) 
1 1 1
1 2 3
1 3 6
;  f) 
1 2 3
4 5 6
7 8 9
. 
Answer: a) 40;     b) 3− ;    c) 100;    d) 5− ;    e) 1;   f) 0. 
5. Find all minors and algebraic cofactors of the elements of the first row and the 
second column of 
2 1 3
5 3 2
1 4 3
A
 
 =  
 
 
.  
Answer: 
11 11
12 12
13 13
1 1
13 13
17 17
M A
M A
M A
= = 
 = ⇒ = − 
 = = 
  and 
12 12
22 22
32 32
13 13
3 3
11 11
M A
M A
M A
= = − 
 = ⇒ = 
 = − = 
. 
6. Calculate the determinant of matrix 
2 1 3
5 3 2
1 4 3
A
 
 =  
 
 
 expanding along the the 
first row and down the second column.  
Answer: det 40A = . 
7. Calculate the determinants of matrices:  
a)
11
22
33
0 0 0
0 0 0
0 0 0
0 0
0 0 0 nn
a
a
a
a
 
 
 
 
 
 
 
 



  

; b)
11
21 22
31 32 33
1 2 1
0 0 0
0 0
0
0
n n nn nn
a
a a
a a a
a a a a−
 
 
 
 
 
 
 
 



  

; c)
11 12 13 1
22 23 2
33
1
0
0 0
0
0 0 0
n
n
n n
nn
a a a a
a a a
a
a
a
−
 
 
 
 
 
 
 
 



  

.  
Answer: a)-c) 11 22det nnA a a a= ⋅ ⋅ ⋅ . 
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8. Calculate the algebraic cofactors 23A  and 24A  of the matrix 
1 2 1 0
3 2 1 3
0 3 5 1
0 0 1 1
A
 
 
 =
 
 − 
.  
Answer: 23 3A = − , 24 3A = − . 
9. Calculate the determinants expanding by cofactors:  
a) 
3 1 2
1 2 1
4 1 0
− ;    b) 
0 1 1
1 0 1
1 1 0
;  c) 
5 6 3
0 1 0
7 4 5
.  
Answer: a) 17− ;    b) 2;    c) 4. 
Tasks for self-studying on topic “Determinants of the 2nd and the 3rd orders” 
1 Calculate  
2
2 2
2
2 2
(1 ) 2
1 1
2 (1 )
1 1
t t
t t
t t
t t
−
+ +
+
−
+ +
. 
2 Solve an equation 
2
2
39 1
0
2 24 1
x
x
−
=
−
. 
3 Calculate: a) 
1 1 1
4 2 1
1 3 2
−
−
;   b) 
0 0
0 0
a
b c d
e
; c) 
4 2 1
5 3 2
3 2 1
−
−
−
. 
4 Find all algebraic cofactors of elements of the last row of 
2 1 3
5 3 2
1 4 3
A
 
 =  
 
 
.  
5 Calculate the algebraic cofactor 31A  of  
1 3 4 5
4 8 7 2
7 100 4 3
20 2 1 8
A
− 
 − =
 −
 
− 
. 
Answers: 1.  1− ; 2. 7x = ± ; 3. a) 22− ; b) 0; c) 1; 4. 31 32 337, 11, 1A A A= − = = ; 5. 0. 
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Practice 3 “Determinants of the Higher Orders” 
1. Calculate the determinants of the 4th order:  
a) 
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
−
−
−
;  b) 
1 1 1 1
0 2 1 1
0 0 3 1
2 2 2 3
;  c) 
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
;  
d) 
1 1 1 1
2 1 4 1
3 2 1 5
4 3 1 1
−
− −
−
;  e) 
4 3 2 10
4 2 5 5
2 4 3 10
0 4 1 2
−
−
;  f) 
7 6 3 7
3 5 7 2
5 4 3 5
5 6 5 4
.  
Answer: a) 8− ;     b) 6;    c) 3− ;    d) 5;  e) 30− ;   f)  10− . 
2. Calculate the determinants of the 5th order:  
a) 
0 1 2 0 0
0 3 4 0 0
1 1 2 2 3
2 4 5 1 4
3 1 3 2 5
− −
−
− −
;  b) 
0 3 1 0 3
1 4 2 3 4
0 5 1 0 1
2 1 2 1 2
0 2 1 0 1
−
−
− −
;  c) 
0 1 1 1 1
1 0 1 1 1
1 1 0 1 1
1 1 1 0 1
1 1 1 1 0
;  
d) 
4 4 2 4 2
6 3 3 3 3
2 1 0 1 1
2 4 1 1 5
2 1 2 3 0
−
−
− − −
− −
;  e) 
1 1 1 1 1
1 2 1 1 1
1 1 3 1 1
1 1 1 4 1
1 1 1 1 5
;  f) 
1 5 5 5 5
5 2 5 5 5
5 5 3 5 5
5 5 5 4 5
5 5 5 5 5
.  
Answer: a) 8;     b) 56;    c) 4;    d) 84;  e) 24;   f)  120 . 
3. Calculate the determinants of the nth order:  
a) 
1
2
3
n n n
n n n
n n n n
n n n
n n n n


 

; b) 
0 0
0 0
0 0
0
0 0 0
0 0
x y
x y
x y
x y
y x
−
−
−
−
−
 

 
 


; c) 
2 1
1 1 1
2 1
2 2 2
2 1
3 3 3
2 1
1
1
1
1
n
n
n
n
n n n
x x x
x x x
x x x
x x x
−
−
−
−





.  
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Answer: a) !n ;     b) n nx y− ;    c) 
, 1
( )
( )
n
i j
i j
j j
x x
=
<
−∏ . 
Tasks for self-studying on topic “Determinants of the Higher Orders” 
1 Calculate  
1 0 1
1 0 1
1 1 0
1 2 3 4
z
z
z
− −
− −
− −
. 
2 Calculate:  a) 
3 9 3 6
5 8 2 7
4 5 3 2
7 8 4 5
−
−
− − −
− − −
; b) 
3 1 6 1
2 1 1 0
0 1 2 1
3 1 2 3
−
−
−
. 
3 Calculate the determinant of 3A  if 
1 2 3 4
4 1 2 31
3 4 1 22
1 1 1 1
A
 
 
 =
 
 
 
. 
4 Calculate 
1 2 3 4 5
2 0 1 0 1
3 1 0 1 1
4 0 1 0 1
5 1 1 1 0
.  
5 Calculate  
1 1 1
1 1 1 1
1 1 2 1
1
1 1 1 1
n
n
n
−
−


 

. 
Answers: 1.  33 9z z+ ; 2. a) 18, b) 0; 3. 1− ; 4. 8− ; 5. ( 1)!n − . 
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Practice 4 “Rule by Cramer. Inverse Matrix” 
1. Find the solutions of the following systems:  
a) 1 2
1 2
2 1,
3 5 2.
x x
x x
+ =
 + =
  b) 1 2
1 2
12 3,
2 3.
x x
x x
+ =
 − = −
 
Answer: a) 1 21, 1x x= − = ;   b)  1 20, 3x x= = . 
2. Solve the system of linear algebraic equations:  
1 2 3
1 2 3
1 2
2,
2 1,
0.
x x x
x x x
x x
+ + =
 − + =
 − =
  
Answer: 1 2 31, 1, 0x x x= = = . 
3. Find the value of parameter λ  such that 4 1x = − :  
1 2 3
2 3 4
1 2 3 4
1 3 4
2 4,
4 ,
2 2 0,
3 2 3 2.
x x x
x x x
x x x x
x x x
+ + =
 − + =
 − + + =
 − + = −
λ
 
Answer: 2λ = . 
4. Find the matrices inverse to the given matrices: 
a) 
5 3
4 1
A  =  − 
  b) 
2 1 3
4 0 1
1 1 0
B
 
 =  
 
 
 
Answer: a) 1
1 31
4 517
A−
− 
=  
 
;   b)  1
1 3 1
1 1 3 10
11
4 1 4
B−
− 
 = − 
 − − 
. 
5. Solve the matrix equations: 
a) 
1 2 2 1
3 4 3 2
X
−   
=   −   
;  b) 
1 3 4 0 0 1
56
2 1 1 2 2 3
X     =     −     
. 
Answer: a) 
11 5
2 2
9 4
X
 − =
 
− 
;   b)  
4 32
1 20
X
− − 
=  − 
. 
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6. Solve a matrix equation: 
1 2 3 2 1 2
3 2 4 0 3 1
2 1 0 1 0 2
X
− −   
   − = −   
   −   
. 
Answer: 
10 5 1
21 10 0
18 8 1
X
− 
 = − 
 − 
. 
7. Solve the system of equations by means of the inverse matrix: 
1 2 3
1 3
1 2 3
3 2 5,
4 3,
2 2.
x x x
x x
x x x
+ + =
 + =
− + + =
. 
Answer: 1 2 31, 2, 1x x x= = = − . 
Tasks for self-studying on topic “Rule by Cramer. Inverse Matrix” 
1 Find the solution of the system 
1 2 3
1 2 3
1 2 3
2 2 3 1 0,
2 1 0,
2 2 0.
x x x
x x x
x x x
− + + =
 − + + =
− + − =
. 
2 Solve a matrix equation 
2 1 1 2 4 1 1 0
3 0 3 1 1 1 0 1
T
X
−       
+ =       − −       
. 
3 Find X  if 7( )A B A E+ = − , where 
0 1 1 0 1 0
1 0 0 , 0 0 2
1 0 1 1 0 0
A B
−   
   = =   
   
   
. 
4 
Solve the system of equations by means of the inverse matrix: 
1 2 3
1 2 3
1 2 3
3 1,
3 1,
3 1.
x x x
x x x
x x x
+ + =
 + + =
 + + =
. 
5 Find the determinant of matrix X  if 1
0 1 1 0 1 0
1 0 0 0 0 2
1 0 1 1 0 0
X −
−   
   =   
   
   
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Answers: 1.  1 2 31, 1, 0, 1x x x∆ = = = = − ; 2. 
9 11
6 83
X
− 
= −  − 
; 3. 
2 2 2
1 2 2 1
6
4 2 2
X
− − 
 =  
 − 
; 
4. 1 2 3
1
5
x x x= = = ; 5. 1det
2
X = − . 
Practice 5 “Rank of the Matrix. Method by Gauss” 
1. Determine the ranks of the given matrices:  
a) 
3 2 1 3
2 0 4 5
1 0 3 0
 
 − 
 
 
 b) 
2 1 2 0
1 1 1 2
1 2 3 2
3 0 1 2
− 
 − 
 − −
 
 
  c) 
3 1 7 1
0 2 4 4
2 3 0 4
0 5 10 10
1 4 5 7
 
 − − 
 −
 
− 
 − − 
. 
Answer: a) 3;  b) 2 ;   c)  3 . 
2. Investigate these system on compatibility and find the solutions by method by 
Gauss (for compatible systems):  
a) 
1 2 3
1 2 3
1 2 3
1 2 3
2 3,
2 1,
5 3 6,
2 2 5 4.
x x x
x x x
x x x
x x x
+ − =
 − + =
 + + =
 + + =
 b) 
1 2 3
1 3
1 2 3
1 2 3
3 2 5,
4 3,
2 2,
3 2 2 4.
x x x
x x
x x x
x x x
+ + =
 + =
− + + =
 + + =
c) 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 2 2 4,
3 4 3 6,
3 2 3 3,
2 3 2.
x x x x x
x x x x x
x x x x x
x x x x x
+ + − + =
 + + − + =
 − − − + =
 − − + + = −
 
d) 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 0,
2 4,
5 5 4 4,
8 7 7 8.
x x x x
x x x x
x x x x
x x x x
+ + − =
 − + + =
 + + − = −
 + + − = −
  e) 
1 2 3 4
1 2 4
1 2 3 4
1 2 3 4
2 2 0,
1,
2 3 2 0,
2 1.
x x x x
x x x
x x x x
x x x x
− + − =
 − + =
 − + − =
 − + + =
  
f) 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 3 2 1,
3 5 5 4 3 8,
7 8 6.
x x x x x
x x x x x
x x x x x
− + + + =
 + + − + =
 − + + − = −
 g) 
1 2 3 4
1 2 3 4
1 2 3
1 3 4
2 0,
2 2 2 0,
2 0,
3 2 2 0.
x x x x
x x x x
x x x
x x x
− + − =
 − + + =
 − + =
 − − =
 
Answer:  a) 1 2 31, 1, 0x x x= = = ; b) no solutions; c) no solutions;  
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d) 1 2 4 3 2 4 2 4
5 7 3 36, 2 ( , )
2 2 2 2
x x x x x x x R x R= − + = − + − ∈ ∈ ;  
e) 1 4 2 3 4 42 1, 3 2 ( )x x x x x x R= − = = − ∈ ;  
f) 1 3 4 5 2 3 4 5 3 4 5
20 6 8 1 14 31, 1 ( , , )
13 13 13 13 13 13
x x x x x x x x x R x R x R= − − − + = − + − + ∈ ∈ ∈ ;  
g) 1 2 3 4 0x x x x= = = = . 
3. Find FSS of homogeneous systems:  
a) 
1 2 3 4
1 2 3 4
1 2 3
1 2 3 4
2 0,
2 2 2 0,
3 3 0,
3 0.
x x x x
x x x x
x x x
x x x x
− + − =
 − + + =
 − − =
 − − + =
  b) 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 3 4 5 0,
2 3 4 5 0,
3 4 5 2 0,
3 5 12 9 0,
4 5 6 3 3 0.
x x x x x
x x x x x
x x x x x
x x x x x
x x x x x
+ + + + =
 + + + + = + + + + =
 + + + + =

+ + − + =
 
Answer: a) 
1
1
0
0
FSS
  
  
  =        
; b). 
1 15
2 12
,1 0
0 1
0 1
FSS
    
    − −        =  
    
            
. 
4. Investigate the system and find solution for different values of parameter λ : 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
5 3 2 4 3,
4 2 3 7 1,
8 6 5 9,
7 3 7 17 .
x x x x
x x x x
x x x x
x x x x
− + + =
 − + + =
 − − − =
 − + + = λ
 
Answer: For 0λ ≠  the system is incompatible, for 0λ =  it is compatible 
and indefinite with solutions 
3 4 3 4
1 2 3 4
5 13 3 7 19 7, ( , )
2 2
x x x xx x x R x R− − − − − −= = ∈ ∈ . 
5. Find the value of λ  for the system to be indefinite: 
1 2 3 4
1 2 3 4
1 2 3
1 3 4
2 0,
2 2 0,
0,
3 0.
x x x x
x x x x
x x x
x x x
λ − + − =
 + + + =
 − + =
 + + =
 
Answer:  8λ = − . 
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Tasks for self-studying on topic “Rank of the Matrix. Method by Gauss” 
1 
Investigate these systems on compatibility and find the solutions by 
method by Gauss (for compatible systems): 
a) 
1 2 3
1 2 3
1 2
2 3 0,
3 2 4 2,
2 2.
x x x
x x x
x x
+ − =
 + − =
 − =
      b) 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
0,
2 3 2 3 5,
2,
3 3 2 1.
x x x x
x x x x
x x x x
x x x x
+ − − =
 − − + =
 − − + =
 + − − =
 
2 
Find FSS of homogeneous system 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 3 4 5
2 3 4 5
2 3 4 5 0,
4 10 2 0,
3 8 16 9 12 0,
4 7 8 0,
2 7 3 3 0.
x x x x x
x x x x x
x x x x x
x x x x
x x x x
+ + + + =
 + + + + = + + + + =
 − + + =

+ − − =
 
3 
Investigate the system and find the solution for different values of 
parameter λ : 
1 2 3
1 2 3
1 2 3
1
1
1
x x x
x x x
x x x
λ + + =
 + λ + =
 + + λ =
. 
Answers: 1.  a) 1 2 32, 2, 2x x x= = = ; b) 1 3 2 4 31, 0, 1 ( )x x x x x R= + = = ∈ ;2. 
4 7 8
7 3 3
2 2 2
, ,1 0 0
0 1 0
0 0 1
FSS
 − −     
      
      −
      
=       
      
      
      
      
; 3. For 1λ =  the system is indefinite with 
solutions 1 2 3 2 31 ( , )x x x x R x R= − − ∈ ∈ , for 2λ = −  the system is 
incompatible, for other values of parameter the system is definite with 
solution 1 2 3
1
2
x x x= = =
λ +
. 
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1.19. Individual Tasks to Chapter 1 
Task 1. Solve the following matrix equation: 
1.1. 
3 1 1 0 2 3
4 2 3
2 5 0 1 1 4
TX
− −   
+ =   
   
; 
1.2. 
1 0 1 1 2 0
2 2 3 2 5 3 5 3 2
1 4 0 2 1 1
TX
−   
   + =   
   
   
; 
1.3. 
3 1 1 0 2 3
2 4 3
2 5 0 1 1 4
T T
X
− −   
− =   
   
; 
1.4. 
1 4 0 7
4 2 1 5 3 1 1
5 0 2 3
TX
   
   − = −   
   −   
; 
1.5. 
3 2 2 3
2 4 5
4 5 3 2
T
X   + =   −   
; 
1.6. 
3 1 1 0 2 3
4 2 3
2 5 0 1 1 4
T T
X
− −   
− =   
   
; 
1.7. 
1 0 1 1 2 0
3 2 3 2 2 4 5 3 2
1 4 0 2 1 1
TX
−   
   − =   
   
   
; 
1.8. 
3 4 5 0 7 3
2 4 3
2 2 0 4 6 4
TX
− −   
− =   
   
; 
1.9. 
6 4 1 7
3 2 3 5 2 1 2
5 0 2 3
TX
   
   − + = −   
   −   
; 
1.10. 
3 2 4 3
5 2 5
4 5 3 1
T
X   + =   − −   
; 
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1.11. 
3 1 1 1 2 3
2 10 3
2 6 3 1 1 0
TX
− − −   
+ = −   
   
; 
1.12. 
1 0 1 1 2 0
3 2 6 2 3 5 3 2
7 4 0 2 5 1
TX
− −   
   + =   
   
   
; 
1.13. 
1 4 1 0 2 3
2 4 3
2 6 0 1 1 4
T T
X
− −   
− =   −   
; 
1.14. 
3 4 2 7
4 2 1 5 3 1 4
6 0 2 3
TX
   
   + = −   
   −   
; 
1.15. 
3 2 2 5
2 20 5
4 5 3 2
T
X
−   
− =   −   
; 
1.16. 
6 1 1 1 5 3
4 5 3
1 5 0 4 1 4
TX
− −   
− =   
   
; 
1.17. 
1 0 1 2 2 0
2 2 3 2 5 3 5 0 2
1 4 0 2 1 1
T
X
−   
   − + =   
   
   
; 
1.18. 
3 2 1 0 1 3
4 8 5
1 5 0 6 1 4
T T
X
− −   
− =   
   
; 
1.19. 
3 4 5 7
3 2 0 5 2 1 6
5 1 2 3
TX
   
   − = −   
   −   
; 
1.20. 
3 2 2 3
3 2 5
4 5 3 2
T
X   − =   −   
; 
1.21. 
0 1 3 4 2 3
3 2 4
2 5 0 1 5 0
TX
− −   
− =   −   
; 
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1.22. 
1 0 4 3 2 0
2 4 3 2 5 3 5 3 2
1 4 0 2 1 3
T
X
−   
   + =   
   
   
; 
1.23. 
3 1 1 0 2 3
5 4 2
2 5 0 1 3 4
T T
X
− −   
− =   − −   
; 
1.24. 
2 2 0 7
3 2 4 20 2 1 1
0 6 2 3
TX
−   
   + = −   
   −   
; 
1.25. 
4 2 6 3
2 3 5
1 5 3 2
TX   − =   −   
; 
1.26. 
0 1 1 4 2 3
2 10 5
6 5 3 1 7 4
TX
− −   
+ =   
   
; 
1.27. 
1 0 1 1 2 0
2 5 3 2 5 3 4 3 2
1 0 3 2 1 1
TX
−   
   + = −   
   −   
; 
1.28. 
3 1 1 5 2 3
2 4 3
2 5 3 1 2 4
TX
− −   
− =   
   
; 
1.29. 
5 4 0 7
4 2 3 5 3 4 1
1 0 7 3
TX
   
   − = −   
   −   
; 
1.30. 
3 2 2 3
2 5 3
4 5 3 2
T
X   − =   −   
. 
Task 2. Find the products of matrices A and B, i.e. A B⋅  and B A⋅  (if they 
exist): 
2.1. 
2 1
3 2
, 1 2
4 5
0 5
A B
 
   = =      
 
; 
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2.2. 
1 2 1 2 3
,
1 5 1 0 2
A B   = =   − −   
; 
2.3. 
0 1 5
1 1 1
2 1 1 ,
1 1 0
4 3 2
A B
− 
−  = =    −  
 
; 
2.4. ( )
2 3 1
2 1 ,
1 5 0
A B
− 
= =  − 
; 
2.5. 
1 3 3 4 2
,
2 0 2 1 3
A B
−   
= =   − −   
; 
2.6. 
1
5 4 3
, 2
1 2 2
1
A B
 
   = =      
 
; 
2.7. 
1 2 2 3
,
1 5 4 5
A B   = =   −   
; 
2.8. 
1
2 3 1
2 ,
1 5 0
1
A B
 
−  = =    −  − 
; 
2.9. 
1 2 1 0 4 2
,
3 0 2 1 1 3
A B
−   
= =   −   
; 
2.10. ( )
1 2 1 0
, 3 1
3 0 2 1
A B
− 
= = 
 
; 
2.11. 
1 1
1 2
, 4 3
4 1
0 5
A B
 
   = =      
 
; 
2.12. 
0 3 6 0 3
,
4 1 1 7 2
A B   = =   − −   
; 
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2.13. 
0 1 7
4 1 1
1 2 0 ,
1 1 0
4 5 2
A B
− 
−  = =    −  
 
; 
2.14. ( )
3 2 1
1 2 ,
1 5 4
A B
− − 
= =  
 
; 
2.15. 
4 3 3 3 4
,
0 5 1 1 2
A B
−   
= =   −   
; 
2.16. 
3
1 4 3
, 6
1 2 5
1
A B
 
   = =      
 
; 
2.17. 
4 2 1 3
,
1 0 4 2
A B   = =   − −   
; 
2.18. 
4
0 2 4
3 ,
1 5 0
1
A B
 
  = =    −  − 
; 
2.19. 
1 1 3 0 1 7
,
5 4 2 1 4 3
A B
−   
= =   −   
; 
2.20. ( )
1 3 1 3
, 2 1
1 5 3 1
A B
− 
= = 
 
; 
2.21. 
3 1
1 1
, 4 2
4 2
1 5
A B
− 
   = =      
 
; 
2.22. 
2 3 1 5 3
,
4 5 2 1 4
A B   = =   −   
; 
2.23. 
3 1 5
2 5 1
2 3 0 ,
1 5 0
4 3 2
A B
− 
−  = =    −  
 
; 
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2.24. ( )
3 2 5
3 1 ,
1 2 0
A B
− 
= =  − 
; 
2.25. 
7 4 5 1 2
,
3 0 2 1 4
A B
−   
= =   − −   
; 
2.26. 
1
1 8 2
, 2
9 2 2
1
A B
 
   = =   −   
 
; 
2.27. 
1 2 2 5
,
3 5 1 3
A B
− −   
= =   − −   
; 
2.28. 
1
1 3 1
4 ,
1 5 2
3
A B
 
−  = =    −  − 
; 
2.29. 
0 2 1 0 8 2
,
3 2 2 1 1 5
A B
−   
= =   −   
; 
2.30. ( )
11 2 5 7
, 3 1
3 10 4 1
A B
− 
= = − 
 
. 
Task 3. Find the determinant of the fourth order: 
3.1. 
1 3 1 2
3 4 3 2
0 2 1 4
2 4 2 3
; 
3.4. 
1 3 5 7
3 0 4 1
5 4 1 3
7 1 3 5
; 
3.2. 
1 2 4 2
3 5 0 1
4 3 2 3
3 0 4 1
− −
−
−
; 
3.5. 
4 3 3 1
3 0 3 2
3 2 1 4
2 4 2 3
; 
3.3. 
2 2 3 4
2 1 1 3
3 0 1 2
4 3 2 1
− −
−
− −
; 
3.6. 
2 4 2 4
4 3 3 7
3 1 7 4
2 3 4 5
; 
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3.7. 
1 3 1 4
3 5 2 4
1 2 5 4
3 2 4 2
−
; 
3.10. 
5 4 3 5
3 0 5 4
2 4 2 3
4 3 4 2
−
−
; 
3.13. 
1 3 3 4
2 1 2 3
1 0 1 2
2 1 0 1
−
−
− −
; 
3.16. 
1 1 0 3
3 2 1 1
1 2 3 3
4 4 2 2
−
−
−
−
; 
3.8. 
3 1 1 1
1 3 1 1
1 1 3 1
1 1 1 3
; 
3.11. 
1 1 1 1
1 2 3 4
1 3 3 10
1 4 10 0
; 
3.14. 
1 1 3 4
2 3 2 1
3 4 3 2
4 5 2 3
; 
3.17. 
2 4 6 4
1 2 3 4
1 4 9 16
1 8 27 64
; 
3.9. 
2 1 1 1
3 1 1 1
4 2 1 1
1 0 1 2
− −
−
−
; 
3.12. 
4 5 2 1
1 4 3 3
6 3 1 2
2 2 3 4
; 
3.15. 
0 3 2 2
3 1 2 1
2 1 1 4
1 2 3 1
−
−
−
; 
3.18. 
1 2 3 4
3 1 5 3
3 2 1 2
4 3 2 1
; 
3.19. 
2 4 0 3
2 2 1 4
1 4 3 2
4 3 3 1
; 
3.22. 
1 1 3 2
3 2 1 0
4 0 1 3
5 2 1 3
−
−
; 
3.25. 
1 2 1 1
1 2 1 1
1 3 1 5
1 7 4 3
−
−
−
; 
 
3.20. 
1 1 3 4
1 2 1 4
3 1 2 2
0 1 2 6
−
− −
−
; 
3.23. 
3 2 3 4
1 5 3 8
1 1 4 5
2 3 5 15
− −
− −
; 
3.26. 
1 4 1 3
2 1 4 0
3 2 5 1
4 5 2 3
− ; 
 
3.21. 
2 1 5 4
3 6 3 2
2 5 1 4
1 3 2 1−
; 
3.24. 
1 7 4 5
3 2 1 2
4 2 4 2
1 2 3 5
−
−
; 
3.27. 
4 5 6 3
3 2 1 0
1 2 3 4
1 2 1 4
; 
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3.28. 
1 2 3 2
3 6 5 4
1 0 7 4
2 4 2 3
−
−
−
−
; 3.29. 
1 2 3 4
3 0 3 4
1 2 4 3
1 2 3 1
−
−
− − −
; 3.30. 
2 1 2 1
1 3 1 1
2 4 1 3
3 1 2 5
−
−
−
. 
 
Task 4. Determine the number of linearly independent rows of the matrix (it is 
equal to the rank of this matrix): 
4.1. 
2 4 1 0 2
4 6 3 2 5
2 6 0 2 11
10 16 7 4 8
− 
 
 
 − −
 
 
; 
4.3. 
1 2 1 3 3
2 3 3 5 1
1 9 6 4 10
5 4 4 13 1
− − 
 − 
 − −
 
 
; 
4.5. 
1 5 1 1 5
1 4 5 4 3
2 19 2 1 12
3 3 11 9 11
− 
 − − 
 −
 − − 
; 
4.2. 
5 1 2 4 5
2 0 0 3 1
13 3 6 15 16
9 1 2 2 3
− − 
 − 
 − −
 
− 
; 
4.4. 
1 2 2 1 3
5 1 6 1 6
2 5 12 2 3
11 4 10 3 15
− − 
 − 
 − − −
 
− 
; 
4.6. 
2 2 4 3 3
2 0 2 1 6
4 6 10 8 3
6 2 8 5 15
− 
 − 
 −
 
− 
; 
4.7. 
2 2 6 5 4
1 3 4 3 5
5 3 14 12 7
4 8 14 11 14
 
 
 
 
 
 
; 
4.9. 
1 1 3 2 3
5 3 6 6 3
2 6 3 0 12
11 5 15 14 3
 
 − − 
 −
 
− − 
; 
4.8. 
1 2 3 3 4
4 1 2 1 4
1 7 11 8 16
9 0 1 5 4
− 
 − − − − 
 − −
 
− − − 
; 
4.10. 
1 6 5 4 2
5 0 2 1 4
1 7 11 8 16
9 0 1 5 4
− 
 − − 
 − −
 
− − − 
; 
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4.11. 
2 4 1 1 1
3 1 1 5 5
3 11 2 8 8
8 6 3 9 9
− − 
 
 
 − −
 
 
; 
4.13. 
3 4 2 4 2
1 6 1 0 3
8 18 5 12 9
5 8 4 4 4
− − − 
 − − 
 − − −
 
− − − 
; 
4.15. 
1 2 3 2 5
4 0 1 1 4
1 6 10 5 11
9 2 1 4 13
− 
 − − 
 − −
 
− 
; 
4.17. 
2 0 6 4 2
2 2 5 5 1
4 2 13 17 7
6 4 16 6 0
− 
 − − 
 −
 
− 
; 
4.19. 
5 2 2 1 3
4 5 3 3 1
11 11 9 6 10
13 8 4 5 1
− − 
 − − 
 − −
 
− 
; 
4.21. 
4 2 1 2 3
3 4 0 3 6
9 10 3 3 15
10 6 1 8 9
− − 
 − 
 − −
 
− − 
; 
4.23. 
1 3 5 5 2
2 2 1 6 1
1 11 14 9 5
5 1 7 17 4
− − 
 − 
 − −
 
− 
; 
4.12. 
1 2 6 6 4
3 3 1 2 4
0 3 17 20 8
7 8 8 2 12
− 
 − − 
 −
 
− 
; 
4.14. 
1 1 3 1 0
3 3 1 3 1
0 6 8 6 1
7 5 5 5 2
− − 
 − 
 − −
 
− 
; 
4.16. 
1 4 3 6 4
5 2 2 4 2
2 10 11 22 10
11 8 1 2 8
 
 − − 
 −
 
− − 
; 
4.18. 
4 3 3 4 3
3 1 1 6 0
9 10 10 18 9
10 1 1 8 3
− − 
 − − 
 − −
 
− 
; 
4.20. 
1 1 5 4 4
5 2 1 6 4
2 5 16 6 16
11 3 3 16 4
− − 
 − 
 − − −
 
 
; 
4.22. 
4 2 1 6 3
2 0 2 1 1
10 6 1 19 8
8 2 5 4 5
− 
 − − 
 −
 
− 
; 
4.24. 
2 6 1 1 2
5 4 1 4 1
1 22 2 1 7
12 2 3 9 0
− − 
 − − − − 
 −
 
− − − 
; 
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4.25. 
1 2 5 4 4
2 3 2 1 0
1 3 17 11 12
5 8 1 6 4
− 
 − − 
 −
 
− 
; 4.26. 
4 0 6 1 4
5 5 5 0 2
7 5 13 3 10
14 10 16 1 8
− 
 − 
 − −
 
− 
; 
4.27. 
3 3 4 3 3
4 3 5 2 1
5 12 7 11 10
11 3 14 1 1
− − − 
 
 
 − − −
 
− 
; 
4.29. 
3 5 4 0 5
1 5 2 3 4
8 10 14 3 19
5 15 0 6 3
 
 − − − 
 
 
− − 
; 
4.28. 
3 0 2 3 4
3 3 2 0 3
6 3 4 9 15
9 6 6 3 2
− − 
 − 
 − −
 
− − 
; 
4.30. 
1 1 1 2 5
1 2 3 4 3
2 5 0 10 12
3 3 7 6 11
− 
 − 
 −
 
− 
. 
 
Task 5. Solve the following matrix equation by means of the inverse matrix: 
5.1. 
1 2 2 5
3 5 1 3
X
− −   
⋅ =   − −   
; 5.2. 
2 2 2 5
3 5 1 3
X
−   
⋅ =   − −   
; 
5.3. 
2 2 1 5
4 3 1 3
X
−   
⋅ =   − −   
; 5.4. 
0 2 3 5
3 5 1 4
X
−   
⋅ =   
   
; 
5.5. 
1 0 3 5
3 4 1 1
X   ⋅ =   −   
; 5.6. 
1 2 6 5
0 5 1 0
X
−   
⋅ =   
   
; 
5.7. 
1 2 2 4
1 5 1 3
X
−   
⋅ =   
   
; 5.8. 
7 3 3 5
1 6 1 4
X    ⋅ =   
   
; 
5.9. 
1 2 1 5
3 4 1 3
X
−   
⋅ =   − −   
; 5.10. 
2 2 2 5
3 5 1 3
X
− −   
⋅ =   −   
; 
5.11. 
1 2 1 5
3 2 1 2
X
−   
⋅ =   − −   
; 5.12. 
4 2 2 5
3 5 1 3
X
− −   
⋅ =   − −   
; 
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5.13. 
1 1 0 5
3 2 1 3
X   ⋅ =   − −   
; 5.14. 
5 2 2 5
4 5 1 1
X
− −   
⋅ =   −   
; 
5.15. 
1 2 4 5
1 3 1 3
X
− −   
⋅ =   −   
; 5.16. 
1 1 4 5
3 2 1 3
X
− −   
⋅ =   − −   
; 
5.17. 
1 2 1 5
2 5 1 3
X
−   
⋅ =   −   
; 5.18. 
1 3 2 5
3 1 1 1
X
−   
⋅ =   − −   
; 
5.19. 
1 1 10 5
2 3 1 3
X
−   
⋅ =   − −   
; 5.20. 
1 1 2 5
1 2 1 5
X
− −   
⋅ =   −   
; 
5.21. 
1 4 2 3
3 5 1 3
X
−   
⋅ =   − −   
; 5.22. 
1 1 2 5
3 5 1 3
X    ⋅ =   −   
; 
5.23. 
2 1 2 5
3 5 1 3
X   ⋅ =   −   
; 5.24. 
1 3 2 5
3 5 1 3
X    ⋅ =   − −   
; 
5.25. 
1 2 2 5
3 4 1 3
X   ⋅ =   
   
; 5.26. 
1 2 4 5
3 5 1 3
X    ⋅ =   −   
; 
5.27. 
1 2 1 5
3 0 1 2
X   ⋅ =   
   
; 5.28. 
4 2 1 5
3 1 1 2
X
−   
⋅ =   
   
; 
5.29. 
2 1 3 5
1 5 1 4
X
−   
⋅ =   − −   
; 5.30. 
1 2 1 5
3 5 1 3
X    ⋅ =   −   
. 
 
Task 6. Find a solution of the system by means of three different methods, 
namely: a) by the rule by Cramer; b) by means of the inverse matrix; c) by the 
method by Gauss. 
6.1. 
1 2 3
1 2 3
1 2 3
2 1,
2 3 7 5,
5 2 6.
x x x
x x x
x x x
+ − = −
 + − = −
 + + =
   6.2. 
1 2 3
1 2 3
1 2 3
2 3 1,
2 3 4 5,
3 2 5 1.
x x x
x x x
x x x
− + = −
 + − =
 − − =
 
6.3. 
1 2 3
1 2 3
2 3
2 3 6,
3 2 4,
2 3.
x x x
x x x
x x
− + =
 + − = −
 − = −
    6.4. 
1 2 3
1 2 3
1 2 3
2 4 1,
2 3 3,
3 4 5 1.
x x x
x x x
x x x
+ + =
 − − =
 + − = −
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6.5. 
1 2 3
1 2 3
1 2 3
5 3,
2 4,
3 2 4 1.
x x x
x x x
x x x
+ − =
 − − = −
 − + = −
   6.6. 
1 2 3
1 2 3
1 2 3
5 4,
2 2,
3 2 4 2.
x x x
x x x
x x x
+ − =
 − − = −
 − + =
 
6.7. 
1 2 3
1 2 3
1 2 3
7 2 3 8,
5 3 2 10,
10 11 5 26.
x x x
x x x
x x x
+ + =
 − + =
 − + =
   6.8. 
1 2 3
1 2 3
1 2 3
7 5 2 5,
2,
2 1.
x x x
x x x
x x x
+ + =
 − − =
 + + = −
 
6.9. 
1 2 3
1 2 3
1 2 3
5 8 6,
2 3 2,
2 3 2 0.
x x x
x x x
x x x
+ − =
 + + = −
 − + =
   6.10. 
x x x
x x x
x x x
1 2 3
1 2 3
1 2 3
2 4
3 5 7 1
2 7 8
+ + =
+ − =
+ − =





;
;
.
 
6.11. 
1 2 3
1 2 3
1 2 3
3 2 1,
2 3 1,
2 3 1.
x x x
x x x
x x x
+ + = −
 + + =
 + + = −
   6.12. 
1 2 3
1 2 3
1 2 3
2 4 3,
5 2 3,
3 2.
x x x
x x x
x x x
+ + =
 + + = −
 − + = −
 
6.13. 
1 2 3
1 2 3
1 2 3
4 3 2 10,
2 5 3 1,
5 6 2 8.
x x x
x x x
x x x
− + =
 + − =
 + − =
   6.14. 
1 2 3
1 2 3
1 2 3
2 0,
3 4 2 11,
3 2 4 1.
x x x
x x x
x x x
− − =
 + − =
 − + = −
 
6.15. 
1 2 3
1 2 3
1 2 3
2 3,
2 2 4,
4 4 8.
x x x
x x x
x x x
+ + =
 − + =
 + + =
    6.16. 
1 2
1 2 3
1 2 3
3 3,
2 3,
2 4 2.
x x
x x x
x x x
− =
− + + = −
 − + = −
 
6.17. 
1 2 3
1 2 3
1 2 3
3 5,
2 5 3 4,
1.
x x x
x x x
x x x
− + =
 − − = −
 + − = −
   6.18. 
1 2 3
1 2 3
1 2
1,
2 6 7,
3 2 1.
x x x
x x x
x x
+ + =
 − − =
 − =
 
6.19. 
1 2 3
1 2 3
1 2 3
2 2,
0,
3 2.
x x x
x x x
x x x
+ − =
 + + =
 − + = −
    6.20. 
1 2 3
1 2 3
1 2 3
7 5 2 1,
4,
2 5.
x x x
x x x
x x x
+ + =
 − − =
 + + = −
 
6.21. 
1 2 3
1 2 3
1 2 3
4 3 7,
3 2 2 1,
5 2.
x x x
x x x
x x x
− + =
− − + = −
− + + = −
   6.22. 
1 2 3
1 2 3
1 2 3
2 3 2 1,
3 4 6,
2 2.
x x x
x x x
x x x
− + =
 + − =
− + − = −
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6.23. 
1 2 3
1 2 3
1 2
3 4 5 1,
3 5 4,
6 2 2.
x x x
x x x
x x
− − =
 − − =
 + =
   6.24. 
1 2 3
1 2 3
1 3
3 2 0,
2 3 6,
2.
x x x
x x x
x x
− + =
 + − =
 − =
 
6.25. 
1 2
1 2 3
1 2 3
4 2,
3 2,
2 4 8.
x x
x x x
x x x
− + =
 − − = −
 + + =
   6.26. 
1 2 3
1 2
1 2 3
2 2 4 2,
3 1,
5 6 2 7.
x x x
x x
x x x
− + − =
 − =
− + − =
 
6.27. 
1 2 3
1 2 3
1 2 3
2 2 2 2,
2 2,
5 3.
x x x
x x x
x x x
− + = −
 + + =
 + + = −
   6.28. 
1 2 3
1 2
1 2 3
4 2 2,
2 3,
3 5 5.
x x x
x x
x x x
− + =
− + =
 − − = −
 
6.29. 
1 2 3
1 3
1 2 3
3 2 2,
2 1,
2 2 3 7.
x x x
x x
x x x
+ + =
− + =
− + − = −
   6.30. 
1 2 3
1 2 3
1 3
4 3 1,
3 2 2 2,
2 1.
x x x
x x x
x x
− + =
 + − =
 + =
 
Task 7. Investigate these systems on compatibility and find the solutions of 
compatible systems. For the homogeneous systems find FSS (fundamental 
system of solutions).  
7.1. a)
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 0,
3 2 4,
2 3 3 1,
4 2 2 3.
x x x x
x x x x
x x x x
x x x x
+ − + =
 + + − =
 + − + = −
 + + + =
  b)







=+−+
=+++
=+++
=−++
.054185
,0895
,0372
,0253
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.2. a)
1 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 1,
3 6 3 2,
4 8 4 5,
2 4 2 1.
x x x
x x x x
x x x x
x x x x
+ − =
 + + − =
 − + − =
 + + − =
 b)






=−+++
=−+++
=++−+
=−+−+
.010164135
,03102104
,0282115
,022
54321
54321
54321
54321
xxxxx
xxxxx
xxxxx
xxxxx
 
7.3. a)
1 2 3
1 2 3 4
1 2 3
1 2 3 4
3 2 4,
2 4 1,
3 2 5,
2 2 2.
x x x
x x x x
x x x
x x x x
− + =
 + − − =
 − + =
 + + − =
 b)







=++−+−
=+−+−
=++−+−
=+++
=+−+−
.023
,04342
,0332
,032
,0223
54321
54321
54321
5421
54321
xxxxx
xxxxx
xxxxx
xxxx
xxxxx
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7.4. a)
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 2 2 3 3,
2 3 2 6,
3 5 3 9.
x x x x x
x x x x x
x x x x x
+ + − − =
 − + − + =
 − + − − =
  b)






=+−+−
=+−+
=−+−
=+−+
.023
,023
,022
,0332
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.5. a)
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4
3 2 4 5 1,
3 2 2 2,
7 4 8 5 3,
5 5 5 10 0.
x x x x x
x x x x x
x x x x x
x x x x
+ − + − =
 − + − + =
 + − + − = −
 + − + =
 b)






=+−+
=−+−
=+−+
=+−+
.0463
,052
,0323
,02332
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.6. a)
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
9 3 5 6 4,
6 2 3 4 2 3,
3 3 14 0.
x x x x x
x x x x x
x x x x x
− + + + =
 − + + + =
 − + + − =
 b)






=++−
=−+−
=+−+
=+−+
.02
,052
,0323
,02332
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.7. a)
1 2 3
1 2 3 4
1 2 3 4
1 2 3 4
3 3,
3 3 4 5,
2 3 6 8,
2 6 3 0.
x x x
x x x x
x x x x
x x x x
+ − =
 − − + = −
 + − − =
 − − + =
 b)







=++−
=−+−
=+++−
=+−
.023
,02
,0232
,0334
4321
4321
4321
321
xxxx
xxxx
xxxx
xxx
 
7.8. a)
1 2 3 4
1 3 4
2 3 4
1 2 3 4
2 3 5,
4 7 11,
2 3 1,
2 3 4 2 4.
x x x x
x x x
x x x
x x x x
+ − − =
 + − =
 − + = −
 + − − =
 b)





=+−+
=+−+
=+−+−
=+−+
.032
,0332
,023
,023
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.9. a)
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
3 2 3 3 0,
2 2 2 1,
2 1,
2 4 2.
x x x x
x x x x
x x x x
x x x x
− − + =
 + − − =
 − − + =
 + − − =
 b)






=+++
=+++
=+++
=+++
.0255
,025
,032
,0235
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.10 .a) 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 3 4 6,
2 2 3 2 3,
5 2 4 6.
x x x x x
x x x x x
x x x x x
− + − + =
 − + + + =
 − + + − =
  b)
x x x x
x x x x
x x x x x
x x x x x
1 2 4 5
1 2 3 4
1 2 3 4 5
1 2 3 4 5
3 0
2 0
4 2 6 3 4 0
2 4 2 4 7 0
+ − − =
− + − =
− + + − =
+ − + − =







;
;
;
.
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7.11. a)





−=−−+
=+−
−=−+
=+−−
.13
,252
,152
,1553
4321
421
321
4321
xxxx
xxx
xxx
xxxx
  b)






=++−
=+−+
=−+−
=+−+
.0327
,01613114
,02332
,07543
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.12. a)





=++
=−+
−=+−+
=+++
.6243
,03
,322
,332
321
421
4321
4321
xxx
xxx
xxxx
xxxx
  b)





=+++
=++−−
=−+−
=+++
.014417
,016453
,0232
,0723
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.13. a)







−=−−−
−=−−−
−=−−
=−−+
.103652
,4232
,834
,4632
4321
4321
321
4321
xxxx
xxxx
xxx
xxxx
 b)






=+−+−
=−+−
=+−+
=+++
.0232
,052
,0323
,0245
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.14. a)





=−−
=−+
=−+−
=−+
.93
,222
,033
,72
431
432
4321
321
xxx
xxx
xxxx
xxx
  b)






=−+−−
=+−−+
=+−−+
=−++−
.023
;05557
;02
;02
54321
54321
54321
54321
xxxxx
xxxxx
xxxxx
xxxxx
 
7.15. a)
1 2 3 4
1 2 3 4
1 2 4
1 2 3 4
2 5 2,
2 5 2 10,
3 5 0,
3 2 6.
x x x x
x x x x
x x x
x x x x
− + − =
 + − − = −
 − + =
 + − − = −
   b)
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
4 3 2 0,
3 2 5 0,
2 2 4 4 3 0.
x x x x x
x x x x x
x x x x x
− + + + =
 − − + − =
 + − + − =
 
7.16. a)





=−−
=−−+
=−−+
=−−
.2
,6353
,23
,422
431
4321
4321
421
xxx
xxxx
xxxx
xxx
  b)





=++−
=−−+
=−+−
=−+−
.0112513
,02754
,013113
,03432
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.17. a)





−=+−+
=−−
−=−−
=−++
.422
,0332
,443
,05
4321
321
431
4321
xxxx
xxx
xxx
xxxx
  b)






=++−+
=++−+
=++−+
=++−+
.06395
,065397
,02432
,047265
54321
54321
54321
54321
xxxxx
xxxxx
xxxxx
xxxxx
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7.18. a)




−=++−
=++−
=++−
.81433
,54326
,46539
4321
4321
4321
xxxx
xxxx
xxxx
 b)






=+−+
=+−+
=−+−
=+−+
.01352
,0634
,0723
,0532
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.19. a)





−=++−
−=++−
−=++−
=−++
.1
,133
,33232
,122
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
  b)




=+++
=−+−
=+++
.032
,02
,02
4321
4321
4321
xxxx
xxxx
xxxx
 
7.20. a)




=+++−
=++−+
=++++
.3232
,022
,35423
54321
54321
54321
xxxxx
xxxxx
xxxxx
 b)







=+++−
=++−
=−+−
=+−−
.032
;032
;07234
;0642
4321
321
4321
4321
xxxx
xxx
xxxx
xxxx
 
7.21. a)





=−−−
=−−
=−−
−=−++
.32364
,053
,142
,13
4321
421
321
4321
xxxx
xxx
xxx
xxxx
  b)





=+−+
=+++
=+−+
=+−+
.032
,03
,05553
,03
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.22. a)




−=−+−
=+++
=−+−
.23232
,52
,32324
4321
4321
4321
xxxx
xxxx
xxxx
 b)






=−+−
=+++
=+−+
=−+−
.0232
,0223
,042
,0643
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.23. a)







=+++
=+++
=+++
=+++
=+++
.182557
,1553
,8324
,10233
,212568
4321
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
xxxx
  b)






=−+−−
=+−−+
=+−−+
=−++−
.023
,05557
,02
,02
54321
54321
54321
54321
xxxxx
xxxxx
xxxxx
xxxxx
 
7.24. a)







=+−−
=+++
=+++
=+++
.727
,152
,53284
,4232
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 b)






=−+−
=+−+
=−++
=+−+
.0742
,0634
,0233
,0532
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
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7.25. a)







=−−+
=−−+
−=−−
−=−−−
.3242
,33
,322
,333
4321
4321
421
4321
xxxx
xxxx
xxx
xxxx
  b)






=−+−
=+−+
=−+−
=+++
.032
,023
,03223
,02
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.26. a)







=−−
=++
−=−++
−=++
.923
,323
,12
,2
421
421
4321
321
xxx
xxx
xxxx
xxx
 b)






=+−−
=−+−
=+−−
=−+−
.0432
,0652
,03224
,02
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.27. a)







=−+
−=+−−
=−−+
=−−+
.0
,3222
,12
,1232
321
4321
4321
4321
xxx
xxxx
xxxx
xxxx
  b)






=+++
=+−+
=−++
=+++
.054185
,0895
,0253
,0372
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 
7.28. a)







=−+−
=−+
−=−−
=−++
.442
,023
,22
,6232
4321
421
431
4321
xxxx
xxx
xxx
xxxx
 b)






=+−+
=−++
=+−
=−++
.0243
0332
,022
,03
4321
4321
421
4321
xxxx
xxxx
xxx
xxxx
 
7.29. a)







−=−−+
=+−−
=+−−
−=−−+
.1233
,3
,83232
,1
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
  b)







=−+−+
=+++−
=−+−
=+−+−
.043
,032
,03775
,02344
54321
54321
5421
54321
xxxxx
xxxxx
xxxx
xxxxx
 
7.30. a)







=+++
−=−−−
−=−−+
=+−−
.8222
,1433
,1422
,7223
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
 b)






=−+−+
=+−++−
=−+−+
=++−+
.03325
,0223
,03458
,0232
54321
54321
54221
54321
xxxxx
xxxxx
xxxxx
xxxxx
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CHAPTER 2. ANALYTIC GEOMETRY 
 
2.1. Vector Algebra 
2.1.1. Vectors. Basic Definitions and Concepts 
 
Definition. The vector is a directed segment (Fig.2). 
Notations: a  or a  or AB  or AB . 
Point A is called an origin of the vector. 
Point B is called a terminus. 
Definition. The distance between the origin and terminus 
is called a module or a length of this vector. 
Notations: a . 
If the origin of the vector coincides with the terminus then 0=a . Such a 
vector is called a zero-vector and denoted as 0

 or just 0. 
Definition. Two vectors a  and b

 are called equal if they have the same 
module and the same direction. 
From the last definition It follows that the vectors obtained one from 
another by parallel shift are equal. 
Definition. Two vectors a  and b

 are called collinear if they are parallel to the 
same straight line. 
Definition. Three vectors a , b

 and c  are called coplanar (or complanar) if 
they are parallel to the same plane. 
Definition. Vector of the unit length having the same direction with vector a  
is called the ort or the unit vector of the vector a .  
Notation: oa . 
 
2.1.2. Linear Operations on Vectors 
 
Linear operations on vectors are the multiplication of vector by scalar and 
the addition of the vectors. 
A 
B a  
Figure 2 
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Definition. The vector ab 

λ=  is called the multiplication of the vector a  by 
scalar λ  if: 
1. ab 

λ= ; 
2. a  and b

 are collinear vectors; 
3. a  and b

 have the same direction for positive values of λ  and the 
opposite directions for negative values of λ . 
See examples on Fig.3. 
 
 
From definition It follows that two collinear vectors could be obtained 
one from another by multiplication by a scalar. So, we have the following 
criterion of collinearity for two nonzero vectors: 
Rabbaba ∈µλµ=⇔λ=⇔ ,,|| 




\{0} 
Definition. The sum of vectors a  and b

 is called a vector bac


+=  
which origin coincides with the origin of a  and terminus coincides with the 
terminus of b

 if the terminus of a  and the origin of b

 are connected (Fig.4).  
bac


+=  
b

 
a
 
Figure 4. The rule of triangle 
a
 
─ a

 
2 a

 
─3/2 a

 
Figure 3 
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This rule to get sum is called the rule of triangle (Fig.4).  
There is another rule to get sum called the rule of parallelogram (Fig.5). 
In this case you should construct a parallelogram on the vectors a  and b

. The 
sum of the vectors coincides with the diagonal of this parallelogram directed 
from the origin of a  to the terminus of b

. 
 
To get difference of vectors you should fulfill the following operations: 
)()1( abababd 





−+=−+=−= . 
The difference of vectors coincides with the other diagonal of the 
parallelogram constructed on a  and b

 (Fig.5). It is directed from minuend 
origin to subtrahend origin if their terminuses are connected. 
Basic properties of linear operations: 
1. abba 


+=+  
2. )()( cbacba 




++=++  (Fig.6) 
3. baba




λ+λ=+λ )( , R∈λ  
4. aaa  µ+λ=µ+λ )( , R∈µλ,  
bac


+=  
b

 
a
 
Figure 5. The rule of parallelogram 
─ a

 
abd 

−=  
cbacba 




++=++ )()(  
b

 a

 
Figure 6  
cb 

+  
ba


+  c

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Example. Let us find a vector c  with direction coinciding with a bisector of an 
angle between the vectors a  and b

 
(Fig.7).  
A diagonal bisects the angle of a 
parallelogram only if this 
parallelogram is a rhomb. That is why 
the vector c  bisects an angle between 
two vectors only if their lengths are 
equal to each other.  
Let us consider the orts 0a  and 0b

. Their lengths are equal to one and 
their directions coincide with directions of a  and b

, relatively. Then the vector 
directed along the bisector of the angle between a  and b

 has the same direction 
as 0a + 0b

. Therefore, 
c =λ( 0a + 0b

), λ>0. 
 Note, that there are several other ways to construct the vectors of the 
equal length. For example, we can find the bisector as 
( )abbac  ⋅+⋅λ= , λ>0. 
 
2.1.3. Concept of Linear Space 
 
Definition. The set L of the elements x, y, z,… is called linear space (LS) if 
I.  There is an operation of multiplication of elements by scalar such 
that 
RLxLx ∈α∀∈α⇒∈∀ ; 
II. There is an operation of addition such that 
LyxLyx ∈+⇒∈∀ , ; 
III. These operations satisfy 8 conditions: 
1. Lyxxyyx ∈∀+=+ , ; 
2. Lzyxzyxzyx ∈∀++=++ ,,)()( ; 
         Figure 7 
c  
a  
b

 
+0a 0b

 
0a  
0b

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3. LxxxxL ∈∀=+=+∈∃ 00:0 ; 
4. 0: =+∈−=∃∈∀ yxLxyLx ; 
5. Lxxx ∈∀=⋅1 ; 
6. yxyx λ+λ=+λ )(  RLyx ∈λ∀∈∀ , ; 
7. RLxxxx ∈µλ∀∈∀µ+λ=µ+λ ,)( ; 
8. RLxxxx ∈µλ∀∈∀λµ=µλ=λµ ,)()()( . 
Example 1. The set of continuous functions on segment ],[ ba  is a linear space.  
Indeed, usual operations of addition and multiplication by number satisfy all 
conditions: the sum of continuous functions is continuous function, continuous 
function multiplied by a number is still continuous function, zero-element is 
zero function which is obviously continuous and so on. 
Example 2. The set of real numbers is a linear space. But the set of integers is 
not LS, since, for example, multiplication of any integer by real number π  
makes this number not integer. 
Example 3. The set of all matrices of the identical size is a linear space. 
Example 4. The set of vectors is a linear space. 
 Below we are going to consider some properties of linear spaces only on 
the example of vector space since vectors are objects of our consideration. But 
these properties are the same for any linear space. 
 
2.1.4. Concept of Basis. Decomposition of the Vector 
 
Definition. The expression Raaaa nnn ∈αααα++α+α+α 


 ,,, 21332211  is 
called linear combination (LC) of the vectors naaaa


 ,,,, 321 . 
Definition. The vectors naaaa


 ,,,, 321  are called linearly independent (LI) if 
any their trivial (zero) linear combination has trivial coefficients, i.e.  
( )00LIare,,, 21221121 =α==α=α⇒=α++α+α⇔ nnnn aaaaaa 




 . 
In other case they are called linearly dependent (LD), i.e.  
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0and0:LDare,,, 33221121 =α++α+α+α≠α∃⇔ nnkn aaaakaaa





. 
Theorem (Linear dependence of vectors) The vectors naaaa


 ,,,, 321  are 
linearly dependent if and only if one of these vectors is linear combination of 
other vectors. 
Proof. Necess i ty.  We know that vectors are linearly dependent. We should 
proof that one of them is linear combination of others. Suppose we have some 
zero linear combination of vectors. Then at least one coefficient of it is not equal 
to zero. Suppose it has number k, i.e. 0≠αk . We divide zero expression by 
kα−  and express from obtained equation the vector ka
 : 
⇔=α++α++α+α 02211 nnkk aaaa




  
⇔=
α
α
−−−−
α
α
−
α
α
−⇔ 02211 n
k
n
k
kk
aaaa   
⇔=
α
α
−−
α
α
−
α
α
−−
α
α
−
α
α
−=⇔ +
+
−
− 011112211 m
k
m
k
k
k
k
k
k
kk
k aaaaaa




  
∑
≠
= α
α
−=⇔
n
ki
i
i
k
i
k aa
1
 . 
Necessity is proven. 
Suff ic iency.  Suppose ∑
≠
=
γ=
n
ki
i
iik aa
1
 . We should prove that vectors are linearly 
dependent. Let us put ka
  to the right of the last equation. So we get 
k
n
ki
i
ii aa

−γ= ∑
≠
=1
0 , 
i.e. we have obtained zero linear combination of all vectors with the coefficient 
01 ≠−=γk . From definition of linear dependence it means that these vectors 
are LD. Theorem is proven. 
 By means of this Theorem we will prove the following 3 statements: 
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Statement 1. Two vectors are linearly dependent if and only if they are 
collinear. 
Proof.   collinearare,1] Theorem[by LDare, bababa






⇔α=⇔⇔ . 
Statement is proven. 
Corollary. Two vectors are linearly independent if and only if they are not 
collinear. 
Statement 2. Three vectors are linearly dependent if and only if they are 
coplanar. 
Proof. Necess i ty.  LDare,, cba 

 . By the Theorem 1 we get, for example, that 
bac


β+α= . Thus, c  is a diagonal of the parallelogram constructed on aα  and 
b

β  and it belongs to the plane of this parallelogram as a  and b

 do. So these 
vectors are coplanar. 
To prove Suff ic iency we need just to prove that for any three coplanar 
vectors one is linear combination of others.  
Suppose ba

,  are collinear. Then  
ba


λ=  or cba 


⋅+λ= 0 , 
so vectors  are LD by Theorem 1. Suppose now that ba

,  are not collinear. Then, 
accordingly to the Fig.8,  
baACABADc


µ+λ=+== , 
since ABDC is a parallelogram and aAB || , bAC

|| . Statement is proven. 
A b

 
a
 
Figure 8 
c  
B 
C 
D 
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Statement 3. Any four vectors in space are linearly dependent. 
Proof. Let us consider any four vectors in space. There are two cases.  
Case 1. cba 

 ,,  are coplanar. Then they are LD, i.e. 
00 =⋅+γ+β+α=γ+β+α dcbacba





  with not all zero coefficients. Thus 
dcba



 ,,,  are LD as well. 
Case 2. cba 

 ,,  are not coplanar. Then let us draw a straight line through the 
terminus of the vector d

 (point F) parallel to the vector c  to find point D which 
is an intersection of constructed straight line and plane of the vectors ba

,  
(Fig.9). Obtained vector AD  is coplanar with not collinear vectors ba

, , i.e. it 
could be presented as their linear combination. In other case, vector AEDF =  is 
collinear to c , i.e. 
0, ≠λλ= cDF  . 
So, 
bacACABAEADAEAFd



β+α+λ=++=+== , 
where 0≠λ . It means that these vectors are linearly dependent. Statement is 
proven. 
Figure 9 
d

 
A b

 
a
 
c  
B 
C 
D 
E 
F 
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Definition. Linear space L is called n-dimensional if there are n linearly 
independent elements and any (n+1) are linearly dependent. 
Definition. In n-dimensional linear space any n linearly independent elements 
are called basis of this space. 
Note 1. There could be a lot of different bases in the same LS. 
Note 2. From statements 1-3 follows that: 
1. Plane is 2-dimensional LS and any two not collinear vectors form basis. 
2. Space is 3-dimensional LS and any three not coplanar vectors form 
basis. 
Definition. The basis is called orthogonal if every two vectors from basis are 
perpendicular to each other. 
Definition. The basis is called orthonormal if it is orthogonal and the module 
of every vector is equal to 1. 
Theorem (Decomposition of the vector in the basis) Any vector of n-
dimensional linear space can be presented as linear combination of basic vectors 
and this presentation is unique. 
Proof. Let us consider any basis of the n-dimensional linear space neeee


 ,,, 321  
and an arbitrary vector x . From definition of the n-dimensional linear space it 
follows that vectors neeeex


 ,,,, 321  are linearly dependent, i.e. we have some 
zero linear combination of these vectors  
03322110 =γ++γ+γ+γ+γ nneeeex


  
with not all zero coefficients. There are two possible cases.  
Case 1. 00 =γ . Then we found zero linear combination of the basis vectors with 
not all zero coefficients: 0332211 =γ++γ+γ+γ nneeee


 . It means that basis 
vectors are LD. We got a contradiction with definition of basis. 
Case 2. 00 ≠γ . So we got the presentation of the vector through basis ones: 
n
n eeeex 
0
3
0
3
2
0
2
1
0
1
γ
γ
−−
γ
γ
−
γ
γ
−
γ
γ
−= . 
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Let us prove that this presentation is unique. We suppose the opposite statement, 
namely, that there are two different presentations: 
nneeeex



α++α+α+α= 332211  and nneeeex



α++α+α+α= 332211 . 
After subtraction of two last equations one from another we have 
nnn eee


 )()()(0 222111 α−β++α−β+α−β= . 
Since the vectors neeee


 ,,, 321  are linearly independent, we have 
 







α=β=α−β
α=β=α−β
α=β=α−β
.i.e.,0
;i.e.,0
;i.e.,0
1222
1111
nnnn

 
So, any two presentations have the same coefficients, i.e. presentation is 
unique.Theorem is proven. 
Definition. The presentation of the vector as linear combination of basic 
vectors is called the decomposition of the vector x  in the basis neeee


 ,,, 321 . At 
the same time the coefficients of this decomposition are called the coordinates of 
the vector x  in this basis. 
Note 1. If the basis is chosen, one can write only coordinates of vector instead 
of the whole decomposition, i.e. one can write that ),,,,( 321 nx αααα= 
  or 
1 2 3{ , , , , }nx = α α α α

  instead of nneeeex



α++α+α+α= 332211 . Moreover, 
both signs “,” and “;” might be used to separate coordinates. 
Note 2. Suppose we have 2 or 3-dimentional space. From Statements 2 and 3 
and the last Theorem It follows the way to find decomposition of the vector in 
any chosen basis. 
Note 3. Since each vector can be associated with row/column of its coordinates, 
linear dependence/independence of vectors coincides with linear 
dependence/independence of rows/columns. Thus, to check linear dependence of 
the vectors given by their coordinates It is enough and sufficient to check it for 
the rows/columns of their coordinates. 
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2.1.5. Linear Operations on Vectors Given by Their  
Coordinates in Some Basis 
 
Suppose we consider some n-dimensional linear space with basis 
neeee


 ,,, 321  and vectors 
),,,,( 321332211 nnneeeex αααα=α++α+α+α= 


 ,  
),,,,( 321332211 nnneeeey ββββ=β++β+β+β= 


 . 
Then  
),,,,()( 32122112211 nnnnn eeeeeex λαλαλαλα=λα++λα+λα=α++α+αλ=λ 





. 
=β++β+β+β+α++α+α+α=+ nnnn eeeeeeeeyx





332211332211  
),,,,()()()( 332211222111 nnnnn eee β+αβ+αβ+αβ+α=β+α++β+α+β+α= 



. 
Conclusions: 
1. To multiply vector by scalar means to multiply all its coordinates by this 
scalar; 
2. To add two vectors means to add their corresponding coordinates. 
Example. Show that the vectors 1 2 3, ,a a a
    form a basis and find decomposition 
b

 in this given basis if 
( ) ( ) ( ) ( )1 2 31; 1;2 , 2;2; 1 , 2;1;0 , 3;7; 7a a a b= − = − = = −

   . 
To decompose the vector b

 in this basis 1 2 3, ,a a a
    means to find the 
following its presentation  
332211 aaab


α+α+α= . 
The last equality is equivalent to the following: 
)0;1;2()1;2;2()2;1;1()7;7;3( 321 α+−α+−α=− = 
)2;2;22( 21321321 α−αα+α+α−α+α+α=  
or  
1 2 3
1 2 3
1 2
2 2 3,
2 7,
2 7.
α + α + α =
−α + α + α =
 α −α = −
 
Extended matrix of the obtained system is  
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









−−
−
7
7
3
012
121
221
. 
Note, that the matrix of this system consists of the columns 1 2 3, ,a a a
   . If 
the vectors 1 2 3, ,a a a
    form the basis then they are linearly independent and a rank 
of the system matrix is equal to 3. Thus we can answer both questions of this 
example by solving this system. If the rank of system matrix is equal to 3 then 
the vectors 1 2 3, ,a a a
    form basis and solutions of the system are the coordinates 
of b

 in this basis.  
Let us solve this inhomogeneous system of equations relatively to 
321 ,, ααα  by Jordan-Gauss method: 










−−
−
7
7
3
012
121
221
~[We add multiplied by 1 to the second row and the first 
row multiplied by (−2) to the third one] 










−−− 13
10
3
450
340
221
~ ~[We add the 
last row to the second one to get 1 in the second row]~ 










−−−
10
3
3
340
110
221
~ ~[ We add the multiplied by 2 to the first row and the 
second row multiplied by 4 to the third one]~










−
−
− 2
3
3
100
110
001
~[We add the 
third row to the second and multiply the third row by (−1)] ~









 −
2
1
3
100
010
001
. 
The rank of the system matrix is equal to 3 and to the rank of the extended 
matrix. Thus, the vectors 1 2 3, ,a a a
    form the basis and the system is compatible. 
Here .2;1;3 321 =α=α−=α   
Therefore 1 2 33 2b a a a= − + +

    is a decomposition of the vector b

 in the 
basis 1 2 3, , .a a a
    
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2.1.6. Transition to a New Basis 
 
It is absolutely clear that coordinates of the vector depend on the chosen 
basis and vary at transition from one basis to another one.  
Suppose we have two different bases: old basis neeee


 ,,, 321  and new one 
**
3
*
2
*
1 ,,, neeee


 . 
Each vector of the new basis could be decomposed in the old basis: 







++++=
++++=
++++=
nnnnnnn
nn
nn
eaeaeaeae
eaeaeaeae
eaeaeaeae










332211
*
2332222112
*
2
1331221111
*
1
, i.e. Ε=Ε TA* , where 












=Ε
ne
e
e




2
1
, 














=Ε
*
*
2
*
1
*
ne
e
e




. 
 Obtained matrix A  is called the matrix of transition from old basis to new 
one.  
Note 1. 0det ≠A , since in other case rows of this matrix are linearly 
dependant, i.e. one row is linear combination of others and thus one vector of 
new basis is linear combination of other basis vectors. The last statement 
contradicts with definition of basis. 
Note 2. Each column of A is a decomposition of the corresponding new basic 
vector in old basis. 
Let us find the rule of coordinate change at basis transition by means of 
the matrix A . 
=α++α+α+α= ***3
*
3
*
2
*
2
*
1
*
1 nneeeex



+++++α+++++α= )()( 2332222112
*
21331221111
*
1 nnnn eaeaeaeaeaeaeaea





=+++α++++++α+ )()( 2211
*
3333223113
*
3 nnnnnnnn eaeaeaeaeaeaea







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+α++α+α+α++α+α+α= 2
*
2
*
222
*
1211
*
1
*
313
*
212
*
111 )()( eaaaeaaaa nnnn




=α++α+α++α++α+α+ nnnnnnnn eaaaeaaa



 )()( **22
*
113
*
3
*
232
*
131  
nneeee



α++α+α+α= 332211 . 
Thus,  








α++α+α=α
α++α+α=α
α++α+α=α
α++α+α=α
**
22
*
11
*
3
*
232
*
1313
*
2
*
222
*
1212
*
1
*
212
*
1111
nnnnnn
nn
nn
nn
aaa
aaa
aaa
aaa





 ⇔  
XAX
AXX
1*
*
−=
=
   where 












α
α
α
=
n
X

2
1
, 














α
α
α
=
*
*
2
*
1
*
n
X

. 
Example.  Find the matrix of transition from the basis )1;2;1(1 =e
 , )1;1;1(2 −=e
 , 
)0;1;0(3 =e
  to the basis )2;4;0(*1 =e
 , )0;0;2(*2 =e
 , )2;2;0(*3 =e
 . 
 To find this matrix we should decompose the vectors of the new basis in 
the old one, i.e. to solve the following systems of equations: 





=α+α
=α+α+α
=α−α
2
42
0
21
321
21
          





=α+α
=α+α+α
=α−α
0
02
2
21
321
21
          





=α+α
=α+α+α
=α−α
2
22
0
21
321
21
 
The matrix system is the same. The only difference is in right parts. That is why 
we can solve these systems at the same time by means of the modified extended 
matrix: 









 −
202
204
020
011
112
011
~










−
−
−
222
244
020
020
130
011
~










−
−
−
222
022
020
020
110
011
~ 
~










−
−
−
−
222
022
020
200
110
011
~










−−
−
−
111
022
020
100
110
011
~










−−
−
−
111
111
020
100
010
011
~ 
~










−−
−
111
111
111
100
010
001
. 
Thus, the solution of the first system is 
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1;1;1 321 =α=α=α  and 321
*
1 eeee

++= ; 
the solution of the second system is 
1;1;1 321 −=α−=α=α  and 321
*
2 eeee

−−= ; 
the solution of the third system is 
1;1;1 321 −=α=α=α  and 321
*
3 eeee

−+= . 
Therefore  










−−
−=
111
111
111
A . 
 
2.1.7. Projection of the Vector on Axis 
 
 Let us consider an arbitrary vector AB

 and an axis with direction given 
by the vector u  (Fig.10). To get points *A , *B  we drop perpendiculars from the 
origin and terminus of the vector on the axis. 
Definition. The length of the segment **BA  taken with sigh “+” if **BA  has 
the same direction with u  or with the sigh “−” if **BA  has the opposite 
direction with u  is called projection of the vector AB  on u (or on the axis with 
direction u ).    Notation: ABpru . 
Note. From the definition and Fig.10 it follows that 
α===
∧
cos),cos(** ABuABABBAABpru

 . 
α 
B 
B* A* 
A 
u  Figure 10 
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Properties of the projections: 
1. aprapr uu

 λ=λ ; 
2. bpraprbapr uuu




 +=+ )( . 
3. aprapr uu

 =λ  for positive λ; 
    aprapr uu

 −=λ  for negative λ. 
Proof. 1. Let ),(
∧
=α ua   (Fig.11). Then 
=λλ=λλ=λ
∧∧
),cos(||||),cos(|| uaauaaapru


  
( ) apraifa
ifa
ifa
ifa
u





λ=αλ=



<λαλ−
≥λαλ
=



<λα−πλ
≥λαλ
= cos||
0cos||||
0cos||||
0cos||||
0cos||||
. 
2. Let us prove this property geometrically. There are six different cases 
(Fig.12). 
 
Figure 12 
α 
     π-α 
Figure 11 
u  
a||λ  
− a||λ  
a  
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It follows from case I that  
bpraprbapr uuu




 +=+ )( . 
It follows from case II that  
bpraprbapr uuu




 −+−=+− )( , i.e. bpraprbapr uuu




 +=+ )( . 
It follows from case III that  
bprbaprapr uuu


 −+= )( , i.e. bpraprbapr uuu




 +=+ )( . 
It follows from case IV that  
aprbaprbpr uuu




 ++−=− )( , i.e. bpraprbapr uuu




 +=+ )( . 
It follows from case V that  
aprbaprbpr uuu




 −+= )( , i.e. bpraprbapr uuu




 +=+ )( . 
It follows from case VI that  
bprbaprapr uuu


 ++−=− )( , i.e. bpraprbapr uuu




 +=+ )( . 
3. Since for the positive λ the direction of the axis stays the same, the projection 
of the vector saves its value. For the negative λ we obtain the opposite direction 
of the axis and therefore the opposite sign of the projection. 
Properties are proven. 
Note.  One additional property of vector projection follows directly from the 
definition: 
Example.  It is known that 10=aprc

 , 5=bprc

 . Find )23( bapr c


 −− . 
By the projection properties we have 
2010305210323)23()23( −=+−=⋅+⋅−=+−=−−=−− bpraprbaprbapr cccc






 . 
Thus, the vector c−  and the vector-projection of the vector ba

 23 −  have 
the opposite directions. 
 
2.1.8. Cartesian Coordinate System 
 
 Cartesian coordinate system consists of a point O called the origin and 
perpendicular directed coordinate axes passing through the origin.  
► Rudnyeva G.V. Elements of Linear Algebra and Analytic Geometry 
 
100 
 
Cartesian coordinate system with two (three) axes is called coordinate 
system in plane (space).  
Traditionally, the axes in plane are called the axis of abscissas (axis Ox) 
and the axis of ordinates (axis Oy) and directed in the way that the shortest turn 
from positive semi-axis Ox to positive semi-axis Oy is made anticlockwise.  
The axes in space are called the axis of abscissas (axis Ox), the axis of 
ordinates (axis Oy) and the applicate axis (axis Oz) and directed in the way that 
the shortest turn from positive semi-axis Ox to positive semi-axis Oy is made 
anticlockwise if you observe this turn from the positive semi-axis Oz. 
 Natural bases in plane and in space are bases formed from the unit vectors 
directed along the positive semi-axes.  
Namely, natural basis in plane is the set of vectors  
(1,0), (0,1)i j
 
; 
natural basis in space is the set of vectors  
(1,0,0), (0,1,0), (0,0,1)i j k

 
. 
 From Note 2 to the Theorem about vector decomposition (Section 2.1.4) it 
follows that to find coordinates of the vector 
in the mentioned above bases we should 
connect the origin of the vector with point O 
and drop perpendiculars on the exes to find 
the vector-projections of this vector on basis 
vectors. In this case the vector is equal to 
sum of obtained vector-projections (Fig.13). 
Thus, we have:  
in plane Oxy 
),( yxyx aajaiaa =+=


; 
in space Oxyz  
),,( zyxzyx aaakajaiaa =++=



, 
where  
α== cos|| aapra ix

 ,    β== cos|| aapra jy

 ,    γ== cos|| aapra kz

 , 
a  
ax 
ay 
az 
x 
y 
z 
O 
Figure13 
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),(
∧
=α ia

 , ),(
∧
=β ja

 , ),(
∧
=γ ka

  are angles between the vector and positive semi-
axes Ox,Oy,Oz. 
γβα cos,cos,cos  are called the direction cosines of the vector. 
From Fig.13 it follows that  
1) By Pythagorean Theorem 
222|| zyx aaaa ++=
  
2) γ+β+α=γ+β+α== 2222
222222
2
2
coscoscos
||
cos||cos||cos||
||
||1
a
aaa
a
a




, i.e. 
1coscoscos 222 =γ+β+α  
3) Vector )cos,cos,(cos γβα  is a vector of unit length with the same with vector 
a  direction. Thus, this vector is ort of the vector a , i.e. 
||
)cos,cos,(cos0
a
aa



=γβα=  
Example. It is known that 2|| =a , 2/1cos =α , 2/1cos −=γ  and an angle 
between the axis Oy and a  is acute. Find the coordinates of the vector a . 
 Since the angle β  is acute then 0cos >β  and 
2
1
2
1
4
1
4
11coscos1cos 22 ==−−=γ−α−=β . 
Therefore  
1cos|| =α= aax
 ,    2cos|| =β= aay
 ,    1cos| −=γ= aaz
 ; 
( )1;2;1 −=a . 
 
2.1.9. Radius-vector of the Point  
 
Definition. Suppose we have Cartesian coordinate system. Vector OM  with 
origin in the point O and a terminus M is called a radius-vector of the point M.  
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 Coordinates of the point in the Cartesian coordinate system by definition 
are coordinates of its radius-vector, i.e.  
If    ),,( zyxkzjyixOM =++=


    then    ),,( zyxM . 
Let us find coordinates of the vector AB  through the coordinates of A and B 
(Fig.14). 
B B( , , ) ( , , ) ( , , )B B A A A A B A B AAB OB OA x y z x y z x x y y z z= − = − = − − −
  
. 
It means that to find coordinates of the vector we should subtract from the 
coordinates of the terminus the coordinates of the origin. 
At the same time, since module of the vector AB  is equal to the distance between 
two points, we state the following: 
The distance between two points A and B is equal to 
222
B )()()(|| ABABA zzyyxxABd −+−+−== . 
Example. It is known that ( )1,2, 1a AB= = −

 , ( )1,1,0A . Find the coordinates of 
the point B and distance between the points A and B. 
211B =+=+=⇒−= AxBAx xaxxxa ; 
312B =+=+=⇒−= AyBAy yayyya ; 
101B −=+−=+=⇒−= AzBAz zazzza . 
Therefore, ( )2,3, 1B − . 
The distance between the points A and B is equal to the length of the vector AB : 
6)1(21 222 =−++=d . 
A(xA,yA,zA) 
x 
 y 
z 
O 
Figure 14 
B(xB,yB,zB) 
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2.1.10. Division of the Segment in the Given Ratio 
 
 Let us find coordinates of the point C which divides the segment AB in 
the ratio λ:μ, i.e. µλ= :||:|| CBAC . 
 From Fig.15 it follows that  
=
µ+λ
λ
+=+= ABOAACOAOC  
( ) =
µ+λ
λ
+
µ+λ
µ
=
µ+λ
λ
−+= OBOAOAOBOA  






µ+λ
λ
+
µ+λ
µ
µ+λ
λ
+
µ+λ
µ
µ+λ
λ
+
µ+λ
µ
= BABABA zzyyxx ,,  
Thus 
:C  
µ+λ
λ+µ
= BAC
xxx , 
µ+λ
λ+µ
= BAC
yyy , 
µ+λ
λ+µ
= BAC
zzz . 
Example 1. Let point M be a middle of the segment. In this case 1== µλ . 
Therefore 
2
BA
M
xxx += , 
2
BA
M
yyy += , 
2
BA
M
zzz += . 
Example 2. Find the point M of median intersection in the triangle with 
vertices ),,( AAA zyxA , ),,( BBB zyxB , ),,( CCC zyxC  (Fig.16). 
A(xA,yA,zA) 
x 
 y 
z 
O 
Figure 15 
B(xB,yB,zB) 
C(xC,yC,zC) 
 μ 
 λ 
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Since M is a point of median intersection, it divides each median in the ration 
2:1. Therefore, the coordinates of this point could be found through the 
coordinates of the points C and D in the following way: 
:M  
12
2
+
+
= DCM
xxx , 
12
2
+
+
= DCM
yyy , 
12
2
+
+
= DCM
zzz , 
where D is a middle of the side AB and therefore 
2
BA
D
xxx += , 
2
BA
D
yyy += , 
2
BA
D
zzz += . 
Thus,  
:M  
312
2
2
CBA
BA
C
M
xxx
xxx
x ++=
+
+
+
= ,  
            
312
2
2
CBA
BA
C
M
yyy
yyy
y ++=
+
+
+
= ,  
         
312
2
2
CBA
BA
C
M
zzz
zzz
z ++=
+
+
+
= . 
Example 3. Find the center of the gravity of the triangle with vertices )3;2;1(A , 
)4;3;1(−B , )2,0,3( −C . Since the center of the gravity in triangle coincides with 
the point of median intersection, the coordinates of the center are: 
1
3
311
3
=
+−
=
++
= CBAo
xxxx , 
3
5
3
032
3
=
++
=
++
= CBAo
yyyy , 
3
5
3
243
3
=
−+
=
++
= CBAo
zzzz . 
Figure 16 
),,( BBB zyxB  
),,( DDD zyxD  
),,( CCC zyxC  
),,( AAA zyxA  
M 
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Note. All obtained above formulas are valid for the points in plane, as well. 
 Except linear operations on vectors, such as addition and multiplication 
by scalar, there is an operation of vector multiplication. Moreover, It is possible 
to multiply vectors in three ways, namely in scalar, vector and mixed ways. 
 
2.1.11. Scalar Product 
 
Definition. Scalar product (or dot product) of two vectors a  and b

 is a 
number (scalar) equal to αcosba

 , where α  is an angle between vectors a  and 
b

. 
We denote the scalar product in two ways: ( )ba ,  or just ba   or a b⋅  . So, 
( ) α= cos, baba  . 
Since  
bprb a

=αcos ,          apra b

=αcos , 
we have 
( ) aprbbpraba ba 





 ==, , 
( )
b
baaprb




,
= . 
Statement (Criterion of the perpendicularity) Two non-zero vectors are 
perpendicular if and only if their scalar product is equal to zero, i.e. 
( ) 0, =⇔⊥ baba . 
Indeed, 
( ) 0cos||||,0cos
2
=α=⇔=α⇔
π
=α⇔⊥ bababa

 . 
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Algebraic properties of the scalar product: 
1) ( ) ( )abba  ,, = ; 
2) ( ) ( ) ( )bababa  ,,, λ=λ=λ ; 
3) ( ) ( ) ( )cbcacba  ,,, +=+ . 
Proof. 1) ( ) ( )ababbaba  ,coscos, =α=α= ;  
2) ( ) ( )baaprbaprbba bb






 ,, λ=λ=λ=λ ; 
3) ( ) ( ) ( ) ),(,)(, cbcabpraprcbaпрccba ccc 








 +=+=+=+ . 
Properties are proven. 
 From the definition It follows that 
( ) 2, aaa  =      or     ( )aaa  ,= . 
Thus, we obtain an additional fourth property of scalar product: 
4) ( ) 0, ≥aa   and ( ) 00,


=⇔= aaa . 
Example 1. It is known that qpa  25 += , qpb 

3−= , 2,1 == qp  , 
3
, π=





=ϕ
∧
qp  . Find ba + . 
By the last formula  
=−−=−++−++=++=+ )6,6()325,325(),(
2
qpqpqpqpqpqpbababa 





  
=+−−= ),(),(6),(6),(36 qqpqqppp  [By properties of scalar product]= 
28412362
3
cos2112136||),(12||36 222 =+−=+π⋅⋅⋅−⋅=+−= qqpp  . 
Thus,  
7228 ==+ ba . 
Example 2. Find the ort of the vector.  
From the definition of ort it follows that aa  λ= , where 0>λ . Therefore 
( ) ( ) ⇒=λ⇒λ=λλ==
a
aaaaa 1,,1 22   
Chapter 2. Theory ◄ 
 
107 
 
a
aa


 =  
Note, that we have obtained the same formula as obtained above through 
the direction cosines. 
 Let us find the formula to calculate the scalar product of vectors given by 
their coordinates in the orthonormal basis kji


,, .  
Since 
1|||||| === kji


 
and  
kjkiji




⊥⊥⊥ ,, , i.e. 0),(),(),( === kjkiji




, 
we have 
zzyyxxzyxzyx bababakbjbibkajaiaba ++=++++= ),(),(






. 
It means that to find the scalar product we should multiply the 
corresponding coordinates of vectors and then summarize these products.  
Note. This formula is valid for the vectors in plane (case, when 0== zz ba ). 
Example. It is known that (1,2,3)a , ( 1,1,2)b −

, (0,1,4)c . Find a value k such 
that ( )ckba  −⊥ . By the criterion of the perpendicularity we have 
( ) ( ) ( ) =−=−= cakbackba  ,,,0  
=⋅+⋅+⋅−⋅+⋅+−= )431201(2312)1(1 k  
0147 =−= k . 
Thus 
2
1
14
7
==k . 
Note. The two and three-dimensional vector spaces with scalar product, 
satisfying four properties written above, are called Euclidean vector spaces.  
 
2.1.12. Inner Product Space and Normed Space 
 
An inner product space is a linear space of arbitrary (possibly infinite) 
dimension with additional structure, which, among other things, enables 
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generalization of concepts from two or three-dimensional Euclidean geometry. 
The additional structure associates to each pair of elements in the space a 
number which is called the inner product (also called a scalar product) of the 
elements. Inner products allow the rigorous introduction of intuitive geometrical 
notions such as the angle between vectors or length of vectors in spaces of all 
dimensions. It also allows introduction of the concept of orthogonality between 
elements in the inner product space.  
Definition. Suppose, the field of scalars denoted F is either the field of real 
numbers R or the field of complex numbers C (See the course of mathematical 
analysis). An inner product space is a vector space V over the field F together 
with a function called an inner (scalar) product such that it puts in 
correspondence to any two elements x, y of V the scalar from F, denoted yx,  
or ( )yx, , and It satisfies the following axioms  
1) 0, ≥xx  and 00, =⇔= xxx ; 
2) xyyx ,, =   (line denotes the complex conjugate); 
3) yxyx ,, λ=λ , ∈λ F; 
4) zyzxzyx ,,, +=+ . 
Definition. The inner product space over the field of real numbers is called the 
Euclidean space. 
In the two or three-dimensional vectors spaces the idea of the "length" of 
a vector is intuitive and can be easily extended to any real vector space Rn. It 
turns out that the following properties of "vector length" are the crucial ones: 
1. The zero vector has zero length; every other vector has a positive length.  
2. Multiplying a vector by a positive number changes its length without 
changing its direction.  
3. The triangle inequality holds. That is, taking lengths as distances, the 
distance from A through B to C is never shorter than going directly from A 
to C, or the shortest distance between any two points is a straight line.  
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Their generalization for more abstract vector spaces, leads to the notion of 
the norm. A vector space on which a norm is defined is then called a normed 
vector space. 
Definition. Linear space V is called a normed space if any element x of this 
space is associated with not-negative real number x  called norm of the element 
such that the following three axioms are valid: 
1) 0≥x  and 00 =⇔= xx  (nondegeneracy); 
2) xx λ=λ , ∈λ R (homogeneity); 
3) yxyx +≤+  (triangle inequality). 
Note 1. In the inner product space the norm can be simply introduced by the 
formula 
xxx ,= . 
Thus, any inner product space is a normed space as well. 
Note 2. By means of the inner product and the norm the following concepts 
could be simply introduced: 
− the length (or the norm) of the elements: 
xxxx ,== ; 
− the angle between two elements in Euclidian space: 
yx
yx,
arccos=α ; 
− the concept of orthogonality between elements: 
0, =⇔⊥ yxyx . 
 
2.1.13. Vector Product 
 
Definition. The ordered triple of uncomplanar vectors cba 

 ,,  is called a right–
hand triple if the shortest turn from the vector a  to the vector b

 is made 
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anticlockwise when their origins are connected and you observe this turn from 
the terminus of c . In other case this triple is a left – hand triple. 
Definition. Vector product (or cross product) of vectors a  and b

 is a vector c  
satisfying the following three conditions: 
 1) ac  ⊥ , bc


⊥ ; 
 2) α= sinbac

 , where α  is an angle between a  and b

; 
 3) cba 

 ,,  form the right–hand triple. 
We denote vector product in two ways, namely bac


×=  or [ ]bac  ,= . 
 
Algebraic properties of the vector product: 
1) [ ] [ ]abba  ,, −=  (Property of anti-symmetry); 
2) [ ] [ ] [ ]bababa  λ=λ=λ ,,, ; 
3) [ ] [ ] [ ]cabacba  ,,, +=+ . 
Proof. Properties 1)-2) follow directly from conditions 2 and 3 of definition.  
To prove the property 3) let us show first that there is another way to plot the 
result of vector product (Fig. 17). We connect the origins of two vectors, project 
the vector b

 on the plane perpendicular to the vector a . Then we turn the 
obtained vector 1b

 anticlockwise on 90 degrees and multiply by a . The result is 
ba


×  since it satisfies all conditions from the definition. 
We are going to use this procedure to prove the third property. Consider the 
parallelogram I from the Fig.18 and project it on the plane perpendicular to a .  
Figure 17 
a  
b

 
1b

 ba


×  090  
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Obtained figure II is also parallelogram and, moreover, the diagonal cbd 

+=  
of the figure I is projected into the diagonal 111 cbd


+=  of the figure II. To 
obtain the figure III we turn the figure II anticlockwise on 90 degrees and stretch 
it in a  times. At that we again obtain the parallelogram where the diagonal of 
III is obtained by turn and stretching of the diagonal of II. It means that the 
obtained diagonal is the vector ( )cbada  +×=×  equal to the sum of the 
parallelogram sides, i.e. 
( ) cabacbada  ×+×=+×=× . 
Properties are proven. 
Geometrical properties of the vector product: 
1) 0|| =×⇔ baba



  (Criterion of collinearity of two non-zero vectors) 
Indeed, 000sin
0
),(||






=×⇔=×⇒=α⇔


π
==α⇔
∧
babababa . 
Note. Another criterion of collinearity follows from definition, namely,  
z
z
y
y
x
x
zzyyxx b
a
b
a
b
abababababa ==⇔λ=λ=λ=⇔λ=⇔ ,,||




, 
i.e. the coordinates of collinear vectors are proportional. 
I 
Figure 18 
a  b

 
1b

 
ba


×  
090  
II III 1d

 
c  
cbd 

+=  
1c

 
ca ×  da


×  
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2) baS par ×= , i.e. the area of the 
parallelogram constructed on the 
vectors a  and b

 is equal to the module 
of their vector product. 
Indeed, from Fig. 19 we have 
bababaADABS par






×=







=α⋅⋅=
∧
,sinsin . 
3) The altitude of the parallelogram is equal to 
b
ba
h 


×
= . 
Indeed, from Fig.19 It follows that:     
b
ba
AD
S
hADhS parpar 


×
==⇒⋅= . 
4) The area of the triangle, constructed on the vectors a  and b

, is equal to a half 
of the module of their vector product. At the same time, the formula for the 
altitude dropped on the vector b

 is the same as for the parallelogram. So 
baStr ×= 2
1 ,      
b
ba
h 


×
= . 
5) Finding the vector perpendicular to the plane of any two uncollinear 
vectors. Suppose, a  and b

 are not collinear. Then some parallelogram which is 
planar figure can be constructed on them. Vector ba


×  is a vector perpendicular 
to both a  and b

 and thus to the plane of the parallelogram. Therefore, any 
vector, perpendicular to the plane of two uncollinear vectors a  and b

 is 
collinear to ba


× . So, we state for uncollinear non-zero vectors a  and b

 
}0{\,|| Rbacbac
bc
ac
∈λ×λ=⇔



×⇒
⊥
⊥ 






. 
Figure 19 
 C 
b

 
 D  A 
 h 
B 
a  
α  
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Let us find the formula to calculate the vector product of vectors given by 
their coordinates in the orthonormal basis kji


,, . Since 
0=× ii

  kji


=×   jki



−=×  
kij


−=×   0=× jj

  ikj



=×  
jik


=×   ijk


−=×   0=× kk

 
the vector product of vectors  kajaiaa zyx



++=  and kbjbibb zyx



++=  is 
equal to 
[ ] [ ] +×+×+×+×=++++= ijbakibajibaiibakbjbibkajaiaba xyzxyxxxzyxzyx 







 ,,
 
=×+×+×++×+×+ kkbajkbaikbakjbajjba zzyzxzzyyy






 
( ) ( ) ( ) =×−+×+−+×−= kjbabaikbabajibaba yzzyxzzxxyyx




 
( ) ( ) ( ) ( )
zyx
zyxxyyxxzzxyzzy
bbb
aaa
kji
babakbabajbabai




=−+−−+−= 1 . 
So,    
zyx
zyx
bbb
aaa
kji
ba


=× . 
Example. Find area of the triangle with vertices in the points 
)3,0(),1,2(),1,1( CBA −  and vector h

 collinear to the altitude dropped on side AB.  
Since the problem is formulated in plane we can not calculate vector product to 
find area. That is why before solving this problem we reformulate the task by 
expanding the coordinates of points to spatial case, i.e. we suppose that vertices 
have the following coordinates: 
)0,2,0(),0,1,2(),0,1,1( CBA − . 
Then  
)0,1,1(),0,2,1( −=−= ACAB , 
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)1,0,0()1(00
011
021 −=−+−=
−
−=× kji
kji
ACAB




, 
2
11
2
1)1(00
2
1
2
1 222 =⋅=−++=×= ACABStr . 
Vector h

 is perpendicular to the vector AB  and to the vector ACAB×  
(since this vector is perpendicular to any vector in the plane of triangle). It 
means that 
[ ] )0,1,2(02
100
021, =++=
−
−=×= kji
kji
ACABABh





. 
These coordinates are coordinates in space. To get final answer we should 
save only the first two coordinates, i.e. )1,2(h

. 
 
2.1.14. Mixed Product 
 
Definition. Mixed product of vectors cba 

 ,,  is equal to the value obtained after 
scalar multiplication of the vector c  by the vector product of vectors a  and b

, 
i.e. 
( ) ( )cbacba  ,,, ×= . 
Theorem (Criterion of complanarity of three non-zero vectors) 
( ) cbacba  ,,0,, ⇔=  are complanar. 
Proof. ( ) ( ) 


=×
⊥×
⇔=×=
0
0,,,
ba
cbacbacba 








 . It means that either c  is parallel to 
the plane of a  and b

 or a  and b

 are collinear. In all these cases the vectors 
cba 

 ,,  are complanar. Theorem is proven. 
Note. If at least two factors coincide in the mixed product, this product is equal 
to zero. That is 0),,( =baa

 . 
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Theorem (Mixed product of the right-hand triple) cba 

 ,,  form the right-
hand triple if and only if ( ) 0,, >cba . 
Proof. From Fig.20 it follows that if 
cba 

 ,,  form the right-hand triple then an 
angle α  is acute. Thus 
( ) ( ) 0,,, >=× cbacba  . 
From the other hand, if 
( ) ⇒>⇒>× 0cos0, αcba   
α⇒  is acute ⇒ cba ,,  form the right-hand triple. Theorem is proven. 
Corollary.  
( ) cbacba  ,,0,, ⇔<  form the left-hand triple. 
Theorem (Geometrical meaning of the mixed product) 
( )cbaV ipedparallelep ,,= , i.e. the volume of the parallelepiped, constructed on the 
vectors cba 

 ,, , is equal to the module of their mixed product. 
Proof. Suppose cba 

 ,,  is a right-hand triple (Fig.21). Then 
=α×=α⋅= sinsin cbaADSV 

  
=β×=




 β−
π
×= cos
2
sin cbacba 



 ( ) ( )cbacba  ,,, =× = ( )cba ,, . 
Figure 20 
α  
a  
b

 
ba


×  c

 
Figure 21 
α  
a  
b

 
 B 
c
 
α′  
β  
 C 
 D 
 A 
c ′  
ba


×  
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If cba 

 ,,  form the left-hand triple (for this case c  and α  are shown as c′ ,α′  on 
Fig.21) then 
β−=




 β−
π
−=




 π−β=α cos
2
sin
2
sinsin . 
Therefore ( )cbaV  ,,−= = ( )cba ,, . Theorem is proven. 
Note. It is simple to check that if cba 

 ,,  is a right-hand triple then bac

 ,,  and 
acb 

,,  form the right-hand triples, as well. Hence,  
),,(),,(),,( acbbaccbaV 




=== . 
In the same way it can be shown that  
),,(),,(),,( bcaabccabV





−=−=−= . 
Moreover, from the obtained above it follows that 
),(),(),,(),(),,( cbaacbacbcbacba 










×=×==×= , 
i.e. to find mixed product we can multiply any two neighbour vectors in the 
vector way and then multiply the result vector by the third one in the scalar way. 
Algebraic properties of the mixed product: 
1) a) ( ) ( ) ( )acbbaccba ,,,,,,  == , 
    b) ( ) ( ) ( ) ( )abcbcacabcba  ,,,,,,,, −=−=−= ; 
i.e. cyclic transposition of vectors does not change the value of the mixed 
product, but the transposition of any two neighbour vectors changes the sign of 
the mixed product. It follows from the last Note or from the properties of scalar 
and vector products. 
2) ( ) ( ) ( ) ( )cbacbacbacba  λ=λ=λ=λ ,,,,,,,, ; 
3) ( ) ( ) ( )dcbdcadcba  ,,,,,, +=+ . 
Last two properties follow directly from the properties of scalar and vector 
products. 
Geometrical properties of the mixed product: 
1) ( ), ,parallelepipedV a b c=

   (Fig.22) 
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2) The altitude of the parallelepiped 
dropped on the base of vectors a  and b

 is 
( )a,b,cVh
S a b
= =
×

 


. 
3) The volume of the tetrahedron 
constructed on vectors cba 

 ,,  (Fig.22)  is 
equal to  
( ).1 1 , ,6 6tetrahedron parV V a b c= =

  . 
The altitude of the tetrahedron coincides with the altitude of the 
parallelepiped, so it could be found by the same formula. 
 
Let us find the formula to calculate the mixed product of vectors given by 
their coordinates in the orthonormal basis kji


,, .  
Suppose,  
( )zyxzyx aaakajaiaa ,,=++=


  
 ( )zyxzyx bbbkbjbibb ,,=++=



 
 ( )zyxzyx ccckcjcicc ,,=++=


  
Let us evaluate ( ) ( )cbacba ×= ,,,  : 
=+−==×
yx
yx
zx
zx
zy
zy
zyx
zyx cc
bb
k
cc
bb
j
cc
bb
i
ccc
bbb
kji
cb













−
yx
yx
zx
zx
zy
zy
cc
bb
cc
bb
cc
bb
,, . 
( )
zyx
zyx
zyx
yx
yx
z
zx
zx
y
zy
zy
x
ccc
bbb
aaa
cc
bb
a
cc
bb
a
cc
bb
acba =+−=× 

, . 
Figure 22 
a  
b

 
c
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Therefore,  
( )
zyx
zyx
zyx
ccc
bbb
aaa
cba =

 ,, . 
Example 1. Find the coordinates of the vertex D of the tetrahedron ABCD if the 
volume of this tetrahedron is equal to 10, D is situated on the positive semi-axis 
Oz and (1;2;3), ( 1;0;4), (0,4,1)A B C− .  
From condition it follows that D has coordinates );0;0( DzD  and  
( )ADACABV ,,
6
110 == , i.e. ( ) 60,, =ADACAB . 
But  
( ) =−−+++−−−=
−−−
−−
−−
= )3(28224)3(4
321
221
122
,, DD
D
zz
z
ADACAB  
266 +−= Dz . 
Therefore  



=
−=−=
⇔


−=−
=−
⇔±=+−
343
317634
866
346
60266
D
D
D
D
D z
z
z
z
z  
Since D is situated on the positive semi-axis Oz the answer is )343;0;0(D . 
Example 2. Prove that four points are situated on the same plane if their 
coordinates are )4;2;0(),4;3;2(),3;2;1(),1;1;1( DCBA .  
These points are from the same plane if and only if the vectors ADACAB ,,  are 
complanar. Let us check this statement. 
( ) 0034230
311
321
210
,, =−−++−=
−
=ADACAB . 
Therefore the vectors are complanar and points are situated on the same plane. 
Example 3. Find ( )ccbba  ,, ++  if ( ) 1,, =cba  . By the mixed product properties: 
10001),,(),,(),,(),,(),,( =+++=+++=++ ccbcbbccacbaccbba 







 . 
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2.2. Surfaces and Lines in Space R3 
 
Definition. Surface in the three-dimensional linear space R3 is a locus of points 
in space with coordinates in Cartesian coordinate system satisfying the 
following equation 
0),,( =zyxF . 
The last equation is called the equation of the surface if the coordinates of all 
points of this surface, and only of those points, satisfy the equation.  
Example 1. Suppose 09)1(),,( 222 =−−++= zyxzyxF . Then 
9)1( 222 =−++ zyx  or 3)1( 222 =−++ zyx . That is a locus of points with 
distance from point )1,0,0(  equal to 3, i.e. this equation is the equation of the 
sphere with center in the point )1,0,0(  and radius equal to 3 (Fig.23a).  
Example 2. Suppose 09),,( 22 =−+= yxzyxF . Then 922 =+ yx  or 
322 =+ yx . That is a locus of points with distance from the axis Oz equal to 
3, i.e. this equation is the equation of cylinder (Fig.23b).  
Definition. Line in the three-dimensional linear space R3 is a locus of points 
situated in the intersection of two surfaces. 
The general equation of the line in R3 looks like  



=
=
0),,(
0),,(
2
1
zyxF
zyxF
 
a) 
x 
 y 
z 
O 
Figure 23 
4 b) 
x 
 y 
z 
O  
3 
1 
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Example 1. 



=
=+
2
922
z
yx    That is a locus of points in the intersection of the 
cylinder from previous example and plane parallel to Oxy , i.e. that is a circle 
(Fig.24a).  
Example 2.  



=
=
2
2
z
xy    That is a locus of points in the intersection of the 
cylinder with directional line (directrix) xy =2  and the generatrix parallel to Oz 
and plane parallel to Oxy, i.e. this equation is the equation of parabola in plane 
2=z  (Fig.24b).  
Note. Sometimes it is possible to express from the general equation of line two 
variables through the third one or all three variables through other value called a 
parameter. The obtained equations are called parametric equations of the line. 
Example 1. 



=
=
2
2
z
xy  Here y can be chosen as parameter. Then we have the 
following parametric equations of the same line: 
Rt
tzz
ttyy
ttxx
∈





==
==
==
2)(
)(
)( 2
 
Figure 24 
b) 
x 
 y 
z 
O 
x 
 y 
z 
O 3 
2 
3 
a) 
2 
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Example 2. The general equation of the line 



=
=+
2
922
z
yx  can be written as  
]2,0[
2)(
sin3)(
cos3)(
π∈





==
==
==
t
tzz
ttyy
ttxx
, 
where t is an angle in plane Oxy between the positive 
semi-axis Ox and vector (x,y) (Fig.25). 
 
2.2.1. General Equation of Plane in Space 
 
Theorem (about general equation of plane) Suppose x, y, z are the 
coordinates of a point in the Cartesian coordinate system. Any linear equation 
0=+++ DCzByAx , where 0222 ≠++ CBA , is an equation of plane in 
space. 
Proof. Suppose coordinates of point ( )000 ,, zyx  satisfy the equation 
0=+++ DCzByAx , and denote the coordinates of any other point satisfying this 
equation by (x, y, z). then 
0=+++ DCzByAx ,      (*) 
0000 =+++ DCzByAx .    (**) 
After subtraction of equation (*) from equation (**) we have 
( ) ( ) ( ) 0000 =−+−+− zzCyyBxxA .    (***) 
Equation (***) can be considered as 
zero scalar product of vector 
( )CBAn ,,  and vector 
( )0000 ,, zzyyxxMM −−− . It means 
that for any point M(x,y,z) with 
coordinates satisfying the equation 
Figure 25 
 x  x 
 y 
 y 
 0 
 t 
 3 
 3 
 −3 
 −3 
Figure 26 
0M
 
n  
 M 
► Rudnyeva G.V. Elements of Linear Algebra and Analytic Geometry 
 
122 
 
(*) the vector nMM ⊥0 , i.e. all points satisfying this linear equation belong to 
the plane perpendicular to the vector ( )CBAn ,,  (Fig.26). Moreover, from (**) 
we have that 000 CzByAxD −−−= , where ( )000 ,, zyx  satisfies (*). 
From the other side the opposite statement is valid as well, i.e. any point 
M(x,y,z) of the plane satisfies the equation (*). Indeed, two points of this plane 
M and M0 form vector in plane perpendicular to the vector ( )CBAn ,, . So, 
( ) ( ) ( ) =−−−++=−+−+−= 0000000 CzByAxCzByAxzzCyyBxxA  
DCzByAx +++= , 
where 000 CzByAxD −−−= . Theorem is proven. 
Definition. Vector ( )CBAn ,,  is called the normal vector of plane. 
Vector n  gives an orientation of the plane.  
To describe some certain plane we have to 
determine also a location which can be given by any 
point of this plane (Fig.27). 
Definition. Equation  
0=+++ DCzByAx  
is called the general equation of the plane. 
Definition. Equation  
( ) ( ) ( ) 0000 =−+−+− zzCyyBxxA  
is called the equation of the plane with given normal vector ( )CBAn ,,  and a 
point of the plane ( )0000 ,, zyxM . 
Example. Let us find an equation of the plane perpendicular to the axis Oz and 
passing through the point ( )3;2;10 −M . Since this plane is perpendicular to the 
axis Oz It is perpendicular to the vector )1,0,0(k

 and this vector can be chosen 
as a normal vector of the plane. Therefore, ( ) ( )1,0,0,, =CBAn , 
( ) ( )3;2;1,, 0000 −=zyxM  and the equation of this plane looks like 
( ) ( ) ( ) .303031)2(010 =⇔=−⇔=−+−−+− zzzyx  
 
Figure 27 
n  
( )0000 ,, zyxM  
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2.2.2. Equation of Plane with Given Intercepts 
 
Suppose 0≠⋅⋅⋅ DCBA .  Let us divide the general equation of the plane 
by −D. Then 
1=
−
+
−
+
− D
Cz
D
By
D
Ax   
or  
1=
−
+
−
+
− C
D
B
D
A
D
zyx  
or  
1=++
c
z
b
y
a
x , 
where 
A
Da −= , 
B
Db −= , 
C
Dc −=  are the 
segments cut from the semi-axes of axes Ox,Oy,Oz or the intercepts (Fig.28).  
 The last equation is called the equation of plane with the given intercepts. 
Example. Let us find an equation of the plane with equal intercepts and passing 
through the point ( )3;2;10 −M . Since the intercepts are equal the equation has a 
form: 
1=++
a
z
a
y
a
x . 
Since the point ( )3;2;10 −M  belongs to this plane the coordinates of this point 
satisfy the equation of the plane and therefore 
2121321 =⇔=⇔=+−+ a
aaaa
. 
Finally we obtain the equation 
1
222
=++
zyx     or    02 =−++ zyx . 
 
a 
x 
 y 
z 
O 
Figure 28 
b 
c 
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2.2.3. Angle Between Two Planes. Parallel and 
Perpendicular Planes 
 
Definition. An angle between two planes is 
the angle between their normal vectors 
(Fig.29). 
From definition we have: 
( )
21
21,cos
nn
nn
=α  ⇔  ( )
21
21,arccos
nn
nn
=α , 
where ( )1111 ,, CBAn  and ( )2222 ,, CBAn  are the normal vectors of the planes 
plane 1: 01111 =+++ DzCyBxA , 
plane 2: 02222 =+++ DzCyBxA . 
 Therefore, conditions of parallel and perpendicular planes look like: 
Plane 1  ||  Plane 2 
2
1
2
1
2
1
2121 0 C
C
B
B
A
Annnn ==⇔=×⇔⇔ ; 
Plane 1 ⊥  Plane 2 ( ) 00, 2121212121 =++⇔=⇔⊥⇔ CCBBAAnnnn . 
Example 1. Find the value α such that the following planes are perpendicular: 
013 =+−+α zyx , 0195 =−+ zx . Since these planes are perpendicular then the 
scalar product of their normal vectors )3,1,(1 −αn
  and )5,0,1(2n
  is equal to zero 
and we have 
( ) 15151500, 21 =α⇔−α=−+α==nn . 
Example 2. Find the values α and β such that two planes 013 =+−+α zyx , 
019 =−β+− zyx  are parallel. Since these planes are parallel then the 
coordinates of their normal vectors )3,1,(1 −αn
  and ),1,1(2 β−n
  are proportional 
and we have 



=β
−=α
⇔






−=
β
−
−=
α
⇔
β
−
=
−
=
α
⇔==
3
1
13
1
13
1
1
12
1
2
1
2
1
C
C
B
B
A
A  
Figure 29 
2n

 1n

 
α  
α  
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Example 3. Find the angle between the planes 013 =+−+ zyx , 
019 =−+− zyx . Here )3,1,1(1 −n
  and )1,1,1(2 −n
 . Thus 
( )
=
−
=
+−+−++
−−
==α
311
3arccos
1)1(1)3(11
311arccos,arccos
22222221
21
nn
nn  
11
3arccos
11
3arccos −π=





−= . 
 
2.2.4. Distance from Point to Plane 
 
Let us find the distance from the point 
),,( PPP zyxP  to the plane 0=+++ DCzByAx .  
Suppose ),,( 0000 zyxM  belongs to this 
plane. Then 
0000 =+++ DCzByAx  or 
000 CzByAxD −−−= . 
Distance from the point P to the plane can 
be found as (Fig.30)  
( )
===
n
PMnPMprd n 00
,
  
( ) ( ) ( )
=
++
−+−+−
=
222
000
CBA
zzCyyBxxA PPP  
222222
000
CBA
DCzByAx
CBA
CzByAxCzByAx PPPPPP
++
+++
=
++
−−−++
= . 
Thus  
222 CBA
DCzByAx
d PPP
++
+++
= . 
Example 1. Suppose 0=== PPP zyx . Then the distance from the origin to 
the plane is equal to 
Figure 30 
0=+++ DCzByAx  
n  ( )PPP zyxP ,,  
d  
( )0 0 0 0, ,M x y z  
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2220 CBA
D
dd
++
== . 
Example 2. Find the distance from the point )3;2;1( −P  to the plane 
0522 =+−+ zyx . By formula we have 
3
4
9
4
)2(21
532)2(21
222222
=
−
=
−++
+⋅−−+
=
++
+++
=
CBA
DCzByAx
d PPP . 
 
2.2.5. Normal Equation of Plane 
 
Let us consider the general equation of the plane 0=+++ DCzByAx .  
After division of the plane equation by 222 CBA ++  and renaming the 
coefficients we obtain the following: 
0
222
cos
222
cos
222
cos
222
=
++
+
++
+
++
+
++
γβα
        
p
CBA
Dz
CBA
Cy
CBA
Bx
CBA
A   
or 
0coscoscos =+⋅γ+⋅β+⋅α pzyx . 
Here 





++++++ 222222222
,,
CBA
C
CBA
B
CBA
A ( )γβα= cos,cos,cos  is 
the ort of the normal vector 0n ; 
0222
d
CBA
D
p =
++
=  is distance from the origin to the plane. So, p is a 
distance taken with the sign plus or minus depending on the sign of the 
coefficient D.  
The obtained equation 0coscoscos =+⋅γ+⋅β+⋅α pzyx  is called the 
normal equation of the plane. 
Example. Find the equations of the planes with distance from the plane 
013 =+−+ zyx  equal to 113 . These planes are parallel and therefore they 
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have the same normal vector )3,1,1( −n . Let us consider the normal equations of 
these three planes.  
11911 =++=n ; 
0
11
1
11
3
11
1
11
1
=+−+ zyx ; 
0
11
3
11
1
11
1
1 =+−+ pzyx ; 
0
11
3
11
1
11
1
2 =+−+ pzyx . 
So, for the initial plane  
11
1
=p . 
From the condition and Fig.31 It follows that  
11
32
11
33
11
11131 −=−=−= pp , 
11
34
11
33
11
11132 =+=+= pp  
and therefore the asked equations are 
03230
11
32
11
3
11
1
11
1
=−−+⇔=−−+ zyxzyx ; 
3430
11
34
11
3
11
1
11
1
+−+⇔=+−+ zyxzyx . 
 
2.2.6. Three Particular Cases for Plane Equations 
 
Case 1. Suppose we know one point ),,( 0000 zyxM  of the plane and any two 
uncollinear vectors ba

,  parallel to this plane (Fig.32a).  
 In this case we have a point and to get equation of the plane we should 
just find the normal vector. But 
 
        Figure 31 
 x 
 y 
 z 
 0 
 p1 
 p2 
 p 
► Rudnyeva G.V. Elements of Linear Algebra and Analytic Geometry 
 
128 
 
 
ban
bn
an 




×



⇒
⊥
⊥
|| . 
Therefore as normal vector we can choose the vector  
ban


×λ= , 
where R∈λ , 0≠λ . 
Case 2. Suppose we know two points ),,( 1111 zyxM  and ),,( 2222 zyxM  of the 
plane and a vector a  parallel to this plane and uncollinear to the vector 21MM  
(Fig.32b). 
In this case we have a point but do not have a normal vector. Since 
21
21
|| MMan
MMn
an
×



⇒
⊥
⊥



. 
Therefore as normal vector we can choose the vector  
21MMan ×λ=
 , 
where R∈λ , 0≠λ . 
Case 3. Suppose we know three points ),,( 1111 zyxM , ),,( 2222 zyxM  and 
),,( 2222 zyxM  of the plane such that vectors 21MM  and 31MM  are uncollinear 
(Fig.32c). 
Since 
3121
31
21 || MMMMn
MMn
MMn
×



⇒
⊥
⊥ 


. 
Therefore as normal vector we can choose the vector  
Figure 32 
a  
b

 
n  
0M  
n  n  
a  
1M  2M  1M  2M  
3M  
a) b) c) 
Chapter 2. Theory ◄ 
 
129 
 
3121 MMMMn ×λ=
 , 
where R∈λ , 0≠λ . Then 
),,(
131313
1212123121 CBA
zzyyxx
zzyyxx
kji
MMMMn =
−−−
−−−λ=×λ=



. 
Thus, the equation of the plane passing through three given points has the form 
( ) ( ) ( ) 0111 =−+−+− zzCyyBxxA  or 
0
131313
121212
111
=
−−−
−−−
−−−
zzyyxx
zzyyxx
zzyyxx
. 
Note. The last equation of the plane can be obtained directly from the condition 
of complanarity for vectors MMMMMM 13121 ,, , where point M(x,y,z) is an 
arbitrary point of this plane. 
Example. Find equation of the plane passing through the points )1,2,1(1 −M , 
)0,3,0(2M  and )1,1,2(2 −M .  
From the last formula we have 
=
−
−
+−−
=
+−−−
+−−
+−−
231
111
121
112112
102310
121 zyxzyx
 
09235)1(2)2(3)1(5 =−++=++−+−= zyxzyx . 
 
2.2.7. General Equation of Straight Line in 
Space 
 
 If two planes are not parallel then they intersect 
and a line of their intersection is called the straight line 
(Fig.33). 
From definition it follows that all points of 
straight line satisfy the following system of equations: 
l

 
0M  
1n  
2n  
Figure 33 
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1 1 1 1
2 2 2 2
0,
0.
A x B y C z D
A x B y C z D
+ + + =
 + + + =
 
This system is called the general equation of the straight line. 
Definition. Vector l

 parallel to the straight line is called the direction (or 
directing) vector of this straight line.  
Vector ),,( pnml

 determines an orientation of this straight line.  
Since there are several straight lines with the same orientation, to describe 
straight line in the unique way we should determine any point ( )0000 ,, zyxM  of 
this straight line (Fig.33). This point determines a location of this straight line. 
 There is a question: how to find the coordinates of point ( )0000 ,, zyxM  
and the direction vector ),,( pnml

 from the general equation of the straight line? 
 Since two planes are not parallel their normal vectors are not collinear. 
Therefore 
21
2
1 nnl
nl
nl






×λ=



⇒
⊥
⊥
. 
Moreover, at least one of equalities 
2
1
2
1
B
B
A
A
= , 
2
1
2
1
C
C
A
A
= , 
2
1
2
1
C
C
B
B
=  is false, that 
is at least one of numbers 
22
11
BA
BA
 
22
11
CA
CA
 
22
11
CB
CB
 is not 0 and therefore 
rank of the matrix 





222
111 B
CBA
CA
 is equal to 2 and the system 



=+++
=+++
0
0
2222
1111
DzCyBxA
DzCyBxA
 has infinite number of solutions. 
 So we can evaluate coordinates of point 0M  by assigning to one of 
coordinates some constant value and evaluating other coordinates. 
Example. Find the direction vector and one point of the straight line  
2 2 1,
3 4.
x y z
x y z
− + =
− + + =
 
Chapter 2. Theory ◄ 
 
131 
 
Here 
)1,8,5(85
311
21221 −−=+−−=
−
−=× kji
kji
nn





. 
Then as direction vector we can take, for example, the vector 
( )1,8,521 −=×−= nnl


. 
Let us write down the matrix of the system: 






−
−
311
212
. 
Since 0
31
22
≠
−
 then variable y is free. 
4:=y :   



=+−
=+
03
522
zx
zx
⇔
526
3
=+
=
zz
zx
 ⇔
8
5
=z , 
8
15
=x .  
Thus we obtained the point 





8
5,4,
8
15
0M . 
 
2.2.8. Canonical Equations of Straight Line 
 
Suppose we know the coordinates of 
the point ( )0000 ,, zyxM  and the direction 
vector ),,( pnml

 of the straight line. Then 
for any point ( )zyxM ,,  of this straight line 
we have (Fig.34): 
MM 0  ∥ l

 ⇔  
p
zz
n
yy
m
xx 000 −=−=−  
These equations are called the canonical equations of the straight line. 
Note. One or two coordinates of the direction vector could be equal to zero. 
Canonical equations just show the proportionality of the coordinates of collinear 
vectors. 
Figure 34 
( )pnml ,,

 
 
0M  
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Example. Find the canonical equations of the straight line passing through the 
point ( )0 1, 3,0M −  and perpendicular to the vectors )3,0,1( −a
  and )5,1,2(b

.  
The direction vector of this straight line is perpendicular to these vectors 
as well and therefore 
bal



×λ= . 
)1,11,3(113
512
301 −=+−=−=× kji
kji
ba






. 
Let )1,11,3(1 −=×⋅= bal



. Then the canonical equations of this straight line are 
1
0
11
)3(
3
1 −
=
−
−−
=
− zyx  or 
111
3
3
1 zyx
=
−
+
=
− . 
 
2.2.9. Equation of Straight Line Passing through Two Points 
 
Suppose we know the coordinates of two points ),,( 1111 zyxM  and 
),,( 2222 zyxM  of the given straight line. Then  
),,(),,( 12121221 zzyyxxMMpnml −−−===

 
and the canonical equations of this straight line have the following form 
12
1
12
1
12
1
zz
zz
yy
yy
xx
xx
−
−
=
−
−
=
−
− . 
Example. Find the canonical equations of the straight line passing through the 
points ( )1 1, 3,0M −  and ( )2 2, 1,4M − . By the given formula we have 
04
0
)3(1
)3(
12
1
−
−
=
−−−
−−
=
−
− zyx  or 
42
3
1
1 zyx
=
+
=
− . 
 
2.2.10. Parametric Equations of Straight Line 
 
From the canonical equations of straight line It follows that for any point 
of the straight line three values are equal to the same value (value of some 
parameter).  
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Let us denote this value as t. Then  
Rt
p
zz
n
yy
m
xx
∈=
−
=
−
=
− 000     ⇔    





+=
+=
+=
0
0
0
zptz
ynty
xmtx
  Rt∈  
The last equations are called the parametric equations of the straight line. 
Note. Parameter t plays a role of continuous index by means of which all points 
of straight line are numbered. 
Example. Find the canonical equations of the straight line passing through the 
point ( )1;2;10M  and parallel to the vector )3,0,1( −a
 . Vector a  can be taken as 
the direction vector of this straight line and therefore we have 





+−=
=+=
+=+=
13
220
111
tz
ty
ttx
  Rt∈ . 
 
2.2.11. Distance from Point to Straight Line 
 
 To find distance from the point 
),,( PPP zyxP  to the straight line It is enough to 
find the altitude of the parallelogram constructed 
on vectors l

 and PM0 , where ),,( pnml =

 is 
the direction vector of the straight line, 
),,( 0000 zyxM  is any point of this straight line (Fig.35). Therefore 
l
PMl
d


0×
= . 
Example. Find the distance from the origin to the straight line 
42
3
1
1 zyx
=
+
=
− . Here  
)0,0,0(P , )4,2,1(=l

, )0,3,1(0 −M , )0,3,1(0 −=PM , 
Figure 35 
l

 
P  
0M  
d 
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211641421 222 =++=++=l

, 
)5,4,12(5412
031
4210 −−=+−−=
−
=× kji
kji
PMl





, 
18525161445)4()12( 2220 =++=+−+−=× PMl

. 
Thus 
21
1850
=
×
=
l
PMl
d


. 
 
2.2.12. Positional Relationship of Straight Lines in Space 
 
Definition. An angle between two straight lines is the angle between their 
direction vectors. 
As It is shown on Fig.36 
( )
21
21,cos
ll
ll


=α  
then  
( )
21
21,arccos
ll
ll


=α . 
Moreover, for any two straight lines 1L , 2L  we have: 
1L ∥ 2L ⇔⇔ 21 || ll

2
1
2
1
2
1
p
p
n
n
m
m
== ; 
1L ⊥ 2L ⇔⊥⇔ 21 ll

0212121 =++ ppnnmm . 
Note. The angle between two straight lines does not give to us full information 
about positional relationship between these straight lines.  
We have three different situations, namely:  
Fig.36 
α  
1l

 
2l

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a) crossing straight lines (Fig.37a);  
b) parallel or coinciding straight lines (Fig.37b);  
c) skew straight lines (Fig.37c). 
 
In cases a)-b) these straight lines lie in one plane, in case c) they lie in 
different planes. 
It is simple to check that: 
1) Straight lines lie in the same plane if and only if their direction vectors 21,ll

 
and vector 21MM  connecting two different points of these straight lines are 
complanar, i.e. 
( ) 0,, 2121 =MMll

. 
2) Two parallel lines coincide if and only if at least one point of one straight line 
belongs to other one. 
It follows from discussed above that: 
( ) 0,, 2121 ≠MMll

 ⇔  straight lines are skew straight lines; 
( ) 0,, 2121 =MMll

⇔



=×
≠×
0  if parallel, are linesstraight
0  if crossing, are linesstraight
21
21
ll
ll


 
Example. Determine the positional relationship of two straight lines 
2
1
21
−
==
zyx  and 
22
3
1
1 zyx
=
−
=
−
− . Since the direction vectors of these straight 
lines ( ) ( )2,2,1,2,2,1 21 −ll

 are not collinear, these straight lines are not parallel. 
Figure 37 
1l

 
2l

 1M  
2M  
crossing 
straight lines 
 
parallel 
straight lines 
skew 
straight lines 
 
1l

 
2l

 
2M  
1M  1l

 
2l

 b) a) c) 
2M  
1M  
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Let us find the angle between them and determine either they are intersecting 
straight lines or skew ones. 
( )
9
7arccos
441441
441arccos,arccos
21
21 =
++++
++−
==α
ll
ll


. 
Here 
1(0,0,1)M , 2(1,3,0)M , 
( )1,3,121 −=MM , 
( ) 016624642
131
221
221
,, 2121 ≠−=−−−−+−=
−
−=MMll

. 
Therefore, these straight lines are skew straight lines. 
 
2.2.13. Distance between Two Straight Lines  
 
Case 1. Suppose we have two crossing straight lines (Fig.37a). Then the 
distance between them is equal to zero, i.e. 
0=d . 
Case 2. Suppose we have two parallel or coinciding straight lines (Fig.37b). 
Then the distance between them is equal to the distance from any point of one 
straight line to other straight line. Thus it can be calculated by formula: 
1
121
l
lMM
d 

×
= . 
Case 3. Suppose we have two skew straight lines (Fig.37c). Let us plot from the 
points 1M  and 2M  direction vectors 21,ll

 of both straight lines as it shown on 
Fig. 37c. We have formed two parallel planes. Common perpendicular of straight 
lines is perpendicular to these planes. Therefore to find distance between two 
skew straight lines It is enough to find distance between two parallel planes or just 
the altitude of the parallelepiped constructed on vectors 2121 ,, MMll

. Thus 
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( )1 2 1 2
1 2
, ,l l M M
d
l l
=
×
 
  . 
Note. If two straight lines intersect then the numerator of the fraction in the last 
formula is equal to zero, while the denominator is not equal to zero. Therefore, 
we can use the last formula to find distance between any two unparallel straight 
lines (either intersecting or skew ones). 
Example. Find the distance between two straight lines  
2
1
21
−
==
zyx  and 
22
3
1
1 zyx
=
−
=
−
− . 
Since the direction vectors of these straight lines ( ) ( )2,2,1,2,2,1 21 −ll

 are not 
collinear, these straight lines are not parallel. So we should use the last formula 
to find distance. Here 
1(0,0,1)M , 2(1,3,0)M , ( )1,3,121 −=MM , 
)4,4,0(440
221
22121 −=+−=
−
=× kji
kji
ll





, 
241624)4(0 22221 =⋅=+−+=× ll

, 
( ) ( ) 164120,,, 21212121 −=−−=×= MMllMMll

. 
Therefore we obtain 
( )
22
24
16,,
21
2121
==
×
=
ll
MMll
d


. 
 
2.2.14. Equation of Common Perpendicular to  
Skew Straight Lines 
 
 Since a direction vector of common perpendicular is perpendicular to both 
straight lines, we have 
21 lll

×= . 
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 Common perpendicular is a straight line from intersection of two planes, 
namely (Fig.38):  
1) plane passing trough the first straight line and parallel to l

;  
2) plane passing through the second straight line and parallel to l

. 
 It follows from above that general equation of the common perpendicular is  



=−+−+−
=−+−+−
0)()()(
0)()()(
222222
111111
zzCyyBxxA
zzCyyBxxA
 
where  
llCBAn

×== 11111 ),,( , 
llCBAn

×== 22222 ),,( , 
),,( 1111 zyxM , ),,( 2222 zyxM  are points of 
the first and the second straight lines 
relatively. 
 
2.2.15. Positional Relationship of Plane and Straight Line 
 
 An angle α  between straight line and a plane can be found in the 
following way (Fig. 39) 
β−
π
=α
2
 if ),(
∧
=β nl 

 is acute (Fig.39a); 
2
π
−β=α  if ),(
∧
=β nl 

 is obtuse (Fig.39b). 
 
Figure 38 
M2 
M1 
2l

 
1l

 
l

 
a) 
α  
β  
n  
l

 
α  
β  
b) 
Figure 39 
n  
l

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In other case, 
( )
nl
nl




,cossin =β=α , ( )
nl
nl




,arcsin=α . 
From the last formula we have 
1. Straight line is parallel to the plane ⇔ ( ) 0, =⇔⊥ nlnl  ; 
2. Straight line is perpendicular to the plane ⇔  
C
p
B
n
A
mnlnl ==⇔=×⇔ 0|| 



; 
3. Straight line crosses a plane ⇔ ( ) 0, ≠nl  ; 
4. Straight line passing through the point 0M  
belongs to the plane (Fig.40)⇔  
0:)2
00),()1
0000 =+++
=++⇔=⇔⊥
DCzByAxM
CpBnAmlnln




 
Example 1. Find an angle between the following straight line and plane: 
4
3
32
1 −
==
−
− zyx , 0146 =+−+− zyx . 
Here  
)4,3,2(−l

, )4,6,1( −−n . 
Therefore, 
( )
1537
4arcsin
5329
4arcsin
163611694
16182arcsin,arcsin ==
++++
−+
==α
nl
nl




. 
Example 2. Prove that straight line 
4
3
3
2
2
1 −
=
−
=
− zyx  lies in plane 
0146 =+−+− zyx . Here  
)3,2,1(0M , )4,3,2(l

, )4,6,1( −−n . 
016182)4(463)1(2),( =−+−=−+⋅+−=ln

 . 
01121211342611000 =+−+−=+⋅−⋅+⋅−=+++ DCzByAx .  
Thus, ln


⊥  and 0M  belongs to this plane, i.e. this straight line lies in plane. 
Figure 40 
l

 M0 
n  
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2.2.16. Point of Intersection of Straight Line and Plane 
 
 To find this point means to find solution of the following system: 




−
=
−
=
−
=+++
p
zz
n
yy
mn
xx
DCzByAx
000
0
⇔







+=
+=
+=
=+++
0
0
0
0
zptz
ynty
xmtx
DCzByAx
 
 For this it is enough to substitute expressions for x, y, z into the equation 
of the plane and solve one equation for parameter t. 
There are three possible situations: 
1) The only solution ⇔  the only point of intersection⇔ straight line crosses 
this plane; 
2) No solutions ⇔ no points of intersection⇔ straight line is parallel to this 
plane; 
3) A lot of solutions⇔ a lot of points of intersection⇔ straight line belongs 
to this plane. 
Example. Find the point of intersection of the straight line 
4
3
3
2
2
1 −
=
−
=
− zyx  
and plane 0432 =−++ zyx . 
First, we write down the parametric equations of this straight line: 12 += tx , 
23 += ty , 34 += tz , Rt∈ . Then we solve the system: 







+=
+=
+=
=−++
34
23
12
0432
tz
ty
tx
zyx
⇔







+=
+=
+=
=+=−+++++
34
23
12
010204)34(3)23(2)12(
tz
ty
tx
tttt
⇔  
⇔







=
=
=
−=
1
21
0
21
z
y
x
t
 
Therefore the point of intersection is )1,21,0(P . 
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2.3. Straight Line in Plane 
 
2.3.1. Line in Plane 
 
 Consider the rectangular Cartesian coordinate system. 
Definition. Locus of the points with coordinates satisfying an equation 
0),( =Φ yx  is a line in plane. 
Definition. Expression 0),( =Φ yx  is called an equation of the line in plane if 
coordinates of all points of this line, and only of those points, satisfy the 
equation. 
Example. Suppose  
04),( 22 =−+=Φ yxyx , 
i.e.  
422 =+ yx  or 222 =+ yx . 
That is an equation of the circle with radius 
2=R  (Fig.41). 
 Equation of the line depends on the system of 
coordinates. Let us consider, for example, the polar system of coordinates. 
Instead of to determine point in plane by Cartesian coordinates yx,  we 
determine it by polar radius ρ  and polar angle ϕ  (Fig.42).  
ρ  is a distance from the point to the origin, i.e. 
OM=ρ ; 
ϕ  is an angle between the positive semi-axis Ox 
and the radius-vector of the point.  
ϕ  is positive in the anticlockwise direction and 
negative in other direction. 
 It is simple to get from Fig.42 that 



ϕρ=
ϕρ=
sin
cos
y
x
 
2 
2 
 x 
 y 
O 
Figure 41 
ϕ  
ρ  
 x 
 y 
O 
Figure 42 
 x 
 y  M 
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Example. Find the equation of the circle with center (0;0) and radius 2=R  in 
polar coordinates. 
⇔=ϕ+ϕρ⇔=ϕρ+ϕρ⇔=+ 4)sin(cos4sincos4 222222222 yx  
242 =ρ⇔=ρ⇔ . 
So, the equation of this circle in polar coordinates is  
2=ρ . 
 Another way to determine a line in plane is by 
means of the parametric equations: 
Rt
yyy
txx
∈



=
=
)(
)(
 
Here the coordinates of the points are functions of 
some parameter t. Parameter t is like a continuous number (index) of infinite 
number of points of this line (Fig.43).  
Example. 



ϕ=
ϕ=
⇒=ρ
sin2
cos2
2
y
x
  where ϕ  is a parameter.  
 
2.3.2. Straight Line in Plane 
General Equation of the Straight Line 
 
 Consider the rectangular Cartesian coordinate system. 
Theorem (about general equation of the straight line) Equation 
0=++ CByAx , where 022 ≠+ BA , is an equation of the straight line in plane. 
Proof. Let us consider an equation   
0=++ CByAx        (*) 
and suppose that 00, yyxx ==  satisfy the equation (*). i.e.  
000 =++ CByAx .     (**) 
The difference of equations (*) and (**) is 
0)()( 00 =−+− yyBxxA .     (***) 
M1 ↔t1 
 
 M2 ↔t2 
 M3 ↔t3 
Figure 43 
Chapter 2. Theory ◄ 
 
Equation (***) means that for any point ),( yxM  with coordinates satisfying the 
equation (*) the vector nMM ⊥0 , where ),( 000 yxM , ),( BAn =
  (Fig.44). Thus 
M  belongs to the straight line passing through the point 0M  and perpendicular 
to the vector n . Note, that from (***) we have 
000 =−+− ByByAxAx 0)( 00 =−−++⇔ ByAxByAx 0=++⇔ DByAx , 
where 00 ByAxD −−= .  
Let us consider now any point M(x,y) that 
belongs to this straight line. Vector MM 0  is 
the vector parallel to this straight line and 
therefore it is perpendicular to the vector 
),( BAn = , i.e.  
( ) DByAxByAxByAxyyBxxAnMM ++=−−++=−+−== )()()(,0 00000  . 
So, any point of this straight line satisfies the equation (*). Theorem is proven. 
Definition. Vector ),( BAn =  is called a normal vector of the straight line 
0=++ CByAx . 
Definition. Equation 0=++ CByAx  is called the general equation of the 
straight line. 
Definition. Equation 0)()( 00 =−+− yyBxxA  is called the equation of the 
straight line passing through the point ),( 000 yxM  with normal vector ),( BAn
 . 
Example. Find the equation of the straight line parallel to the straight line 
012 =++ yx  and passing through the point 0(3, 2)M − . Normal vector of the 
given straight line )1,2(n  is perpendicular to the asked straight line as well, since 
these straight lines are parallel. Therefore we can take )1,2(n  as normal vector of 
the straight line. So, we obtain  
042262))2((1)3(2)()( 00 =−+=++−=−−+−=−+− yxyxyxyyBxxA  
or 
042 =−+ yx . 
),( BAn =   M 
 M0  
Figure 44 
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2.3.3. Equation of the Straight Line with Given Intercepts 
 
Suppose, 0≠⋅⋅ CBA . Let us divide the general 
equation of the straight line by C. Then 
⇔=++⇔=++ 010 y
C
Bx
C
ACByAx  
1=
−
+
−
⇔
B
C
y
A
C
x
 ⇔ 1=+
b
y
a
x , 
where 
A
Ca −= , 
B
Cb −=  are the intercepts of the 
straight line on the exes (Fig.45). 
Note. Intercepts ba,  can be negative. It means that segments are cut from the 
negative semi-axes of Ox, Oy. 
Example. Find the area of the triangle bounded by axes Ox, Oy and the straight 
line 1
56
=−
yx  (Fig.45). From the equation we have 
5,6 −== ba . 
Therefore 
1556
2
1||||
2
1
=⋅⋅== baS  square units. 
 
2.3.4. Canonical Equation of the Straight Line 
 
 As it was mentioned above, the 
straight line can be determined by its 
normal vector giving an orientation of the 
straight line and by its point giving a 
location of this straight line. But besides the 
normal vector the orientation of the straight 
line in plane can be given by the direction vector ),( nml =

 (Fig.46). In this case  
 a 
 
Figure 45 
 b 
 
 x 
 
 y 
 
O  
 
),( BAn =   M 
 M0  
Figure 46 
),(),( ABnml −==

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n
yy
m
xxMMl 000||
−
=
−
⇔

. 
The last equation is called the canonical equation of the straight line in plane. 
Example. Find the equation of the straight line perpendicular to the straight line 
012 =++ yx  and passing through the point 0(3, 2)M − . Normal vector of the 
given straight line )1,2(n  is parallel to the asked straight line, since these straight 
lines are perpendicular. Therefore we can take )1,2(n  as the direction vector of 
the straight line. So, we obtain  
⇔+=−⇔
−−
=
−
⇔
−
=
− )2(23
1
)2(
2
300 yxyx
n
yy
m
xx  
0432423 =−−−⇔+=−⇔ yxyx  
or 
072 =−− yx . 
 
2.3.5. Canonical Equation of the Straight Line Passing Through 
Two Points 
 
Suppose the points A and B belong to the straight 
line. Let us consider an arbitrary point of this line 
),( yxM (Fig.47). Then 
AB
A
AB
A
yy
yy
xx
xxABAM
−
−
=
−
−
⇔|| . 
The last equation is the equation of the straight line 
passing through two points A and B. 
Example. Find the equation of the straight line passing through the origin and 
the point B(1;−1). In that case the second point is A(0;0). So we obtain 
yxyx −=⇔
−−
−
=
−
−
01
0
01
0 . 
Therefore the equation of the asked straight line is 
0=+ yx . 
 M 
Figure 47 
 B(xB,yB) 
 A(xA,yA) 
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2.3.6. Parametric Equations of the Straight Line 
 
 Let us consider the canonical equation of the straight line and equate both 
sides of this equation to some value t:  
t
n
yy
m
xx
=
−
=
− 00 . 
t is parameter of proportionality for point ),( yxM . From the last equation we 
get the parametric equations of the straight line: 
Rt
ynty
xmtx
∈



+=
+=
0
0 . 
 
2.3.7. Distance between Point and Straight Line 
 
Distance from the point P(xP,yP) to the 
straight line can be found as a module of the 
projection of the vector MP  on normal direction 
(Fig.48): 
( )
=
+
−+−
===
22
)()(,
BA
yyBxxA
n
MPnMPprd PPn 


2222
)(
BA
CByAx
BA
ByAxByAx PPPP
+
++
=
+
+−+
= . 
So, the distance from the point P(xP,yP) to the straight line Ax+By+C=0 is 
22 BA
CByAx
d PP
+
++
= . 
Example 1. Find the distance from the origin to the straight line: 
2222220
00
0
0
BA
C
BA
CBA
y
x
BA
CByAx
d
p
ppp
+
=
+
+⋅+⋅
=





=
=
=
+
++
= . 
Example 2. Find the altitude of the triangle with vertices 
)3;1(),0;2(),2;1( −− CBA  dropped on the side AC (Fig.49). 
 M(x,y) 
Figure 48 
d 
Ax+By+C=0 
 P(xP,yP) 
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The value of this altitude can be found as 
a distance from the point B to the straight line, 
passing through the points A and C.  
The equation of the straight line AC is  
⇔+−=−⇔
−−
−−
=
−−
− )2(2)1(5
)2(3
)2(
11
1 yxyx  
0125045254255 =−+⇔=+−+⇔−−=−⇔ yxyxyx . 
Therefore 
29
9
25
10225
22
=
+
−⋅+⋅
== dh . 
 
2.3.8. Normal Equation of the Straight Line 
 
 Let us consider the general equation of the straight line and divide it by 
the module of its normal vector:  
,0coscos0
222222
=+β+α⇔=
+
+
+
+
+
pyx
BA
Cy
BA
Bx
BA
A  
where 
2222
cos,cos
BA
B
BA
A
+
=β
+
=α  are direction cosines of normal 
vector, i.e. coordinates of the ort 0n ,  
22 BA
Cp
+
=  is a distance from the origin to this straight line taken with sign 
equal to the sign of the coefficient C.  
The obtained equation  
0coscos =+β+α pyx  
is called the normal equation of this straight line. 
Note. By means of the direction cosines we can rewrite the formula for point 
distance to straight line in the following way: 
=
+
++
=
22 BA
CByAx
d pp  
Figure 49 
 B 
 A  C 
 h 
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pyx
BA
Cy
BA
Bx
BA
A
PPpp +β+α=
+
+
+
+
+
= coscos
222222
, 
i.e.  
pyxd PP +β+α= coscos . 
Example. Find the equations of straight lines perpendicular to the vector )4,3(n  
and located on the distance 3 from the origin.  
Since  
52543 22 ==+=n , )cos,(cos
5
4,
5
30 βα=




n , 
the normal equations of these straight lines look like 
0
5
4
5
3coscos =++=+β+α pyxpyx . 
From condition of the example It follows that  
3±=p  
and therefore the asked equations are  
0154303
5
4
5
3
=±+⇔=±+ yxyx . 
 
2.3.9. Equation of the Straight Line with Given Slope 
 
 Another way to determine the straight line is by the given slope and y-
intercept (the segment cut from the axis Oy).  
Definition. Slope is a tangent of the angle 
between the straight line and the positive semi-axis 
Ox.  
Notation: k.  
So (Fig.50),   
α= tank . 
Let us obtain the equation of this straight line: 
 ),( nml

 
 
 b 
 
 x 
 
 y 
 
 0 
 
 m 
 n 
Figure 50 
α  
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0
tan .
x y b ny b x
m n m
ny x b x b y kx b
m
− −
= ⇔ − = ⇔
= + = α⋅ + ⇔ = +
 
We obtained the equation of the straight line with the given slope k and the 
intercept b: 
bkxy += .      (*) 
Suppose ),( 00 yx  is a point of this straight line. Then  
bkxy += 00 .     (**) 
The difference of the equations (*) and (**) gives the equation of the straight 
line with slope k passing through the point ),( 00 yx : 
)( 00 xxkyy −=− . 
If you know any two points of the straight line ),( 111 yxM  and ),( 222 yxM  then: 
( ) ( )nmyyxxMMl ,, 121221 =−−==

, 
2 1
2 1
n y yk
m x x
−
= =
−
. 
Example. Find the equations of the triangle sides if the vertices of this triangle 
are (1, 2), (2,0), ( 1,3)A B C− − . 
Let us find the corresponding slops and equations: 
2
12
)2(0
=
−
−−
=
−
−
=
AB
AB
AB xx
yyk , 
Side AB: 042)1(2)2()( =−−⇔−=−−⇔−=− yxxyxxkyy AABA ; 
2
5
11
)2(3
−=
−−
−−
=
−
−
=
AC
AC
AC xx
yyk , 
Side AC: 0125)1(
2
5)2()( =−+⇔−−=−−⇔−=− yxxyxxkyy AACA ; 
1
)1(2
30
−=
−−
−
=
−
−
=
CB
CB
CB xx
yyk , 
Side AB: 02)2(10)( =−+⇔−−=−⇔−=− yxxyxxkyy BCBB . 
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2.3.10. Angle between Two Straight Lines 
 
 An angle between two straight lines can be found in three ways: as angle 
between their normal vectors 21,nn
 , as angle between their direction vectors 
21,ll

 and by means of their slopes 21, kk .  
In the first two cases we calculate the 
angle by formulas known from vector algebra: 
( )
21
21,cos
ll
ll


=α  or ( )
21
21,cos
nn
nn


=α . 
To get acute (or right) angle between two 
straight lines use formulas: 
( )
21
21,cos
ll
ll


=α  or ( )
21
21,cos
nn
nn


=α . 
Let us consider the last variant (Fig.51).  
.,tan,tan 122211 α−α=αα=α= kk  
.
1tantan1
tantan)tan(tan
21
12
21
12
12 kk
kk
+
−
=
αα+
α−α
=α−α=α  
To get acute (or right) angle between two straight lines use formula: 
.
1
tan
21
12
kk
kk
+
−
=α  
Note 1. There are always two positive angles between two straight lines, 
namely α  and α−π  (Fig.52).  
α 
α 
α 
π˗α 
π˗α  π˗α=α  
    Figure 52 
Figure 51 
 α1 
 x 
 y 
 O 
 α2 
 α 
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Note 2. From the obtained formulas we get some conditions for special 
positional relationships of straight lines: 
1. Two straight lines are perpendicular if and only if 
21 nn

⊥ , i.e. 0),( 21 =nn
 ; 
or       21 ll

⊥ , i.e. 0),( 21 =ll

; 
or       0cot =α , i.e. 01 21 =+ kk  or 
1
2
1
k
k −= . 
2. Two straight lines are parallel if and only if 
21 || nn
 , i.e. 
2
1
2
1
B
B
A
A
= ; 
or       21 || ll

, i.e. 
2
1
2
1
n
n
m
m
= ; 
or       0tan =α , i.e. 012 =− kk  or 21 kk = . 
Example. Find the equations of the straight lines parallel and perpendicular to 
the straight line 2x+y−3=0 if they pass through the point A(3;0) (Fig.53). 
The slope of the given straight line is 
equal to the coefficient of x when y is 
expressed from the equation: 
232 −=⇒+−= kxy . 
Since the first straight line is parallel to 
the initial straight line then its slope 
k1=k=−2. 
Therefore the equation of the first straight 
line is 
062)3(20)(1 =−+⇔−−=−⇔−=− yxxyxxkyy AA . 
Since the second straight line is perpendicular to the initial straight line 
then its slope 
k2=−1/k=1/2. 
Therefore the equation of the first straight line is 
032)3(210)(2 =−−⇔−⋅=−⇔−=− yxxyxxkyy AA . 
Figure 53 
 A 
2x+y−3=0      k=−2 
 k1=k=−2 
 k2=−1/k=1/2 
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2.4. Curves of the Second Order in Plane 
 
Definition.  Locus of the points with coordinates satisfying the general 
equation of the second degree is the curve of the second order.  
At the same time the equation 
( ) 0222, 22 =+++++=Φ FEyDxCyBxyAxyx , 
where 0222 ≠++ CBA , is called the general equation of the second order 
curve. 
 The second order curves are, for example, circle, ellipse, hyperbola, 
parabola, pair of straight lines, etc. 
 
2.4.1. Circle 
 
Definition.  Circle is a locus of the point which 
moves so that its distance from a fixed point, called 
the center, is equal to a given distance (Fig.45). The 
given distance is called the radius of the circle 
( ) ( ) Ryyxxd =−+−= 2020  or 
( ) ( ) 22020 Ryyxx =−+− . 
This equation is a canonical equation of the circle. 
Distinguishing features of circle equation: 
1. The coefficients of 2x  and 2y  are equal to each other. 
2. The coefficients of xy  is equal to zero. 
 Suppose we have equation 
( ) 022, 22 =++++=Φ FEyDxyxyx . 
When will it be a circle equation? 
 First we should rearrange the terms and complete the square in both 
variables x and y.  
Figure 54 
( )00, yx  
R 
( )yx,  
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Completing the square is the procedure that consists basically of adding and 
subtracting certain quantities to the second-degree equation to form the sum of 
two perfect squares. When both the first- and the second-degree members of the 
same variable are known, the square of one-half the coefficient of the first-
degree term should be added and subtracted. This will allow the quadratic 
equation to be factored into the sum of two perfect squares. 
Therefore the given above equation may be rewritten in the following 
way: 
022 222222 =+−+++−++ FEEEyyDDDxx  
( ) ( ) FEDEyDx −+=+++ 2222  
There are three different cases: 
1) 022 >−+ FED . 
 Then this equation is the equation of the circle with the origin in the point 
( )ED −− ,  and of the radius equal to FED −+ 22 . 
2) 022 =−+ FED ⇔ It is a point ( )ED −− ,  
3) 022 <−+ FED ⇒Radius of the circle is imaginary. In this case the given 
equation does not represent any real geometrical locus. 
Example. Suppose we have the equation 
0114222 =−+−+ yxyx . If that is equation of the 
circle then find the origin and the radius of this 
circle.  
 After completing the squares we obtain 
( ) ( ) 1621 22 =++− yx . 
Thus, the origin is ( ) ( )2,1, 00 −=yx , the radius is 
4=R  (Fig.55). 
 
 
 x  O 
  Figure 55 
 1 
 y 
 −2 
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2.4.2. Conic sections 
 
Definition.  The locus of a point P, which moves so that its distance from 
a fixed point is always in a constant ratio to its perpendicular distance from a 
fixed straight line is called a conic section. 
 The fixed point is called the Focus (pl. focuses or foci) and is usually 
denoted by F. 
 The constant ratio is called the Eccentricity and is denoted by ε . 
 The fixed straight line is called the Directrix. 
That is why this property of points of conic sections to save ratio of 
distances is called the focal-directorial property of the conic sections. 
Definition 1.  When 1=ε  the conic section is called parabola. 
Definition 2.  When 10 <ε≤  the conic section is called ellipse. 
Definition 3.  When 1>ε  the conic section is called hyperbola. 
Note 1. At 0=ε  the ellipse becomes the circle. 
Note 2. The name Conic Section is derived from the fact that these curves were 
first obtained as plane sections of a right circular cone (Fig.56). A circle is 
formed when a cone is cut perpendicular to its axis. An ellipse is produced when 
hyperbola 
Figure 56 
ellipse 
ellipse 
parabola 
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the cone is cut obliquely to the axis and the surface. A hyperbola results when 
the cone is intersected by a plane parallel to the axis, and a parabola results 
when the intersecting plane is parallel to an element of the surface. 
Note 3. It will be shown later that conic sections are curves of the second order. 
 
2.4.3. Canonical Equation of Parabola 
 
Definition.  Parabola is a locus of point with its distance from some fixed 
point F equal to its distance from some straight line. 
It is clear that new definition is equivalent to the old one. 
Point F is called a focus. Straight line is called a directrix. 
To derive equation of the parabola we consider point )0,2( pF  as focus and 
straight line 2px −=  (Fig.57). 
2
2
2
1
2
1 1 rr
r
r
=⇔==ε  
( )2
2
2
1 02
−+




 −= ypxr  
2
2
2 2





 +=
pxr  
42
2
22
2
2
2 ppxxyppxx ++=++−  
pxy 22 =  
That is a canonical equation of parabola. 
Properties of parabola graph:  
1) Parabola is situated in a half plane with positive abscissa. Indeed, 
002 ≥⇔≥ xy . 
2) y  is increasing if x is increasing. 
3) Ox is axis of symmetry. Indeed, for one value of x we have two values for y 
which differ only in sign. 
Figure 57 
O 
( )yx,
 
x
 
1r
 
2r
 
y
 
 p 




 0,
2
pF  2
px −=  
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 If we change x by y and y by x in the canonical equation of parabola, then 
we get 
pyx 22 =    
That is the canonical equation of parabola with axis of symmetry Oy 
(Fig.58). 
Point O is called vertex of parabola. 
Value p is distance between vertex and directrix. 
Note. If point ( )00 , yx  is a vertex of parabola and 
directrix is parallel to one of axes then canonical 
equation of parabola has form 
( ) ( )020 2 xxpyy −=−  or ( ) ( )020 2 yypxx −=− . 
And new parabola is obtained by shift of  
pxy 22 =  ( )pyx 22 =   
on 0x  along the axis Ox and on 0y  along the axis Oy. 
Example. Reduce the equation of the parabola 07422 =−++ yxx  to the 
canonical form and plot the graph of this parabola.  
 After completing the squares we obtain 
( ) 0841 2 =−++ yx  or ( ) ( ) 0241 2 =−++ yx  or 
( ) ( )241 2 −−=+ yx . 
Thus, the vertex is ( ) ( )2,1, 00 −=yx  and 2−=p . Graph of this parabola is 
presented on Fig.59. 
Figure 58 
x  
y  






2
,0 pF  
2
py −=  
 x 
       Figure 59 
 O 
 y 
 −1 
 2 
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2.4.4. Canonical Equation of Ellipse 
 
Definition.  Ellipse is a locus of points with constant sum of distances 
from two fixed points called foci. 
 Let us find canonical equation of 
Ellipse. 
Suppose, foci are in points )0,(),0,( 21 cFcF −  
and the sum of distances is equal to 2a, 
where a>c (Fig.60). Then 
arr 221 =+ , 
( )
( ) ,
,
222
2
222
1
ycxr
ycxr
+−=
++=
 
( ) ( ) 2222 2 ycxaycx +−−=++ , 
( ) ( )
2
22
2
22 2 



 +−−=



 ++ ycxaycx , 
( ) ( ) ( ) 2222222 44 ycxycxaaycx +−++−−=++ , 
( ) 222222222 2442 ycxcxycxaaycxcx ++−++−−=+++ , 
( ) xcycxaaxc 2442 222 −+−−= , 
( ) 222 444 ycxaaxc +−−=− , 
( ) ( ) 22222 



 +−−=− ycxaaxc , 
( ) 22224222 2 yacxaaxcacx +−=−− , 
22222224222 22 yacaxcaxaaxcacx ++−=+− , 
222222224 yacxxacaa +−=− ,  
( ) ( ) 22222222 yaxcacaa +−=− , 
22
2
2
2
1
ca
y
a
x
−
+= . 
Figure 60 
x  
1r  
2r  
y  
2 c  ( )0,1 cF −  ( )0,2 cF  
( )yxM ,  
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Let us denote by 222 cab −= , since a>c. Then the last equation has the 
following form 
12
2
2
2
=+
b
y
a
x , 
called the canonical equation of the ellipse. 
Note, that a>b. At that: 
the value a is called a major semi-axis; 
the value b is called a minor semi-axis. 
Let us check that we do not have extraneous roots obtained at calculating 
the second power of expressions. 
From canonical equation: ( ) ( ) =





−++=++= 2
2
2222
1 1 a
xbcxycxr  
x
a
cax
a
caacx
a
cxacx
a
bx +=




 +=++=++





−=
2
2
2
2
22
2
2
2 221 . 
But 1<
a
c  and 





≤⇒≤ ax
a
x 12
2
. 
Therefore, x
a
car +=1 . 
In a similar way we get x
a
car −=2 . 
Thus, arr 221 =+ . 
Note. If ba = ⇒ 12
2
2
2
=+
a
y
a
x
⇔ 222 ayx =+ , i.e. the ellipse with equal semi-
axes is a circle. 
0222 =−= bac ⇔ For circle )0,0(21 == FF  
Properties of ellipse graph: 
1) Since variables in ellipse equation are squared then if ( )yxM ,  belongs to 
ellipse then points ( )yx,− , ( )yx −, , ( )yx −− ,  belong to ellipse, too. It means that 
ellipse has two axes of symmetry, namely Ox and Oy.  
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Center of symmetry is a center of the ellipse.  
Points of intersections with axes Ox and Oy are the vertices of the ellipse. 
( ) ( ) ( ) ( )bbaa −− ,0,,0,0,,0, . 
2) From canonical equation: 12
2
≤
a
x  and 12
2
≤
b
y
⇒ byax ≤≤ , . 
It means that a graph of ellipse is situated inside the rectangle. 
3) Let xx = , y
b
ay =  be new variables.  
If 222 ayx =+ , then 222
2
2 ay
b
ax =+  or 12
2
2
2
=+
b
y
a
x . 
It means that graph of ellipse can be obtained by pressing the circle in the 
direction of axis Oy. 
Result of the analysis made above is 
presented on Fig.61. 
Eccentricity of ellipse ε  can be found 
as the ratio of distance between foci and 
value of major axis, i.e.  
a
c
a
c
==ε
2
2 . 
From here it follows that  
10 <ε< ; 
.
;
2
1
xar
xar
ε−=
ε+=
 
Two straight lines perpendicular to the major axis and situated 
symmetrically with distance εa  from center are directrices of ellipse.  
 Let us show that the focal-directorial property is valid for such a 
definition of ellipse, i.e.  
ε=
d
r . 
Since 1<ε , then aa >
ε
. It means that directrices 
ε
ax ±=  are situated 
outside the rectangle of ellipse. So (Fig.62), 
 a  −a  c  −c 
 −b 
 b 
 x 
 y 
 Figure 61 
 O 
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ε=
ε
ε+
ε+
=
+
ε
ε+
= xa
xa
xa
xa
d
r
1
1 ; 
ε=
ε
ε−
ε−
=
−
ε
ε−
= xa
xa
xa
xa
d
r
2
2 . 
Thus, the property is valid. 
 Suppose that foci are situated on the axes 
Oy and the sum of distances from an ellipse point 
to foci is equal to 2b. Then in the similar way we 
can get: 
brr 221 =+ ⇔ 12
2
2
2
=+
b
y
a
x , 
where  b>a (Fig.63), 222 abc −= , 
b
c
=ε , 
ybr ε+=1 , 
ybr ε−=2 ; 
ε
by ±=  are directrices. 
Here  
a is called a minor semi-axis,  
b is called a major semi-axis. 
Note 1. If center of the ellipse is in the point 
),( 00 yx  but ellipse axes are parallel to 
coordinate axes, then the canonical equation 
of this ellipse has the following form (Fig.64): 
( ) ( ) 12
2
0
2
2
0 =
−
+
−
b
yy
a
xx . 
In this case,  
( )001 0, yxcF ++− , ( )002 0, yxcF ++  are foci,  
ε
±=
axx 0  are directrices. 
y  
0y  
x  0x  O 
 Figure 64 
 a  −a 
 c 
 −c 
 −b 
 b 
 x 
 y 
Figure 63 
 O 
1r  
2r  
y  
( )0,c−  ( )0,c  
1d  2d  
 Figure 62 
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Example. Plot the graphs of the following ellipses:  
1) 1
520
22
=+
yx ;        2) 364 22 =+ yx ;  3) 028844 22 =−++− yyxx . 
The first ellipse is an ellipse with semi-axes 5220 ==a , 5=b . Its 
graph is presented on Fig.65a. 
To plot the second ellipse we should first reduce its equation to the 
canonical form dividing the equation by 36: 
1
36936
36
3636
4 2222
=+⇔=+
yxyx . 
That is an ellipse with semi-axes 39 ==a , 636 ==b . Its graph is 
presented on Fig.65b. 
 
To plot the last ellipse we should complete the squares in x and y in the 
equation:  
( ) =−++−=−++− 2824428844 2222 yyxxyyxx  
( ) =−−+++−+−= 281124444 22 yyxx  
( ) ( ) =−−++−−= 2841442 22 yx  
( ) ( ) 036142 22 =−++−= yx . 
After transposing free term 36 to the right-hand side and dividing the 
equation by it we get: 
( ) ( ) 1
9
1
36
2 22
=
+
+
− yx . 
   Figure 65 
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 y 
 52  
 a) 
 52−  
 5  
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That is an ellipse with 
semi-axes  636 ==a , 39 ==b  
and the vertex (2,−1). Its graph is 
presented on Fig.66. 
Note 2. Canonical equation of 
the ellipse could be found directly 
from the initial definition, namely 
as a curve with 10 <ε≤ . Let us 
complete this derivation. 
Suppose,  
aOPPO =′= , cFO = , 0dMO =  
where F is the focus, O is the center, P and P' are points of the ellipse situated 
on the straight line passing through focus and center, M is a point of directrix 
situated on the same straight line (Fig. 67). Then from the definition of 
eccentricity we have 
ε=
−
−
ad
ca
0
 or adca ε−ε=− 0 , 
ε=
+
+
ad
ca
0
 or adca ε+ε=+ 0 . 
Subtraction and addition of these 
two equations give 
ε= ac 22  or ε= ac , 
ε= 022 da  or ε
=
ad0 . 
Note, that these formulas are true for 
any value of eccentricity. 
Let us place the center of the 
ellipse at the origin so that the focus 
lies on the positive semi-axis Ox 
(Fig.68). Then for any arbitrary point 
),( yx  of ellipse we have 
O F P P/ M 
(x,y) 
 x 
Figure 68 
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xa
yax
−
ε
+ε−
=ε
22)(
 or  ε−=+ε− xayax 22)( . 
Squaring and expanding both sides give  
2222222 22 ε+ε−=+ε+ε− xaxayaxax . 
Canceling like terms and transposing terms in x to the left-hand side of the 
equation give  
2222222 ε−=+ε− aayxx . 
Removing a common factor gives  
)1()1( 22222 ε−=+ε− ayx .  
Dividing both sides of this equation by the right-hand member gives  
1
)1( 22
2
2
2
=
ε−
+
a
y
a
x . 
From equation we obtain y-intercept of ellipse  
)1( 222 ε−= ab  or 21 ε−= ab . 
so that the equation becomes  
12
2
2
2
=+
b
y
a
x
, 
where ba ≤ . 
This is the equation of an ellipse in the canonical form. 
Note 3. In Note 2 we, actually, have found only the right branch of ellipse. The 
left branch could be found in the similar way but with the focus )0,( ε−′ aF  and 
the directrix 
ε
−=−=
adx 0 . Equation of the left branch gives the same canonical 
equation.  
 
2.4.5. Canonical Equation of Hyperbola 
 
Definition.  Hyperbola is locus of points with constant absolute value of 
difference of distances from two fixed points called foci. 
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 Suppose, the foci are situated on the axis Ox symmetrically with respect 
to the origin (Fig.69), )0,(1 cF , )0,(2 cF −  and 
arr 221 =− , 
where  
( ) 221 ycxr ++= , 
( ) 222 ycxr +−= . 
Squaring and expanding both sides 
give 
( ) ( ) ( )( )( )( )222222222 24 ycxycxycxycxa +−++−+−+++= , 
( )( )( )( )22222222 22224 ycxycxcyxa +−++−++= , 
( ) ( )( )( )( )222222222 ycxycxcyxa +−++=+++− , 
( ) ( )( )cxycxcxycxcyxa 222 2222222222 +++−++=+++− , 
( ) ( ) ( ) 222222222222224 444 xccyxcyxacyxa −++=++−+++ , 
044444 222222224 =+−−− cxcayaxaa , 
0222222224 =+−−− cxcayaxaa , 
( ) ( )22222222 acayaacx −=−− . 
Dividing both sides of this equation by the right-hand member gives  
122
2
2
2
=
−
−
ac
y
a
x
. 
Note. From Fig. 69 It follows that for any triangle with vertices F1, F2 and any 
point of hyperbola we have 
carr
crr
crr
crr
crr
22
2
2
2
2
21
12
21
12
21 <=−⇔



<−
<−
⇔



+<
+<
. 
Thus, c>a and therefore 022 >− ac  and the equation becomes  
12
2
2
2
=−
b
y
a
x , 
O F1 P P/ M 
(x,y) 
 x 
     Figure 69 
 y 
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where 222 acb −= . This equation is called the canonical equation of hyperbola. 
Note 1. The equation of hyperbola could be found directly from initial 
definition of hyperbola as we got it for ellipse. Since for hyperbola 1>ε , we 
have 
1
)1( 22
2
2
2
=
ε−
+
a
y
a
x
, 
1
)1( 22
2
2
2
=
−ε
−
a
y
a
x
, 
12
2
2
2
=−
b
y
a
x
, 
where )1( 222 −ε= ab . 
Note 2. From the formulas obtained above, namely 
ε= ac , 
ε
=
ad0 , 
it follows that directrices are situated closer to the origin than foci.  
Equations of the directrices are  
ε
±=
ax ,  
where  
c
a
ε = . 
Properties of hyperbola graph: 
1) Axes Ox and Oy are axes of hyperbola symmetry. The origin ( )0,0  is a center 
of hyperbola. 
2) 12
2
2
2
=−
b
y
a
x  ⇔  2
2
2
2
1
b
y
a
x
+=  ⇒  12
2
≥
a
x  ⇒  ax > , i.e. the graph of 
hyperbola is situated outside the band of width 2a unbounded in vertical 
direction. 
3) If 0=y  then ax ±= . Obtained points )0,(),0,( 21 aVaV −  of intersection with 
the axis Ox are called the vertices of this hyperbola. The nomenclature of the 
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hyperbola is slightly different from that of an ellipse. The transverse axis is of 
length 2a and is the distance between the vertices of the hyperbola. The 
conjugate axis is of length 2b and is perpendicular to the transverse axis.  
4) For any point of hyperbola from the right semi-plane (x>0) we have 
=−±±=−±= x
a
b
a
xbx
a
b
a
xbyh 11 2
2
2
2
 
( )=−−±±=








−−±±= xax
a
bx
a
bx
a
b
a
xbx
a
b 22
2
2
1  








+−
−
±±=







+−
−−
±±=
xax
a
a
bx
a
b
xax
xax
a
bx
a
b
22
2
22
222
. 
Thus 
0
22
2
 →







+−
−
=




±−
+∞→xh xax
a
a
b
a
by . 
It means that while +∞→x  the branch of hyperbola tends (becomes extremely 
close) to the straight lines x
a
by ±= . 
These straight lines  
x
a
by ±=  
are called the asymptotes of the 
hyperbola. 
Result of the analysis made above is presented on Fig.70. 
Whenever the foci are on the Oy axis and the directrices are straight lines 
of the form 0dy ±= , the equation of the hyperbola takes form  
1
)1( 2
2
22
2
=+
−ε
−
b
y
b
x
, 
12
2
2
2
=+−
b
y
a
x
, 
where ),0(),0( 11 ε= bFcF , ),0(),0( 22 ε−=− bFcF , brr 221 =− , )1(
222 −ε= ba . 
0 a  x 
      Figure 70 
 y 
−a 
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This equation represents a hyperbola with its transverse axis on the axis 
Oy called the Conjugate Hyperbola. 
Note 1. Graph of the conjugate hyperbola possesses the same properties as that 
of common hyperbola, except properties 2) and 3). Vertices of the conjugate 
hyperbola are points ),0(),,0( 21 bVbV − . Moreover, 
12
2
2
2
=+−
b
y
a
x
⇒ 11 2
2
2
2
≥+=
a
x
b
y  
⇒ by > . 
Graph of conjugate hyperbola is 
presented by Fig. 71. 
Note 2. If the center of hyperbola is in 
the point ),( 00 yx  but hyperbola axes are 
parallel to coordinate axes, then the canonical equation of this hyperbola has the 
following form 
1)()( 2
2
0
2
2
0 =
−
−
−
b
yy
a
xx  
or 
1)()( 2
2
0
2
2
0 =
−
+
−
−
b
yy
a
xx . 
Example. Plot the graph of the following hyperbola:  
2 24 4 8 36 0x x y y− − − + = . 
To plot this hyperbola we should first reduce its equation to the canonical 
form. Let us complete the squares in x and y in the equation:  
( )2 2 2 24 4 8 36 4 4 2 36x x y y x x y y− − − − = − − + + =  
( )2 24 4 4 4 2 1 1 36x x y y= − + − − + + − + =  
( ) ( )2 22 4 4 1 4 36x y= − − − + + + =  
( ) ( )2 22 4 1 36 0x y= − − + + = . 
0 a  x 
Figure 71 
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−a 
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After transposing free member 36 to the right-hand side and dividing the 
equation by it we get: 
( ) ( )2 22 1 1
36 9
x y− +
− + = . 
That is a conjugate 
hyperbola with semi-axes  
 636 ==a ,  39 ==b  
and the vertex (2,−1). Its 
graph is presented on 
Fig.72. 
 
2.4.6. Transformation of Cartesian Coordinates in Plane 
 
 It is sometimes desirable in the discussion of problems to change the 
origin and axes of coordinates by either changing the origin without changing 
the direction of the axes or changing the direction of the axes without changing 
the origin or changing both origin and axes. Each of these processes is called a 
transformation of coordinates. 
Transformation 1: a parallel shift (Fig.73), i.e. 
the transformation when the origin is shifted in 
other point ( )00, yx  but axes save their direction. 
In this case 
( ),x y OP OO O P′ ′= = + =
  
( ) ( ) ( )yyxxyxyx ′+′+=′′+= 0000 ,,, . 
Therefore the dependence between old 
coordinates ),( yx of the point P and new ones ),( yx ′′  is 
00 , yyyxxx +′=+′= . 
Transformation 2: a turn (Fig. 74), i.e. the transformation when coordinate 
axes are turned on some angle ϕ  anticlockwise but the origin is saved. At that 
the clockwise turn is made with negative angle ϕ .  
Figure 73 
 y 
y′  
0 
0′
 
x′  
( )yxP ′′,  
 y0 
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 y 
 x  x 
x′  
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 Suppose, that point ( )yxP ,  has the following polar coordinates in plane 
Oxy:  
( )θρ, , i.e. 



θρ=
θρ=
sin
cos
y
x
 
Then in plane yxO ′′  obtained by turn of the 
coordinate axes this point has coordinates:  
( )θ′ρ, , i.e. 



θ′ρ=′
θ′ρ=′
sin
cos
y
x
 
where θ′+ϕ=θ .  
Therefore 
( ) ϕ′−ϕ′=ϕθ′ρ−ϕθ′ρ=θ′+ϕρ=θρ=
′′
sincossinsincoscoscoscos yxx
yx

, 
( ) ϕ′+ϕ′=ϕθ′ρ+ϕθ′ρ=θ′+ϕρ=θρ=
′′
cossincossinsincossinsin yxy
yx

. 
So, the dependence between old coordinates ),( yx  of the point P and new ones 
),( yx ′′  is 






′
′






ϕϕ
ϕ−ϕ
=





y
x
y
x
cossin
sincos
, 
where the transformation matrix is called the turn matrix. 
The third type of transformation is a combination of the given above two 
types. 
Note. Except these three types of transformation we can consider other ones, 
but they either change the relative orientation of the axes or do not save the 
distance. We are not interested in such transformations for our further 
discussions, so they are skipped here. 
 
2.4.7. Reducing the General Equation of the Second Order  
Curve to a Canonical Form 
 
Suppose, we have some general equation of the second order curve 
0222 22 =+++++ FEyDxCyBxyAx . 
y′  
x′  
ϕ  θ  
θ′  ρ  
Figure 74 
0 
( )yxP ′′,   y 
 x 
x′  
y′  
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The question is: what curve does this equation present? To answer this question 
we should reduce this equation to a canonical form. 
Theorem 1. By turn of coordinate system the general equation of the second 
order curve with coefficient 0≠B  can be reduced to the form 
022 11
2
1
2
1 =+′+′+′+′ FyExDyCxA . 
Proof. Since  
cos sinx x y′ ′= ϕ − ϕ , sin cosy x y′ ′= ϕ + ϕ , 
we have  
( )+ϕϕ′′−ϕ′+ϕ′ sincos2sincos 2222 yxyxA  
( )+ϕϕ′′+ϕ′+ϕ′+ sincos2cossin 2222 yxyxC  
( )( )+ϕ−ϕ′+ϕϕ′−ϕϕ′+ 2222 sincossincossincos2 yxyxB  
0cos2sin2sin2cos2 =+ϕ′+ϕ′+ϕ′−ϕ′+ FyExEyDxD . 
After factoring out we get 
( ) ( )+ϕϕ−ϕ+ϕ′+ϕϕ+ϕ+ϕ′ sincos2cossinsincos2sincos 222222 BCAyBCAx
( )( )+ϕ−ϕ+ϕϕ+ϕϕ−′′+ 22 sincos2sincos2sincos2 BCAyx  
( ) ( )2 cos sin 2 cos sin 0x D E y E D F′ ′+ ϕ + ϕ + ϕ− ϕ + = . 
Vanishing the coefficient at yx ′′  we obtain 
( ) 0sincos2sincos2sincos2 22 =ϕ−ϕ+ϕϕ+ϕϕ− BCA , 
( ) 02cos22sin =ϕ+ϕ− BAC , 
B
CA
2
2cot −=ϕ . 
The asked transformation can be therefore made by any angle ϕ , satisfying the 
last equation. After this the equation under consideration takes form 
02222 =+′′+′′+′′+′′ FyExDyCxA , 
where  
ϕϕ+ϕ+ϕ=′ sincos2sincos 22 BCAA , ϕϕ−ϕ+ϕ=′ sincos2cossin 22 BCAC , 
cos sinD D E′ = ϕ + ϕ , ϕ−ϕ=′ sincos DEE .  
Theorem is proven. 
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Note.  Since 
ϕ
ϕ−
=ϕ
tan2
tan12cot
2
, 
the value of the angle φ can be found also from equation: 
0tan)(tan2 =−ϕ−+ϕ BCAB , 
while 
ϕ+
=ϕ
2tan1
1cos ,   ϕϕ=ϕ costansin . 
Theorem 2. By parallel shift the equation 02222 =++++ FEyDxCyAx  of the 
second order curve with 0≠A , 0≠C  can be reduced to the form 
( ) ( ) 0122 =+′+′ FyCxA . 
Proof. Let us consider the parallel shift  
0xxx +′= , 0yyy +′= . 
Then considered equation can be rewritten in the following form 
2 2 2 2
0 0 0 0 0 02 2 2 2 2 2Ax Ax x Ax Cy Cy y Cy Dx Dx Ey Ey F′ ′ ′ ′ ′ ′+ + + + + + + + + + =  
( ) ( ) FEyDxCyAxECyyDAxxyCxA ++++++′++′+′+′= 0020200022 222222 . 
Vanishing the coefficients at yx ′′,  we get 
A
Dx −=0 , C
Ey −=0  
and equation 
01
22 =+′+′ FyCxA , 
where FEyDxCyAxF ++++= 00
2
0
2
01 22 . Theorem is proven. 
Note 1. Values 00 , yx  for parallel shift can be found also by the procedure of 
completing squares in the given equation. 
Note 2. If one of coefficients, either A  or C , is equal to zero then parallel shift 
should be made only along the axis corresponding to nonzero coefficient.  
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Theorem 3. By parallel shift the equations 02 =++ FEyAx  and 
02 =++ FDxCy , where 0≠⋅FE , 0≠⋅FD , can be reduced to the form 
02 =′+ yEAx , 02 =′+ xDCy , relatively. 
Proof. Let us consider the parallel shift  
xx ′= , 0yyy +′= . 
Then the first equation can be rewritten in the following form 
00
2 =++′+′ FEyyExA . 
Vanishing free coefficient of this equation we get 
E
Fy −=0 . 
In the same way by means of the parallel shift  
D
Fxx −′= , yy ′=  
the second equation can be reduced to the required form. Theorem is proven. 
 From Theorems 1-3 It follows that the general equation of the second 
order curve can be reduced to the one of the following forms: 
(1): 022 =++ FCyAx , where 0≠⋅CA .  
If 0≠F  then it can be an equation of 
− ellipse ( 0>⋅CA , 0<⋅FA ):  1
22
=
−
+
−
C
F
y
A
F
x ;  
− imaginary ellipse ( 0>⋅CA , 0>⋅FA ):  1
22
−=+
C
F
y
A
F
x ;  
− hyperbola ( 0<⋅CA , 0<⋅FA ):  1
22
=−
−
C
F
y
A
F
x ;  
− conjugate hyperbola ( 0<⋅CA , 0>⋅FA ):  1
22
=
−
+−
C
F
y
A
F
x . 
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If 0=F  then it can be an equation of  
− two crossing straight lines ( 0<⋅CA ):  
C
Axy −±= ; 
− a point ( 0>⋅CA ):  0,0 == yx . 
(2): 02 =+ EyAx , where 0≠A . 
If 0≠E  then it is an equation of the parabola with symmetry axis Ox:  
pyy
A
Ex 22 =−= . 
If 0=E  then it is an equation of the axis Oy:  0=x . 
(3): 02 =+ DxCy , where 0≠C . 
If 0≠D  then it is an equation of the parabola with symmetry axis Oy:  
pxx
A
Dy 22 =−= . 
If 0=D  then it is an equation of the axis Ox:  0=y . 
(4): 02 =+ FAx , where 0≠A . 
If 0≠F  then that is an equation of  
− two straight lines parallel to axis Oy ( 0<⋅FA ):  
A
Fx −±= ; 
− two imaginary straight lines ( 0>⋅FA ):  
A
Fx −=2 . 
If 0=F  then it is an equation of the axis Oy:  0=x . 
(5): 02 =+ FCy , where 0≠C . 
If 0≠F  then that is an equation of  
− two straight lines parallel to axis Ox ( 0<⋅FC ):  
C
Fy −±= ; 
− two imaginary straight lines ( 0>⋅FC ):  
C
Fy −=2 . 
If 0=F  then it is an equation of the axis Ox: 0=y . 
Example. The following equation is given 
02246464251425 22 =−−++− yxyxyx . 
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Reduce it to a canonical form and plot a graph. 
25 25cot2 0
14 4
A C
B
− − π
ϕ = = = ⇒ϕ =
−
. 
Therefore 
2
sincos 1111
yxyxx −=ϕ−ϕ= ,  
2
cossin 1111
yxyxy +=ϕ+ϕ= . 
The substitution of these equalities into the given equation and simplification 
give  
02242643218 1
2
1
2
1 =−−+ yyx . 
After parallel shift 
2, 2121 +== yyxx  
we get 
02883218 22
2
2 =−+ yx . 
This equation is the equation of the 
ellipse with canonical form 
1
916
2
2
2
2 =+
yx . 
Here 3,4 == ba . Graph of this ellipse is 
presented on the Fig.75. 
 
2.4.8. Invariance of the Expressions 2BAC −  and CA+   
at Turn of Coordinate Axes.  
Classification of the Second Order Curves 
 
 It is appeared that the turn made in the Theorem 1 saves the value of the 
expression 2BAC − , i.e. 
CABCABAC ~~~~~ 22 =−=− . 
Indeed, 
Figure 75 
  −1 
  1 
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 x 
  y 
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  y2 
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=ϕ+ϕϕ+ϕ= 22 sinsincos2cos~ CBAA  
( )ϕ−+ϕ+ϕ+= 2cos2sin22cos
2
1 CCBAA , 
=ϕ+ϕϕ+ϕ= 22 coscossin2sin~ CBAC  
( )ϕ++ϕ−ϕ− 2cos2sin22cos
2
1 CCBAA . 
Therefore, 
( ) ( ) =ϕ+ϕ−++= 2sin2cos
2
1
2
1~ BCACAA  
( ) =




 +ϕ
−
ϕ++= 12cos2sin
2
1
B
CABCAA  
( ) ( )21 sin 2 1 cot 22 A C B= + + ϕ + ϕ ( ) ϕ+
+
=
ϕ
ϕ
++=
2sin22sin
2sin
2
1
2
BCABCA . 
In the similar way  
( ) ( )
ϕ
−
+
=ϕ−ϕ−−+=
2sin2
2sin2cos
2
1
2
1~ BCABCACAC . 
So,  
( )
ϕ
−
+
=
2sin4
~~
2
22 BCACA . 
Since 
( )22
2 2
1 1 cot 2 1
sin 2 4
A C
B
−
= + ϕ = +
ϕ
, 
we finally get 
( ) ( ) 2222
44
~~ BACCABCACA −=−−−+= . 
At the same time  
CABCABCACA +=
ϕ
−
+
+
ϕ
+
+
=+
2sin22sin2
~~
. 
The property of invariance of the expression 2BAC −  gives the 
opportunity to classify the second order curves in the following way. 
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Classification of the Second Order Curves: 
02 >− BAC ⇒ the curve is of elliptic kind (ellipse, imaginary ellipse, point); 
02 <− BAC ⇒  the curve is of hyperbolic kind (hyperbola, conjugate hyperbola, 
two crossing S.L.); 
02 =− BAC ⇒  the curve is of parabolic kind (parabola, two parallel or 
imaginary straight lines). 
 
2.4.9. Linear Operator. Matrix of Linear Operator 
 
Definition. Suppose M  and L  are linear spaces. Map ML →:Α , 
establishing to any element x  of the space L  some element y of the space M, is 
called an operator Α , operating from L  to M .  
The action of operator can be written as xy Α= . 
Definition. Operator Α  is called linear if for any two elements Lxx ∈21,  and 
any numbers R∈βα ,  the following is valid 
( ) 2121 xxxx ΑΑΑ βαβα +=+ , 
i.e. it satisfies the properties of additivity and homogeneity.  
Definition. Linear operator Α  operating from the linear space L  to itself is 
called linear transformation of the linear space L . 
Example. Suppose,  
operator 1A  is the operator of the anticlockwise rotation of any vector from 
2R  
on angle ϕ ; operator 2A  puts in correspondence to any vector of, for example, 
3R  its scalar product with some fixed vector, i.e. ( )axx ,2 =A ; 
operator 3A  puts in correspondence to any vector of 
3R  its vector product with 
some fixed vector, i.e. ],[3 bxx =A ; 
operator 4A  puts in correspondence to any vector its first coordinate in some 
fixed basis, i.e. 14 xx =A ; 
operator 5A  puts in correspondence to any vector its module squared, i.e. 
2
5 || xx =A . 
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It could be shown that the operators 1A , 2A , 3A , 4A  are linear, but 5A  is 
not linear. Moreover, only 1A  and 3A  are linear transformations of the 
corresponding linear vector spaces. 
Basic Properties and Types of Linear Operators: 
1) ( ) xxx ΒΑΒΑ +=+ ; 
2) ( ) ( ) Rxx ∈= λλλ ΑΑ ; 
3) Lxx ∈∀= 0Ο , i.e. O  is a null or zero operator; 
4) Lxxx ∈∀=Ι , i.e. I  is an identical or unit operator; 
5) ( ) ( )xx ΑΑ −=− , i.e. there is an opposite or negative operator A−  to any 
operator A . 
Note. The set of all linear operators is a linear space. 
If L and M are finite-dimensional, and one has chosen the bases in those 
spaces, then every linear operator A  operating from L to M can be represented 
as a matrix; that is very convenient since it allows to simplify the concrete 
calculations. Conversely, matrices yield examples of linear operators: if A is a 
real m-by-n matrix, then the rule A(x)=Ax describes a linear operator Rn → Rm. 
Suppose L is n-dimensional space, M is m-dimensional space, neee ,...,, 21  
and meee ′′′ ,...,, 21  are bases of these spaces relatively. Then every element of these 
spaces can be uniquely determined by the coordinates in the corresponding 
bases. 
Since Meee n ∈AAA ,...,, 21 , then 







′++′+′=
′++′+′=
′++′+′=
....
;...
;...
2211
22221122
12211111
mmnnnn
mm
mm
eaeaeae
eaeaeae
eaeaeae
A
A
A

 
Suppose yx =A . Then 
∑
=
=
n
i
iiexx
1
, ∑
=
′=
m
k
kkeyy
1
, 
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∑∑ ∑∑∑∑
== ====
′=





′=





′==
m
k
kk
m
k
n
i
kiik
m
k
kki
n
i
i
n
i
ii eyaxeeaxexx
11 1111
AA , 
and therefore, 
∑
=
=
n
i
ikik xay
1
. 
The obtained result means that the action of the operator A  can be 
replaced by the operation of multiplication of the matrix ( ) ikkiaΑ ,=  by x, i.e. 






















===
n
mn
n
mm x
x
x
a
a
aa
aa
Axxy
...
...
...
.........
...
2
1
1
21
1211
A . 
Note 1. The k-th column of the constructed matrix A is decomposition of the 
keΑ  in the basis of the space M. 
Note 2. Matrix of the linear transformation A  from L to M is square matrix: 










=
nn
n
nn a
a
aa
aa
A ...
...
.........
... 1
21
1211
 
Note 3. A single linear operator may be represented by many matrices. This is 
because the values of the elements of the matrix depend on the bases that are 
chosen. 
Note 4. It could be shown that for linear transformation A  its matrix in the new 
basis can be found by formula 
ABBA 1~ −= , 
where B is the matrix of transition from old basis to new one. As it was obtained 
in Section 2.1.6 the columns of this matrix are coordinates of the new basis in 
the old one. 
Note 5. Since for identical operator we have: ii ee =I , the matrix of the identical 
operator is unit matrix.  
For null operator 0=ieO , thus the matrix of this operator is zero matrix. 
Since ( ) iii eee BABA +=+ , the matrix of the sum of operators is sum of 
corresponding matrices. 
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And finally, since ( ) ( ) ( ) ( ) iiii eAeAee α=α=α=α AA , the matrix of Aα  is Aα . 
Thus, matrix of linear combination of the operators is the linear combination of 
their matrices. 
Example. Matrices of some special cases of linear transformations of two-
dimensional space R2 are given below: 
a) reflection against the origin (Fig. 76.a):  
Since 



−⋅=
⋅+−=
jij
jii
0
0
A
A
, then 





−
−
=
10
01
A . 
b) reflection against the x axis (Fig. 76.b):  
Since 



−⋅=
⋅+=
jij
jii
0
0
A
A
, then 





−
=
10
01
A . 
c) rotation by 90 degrees anticlockwise (Fig. 76.c):  
Since 



⋅+−=
+⋅=
jij
jii
0
0
A
A
, then 




 −
=
01
10
A . 
d) rotation by angle ϕ  anticlockwise (Fig. 76.d):  
Since 



ϕ+ϕ−=
ϕ+ϕ=
jij
jii
cossin
sincos
A
A
, then 





ϕϕ
ϕ−ϕ
=
cossin
sincos
A . 
 y 
 x 
j  
i  ii −=A  
jj −=A  
 0 
 a)  y 
 x 
j  
i  
ii =A  
 0 
 b)  y 
 x 
j  
i  
ji =A  
ij −=A  
 0 
 c)  y 
 x 
j  
i  
iA  
jA  
 0 
 d) 
 y 
 x 
j  
i  ii 2=A  
jj 2=A  
 0 
 e)  y 
 x 
j  
i  
0=iA  
jj =A  
 0 
 f)  y 
 x 
j  i  
2/)( jiji +== AA  
 0 
 g) 
ϕ  
jj −=A  
 Figure 76 
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e) scaling by 2 in all directions (Fig. 76.e):  
Since 



+⋅=
⋅+=
jij
jii
20
02
A
A
, then 





=
02
20
A . 
f) projection onto the Oy axis (Fig. 76.f):  
Since 



+⋅=
⋅+⋅=
jij
jii
0
00
A
A
, then 





=
10
00
A . 
g) projection onto straight line y=x (Fig. 76.g):  
Since 



+=
+=
jij
jii
5.05.0
5.05.0
A
A
, then 





=
5.05.0
5.05.0
A . 
 Note, that  
( ) 00 =−=−= xxxx AAAA  for any operator. 
The question is: could xA  be zero-element if x is not zero? 
Definition. Linear operator is called singular if there is non-zero element Lx∈  
such that xA  is zero, i.e. 0:0 =≠∃ xx A . In other case this operator is called 
non-singular. 
Note. For linear transformation to be singular means that its matrix is singular 
matrix, i.e. 0det =A . Non-singular matrices correspond to non-singular linear 
transformations. 
From the previous example we get: operators from cases a)-e) are non-
singular, but others are singular. 
 
2.4.10. Eigenvalues and Eigenvectors of Linear Operator 
 
Definition. Number λ  is called the eigenvalue of the linear operator 
LL →:A , if there is non-zero element x such that xx λ=A . In that case the 
element x is called the eigenvector of the operator A . 
Note 1. Eigenvalue λ  and eigenvector x are also called eigenvalue and 
eigenvector of the matrix A of the operator A . 
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Note 2. The eigenvector is defined accurate to a constant factor, i.e. if x is 
eigenvector then kx is eigenvector corresponding to the same eigenvalue, too. 
Indeed, 
)()()()( kxkxxkxkxx λ=⇔λ=⇔λ= AAA . 
Theorem. Suppose L is finite-dimensional linear space. Then for the value λ  to 
be eigenvalue of the linear operator LL →:A  it is necessary and sufficient to be 
a root of the characteristic equation ( ) 0det =− ΕλA , where A is a matrix of A  
in some fixed basis. 
Proof. Suppose λ  is the eigenvalue and x is corresponding eigenvector. Since 
xxx ΙΑ λλ ==  
we have 
( ) 0=λ− xIA  and 0≠x   
or 
( ) 0=λ− xEA  and 0≠x .  
It means that EA λ−  is singular matrix and ( ) 0det =Ελ−A .  
The sufficiency can be proved if one repeats all obtained above conclusions in 
reverse order. Theorem is proven. 
Example. Find eigenvalues and eigenvectors of the matrix  









−
=
200
130
021
A . 
Let us find the roots of the characteristic equation: 
0)2)(3)(1(
200
130
021
ΕA =λ−λ−λ−−=
λ−
λ−
λ−−
=λ− . 
So, the eigenvalues are 11 −=λ , 32 =λ , 23 =λ . 
To find eigenvectors we should solve the equation ( ) 0=λ− xEA  for different 
values of λ . 
1) 11 −=λ .  
► Rudnyeva G.V. Elements of Linear Algebra and Analytic Geometry 
 
182 
 










=




















0
0
0
100
140
020
3
2
1
x
x
x





=
=
∀−
⇒





=
=+
=
⇒
0
0
0
04
02
3
2
1
3
32
2
x
x
x
x
xx
x
. Thus, 










=
0
0
1
1X  can be taken as 
an eigenvector. 
2) 32 =λ .  










=




















−
−
0
0
0
100
100
024
3
2
1
x
x
x





=
=
∀−
⇒





=
=
=+−
⇒
0
2
0
0
024
3
12
1
3
3
21
x
xx
x
x
x
xx
. Thus, 










=
0
2
1
2X . 
3) 23 =λ .  










=



















−
0
0
0
000
110
023
3
2
1
x
x
x





−=
∀−
=
⇒





=
=+
=+−
⇒
23
2
21
32
21 3/2
00
0
023
xx
x
xx
xx
xx
. Thus, 










−
=
3
3
2
3X . 
There are several important theorems about eigenvalues and eigenvectors 
from the theory of Linear Operators: 
Theorem 1. Suppose that matrix of the linear operator from the n-dimensional 
space L to L is symmetrical. Then this operator has exactly n real eigenvalues.  
Operator with symmetrical matrix is called symmetric operator. 
Theorem 2. Eigenvectors of the symmetric operator corresponding to all 
different eigenvalues are linearly independent and mutually orthogonal. 
Note. It is assumed in the previous theorem that the relation of the 
orthogonality is defined in L. It is defined, for example, in any space with scalar 
product. In the n-dimensional space with orthonormal basis the scalar product 
can be defined as 
( ) nnbabababa +++= 


2211, . 
Theorem 3. Suppose operator A  is symmetric. Then there are exactly p linearly 
independent and mutually orthogonal eigenvectors corresponding to the multiple 
eigenvalue λ  of the order p.  
Example. Show that the eigenvalues of the symmetric operator from R2 to R2 
are different. 
Matrix of this operator has a form 
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





=
cb
ba
A . 
Then  
0)())((ΕA 222 =−+λ+−λ=−λ−λ−=
λ−
λ−
=λ− baccabca
cb
ba
 
and 
2
4)(
2
44)( 2222
2,1
bcacabaccaca +−±+
=
+−+±+
=λ , 
i.e. we obtained two different real values. 
Note. It follows from the Theorem 2 that the symmetrical matrix of the second 
order has two orthogonal eigenvectors corresponding to the different eigenvalues. 
 
2.4.11. Quadratic Form. Reducing the Quadratic Form to 
a Canonical Form 
 
Definition. Homogeneous polynomial of degree two in a number of variables  
( ) ∑∑
= =
=
n
i
n
j
jiijn xxaxxxQ
1 1
21 ,...,,  
is called the quadratic form of these variables.  
Example. Suppose  
( ) 2
2
2
2
1 , b
y
a
xyxQ += , ( ) 222 4,, zxyxzyxQ +−= , ( ) 3,, 23 ++= xyzxzyxQ . 
1Q  and 2Q  are quadratic forms, but 3Q  is not quadratic form since the first term 
of 3Q  is cubic monomial and the last term is a constant. 
Note. If a quadratic form is given then all like terms are already collected. It 
means that we have, for example, one term Axy but not two 2112 xxa  and 1221 xxa . 
Thus, we always assume, that 2/2112 Aaa == .  
So, for the given in example quadratic form 2Q  we have: 22/42112 −=−== aa . 
In general we assume that 
njiaa jiij ...2,1, =∀= . 
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Definition. Symmetrical matrix ( )ijaA =  of monomial coefficients in quadratic 
form is called the matrix of this quadratic form. 
By means of this matrix the quadratic form Q can be expressed in terms of 
matrices as 
( ) ( ) AXX
x
x
x
aa
aa
xxxxxxQQ Τ
n
nnn
n
nn =






















==
...
...
.........
...
,...,,(X) 2
1
1
111
2121  . 
Definition. Standard (or canonical) form of the quadratic form is 
( ) ∑
=
=
n
i
iiin xaxxxQ
1
2
21 ,...,, . 
Note 1. It follows from definition that the matrix of the quadratic form in 
canonical form is diagonal matrix. 
Note 2. It is obvious that by means of linear change of variables we can find 
another form of the quadratic form. And the natural question that arises in this 
situation is how to find such a change of variable to get more simple canonical 
form? 
Theorem. Quadratic form considered in the basis of orthogonal and normalized 
(of unit length) eigenvectors of the symmetrical matrix corresponding to this 
quadratic form has a canonical form. Moreover, coefficients of monomials are 
eigenvalues of this matrix. 
Proof. Suppose we consider new basis neeee ~,~,~,~ 321   consisting of the set of the 
unit eigenvectors of A. Then XBX ~= , where X~  are coordinates of this vector in 
new basis, B is transition matrix consisting of the coordinates of eigenvectors.  
Therefore 
XAXXABBXXBAXBAXXQ TTTTT ~~~~~)~()~( ==== , 
where A~  is a matrix of the operator corresponding to the A in the new basis.  
=






























== n
nnn
n
T
n
T eee
aa
aa
eeeABBA ~~~~~~~ 21
1
111
21 




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=










λλλ










=




















= nn
T
n
T
n
T
n
T
eee
e
e
eAeAeA
e
e
~~~
~
~
~~~
~
~
2211
1
21
1
  
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
=












λλλ
λλλ
λλλ
=












λλλ
λλλ
λλλ
=
nnnnn
nn
nn
nnnnn
nn
nn
eeeeee
eeeeee
eeeeee
eeeeee
eeeeee
eeeeee
~,~~,~~,~
~,~~,~~,~
~,~~,~~,~
~,~~,~~,~
~,~~,~~,~
~,~~,~~,~
2211
2222121
1212111
2211
2222112
1221111






 
=












⋅λ⋅λ⋅λ
⋅λ⋅λ⋅λ
⋅λ⋅λ⋅λ
=














λ⋅λ⋅λ
⋅λλ⋅λ
⋅λ⋅λλ
=
100
010
001
|~|00
0|~|0
00|~|
21
21
21
2
21
2
221
2
2
11
n
n
n
nn
n
n
e
e
e






 












λ
λ
λ
=
n


00
00
00
2
1
. 
Thus, the obtained matrix of quadratic form is diagonal, so we finally have: 
22
22
2
11
~...~~ nn xxxQ λ++λ+λ= . 
Theorem is proven. 
Note 1. Matrix B satisfies the condition 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
=












=




















=
nnnn
n
n
n
T
n
T
T
eeeeee
eeeeee
eeeeee
eee
e
e
BB
~,~~,~~,~
~,~~,~~,~
~,~~,~~,~
~~~
~
~
21
22212
12111
21
1



  
E
e
e
e
n
=












=














=
100
010
001
|~|00
0|~|0
00|~|
2
2
2
2
1






.  
In the same way It could be shown that EBBT = . Thus, TBB =−1 . 
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Note 2. Matrix A~  from the proof of the theorem could be constructed directly 
from the definition of operator matrix: 
Since niiiiii eeeeeee ~0...~0~...~0~0~~ 121 ⋅++⋅+++⋅+⋅== +λλΑ , then 












λ
λ
λ
=Α
n00
0
0
00
~ 2
1




. 
Note 3. It is clear that this technique can be used also to reduce the equation of 
the second order curve to the canonical form. In this case we consider quadratic 
form of two variables with symmetrical matrix of the second order. As it was 
written above It always has two different eigenvalues and thus two orthogonal 
eigenvectors of unit length. So, if the matrix B constructed from them has 
positive determinant then the obtained linear transformation of coordinates is 
just the turn of coordinate system by some angle ϕ  anticlockwise, i.e. 






ϕϕ
ϕ−ϕ
=





=
cossin
sincos
2221
1211
bb
bb
B  and ϕ=ϕ= sin,cos 2111 bb . 
Example. Reduce the equation of the second order curve to a canonical form: 
0524422 =−++++ yxxyyx . 
Quadratic form corresponding to the given equation and its matrix are 
( ) xyyxx,y 4Q 22 ++= ,     





=
12
21
A . 
Let us find its eigenvalues and eigenvectors to form the matrix of the turn. 
( ) 0det: =λ−λ EA , i.e. ( ) ( )( ) 0212141
12
21 2 =+−−−=−−=
−
−
λλλ
λ
λ
; 
( )( ) 031 =−−− λλ ; 11 −=λ ,  32 =λ . 
1) 11 −=λ : 




−
=⇒=+
1
1
022 121 Xxx ; 21 =X  and thus 




−
=
21
210
1X ; 
2) 32 =λ : 





=⇒=+−
1
1
022 221 Xxx ; 22 =X  and thus 





=
21
210
2X . 
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( ) 01
2
1
2
1
2
1
2
1
2
1
2
1
detdet 02
0
1 <−=−−=











−
=XX . 
Therefore, 
( ) ( )











 −
==ϕ
2
1
2
1
2
1
2
1
0
1
0
2 XXT 4
,
2
1sin,
2
1cos π=ϕ=ϕ=ϕ⇒ . 
Consider change of variables corresponding to the turn of exes:  
2
11 yxx −= , 
2
11 yxy += . 
So 
0522335244 11
2
1
2
1
22 =−−+−=−++++ yxyxyxxyyx . 
After the shift of the origin (It could be found, for example, by completing the 
squares in x1 and y1) 




+=−=
+=−=
21
21
1012
1012
yyyy
xxxx
 or 




−=
−=
21
21
21
21
yy
xx
 
we get  
( ) −+=−−+− 21112121 21352233 xyxyx  
( ) 0635
2
1
2
321 22
2
2
2
1 =−−=−+−+− yxy  
or  
63 22
2
2 =− yx . 
Dividing both sides of this equation by the 
right-hand member gives 
1
62
2
2
2
2 =−
yx . 
The obtained equation is the canonical 
equation of the hyperbola with semi-axes 
6,2 == ba . Graph of this curve is 
illustrated on Fig. 77. 
Figure 77 
 x 
 y 
 x1 
 x2 
 y1 
 
 y2 
► Rudnyeva G.V. Elements of Linear Algebra and Analytic Geometry 
 
188 
 
2.4.12. Surfaces of the Second Order 
 
Definition. A surface of the second order (or a quadric, or quadric surface) is 
a set of points of space that in the Cartesian coordinates is defined as the locus 
of zeros of a quadratic polynomial, i.e. by the following equation  
2 2 2 0Ax By Cz Dxy Eyz Fxz Kx Ly Mz N+ + + + + + + + + = , 
where at least one of the coefficients A, B, C, D, E, F is non-zero. 
Via translations and rotations every quadric can be transformed to one of 
several canonical (or normalized) forms. In three-dimensional Euclidean space 
there are 16 such canonical forms, and the most interesting, the nondegenerate 
forms are given below. The remaining forms are called degenerate forms and 
include planes, lines, points or even no points at all. 
I. Cylindrical surfaces (cylinders). 
A circular cylinder is one of the most basic curvilinear geometric shapes. 
That is the surface formed by the points at a fixed distance from a given straight 
line, the axis of the cylinder. The solid enclosed by this surface and by two 
planes perpendicular to the axis is also called a cylinder.  
A cylinder whose cross section is an ellipse, parabola, or hyperbola is 
called an elliptic cylinder, parabolic cylinder, or hyperbolic cylinder. More 
general cylinder is the generalized cylinder, where the cross-section can be any 
curve. 
The elliptic cylinder can be 
defined, for example, by the following 
equation in Cartesian coordinates 
(Fig.78): 
12
2
2
2
=+
b
y
a
x . 
This equation is for an elliptic cylinder, a 
generalization of the ordinary, circular 
cylinder (a = b).  
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The hyperbolic cylinder can be defined, for example, by the following 
equation in Cartesian coordinates (Fig.79): 
12
2
2
2
=−
b
y
a
x . 
The parabolic cylinder can be defined, for example, by the following 
equation in Cartesian coordinates (Fig.80): 
2 2x py=  or pxy 22 = . 
II. Conical surfaces (cones). 
A (general) conical surface is the unbounded surface formed by the union 
of all the straight lines that pass through a fixed point, called the apex or the 
vertex, and any point of some fixed space curve, called the directrix, that does 
not contain the apex. Each of those lines is 
called a generatrix of the surface. 
The equation of the elliptic cone (Fig.81) 
is  
2
2
2
2
2
2
c
z
b
y
a
x
=+ . 
Circular cone can be obtained from the 
elliptic cone at а=b:  
2222 zkyx =+ , 
where к2=а2/c2. 
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III. Ellipsoids. 
An ellipsoid is a type of quadric surface 
that is a higher dimensional analogue of an 
ellipse. The equation of a standard ellipsoid 
body in an xyz-Cartesian coordinate system is 
2 2 2
2 2 2 1
x y z
a b c
+ + = , 
where a and b are the equatorial radii (along 
the x and y axes) and c is the polar radius 
(along the z-axis), all of which are fixed 
positive real numbers determining the shape of 
the ellipsoid. 
If all three radii are equal, the solid body is 
a sphere; if two radii are equal, the ellipsoid is 
a spheroid: 
• a=b=c Sphere (Fig.82); 
• a=b>c  Oblate spheroid (disk-shaped)        
(Fig.83); 
• a=b<c Prolate spheroid (cigar-shaped); 
• a>b>c  Scalene ellipsoid ("three unequal 
sides"). 
The points (a,0,0), (0,b,0) and (0,0,c) lie on the surface and the line 
segments from the origin to these points are called the semi-principal axes. 
These correspond to the semi-major axis and semi-minor axis of the appropriate 
ellipses. 
IV. Hyperboloids. 
A hyperboloid is a quadric, a type of surface in three dimensions, 
described by the equation 
2 2 2
2 2 2 1
x y z
a b c
+ − =  (hyperboloid of one sheet) (Fig.84), 
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or 
2 2 2
2 2 2 1
x y z
a b c
− − + =  (hyperboloid of two sheets) (Fig.85). 
 
                           
Figure 84         Figure 85 
If, and only if, a = b, it is a hyperboloid of revolution. A hyperboloid of 
revolution of one sheet can be obtained by revolving a hyperbola around its 
semi-minor axis. A hyperboloid of revolution of two sheets can be obtained by 
revolving a hyperbola around its focal axis. 
A hyperboloid of one sheet is a doubly ruled surface; if it is a hyperboloid 
of revolution, it can also be obtained by revolving a line about a skew line. 
V. Paraboloids. 
A paraboloid is a quadric surface of special kind. There are two kinds of 
paraboloids, namely elliptic and hyperbolic. The elliptic paraboloid is shaped 
like an oval cup and can have a maximum or minimum point. In a suitable 
coordinate system, it can be represented by the equation 
2 2
2 2
x yz
a b
= +   (Fig.86). 
This is an elliptical paraboloid which opens upward. In other case it has 
an equation: 
2 2
2 2
x yz
a b
= − − . 
The hyperbolic paraboloid is a doubly ruled surface shaped like a saddle. 
In a suitable coordinate system, it can be represented by the equation 
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2 2
2 2
x yz
a b
= −   (Fig.87). 
                                     
Figure 86               Figure 87 
This is a hyperbolic paraboloid that opens up along the x-axis and down 
along the y-axis. 
With a = b an elliptic paraboloid is a paraboloid of revolution: a surface 
obtained by revolving a parabola around its axis. It is the shape of the parabolic 
reflectors used in mirrors, antenna dishes, and the like; and is also the shape of 
the surface of a rotating liquid, a principle used in liquid mirror telescopes. It is 
also called a circular paraboloid. 
The hyperbolic paraboloid is a ruled surface: it contains two families of 
mutually skew straight lines. The straight lines in each family are parallel to a 
common plane, but not to each other.  
The information given above is present in the following summary:  
ellipsoid 
2 2 2
2 2 2 1
x y z
a b c
+ + =  
 
spheroid (special case of ellipsoid)   
2 2 2
2 2 2 1
x y z
a a c
+ + =  
sphere (special case of spheroid) 
2 2 2
2 2 2 1
x y z
a a a
+ + =  
elliptic paraboloid 
2 2
2 2 0
x y z
a b
+ − =  
 
circular paraboloid (special case of 
elliptic paraboloid) 
2 2
2 2 0
x y z
a a
+ − =  
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hyperbolic paraboloid 
2 2
2 2 0
x y z
a b
− − =  
 
hyperboloid of one sheet 
2 2 2
2 2 2 1
x y z
a b c
+ − =  
 
hyperboloid of two sheets 
2 2 2
2 2 2 1
x y z
a b c
+ − = −  
 
cone 
2 2 2
2 2 2 0
x y z
a b c
+ − =  
 
elliptic cylinder 
2 2
2 2 1
x y
a b
+ =  
 
    circular cylinder (special case of 
elliptic cylinder) 
2 2
2 2 1
x y
a a
+ =  
hyperbolic cylinder 
2 2
2 2 1
x y
a b
− =  
 
parabolic cylinder 2 2x py=  
 
► Rudnyeva G.V. Elements of Linear Algebra and Analytic Geometry 
 
194 
 
2.5. Examples of Problems for Practices on Analytic Geometry 
Practice 1 “Concept of Vector. Operations on Vectors” 
1. Draw any two uncollinear vectors a  and b

. Indicate the origin of this vector 
by point A, the terminus of vector by point B. Using a  and b

, draw 2a , 2
3
a , 
a−  , 3a−  , a b+

 , 2a b+

 , a b−

 , b a−

 . 
2. Consider a parallelogram ABCD. Use the vectors a AB=

  and b AD=

 as 
basis in plane of the parallelogram. Express all vectors connecting vertex A with 
the middles of the parallelogram sides through the basic vectors. 
Answer: Let 1M  be the middle of the side AB, 2M  be the middle of the 
side BC, 3M  be the middle of the side CD, 4M  be the middle of the side AD. 
Then 1
1
2
AM a=

 , 2
1
2
AM a b= +
 
 , 3
1
2
AM a b= +
 
 , 4
1
2
AM b=
 
. 
3. Consider a parallelepiped ABCDA B C D′ ′ ′ ′ . Use vectors a AB=

 , b AD=

 and 
c AA′=

  as basis in space. Express all vectors connecting vertex A with the 
middles of the parallelepiped sides (or faces) A B C D′ ′ ′ ′ , CDD C′ ′  and BCC B′ ′  
through the basic vectors. 
Answer: Let 1M  be the middle of A B C D′ ′ ′ ′ , 2M  be the middle of 
CDD C′ ′ , 3M  be the middle of BCC B′ ′ . Then ( )1 12AM a b c= + +
 
  , 
( )2
1
2
AM a c b= + +
 
  , ( )3 12AM a b c= + +
 
  . 
4. Consider a hexagon ABCDEF . Let. Express the vectors , , ,CD DE EF FA
   
 
through a AB=

  and b BC=

. 
Answer: CD b a= −
 
 , DE a= −

 , EF b= −
 
, FA a b= −
 
 . 
5. Consider a parallelogram ABCD. Let 1
6
AK AC=
 
, 1
5
AL AD=
 
. Prove that the 
vectors KB

 and LK

 are collinear. Hint: use vectors a AB=

  and b AD=

 as 
basis. 
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6. Consider a triangle ABC . Let a AB=

  and b AC=

. Find any vectors 1d

 and 
2d

 directed along the median AM and the bisector AF. 
Answer: ( )1d a b= λ +
 
 , ( )2d a b b a= λ +    , Rλ∈ . 
7. Let 6a = , 120α =  , 45β =  , γ  be obtuse angle. Find the direction cosines 
and the Cartesian coordinates of the vector a . 
Answer: 1cos
2
α = − , 1cos
2
β = , 1cos
2
γ = − , ( )3,3 2, 3a = − − . 
8. Let (1,2, 1)A − , ( )4,4,5B . Find the coordinates, the module, direction cosines 
and the ort of the vector a AB=

 . 
Answer: (3,2,6)a , 7a = , 3cos
7
α = , 2cos
7
β = , 6cos
7
γ = , 3 2 6, ,
7 7 7
a  =  
 

 . 
9. Let (1,2, 1)a − , ( )4,4,5b

. Find the modules of vectors a b+

 , 2a b+

 , a b−

 . 
Answer: 77a b+ =

 , 2 109a b+ =

 , 7a b− =

 . 
10. Vectors 4 3a i j k= − + +β

 
  and 2b i j k= −α +
 
 
 are collinear. Find ,α β . 
Answer:  3 , 8
4
α = β = − . 
11. Consider the triangle ABC , where (3,2,0)A , ( )2,3, 1B − , ( )1,3,5C − . Find 
the lengths of median AM and of the segments 1AD  and 2AD , where points 1D  
and 2D  divide BC into 3 equal parts. 
Answer:  3 5, 19, 6
2
. 
12. Find the decomposition of the vector ( 1,9)x −  in the basis of vectors 
1 2(1,2),  ( 3,5)g g −
  . 
Answer:  1 22 (2,1)x g g= + =
   . 
13. Find the decomposition of the vector (10,0,6)x  in the basis of vectors 
1 2 3(1, 1,0),  (2,3,1),  (4,1,5)g g g−
   . 
Answer:  1 2 34 (4,1,1)x g g g= + + =
    . 
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Tasks for self-studying on topic “Concept of Vector. Operations on Vectors” 
1 
Consider a parallelepiped ABCDA B C D′ ′ ′ ′ . Use the vectors a AB=

 , 
b AD=

 and c AA′=

  as basis in space. Express all vectors connecting 
vertex A with the middles of the parallelepiped edges. 
2 Let 2a =
 , 60α =  , 45γ =  , β  be acute angle. Find the direction cosines 
and the Cartesian coordinates of the vector a . 
3 
Consider the parallelogram ABCD, where (1,5,2)A , ( )2,3, 1B − , 
( )0,4,1C . Find the coordinates of the vertex D. 
4 Let 2 5a i j k= + +β

 
  and 2 3b i j k= + α +
 
 
. Find ,α β  if a b+

  and b

 are 
collinear. 
5 
Find the decomposition of the vector (1, 8,9)x −  in the basis of vectors 
1 2 3(1,1,2),  (1,3,0),  (2, 1,5)g g g −
   . 
Answers: 1. 1 1 1, ,
2 2 2
a b c

  , 1 1,
2 2
c a b a+ +

   , 1 1,
2 2
c b a b+ +
 
  , 1 1,
2 2
a c b c+ +

   , 
1
2
a b c+ +

  , 1
2
a b c+ +

  , 1
2
a b c+ +

  ; 2. (1,1, 2)a ; 3. ( 1,6,4)D − ; 4. 5 , 3
3
α = β = ; 
5. 1 2 32 3 (2, 3,1)x g g g= − + = −
    .  
Practice 2 “Scalar Product” 
1. Let 2a = , 3b =

, the angle α between a  and b

 be equal to 60 . Find ( ),a b

 , 
( ),2a b

 , ( ),a b b+
 
 , ( ),a b a b+ +
 
  , ( )2 3 ,a b a b+ −
 
  . 
Answer:  3, 6, 12, 19, 16− . 
2. Let 1a = , 4b =

, the angle α between a  and b

 be equal to 45 . Find the 
length of the vector 3a b−

 . 
Answer:  25 12 2− . 
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3. Find the lengths of diagonals of the parallelogram constructed on the vectors 
a  and b

 if ( )5 2 ,   3 ;   2 2,   3,   4.a p q b p q p q p q∧= + = − = = = π

          
Answer:  15, 593 . 
4. Let 2a = , 3b =

, the angle α between a  and b

 be equal to 
3
π . Find the 
value of β , if a b a b+β ⊥ −
 
  . 
Answer:  1
6
β = . 
5. Find the angle between two unit vectors a  and b

 if vectors 2a b+

  and 
5 4a b−

  are perpendicular.  
Answer: 60 . 
6. Find ( )cpr a b+

 , if 3 6a i j k= − −

 
 , 4 5b i j k= + −
 
 
, 3 4 12c i j k= − +

 
 . 
Answer: 4− . 
7. Consider the triangle ABC , where (2,1)A , ( )4, 5B − , ( )5,2C . Find the angles 
of this triangle. 
Answer:  2 5 5, arccos , arccos
2 5 5
A B Cπ∠ = ∠ = ∠ = . 
8. Find the vector b

 collinear to vector (1,3, 5)a − ,  if ( ), 70a b = −

 .  
Answer: ( )2, 6,10b − −

. 
9. Let (1,1, 3)a − , (0,1, 1)b −

, (2,1,5)c . Find the vector x , if x a⊥  , x b⊥

 , 
( ), 10x c =  . 
Answer: ( )2,1,1x . 
10. Consider a triangle ABC  with (5,2)a AB=

 , (2, 4)b AC= −

 and the altitude 
BD. Find the vector BD

 and its module. 
Answer: ( )4.8, 2.4BD − −

, 12 5
5
BD =

. 
11. Consider a rhomb ABCD  with a AB=

 , b AD=

. Prove that the diagonals of 
the rhomb are always perpendicular. Hint: express the diagonals through a  and b

. 
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Tasks for self-studying on topic “Scalar Product” 
1 Find cosine of angle between vectors AB

 and AC

 if 
( ) ( ) ( )1, 2,3 ,  1,0,5 ,  1,1,4A B C− − − . 
2 
Find projection of the vector a  on the direction of the vector b

 if 
( )2 ,   2 ;   2,   3,   3 4.a p q b p q p q p q∧= − = + = = = π

          
3 
Find decomposition of the vector c  in the basis of vectors a  and b

 if 
3a = , 2b =

, ( ) 3a b
∧ π=

 , ( ), 3a c =  , ( ), 5b c = −

 . 
4 Find α , if 5 2a i j k= α + −

 
  and 3b i j k= + −α
 
 
 are perpendicular. 
5 
Find vector x  if ( ) ( ) ( ), 5, , 11, , 20x a x b x c= − = − =

     , 2 3a i j k= − +

 
 , 
3 2b i j k= − +
 
 
, 3 2 4c i j k= + −

 
 . 
Answers: 1.  42arccos
7
; 2. 9 2 10
25 12 2
−
−
; 3. 2c a b= −

  ; 4. 1α = − ; 5. (2,3, 2)x − .  
Practice 3 “Vector and Mixed Products” 
1. Let 2a = , 3b =

, ( ), 4a b =

 . Find a b×

 . 
Answer:  2 5 . 
2. Find the area of the parallelogram constructed on vectors a  and b

 if 
( )2 ,   3 ;   2,   3,   4a p q b p q p q p q∧= + = − = = = π

         . 
Answer:  21. 
3. Find the altitude CD of the triangle ABC if 3 4 ,   5AB p q BC p q= − = +
 
    , 
where p  and q  are perpendicular unit vectors. 
Answer:  3.8. 
4. Find the value of α if 5 3a b a bα + −
 
 
 , where a  and b

 are not collinear. 
Answer: 15α = − . 
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5. Prove that , 0a b c × = 

   if ,a b a c⊥ ⊥

   . 
6. Let 2 3a i j k= + +

 
 , 4 2b i j k= − + +
 
 
, 3 2c i j k= + +

 
 , 4d i k= +
 

. Find 
a b×

 , a c×  , b d×
 
, ( )3a c d× +

  . 
Answer: ( 8, 5,6)a b× = − −

 , ( 4,8, 4)a c× = − −  , (16,6, 4)b d× = −
 
, 
( )3 (12,21, 18)a c d× + = −

  . 
7. Find the area and the altitude of the triangle ABC dropped from the vertex B if 
(1,2,3)A , ( )1,4,2B − , ( )0,3,4C . 
Answer: 3 2
2
S = , 6h = . 
8. Find the area of the triangle ABC , where (1,2)A , ( )1,4B − , ( )2,3C .  
Answer:  2S = . 
9. Find the vector x  perpendicular to vectors (1,2,1)a  and (3,1,3)b

 if 10x =  
and the angle between x  and positive semi-axis Oz is acute.  
Answer: ( )5 2,0,5 2x − . 
10. Find the volume of the parallelepiped constructed on the vectors a , b

, c  if: 
1) 3a p q r= − +    , 2 3b p q r= + −

   , 2c p q r= + +    , where ( ), , 1p q r =   ; 
2) 4 5a p q= −   , 2b p q= −

  , 2c p q= +   , where ( ), , 1p q r =   ;  
3) 3 2a i j k= − +

 
 , 4 3b i j k= + +
 
 
, c i j k= + +

 
 . 
Answer: 1) 25V = ; 2) 0V = ; 3) 7V = . 
11. Find the altitude of the tetrahedron ABCD dropped on the base ABC if 
(1,2, 1), (0,1,3), (2,1,1), (0,0,4)A B C D− . 
Answer: 2 11
11
h = . 
12. Check if these vectors are complanar:  
1) 2a i j k= − +

 
 , 3 2b i j k= + −
 
 
, 7 14 13c i j k= + −

 
 ;  
2) 4 3a i j k= + −

 
 , 4b i j k= − +
 
 
, 3 2 2c i j k= − +

 
 ;  
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3) a p m= ×   , b q m= ×

  , c r m= ×   , where , ,p q r    are mutually perpendicular. 
Answer: 1) complanar; 2) not complanar; 3) complanar vectors. 
13. Prove that the given four points belong to the same plane: 
( 2,0,2), (1, 3, 1), (2,1,8), (5, 1,7)A B C D− − − − . 
Tasks for self-studying on topic “Vector and Mixed Products” 
1 
Find an area of the triangle constructed on vectors (1,1,3)a  and ( 1,2,0)b −

 
and the length of altitude dropped on the side of the vector a .  
2 
Find an area of the parallelogram constructed on the vectors a  and b

 if 
( )2 ,   2 ;   2,   3,   3 4.a p q b p q p q p q∧= − = + = = = π

          
3 
Find the volume of the tetrahedron ABCD  if ( )2, 3, 1A − , ( )2, 2, 4B − , 
( )1,1, 3C − , ( )1,1, 2D . 
4 
Check that these points belong to the same plane: ( )1, 0, 7A , 
( )1, 1, 2B − − , ( )2, 2, 2C − , ( )0,1, 9D . 
5 
Find the unit vector x  perpendicular to the vector ( )4; 2; 3a = − −  and 
the axis Oy if it forms an obtuse angle with the axis Ox. 
Answers: 1.  3 6 3 66,
2 11
S h= = ; 2. 15 2 ; 3. 5
6
V = ; 4. True; 5. 3 4,0,
5 5
x  − − 
 
 .  
Practice 4 “Plane in Space” 
1. Points 1(2, 1,2)M −  and 2(3,2, 1)M −  are given. Find an equation of the plane 
passing through the point 1M  and perpendicular to the vector 21MM . 
Answer:  3 3 7 0x y z+ − + = . 
2.  Find an equation of the plane:  
1) passing through the point 1(2, 3,5)M −  and parallel to plane Oxy ; 
2) passing through the point 2(1,2,4)M  and parallel to plane Oxz ; 
3) passing through the point 3(1,2,7)M  and parallel to plane Oyz ; 
Answer:  1) 5 0; 2) 2 0; 3) 1 0z y x− = − = − = . 
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3. Find an equation of the plane passing through the points 1(2, 1,3)M − , 
2(3,1,2)M  and parallel to the vector (3, 1,4)a −
 . 
Answer: 0=−− zyx . 
4. Find an equation of the plane passing through the origin and perpendicular to 
the planes 4 3 1 0x y z− + − =  and 3 2 0x y z+ − = . 
Answer: 5 7 0x y z− − = . 
5. Find an equation of the plane passing through the points 1(3, 1,2)M − , 
2(0,1, 1)M −  and 3(1,0,2)M . 
Answer: 3 6 5 0x y z+ + − = . 
6. Determine which pair of equations represents perpendicular planes: 
1) 3 2 7 0x y z− − + = , 9 3 4 0x y z+ − − = ; 
2) 2 3 6 0x y z+ − + = , 05 =+−− zyx ; 
3) 2 5 4 0x y z− + − = , 2 3 1 0x z+ − + = . 
Answer:  1) and 2). 
7. What values of parameters l  and m  correspond to the equations of parallel 
planes: 2 3 1 0x ly z+ + + = , 6 6 5 0mx y z− − − = ? 
Answer:  4,3 −== ml . 
8. Determine the angles obtained at intersection of the planes 
012 =−+− zyx , 032 =+−+ zyx . 
Answer:  3π  and 32π . 
9. It is known that some plane passes through the point 0(6, 5, 4)M −  and cuts an 
intercept on axis Ox equal to 3−=a  and an intercept on axis Oz equal to 2=c . 
Find an equation of this plane. 
Answer:  1
3 1 2
x y z
+ + =
−
. 
10. Find the distance between two parallel planes: 2 2 15 0x y z− − − = , 
0622 =−−− zyx . 
Answer: 3d = . 
11. Find the equations of two planes parallel to the plane 3 6 2 14 0x y z− − + =  
and distant from it on 3 units. 
Answer: 3 6 2 35 0, 3 6 2 7 0x y z x y z− − + = − − − = . 
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Tasks for self-studying on topic “Plane in Space” 
1 
Find an equation of the plane passing through the point ( )1, 1, 2M −  and 
parallel to the vectors ( )1 3, 1, 4a = −
 , ( )2 5, 0, 1a = −
 . 
2 
Find an equation of the plane passing through two points ( )1 1, 1, 2M −  
and ( )2 2,1, 3M  and perpendicular to the plane 3 5 0x y z+ + − = . 
3 
Find the values of parameters l  and m  corresponding to the equations of 
parallel planes: 4 9 0x y lz− − − = , 0322 =−++ zmyx . 
4 
Find distance between two parallel planes: 2 3 6 21 0x y z− + − = , 
2 3 6 14 0x y z− + + = . 
5 
Find an equation of the plane that passes through the point 0(2,3, 4)M −  
and cuts equal nonzero intercepts from the axes of coordinates.  
Answers: 1.  23 5 12 0x y z+ + + = ; 2. 5 2 5 0x y z− − − = ; 3. 4, 1 2l m= − = − ; 
4. 5d = ; 5. 1x y z+ + = .  
Practice 5 “Straight Line and Plane in Space” 
1. Find the canonical equations of the straight line passing through the point 
0(2,0, 3)M −  and parallel to: 
1) the vector (2,1,5)a ; 
2) the straight line 1 2 1
4 2 1
x y z− + +
= =
−
; 
3) the axis Ox ; 
4) the axis Oy ; 
5) the axis Oz . 
Answer:  1) 2 3
2 1 5
x y z− +
= = ; 2) 2 3
4 2 1
x y z− +
= =
−
; 3) 
0
3
01
2 +
==
− zyx ; 
4) 
0
3
10
2 +
==
− zyx ; 5) 
1
3
00
2 +
==
− zyx . 
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2. Points (3,6, 7)A − , ( 5,2,3)B − , (1, 2,3)C −  are the vertices of the triangle. Find 
the canonical equations of the triangle sides and the parametric equations of the 
triangle median dropped from the vertex C . 
Answer: 3 6 7
8 4 10
x y z− − +
= =
− −
, 3 6 7
2 8 10
x y z− − +
= =
−
, 1 2 3
6 4 0
x y z− + −
= =
−
, 
2 1, 6 2, 5 3x t y t z t= + = − − = + . 
3. Find the canonical equations of the straight line 
2 3 4 0
3 2 5 2 0
x y z
x y z
− + − =
 + − + =
. 
Answer:   1 1
2 7 4
x y z− −
= = . 
4. Find the canonical equations of the straight line passing through the point 
0(2,0,3)M , parallel to the plane 3 0x y z+ + + =  and perpendicular to the axis Oz. 
Answer:   2 3
1 1 0
x y z− −
= =
−
. 
5. Prove that these straight lines are parallel: 
12
1
3
2 zyx
=
−
−
=
+  and 
0
5 8 0
x y z
x y z
+ − =
 − − − =
. 
6. Prove that these straight lines intersect each other: 4 3x t= − , 7 2y t= − , 
4 3z t= − +  and 1, 4 13, 1x t y t z t= − = − + = − + . 
Hint: this task could be solved, for example, in two ways: by means of the 
condition of straight line intersection and by means of finding the point of 
intersection. 
7. Find the equations of the straight line passing through the point 1( 1,2, 3)M − − , 
perpendicular to the vector (6, 2, 3)a − −  and intersecting the straight line 
5
3
2
1
3
1
−
−
=
+
=
− zyx . 
Answer:  
6
3
3
2
2
1 +
=
−
−
=
+ zyx . 
► Rudnyeva G.V. Elements of Linear Algebra and Analytic Geometry 
 
204 
 
8. Find the point of intersection of the straight line and plane: 1 3
2 1 6
x y z− +
= =
−
, 
2 3 7 0x y z+ + − = . 
Answer: (5, 5,12)− . 
9. Find an equation of the plane passing through the point 0(1, 2,1)M −  and 
perpendicular to straight line 
2 4 0
5 0
x y z
x y z
− + + =
 + − + =
. 
Answer:  032 =++ zyx . 
10. Find a projection of the point (2, 1,3)P −  on the straight line 
22,75,3 +=−== tztytx . 
Answer: (3, 2,4)− . 
11. Find the point Q  symmetrical to the point (1,3, 4)P −  relatively the plane 
023 =−+ zyx . 
Answer:  ( 5,1,0)Q − . 
12. It is known that the straight line 4 3 , 2 4 ,x t y t z t= + = − =  lies in the plane 
042 =+−+ DzyAx . Find values A  and D . 
Answer:  4, 20A D= = − . 
13. Find the distance d  from point (3,1, 2)P −  to the straight line 
1 2
2 1 2
x y z+ +
= = . 
Answer: 2 53
3
d = . 
14. Check that these straight lines are parallel and find the distance d  between 
them: 
2 2 10 0
22 0
x y z
x y z
+ − − =
 − − − =
; 
4
9
1
5
3
7 −
=
−
−
=
+ zyx . 
Answer:  25=d . 
15. Find the shortest distance between two straight lines: 
2
3
4
4
3
7
−
+
=
+
=
+ zyx , 
1
2
4
5
6
21
−
−
=
−
+
=
− zyx . 
Answer:  13. 
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16. Find the parametric equations of the common perpendicular of two straight 
lines: 43,42,73 +=+−=−= tztytx  and 12,82,1 −−=−=+= tztytx . 
Answer:  tztytx 4,13,52 −=+−=−= . 
Tasks for self-studying on topic “Straight Line and Plane in Space” 
1 
Find the canonical equations of the given straight line: 
2 4 4 0;
2 3 0.
x y z
x y z
+ + − =
 − − =
 
2 
Let (3, 1, 1)A − − , (1,2, 7)B − , ( 5,14, 3)C − −  be the vertices of some 
triangle. Find the canonical equations of the median AD. 
3 
Find the canonical equations of the straight line passing through the 
origin and parallel to two planes 2 0x y z− + =  and 3 2 5 0x y z+ + − = . 
4 
Find an equation of plane passing through the point (2, 1,1)A −  if the 
straight line 2
1 3 1
x y z−
= =
−
 lies in that plane. 
5 
Find value C  if straight line 
3 2 2 0
2 5 4 7 0
x y z
x y z
− + + =
 − + + =
 is parallel to plane 
4 2 0x y Cz− − + − = . 
6 
Find a point of intersection of the given straight line and plane: 
3 1 5 ,    7 3 5 0
1 1 2
x y z x y z− − += = + + + =
−
. 
7 
Find a distance d  from the point (2,3, 1)P −  to the straight line 
2
25
23
5
−
+
==
− zyx . 
Answers: 1.  1 2
1 14 4
x y z− −
= =
−
; 2. 3 1 1
5 9 4
x y z− + +
= =
−
; 3. 
5 3 7
x y z
= =
− −
; 
4. 3 2 0y z+ − = ; 5. 2C = ; 6. (4,0, 3)− ; 7. 21.  
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Practice 6 “Straight Line in Plane” 
1. Find an equation of the straight line passing through the points (3,4)A  and 
(2, 2)B − . Plot the graph of this line and find the points of intersection of this 
straight line with the coordinate axes. 
Answer: 6 14y x= − ; (0, 14), (7 3,0)− . 
2. Find an equation of the straight line passing through the point (1,1)P  and 
1) parallel to the straight line 4 3 1 0x y+ − = ; 2) perpendicular to the straight line 
4 3 1 0x y+ − = . 
Answer: 1) 4 3 7 0x y+ − = ; 2) 3 4 1 0x y− + = . 
3. Coordinates of the triangle vertices are given: (1,1)A , (2, 1)B − , (3, 2)C − . 
Find: 
a) the equations of the triangle sides; 
b) the equation of the triangle median dropped from the vertex B ; 
c) the equation of the altitude dropped from the vertex A ; 
d) the equation of the bisector of the angle at vertex C ; 
e) the equation of the middle line of the triangle parallel to the side CB ; 
f) the coordinates of the center of gravity of this triangle; 
g) a value of the altitude dropped from the vertex B ; 
h) an area of the triangle ABC . 
Hint: the equation of a side (median, altitude, etc.) means the equation of a 
straight line passing through this side. 
Answers:  
a) AB : 032 =−+ yx ; AC : 0523 =−+ yx ; CB : 01=−+ yx ; 
b) 2=x ; 
c) xy = ; 
d)  01325)1322()1323( =−−+++ yx ; 
e)  0322 =−+ yx ; 
f)  )32;2( − ; 
g)  131 ; 
h)  21 . 
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4. Find the point M  symmetrical to the point (1, 4)P −  relatively to the straight 
line passing through the points ( 4,1)A −  and (4, 3)B − . 
Answer: (3,0)M . Straight line is 2 2 0x y+ + = . 
5. Find an equation of the straight line that passes through the point )3;2(P  and 
cuts intercepts from the coordinate axes of the same length.  
Answer:  01,05 =+−=−+ yxyx . 
6. Find an angle between two straight lines: 5 3 0x y− + = , 3 2 5 0x y+ − = . 
Answer:  4π . 
7. Find an equation of the straight line parallel to the following two straight lines 
and equidistant from them: 2 5 0x y− + = , 2 15 0x y− − = . 
Answer:  2 5 0x y− − = . 
8. Find the vertices of the rectangular ABCD , if the equations of two its sides 
2 0; 2 15 0x y x y− = − + =  and the equation of its diagonal 7 15 0x y+ − =  are 
given. 
Answer: ( ) ( ) ( ) ( )2,1 , 4, 2 , 1, 7 , 1, 8A B C D− . 
9. Two vertices of the triangle ( )2,1A  and ( )5,3B  and the point of intersection 
of its altitudes ( )1,0H  are given. Find equations of the triangle sides. 
Answer:  2 3 0, 8 0, 4 3 11 0x y x y x y− − = + − = + − = . 
10. Find the equation of straight line passing through the point ( )0 4, 7M  and 
creating the angle o45  with the straight line 2 3 1 0x y+ + = . 
Answer:  5 31 0, 5 27 0x y x y− + = + − = . 
11. Find the equations of the triangle sides if the vertex (4, 1)A −  and the 
equations of two its bisectors 01=−x  and 01=−− yx  are given. 
Answer: 062,072,032 =−−=−+=+− yxyxyx . 
12. Find the equations of the triangle sides if the vertex (2, 1)B − , the equation of 
the altitude 02743 =+− yx  and the equation of the bisector 052 =−+ yx  
dropped from different vertices are given. 
Answer:  0534,03,0174 =−+=−=−+ yxyyx . 
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Tasks for self-studying on topic “Straight Line in Plane” 
1 
Coordinates of the triangle vertices are given: (0,1)A , ( 2,2)B − , (2,1)C . 
Find: 
a) the equations of the triangle sides; 
b) the equation of the triangle median dropped from the vertex B ; 
c) the equation of the altitude dropped from the vertex A ; 
d) the equation of the bisector of the angle at vertex C ; 
e) the equation of the middle line of the triangle parallel to the side 
CB ; 
f) the coordinates of the center of gravity of this triangle; 
g) a value of the altitude dropped from the vertex B ; 
h) an area of the triangle ABC . 
2 
Find an equation of the straight line passing through the point ( 4,6)P −  
and cutting in the first coordinate quarter the triangle with area equal to 6. 
3 
Find a point on the axis Oy equidistant from the origin and the straight line 
3 4 12 0x y− + = . 
Answers:  
1. 
a) AB : 022 =−+ yx ; AC : 1=y ; CB : 064 =−+ yx ; 
b)  043 =−+ yx ; 
c)  014 =+− yx ; 
d)  0617)174( =−−++ yx ; 
e)  054 =−+ yx ; 
f)  (0,4 3) ; 
g)  1; 
h)  1; 
2. 3 4 12x y+ = ; 3. 1(0, 12)M − , 2(0,4 3)M . 
Chapter 2. Practice ◄ 
 
209 
 
Practice 7 “The Second Order Curves” 
1. Plot graphs of the following curves of the second order. Determine their type 
and main characteristics: 
1) 2 2 25x y+ = ;  2) 2 2 0x y+ = ;   3) 2 2( 2) ( 1) 9x y− + − = ; 
4) 2 4x y= ;    5) 2 9x y= − ;   6) 2 4y x= − ; 
7) 2( 2) 2( 1)x y− = + ; 8) 
2 2
1
9 4
x y
+ = ;   9) 
2 2
1
4 25
x y
+ = ; 
10) 
2 2
1
1 4
x y
− = ;  11) 
2 2
1
9 4
y x
− = ;   12) 
2
2( 1) ( 2) 1
4
x y−− + − = . 
Answer: 1) circle, 5R = ; 2) point (0,0) ; 3) circle with center (2,1) and 
3R = ; 4) parabola with axis of symmetry parallel to Oy and 2p = ; 5) parabola 
with axis of symmetry parallel to Oy and 9 / 2p = − ; 6) parabola with axis of 
symmetry parallel to Ox and 2p = − ; 7) parabola with axis of symmetry parallel 
to Oy, center (2, 1)−  and 1p = ; 8) ellipse, 3, 2a b= = ; 9) ellipse, 2, 5a b= = ; 
10) hyperbola, 1, 2a b= = ; 11) conjugate hyperbola, 2, 3a b= = ; 12) conjugate 
hyperbola with center (1,2) , 2, 1a b= = . 
2. Reduce the equations of the second order curves to the canonical form and 
plot graphs of these curves. Hint: tasks are in the second column of table, 
answers are in the third. 
# The second order curve Its type and canonical equation 
1) 2 2 6 2 6 0x y x y+ − − + = ; circle 2 2( 3) ( 1) 4x y− + − =  
2) 2 2 4 2 4 0x y x y+ + − + = ; circle 2 2( 2) ( 1) 1x y+ + − =  
3) 2 2 8x y x+ = ; circle 2 2( 4) 16x y− + =  
4) 2 6 4 17 0x x y+ − + = ; parabola 2( 3) 4( 2)x y+ = −  
5) 2 6 10 1 0x x y− + − = ; parabola 2( 3) 10( 1)x y− = − −  
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6) 2 2 6 1 0y x y+ − − = ; parabola 2( 3) 2( 5)y x− = − −  
7) 2 2 2 3 0y x y− − − = ; parabola 2( 1) 2( 2)y x− = + ; 
8) 2 29 4 18 16 11 0x y x y+ − − − = ; ellipse 
2 2( 1) ( 2) 1
4 9
x y− −
+ = ; 
9) 2 225 10 50 25 0x y x y+ − + + = ; ellipse 
2 2( 5) ( 1) 1
25 1
x y− +
+ = ; 
10) 2 29 16 18 64 71 0x y x y+ − + − = ; ellipse 
2 2( 1) ( 2) 1
16 9
x y− +
+ = ; 
11) 2 2 4 2 2 0x y x y− − − + = ; hyperbola 2 2( 2) ( 1) 1x y− − + = ; 
12) 2 24 2 16 19 0x y x y− − + − = ; hyperbola 
2
2( 1) ( 2) 1
4
x y− − − = ; 
13) 2 24 9 40 18 127 0x y x y− + + + − = ; c. hyperbola 
2 2( 5) ( 1) 1
9 4
x y− +
− + = ; 
14) 2 216 160 8 400 0x y x y− + − + − = ; c. hyperbola 
2
2 ( 4)( 5) 1
16
yx +− + + = ; 
15) 2 29 4 16 20 0x y y− + − − = ; c. hyperbola 
2 2( 2) 1
4 9
x y −
− + = ; 
16) 2 24 16 2 15 0x y x y− + + − − = ; 
two intersecting straight lines 
1 2( 2)y x− = ± − ; 
17) 2 4 3 0y y− + = ; 
two parallel straight lines 
1, 3y y= = ; 
18) 2 27 14 6 16 0x y x y+ − − + = ; point (1,3) . 
3. Reduce the equations of the second order curves to the canonical form and 
plot graphs of these curves:  
1) 2 211 10 3 16 0x xy y− + + = ;  
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2) 2 213 10 13 72 0x xy y− + − = ;   
3) 2 23 2 3 8 8 3 0x xy y x y+ + + − = ; 
4) 2 22 8 2 0x xy y x− + − = . 
Answer: 1) hyperbola 
2
2 1
4
x y
′
′− = , 
3
π
ϕ = ; 2) ellipse 
2 2
1
9 4
x y′ ′
+ = , 
4
π
ϕ = ; 3) parabola 2 4x y′ ′= , 
6
π
ϕ = ; 4) parabola 2( 2) 4( 1)y x′ ′+ = + , 
4
π
ϕ = . 
Tasks for self-studying on topic “The Second Order Curves” 
1 
Plot graphs of the following curves of the second order. Determine their 
type and main characteristics: 
1) 2 2( 4) ( 3) 5x y+ + − = ;   2) 
2 2( 2) ( 1) 1
4 16
x y+ −
+ = ; 
3) 2( 1) 6( 3)x y− = + ;    4) 2( 2) 8( 1)y x− = − + ; 
5) 
2 2( 1) 1
9 1
x y−
− = ;    6) 2 2( 2) ( 3) 1x y− − + + = . 
2 
Reduce the equations of the second order curves to the canonical form 
and plot graphs of these curves: 
1) 2 10 6 39 0y x y− + + = ; 
2) 2 24 9 16 72 124 0x y x y+ − + + = ; 
3) 2 24 8 4 4 0x y x y− + − − − = ; 
4) 2 24 8 2 3 0x y x y− + + − − = . 
Answers: 1.  1) circle with center ( 4,3)−  and 5R = ; 2) ellipse with center 
( 2,1)− , 2, 4a b= = ; 3) parabola with axis of symmetry parallel to Oy, center 
(1, 3)−  and 3p = ; 4) parabola with axis of symmetry parallel to Ox,  center 
( 1,2)−  and 4p = − ; 5) hyperbola with center (1,0) , 3, 1a b= = ; 6) conjugate 
hyperbola with center (2, 3)− , 1, 1a b= = ; 2. 1) parabola 2( 3) 10( 3)y x+ = − ; 
2) ellipse 
2 2( 2) ( 4) 1
9 4
x y− +
+ = ; 3) conjugate hyperbola 
2
2 ( 2)( 1) 1
4
yx −− + + = ; 
4) two straight lines 1 2( 1)y x− = ± − .  
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2.6. Individual Tasks to Chapter 2 
Part 1. Vector Algebra 
Hint: Braces {} are used for vectors, parenthesis () are used for points. 
Task 1. Find decomposition of the vector x  in the basis of vectors 1 2 3,  ,  g g g
   : 
1.1. { } { } { } { }1 2 31,  1,  4 ,  1,  2,  3 ,  4,  2,  4 ,  19,  6,  35g g g x= − − − = − − = − = − −
    ; 
1.2. { } { } { } { }1 2 30,  5,  1 ,  1,  5,  2 ,  3,  3,  3 ,  1,  8,  14g g g x= = − = − = −
    ; 
1.3. { } { } { } { }1 2 33,  3,  3 ,  1,  5,  3 ,  3,  2,  1 ,  8,  26,  16g g g x= − = − = − = −
    ; 
1.4. { } { } { } { }1 2 31,  1,  3 ,  1,  3,  5 ,  5,  2,  1 ,  7,  0,  5g g g x= − = − = − = −
    ; 
1.5. { } { } { } { }1 2 33,  1,  3 ,  1,  5,  4 ,  4,  4,  4 ,  26,  36,  29g g g x= − = − − = − = −
    ; 
1.6. { } { } { } { }1 2 34,  3,  3 ,  1,  5,  2 ,  4,  4,  4 ,  33,  2,  33g g g x= − − = = − =
    ; 
1.7. { } { } { } { }1 2 32,  4,  1 ,  1,  1,  3 ,  4,  2,  4 ,  15,  3,  24g g g x= − − = − = − − = −
    ; 
1.8. { } { } { } { }1 2 31,  3,  5 ,  1,  0,  3 ,  5,  4,  3 ,  19,  19,  23g g g x= − = = − − = − −
    ; 
1.9. { } { } { } { }1 2 34,  0,  2 ,  1,  3,  1 ,  3,  4,  1 ,  3,  11,  1g g g x= = − = − = −
    ; 
1.10. { } { } { } { }1 2 30,  1,  3 ,  1,  4,  5 ,  1,  3,  3 ,  5,  2,  28g g g x= − − = = − =
    ; 
1.11. { } { } { } { }1 2 32,  2,  1 ,  1,  2,  3 ,  4,  1,  4 ,  17,  12,  26g g g x= − = − − = − = −
    ; 
1.12. { } { } { } { }1 2 34,  3,  5 ,  1,  3,  5 ,  2,  1,  4 ,  14,  4,  38g g g x= − − = − = − = − −
    ; 
1.13. { } { } { } { }1 2 35,  1,  2 ,  1,  2,  2 ,  4,  4,  1 ,  4,  29,  20g g g x= − = − − = − − = −
   
; 
1.14. { } { } { } { }1 2 30,  5,  2 ,  1,  5,  2 ,  1,  1,  3 ,  1,  1,  5g g g x= − = = − =
    ; 
1.15. { } { } { } { }1 2 32,  2,  5 ,  1,  4,  1 ,  5,  4,  2 ,  4,  20,  3g g g x= − = − = − = −
    ; 
1.16. { } { } { } { }1 2 32,  4,  4 ,  1,  0,  0 ,  1,  4,  2 ,  5,  20,  14g g g x= = = − = − − −
    ; 
1.17. { } { } { } { }1 2 34,  5,  3 ,  1,  4,  2 ,  2,  3,  3 ,  4,  43,  1g g g x= − = − − − = − − = − −
   
; 
1.18. { } { } { } { }1 2 31,  3,  3 ,  1,  4,  1 ,  1,  4,  3 ,  3,  19,  7g g g x= − = − − = − − = −
    ; 
1.19. { } { } { } { }1 2 31,  3,  3 ,  1,  4,  1 ,  1,  4,  3 ,  3,  19,  7g g g x= − = − − = − − = −
    ; 
1.20. { } { } { } { }1 2 35,  5,  1 ,  1,  2,  3 ,  5,  4,  2 ,  10,  11,  1g g g x= − − = − = − − = − −
    ; 
1.21. { } { } { } { }1 2 30,  2,  3 ,  1,  4,  4 ,  4,  2,  3 ,  1,  4,  30g g g x= = − − = − − = − −
    ; 
1.22. { } { } { } { }1 2 33,  4,  2 ,  1,  4,  2 ,  5,  4,  4 ,  22,  16,  16g g g x= − − = − − = − − = −
    ; 
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1.23. { } { } { } { }1 2 33,  1,  3 ,  1,  2,  4 ,  5,  3,  2 ,  3,  8,  21g g g x= − − = − − = − − = −
    ; 
1.24. { } { } { } { }1 2 34,  4,  3 ,  1,  3,  0 ,  2,  3,  2 ,  19,  14,  13g g g x= − − − = = − − = − − −
    ; 
1.25. { } { } { } { }1 2 33,  2,  2 ,  1,  2,  3 ,  2,  2,  2 ,  5,  2,  12g g g x= − − = − = − = −
    ; 
1.26. { } { } { } { }1 2 35,  1,  2 ,  1,  2,  4 ,  5,  4,  1 ,  9,  1,  7g g g x= − = = − − = − −
    ; 
1.27. { } { } { } { }1 2 31,  1,  2 ,  1,  3,  3 ,  5,  2,  4 ,  21,  2,  18g g g x= − − − = − − = − − = − −
    ; 
1.28. { } { } { } { }1 2 35,  1,  2 ,  1,  1,  4 ,  0,  4,  1 ,  15,  11,  9g g g x= − = − = − = − − −
    ; 
1.29. { } { } { } { }1 2 34,  4,  4 ,  1,  3,  4 ,  1,  3,  1 ,  11,  29,  10g g g x= − − = − − − = − = − − −
    ; 
1.30. { } { } { } { }1 2 31,  5,  3 ,  1,  3,  2 ,  0,  4,  3 ,  1,  9,  1g g g x= − = = − = − −
    . 
Task 2. Check the collinearity of vectors 1c a p bq= +
    and 2c c p d q= +
   : 
2.1. { } { }4,  4,  4,  1,  1, 4, 2 ,  1,3,4a b c d p q= = = − = − = − − − = −  ; 
2.2. { } { }3,  12,  1,  4,  1,0,5 ,  1,1,5a b c d p q= = = = = − =  ; 
2.3. { } { }2,  1,  5,  5,  1,5, 2 ,  1,3, 3a b c d p q= − = = − = − = − = − −  ; 
2.4. { } { }3,  1,  3,  3,  5, 5,2 ,  1,0,1a b c d p q= = = = = − =  ; 
2.5. { } { }1,  4,  3,  3,  5,5, 5 ,  1, 4, 1a b c d p q= = − = − = = − − = − − −  ; 
2.6. { } { }3,  4,  3,  1,  3,5, 4 ,  1,4, 1a b c d p q= − = − = − = = − = −  ; 
2.7. { } { }3,  6,  1,  2,  4,3, 3 ,  1,5,2a b c d p q= = = = = − − = −  ; 
2.8. { } { }4,  3,  3,  1,  5, 2, 2 ,  1, 4,1a b c d p q= = = − = − = − − − = −  ; 
2.9. { } { }1,  2,  4,  0,  4, 1,2 ,  1,4,1a b c d p q= = = − = = − = −  ; 
2.10. { } { }3,  3,  2,  2,  5,1, 4 ,  1,1,1a b c d p q= = − = − = = − − =  ; 
2.11. { } { }2,  2,  1,  2,  3,1,3 ,  1,5, 1a b c d p q= − = = = = = − −  ; 
2.12. { } { }3,  2,  3,  2,  1, 3,4 ,  1,5,1a b c d p q= − = = = − = − − =  ; 
2.13. { } { }1,  1,  1,  3,  4,2,2 ,  1, 1,2a b c d p q= = − = − = − = = − −  ; 
2.14. { } { }3,  4,  2,  3,  4,2, 2 ,  1,4, 3a b c d p q= − = = − = − = − = −  ; 
2.15. { } { }5,  3,  5,  2,  4,0,3 ,  1, 5,4a b c d p q= − = = − = = − = − −  ; 
2.16. { } { }5,  1,  2,  2,  2, 4,1 ,  1,3, 2a b c d p q= = − = = = − − = −  ; 
2.17. { } { }2,  4,  0,  5,  2,5,2 ,  1,1,2a b c d p q= = − = = = − = −  ; 
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2.18. { } { }4,  4,  5,  1,  2, 2,5 ,  1,4,1a b c d p q= − = − = − = − = − =  ; 
2.19. { } { }5,  4,  3,  4,  2,1,2 ,  1,4,4a b c d p q= = = = − = = −  ; 
2.20. { } { }0.5,  1,  1,  2,  4, 4,2 ,  1,5, 4a b c d p q= = = = = − = −  ; 
2.21. { } { }5,  2,  4,  2,  2, 4,0 ,  1, 4,4a b c d p q= = − = − = − = − − = − −  ; 
2.22. { } { }4,  4,  5,  2,  5,1,4 ,  1,5,0a b c d p q= = − = − = − = − =  ; 
2.23. { } { }1,  4,  0.25,  1,  3, 3,4 ,  1, 1, 1a b c d p q= − = − = = = − = − − −  ; 
2.24. { } { }1,  2,  3,  1,  1, 5, 5 ,  1,1,2a b c d p q= = = = = − − − =  ; 
2.25. { } { }3,  3,  4,  2,  5, 3,1 ,  1,0,2a b c d p q= − = = = − = − = −  ; 
2.26. { } { }3,  3,  4,  4,  2,2,1 ,  1, 1, 4a b c d p q= = = − = − = − = − −  ; 
2.27. { } { }3,  0,  2,  4,  2, 5, 2 ,  1,5, 5a b c d p q= = = − = − = − − − = − −  ; 
2.28. { } { }3,  2,  3,  1,  3, 2,4 ,  1, 5, 3a b c d p q= = = = − = − − = − −  ; 
2.29. { } { }5,  1,  3,  1,  4, 4, 3 ,  1,3,0a b c d p q= = − = = = − − − = −  ; 
2.30. { } { }2,  1,  2,  1,  2,2, 3 ,  1,2, 2a b c d p q= − = = − = − = − = −  . 
Task 3. Find cosine of the angle between the vectors AB

 and AC

: 
3.1. ( ) ( ) ( )5,1, 5 ,  1,4, 2 ,  1,1,3A B C− − − − ; 
3.2. ( ) ( ) ( )1, 2,5 ,  1,4, 4 ,  1,2, 5A B C− − − − ; 
3.3. ( ) ( ) ( )1,0,1 ,  1, 4, 4 ,  1,0,2A B C− − − − ; 
3.4. ( ) ( ) ( )2,0, 2 ,  1,1,2 ,  1,4, 1A B C− − − ; 
3.5. ( ) ( ) ( )5,4, 5 ,  1, 3, 4 ,  1,3,4A B C− − − − − − ; 
3.6. ( ) ( ) ( )1, 4,1 ,  1, 5,0 ,  1,1, 3A B C− − − − ; 
3.7. ( ) ( ) ( )1,5,5 ,  1, 3,1 ,  1,5, 5A B C− − − − − ; 
3.8. ( ) ( ) ( )4, 4, 5 ,  1, 2,2 ,  1, 5, 2A B C− − − − − ; 
3.9. ( ) ( ) ( )3,3,3 ,  1,4,5 ,  1,2, 3A B C− − − − ; 
3.10. ( ) ( ) ( )5, 2, 5 ,  1, 2,4 ,  1, 5, 2A B C− − − − − ; 
3.11. ( ) ( ) ( )3, 1,5 ,  1,5, 4 ,  1, 5, 5A B C− − − − − − − ; 
3.12. ( ) ( ) ( )2,1, 4 ,  1,3,3 ,  1,0, 2A B C− − ; 
3.13. ( ) ( ) ( )4, 2,5 ,  1,2,5 ,  1,1,3A B C− − − − ; 
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3.14. ( ) ( ) ( )4,3,3 ,  1,0,5 ,  1, 4,3A B C− − ; 
3.15. ( ) ( ) ( )2,5, 5 ,  1,4,4 ,  1, 1,2A B C− − − − ; 
3.16. ( ) ( ) ( )5,4, 3 ,  1, 5,1 ,  1, 1, 2A B C− − − − − ; 
3.17. ( ) ( ) ( )1, 5, 1 ,  1,5, 3 ,  1, 3,4A B C− − − − − − ; 
3.18. ( ) ( ) ( )2, 2, 2 ,  1, 5, 2 ,  1, 1,5A B C− − − − − ; 
3.19. ( ) ( ) ( )3, 2,3 ,  1,3, 1 ,  1, 2,2A B C− − − − − ; 
3.20. ( ) ( ) ( )2, 2, 1 ,  1, 5,1 ,  1,3,4A B C− − − ; 
3.21. ( ) ( ) ( )0, 2,5 ,  1,0, 5 ,  1,4,4A B C− − − − ; 
3.22. ( ) ( ) ( )4,1,4 ,  1, 1,3 ,  1, 4, 4A B C− − − ; 
3.23. ( ) ( ) ( )3, 1, 1 ,  1,5,3 ,  1, 2, 3A B C− − − − − − − ; 
3.24. ( ) ( ) ( )1,5, 3 ,  1, 1,0 ,  1, 4,1A B C− − − − ; 
3.25. ( ) ( ) ( )3, 4,4 ,  1,4, 1 ,  1, 1, 4A B C− − − − − − ; 
3.26. ( ) ( ) ( )5,0,4 ,  1, 1,3 ,  1,1, 5A B C− − − ; 
3.27. ( ) ( ) ( )1, 2,3 ,  1,0,5 ,  1,1,4A B C− − − ; 
3.28. ( ) ( ) ( )4, 1,2 ,  1, 4, 1 ,  1, 1,4A B C− − − − − ; 
3.29. ( ) ( ) ( )4, 4,3 ,  1,1, 5 ,  1,2, 2A B C− − − − − ; 
3.30. ( ) ( ) ( )1,3,0 ,  1, 5,3 ,  1, 4,5A B C− − − . 
Task 4. Find the projection of the vector a  on the direction of the vector b

: 
4.1. ( )6 ,   2 ;   8,   1 2,   3.a p q b p q p q p q∧= − = + = = = π

          
4.2. ( )3 4 ,   ;   2,5,   2,   2.a p q b q p p q p q∧= + = − = = = π

          
4.3. ( )7 ,   3 ;   3,   1,   3 4.a p q b p q p q p q∧= + = − = = = π

          
4.4. ( )3 ,   3 ;   3,   5,   2 3.a p q b p q p q p q∧= + = − = = = π

          
4.5. ( )3 ,   3 ;   7,   2,   4.a p q b p q p q p q∧= + = − = = = π

          
4.6. ( )5 ,   ;   5,   3,   5 6.a p q b p q p q p q∧= − = + = = = π

          
4.7. ( )3 4 ,   3 ;   2,   3,   4.a p q b p q p q p q∧= − = + = = = π

          
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4.8. ( )6 ,   5 ;   1 2,   4,   5 6.a p q b q p p q p q∧= − = + = = = π

          
4.9. ( )2 3 ,   2 ;   2,   1,   3.a p q b p q p q p q∧= + = − = = = π

          
4.10. ( )2 3 ,   5 ;   2,   3,   2.a p q b p q p q p q∧= − = + = = = π

          
4.11. ( )3 2 ,   ;   10,   1,   2.a p q b p q p q p q∧= + = − = = = π

          
4.12. ( )4 ,   2 ;   5,   4,   4.a p q b p q p q p q∧= − = + = = = π

          
4.13. ( )2 3 ,   2 ;   6,   7,   3.a p q b p q p q p q∧= + = − = = = π

          
4.14. ( )3 ,   2 ;   3,   4,   3.a p q b p q p q p q∧= − = + = = = π

          
4.15. ( )2 3 ,   2 ;   2,   3,   4.a p q b p q p q p q∧= + = − = = = π

          
4.16. ( )2 3 ,   3 ;   4,   1,   6.a p q b p q p q p q∧= − = + = = = π

          
4.17. ( )5 ,   3 ;   1,   2,   3.a p q b p q p q p q∧= + = − = = = π

          
4.18. ( )7 2 ,   3 ;   1 2,   2,   2.a p q b p q p q p q∧= − = + = = = π

          
4.19. ( )6 ,   ;   3,   4,   4.a p q b p q p q p q∧= − = + = = = π

          
4.20. ( )10 ,   3 2 ;   4,   1,   6.a p q b p q p q p q∧= + = − = = = π

          
4.21. ( )2 ,   3 ;   1,   2,   6.a p q b p q p q p q∧= + = − = = = π

          
4.22. ( )3 ,   2 ;   4,   1,   4.a p q b p q p q p q∧= + = − = = = π

          
4.23. ( )3 ,   2 ;   1 5,   1,   2.a p q b p q p q p q∧= − = + = = = π

          
4.24. ( )3 2 ,   5 ;   4,   1 2,   5 6.a p q b p q p q p q∧= − = + = = = π

          
4.25. ( )2 ,   2 ;   2,   3,   3 4.a p q b p q p q p q∧= − = + = = = π

          
4.26. ( )3 ,   2 ;   2,   3,   3.a p q b p q p q p q∧= + = − = = = π

          
4.27. ( )2 ,   3 ;   3,   2,   2.a p q b p q p q p q∧= − = + = = = π

          
4.28. ( )4 ,   ;   7,   2,   4.a p q b p q p q p q∧= + = − = = = π

          
4.29. ( )4 ,   3 ;   1,   2,   6.a p q b p q p q p q∧= − = + = = = π

          
4.30. ( )4 ,   2 ;   7,   2,   3.a p q b p q p q p q∧= + = − = = = π

          
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Task 5. Find an area of the triangle constructed on vectors a  and b

 and the 
length of altitude dropped on the side of the vector a : 
5.1. { } { }0,  5,  4 ,  1,  1,  3a b− − − −

 ; 
5.2. { } { }1,  4,  5 ,  1,  4,  0a b

 ; 
5.3. { } { }3,  2,  5 ,  1,  4,  2a b− − − −

 ; 
5.4. { } { }2,  5,  1 ,  1,  2,  2a b

 ; 
5.5. { } { }4,  2,  1 ,  1,  5,  3a b− −

 ; 
5.6. { } { }2,  0,  1 ,  1,  4,  4a b− − −

 ; 
5.7. { } { }4,  1,  3 ,  1,  5,  4a b− − − −

 ; 
5.8. { } { }4,  1,  1 ,  1,  1,  5a b− − − −

 ; 
5.9. { } { }4,  5,  4 ,  1,  1,  1a b− − −

 ; 
5.10. { } { }2,  3,  5 ,  1,  4,  1a b − −

 ; 
5.11. { } { }4,  5,  4 ,  1,  2,  0a b− −

 ; 
5.12. { } { }2,  2,  1 ,  1,  3,  0a b− − −

 ; 
5.13. { } { }0,  4,  4 ,  1,  2,  2a b− −

 ; 
5.14. { } { }3,  3,  5 ,  1,  3,  2a b− − − −

 ; 
5.15. { } { }1,  5,  0 ,  1,  2,  5a b−

 ; 
5.16. { } { }1,  2,  4 ,  1,  0,  4a b− − −

 ; 
5.17. { } { }1,  1,  2 ,  1,  5,  4a b− −

 ; 
5.18. { } { }5,  2,  1 ,  1,  5,  5a b− − −

 ; 
5.19. { } { }4,  3,  5 ,  1,  2,  2a b− −

 ; 
5.20. { } { }0,  3,  0 ,  1,  2,  1a b− −

 ; 
5.21. { } { }2,  1,  3 ,  1,  1,  3a b− − −

 ; 
5.22. { } { }5,  0,  0 ,  1,  3,  3a b− − − −

 ; 
5.23. { } { }0,  1,  5 ,  1,  5,  2a b−

 ; 
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5.24. { } { }2,  4,  5 ,  1,  0,  1a b− − −

 ; 
5.25. { } { }3,  2,  4 ,  1,  3,  5a b− − − −

 ; 
5.26. { } { }1,  3,  5 ,  1,  1,  0a b− − − − −

 ; 
5.27. { } { }5,  0,  3 ,  1,  1,  5a b− −

 ; 
5.28. { } { }3,  4,  5 ,  1,  0,  1a b− −

 ; 
5.29. { } { }5,  2,  5 ,  1,  3,  0a b−

 ; 
5.30. { } { }2,  4,  3 ,  1,  0,  4a b− − −

 . 
Task 6. Find an area of the parallelogram constructed on the vectors a  and b

: 
6.1. ( )3 2 ,   ;   10,   1,   2.a p q b p q p q p q∧= + = − = = = π

          
6.2. ( )4 ,   2 ;   5,   4,   4.a p q b p q p q p q∧= − = + = = = π

          
6.3. ( )2 3 ,   2 ;   6,   7,   3.a p q b p q p q p q∧= + = − = = = π

          
6.4. ( )3 ,   2 ;   3,   4,   3.a p q b p q p q p q∧= − = + = = = π

          
6.5. ( )2 3 ,   2 ;   2,   3,   4.a p q b p q p q p q∧= + = − = = = π

          
6.6. ( )2 3 ,   3 ;   4,   1,   6.a p q b p q p q p q∧= − = + = = = π

          
6.7. ( )5 ,   3 ;   1,   2,   3.a p q b p q p q p q∧= + = − = = = π

          
6.8. ( )7 2 ,   3 ;   1 2,   2,   2.a p q b p q p q p q∧= − = + = = = π

          
6.9. ( )6 ,   ;   3,   4,   4.a p q b p q p q p q∧= − = + = = = π

          
6.10. ( )10 ,   3 2 ;   4,   1,   6.a p q b p q p q p q∧= + = − = = = π

          
6.11. ( )2 ,   3 ;   1,   2,   6.a p q b p q p q p q∧= + = − = = = π

          
6.12. ( )3 ,   2 ;   4,   1,   4.a p q b p q p q p q∧= + = − = = = π

          
6.13. ( )3 ,   2 ;   1 5,   1,   2.a p q b p q p q p q∧= − = + = = = π

          
6.14. ( )3 2 ,   5 ;   4,   1 2,   5 6.a p q b p q p q p q∧= − = + = = = π

          
6.15. ( )2 ,   2 ;   2,   3,   3 4.a p q b p q p q p q∧= − = + = = = π

          
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6.16. ( )3 ,   2 ;   2,   3,   3.a p q b p q p q p q∧= + = − = = = π

          
6.17. ( )2 ,   3 ;   3,   2,   2.a p q b p q p q p q∧= − = + = = = π

          
6.18. ( )4 ,   ;   7,   2,   4.a p q b p q p q p q∧= + = − = = = π

          
6.19. ( )4 ,   3 ;   1,   2,   6.a p q b p q p q p q∧= − = + = = = π

          
6.20. ( )4 ,   2 ;   7,   2,   3.a p q b p q p q p q∧= + = − = = = π

          
6.21. ( )6 ,   2 ;   8,   1 2,   3.a p q b p q p q p q∧= − = + = = = π

          
6.22. ( )3 4 ,   ;   2,5,   2,   2.a p q b q p p q p q∧= + = − = = = π

          
6.23. ( )7 ,   3 ;   3,   1,   3 4.a p q b p q p q p q∧= + = − = = = π

          
6.24. ( )3 ,   3 ;   3,   5,   2 3.a p q b p q p q p q∧= + = − = = = π

          
6.25. ( )3 ,   3 ;   7,   2,   4.a p q b p q p q p q∧= + = − = = = π

          
6.26. ( )5 ,   ;   5,   3,   5 6.a p q b p q p q p q∧= − = + = = = π

          
6.27. ( )3 4 ,   3 ;   2,   3,   4.a p q b p q p q p q∧= − = + = = = π

          
6.28. ( )6 ,   5 ;   1 2,   4,   5 6.a p q b q p p q p q∧= − = + = = = π

          
6.29. ( )2 3 ,   2 ;   2,   1,   3.a p q b p q p q p q∧= + = − = = = π

          
6.30. ( )2 3 ,   5 ;   2,   3,   2.a p q b p q p q p q∧= − = + = = = π

          
Task 7. Find the volume of the tetrahedron ABCD  and its altitude dropped from 
D  on the base ABC . 
7.1. ( ) ( ) ( ) ( )4,  1,  4 ,  3,  2,  8 ,  3,  3,  1 ,  8,  3,  0A B C D− − − − − − − ; 
7.2. ( ) ( ) ( ) ( )3,  4,  1 ,  3,  9,  0 ,  2,  9,  3 ,  0,  1,  2A B C D− − − − − ; 
7.3. ( ) ( ) ( ) ( )1,  5,  2 ,  4,  2,  1 ,  0,  10,  1 ,  4,  3,  1A B C D− − ; 
7.4. ( ) ( ) ( ) ( )2,  0,  1 ,  3,  1,  2 ,  3,  3,  4 ,  7,  2,  2A B C D− − − ; 
7.5. ( ) ( ) ( ) ( )1,  3,  5 ,  4,  2,  8 ,  2,  2,  1 ,  3,  7,  9A B C D− − − − − − ; 
7.6. ( ) ( ) ( ) ( )5,  5,  2 ,  9,  8,  1 ,  4,  10,  4 ,  1,  1,  6A B C D− − − − − ; 
7.7. ( ) ( ) ( ) ( )1,  5,  2 ,  3,  9,  1 ,  2,  4,  1 ,  5,  7,  2A B C D− − − − − − − − − − ; 
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7.8. ( ) ( ) ( ) ( )1,  2,  4 ,  0,  5,  1 ,  0,  2,  7 ,  6,  2,  7A B C D− − − − ; 
7.9. ( ) ( ) ( ) ( )1,  1,  2 ,  5,  1,  0 ,  0,  4,  1 ,  4,  3,  1A B C D− − − − ; 
7.10. ( ) ( ) ( ) ( )3,  2,  3 ,  3,  1,  0 ,  2,  6,  8 ,  2,  1,  6A B C D− − − − − ; 
7.11. ( ) ( ) ( ) ( )1,  3,  4 ,  1,  1,  3 ,  2,  1,  1 ,  3,  4,  8A B C D− − − − − − ; 
7.12. ( ) ( ) ( ) ( )4,  2,  2 ,  8,  1,  7 ,  5,  5,  7 ,  6,  1,  2A B C D− − − − ; 
7.13. ( ) ( ) ( ) ( )3,  5,  4 ,  8,  6,  6 ,  2,  3,  2 ,  1,  9,  5A B C D− − − − − ; 
7.14. ( ) ( ) ( ) ( )2,  2,  1 ,  2,  7,  3 ,  1,  7,  1 ,  1,  1,  2A B C D− − − − − − ; 
7.15. ( ) ( ) ( ) ( )2,  5,  1 ,  4,  7,  4 ,  1,  1,  0 ,  7,  9,  1A B C D− − − − − ; 
7.16. ( ) ( ) ( ) ( )4,  2,  1 ,  2,  6,  5 ,  3,  2,  1 ,  3,  2,  3A B C D− − − − − ; 
7.17. ( ) ( ) ( ) ( )4,  2,  5 ,  8,  7,  8 ,  5,  2,  3 ,  6,  1,  8A B C D− − − − − − ; 
7.18. ( ) ( ) ( ) ( )4,  4,  4 ,  5,  1,  2 ,  3,  1,  5 ,  0,  0,  6A B C D− − − − − ; 
7.19. ( ) ( ) ( ) ( )1,  4,  0 ,  0,  1,  3 ,  2,  0,  1 ,  2,  8,  3A B C D− − − − − − − − ; 
7.20. ( ) ( ) ( ) ( )3,  0,  1 ,  2,  5,  0 ,  4,  2,  4 ,  2,  4,  1A B C D− − − − − − ; 
7.21. ( ) ( ) ( ) ( )5,  3,  1 ,  5,  1,  4 ,  4,  1,  3 ,  1,  5,  4A B C D− − − − ; 
7.22. ( ) ( ) ( ) ( )1,  1,  4 ,  4,  5,  6 ,  2,  5,  6 ,  4,  5,  0A B C D− − − − − − − − ; 
7.23. ( ) ( ) ( ) ( )5,  3,  3 ,  2,  2,  6 ,  6,  1,  1 ,  10,  0,  1A B C D− − − − − − − ; 
7.24. ( ) ( ) ( ) ( )5,  3,  1 ,  1,  1,  2 ,  6,  6,  1 ,  3,  0,  3A B C D− − ; 
7.25. ( ) ( ) ( ) ( )1,  2,  2 ,  4,  4,  0 ,  2,  4,  5 ,  1,  0,  4A B C D− − − ; 
7.26. ( ) ( ) ( ) ( )1,  1,  1 ,  4,  2,  3 ,  2,  3,  5 ,  4,  3,  2A B C D− − − ; 
7.27. ( ) ( ) ( ) ( )2,  2,  5 ,  3,  3,  3 ,  3,  5,  8 ,  7,  4,  9A B C D− − − − − − − − ; 
7.28. ( ) ( ) ( ) ( )4,  5,  3 ,  1,  6,  1 ,  3,  6,  1 ,  4,  1,  4A B C D− − − − ; 
7.29. ( ) ( ) ( ) ( )2,  5,  2 ,  2,  1,  6 ,  1,  2,  2 ,  3,  2,  3A B C D− − ; 
7.30. ( ) ( ) ( ) ( )2,  1,  1 ,  1,  4,  4 ,  1,  4,  3 ,  2,  3,  4A B C D− − − − − − . 
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Part 2. Surfaces and Lines 
Task 8. Find an equation of the plane passing through the points 1 2 3,   ,   M M M  
and the distance from the point 0M  to this plane.  
8.1. ( ) ( ) ( ) ( )1 2 3 41,  4,  0 ,  0,  1,  3 ,  2,  0,  1 ,  2,  8,  3M M M M− − − − − − − − ; 
8.2. ( ) ( ) ( ) ( )1 2 3 43,  0,  1 ,  2,  5,  0 ,  4,  2,  4 ,  2,  4,  1M M M M− − − − − − ; 
8.3. ( ) ( ) ( ) ( )1 2 3 45,  3,  1 ,  5,  1,  4 ,  4,  1,  3 ,  1,  5,  4M M M M− − − − ; 
8.4. ( ) ( ) ( ) ( )1 2 3 41,  1,  4 ,  4,  5,  6 ,  2,  5,  6 ,  4,  5,  0M M M M− − − − − − − − ; 
8.5. ( ) ( ) ( ) ( )1 2 3 45,  3,  3 ,  2,  2,  6 ,  6,  1,  1 ,  10,  0,  1M M M M− − − − − − − ; 
8.6. ( ) ( ) ( ) ( )1 2 3 45,  3,  1 ,  1,  1,  2 ,  6,  6,  1 ,  3,  0,  3M M M M− − ; 
8.7. ( ) ( ) ( ) ( )1 2 3 41,  2,  2 ,  4,  4,  0 ,  2,  4,  5 ,  1,  0,  4M M M M− − − ; 
8.8. ( ) ( ) ( ) ( )1 2 3 41,  1,  1 ,  4,  2,  3 ,  2,  3,  5 ,  4,  3,  2M M M M− − − ; 
8.9. ( ) ( ) ( ) ( )1 2 3 42,  2,  5 ,  3,  3,  3 ,  3,  5,  8 ,  7,  4,  9M M M M− − − − − − − − ; 
8.10. ( ) ( ) ( ) ( )1 2 3 44,  5,  3 ,  1,  6,  1 ,  3,  6,  1 ,  4,  1,  4M M M M− − − − ; 
8.11. ( ) ( ) ( ) ( )1 2 3 42,  5,  2 ,  2,  1,  6 ,  1,  2,  2 ,  3,  2,  3M M M M− − ; 
8.12. ( ) ( ) ( ) ( )1 2 3 42,  1,  1 ,  1,  4,  4 ,  1,  4,  3 ,  2,  3,  4M M M M− − − − − − ; 
8.13. ( ) ( ) ( ) ( )1 2 3 44,  1,  4 ,  3,  2,  8 ,  3,  3,  1 ,  8,  3,  0M M M M− − − − − − − ; 
8.14. ( ) ( ) ( ) ( )1 2 3 43,  4,  1 ,  3,  9,  0 ,  2,  9,  3 ,  0,  1,  2M M M M− − − − − ; 
8.15. ( ) ( ) ( ) ( )1 2 3 44,  4,  4 ,  5,  1,  2 ,  3,  1,  5 ,  0,  0,  6M M M M− − − − − ; 
8.16. ( ) ( ) ( ) ( )1 2 3 42,  5,  1 ,  4,  7,  4 ,  1,  1,  0 ,  7,  9,  1M M M M− − − − − ; 
8.17. ( ) ( ) ( ) ( )1 2 3 41,  5,  2 ,  4,  2,  1 ,  0,  10,  1 ,  4,  3,  1M M M M− − ; 
8.18. ( ) ( ) ( ) ( )1 2 3 42,  0,  1 ,  3,  1,  2 ,  3,  3,  4 ,  7,  2,  2M M M M− − − ; 
8.19. ( ) ( ) ( ) ( )1 2 3 44,  2,  1 ,  2,  6,  5 ,  3,  2,  1 ,  3,  2,  3M M M M− − − − − ; 
8.20. ( ) ( ) ( ) ( )1 2 3 41,  3,  5 ,  4,  2,  8 ,  2,  2,  1 ,  3,  7,  9M M M M− − − − − − ; 
8.21. ( ) ( ) ( ) ( )1 2 3 45,  5,  2 ,  9,  8,  1 ,  4,  10,  4 ,  1,  1,  6M M M M− − − − − ; 
8.22. ( ) ( ) ( ) ( )1 2 3 44,  2,  5 ,  8,  7,  8 ,  5,  2,  3 ,  6,  1,  8M M M M− − − − − − ; 
8.23. ( ) ( ) ( ) ( )1 2 3 44,  4,  4 ,  5,  1,  2 ,  3,  1,  5 ,  0,  0,  6M M M M− − − − − ; 
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8.24. ( ) ( ) ( ) ( )1 2 3 41,  2,  4 ,  0,  5,  1 ,  0,  2,  7 ,  6,  2,  7M M M M− − − − ; 
8.25. ( ) ( ) ( ) ( )1 2 3 41,  1,  2 ,  5,  1,  0 ,  0,  4,  1 ,  4,  3,  1M M M M− − − − ; 
8.26. ( ) ( ) ( ) ( )1 2 3 43,  2,  3 ,  3,  1,  0 ,  2,  6,  8 ,  2,  1,  6M M M M− − − − − ; 
8.27. ( ) ( ) ( ) ( )1 2 3 41,  3,  4 ,  1,  1,  3 ,  2,  1,  1 ,  3,  4,  8M M M M− − − − − − ; 
8.28. ( ) ( ) ( ) ( )1 2 3 44,  2,  2 ,  8,  1,  7 ,  5,  5,  7 ,  6,  1,  2M M M M− − − − ; 
8.29. ( ) ( ) ( ) ( )1 2 3 43,  5,  4 ,  8,  6,  6 ,  2,  3,  2 ,  1,  9,  5M M M M− − − − − ; 
8.30. ( ) ( ) ( ) ( )1 2 3 42,  2,  1 ,  2,  7,  3 ,  1,  7,  1 ,  1,  1,  2M M M M− − − − − − . 
Task 9. Find the canonical equations of the given straight line: 
9.1. 
3 2 0
2 3 6 0
x y z
x y z
+ + − =
 − − + =
 9.2. 
3 2 3 0
3 14 0
x y z
x y z
− + + =
 + + + =
 
9.3. 
2 3 4 0
2 2 8 0
x y z
x y z
− − − =
 + − − =
 9.4. 
2 2 0
2 2 2 0
x y z
x y z
+ + − =
 − − + =
 
9.5. 
3 6 0
3 2 3 0
x y z
x y z
+ + + =
 − − + =
 9.6. 
6 0
2 2 0
x y z
x y z
+ − − =
 − + =
 
9.7. 
5 2 11 0
2 1 0
x y z
x y z
+ + + =
 − − − =
 9.8. 
4 2 1 0
2 4 3 4 0
x y z
x y z
+ − + =
 − + + =
 
9.9. 
5 3 4 0
2 2 2 0
x y z
x y z
+ − + =
 − + + =
 9.10. 
2 2 0
3 2 4 0
x y z
x y z
− − − =
 − + + =
 
9.11. 
3 2 0
2 8 0
x y z
x y z
+ − + =
 − + − =
 9.12. 
3 2 1 0
2 3 6 0
x y z
x y z
+ − − =
 − + + =
 
9.13. 
2 5 4 2 0
7 5 0
x y z
x y z
− − − =
 + − − =
 9.14. 
2 3 1 0
10 0
x y z
x y z
− − − =
 + + + =
 
9.15. 
5 4 8 0
5 3 4 0
x y z
x y z
− − + =
 + + + =
 9.16. 
2 5 0
2 5 2 5 0
x y z
x y z
+ − − =
 − + + =
 
9.17. 
2 3 6 0
2 3 2 3 0
x y z
x y z
− + + =
 − − + =
 9.18. 
5 2 4 0
2 3 2 0
x y z
x y z
+ + + =
 − − + =
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9.19. 
2 0
2 3 8 0
x y z
x y z
+ + + =
 − − − =
 9.20. 
3 2 0
6 0
x y z
x y z
+ − − =
 − + + =
 
9.21. 
3 2 2 0
2 0
x y z
x y z
+ − − =
 − + + =
 9.22. 
2 5 11 0
2 1 0
x y z
x y z
+ − + =
 − + − =
 
9.23. 
2 2 0
2 4 0
x y z
x y z
− + − =
 − − + =
 9.24. 
5 2 0
7 4 5 0
x y z
x y z
− − − =
 + − − =
 
9.25. 
5 2 5 0
5 5 0
x y z
x y z
+ + − =
 − − + =
 9.26. 
4 3 2 0
3 2 14 0
x y z
x y z
− + + =
 + + + =
 
9.27. 
2 5 2 6 0
3 3 0
x y z
x y z
+ − + =
 − + + =
 9.28. 
4 3 1 0
3 4 2 4 0
x y z
x y z
+ + + =
 − − + =
 
9.29. 
3 1 0
2 3 2 6 0
x y z
x y z
+ + − =
 − − + =
 9.30. 
2 5 3 8 0
2 5 4 4 0
x y z
x y z
− + + =
 + − + =
 
Task 10. Find a point of intersection of the given straight line and plane: 
10.1. 3 1 5 ,    7 3 11 0
1 1 0
x y z x y z− − += = + + + =
−
; 
10.2. 5 3 1,    3 7 5 11 0
1 5 2
x y z x y z− + −= = + − − =
−
; 
10.3. 1 2 6 ,    4 6 5 0
7 1 1
x y z x y z− − −= = + − − =
−
; 
10.4. 3 2 8 ,    5 9 4 25 0
1 1 0
x y z x y z− + −= = + + − =
−
; 
10.5. 1 1,    4 13 23 0
2 0 3
x y z x y z+ += = + + − =
−
; 
10.6. 1 3 5 ,    3 2 5 3 0
6 1 3
x y z x y z− − += = − + − = ; 
10.7. 2 1 3 ,    3 4 0
4 3 2
x y z x y z− − += = − + =
− −
; 
10.8. 1 2 3 ,    2 5 16 0
2 5 2
x y z x y z− + −= = + − + =
− −
; 
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10.9. 1 3 2 ,    3 7 2 7 0
1 0 2
x y z x y z− − += = − − + =
−
; 
10.10. 3 2 5 ,    5 7 9 32 0
0 3 11
x y z x y z+ − += = + + − =
−
; 
10.11. 1 1 2 ,    4 2 11 0
2 1 3
x y z x y z− − += = + − − =
−
; 
10.12. 1 1 1,    3 2 4 8 0
1 0 1
x y z x y z− + −= = − − − =
−
; 
10.13. 2 1 3 ,    2 2 0
1 1 2
x y z x y z+ − += = + − − =
−
; 
10.14. 3 2 2 ,    5 4 3 0
1 5 3
x y z x y z+ − += = − + + =
−
; 
10.15. 2 2 4 ,    3 5 42 0
2 1 3
x y z x y z− − −= = + + − =
−
; 
10.16. 3 4 4 ,    7 4 47 0
1 5 2
x y z x y z− − −= = + + − =
−
; 
10.17. 3 1 1,    2 3 7 52 0
2 3 5
x y z x y z+ − −= = + + − = ; 
10.18. 3 1 3 ,    3 4 7 16 0
2 3 2
x y z x y z− + += = + + − = ; 
10.19. 5 2 4 ,    2 5 4 24 0
2 0 1
x y z x y z− − += = − + + =
− −
; 
10.20. 1 8 5 ,    2 3 18 0
8 5 12
x y z x y z− − += = − − + =
−
; 
10.21. 2 3 1,    2 3 14 0
1 1 4
x y z x y z− − += = + + − =
− −
; 
10.22. 1 3 1,    2 5 20 0
3 4 5
x y z x y z+ − += = + − + =
−
; 
10.23. 1 5 1,    3 7 24 0
1 4 2
x y z x y z− + −= = − + − =
−
; 
10.24. 1 3 ,    2 4 0
1 0 2
x y z x y z− += = − + = ; 
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10.25. 5 3 2 ,    3 5 12 0
1 1 0
x y z x y z− − −= = + − − =
−
; 
10.26. 1 2 3 ,    3 5 9 0
3 2 2
x y z x y z+ + −= = + − + =
− −
; 
10.27. 1 2 1,    2 5 17 0
2 1 1
x y z x y z− − += = − + + =
− −
; 
10.28. 1 2 4 ,    2 4 19 0
2 0 1
x y z x y z− − −= = − + − = ; 
10.29. 2 1 4 ,    2 3 23 0
1 1 1
x y z x y z+ − += = − + + =
− −
; 
10.30. 2 2 3 ,    2 3 5 7 0
1 0 0
x y z x y z+ − += = − − − = . 
Task 11. Find a projection of point M  on the given plane (for odd variants) or 
straight line (for even variants): 
11.1. ( )0, 3, 2 ,    3 1 0;M x y z− − + − − =  
11.2. ( ) 2 1 11, 0, 1 ,    ;
0 2 1
x y zM − − −− = =
−
 
11.3. ( )1, 1, 1 ,    0;M x y z+ − =  
11.4. ( ) 2 2 23, 3, 1 ,    ;
1 1 1
x y zM − + −− − = =
−
 
11.5. ( )1, 0, 1 ,    2 4 0;M x y− + + =  
11.6. ( ) 22, 3, 0 ,    ;
3 2 1
x y zM −− − = =  
11.7. ( )2, 3, 0 ,    3 4 1 0;M x z− − + − =  
11.8. ( ) 3 22, 2, 3 ,    ;
3 1 1
x y zM + −− − = =  
11.9. ( )0, 2, 1 ,    0;M x y z+ + =  
11.10. ( ) 1 21, 0, 1 ,    ;
2 2 1
x y zM + −− = =
− −
 
11.11. ( )3, 3, 3 ,    1 0;M x y z− − − =  
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11.12. ( ) 1 1 13, 3, 3 ,    ;
1 2 5
x y zM + + −= =
−
 
11.13. ( )2, 2, 3 ,    2 0;M x y z− − − − + =  
11.14. ( ) 0,5 0,7 21, 2, 0 ,    ;
1 0,2 2
x y zM + + −− = =
−
 
11.15. ( )0, 3, 2 ,    5 0;M x y z− − − + + =  
11.16. ( ) 1 0,5 1,52, 2, 3 ,    ;
1 0 0
x y zM − + +− − = =
−
 
11.17. ( )1, 0, 1 ,    2 6 2 11 0;M x y z− − + − + =  
11.18. ( ) 0,5 1,5 1,50, 3, 2 ,    ;
0 1 1
x y zM − + −− − = =
−
 
11.19. ( )2, 1, 0 ,    2 0;M y z+ + =  
11.20. ( ) 3 1 22, 1, 0 ,    ;
0 1 1
x y zM − − −= =  
11.21. ( )2, 1, 1 ,    2 2 0;M x y z− − + − =  
11.22. ( ) 1 4 21, 2, 0 ,    ;
1 1 1
x y zM − − −− = =
−
 
11.23. ( )1, 2, 3 ,    2 10 10 1 0;M x y z+ + − =  
11.24. ( ) 4 5 22, 1, 1 ,    ;
1 2 1
x y zM − − −− = =
−
 
11.25. ( )1, 0, 1 ,    2 4 1 0;M y z− + − =  
11.26. ( ) 1 1 21, 1, 1 ,    ;
3 2 1
x y zM + + −= =  
11.27. ( )2, 3, 0 ,    5 4 0;M x y− − + + =  
11.28. ( ) 1 31, 2, 3 ,    ;
2 5 5
x y zM − −= =
−
 
11.29. ( )1, 0, 1 ,    2 4 3 0;M x y− + − =  
11.30. ( ) 1 20, 3, 2 ,    .
1 2 2
x y zM + −− − = =
− −
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Task 12. Coordinates of the triangle vertices are given. Find: 
1) the equations of the triangle sides; 
2) the equation of the triangle median dropped from the vertex B ; 
3) the equation of the altitude dropped from the vertex A ; 
4) the equation of the bisector of angle C∠ ; 
5) the equation of the middle line of the triangle parallel to the side CB ; 
6) the length of the altitude dropped from the vertex B ; 
7) the area of this trianlgle. 
Hint: the equation of a side (median, altitude, etc.) means the equation of a 
straight line passing through this side. 
12.1. ( ) ( ) ( )4,4 ,  4, 3 ,  1,1A B C− ; 
12.3. ( ) ( ) ( )5,4 ,  2, 4 ,  1,1A B C− ; 
12.5. ( ) ( ) ( )1,2 ,  3, 5 ,  4,2A B C− − ; 
12.7. ( ) ( ) ( )5,1 ,  2, 5 ,  3,3A B C− − ; 
12.9. ( ) ( ) ( )1,1 ,  3,2 ,  4,3A B C− − ; 
12.11. ( ) ( ) ( )4,1 ,  4,2 ,  5,2A B C ; 
12.13. ( ) ( ) ( )2,4 ,  4,1 ,  3,2A B C − ; 
12.15. ( ) ( ) ( )1,4 ,  3, 4 ,  5,3A B C− ; 
12.17. ( ) ( ) ( )3,3 ,  2,3 ,  2,1A B C − ; 
12.19. ( ) ( ) ( )4,1 ,  3,2 ,  2,2A B C − ; 
12.21. ( ) ( ) ( )3,3 ,  1,4 ,  2,1A B C− ; 
12.23. ( ) ( ) ( )1,4 ,  3,1 ,  5,1A B C − ; 
12.25. ( ) ( ) ( )1,3 ,  3,4 ,  1,3A B C − ; 
12.27. ( ) ( ) ( )5,4 ,  2, 4 ,  0,1A B C− ; 
12.29. ( ) ( ) ( )0,4 ,  3, 3 ,  5,1A B C− − ; 
12.2. ( ) ( ) ( )1,3 ,  3, 1 ,  5,3A B C− ; 
12.4. ( ) ( ) ( )5,1 ,  1,3 ,  5,4A B C− ; 
12.6. ( ) ( ) ( )0,2 ,  4, 1 ,  2,1A B C− − ; 
12.8. ( ) ( ) ( )2,2 ,  2,2 ,  2,4A B C− ; 
12.10. ( ) ( ) ( )2,1 ,  3, 1 ,  5,4A B C− ; 
12.12. ( ) ( ) ( )3,3 ,  1,1 ,  5,3A B C− − ; 
12.14. ( ) ( ) ( )5,3 ,  2, 5 ,  2,3A B C− − ; 
12.16. ( ) ( ) ( )1,1 ,  2,5 ,  5,2A B C− ; 
12.18. ( ) ( ) ( )2,1 ,  2,0 ,  0,3A B C− ; 
12.20. ( ) ( ) ( )4,4 ,  2,2 ,  5,4A B C ; 
12.22. ( ) ( ) ( )3,3 ,  3, 4 ,  4,3A B C− − ; 
12.24. ( ) ( ) ( )4,1 ,  3, 1 ,  2,1A B C− − ; 
12.26. ( ) ( ) ( )3,3 ,  4, 4 ,  2,1A B C− − ; 
12.28. ( ) ( ) ( )0,2 ,  3, 3 ,  4,3A B C− ; 
12.30. ( ) ( ) ( )1,4 ,  2, 4 ,  4,1A B C− . 
Task 13. Reduce the equations of the second order curves to the canonical form 
and plot graphs of these curves. 
13.1. 
a) 2 6 4 29 0x x y− − + = ; 
b) 2 29 4 18 8 23 0x y x y+ − − − = . 
13.2. 
a) 2 2 2 6 1 0x y x y+ + − + = ; 
b) 23 5 6 13 0y x y+ + + = . 
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13.3. 
a) 2 24 6 16 11 0x y x y− + + − = ; 
b) 2 4 3 0x x y+ + = . 
13.4. 
a) 2 24 18 16 11 0x y x y+ + + − = ; 
b) 22 4 5 0y y x− + = . 
13.5. 
a) 2 2 8 10 0y x y− + + = ; 
b) 2 24 2 5 0x y y− − − = . 
13.6. 
a) 2 27 2 28 14 0x y x− + + = ; 
b) 22 8 0x x y− − = . 
13.7. 
a) 2 22 4 6 0x y y+ + − = ; 
b) 24 8 0y y x− + = . 
13.8. 
a) 2 25 9 30 18 9 0x y x y+ − + + = ; 
b) 2 2 4 2 0y x y− + + = . 
13.9. 
a) 2 24 9 8 36 68 0x y x y− − − − = ; 
b) 2 2 0y x x+ + = . 
13.10. 
a) 2 10 4 3 0x x y− − − = ; 
b) 2 24 16 24 28 0x y x+ + − = . 
13.11. 
a) 2 23 6 12 0x y x y− + + − = ; 
b) 24 2 8 1 0y x y+ + + = . 
13.12. 
a) 2 2 6 8 9 0x y x y+ − − + = ; 
b) 23 12 16 12 0x x y+ + − = . 
13.13. 
a) 22 8 3 0y x y+ − + = ; 
b) 2 2 1 0x y x y− + − + = . 
13.14. 
a) 2 24 2 8 13 0x y x y− − − + = ; 
b) 23 12 6 11 0y x y− − + = . 
13.15. 
a) 2 2 14 8 40 0x y x y+ − − + = ; 
b) 210 5 2 3 0x x y− − + = . 
13.16. 
a) 2 2 6 4 6 0x y x y− − + + = ; 
b) 22 4 8 0y x y+ − − = . 
13.17. 
a) 2 23 6 4 11 0x y x y− + − − − = ; 
b) 2 2 1 0x x y+ + − = . 
13.18. 
a) 2 29 25 18 100 116 0x y x y+ − + − = ; 
b) 2 2 6 1 0x y x− + + = . 
13.19. 
a) 2 24 8 12 0x y x− − + = ; 
b) 23 2 6 1 0x y x− + + = . 
13.20. 
a) 2 25 9 30 18 9 0x y x y+ − + + = ; 
b) 23 6 0x y x+ + = . 
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13.21. 
a) 2 2 4 2 2 0x y x y− − + + = ; 
b) 23 2 3 0y x y+ + = . 
13.22. 
a) 2 216 25 64 50 311 0x y x y+ + − − = ; 
b) 23 2 3 2 0y x y+ + + = . 
13.23. 
a) 22 8 5 0x x y− + + = ; 
b) 2 24 8 2 11 0x y x y+ + − − = . 
13.24. 
a) 2 29 4 18 8 23 0x y x y+ − − − = ; 
b) 2 6 2 1 0x x y+ − + = . 
13.25. 
a) 2 2 2 6 6 0x y x y+ − + − = ; 
b) 22 5 10 0y x x− + = . 
13.26. 
a) 2 29 16 90 32 367 0x y x y− + + − = ; 
b) 2 6 2 0x x y+ + = . 
13.27. 
a) 2 24 3 8 12 32 0x y x y+ − + − = ; 
b) 25 10 0y y x+ + = . 
13.28. 
a) 2 2 4 5 0x y x+ + − = ; 
b) 24 8 0x x y+ − = . 
13.29. 
a) 2 24 8 6 25 0x y x y− − − − = ; 
b) 28 2 5y x x= − − . 
13.30. 
a) 24 8 7 0x x y− + + = ; 
b) 2 24 6 16 11 0x y x y− + + − = . 
Task 14. Reduce an equation of the second order curve to the canonical form 
and plot graph of this curve. 
 
14.1. 2 2 4 2 4 1 0x y xy x y− − + + − + = . 
14.2. 2 2 8 20 20 1 0x y xy x y+ − − + + = . 
14.3. 2 22 2 2 2 2 1 0x y xy x y+ − − − + = .  
14.4. 2 23 3 2 6 2 1 0x y xy x y+ − − + + = . 
14.5. 4 4 4 0xy x y+ − = . 
14.6. 4 4 4 1 0xy x y+ + + = . 
14.7. 2 22 2 2 6 6 3 0x y xy x y− − + − + + = . 
14.8. 2 23 3 4 6 4 7 0x y xy x y+ − + − − = . 
14.9. 2 23 3 4 6 4 2 0x y xy x y− − + − + + = . 
14.10. 4 4 4 6 0xy x y− − + + = . 
14.11. 2 2 2 1 0xy x y− − − + = . 
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14.12. 2 25 5 2 10 2 1 0x y xy x y+ − + − + = . 
14.13. 2 2 4 4 2 2 0x y xy x y− − − − − + = . 
14.14. 2 22 2 4 8 8 1 0x y xy x y+ + + + + = . 
14.15. 2 24 4 2 10 10 1 0x y xy x y− − + + − + = . 
14.16. 2 2 2 2 2 1 0x y xy x y− − + + − + = . 
14.17. 4 4 4 2 0xy x y+ − − = . 
14.18. 2 22 2 4 8 8 1 0x y xy x y+ − − + + = . 
14.19. 2 2 2 8 8 1 0x y xy x y+ + − − + = . 
14.20. 2 23 3 2 12 4 1 0x y xy x y+ + − − + = . 
14.21. 2 2 4 8 4 1 0x y xy x y+ + − − + = . 
14.22. 4 8 8 1 0xy x y− + + + = . 
14.23. 2 2 2 2 2 7 0x y xy x y+ − − + − = . 
14.24. 2 22 2 2 6 6 6 0x y xy x y+ − + − − = . 
14.25. 2 2 2 3 0xy x y+ + − = . 
14.26. 2 2 4 4 2 5 0x y xy x y+ + + + − = . 
14.27. 2 24 4 2 12 12 1 0x y xy x y+ + + + + = . 
14.28. 4 4 4 4 0xy x y+ − + = . 
14.29. 2 23 3 4 8 12 1 0x y xy x y+ + + + + = . 
14.30. 2 23 3 4 4 4 1 0x y xy x y+ − + + + = . 
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