This paper addresses stabilization of switched linear control systems with unstabilizable individual switching models. First we consider the stabilization of switched systems via a controllable switching strategy. Then stabilization by both controls and switching laws is investigated. Certain sufficent conditions are obtained.
I. INTRODUCTION
In the last decade, the switched systems have been investigated by a number of researchers [1] [2] [3] 6 ]. This problem is not only theoretically interesting but also practically important. Such control systems appear in robot manipulators [9] , traffic management [19] , power systems and power electronics [22, 15] . In the meantime, the switching concerns stochastic process, adaptive stabilization of the switched systems was investigated [11, 12] .
One way to investigate the stability and stabilization problems is to find a common quadratic Lyapunov function (CQLF) to dominate all the switched models [4] . In addition, some other techniques such as multiple Lyapunov functions, piecewise linear Lyapunov functions etc. have also been used to investigate the problems [14, 20] . The stabilizaton is closely related to the controllability. In some recent works [17, 18, 23] and [5] , the controllability and stabilizability of switched linear systems have been studied. The results obtained will be used for the latter discussion in this paper.
In this paper, we first investigate the stabilization of a switched linear system (without controls) by a switching strategy. The concepts and computation techniques of the stable region are introduced. Then the normalization of a system is proposed. Using them, we finally give some sufficient conditions for stabilizing a system via both feedback control and switching strategies.
The paper is organized as follows: Second section formulates the problem and presents preliminary analysis. A switching strategy is constructed in the third section to stabilize the system for a given quadratic Lyapunov function. Then a numerical solution for planer systems with general P > 0 is also presented. Fourth section investigates the problem of stabilization and provides a constructive design procedure. An illustrating example with simulation is given in fifth section. Sixth section is the conclusion.
II. NOTATIONS AND PRELIMINARIES
Consider a switched linear control system as follows [17] .
where x ∈ R n are the states; α(x, t): R n × R + → Λ := {1, 2, …, N} is a measurable mapping, it is the switching function to be designed; u i (t) ∈ R m i are the inputs, and the matrix pair (A i , B i ) for i ∈ Λ are switching models of (1). Given switched system (1), for any initial value x 0 , the switching sequence can be defined as
With δ k = t k -t k-1 denoting the dwell time on the duration I k = [t k-1 , t k ], the switching sequence (2) can be uniquely determined by switching function α(x(t), t), and the equality α(x(t), t) = i, for t ∈ I k , i ∈ Λ.
Throughout the paper, we assume ( tion become trivial as the switching law is controllable.
The following notations are necessary for further discussion.
Let
Theorem 2.1 For switched linear control system (1), the controllable subspace is the subspace V.
Proof. It is an immediate consequence of the algorithm (35) of [18] .
In the rest of this paper, we consider only the dim V = l < n, i.e., the controllable subspace of the switched system (1) is a subspace of R n .
We start with the stabilization via a switching strategy.
III. STABILIZATION VIA SWITCHING STRATEGY
In this section, we consider the stabilization of switched systems via a controllable switching law. Only the state-feedback switching law is used. To begin with, we give the definition for the quadratic stabilization. 
1.
(3) is said to be quadratically stable if there exists a positive definite matrix P such that 0.
2. For a given positive definite matrix P, the stable region S P is defined as
When the stable region is considered, the topology of projective space P n-1 (R) provides a suitable structure for it. Because if x ∈ S P (A), then for any real number λ ≠ 0, y = λ x ∈ S P (A). Hence, we simply identify them as y ~ x. Under this equivalent relation, the quotient space is P n-1 (R), i.e., 1 ( ) ( \{0})/~. n n P − = R R By definition it is clear that a matrix A is stable iff there exists a P > 0, S P (A) = R n .
For convenience, we technically remove zero from S P (A). That is, set
The following example describes the stable region of two matrices.
Example 3.2 Consider two matrices
For a chosen P > 0 we denote
As discussed before, we can search stable region of A over P 1 (R). It is done as follows: Let x = (cos(θ), sin(θ)) T , θ ∈ [−π/2, π/2]. Then the region satisfies
The stable region can be obtained by (5) easily. Choosing P = I, then for the above A the solution of (5) 
Note that in S I (A) etc. we allow r < 0. We also want to point out that the eigenvalues of The following result is an immidiate consequence of the definition.
is quadratically stabilizable by a state feedback switching law if there exists a P > 0 such that ( ) .
Proof. In fact we can choose the quadratic Lyapunov function, L(x) = x T Px. The state feedback switching law can be chosen as
Then it is easy to see that under such a switching law ( ) L x is a continuous function. Note that since the system is not continuous we still have to show that the system is asymptotically stable. Given any ε > 0 consider
R is a compact set, which is invariant with respect to (6) . By continuity of L , L can reach its maximum value δ < 0. That is,
Therefore, after a certain finite time T > 0 we have
For a switched system a serious problem is the vibration. For instance, the switching law may be as: σ(t − ) = i and σ(t + ) = j, j ≠ i, and vise versa. That is, the system will go back and forth between these two models with 0 + dwell time. If this kind of vibration occurs, even the existence of the solution is questionable. To avoid this, we have to modify the switching law (7) . In the following we will design a new switching law, which will avoid this kind of vibration.
Consider, it is a compact topological space. (The topology on P n-1 (R) is explained in the following Remark 3.4.) Let
Since P n-1 (R) is a normal topological space [10] , there exist open sets i
Now we modify the switching law of (7) as follows:
( , ) arg min{ ( ) , ;
where i is the current model, i.e., σ(x, t) = i.
Note that under the switching law (8) if σ(t k ) is a newly chosen model, then the system will stay in this model for a considerable time period to "consume" its 2 i ε "privilege". To see this, say at a moment t 0 we have
and σ(x, t 0 ) = i. Then the system will remain in model i until another moment t 1 when
This delay in switching avoids vibration. To see that the switched system is still quadratically asymptotically stable, it is because that
Remark 3.4 All the above arguments for modifying switching law (7) are based on the topology of the projective space P n-1 (R). To understand it easily, we consider
with the inherent topology from R n . Then S n-1 is homeomorphic to P n-1 (R) in a natural way. So in all the above arguments we can simply consider that the points x are on the sphere S n-1 , i.e.,
1. x = So for a set, say V i , even though we still use the same notation, it represents the quotient set as V i / ~, and considered as a subset of P n-1 (R).
Particularly, if go back to R n , (9) becomes
The following example shows the choice of matrix P > 0 is a key for switching law stabilization. In fact, it is very difficult to find the necessary condition for quadratic stabilization of switched systems. But for planar systems a numerical solution can be obtained by searching. Note that for any positive definite matrix P > 0, and Q = cP, c > 0 we have ( ) ( ), .
P Q S A S A A = ∀
Based on this consideration, we may, without loss of generality, assume the trace, tr(P) = 1. Then such matrices can be expressed as
Then the numerical search has to go over Ψ only.
Example 3.7
Consider two switching models as 
IV. STABILIZATION VIA CONTROL AND SWITCHING LAW
This section considers the stabilization of switched linear system (1) . When dim V = n, the system is controllable and hence stabilizable, so we consider only the case dim V = l < n. Since V is the smallest subspace containing B i , and A i , i = 1, …, N invariant, the system (1) can be converted into the following form under a suitable coordinate frame. , ,
where z 1 ∈ V. Next two assumptions are given for further investigation.
H1. The second part of system (12) is stabilizable by a state feedback switching law. H2. 1 2 N
where V i is the controllable subspace of i-th switching model.
For a given state x, if the i-th switching model is active, i.e., σ(x) = i, we can further split (12) into 1 11 1  12 2  13 3  1   2  2 2 2  2 3 3  2   3  3  3 , , ,
∈ and x 3 = z 2 . We may regard (12) as a general form and (13) as a special decomposition form for i-th particular switching model. The following lemma is basically the squashing Lemma [13] with precise boundary estimation [8] . The proof is similar to the proof of Lemma 4.1 of [7] .
Lemma 4.2 Let
A ∈ R n×n and B ∈ R n×m be two matrices such that the pair (A, B) is completely controllable. Then for any λ > 0, there always exists a matrix K ∈ R m×n such that ( ) , 0 The Lemma shows that the convergence rate of linear controllable system to the origin can be dominated arbitrarily by properly designed control laws.
According to (14) , for a given t, we have ( ) ,
Under the assumptions H2, there exist state feedback controls 1 ( ) ( ), 1,2, , ,
such that (13) becomes   1  11  1  12 2  13 3  1   2  2 2 2  2 3 3  2   3  3  3   (  )  ,  ,  , .
According to Lemma 4.2, there exists a negative real number γ i such that 11 . The idea to stabilize the system is as follows: First, according to the assumption H1, x 3 can be compressed as small as designed by suitable switching laws. Note that 1 i x can converge to the origin as rapidly as we wish, this is because 1 i x is controllable, then according to H2,
and while z 1 converges to the origin in a short time duration, x 3 = z 2 has only a slight change. Continue this procedure, finally we have ( )
x t → 0 as t → ∞. Consequently x(t) is stabilized.
The following is the main result.
Theorem 4.3
Under the assumptions H1 and H2, system (12) is asymptotically stabilizable via both state feedbacks and switching laws.
Proof.
Step 1. We prove that for any ε > 0 there exist controls, which drive the trajectory to z < ε a proper switching path.
Since z 2 (i.e., x 3 ) is stabilizable by a switching law, choose a switching law such that at certain moment t 1 ,
, the existence of δ 3 is assured by continuity. Let δ 3 be universal dwell time, a sequence t i , i = 1, 2, …, N + 1 is defined as t i+1 -t i = δ 3 . Then we have 3 1
Next, we fix a switching law for t 1 ≤ t ≤ t N+1 as
A straightforward computation for the second equation of the system (17) 
Finally, we consider 1 . i x According to (18) and (20) , we compute the first equation of system (17)
By lemma 4.2, c is independent of γ, so we can choose a suitable F i such that for small 0 < δ 1 ≤ δ 2 ≤ δ 3 , we have
where t i+1 -t i = δ 1 , i = 1, 2, …, N. Note that as k > i, we have 1
, it is easy to see that we still have
Hence we conclude that
Note that all the components of x i satisfies (22) . 
where matrices A i , B i are as follows: 
Under a suitable coordinate frame, system (23) can be transformed into the form of system (12) as follows: 
For system (24), using the conclusion of Example 3.2, matrices 
Hence Assumption H2 also holds. According to Theorem 4.3, this switched system is stabilizable. Now we set initial state x(0) = (−1, −4, 2, −2, 3), stabilizing state feedbacks and switching laws can also be obtained accordingly.
The simulation results are illustrated as follows.
VI. CONCLUSIONS
In this paper the stabilization of switched linear systems was considered. First, the stabilization via state feedback switching law was investigated. Using the stability region of a given quadratic Lyapunov function, the design technique for switching law was presented. Then the stabilization via both switching law and controls was considered. Based on a normal decomposition form, a two step stabilizer was designed. First step, the switching law is implemented to stabilize uncontrollable states, and in the second step controls are used stabilize the controllable states.
The method is basically a high gain control, so the robustness is a key point. It is left for further study.
