We prove that the problem STO of deciding whether or not a nite set E of term equations is subject to occur check is in NP. E is subject to occur check if an execution of Martelli-Montanari uni cation algorithm gives for input E a set E 0 fx = tg, where t 6 = x and x appears in t. Apt, van Emde Boas and Welling (1994) proved that STO is NP-hard leaving the problem of NP-completeness open.
Introduction
We use the symbol (respectively 6 ) to denote syntactic equality (respectively inequality), and V ar(O) to indicate the set of all variables occurring in any syntactic object O. Arity(f) denotes the arity of a function symbol f. If Arity(f) = 0, then the function symbol f is called a constant.
Let F be a set of function symbols, and V a set of variable symbols. The set T of terms is de ned recursively as follows:
V T if t 1 2 T ; t 2 2 T ; : : : ; t n 2 T , f 2 F, Arity(f) = n, then f(t 1 ; t 2 ; : : : ; t n ) 2 T .
A substitution is a mapping : V 0 ! T , where V 0 is a nite subset of V , and x 6 (x), for each x 2 V 0 . A substitution applied to a term t gives a term, denoted by t , obtained from t by replacing each occurrence of x i in t by (x i ). If V 0 = fx 1 ; : : : ; x n g and (x i ) = t i , for i n, then we write fx 1 =t 1 ; : : : ; x n =t n g to denote .
A set of equations E is a nite set E = fs i = t i : s i ; t i 2 T ; i = 1; 2; : : : ; ng. A substitution such that s 1 t 1 ; : : : ; s n t n is called a uni er of E. A uni cation algorithm is an algorithm which decides whether or not a set of equations has a uni er.
If s = t is an equation and is a substitution then (s = t) is the equation s = t . If E = fs i = t i : i = 1; 2; : : :; ng, then E = f(s i = t i ) : i = 1; 2; : : :; ng.
We shall study properties of the following nondeterministic uni cation algorithm introduced by Martelli and Montanari (1982) .
First reduction
Before we proceed we give a variant of the Martelli -Montanari algorithm which, from the point of view of occur check behaves exactly like the original algorithms and is slightly easier to analyse. Algorithm 2.1. Given a set E of equations, choose any equation of a form indicated below and perform the associated action.
2 Replace E ff(s 1 ; : : : ; s k ) = f(t 1 ; : : : ; t k )g by E fs 1 = t 1 ; : : : ; s k = t k g 5 If x = t 2 E; or t = x 2 E; where x 2 V; t = 2 V; x 2 V ar(t), then fail: positive occur-check 6A Replace E fx = tg; where x 2 V; x 2 V ar(E) n V ar(t); by Efx=tg fx = tg 6B Replace E ft = xg; where x 2 V; x 2 V ar(E) n V ar(t); by Efx=tg ft = xg
The main di erence between the MM-algorithm and Algorithm 2.1 is that the latter, when the uni cation problem has a solution does not necessarily end with the solved form of the uni cation problem. However, we have the following. It is well known that the application of MM algorithm can lead to an exponential growth of the size of the set of equations. Even quite simple instances of the STO (or the uni cation) problem can generate equations of exponential size. So, to get our result we need a concise representation of sets of equations obtained in consecutive steps of the execution of MM algorithm. We shall use a graph theoretic representation of terms and of the uni cation problem.
If a is a sequence (string), then a(i) is the i-th element of a. So, a = a(0)a(1) : : :a(jaj? 1). For a sequence a and an element a(i) of a, with i < jaj ? 1, by next a (a(i)) we shall denote the element a(i + 1). A tree is a nite subset T of IN which is closed under pre xes and such that for each a 2 T the set fn : an 2 Tg is either empty or is a initial segment f1; 2; : : :; kg of integers (i.e. the children of a node are numbered with the consecutive positive integers beginning with 1). We write a b to denote that a is a pre x of b and a b to denote that a is a proper pre x of b. If T is a tree, and a 2 T then the set fb : ab 2 Tg is called a subtree of T rooted at a and is denoted by (T ) a . A subtree of T is a subtree rooted at some a 2 T.
If T is a tree, then we often consider T as a directed graph with directed edges going from a father to its children. Given a nite set F of function symbols and a set of variables V , a term over F; V is a function t : T ! (F V ) such that T is a tree, if a 2 T has k sons in t, and k > 0; then t(a) is a function symbol of arity k; and if a is a leaf, then t(a) is a 0-ary function symbol (a constant) or a variable. In other words a term is a tree labelled by elements of F V: A subterm of t : T ! (F V ) is a restriction of t to a subtree of T. A ( nite) pointer is a nite sequence of integers. We shall use pointers to point to subterms and to derived equations. If a 2 T, then a points to a subterm (t) a of t such that (t) a : (T ) a ! (F V ) and (t) a (b) = t(ab). We also call a the position of t(a) in t.
An equation is a pair of terms. To avoid possible confusion we distinguish the equality symbol = used in the meta-language from the equality symbol : = which will be used below to represent equations. In what follows it will be represented as a function eq : EQ ! (F V f : =g), where EQ is a tree whose root is labelled by :
= and has exactly two sons. If eq is an equation, then (a; b) points to the equation (eq) (a;b) = ((eq) a :
Of course (eq) (a;b) is de ned only if a(0); b(0) 2 f1; 2g.
Each instance of the uni cation problem is equivalent to a single equation of roughly the same size. A single equation can be obtained simply by introducing an additional function symbol, whose arity equals to the number of equations in the original instance. In the case, where there is at least one symbol whose arity is at least 2, it is not necessary to expand the language. In the following we shall therefore assume that the given instance of STO problem consists of a single equation.
The main data structures we are going to use will be directed acyclic graphs obtained by extending of the tree used to describe the uni cation problem. In accordance with the above we shall therefore x the following de nition. To incorporate other actions of the MM algorithm into our data structure we shall extend the above de nition of an instance of the STO problem. First we shall treat eq as a directed labelled graph.
Definition 3.2. Let eq be an instance of STO problem. We put G eq = hQ; E eq i, where E eq (a; b) if and only if jbj = jaj + 1 and a b. We consider G eq as a labelled graph with the labelling provided by eq.
In the following we shall consider extensions of G eq . The set Q will be kept unchanged but the incidence relation E will be a superset of E eq . We shall consider two types of edges in the extended graph: regular edges that are inherited from E eq and jumps. Jumps will always go from leaves of Q to its nodes which are di erent from the root.
For each leaf a there will always be at most one edge (jump) from a.
Definition 3.3. Let eq be an instance of a STO problem. An eq-graph is a directed graph G = hQ; Ei such that 1 E = E eq E 0 , where E 0 f(a; b) : a is a leaf of Q and b is a node of Q di erent from the root g; 2 if (a; b); (a; c) 2 E 0 , then b = c, 3 G is labelled by eq.
The notion of a pointer will be extended to that of a path. Definition 3.4. A path in a directed graph G = hQ; Ei is a nite sequence of elements of Q such that (0) is the root of Q and E( (i); (i + 1)), for each i < j j ? 1. A path is saturated if (j j ? 1) is a leaf of Q. If G = hQ; Ei is an eq-graph, then we de ne the notions of the unfolding of G, of a term at a path and of derived equations at a bi-path ( ; ).
The next three de nitions below are not necessary neither to state nor to prove the result of this paper, but will help the reader to understand our construction.
Definition 3.5. If a is a sequence, then by last(a) we denote the last element of a. If i jaj, then a # i is the sequence consisting of the rst i elements of a. Let = ha 0 ; : : : ; a k i be a path in G = hQ; Ei. For n k we put 1 U 0 (ha 0 ; : : : ; a n i) = U 0 (ha 0 ; : : : ; a n?2 i)last(a n ); if a n?1 is a leaf U 0 (ha 0 ; : : : ; a n?1 i)last(a n ); otherwise. 2 We put U( ) = U 0 ( ) and we call U( ) the unfolding of a path . 3 If G = hQ; Ei is a graph, then we put U(G) = fU( ) : is a path in Gg. We call U(G) the unfolding of G:
We shall also de ne a converse operation. The following notion is used to count variables that appear as labels of elements of a path.
Definition 3.8. If is a path, the we put tr( ) = fx 2 V : eq( (i)) = x; for some i < j jg: We call tr( ) the trace of . Now we are ready to de ne a notion which makes it possible to represent in a concise way all equations which can be obtained during an execution of MM-algorithm. Definition 3.9. Let G = hQ; Ei be an eq-graph.
Let be a path in G such that U( ) 6 = . Then the term at is the term (eq G ) U( ) .
A bi-path is a pair of paths. A bi-path is consistent if it is parallel and eq G (U( ) # i) = eq G (U( ) # i) , for every i < jU( )j. A bi-path ( ; ) is saturated if and only if is saturated.
A bi-path ( ; ) is good if and only if it is consistent, saturated and the last element of the path has out-degree zero.
An equation is coded by (or represented in) G if it is of the form (eq G ) U( ) :
for some consistent bi-path ( ; ).
Algorithm A STO
In this section we give a description of a nondeterministic algorithm A STO , which decides whether or not an instance eq of uni cation problem is STO. We also prove that A STO works in polynomial time. The algorithm A STO works on the data structure eq G .
Algorithm 4.1. Algorithm A STO Let G = hQ; Ei, E := E eq .
If possible, do the following:
1 guess a good bi-path ( ; ), select to perform either (a) or (b).
(a) accept If tr( ) \ V ar((eq G ) U( ) ) 6 = ; then accept positive occur check (b) expand Let x = eq G (U( )) and let V x = fF(U( )) 2 Q : is a path in G; 6 ; eq G (U( )) = xg. Put E := E f(a; F(U( ))) : a 2 V x g. Return to 1.
The main idea of this algorithm is that the action 2 of the MM-algorithm which may lead to exponential growth of the size of eq is not performed. The second important idea is that performing the action 6 we do not copy the term F(U( )) but only put the pointers to its root.
Lemma 4.2. Let eq be an instance of the STO problem.
1 If v = card(V ar(eq)), then on eq A STO performs the loop 1 at most v times. 2 Let G be the eq-graph computed by A STO . Then G is acyclic.
Proof. Let G i be the eq-graph computed in the i-th loop of A STO . Let eq i = U(G i ) and let V i = V ar(eq i ).
To prove 1 it su ce to notice that if in the step i the bi-path ( ; ) was chosen and x = eq(U( )), then x does not appear in eq i = U(G i ).
To prove 2 assume towards a contradiction that i is the smallest integer such that there is a cycle in G i+1 . Let, as above x = eq(U( )), where the bi-path ( ; ) was chosen in the i + 1 step. Then for some variable y which appear in (eq i ) U( ) there is a path in G i from y to x, i.e. x appear in (eq i ) U( ) by an application of the operation expand, and that ( ; ) was the bi-path selected.
Moreover, let x = eq(last( )) and t = (eq G1 ) U( ) . Let x 1 = t 1 be a solved equation coded by G which is not coded by G 1 , and let ( 1 ; 1 ) be a good bi-path for G such that x 1 = eq(last( 1 )) and t 1 = (eq G ) U( 1) .
The remaining part of the proof will be divided into cases. Case 1. 1 is a path in G 1 .
We consider two sub-cases. Subcase 1.1. 1 is a path in G 1 .
Then since x 1 = t 1 is not represented in G 1 , the variable x appears in the term t 2 = (eq G1 ) U( 1) and (eq G ) U( 1) = t 2 fx=tg. Subcase 1.2. 1 is not a path in G 1 .
Then there exists a saturated path in G 1 such that 1 and eq(last( )) = x. We have U( 1 ) = U( )U( 0 ) for some 0 . Moreover U( 1 ) = U( 0 )U( 0 ) and equation x = (eq G1 ) U( 0 ) is represented in G 1 .
Case 2. 1 is not a path in G 1 .
Then there exists a path in G 1 such that U( 1 ) = U( )U( 0 ) and eq(last( )) = x. We have U( 1 ) = U( 0 )U( 0 ) for some 0 , and the equation (eq G1 ) U( 0 ) = (eq G1 ) U( ) is represented in G 1 . Clearly 0 is a path in G 1 and (eq G1 ) U( 0 ) = x is a solved equation represented in G 1 . Let t 0 = (eq G1 ) U( 0 ) . Again we consider two sub-cases. In both subcases we apply Lemma 5.1. Subcase 2.1. x appears in (eq G1 ) U( 0 ) .
Then clearly t 1 = (t 0 fx=tg) 0 and x 1 = (t) 0 = (xfx=tg) 0 . Subcase 2.2. x does not appear in (eq G1 ) U( 0 ) .
Then t 1 = (t 0 ) 0 = (t 0 fx=tg) 0 and x 1 = (t) 0 = (xfx=tg) 0 . 2 Lemma 5.3. Let x = t be an solved equation obtained during an execution of mMMalgorithm. Then x = t is coded by an eq-graph G computed during an execution of A STO .
Proof. We proceed by induction on the number of actions 6a and 6b applied. Clearly the results holds if none such action is applied. Let x = t (or t = x) be a solved equation obtained during an execution of mMM-algorithm. Then clearly there are two solved equations t 1 = t 2 and x 0 = t 0 (or t 0 = x 0 ) such that x = t is obtained from the equation t 1 fx 0 =t 0 g = t 2 fx 0 =t 0 g by actions 2 following the path . By the induction hypothesis there is a eq-graph G 1 such that both t 1 = t 2 and x 0 = t 0 are represented in G 1 . But this means that there are two bi-paths ( 0 ; 0 ) and ( 1 ; 1 ) such that (eq G1 ) U( 0 ) = x 0 , (eq G1 ) U( 0 ) = t 0 , (eq G1 ) U( 1) = t 1 , (eq G1 ) U( 1) = t 2 . Let G be obtained from G 1
