We present an approach to solving the problem of autonomous map building and path planning for a mobile agent. Unlike conventional approaches, we feel that this meets the requirements of a general purpose system which includes, robustness, autonomy, flexibility and scalability. Underpinning this technique is new representation of shape using visual features, based on geometric co-occurance which we call the Corner-centred Geometric Histogram (CGH). Results are presented which demonstrate that these histograms can be used for both localisation and navigation purposes. This is due to their rich description of a scene and predictable response to changes in viewing position.
Introduction
Many research groups have attempted to build autonomous visually guided robots. These system can generally be divided into two categories, a top down approach based on world models [4, 5] and a bottom up approach based on layered responses (such as the subsumption architecture [14] ). The first of these is limited by its ability to deal with the complexities of the real world and is generally restricted to indoor or man-made environments. It has been remarked that such approaches lead to brittle inferences and that the heuristic assumptions used lead to strong domain-specific dependencies [2] . Further, such approaches are not supported by biological evidence. The second approach is more responsive, but rarely develops truly advanced capabilities. The goal of the research presented here is to design a system capable of automatically learning a visual domain so that it can subsequently execute a visually controlled navigation from any location to another when instructed to do so. The key features of this work are: the acceptance of the need for representations of features in the world which are not based on preconceptions of regular structure; the key role of learning and flexibility. The idea is to construct a system capable of organising the information from a visual domain in such a way that it can later make use of it to solve real problems in planning and control. Our approach has a similar motivation to the work of Waxman [7] and is under-pinned by biological models of cognition [8] . As we will demonstrate, the problems involved with this approach involve not only having to be able to reliably recognise visual locations, but also be able to use visual information to estimate physical distance. Our list of requirements has far broader scope than many other attempts at visually guided control designed to operate in man-made or semi-structured environments. The scale of the problem is large and we will only have the space here to outline the approach and present some preliminary (though encouraging) results demonstrating the response of our feature representation.
We first define the required capabilities of the system, which can be summarised as: flexibility, autonomy, scalability and robustness. It must be flexible in order to cope with a broad range of problems, for example indoor and outdoor path planning and a large class of visual features i.e. the ability to function in as broad a range of circumstances as possible. Autonomy is the ability to function with data collected only during the normal operation of the system. This means that we do not wish to have to use any a-priori knowledge of the problem domain (including a world model or fixed topology). Scalability is simply the requirement that the algorithmic solution time and data structures should scale no worse than linearly with the physical size of the problem. In this way we may be able to implement the resulting system for real time execution on a parallel processing platform. Finally, robustness simply means that the algorithms should cope with any changes in visual data which may be expected from all possible application environments.
Many of the difficulties we expect to encounter are very similar to those associated with view based object recognition. Recognition of location can basically be seen as view based object recognition, but from the inside. The representation technique we intend to develop is based on the statistical method of geometric histograms, recently shown to have great potential in general purpose object recognition [11] . In particular these methods can be designed to cope with variability of: scene illumination, visibility of features, cluttered scenes, scene complexity and restricted fields of view, all of which are needed to obtain robust recognition and flexible map building systems. The dependency of the representation on viewpoint, which may be seen by some as weakness for object recognition, is crucial to control a mobile system using visual feedback. Seen this way, view based recognition itself has the analogy of visually guided assembly, implying that view-based object recognition may be of more value than the long sought after ideal of full transformation invariance in practical circumstances. Also, we may hope that our work on path planning may ultimately transfer back to solutions for intelligent visually guided robot manipulation.
The initial motivation for this work comes from our previous efforts to design a statistically based representation architecture [12, 13] or neural network. This has the ability to self-generate in a well defined manner and can be thought of as a feature based recognition system. Standard techniques for planning routes between fixed nodes in a topological framework also exist. The question then was to see if it is possible to make use of both classes of algorithm to design an autonomous visually guided system for map building and path planning. This way we can avoid the need for a predefined model of the environment or a rigorous spatial map. 
Overview
We start by defining individual visual beacons in an image for recognition purposes. The beacons constitute well located and reproducibly observable visual features, in a manner similar to interesting features as defined by Moravec [6] . We then define a location in the visual feature map as a conjunction of visual beacons. These are generated automatically during an exploration of the environment. By associating locations on the visual map only with previously visited sites and then restricting the path planning process to operate on these points we can generate candidate paths which are executed solely on known positions.
Many existing methods work with a simplified model of the environment but in order for any method to be automatic we cannot know the topology of the environment in advance. We may not, for example, know that the domain is simply two or even three dimensional. We must also have a way of comparing our location representations to determine which are spatially adjacent. Given a method of establishing costs between two visually similar locations in the world, it is possible to find a simple path from any known point to any other using a so called 'fire-front' algorithm which is described briefly below.
A software prototype has been developed which consists of a planar environment with simulated visual features distributed randomly across it. For this work we have assumed that the response of these features is continuous with changes in viewing angle and then generate a response vector for every possible location in the environment. Referring to figure 1, the circles indicate locations in the world which are visually dissimilar (using our location distance metric) and the dark regions are flagged as impassable to the path planner. In the real system, we will require an independent mechanism for vetoing impassable routes even though they show close visible similarity. We envisage that this may be done using a stereo vision system or trial and error learning (using collision detection) and will not be discussed further here.
The path planning algorithm executes on a mesh of known visually similar map node locations starting from the target node. For each connected node all possible connections are examined and the minimum cost path is stored at each location. This process is iterated to construct a minimum cost to all other points in the space. It is then possible to reconstruct the minimum cost path from the current location to the target by following the connections to minimum cost locations. We initially attempted to use visual similarity as the cost function for the distance between locations, but whilst this results in visually optimal paths, they are not necessarily physically optimal. Replacement of a visual measure Previous experience with self generating object recognition systems tells us that the automatic generation of the associative memory needed to encode this map is not likely to be a difficult problem, particularly if we are free to design our own exploration strategy. As pointed out in [9] , the main obstacle therefore in the use of such a path planning process is the lack of a suitable visual based representation. This should provide well localised objects which are sufficiently unambiguous for reliable recognition and also a means for estimating distances between visual locations. Therefore, in this paper, we have concentrated on addressing this problem. A new technique for representing local shape has been designed with a matching response behaviour which makes distance calibration, and visual feedback control, possible.
Corner-centred Geometric Histograms
We needed a method for encoding visual features from specific views in the world in a manner which is robust to noise, lighting effects and some occlusion. We decided to use a novel form of geometric histogram which we call the Corner-centred Geometric Histogram (CGH). Corners and edges are extracted from the scene and a histogram generated for each chosen corner, encoding the relative orientation and distance between a corner with its surrounding edges.
We define the weighting for an entry at a given «, co-ordinate as:
where is the number of edge elements; Ö is the distance from the corner to the mid point of the edge element; ¡« is the angle presented by the edge element at the corner; is an edge probability weighting, computed from a null hypothesis test on edge contrast; « is a linear blurring kernel based on the expected errors.
A radial weighting is used to reduce computation and limit the effects of our finite image size. Less importance is attributed to those edges further from the corner which are more numerous due to the larger areas involved. This strategy has some biological precedence, as the log-polar sampling on the retina results in a similar weighting strategy. The ¡« weighting ensures that our histograms are not sensitive to edge segmentation, which helps to produce a response to viewing distance which is predominantly in histogram magnitude.
As with the work in [11] , the dimensions of the bins of the histogram must be carefully chosen to reflect the variance of noise in the system. If the bins are too small, the noise will produce different histograms for the same corner, too large and discriminality is compromised. The entries are blurred proportionally to the errors expected errors in « and . We determine these errors using:
where is the typical edge error ( ¼ ½ pixels) and is the typical corner location error ( ¼ ¿ pixels [3] ). We can see that as Ö ¼ « ¾, so we use a minimum range threshold which also prevents infinities in the bin weighting of equation 1. Ideally entries should be made in the histogram which reflect probabilities of geometric co-occurrence in agreement with our previous research. By following this procedure the generated histograms are expected to be: robust to illumination, rotation invariant and respond to scale change (i.e. viewing distance) in a manner which is dominated by an overall normalisation change.
Histogram Response
Given the CGH definition, we need a way of generating meaningful recognition responses for an arbitrary corner feature from a set of stored histograms. The similarity metric we use is based on the Bhattacharyya distance [1] . We have proven this to have the correct statistical properties for comparing frequency coded distributions [10] and it forms a sensible starting point for a similarity function within an artificial neural network.
È × È ¾ ½ ¾ È × ¾ ½ ¾
In order to perform distance calculations we need a mechanism for converting a set of responses to physical distance. This is difficult, as the method used must be robust to large first order changes in the histograms due to effects such as occlusion. The approach taken uses what is effectively a competitive mechanism in order to generate a well behaved response function which can be approximated locally by calibration of linear factors. The equations are of the form:
where ½ , ¾ and ¿ are the three largest responses in the set and is the modulus of the input histogram. This is illustrated in figure 3 . Such competitive calculations have been shown to be good models of physiological neuronal functions.
Provided that a change in physical distance to a corner from the view location, produces a strong first order change in the CGH which is effectively only a normalisation factor (scaling as some power of the distance to the corner feature Ò), the above outputs will behave in a way that angular and radial distance changes to the feature can be decomposed and computed from a change in the pair of outputs. These physical dimensions can be estimated using:
and
Formulating the changes as ratios in this way produces dimensionless quantities which are less sensitive to missing data in the input histogram and easier to calibrate. are determined we can successfully compute the local distance to any visual location on the basis of each feature visible from any given location (see below). This redundancy supports reliable distance calculation via a simple voting strategy, allowing the method to be robust to incorrectly recognised features. Local calibration permits representations of similar visual objects to be re-used at different sites in the topological map without any adverse affects from feature ambiguity.
Map Building
The map building process involves exploring the environment, recording new visual features and locations from where these features are visible. The map can be totally selfgenerating and updating with new features and locations added as required and unreliable ones eventually discarded. The map is to be stored using algorithms based on a novel neural network, the Contextual Layered Associative Memory network (CLAM), originally designed as the basis of a learning view-based recognition system. The CLAM network is a self-generating structure which implements a probabilistic encoding scheme and employs training algorithms geared towards the unsupervised generation of layerable associative memory [12] . The CLAM network is based upon sound statistical principles and can be guaranteed to learn any problem provided the statistical requirements on the behaviour of the input data are satisfied. These conditions effectively require a frequency based data encoding, such as a histogram or other probability estimators.
The structure proposed is illustrated in figure 5 . Feature representation nodes will be added when a CGH is generated which is sufficiently different from any other in the network. When adding a new location node, we add an intermediate node for each CGH generated from that location. This node links the highest responding feature nodes to the new location, storing the calibration constants ( ) and competitive response function results (Ç).
Navigation
In order to navigate successfully in the world, we require the abilities of: navigation from any (arbitrary) location to a visually similar location in our map (local navigation); navigation between any two locations stored in our map (global navigation).
To execute a local navigation, we first generate an estimate of the vector between the points from each co-visible feature, so a high visual similarity constitutes a more accurate vector. Referring to figure 4, we see that:
« Ø Ò ½ Ê¡ ¡Ê therefore, « can be found from equations 2 and 3 using the responses found from the current location and those stored in the map for the target location. As with the mechanism for distance calibration, one estimate of heading is available from each co-visible feature, and the best heading direction can be estimated using a robust voting process. The vector can then be traversed using visual feedback to confirm the trajectory. Global navigation is achieved by executing a series of local navigations specified by the path planner.
Results
The preceding sections are based on two assumptions regarding the behaviour of a CGH match response to angular and radial distance movements relative to the viewed beacon (feature). In particular, in order that the angular and radial distances can be estimated the response of each histogram to each of these motions must be decoupled. We assume that a radial movement causes a first order re-normalisation and that the angular response is smooth and differentiable. Provided that these two statements are correct then the above algorithms for distance calibration must be correct at some scale as they are based on local linearised approximations to feature change.
To investigate the performance of our representation we used ray-tracing software to project an image of a room onto a plane which could be rotated and translated as required. Figure 6 shows the original image with points highlighting where the test histograms were generated. and the corners from which histograms were generated. The response to changes in angle (fig 8) can be seen to be approximately continuous over the range · ¿¼ Ó . The distance response of figure 9 shows a level of invariance over the range · ½¼± which would allow the decoupling of angle and radial movement.
Plotted in figure 10 is the relative change in histogram magnitude with viewing distance, ideally this would exhibit a Ý Ü Ò characteristic (the value of Ò used in these tests was 0.5). We can see from the graph that the data does not completely adhere to this relationship, so some extra calibration may be required before performing distance estimation. This calibration could be achieved whilst map-building by scaling the image data to simulate changes in viewing distance, and fitting a function to the resultant magnitude change.
Conclusions
We have outlined a set of algorithms which would enable a mobile camera platform to store a visual map of a world and to plan and execute a visually controlled navigation from any one location to another. The use of an associative memory gives flexibility allowing the system to adapt and incrementally store new information proportionally with the complexity of the environment. The new geometric histograms are based on a representation which may be constructed from radial polar imaging systems, such as the retina. They have the required statistical properties for use with an a probabilistic network and we have shown that it is possible to compute robust estimates of physical distance and estimates of headings between map locations. This property makes possible, both path planning within the associative memory map and visual feedback control for navigation. The combination of algorithms thus provide a basis for a flexible, autonomous, robust system, with the potential of implementation on fast parallel hardware, meeting our initial criteria.
We have made many assumptions in the algorithms which we realise may not always hold. A key issue with this work is however, that the vast quantity of data available implies that each result is obtained in a redundant and therefore robust manner. It is our intention that unreliable sources of information will be eliminated from consideration during the learning process.
Much of the material has been devised from previous experience and the algorithms are currently fairly immature in terms of practical demonstrators. This paper is restricted to setting out the framework for the approach and showing that the new feature representation will support the calculations needed for our task. Beyond this, the entire computational approach has a strong analogy with physiological systems, both in terms of approach and expected capabilities. What we have demonstrated so far is that feature based representational schemes can be joined with adaptive associative memories to solve the problem of map building and path planning. Our next task is to evaluate the full learning system within a simulated environment. 
