INTRODUCTION
In this paper we prove a g2obaZ existence theorem for classical solutions of second order semilinear parabolic systems of the form operators. The nonlinearity is allowed to grow "almost quadratically" with respect to the gradient. (For the precise assumptions see Section 1.) In order to guarantee the existence of a solution in the whole interval [0, T], we suppose that f satisfies an appropriate "tangency condition" on the boundary of a bounded closed convex subset D C [WM. Roughly speaking, the vector field f(~, t, U(X), &A(X)) is supposed "to point inward" whenever U(X) E i3D. Such a condition has recently been used by Weinberger [38] , in the case wheref is independent of Du, to prove that D is an invariant set for the parabolic system -$ + A(x, t, D) u =f(x, t, u) in 52 x (0, T].
The invariance of D can be considered as a kind of "maximum principle" for parabolic systems.
Having established the basic existence theorem, we then prove the existence of a periodic solution of the parabolic system $ + A(x, t, D) u =f(x, t, u, Du) in 0 x R, B(x, D) u = 0 on r x R, where, in addition to the above growth and tangency conditions, A and f are now supposed to be periodic in t.
Finally, by using the results about periodic solutions, we prove the existence of a classical solution for the second order elliptic system A(x, D) u = f(x, u, Du) in Q,
B(x, D) u = 0 on afin, where f is again supposed to satisfy the above growth and tangency conditions.
The above results for parabolic and elliptic systems will be deduced from much more general results for nonlinear evolution equations of "parabolic type" of the form g + A(t) u = f (4 4, 
for all t E [0, T] and for all x E M n dom(f(t, .)).
Conditions of form (1) have been introduced by Nagumo [24] for ordinary differential equations in W. Recently invariant sets and Nagumo type conditions have been intensively studied by many authors in the case of ordinary differential equations in Banach spaces, in particular in connection with dissipativeness conditions. (For accounts of these results we refer to the books by Deimling [6] and Martin [22] . A particularly elegant and short proof of the "invariance principle"
for certain nonlinear semi-groups is due to B&is and Browder [S] .) The fact that the Nagumo type condition is also useful in establishing the existence of invariant sets for semi-linear evolution equations with A(t) = A for all t, and A the generator of a C, semi-group, has recently been shown by Martin [21, 221 and Lightbourne and Martin [17] . These latter papers have motivated our present research.
Our main abstract results are contained in Sections 4, 5, and 6. In Section 2 we collect the needed results about linear evolution equations of parabolic type which are due to Sobolevskii [32] and Tanabe [34] . In Section 3 we prove the existence of "e-approximate solutions" for the semilinear evolution equations by using the techniques introduced by Martin [21, 221 and Webb [37] . These results are then used in Section 4 to prove the global existence theorems for the abstract parabolic problem. In Section 5 we prove the existence of a periodic solution for the abstract evolution equation, and in Section 6 we use these results to deduce the existence of a stationary solution of the corresponding autonomous problem. Finally, in Section 1 we describe the main results in the concrete case of parabolic and elliptic systems, and in Section 7 we deduce these results from the abstract theorems of the Sections 4, 5, and 6.
NOTATIONS, DEFINITIONS, AND SOME OF THE MAIN RESULTS
Let N be a positive integer and denote by (x, t) = (xl,..., xN, t) a generic point in RN x R. Then x is referred to as the "space variable" and t is called the "time variable". Then, for every h E IY, we denote by Ck;fY)(6, lFP) the Banach space of all functions U: 6--+ R? for which all the derivatives DtjDzau, 0 < 2j + j 01 j < k, exist and are continuous on ii, and for which the norm t 2 Hf'dDtiDA4 + c Ht+u) ,&,iW4
Zj+la/=k 2j+jai=k-1 is finite. If 2 is an arbitrary subset of RN x R such that int Z = int 2, then We denote by Q a bounded domain in RN whose boundary, r, is an (N -l)-dimensional C2+u-manifold for some p E (0, I), such that Q lies locally on one .., M, we let 9 E (0, l> and b,i E Cr+"(r, R) with b,i > 0, and we suppose that /P E C1+U(r, RN) .
is an outward pointing, nowhere tangent vector field on r. Then we denote by Bi = Bi(x, D) a boundary operator on r x [0, T] of the form Biv := boiv + E%/api, i = l,..., M, where we suppose that hoi(x) = 1 for all x E rif P = 0. Hence Bi is the Dirichlet boundary operator if Si = 0; and if Si = 1, then Bi is a Neumann or a regular oblique derivative boundary operator. Finally we assume that a,,i f 0 if hoi(x) = 0 for all x E r.
We define the "diagonal boundary operator" B = B(x, D) by Bu := (BW,..., B"uM)
for U: r x [0, T] + [WM. Observe that B is independent of t E [0, T].
In the following we denote by D a closed bounded subset of RM whose shape is related to the differential operators A(x, t, D) and B(x, 0). Namely, we impose the following Convexity Condition (C).
Let O=m,<m,<..-< mk = M be integers such that A@, t, 0) = Ayv, t, D) and P(x, 0) = Fyx, 0) for rniml <i<mj and 1 <j<k. Then
where Di is a closed bounded convex subset of [W"j-'+l, 1 <j < k, containing the origin.
In Finally, for R = 1, 2, we let C,"(a, D) := (U E Ck(Q, W) 1 Bu = 0 and u(o) C D}.
Using these notations we impose the following Tangency Condition (Tg).
For every u E Cel(a, D), for every x,, E a with u(q) E XD, and for every p E N(u(x,)),
Clearly, Condition (Tg) is satisfied if (P,f(? 6 5,71)) < 0 (1.1)
for every (x, t, 7) ~a x [0, T] x RNM, every t E aD, and every p E N(t).
In particular, iffis independent of 7 E R NM, then the criterion (1.1) is particularly convenient. In the general case, however, Condition (Tg) is much more general and flexible than (1.1). Indeed, suppose that u E CB1(!?, D) and u(x,,) E XD. Then x0 EQ since u 1 r = 0, and u((xJ = ui or &(x0) = bi for at least one i = l,..., M. Let I := {iE {l,..., M} j u((x,,) = ui or u~(x,,) = bi}. Then ui, iFI, attains its minimum or its maximum at x0. Hence D&(x,) = (D~u~(x,,),..., D&(x0)) = 0 for each i E I. It is now obvious that the above conditions imply the validity of (Tg).
We consider now initial boundary value problems (IBVPs) for semilinear parabolic systems of the form such that 11(x, t) E D and Lu(x, t) =f(x, t, u(x, t), Du(x, t)) for (x, t) ~0 x (0, T] (with L = a/at + A(x, t, D)), Bu(x, t) = 0 for (x, t) E r x (0, T], and ~(0, x) = uo(x) for x ED. (Of course, u E C';*j means that u is continuously differentiable, k-times with respect to x andj-times with respect to t.)
After these preparations we can state the following global existence and uniqueness theorem for semilinear parabolic systems. THEOREM 1. Under the above hypotheses, the IBVP (P)", has a unique regular solution ufor every u. E CB2(s, ED), and u E U2+~)(~ x (0, 2'1).
Up to regularity hypotheses and with the restriction to bounded sets D, the above theorem generalizes considerably a recent result of Weinberger Related results concerning the global solvability of nonlinear parabolic differential equations (but not of systems!) can be found in [2, 7, 27 , 291 (cf. also the bibliographies of these papers). For the sake of illustration we give the following simple example which is closely related to the Navier-Stokes equations of theoretical hydrodynamics. For every u E Cl(Q, RN) let (u -V) u := 2 ujDp E C(sZ, RN). where L' > 0 and a E C(h)@ x R,) f or some p E (0, 1). Then we claim that (I .3) has a unique regular solution u on G x R, , for every u0 E Cz(Dn, RN) with 71 uo l y= 0. Moreover,
for (x, t)EQ X R+, where co denotes the closed convex hull. In addition, by standard arguments it follows that u is analytic for t > 0.
To prove this claim, let D be an arbitrary closed bounded convex subset of RN such that u,,(8) C ID, and 0 E int D. Observe that
.b
for every p E RN. Hence, if u E Cl@, D) with u 1 r = 0 and u(x,,) E XD for some ,x" E 0, then x,, E J2 and V(p, u) (x0) = 0 for every p E N(u(x,)), since (Ip, u> (so) = max{(p, u) (x) 1 x E Q}. Consequently (p, a(u . V) u) (x0) = 0, which shows that Hypothesis (Tg) is satisfied. Since (1.3) satisfies obviously also the other hypotheses, it follows from Theorem (1.1) that (1.3) has a unique regular solution U E C(!Z X [0, T], D) f or every T > 0. Now the assertion follows by a limiting argument since cO[u, (8) ] equals the intersection of all sets ID with the above properties.
Suppose now that f and the coefficients of A(x, t, D) are defined for all t E R and that they are periodic in t with period T. Then we can ask for a T-periodic solution of the parabolic boundary value problem (BVP)
The following theorem guarantees the existence of a T-periodic solution of the BVP (1.4). Periodic solutions for nonautonomous parabolic equations have been studied by many authors (cf. [2, 7, 8, 14, 18, 26 , 331 w ose bibliographies should also be h consulted). But the above result seems to be the first one which applies to systems with the nonlinearity depending almost quadratically on the first derivatives. Finally we suppose in addition to the above hypotheses, that A(x, t, D) = A(x, D) and f(x, t, [, 7) =f(x, [, v) are independent of t. Then we consider BVPs for semilinear elliptic systems of the form
By a soZution of (E) we mean a function u E Cl@, R") n C2(Q, lR") such that
) for x E Q, and B(x, 0) U(X) = 0 for x E r.
THEOREM 3. Under the above hypotheses, the elliptic BVP (E) possesses at least one solution u E C2+$!?, R").
Again up to regularity assumptions, this theorem generalizes some recent results of Martin [20] and Theorem 3 of Weinberger's paper [38] . Both authors consider the case where f is independent of 7 E RNM. In the following we let A := A(0) and A, := A + wl. Then the assumptions (Al) and (A2) imply that -A is the infinitesimal generator of an analytic semigroup {eeTA j 0 < 7 < co) in y(x).
M oreover, there exist positive constants c and 8, such that II e--7Au jl < ce-V and /I A,~F~w Ij < cT-le-Q7 for 0 < 7 < co. If 0 < ct < /3 < 1, then X, is continuously anddensly imbedded in X, . If 0 < CY < fl < 1 and A has a compact resolvent, then X, CC+ X, .
Proof.
(i) Since for x E X, , it follows that X, c+ X, .
Let x E X, and E > 0. Since D(A$") is dense in X, there exists an element y E X0-, with /I Awax -y 11 < E. Hence A;"y E X, and 11 x -A;"y jla = \j AwUx -y 11 < E, which shows that X, is dense in X, .
(ii) Let 5, be the open unit ball in X, , 0 ,( 01 < 1. Since Ai1 E .X(X), there exists a sequence (xj) in El, such that (AG'xj) is a Cauchy sequence in X. Hence, by the moment inequality, /I &Yx, -Xdii < C(Y) // Xjxk liy iI 43~j -xk)lll-y < 244 II A;'(xj -~lc)lll-~ for 0 < y < 1, which shows that (AiYxj) is a Cauchy sequence in X. Therefore A;?' E ,X(X) for every y E (0, 11, which implies that X, CC--+ X.
Suppose now that 0 < (y. < /I < 1. Th en, by the compact imbedding of X, in X, there exists a sequence (xi) in [Eg, such that (xj) is a Cauchy sequence in X. Consequently the moment inequality implies that (xj) is a Cauchy sequence in Xi, . This shows that X> cc+ X, . 1 Let 0 < s < T' < T and consider the linear initial value problem (IVP) with x E X and f E C([s, T'], X). By a solution u of (2.2) we mean a function u E C([s, T'], X) n Cr((s, T'], X) with U(S) = x, u(t) E Xi , and C(t) + A(t) u(t) = f (t) for s < t < T', where the dot denotes the derivative. 
Proof. By means of the transformation v(t) := e-%(t), it is obvious that (2.2) is equivalent to the (IVP)
3)
The assumptions (Al)-(A3) imply that the results of Sobolevskii [32] and Tanabe [34] (cf. also [ll] ) apply to the IVP (2.3) (for more details see [2] ). Hence the assertion follows. 1
There exists a unique evolution operator U: A + .9(X), where A := {(t, T) E [0, T12 ] 0 < 7 < t < T}, with the following properties: U is strongly continuous on A, U(t, t) = I, U(t, 7) = U(t, o) U(u, 7) for 0 < 7 < (T ,< t .< T. Moreover, zf u is a solution of the IVP (2.2), then it can be represented by u(t) = u(t, s) x + It U(t, T)~(T) dT, s < t < T'. I Finally, U(t, T) XC X, for 0 < T < t < T.
Proof. The results of Sobolevskii and Tanabe imply the existence of a unique evolution operator UU with the above properties for the IVP (2.3). Hence it is obvious that U(t, T) := ewtUW(t, T) e-"'T, (t, T) E A, has the stated properties. 1
In the following lemma we collect some of the most important regularity properties of the evolution operator U. For abbreviation we denote the norm in -W% 7 x,> by II .lL,p . Moreover, by c(. .) we denote a generic positive constant, depending increasingly on the indicated quantities.
(2.4) LEMMA.
(i) Suppose that 0 < I < j3 < 1 and /3 -01 < y < 1. Then forO<r<t<T.IfO<p<ol<l,then II UC4 k3 G 4% B> for (t, T) E fl.
(ii) If 0 < a < fi < 1 and 0 d y < /3 -a, then for (t, T), (s, 7) Ed.
(iii) LetO~(Y<<pl,O~y<~--,and K&f) (t) :== u(t, s) x + j-t u(t, T)f (7) dT, s < t < T'. s
Proof. It has been shown in [2, Paragraph 21 , that the above assertions follow from the results of Sobolevskii, if U is replaced by U, . Hence the assertion is an easy consequence of the fact that U(t, T) = ewcteT)Uw(t, T). a
PIECEWISE CONTINUOUS APPROXIMATIONS
Throughout this section we presuppose Hypotheses (Al)-(A3). Suppose that D is a subset of X and E is a Banach space such that X, c+ E c+ X for some a: E [0, I]. Then, for every p E [0, 11, we denote by DB (resp., DE) the set D n X, (resp., D n E), considered as a topological subspace of X, (resp., E). In any metric space Y, we denote by I&(x, p) (resp., Br(x, p)) the open (resp., closed) ball with center at x and radius p. If Y is a Banach space, then b(% P) = 32 + pb 7 where B, denotes the open unit ball in Y. Finally, if Y = X, for some 01 E (0, 11, then we let B, := Bxa.
We impose now the following additional hypotheses: THEOREMS 445 (A4) E is a Banach space such that X#, c-+ E C+ X for some 01,, E [0, 1).
(A5) M is a closed subset of X such that M, is dense in M and U(t, s) (m/n,) C M for 0 < s < t < T.
(A6) f: [0, T-J x ME -+X is a continuous map which maps bounded sets into bounded sets.
(A7) lim inf,,,, h-r dist,( y + hf(t, y), M) = 0 for every ( 
No > where dist, denotes the distance in X.
Since E and 01~ with Xa, c+ E are kept fixed in the remainder of this paper, in the following estimates we shall not indicate the dependence of the various constants on E and 01,, .
For every s E [0, T) and 7 > 0, let T(S) := min(s + 7, T}. Suppose now that ~~,</3~l,x~f@,O~~<T,O<~~T,and~>O.Then,byapiecewise continuous +approximation (P.C.r-A.) (v, (tJi> for the integral equation Since U is strongly continuous, it follows that u(t) -+ v(ti) in X as t + ti +. implies the existence of a number ~a > 0 and an integer k,, > 0 such that (61) holds with 6, replaced by t* -t,< f-7, for K '2 k, and 7 E (0, 7"). Hence it follows from (63) that for all K > K,, and 7 E (0, ~a). Letting k -j CO, it follows that distx(v* + ~f(t*, v*), M) 2 71"j2 for all 77 E (0, TJ, which contradicts (A7). Hence t, 3 T,,(S) for some 77 E N. i It should be remarked that the methods of this section are essentially due to Martin (cf. [21, 221 and, in particular, [17] ), and Webb [37] .
EXISTENCE THEOREMS FOR SEMILINEAR EVOLUTION EQUATIONS

Throughout this section we presuppose Hypotheses (Al)-(A7).
In addition we make the following assumption: (A8) A has a compact resolvent.
As an easy consequence of (A8) we obtain the following Let D be a compact metric space, let 0 < 01 < ,i3 S< 1, and let v E (0, 1) u {I-}.
Then C"(D, X,) CC+ C(D, X,).
Proof. The assertion is an immediate consequence of Lemma (2.1) and the general Arzela-Ascoli theorem (e.g. [9, Theorem XII, 6.41) 1
After these preparations we can prove the following fundamental local existence theovem. Observe that for tkG < t < t:,, and 0 < k < n, -1, Hence, by Lemma (3.1) and (~3),
q(t) -v,(t) =: s t u(t, 7) [fb, v,(tk?) -U(T, tkc)f(tkt, v(t,c))l d7 t"
+ 'g r,:rl U(t, 7) MT, dtj9) -W, t,Tf(tj', v,(v))1 dT
for tkE < t < tf,,, and k = O,..., rz, -1, where S(t, tTC+l) = 0 if t # tz +r and S(ti+, , ti+l) = 1. It follows now from (~3), (~4), and Lemma (2.4), that for 01s < y < 1 and t," C< t < ti,, , L-l ~1 u,(t) -v,(t)l,n" < EC y) ( F (t -tky + 1 (t -tjy ct:+1 -4') i=O -t S(t, t;+l) (t;+l -td)-' (tl+1 -tl;') I < 2+) 1" (t -T)-' dT = q(y). Hence u(t) E ME for all t E [s, TV], since v,(u,(t)) E ME and lUE is closed in E. The principal idea of the above proof is again due to Martin [21, 221 and Webb [37] .
= (u(t) -%(O) + 044 -%(t)) + Pm %(O) 44)) -%(4t>)l + (t -4)) UC4 4)) f(4h d%(t)>
By means of Theorem (4.1) it is now easy to obtain a global existence theorem, provided an a priori estimate is known. Let x E Ml, for some /3 E (01~ , I], and let the following a priori estimate be true:
There exists a positive number p such that, for any T' E (0, T] and any u E C([O, T'], ME) satisfyiT u(t) = u(t, 0) x + j-" U(t, 4 f (7, u(i)) dT, O<t<T, 0 it follows that ,sg, II 4% < P. . . As a consequence of this hypothesis we obtain the following important equivalence result. Proof.
Then the integral equation in C([O, T], E) U(t) = u(t, 0) x + It u(t, T)~(T, U(T)) dr
The first part of the assertion follows directly from Theorem (4.2) and Lemma (4.3). The uniqueness assertion is an easy consequence of the generalized Gronwall inequality (cf. [2, Lemma (3.1)]) 1
We close this section by giving a sufficient condition for the a priori estimate (AE) to be satisfied. In the following we say that the strong apriori estimate (SAE) is satisfied, if Hypothesis (AE) holds and p is an increasing function of I/ x & . Let kA be convex and let the following hypothesis be satis$ed:
There exist numbers /3, y with 0~~ < /3 < y < 1 such that l7(kA& is bounded in XV .
Then equation (5.4) has at least one T-periodic solution.
Proof. By Lemma (5.1), the Poincare operator 17 maps M, continuously into itself. Since, by Lemma (2.1), X,, cc+ X, , it follows from (B) that D(Ma) is relatively compact in M, , that is, II is a compact selfmap of the closed convex set Ma in X, . Hence Schauder's theorem implies the existence of a fixed point of II, and the assertion follows. 1
In the following theorem it is shown that the growth condition of Proposition (4.5) guarantees the existence of T-periodic solutions. Proof. Let OL,,(S < /3 < 1. Then the assertion follows from Proposition (4.5) and Theorem (5.2), provided we can show that n@.&) is bounded in X, for some y E (8, I] .
Let y with /3 < y < 1 be fixed. Then, as in the proof of Proposition (4.5), we deduce the existence of constants 6 E (y, I), c(y, 6) and c(y, 6, a) such that (64 for all X E H, .
In the following we fix such a constant w satisfying (6.2), and we define the intermediate spaces X, , 0 < 01 < I, as in Paragraph 2.
(B2) M is a closed convex subset of X such that (I + h&l (/AAl) C M for all sufficiently small h > 0.
(B3) E is a Banach space such that Xm, c+ E C-+ X for some iya E [0, 1).
(B4) f~ Cl-(m/o, , X) and lim inf,,,, h-r dist,(x + hf(x), lU) = 0 for every x E MU0 . Let T > 0 be an arbitrary fixed number and let A(t) := A for 0 .<. t < T.
Then (Bl) implies that Hypotheses (Al)- (A3) are satisfied. It is obvious that the evolution operator U is given by U(t, T) = e+~~)~.
It is well known that fors,tE[W_andxEf&&.
After these preparations we are ready for the proof of the following general existence tfreorem for the stationary problem (6.1).
(6.2) T HEOREM.
Let Hypotheses (Bl)-(B4) b e satisfied and suppose that the I\'P (6.3) satisfies the strong a priori estimate (SAE) on the interval [0, 11. Moreover, suppose that there exist p, y with 0~~ < p < y < 1, such that, for each t E (0, 11, the set u(t, b&J := {u(t, x) 1 x E &} is bounded in X, .
Then the stationary equation (6.1) possesses at least one solution x E M, .
Proof. Let Ui := u(2pj, ,) for j E N. Then it follows from Theorem (5.2) that IIj has a fixed point -Zig E Ml, for each j E N. Moreover, the semigroup property (6.4) implies that xj is a fixed point of U,, for each j E N. Since lT,,(MD) is relativelv compact in h4l, ,, it follows that the sequence of fixed points (xi) is 'relatively compact. Hence there exists an x E M, and a subsequence (xj,) of (xj) such that .vjje ---f x in fUm, as k + co. Since, again by (6.4), Uj(xj,) = xjk for each k E N and every j < j, , it follows from the continuity of IIj (cf. Lemma (5.1)), that n,(.~) = x for every j E N, that is, u(2pj, x) = x for every j E N. Hence, again by-the semigroup property (6.4) u(k2-j, x) = x for k = 0, I,..., 2j, and j E N.
Since the set {Wj 1 0 < k < 2j, j E FU} is dense in [0, l] and u(. The idea of using a sequence of periodic solutions, with the length of the periods tending to zero, for the proof of the existence of a stationary solution is due to Kolesov [14] . It has already been used by the present author in [3] to deduce the existence of multiple solutions for semilinear elliptic equations. The author is grateful to Professor F. E. Browder for an observation which led to the relatively simple proof of the above theorem (cf. also [22, Proposition \'111.5.6] ). Proof. It follows from Proposition (4.5) that the IVP (6.3) satisfies Hypothesis (SAE) for every p E: ( o~au, 1). Moreover, inequality (5.5) implies that, for every y E (j3, 1) and every t E (0, 11, the set u(t, t&f@ is bounded in X-,. . Hence the assertion follows from Theorem (6.2). i
PROOFS OF THE THEOREMS OF SECTION 1
In this section we study the IBVP (P)U, of Section 1, where A(x, t, D), B(x, 0) and f satisfy the regularity properties of Section 1. Hence it follows that (A3) with va = p/2 is satisfied. Finally it follows from the Sobolev imbedding theorem (e.g. [l, 111) that WD2(12, lR") CbL,(Q, R"), which, in turn, implies that A has a compact resolvent, that is, Hypothesis (A8) is satisfied.
Let E := Cl@, RF). S ince [2, Proposition (4.1)] implies x, c+ c1+yQ, lwf) (7-l) for (1 + N/p)/2 < 01 < 1 and 0 < X < 2a: -I -N/p, it follows that XN, c-+ E for any 01,, with (7.2) (where E = 1 in the case of the growth restriction ( u, E camp, (WM) n Ml for every E with 0 < E < dist(Q, , r).
Since U, + u0 in L,(Q, W) as E + O$-, we see that C,a(J2, EW) n l+Jl is dense in M. Now the assertion follows. 1
For every u E h& and (x, t) EQ x [0, T] let
Then it is easily verified that F maps [0, T] x WOE into X and satisfies the regularity hypothesis (R) with v = p/2 and X = 1. The following lemma shows that the semilinear evolution equation
is equivalent to the IBVP (P),,, , if we let u(x, t) :== u(t) (x) for (x, t) E a x [0, T]. By means of this result we can now prove that the second part of Hypothesis (A5) is satisfied. Since the system (7.4) is uncoupled and since D has the special form given in the Convexity Condition (C), we can restrict our consideration to an arbitrary "block" ID?. Hence we can assume without loss of generality that , the maximum principle for linear parabolic equations (e.g. [28] ) implies that +(u) (x, t) = ~(u(x, t)) < 0 for all (x, t) E B x [s, T]. This shows that u( ., t; s, uo) E Ml for every t E [s, T] and every u. E Mi . 1
The Tangency Condition (Tg) implies that F satisfies Hypothesis (A7).
Proof. By Lemma (2.1), Xi is dense in XU, and XE, c+ Cl@?, R") by (7.1). This implies that Bu = 0 for every u E XI,, , that is, XE, c-+ Cel(D, R") and, consequently, yU, C CB1(B, D).
Let u E C,l(Q, D) and to E [0, T] be fixed, and let x E 0 be arbitrary. Consider the Lipschitz continuous vector field f(x, to, ., Du(x)): D + W and denote by f an arbitrary Lipschitz continuous extension off over [WM. (For the existence of such an extension see for example [23] .) It follows now from a result of Bony [4] (cf. also [30] ) that, due to condition (Tg), the IVP for the ordinary differential equation and (R) are satis$ed.
We consider now the case where A(x, t, 0) and J are independent of t. for all sufficiently small h > 0. By Lemma (7.3) and the argument of Remark (6.1), it follows that (I + hA)-l (M,) C M for all sufficiently small h > 0. Since, by Lemma (7.1), Ml1 is dense in M and (I + hA)-l E Z(X) for h > 0, relation (7.5) follows from the closedness of WI. 1
After these preparations we obtain the theorems of Paragraph I provided we impose the Growth Condition (Gl). where c is an increasing function of its arguments which is independent of T' E (0, T]. Clearly, z' = u. Since u(x, t) E D for all (x, t) EQ x [0, T'] and D C [w" is bounded, the above estimate and Lemma (7.7) imply the existence of an increasing function p: R+ + Iw~+ such that Hence the assertion follows from the Lemmas (7.2) and (4.3). 1 (7.9) PROPOSITION. Let f satisfy (G2). Then Theorem 1 holds.
Proof.
The assertion is now an easy consequence of Theorem (4.4), Lemma (7.8), and the earlier considerations of the present section. 1 (7.10) Remark. It should be observed that we have shown that Theorem I holds if u. is only supposed to belong to M, with 01~ < j3 < 1 in the case of (Gl), and with max(a, , 1 -I/$} < p < 1 in the case of (G2). Consequently, in the case of the Growth Restriction (Gl), Theorem 1 is true fey every u. E M, with $-< /3 z< 1. If (G2) is satisjied, then Theorem 1 holds fey every u. E Mfi , provided max{ I -l/p, (1 + Nj2p)/2> < /I < 1 and p > 2N. 1 (7.11) LEMMA. Let f satisfy (G2) and let maxCola, 1 -I/p} < /3 < 1. Then li'(mlo,) is bounded in Xl .
Let 0 < 0 < 7 < T be fixed and let u be a regular solution of the IB\'P (P)u, with u. E Ma . Then, similarly as in [3, Theorem (2.4)], we deduce from Lemma (7.8 Hence, since CBz(Q) c+ X, , there exists a constant c2 > 0 such that /j u j/r < ca for all u. E M, . The assertion follows now from Lemma (7.2). 1 (7.12) PROPOSITION.
Let f satisfy (G2). Then Theorems 2 and 3 hold too.
Proof. The assertion is an easy consequence of Theorems (5.2) and (6.2) and Lemmas (7.11) and (7.9 and the earlier considerations of this section. 1 (7.13) Remark. The proof of Theorem 3 is, of course, rather indirect and one could ask if there is not a direct proof, not using the parabolic problem. Indeed, such a direct proof could be given for the elliptic problem by means of Leray-Schauder degree theory, along the lines of [31] . However to do this one has to establish a priori estimates for the C'(a, R")-norm of the solutions of the elliptic system. But these a priori estimates are much more difficult to obtain for elliptic equations than for parabolic equations (cf. [35] where such estimates have been derived for the Dirichlet problem for a single equation). Hence the above approach via the parabolic problem seems to be easier than a direct proof. In the paper by Chueh et al. [40] the basic result of Weinberger [38] is rederived and slightly sharpened. In addition it follows from the results of [40] that the convexity condition (C) stated in the Introduction is optimal. In [41] Weinberger's result is extended to gradient dependent nonlinearities, using the form (Tg,) of the tangency condition. In this paper nonlinear boundary conditions and noncylindrical domains are considered, but there are no existence results. Reference [39] contains a proof of Theorem 1 in the case of the Dirichlet boundary conditions, under the growth condition (Gl), and under hypothesis (Tg,). Finally, [42] contains a direct proof of Theorem 3 for the case of growth condition (Gl) and hypothesis (Tg,). The existence results in [39, 421 are obtained by means of a Leray-Schauder degree argument. They depend very heavily on a priori estimates for quasilinear elliptic and parabolic systems as they are given (for Dirichlet boundary conditions) in [16] . However, these a priori estimates are not easily available in the case of non-Dirichlet boundary conditions. Our approach has the advantage that we do not rely on these estimates but we deduce the needed estimates directly. In addition we can admit the growth condition (G2) which is not covered by the other authors.
