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ABSTRACT
The non-invasive differential diagnosis of breast masses through ultrasound imag-
ing motivates the following class of elastic inverse problems: Given one or more
measurements of the displacement field within an elastic material, determine the ma-
terial property distribution within the material. This thesis is focused on uncertainty
quantification in inverse problem solutions, with application to inverse problems in
linear and nonlinear elasticity.
We consider the inverse nonlinear elasticity problem in the context of Bayesian
statistics. We show the well-known result that computing the Maximum A Posteriori
(map) estimate is consistent with previous optimization formulations of the inverse
elasticity problem. We show further that certainty in this estimate may be quantified
using concepts from information theory, specifically, information gain as measured by
the Kullback-Leibler (K-L) divergence and mutual information. A particular chal-
lenge in this context is the computational expense associated with computing these
quantities. A key contribution of this work is a novel approach that exploits the
mathematical structure of the inverse problem and properties of conjugate gradient
method to make these calculations feasible.
A focus of this work is estimating the spatial distribution of the elastic nonlinearity
vii
of a material. Measurement sensitivity to the nonlinearity is much higher for large
(finite) strains than for smaller strains, and so large strains tend to be used for such
measurements. Measurements of larger deformations, however, tend to show greater
levels of noise. A key finding of this work is that, when identifying nonlinear elastic
properties, information gain can be used to characterize a trade-off between larger
strains with higher noise levels and smaller strains with lower noise levels. These
results can be used to inform experimental design.
An approach often used to estimate both linear and nonlinear elastic property
distributions is to do so sequentially: Use a small strain deformation to estimate
the linear properties, and a large strain deformation to estimate the nonlinearity.
A key finding of this work is that accurate characterization of the joint posterior
probability distribution over both linear and nonlinear elastic parameters requires
that the estimates be performed jointly rather than sequentially.
All the methods described above are demonstrated in applications to problems
in elasticity for both simulated data as well as clinically measured data (obtained in
vivo). In the context of the clinical data, we evaluate repeatability of measurements
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1.1 Inverse elasticity problem
In applications ranging from medical diagnosis (Goddi et al., 2012) to geophysics
(Bui-Thanh et al., 2012) to sound propagation (Colton and Sleeman, 1983) it is of
interest to determine the underlying elastic properties of an inhomogeneous medium.
However, while one can often measure how a medium responds to a stimulus, the
point-wise variation of the inhomogeneous elastic properties are generally not directly
measurable. The mathematical framework of inverse problems allows us to estimate
the underlying elastic properties of a medium based on measurements of the medium’s
response to a stimulus. Doing so requires a mathematical model that describes the
medium’s response to a stimulus in terms of its underlying properties. The problem
of finding a medium’s response when given its properties is a forward problem, while
the problem of finding a medium’s properties when given its response is an inverse
problem. It is of interest not only to estimate a material’s elastic parameters but also
quantify and describe the uncertainty of those estimates.
1.2 Illustrative toy example
We consider an illustrative example to better understand the issues at play when
solving an inverse elasticity problem. We consider a one dimensional bar which is
subjected to a normal stress of σ (known exactly). We begin by solving the forward
2
problem, namely:
Consider a 1D elastic bar consisting of Nel elements. Label the elements 1,2,...,Nel.
Element j has compliance Sj and endpoints Xj−1 and Xj = Xj−1 + h. The bar is
subject to known stress σ. The end X0 is fixed so that the displacement there, u0, is
zero. Find the distribution of displacements uj.










If Sk = S0(1 + nk); where nk is a small perturbation, then
uj = σS0Xj + σS0h
j∑
k=1
nk ≈ σS0Xj(1+ < n >). (1.2)
Here < n > represents the average of the perturbations. We note that the magnitude
of the noise in the solution is independent of the discretization, the the normalized
magnitude of noise in the displacements will be the same as in the compliance.
Let us now consider the inverse problem: given (noisy) measurements of the dis-
















Here, uL = εL is the overall deformation. We note that here the noise in the estimate
is noticeably dependent on the discretization and is amplified by a factor of L/h,
which for sufficiently fine mesh is >> 1 as the overall size of the problem will be
orders of magnitude greater than the size of a single element. Thus, a small amount
of noise in the displacement can lead to a large amount of noise in the modulus
estimate. Also, small changes to the discretization can lead to noticeable changes in
the result. This lack of stability is a well known issue in inverse problems and leads
to the acute need to effectively quantify the uncertainty in the resulting solutions.
3
1.3 Uncertainty in a probabilistic context
In order to characterize uncertainty, we make use of probability theory. Since for
any given set of data we obtain a single reconstruction, it would not make sense
for us to think of the uncertainty as a mean deviation from a true parameter value.
Thus, instead of viewing the problem of uncertainty quantification in the classical
frequentist framework, we instead choose to interpret the problem in the Bayesian
framework. In the Bayesian interpretation of probability, the probability of an event
is defined by one’s degree of belief in that event. One’s initial belief is described as the
“prior" and the probability distribution after the prior has been augmented with data
is called the “posterior". Thus, in the Bayesian context, the uncertainty of a quantity
is defined by our lack of confidence in said quantity. Generally more data improves
our estimates and decreases our uncertainty. The information gained from data and
its effect on uncertainty is quantified in the context of information theory. A brief
mathematical overview of Bayesian statistics and information theory is presented in
Chapter 2.
1.4 Sources of uncertainty
As mentioned in (DeVolder et al., 2002; Kennedy and O’Hagan, 2001) there are several
sources of uncertainty. Four of the sources of uncertainty mentioned in (Kennedy and
O’Hagan, 2001) are applicable to our problem. These are:
1. Model inadequacy: The physical model chosen may not perfectly describe the
observed behavior of the underlying material. For example, in truth the material
may not be behaving purely elastically and may not be described by the chosen
parameters and constitutive model.
2. Residual variability: We might expect that if the same measurements were
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performed on the same subject, and the same computational procedure were
applied to those measurements, then we should get the same results. In practice,
however, this is not the case. This lack of repeatability may be due to the
fundamentally stochastic nature of the measurement or computation, or it may
be due to the physical or computational model being under defined.
3. Parameter uncertainty : We are likely introducing errors into our solution by our
choice of processing parameters. These parameters include both single values,
such as the magnitude of the noise and mesh size, or mathematical formulations,
such as the form of the prior term. The uncertainty maybe due to both the fact
that we are treating fundamentally stochastic values as constant, and that we
are not specifying some parameters that are required to properly determine the
solution.
4. Observation Errors: As mentioned previously, the observed measurements are
likely noisy.
In this work, we will focus on the second and third sources of uncertainty though
the other sources will also be discussed. We note, also, that while this work does
not explicitly consider the uncertainty introduced by discretization, that subject is
addressed in several works such as (Bui-Thanh et al., 2013; Wilcox et al., 2015;
Girolami et al., 2021; Capistrán et al., 2021).
1.5 Application: linear and non-linear elasticity maps in dif-
ferential diagnosis of breast masses
The desire to be able to understand and quantify the elastic properties of human
tissue has a long history. Palpation as a diagnostic technique is described as far back
as an ancient Egyptian papyrus (Bamber et al., 2013). More recently, the field of
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elastography has emerged as a noninvasive visual analog to palpation (Parker et al.,
2010). In elastography, the tissue is mechanically disturbed and an imaging modality
is used to observe the tissue’s response. In some approaches, the equations of elasticity
are then solved in order to obtain a mechanical property distribution.
The solution of the inverse elasticity problem is applied to aid in the diagnosis of
breast cancer (Goddi et al., 2012). Breast cancer is an unfortunately prevalent health
issue. It is the second most common form of cancer in US women, after skin cancer,
accounting for one-third of instances of cancer in US women (DeSantis et al., 2014).
More than one out of every eight US women is expected to develop breast cancer over
the course of her lifetime (DeSantis et al., 2014). Breast cancer is also the second
leading cause of cancer deaths among US women, after lung cancer (DeSantis et al.,
2014). Since breast tumors often present as stiff lumps (Walker, 2001; Goddi et al.,
2012), it is natural to study their mechanical behavior and properties.
The fact that a tumor often presents as a stiff lump is likely due to the desmoplastic
effect (Walker, 2001). Desmoplasia is the formation of excessive connective tissue
(stroma) surrounding an invasive tumor (Barsky et al., 1982). Initially, it was thought
that desmoplasia represented the condensation of pre-existing collagen (Jackson and
Orr, 1957). It is currently believed that the collagen is synthesized in the process of
tumor formation and growth (Barsky et al., 1982). The reason for this synthesis is
unknown but two main hypotheses exist in the literature.
One hypothesis is that the process of desmoplasia is due to the body’s natural
process of wound healing. Kalluri and Zeisberg claim that tumors are like “wounds
that do not heal" (Kalluri and Zeisberg, 2006). Thus, it is conceivable that the body
responds to a tumor the same way it responds to any wound, i.e. by recruiting fibrob-
lasts to increase ECM (extracellular matrix) production. This behavior is consistent
with how the desmoplastic effect is observed..
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Another hypothesis is that desmoplasia is due to paracrine signaling, where cancer
cells send signals to the surrounding tissue to change its behavior in preparation
for invasion (Bissell et al., 2002). In (Shao et al., 2000), experimentation on mice
suggested that PDGF (platelet driven growth factor) secreted by tumor cells is the
major initiator of tumor desmoplasia.
There are several difficulties associated with studying desmoplasia. The first dif-
ficulty is that desmoplasia is almost an exclusively human phenomenon, occurring
rarely either in wild type or in xenograft animal models (Walker, 2001). Shao et
al. (Shao et al., 2000) hypothesized that this was due to the tumors’ rapid growth
rate overwhelming paracrine responses in the stroma. Another difficulty associated
with studying desmoplasia is the fact that it is neither a necessary nor a sufficient
condition for malignancy, being present in some benign tumors and absent in some
malignant tumors (Shao et al., 2000).
We quantify the tissue’s linear stiffness distribution by reconstructing the linear
elastic shear modulus µ. Breast tissue can also exhibit nonlinear behavior when
highly deformed. In fact, a small pilot study (Goenezen et al., 2012) suggests that
elevated nonlinearity is linked with malignancy. This link between nonlinearity and
malignancy is likely caused by the differences in fiber morphology between benign
and malignant tissue. Images of collagen fibers like those found in (Falzon et al.,
2008) and (Egeblad et al., 2010) clearly show that the collagen fibers in tissue from a
malignant tumor tend to be straight, while the collagen fibers taken from other types
of tissue tend to be wavy. In (Liu et al., 2017) a material model for the behavior
of fiber families is developed and used to show that the observed difference in fiber
morphology would lead to the observed rise in nonlinearity. The exact reason for the
straightening of collagen fibers in and around malignant tumors is unknown. It is
hypothesized that the straightening occurs due to an increased number of covalent
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cross-links catalyzed by enzymes which are synthesized in the process of tumor growth,
and by the hypoxia that occurs in the late stages of tumor development (Egeblad et al.,
2010). It is not known whether the straightness of the collagen fibers contributes to
malignancy, but it has been observed that they could promote metastasis and act like
“invasion highways" (Egeblad et al., 2010).
In this study, we focus on the goal of reconstructing the linear elastic modulus
and the elastic nonlinearity from data obtained from in vivo compression of human
breast.
1.5.1 Clinical study description
This study is performed in collaboration with M. Fatemi (Mayo Clinic), T. J. Hall
(University of Wisconsin) and A. A. Oberai (Rensselaer Polytechnic Institute / Uni-
versity of Southern California). A full description of the methods of clinical data
acquisition is provided in section II(A,B,C) of (Gendin et al., 2021). We provide a
brief summery of these methods here for the sake of completeness.
Female subjects with at least one suspicious breast lesion were imaged by our col-
laborators at the Mayo Clinic. The study is performed in accordance with the relevant
guidelines and regulations as approved by the Mayo Clinic Institutional Review Board
(IRB). Informed consent is obtained from the subjects prior to their participation in
the study. This consent is documented in writing on IRB approved forms. The scans
are performed in vivo while the patient is in the supine position. A custom built
uniaxial compression device is used to gently compress the breast to sufficient strain
(about 20%) in order to study the nonlinear behavior of breast tissue. RF ultrasound
data is acquired using plane wave imaging while a ramp and hold compression is
applied.
The RF ultrasound data, obtained at the Mayo Clinic, is analyzed by our collab-
orators at the University of Wisconsin. A 2D block matching algorithm is used to
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obtain subsample level displacement fields. Further details on the method of displace-
ment estimation are provided in (Jiang et al., 2006) and (Jiang et al., 2007). The
displacement fields were then used as inputs in our work to reconstruct mechanical
stiffness and nonlinearity.
Several assumptions and simplifications are made in our process of reconstruction.
Since ultrasound imaging collects data in a single plane, an assumption is made in or-
der to reduce the problem from 3D to 2D. There are two classical 2D models of elastic
behavior, plane stress and plane strain. In plane strain, the material is constrained in
the out of plane direction preventing out of plane deformations, while in plane stress
the material is unconstrained in the out of plane direction and an assumption is made
that there are no loads in the out of plane direction. Since the breast tissue is neither
loaded nor constrained in the out of plane direction, the plane stress approximation
is used. Due to the high level of noise in the lateral displacements relative to the
axial displacements, only the measured axial displacements are used to perform our
reconstructions. The computational model for the breast tissue deformation is based
on the following boundary conditions. The axial displacements on all surfaces of the
boundary are prescribed to equal the measured axial displacements on the boundary.
The lateral displacement is prescribed only at one point, to prevent rigid body mo-
tion. These boundary conditions correspond to the case of unconfined compression
between two surfaces, where the displacement of the medium is prescribed in the axial
direction but the tissue is free to slip and expand in the lateral direction.
1.5.2 Uncertainty in modulus estimates
In reconstructing the elastic properties of the tissue we come up with values of linear
and nonlinear elastic modulus that are the “best fit" to the data we have. In prior
work, we made no comment as to the quality of that best fit. Thus, the need exists
to study and quantify the uncertainty in our reconstructions. This uncertainty quan-
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tification is especially important if our reconstructions are to be used for diagnostic
purposes, as providing error bounds on our reconstruction would contextualize how
trustworthy the obtained parameter estimate is.
In this context, we consider two of the uncertainties described in section 1.4. One
is the so called “parameter uncertainty". In quantifying this uncertainty we answer
the question: given a measurement and its uncertainty, what may we infer from that
measurement and with what confidence? Another source of uncertainty was termed
in section 1.4 as “residual uncertainty". This is a measure of the uncertainty (i.e.
randomness) in the measurement system or protocol itself. One measure of that
uncertainty is repeatability of the measurement, and this is evaluated in Chapter 5.
1.6 Prior work
Before proceeding, we provide a brief overview of the work that has been done on the
subject.
1.6.1 Uncertainty quantification in inverse problem solutions
The Bayesian approach to inverse problems has become very active recently. An in-
depth overview of Bayesian approaches to formulating and solving inverse problems
is presented in (Stuart, 2010; Tarantola, 2005).
Much work has been done on the choice of priors. In (Cotter et al., 2010), the au-
thors look at the effect that different priors have on the ill-posed nature of the inverse
problem. In (Malinverno and Parker, 2006), the authors look into what information
has to be provided in the prior and what “prior" information can be estimated from
the data. The theory of Gaussian priors is laid out in (Knapik et al., 2011) and a
theoretical framework for considering Gaussian and Laplacian priors in the context
of Gaussian random fields laid out in (Lindgren et al., 2011). In (Bruder and Kout-
sourelakis, 2018), rather than assuming the physical elasticity model to be perfectly
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correct, the authors view it as part of the prior, thus allowing them the opportunity
to quantify uncertainties due to the model as well as the data and the methods.
A particular benefit of the Bayesian view of inverse problems is the fact that it pro-
vides an opportunity to quantify the uncertainty through calculating the covariance
operator. Since the direct calculation of the covariance is prohibitively expensive,
works like (Flath et al., 2011) and (Bui-Thanh et al., 2013) utilize the ill-posedness
of the inverse problem to express the posterior covariance operator as a low rank
update to the prior. The approach from (Flath et al., 2011) was implemented in the
hIPPyLib framework described in (Villa et al., 2018). There the low-rank approxima-
tion of the posterior covariance is computed as a post-process to solving the inverse
problem.
The Bayesian approach to inverse problems is popular in the discipline of geo-
physics. In (Malinverno and Parker, 2006) both a Bayesian and a non-Bayesian
approach to estimating sub-surface geophysical parameters and their uncertainties
were implemented. The authors find that despite differences in implementation, the
two approaches produce nearly identical results when working from the same assump-
tions (though the authors do note that this may be due to the relatively well posed
nature of their problem). In (Bui-Thanh et al., 2012) the methods of Bayesian inverse
problems are used to analyze seismic wave propagation.
The methods of Bayesian inverse problems have also been applied to the inverse
elasticity problem of reconstructing the material stiffness. Among the earliest works
to do so was (Koutsourelakis, 2012). The Bayesian approach was used to set up and
solve the inverse elasticity problem for simulated data both with and without noise,
however, the results were not used to quantify the uncertainty in the stiffness estimate.
In (Bruder and Koutsourelakis, 2018) the inverse elasticity problem is solved and
uncertainty is quantified for simulated data, where the uncertainty estimate includes
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both model error and data noise.
At first glance, the Bayesian inverse problem is incredibly simple. For a given set
of measurements, one can, with relative ease, evaluate the probability that a specific
parameter distribution gave rise to said measurements. Evaluating the posterior at
every point in the high dimensional space of admissible parameter distributions is,
however, impractical. Nevertheless, it is still of interest to characterize the behavior
of the posterior.
The simplest approach to characterizing the posterior is to use the Laplace approx-
imation. In this approach, the posterior is approximated as Gaussian, and thus can
be fully characterized by the maximum a posteriori (MAP) parameter distribution
and the covariance (defined by the inverse Hessian). Such an approach is employed
in (Bui-Thanh et al., 2013; Saibaba et al., 2020; Chang et al., 2014; Fatehiboroujeni
et al., 2020; Cui et al., 2016). The resulting approximate posterior is also simple to
sample.
Alternatively, the full posterior can be characterized by drawing samples from
it. Though computationally straight forward, this approach runs into issues as the
space of admissible parameter distributions is very high dimensional. Hence a large
number of samples is necessary and the sampler is likely to spend a large amount
of time in regions of low posterior probability. In (Petra et al., 2014), a Langevin
algorithm is used to guide the sampler to regions of higher acceptance. The posterior
at every sample location is treated as locally Gaussian defined by the local gradient
and a constant Hessian. For the sake of computational tractability, the Hessian is not
reevaluated at every sampling location. Instead the Hessian at the MAP is used at
every point. In (Bardsley et al., 2020), a “Randomize then Optimize" approach was
used, where samples from the posterior are drawn by solving perturbed optimization
problems. In (Chen and Ghattas, 2020), samples are first drawn from the prior. The
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fact that the posterior differs from the prior in a low dimensional subspace is then
used to update the prior samples into posterior samples based on the gradient of
the likelihood. In (Vigliotti et al., 2018) a “Nested Sampling" algorithm is used to
effectively sample the high dimensional space of the posterior. The resulting posterior
for the problem in question (evaluating the elastic properties of a notched specimen
under uniaxial tension) is not Gaussian. The likelihood in this case was found to be
multi modal, with the number of modes increasing as data became more sparse. In
(Zou et al., 2019), a Gibbs sampler was used to sample the posterior. The sampler
allowed for generalization to cases where the nature of the data noise is complicated
or non-Gaussian.
Whether the Laplace approximation is used or the posterior is sampled, charac-
terizing the posterior often requires evaluation of the MAP point and the Hessian at
it.
Several optimization methods have been proposed to evaluate the MAP point. In
(Saibaba et al., 2020), a Krylov subspace method called Golub-Kahan is employed. In
(Li, 2015), a Karhunen-Loève representation is used to construct the MAP estimate
out of eigenvectors of the prior Hessian. Among the most popular methods of finding
the MAP is Newton-CG. Some examples of the use of this method are (Ambartsumyan
et al., 2020; Bui-Thanh et al., 2013; Chen et al., 2017; Fatehiboroujeni et al., 2020).
While finding the Hessian at the MAP point is of interest, direct computation
of the Hessian is computationally intractable. In order to compute the Hessian, one
can take advantage of the fact that the data part is generally low rank. In (Saibaba
et al., 2020), the Krylov basis obtained in the process of evaluating the MAP point
is used to construct an approximate Hessian. In (Ambartsumyan et al., 2020), the
Hessian is constructed hierarchically out of low rank updates to sparse or diagonal
blocks. A commonly used approach to evaluating the Hessian is described in (Flath
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et al., 2011). This approach is utilized in (Bui-Thanh et al., 2013; Cui et al., 2016;
Villa et al., 2019; Spantini et al., 2015). The Hessian is constructed in a post-process
to finding the MAP point, where a Lanczos method is used to compute the dominant
eigenvalues and eigenvectors, which are then used to construct an approximation to
the full Hessian as a low rank update to the prior Hessian.
Once the approximate posterior is characterized, questions still remain about it.
Two such questions are: how informative was the data that led to the posterior,
and how well does the approximate posterior fit the full posterior? To answer these
questions a metric for the posterior distribution is necessary. (Spantini et al., 2015)
advocates for the use of a sum of functions of eigenvalues in evaluating an approxi-
mate posterior and selecting an optimal approximation. A commonly used example of
such a metric is the Kullback-Leibler divergence (also known as “information gain").
It should be noted that Kullback-Leibler divergence is not strictly a norm as it is
not symmetric and does not necessarily satisfy the triangle inequality. It is, however,
commonly used in the literature and has a convenient interpretation in the context
of information theory. In (Chen and Ghattas, 2020), the Kullback-Leibler divergence
is used to select the optimal approximation to the posterior, which is then used to
update the samples. In (Saibaba et al., 2020), the information content of the measure-
ments is quantified by evaluating the Kullback-Leibler divergence between the prior
and posterior distributions. The approximate and true posterior distributions are
compared by evaluating the Kullback-Leibler divergence between them. In (Alexan-
derian, 2020; Alexanderian et al., 2021), the Kullback-Leibler divergence is used to
select the optimal measurement locations in order to maximize information gain.
In characterizing the posterior, it is often of interest to obtain the MAP point
and the Hessian at it. Once an approximation to the posterior is obtained, Kullback-
Leibler divergence can be used in order to quantify the information content of the
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measured data as well as evaluate the quality of the posterior approximation.
1.6.2 Elastic modulus inverse problems in breast cancer imaging
Elastography on breast tissue has been performed using various imaging modalities,
including MRE1 and ultrasound based elastography.
Most of the early work on elastography used ultrasound and focused on creat-
ing images of strain2. In (Zhi et al., 2007) the authors claim that ultrasound strain
elastography was found to be as effective at diagnosing breast tumors as mammog-
raphy though the authors acknowledge that ultrasound strain elastography has more
difficulty then mammography diagnosing early stage cancer. The fact that strain
elastography is able to provide a real time picture of the behavior of the tissue makes
it a powerful tool that has been widely studied in clinical applications3.
Another popular approach to the recover the mechanical properties and behavior
of breast tissue is to induce a shear wave in the tissue and observe how the wave
propagates in order to recover the elastic properties of the tissue. In a technique
called vibro-acoustography, an ultrasound beam, is used to vibrate the tissue using
an acoustic radiation impulse force, and the response of the tissue is used to infer
its mechanical properties4. In shear wave elastography (SWE), an acoustic radiation
force is used to excite a shear wave pulse in the tissue. The wave speed is then
measured and used to recover the elastic linear shear modulus5. In MRE, the tissue
is vibrated at a constant frequency; the vibration pattern (e.g. local wavelength) is
used to infer tissue properties (McKnight et al., 2002).
1(Muthupillai et al., 1995; Mariappan et al., 2010; Sinkus et al., 2000; McKnight et al., 2002;
Sinkus et al., 2007)
2(Ophir et al., 1991; Garra et al., 1997; Hiltawsky et al., 2001; Hall et al., 2003; Bamber et al.,
2002)
3(Giuseppetti et al., 2005; Yoon et al., 2011; Burnside et al., 2007; Thomas et al., 2006; Itoh
et al., 2006)
4(W Urban et al., 2011; Alizad et al., 2014; Mehrmohammadi et al., 2014; Alizad et al., 2014)
5(Athanasiou et al., 2010; Chang et al., 2011; Cosgrove et al., 2012; Evans et al., 2012b; Tanter
et al., 2008; Gweon et al., 2013; Evans et al., 2012a; Berg et al., 2012)
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As mentioned, the use of elastography as a diagnostic tool for detecting breast
cancer is motivated by the fact that breast tumors are often stiffer than normal tissue
(Sarvazyan, 2001). More so, malignant tumors have generally been found to be stiffer
than benign tumors (Krouskop et al., 1998; Berg et al., 2012). However, a noticeable
overlap in stiffness has been found between malignant and benign tumors6. In order to
differentiate between malignant and benign tumors, it has been proposed to consider
elastic nonlinearity (Goenezen et al., 2012). The fact that the elastic behavior of tissue
is nonlinear (the behavior depends on the magnitude of the deformation) has been
found in many studies7. Among the earliest work to deal with elastic nonlinearity
is that of (Skovoroda et al., 1999). In that work, the authors consider large strains
but still use a linear (neoHookean) model. In (Nitta and Shiina, 2002) the authors
visualize the derivative of the elastic modulus. In (Ferreira et al., 2012; Gokhale
et al., 2008; Goenezen et al., 2011; Goenezen et al., 2012; Mehrabian et al., 2010),
breast tissue is modeled by a nonlinear hyperelastic (Veronda-Westmann) model. In
(Ferreira et al., 2012), the theoretical solvability and uniqueness of the nonlinear
elastic inverse problem is evaluated. In (Gokhale et al., 2008) and (Goenezen et al.,
2011), the nonlinear elasticity problem is solved for simulated example data. In
(Mehrabian et al., 2010) reconstructions of elastic nonlinearity are performed based
on data obtained from a tissue mimicking phantom. In (Goenezen et al., 2012) the
elastic nonlinearity was evaluated for a small cohort of clinically measured subjects.
1.7 Outline of the thesis
The structure of the rest of this thesis is as follows: In Chapter 2, we formulate an in-
verse elasticity problem from both a deterministic and Bayesian point of view. We also
6(Barr and Zhang, 2012; Tozaki and Fukuma, 2011; Youk et al., 2013; Lee et al., 2013a; Lee
et al., 2013b)
7(Krouskop et al., 1998; Hall et al., 2003; Skovoroda et al., 1999; Varghese et al., 2000; Erkamp
et al., 2002; Erkamp et al., 2004)
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discuss the fundamentals of information theory that allow for evaluation of certainty
gained from our measurements and model. In Chapter 3, we propose an efficient
method to solve the inverse problem and quantify the uncertainty in the obtained
solution. The proposed method is applied to both simulated and measured data. In
Chapter 4, we compare various approaches to evaluating the elastic nonlinearity. We
formulate these approaches in terms of the form of the posterior distribution. The
resulting solutions are considered in the context of information gain and are used to
comment on the factors that must be considered in experimental design. In Chapter
5, we consider the uncertainty in our methods, both experimental and computational,





In this chapter we present a formulation of the inverse problem for a linear elastic
incompressible material deforming in accord with the plane stress approximation.
Nonlinear material models will be described later, in chapter 4.
2.1 Mathematical model for plane stress, linear incompress-
ible elasticity
The fundamental conservation equation of elasticity is the Cauchy momentum equa-
tion. With zero body forces and quasi-static loading, the equation has the form
∇ · σ = 0. (2.1)
Here, σ is the Cauchy stress.
For a linear, elastic, incompressible material under plane stress, the constitutive
equation relating displacement to stress is
σ = µ
(
2(∇ · u)I +∇u + (∇u)T
)
. (2.2)
It is important to note that equation (2.2) is in two dimensions rather than three.
Here, u is the displacement,µ is the linear shear modulus, and I is the 2× 2 identity
tensor. By combining equations (2.1) and (2.2), we may write:
∇ ·
[(






For a given distribution of shear modulus and proper boundary conditions, the solu-
tion of (2.3) determines the displacement u.
2.2 Deterministic inverse problem formulation and fundamen-
tal equations
For a physical system we wish to find the spatial distribution of parameter m (be-
longing to the Hilbert space M), that best fits the (noisy) measured state ũ. For
the case of elasticity, m is the material parameter of interest (here µ, but later we
will seek to recover a nonlinear parameter, γ) and the state is the displacement. We
formulate this problem as a constrained optimization problem. That is, we wish to








The connection between the sought parameter m and the measurable state u is
through the constraint equation (2.3), which is here written abstractly in weak form
as:
Given m, find u such that ∀ŵ ∈ W :
a(ŵ,u;m) = l(ŵ). (2.5)






2(∇ · u)I +∇u + (∇u)T
)
m dΩ (2.6)
In equations (2.4) and (2.5), u ∈ U is the state corresponding to parameter m, U
is the Hilbert space of states, (·, ·) is an inner product, R(·, ·) is the regularization
1We will formulate the problem of nonlinear elasticity in Chapter 4
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functional which smooths the solution and ameliorates the ill-posed nature of the
inverse problem, W is the space of admissible variations in the state, a(·, ·; ·) is a
functional which we will assume is linear in every argument, and l(·) is a linear
functional. The functional R is symmetric, linear in both arguments, and positive
definite.
The state found in equation (2.5) is subject to Dirichlet boundary conditions,
where the axial displacements are set to be equal to the measured axial displacements
on the boundary.
2.2.1 Forward and adjoint problems
We define the forward problem as physical constraint equation presented in (2.5).
Here we note that a(·, ·; ·) is linear in every argument and the functional l :W → IR
is also linear. Thus we have:
a(c1w1 + c2w2,u;m) = c1a(w1,u;m) + c2a(w2,u;m) (2.7)
a(w, c1u1 + c2u2;m) = c1a(w,u1;m) + c2a(w,u2;m) (2.8)
a(w,u; c1m1 + c2m2) = c1a(w,u;m1) + c2a(w,u;m2) (2.9)
l(c1w1 + c2w2) = c1l(w1) + c2l(w2). (2.10)
Equation (2.5) is called the “forward problem"; it represents a weak form of the
physical constraint equation, in this case the linear elasticity equation. Solving (2.5)
determines u given m.
Next we define the “adjoint problem", which defines an adjoint variable w and
relates it to the mismatch between the obtained state and the measured state.
Given u, ũ, and m, find w ∈ W such that ∀ û ∈ W ,
a(w, û;m) + (û,u− ũ) = 0. (2.11)
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Equation (2.11) is the adjoint problem. It should be viewed as a problem for w
given m, where u is obtained from the forward problem (2.5). Next we derive the
incremental form of the forward and adjoint equations.
2.2.2 Incremental problems
The incremental problems describe how the state and adjoint variables respond to
small perturbations of the parameter. To do so we apply a perturbation to the
material parameter, m in the form:
m = m0 + εδm. (2.12)
This results in perturbations of u and w in the form:
u = u0 + εδu (2.13)
w = w0 + εδw. (2.14)
Here m0, u0, and w0 are parameter, state, and adjoint variables that satisfy (2.5) and
(2.11). For all future equations we will neglect the zero subscript as m and m0 will
never appear in the same equation thus there will be no confusion between them. The
value ε is a small scalar that describes the magnitude of the perturbations as small.
δm, δu, and δw describe the directions of the perturbations. Applying (2.12-2.14) to
(2.5) gives
a(ŵ,u;m) + εa(ŵ, δu;m) + εa(ŵ,u; δm) +O(ε2) = l(ŵ) ∀ŵ ∈ W . (2.15)





to obtain the incremental forward problem:
Given m, u, and δm, find δu such that, ∀ ŵ ∈ W :
a(ŵ, δu;m) + a(ŵ,u; δm) = 0. (2.16)
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Given δm, the solution of (2.16) is the change in the state u in response to a per-
turbation in the parameter m. Equation (2.16) should be viewed as an equation to
solve for δu given m and δm, after having obtained u from (2.5). Next we substitute
(2.12 - 2.14) into (2.11)
a(w, û;m) + εa(δw, û;m) + εa(w, û; δm) + (û,u− ũ)u + ε(û, δu)u = O(ε2) ∀û ∈ U .
(2.17)
Applying (2.11) to (2.17) and taking d
dε
(2.17)|ε=0, as above, gives us the incremental
adjoint problem:
Given m, w, δm, and δu, find δw such that ∀ û ∈ W :
a(δw, û;m) + a(w, û; δm) + (û, δu)u = 0. (2.18)
Equation (2.18) describes the response of the adjoint variable w to a perturbation
in the parameter, m. Equation (2.18) should be viewed as an equation for δw for a
given m and δm, after having obtained w from (2.11). Next, we will use the obtained
equations to derive expressions for the action of the gradient and the Hessian.
2.2.3 Gradient and Hessian action
We define the action of the gradient in the direction δm1 as the Gateaux derivative of
the objective functional defined in (2.4). We will use the regularization operator R(·, ·)
as an inner product over parameter space. We assume there is a Frechét derivative





= (u− ũ, δu1) +R(m, δm1)
(2.11)
= R(m, δm1)− a(w, δu1;m)
(2.16)
= R(m, δm1) + a(w,u, δm1).
(2.19)
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Equation (2.19) is written to explicitly depend on the direction of action δm1. We
note that having solved the forward and adjoint problems at a given m, no further
differential equation solutions are necessary to evaluate the gradient action in any
direction δm1.




R(G[m + εδm2], δm1)|ε=0
= R(δm1, δm2) + a(δw2,u; δm1) + a(w, δu2; δm1).
(2.20)
Here δu1,δu2, δw1, and δw2 are the directions of state and adjoint variable updates
corresponding to the respective parameter update directions. Applying (2.16) and
(2.18) to (2.20) obtains an alternative expression for the Hessian action
H[m](δm1, δm2) = R(δm1, δm2)− a(δw2, δu1;m)
− a(δw1, δu2;m)− (δu1, δu2)u.
(2.21)
From (2.21) we see that the Hessian operator is symmetric. We note that having
solved the forward, adjoint, and incremental problems for a given parameter and
update direction, no further differential equation solutions are required to compute
the Hessian action.
If we consider H[m](δm, δm) based on (2.20) and then apply (2.16) and (2.18) to
it, we then obtain
H[m](δm, δm) = R(δm, δm) + (δu, δu)u + 2a(w, δu, δm). (2.22)
From (2.22) we note that, while the Hessian is not necessarily positive definite, it can
be made more positive by increasing the weight of the regularization term.
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2.2.4 Special Case: u = ũ
Let us consider the special case, when the measured state has no noise and thus exactly
matches a state produced by solving (2.5) at the correct modulus distribution, m.
Thus the adjoint problem becomes
a(w, û;m) = 0 ∀û ∈ U . (2.23)
Assuming our adjoint problem is well posed, (2.23) implies that w = 0. This alters
our incremental adjoint equation to be
a(δw, û,m) + (û, δu)u = 0 ∀û ∈ U . (2.24)
The gradient in (2.19) becomes equal to the parameter.
R(G[m], δm1) = R(m, δm1) =⇒ G[m] = m. (2.25)
By taking (2.20) and applying (2.23),(2.16) and (2.24) we obtain an expression for
the Hessian in the special case provided here
H[m](δm1, δm2) = R(δm1, δm2) + (δu1, δu2)u. (2.26)
From equation (2.26) we can see that, in this special case, when the predicted state
and the measured state match perfectly, the Hessian is positive definite.
Summary: Computing the state, gradient, and Hessian of the cost function
Here we summarize how to compute the cost function, its gradient, and its Hessian
in chosen directions, at any given parameter value, m. Given m:
1. Solve the forward problem (2.5) for u.
2. Solve the adjoint problem (2.11) for w.
24
3. The gradient is given is given by (2.19), which may be computed in any chosen
direction, δm, without solving any addition boundary value problems.
4. Given a chosen parameter direction δm2, solve the incremental forward problem
(2.16) for the state update direction δu2.
5. Solve the incremental adjoint problem (2.18) for the adjoint update direction
δw2.
6. The Hessian action can be evaluated in any chosen direction, δm1, using (2.20)
without solving any additional boundary value problems.
2.2.5 Application to error estimates in deterministic inverse problems
Here we consider the problem of error estimation in the solution of a deterministic
inverse problem. The error we consider is that due to error in the measured displace-
ments, ũ. We suppose that displacement error magnitude is known or bounded a
priori, and hence seek to estimate the expected magnitude of the change to m due
to a change in ũ.
To find this relation, we begin by recalling the deterministic objective function,









We let m0 represent the parameter field that minimizes C[m; ũ0] for a given mea-
surement, ũ0, that is:
m0 = arg min
m
C[m; ũ0]. (2.28)
For m sufficiently near m0, we may approximate C[m; ũ0] by its quadratic approxi-
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mation:




We now consider an alternative measurement which is nominally identical to ũ0, but
corrupted by noise ñ, so that
ũ = ũ0 + ñ (2.30)































In the last step, we restricted our attention to the neighborhood of m0 and thus used
(2.29) to simplify.
The parameter distribution corresponding to the perturbed measurement ũ =
ũ0 + ñ is found by requiring (2.31) to be stationary with respect to m in every
arbitrary direction, δm̂, which leads to the equation:
H[m0](δm̂,m−m0)− a(wn,u0; δm̂) = 0 ∀δm̂ (2.32)
where: a(ŵ,u0;m0) = l(ŵ) ∀ŵ (2.33)
a(wn, ŵ;m0) = −(ñ, ŵ) ∀ŵ (2.34)
For a given ñ, equation (2.32) can be solved for the update m−m0. We can derive
a bound on ‖m −m0‖M in terms of the following continuity constants, all assumed
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to be positive and finite:
a(w,u;m) ≤ Cc‖w‖1‖u‖1‖m‖M , (2.35)
a(w,w;m0) ≥ cm‖w‖21, (2.36)
H[m0](δm̂, δm̂) ≥ λmin‖δm̂‖2M . (2.37)
(2.38)





Equation (2.39) shows that the sensitivity of the parameter reconstruction is domi-
nated by the smallest eigenvalue of the Hessian. We note further that the fact that
m0 is a strict minimum of C implies that λmin > 0.
2.3 Bayesian inverse problem
In this section we will consider the inverse problems in the framework of Bayesian
statistics. We will use this framework to interpret several facets of the problem and
to quantify the uncertainty in our parameter estimates. This section largely draws
on material presented in (Stuart, 2010),(Villa et al., 2018), and chapter 15 of (Press
et al., 1992).
We wish to evaluate our degree of confidence that a given parameter distribution
(m) results in the given measured state (ũ). In the Bayesian context, the degree
of confidence is quantified by the probability of m given ũ which can be written as
P(m|ũ). We will call P(m|ũ) the posterior. Applying Bayes’ theorem to the posterior
gives
P(m|ũ) ∝ P(ũ|m)P(m). (2.40)
Relation (2.40) has two parts; P(ũ|m) is called the likelihood, while P(m) is
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called the prior. The prior represents our knowledge and beliefs about the form of
the parameter before looking at the data. For example, if we knew that our parameter
must be everywhere point-wise positive, then we would set the prior probability of a
negative parameter to zero. Likewise if we believed that our parameter distribution
should be smooth, we would select a prior where smooth parameter distributions are
more probable than non-smooth distributions.
The second part of (2.40) is the “likelihood." The likelihood represents the form
of the mismatch between the measurement and the prediction made by our physical
model. The likelihood encompasses both model fidelity and random measurement
noise.
Let’s assume that the model is perfect that the noise in the measured data is
delta correlated Gaussian with zero mean. This implies that our likelihood has the
following form:
P(ũ|m) ∝ exp(− 1
2σ2u
||ũ− u(m)||2) (2.41)
Here, σ2u is the noise in the state as defined by the variance, we note that this form
implies the assumption that the noise is uniformly distributed..
An example of a prior distribution that is commonly used (Villa et al., 2018) is
the, so-called, Laplacian Prior
− 2 logP(m) = RLap(m,m) = γ(∇m,∇m) + δ(m,m) (2.42)
This prior implies the belief that the material parameter m is smooth and dominated
by a nominal background. The parameters δ and γ can be defined through the prior
variance σ2prior and the prior correlation length `(Lindgren et al., 2011; Villa et al.,
2018).2 A further discussion of the interpretation of different priors is presented in




We note that, having defined prescribed forms of the prior and likelihood, we have
essentially solved the Bayesian inverse problem as we are able to evaluate the posterior
probability for any parameter distribution. However, while solving the Bayesian in-
verse problem is relatively simple, interpreting the solution is non-trivial as evaluating
the posterior at every point in the high dimensional space of admissible parameter
distributions is likely untenable. However, it is still of interest to characterize the
behavior of the posterior.
One possible step in interpreting and understanding the posterior is to find the
point that maximizes the posterior probability. This parameter distribution is called
the maximum a posteriori (MAP) point and will be denoted by m̄,
m̄ = arg max
m
P(m|ũ). (2.43)
Since both our likelihood and our prior contain exponential functions, we define the
negative log of the posterior Π(m)
Π(m) ≡ − log(P(m|ũ)). (2.44)
We note that since log is monotonic, then maximizing the posterior is equivalent to




||ũ− u(m)||2 + 1
2
R(m,m). (2.45)
We note that the negative log posterior, defined in (2.45), is equivalent to the de-
terministic objective function from (2.4). This implies that solving our deterministic
inverse problem was equivalent to finding the most probable parameter distribution.
Also implied is the fact that the inner product in (2.4) should be defined through
scaling with the noise in the data. It should be noted also that every assumption
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made explicitly to obtain the expression for the negative log posterior function is
made implicitly in defining the deterministic objective function. These include the
assumption that the nature of the noise in the measurements is Gaussian and the
nature of the parameter as smooth and background dominated as encoded by the
regularization (which is viewed as a prior from a Bayesian perspective).
2.3.1 Interpreting the posterior
The simplest approach to interpreting the posterior is to approximate it as a Gaussian
distribution. This is called the Laplace approximation. To make this approximation,








Since the MAP point is an optimum, the gradient there is zero. Neglecting higher
order terms, we approximate our posterior as approximately Gaussian near the MAP
point
P (m) = exp(−Π(m)) ∝∼ exp(
1
2
H[m̄](m− m̄,m− m̄)) ∼ N(m̄, H−1[m̄]) (2.47)
Thus, near the MAP point, the posterior is approximately Gaussian with a mean at
the MAP point and a covariance defined by the inverse of the Hessian operator. A
Laplace approximation allows for the posterior to be fully defined by computing the
MAP point and the Hessian. The resulting approximate posterior is also simple to
sample from. A Laplace approximation is used in various sources in the literature
including (Bui-Thanh et al., 2013; Saibaba et al., 2020; Chang et al., 2014; Fatehi-
boroujeni et al., 2020; Cui et al., 2016). Even if the posterior is multimodal and thus
can not be effectively characterized through the Laplace approximation, it was shown
in (Petra et al., 2014) that knowledge of the MAP point and the Hessian there can
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aid in sampling the full posterior.
2.4 Methods of quantifying uncertainty
Having fully defined every part of our objective function, we can use its Bayesian
interpretation to quantify the uncertainty in our parameter estimate. In this section,
we derive and discuss the quantities that will be used to quantify the uncertainty and
information in our inverse problem solutions.
2.4.1 Point-wise variance and covariance in material property estimates
In general, the covariance of a spatially varying random valued material parameter
m at material locations X1 and X2 quantifies the joint variability of the two random
values by considering the average of the product of the variables’ deviations from










The variability of a random variable at any single position is defined by computing
the covariance of the variable at that position with respect to itself. This is called
the variance:
V ar[m(X)] = E[(m(X)− E[m(X)])2]
= E[m2(X)]− E2[m(X)].
(2.49)
If the problem is discretized, then the covariance between the discrete nodal values
of the parameter field can be formulated as a covariance matrix [Γ] which is defined
as
Γij = Cov[m(Xi),m(Xj)] ≈ [H−1]ij. (2.50)
31
Here, Xi represents the location of the ith node. The inverse of the discretized Hessian
matrix at the MAP point is an approximation for the nodal covariance matrix. This
comes from the fact that, after discretization, our Laplace approximation in (2.47)
will have the form
Π(m) ≈ Π(m̄) + 1
2
(m− m̄)TH (m− m̄). (2.51)
Here, underlines are used to signify vectors of nodal values such that [m]i = m(Xi).
Equation (2.51) has the form of a log of a multivariate normal. Thus, the diagonal
entries of the inverse Hessian can be interpreted as variances on the discrete nodal
values of the parameter. The off-diagonal entries of the inverse Hessian can be inter-
preted as the covariances between the parameter estimates at two different locations
in the material. Thus, by looking at how diagonally dominated the inverse Hessian is
we can comment on how correlated the modulus estimates in different locations are
with each other.
2.4.2 Quantifying certainty in terms of information
We can also consider uncertainty in the context of information theory. The derivations
that follow draw largely from chapter 2 of (Cover and Thomas, 2012). The bulk of
this subsection is comprised of definitions that are used to fully define the quantity
of information gain that will be used to quantify the certainty we have in our results.
Let us define the uncertainty of event X = x as a function of its probability
s(P(X = x)). We require that the uncertainty function s is zero for events of prob-
ability one and positive otherwise. We also require that the uncertainty of two in-
dependent events is a sum of their uncertainties. Specifically, we require that the
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uncertainty function has the property
s(P(X = x, Y = y)) = s(P(X = x)P(Y = y))
= s(P(X = x)) + s(P(Y = y)).
(2.52)
From our definitions we obtain an expression for the uncertainty function
s(P(X = x)) = − log(P(X = x)). (2.53)
Here, the base of the logarithm is arbitrary. By convention the base is chosen to be 2
or Euler’s number e. If the logarithm has base 2, the units of uncertainty are “bits".
If the natural logarithm is used, the units of uncertainty are “nats." We define entropy
(H) as the average uncertainty in evaluating a random variable




We note, that since the integrand in (2.54) is strictly non-negative, that entropy is
also strictly non-negative. We can extend definition (2.54) to distributions of multiple
variables and thus define the joint entropy of two random variables





− log(pX,Y (x, y))pX,Y (x, y)dydx. (2.55)
Similarly, we can define a conditional entropy













− log(pY |X(y|x))pX,Y (x, y)dydx
= EX,Y (− log(P(Y |X))).
(2.56)
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Combining (2.55) and (2.56) we obtain the relationship known as “chain rule"
H(X, Y ) = H(X) +H(Y |X). (2.57)
We note that joint entropy is symmetric (H(X, Y ) = H(Y,X)) but conditional en-
tropy is not symmetric (H(X|Y ) 6= H(Y |X)). Using the symmetry of joint entropy
and (2.57) we define a quantity called “Mutual Information"
H(X)−H(X|Y ) = H(Y )−H(Y |X) ≡ I(X, Y ). (2.58)
We note from (2.58) that the mutual information of any variable with itself is simply
the entropy of that variable.
We now define a quantity called the “Kullback-Leibler" (K-L) divergence. The
K-L divergence (D(p||q)) represents the “distance", or relative entropy, between two
pdf’s p(x) and q(x). K-L divergence can also be viewed as a measurement of the





We note that K-L divergence is not an actual measure of distance as it is not symmet-
ric and does not satisfy the triangle inequality. However, K-L divergence is strictly
non-negative and equals zero iff the two pdf’s are exactly equal. This fact is due to
the convex nature of the − log(·) function. We note also, that mutual information is
a special case of K-L divergence
I(X, Y ) = D(pX,Y ||pXpY ). (2.60)
Thus, mutual information is a measure of the inefficiency of assuming two variables
are independent when, in reality, they are dependent.
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If both pdf’s are multivariate-normal of dimension k, then the K-L divergence
between them can be explicitly defined through their means and covariances as is












K-L divergence can be used to quantify the information gained due to the data and
physical model by comparing the obtained posterior to the prior.
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Chapter 3
Computational Method for Efficient
Uncertainty Quantification
3.1 Introduction
As discussed in section 2.3.1, to effectively characterize the posterior distribution,
we need to compute the MAP point and the Hessian. In this chapter, we present a
computational approach to find the MAP point and evaluate the Hessian at almost
no extra computational cost.
3.1.1 MAP point computation
As stated in section 2, finding the MAP point involves solving a constrained optimiza-
tion problem. For the sake of the reader’s convenience, we reproduce the problem
here; these equations were originaly presented in (2.4) and (2.5).








subject to the constraint,
a(ŵ,u;m) = l(ŵ) ∀ŵ.
There are several approaches to solve optimization problems. These approaches
can generally be categorized by the order of derivative of the objective functional that
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must be evaluated.
If one does not wish to evaluate derivatives of the objective function one can use a
point (zeroth order) method. Examples of point methods include coordinate search,
Nelder-Meade, and simulated annealing (Nocedal and Wright, 2006). Point methods
are useful for problems with multimodal topology, as they do not get stuck in local
minima. They require a large number of function evaluations, however. To show that
a point method is not feasible for our problem let us consider a problem on a 100×100
grid (a typical size for clinical applications). For the sake of simplicity, let us allow
the parameter to take only values of 1 or 0 at each point. In order to evaluate all
possible values of the objective function we would need to perform 210,000 ≈ 103,000
function evaluations. For reference’s sake, there are “only" ∼ 1080 atoms in the
universe. In order to evaluate the cost function at a given m one must solve the
forward problem (2.5), a differential equation. After discretizing with k(= 10, 000
in the current example) nodes, solving the forward problem involves solving a linear
system of k equations with k unknowns.
In a gradient (first order) method, one uses evaluations of the gradient in order to
perform the optimization. With an adjoint method as described in (2.11) and (2.19),
the cost of evaluating the gradient at a given m is the solution of two differential
equations (the forward problem (2.5) and the adjoint problem(2.11)). If an adjoint
method is not employed and finite differences are used instead, then evaluation of
the gradient would require the solution of k + 1 differential equations. Examples
of gradient methods include steepest descent, conjugate gradient (CG), and BFGS
(Nocedal and Wright, 2006; Vogel, 2002). Gradient methods tend to experience fast
local convergence, however, when starting far from the optimum, a gradient method
can require a high number of iterations, often O(k) unless a good preconditioner is
available.
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If one is willing to evaluate second derivatives of the objective function, then a
Newton (second order) method can be used (Nocedal and Wright, 2006; Vogel, 2002).
Newton’s method tends to converge in relatively few iterations (O(10)), however it
requires the calculation, storage, and inversion of the full Hessian at every iteration,
which is prohibitively expensive. The cost of evaluating the action of the Hessian at
a given point m in a given direction δm is the solution of two differential equations
(the incremental forward problem (2.16) and the incremental adjoint problem (2.18)).
Thus, in order to evaluate the full Hessian at a given point, one would need to solve
2k + 2 differential equations (the two extra solutions are the forward and adjoint
problems, which only need to be solved once for a given point). If adjoint methods
are not used and finite differences are used instead, evaluation of the full Hessian at
a given point will require the solution of k2 + 1 differential equations.
We will find the MAP point through a Newton-CG method. The outer iterations
will use Newton’s method. This is advantageous as the method will tend to converge in
relatively few outer iterations. Also, Newton’s method is consistent with our Laplace
approximation as it makes use of a quadratic approximation of the objective function
near the MAP point. Since a traditional Newton’s method would require explicit
construction of the full Hessian, which is computationally prohibitive, we will solve
the equations of Newton’s method iteratively by using a preconditioned conjugate
gradient (CG) method. Our preconditioner will be the prior precision, so that with
no data, we would converge in one CG iteration. Preconditioned CG requires only the
action of the Hessian on a relatively small set of search directions, rather than the full
Hessian. The method works by constructing a Krylov space of H -conjugate search
directions {p} and R -orthogonal gradient directions {r}.1 The CG inner iterations
will also tend to converge quickly, since the algorithm theoretically converges inKd+1
1Here H and R represent the Hessian and prior matrices and will be discussed and defined in
the next subsection.
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steps, where Kd is the rank of the data part of the Hessian.
3.1.2 Form of the Hessian
While direct computation of the Hessian is prohibitively expensive, we can obtain
an effective approximation of the Hessian. We do this by taking advantage of the
structure of the Hessian. From our objective function (2.4), we see that the Hessian
will have two parts: a part due to the mismatch between model and data, H d, and
a part due to the prior, R ,
H = H d +R . (3.1)
The prior part (R ) is full rank and known a priori, while the data part (H d) is
not known a priori but will tend to be low rank (this assumption is made based on
the ill-posed nature of the unregularized inverse problem). The Hessian can thus be
approximated as a low rank update to the prior. Approaches based on this idea are
taken in (Saibaba et al., 2020; Ambartsumyan et al., 2020; Flath et al., 2011).
3.2 Algorithm
3.2.1 Newton
The update equation for Newton’s method may be written as follows (Vogel, 2002).
Given a current estimate for the minimizing parameter mn, then the next estimate
is given by mn+1 = mn + δm, where δm satisfies:
H[mn](δm, δm̂) = −R(G[mn], δm̂) ∀δm̂. (3.2)
Equation (3.2) can be solved for the update to the parameter δm. We thus obtain
the Newton algorithm, Algorithm 1.
We note that in order to guarantee descent, we employ an Amrijo line search
described in Algorithm 2. In order to solve (3.2) we will employ the conjugate gradient
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Algorithm 1: Newton’s Method
m1
n = 1
while R(G[mn],G[mn]) > tolN do
Solve (3.2) for δm
Perform Line Search from Algorithm 2 to determine value of a
mn+1 = mn + a δm
n = n+ 1
end while
Return: mn
Algorithm 2: Line Search
if R(G[mn], δm) > 0 then




Evaluate C(mn + a δm)
while C(mn + a δm) > C(mn) do
Set a := a/2
Evaluate C(mn + a δm)
end while
Return: a
method (CG) that is described in the next subsection and presented in Algorithm 3.
3.2.2 CG
Algorithm 3 describes the iterative process performed at every Newton iteration.
The properties of Algorithm 3 are derived in Appendix A.5. We note that a classi-
cal Newton’s method involves the solution of H δm = −G̃. Solving equation (3.2)
by CG is equivalent to performing a preconditioned CG algorithm where R2 is the
preconditioner2. Thus, like the preconditioned CG algorithm, we expect Algorithm
3 to converge in Kd + 1 steps, where Kd is the rank of H d. Since CG directions
2We note that, as defined in (2.19), G is not the traditional gradient but the gradient multiplied
by R −1. We introduce G̃ to represent the discretized form of the traditional gradient
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while R(rk, rk) > tolCG do
k = k + 1






pk = rk−1 + βkpk−1
Perform Algorithm 4 on pk
end if
Find qk from (v,qk) = H[mn](v,pk) ∀v
Dkk = (pk,qk)
Find sk−1 from (v, sk−1) = R(v, rk−1) ∀v




δmk = δmk−1 + αkpk
Find rk from R(rk,v) = R(rk−1,v)− αk(qk,v) ∀v
Perform Algorithm 5 on rk
end while
return δmk
are prone to loss of conjugacy over the long term, we enforce the conjugacy directly
by applying a Gram-Schmidt process to the search directions and to the gradient
directions obtained in Algorithm 3. The Gram-Schmidt process applied to enforce
the H -conjugacy of the search directions {p} is presented in Algorithm 4, while
the Gram-Schmidt process applied to enforce the R -orthogonality of the gradient
directions {r} is presented in Algorithm 5.
3.3 Formula for the Hessian in weak form
Here we show how to compute the Hessian in terms of products of the CG iterations.
This is the main result of this chapter.
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Algorithm 4: Gram-Schmidt on p
Given: pk, {p1, ...,pk−1}, {D11, ..., Dk−1|k−1}, and {q1, ...,qk−1}






Return the new pk.
Algorithm 5: Gram-Schmidt on r
Given: rk, {r0, ..., rk−1}, {C11, ..., Ck−1|k−1}, and {s0, ..., sk−1}






Return the new rk.
Theorem 3.3.1. Given H[mn](·, ·) = Hd[mn](·, ·) + R(·, ·), with R positive definite
and H[m] positive definite. Given sets of H−conjugate search directions {p1, ...,pk},
R−conjugate gradients {r0, ..., rk−1} such that the two sets of directions span the same
space and also span the entire range of Hd. Given also the actions of H and R on
these directions {q1, ...,qk}, and {s0, ..., sk−1}, so that the following properties are
satisfied:
H[mn](pa,pb) = δabDaa (no sum) ∀a, b ∈ {1, . . . , k} (3.3)
R(ra, rb) = δabCaa (no sum) ∀a, b ∈ {0, . . . , k − 1} (3.4)
(v,qa) = H[m
n](v,pa) ∀v ∈M (3.5)
(v, sa) = R(v, ra) ∀v ∈M (3.6)
span({r0, ..., rk−1}) = span({p1, ...,pk}) (3.7)
H[mn](δm⊥a , δm
⊥




b ) ∀δm⊥s.t. H[mn](δm⊥,pj) = 0,


















Proof. First we note that since the k pa’s are conjugate, as are the k ra’s, and result
from the preconditioned CG iterations above, then range(Hd) ∈ span{p1, . . .pk} =
span{r0, . . . rk−1}. Now we let:
δm = δm‖ + δm⊥ (3.10)
where: R(δm‖, δm⊥) = 0 (3.11)








Then H[m] and R conjugacy allows the evaluation of the aj and bj coefficients for a
given δm. Direct calculation of H[m](δma, δmb) then yields the result (3.9).
Equation (3.9) is the main result here. It produces the Hessian for “free" by
assembling results already computed by CG en route to finding the extremum point.
The proof assumes that Hd[m] has finite rank. In practice, the “informative" rank
of Hd[m] is determined by those directions for which the generalized eigenvalues of
Hd[m] are O(1) in magnitude. Thus the accuracy of (3.9), in practice, depends on
the number of search directions found before convergence of the CG algorithm.
3.4 Application to simulated data
We apply the methods above to the solution of the linear inverse elasticity problem
under plane stress. We note from (2.5) that the modulus µ is determinable only up to
a multiplicative constant. Since µ is strictly positive, we reconstruct the parameter
ψ = log(µ/µ0). Using the prior described in (2.42) implies a prior belief that the
mean of the parameter ψ is zero, thus the logarithmic mean of the stiffness µ is µ0.
This is consistent with the fact that we know µ only to a multiplicative constant.
We note that, since the operator a(·, ·; ·) is not linear in ψ, as was assumed in
(2.9), we must perform linearizations. This is done by replacing m with µ0 exp(ψ)
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and replacing δm with µ0 exp(ψ)δψ.
In this section, we present reconstruction resulting from simulated data obtained
from solving a forward problem for a given “true" parameter distribution and adding
noise to the resulting state (i.e. the displacements) to obtain the “measured" state
field. The noise is a delta correlated white Gaussian noise with zero mean and stan-
dard deviation being prescribed as a given percentage of the mean of the noiseless
state as define by umean =
√
(u,u)/A, where A is the area of the undeformed do-
main. The prescribed boundary conditions are consistent with simple shear. The
“true", prescribed parameter distribution is taken to be a Gaussian as shown in figure
3·1 on a 50 by 50 element mesh. We perform reconstructions of the parameter for
various levels of mesh refinement and added noise in the state. In all numerical exper-
iments presented in this section, the prior parameters are chosen such that the prior
variance is σ2prior = 1 and the prior correlation length is a tenth of the overall domain
width. The prior variance is chosen such that the 99% confidence interval on the
scaled shear modulus µ/µ0 is [0.082, 12.182]; this is consistent with what is observed
for clinical results. The prior correlation length is chosen to allow experimentation
with mesh refinement, such that the correlation length is no smaller than the element
length for the coarsest mesh investigated.
Figure 3·1: “True" distribution of ψ
In Figure 3·2 we present the results obtained from the simulated data on a fine
(50 by 50) mesh. We note that, especially for low noise levels, the MAP point of ψ,
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Figure 3·2: Simulation results for 50 by 50 mesh at various added
noise levels
presented in the first row of Figure 3·2, is similar to the prescribed ψ that is presented
in Figure 3·1. We note also that, unsurprisingly, higher noise in the state is associated
with higher posterior variance. While similar features can be observed in the variances
obtained from the full and recovered Hessians, we note that the variance resulting
from our recovered Hessian is an overestimate of the full variance. We note also that,
while we recover the highest eigenvalues of the Hessian almost exactly, we start to
miss the eigenvalues at the “elbow" where both the prior and the likelihood play a
significant role. These eigenvalues are likely missed due to the increased presence of
repeat eigenvalues, which are missed by the CG algorithm. We note also that it is
possible that some of missed eigenvalues correspond to directions outside of the span
of our search directions, thus violating (3.8).
45
Figure 3·3: Comparison of prescribed noise and recovered noise.
In order to evaluate the quality of the reconstruction, we consider the mismatch
between the “measured" state and the state predicted by our reconstruction and
compare that mismatch to the prescribed noise level (the term measured, in this
section, refers to the prescribed state with added noise). We estimate the noise level






We perform comparisons of recovered and prescribed noise for various meshes and
levels of prescribed state noise. The results of this comparison are presented in figure
3·3. We note from figure 3·3 that the mismatch between measured and predicted state
is largely independent of mesh refinement. We note also that the recovered noise level
is similar to the prescribed noise level, as can be seen from the fact that the points
are close to the y = x line. It can also be observed that our recovered noise level
is consistently lower than the prescribed noise level, suggesting that we are slightly
over-matching the state.
3.4.1 Hessian estimation
We now wish to evaluate how well we recover the Hessian. In this section we present
several measures for comparing the full and recovered Hessians as well as discussing
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the properties of the recovered Hessian with regards to computational parameters.
Figure 3·4: Number of recovered Krylov directions for various meshes
and noise levels.
In performing the reconstruction for various meshes and noise levels we recorded
the number of CG directions used to perform the final Newton iteration. This value
is the rank of the approximate data Hessian. A plot of this value is presented in figure
3·4. From the figure, we can see that the rank of the data Hessian is independent
of mesh refinement (particularly for higher noise levels and sufficiently fine meshes)
and varies negatively with noise. This is to be expected, as an increase in noise level
leads the Hessian to be more dependent on the prior.
Figure 3·5: Each point represents a reconstruction for a given mesh
and prescribed noise level. The x coordinate of every point is the largest
eigenvalue of our recovered Hessian and the y coordinate is the largest
eigenvalue of the full Hessian. The y = x line is included for reference.
A simple norm for considering the Hessian is its largest eigenvalue. In this sec-
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tion, all eigenvalues are evaluated using a generalized eigenvalue problem where the
discretized prior operator R is used as the mass matrix, with the eigenvalue λ arising
from H v = λR v. The largest generalized eigenvalues of both the full and recovered
Hessians evaluated at the reconstructed MAP for various values of noise and mesh re-
finement are plotted against each other in figure 3·5. From the figure we can see that
the maximum eigenvalues of the recovered and full Hessians are practically identical.
In fact, the largest difference between two respective values is on the order of 10−4%.
Figure 3·6: Maximum eigenvalue of full Hessian for various meshes
and noise levels.
We present the maximum eigenvalues of the full Hessian resulting from different
noise levels and meshes in figure 3·6. We note from the figure that the maximum
generalized eigenvalue is independent of mesh refinement and is determined entirely
by the noise level. The decrease in maximum eigenvalue as the noise level increases is
due to the fact that, as more noise is added, the data-matching covariance becomes
larger. Thus the data match part makes a smaller contribution to the overall Hessian.
While we are able to match the largest eigenvalue of the Hessian almost perfectly,
we do not recover the whole Hessian perfectly. We present a comparison of the largest
500 eigenvalues of the full and recovered Hessians in the final row of Figure 3·2. From
the figure, we can see that while we match the largest eigenvalues almost perfectly,
a mismatch is observable for smaller eigenvalues that represent the transition from
data to prior.
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Figure 3·7: Comparison of minimum eigenvalues of full and recovered
Hessians.
Figure 3·8: Minimum eigenvalue of full Hessian for various meshes
and noise levels.
A similar analysis to that performed for the largest eigenvalue in figures 3·5 and 3·6
was performed for the smallest eigenvalues of the Hessian and is presented in figures
3·7 and 3·8. The smallest eigenvalue of the Hessian can be interpreted as the reciprocal
of the norm of the covariance matrix. Also, in equation (2.39) we showed that the
smallest eigenvalue of the Hessian is dominant in the sensitivity of the parameter
reconstruction. From Figure 3·7, we can see that many smallest eigenvalues are
nearly identical between full and recovered Hessians. Where significant differences
exist, the recovered smallest eigenvalues are an underestimate of the full values. This
implies that the recovered covariance will over estimate the full covariance. This is
consistent with the observations made about Figure 3·2. The largest difference occurs
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for a 50 by 50 mesh with 1% state noise. The difference between smallest eigenvalues
in this case is 9.10%. From figure 3·8 we observe no strong dependence of the smallest
eigenvalue of the full Hessian on state noise or mesh refinement.
Figure 3·9: Scaled norm of the difference between full and recovered
Hessians.
To evaluate the degree to which we are missing intermediate eigenvalues and
eigenvectors, we compute the generalized eigenvalues of the difference between the
recovered and full Hessians. We then take the largest resulting eigenvalue of said
difference and scale it with the largest eigenvalue of the respective full Hessian. The
result is a scaled norm of the difference between the full and recovered Hessians. This
value can be thought of as a measure of the importance of the most significant missed
direction. The resulting quantities are presented in figure 3·9. From the figure we
observe that the value goes up slightly but not significantly with mesh refinement.
The value also goes up with noise. This signifies that while we seem to miss fewer
eigenvalues at higher noise levels (as seen in figure 3·2) the most significant missed
direction is more significant.
An alternative approach to quantifying the difference between the full and recov-
ered Hessians is to consider the difference in information gain when both are used.
The information gain is obtained by evaluating the K-L divergence between the pos-
terior and the prior by using (2.61). We evaluate the information gain for various
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Figure 3·10: Comparison of information gains from recovered and full
Hessians.
meshes and levels of noise, using both the recovered and full Hessians to define the
posterior covariance. The results are presented in figure 3·10. From the figure, we can
see that the information gains obtained from the full and recovered Hessians are very
similar. We note also that to the degree that a difference exists, the information gain
from the full Hessian is consistently a little higher than from the recovered Hessian.
Unsurprisingly the information gain decreases as the noise level increases and the
prior is relied on more heavily in defining the Hessian. We quantify the mismatch
between the information gain from the exact and approximate Hessians by evaluating
(IGexact − IGapprox)/IGexact. The resulting mismatches are presented in figure 3·11.
From figure 3·11 we can see that the mismatch in information gain between exact
and approximate Hessian depends strongly on mesh and noise level, with the mis-
match increasing with mesh refinement and decreasing with noise. The decrease of
the mismatch with noise is due to the fact that the high noise cases are dominated
by the prior the contribution of which is identical in both the full and recovered Hes-
sians. The fact that the mismatch increases with mesh refinement is due to the fact
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Figure 3·11: Scaled difference in info gains from full and recovered
Hessians.
that the dimension of the problem increases with mesh refinement. We note also that
the mismatch is fairly low for all cases considered, with the highest mismatch being
observed for a 50 by 50 mesh with 1% noise. The mismatch in information gains
between the full and recovered Hessians, in that case, is approximately 11.7%.
Overall, the results presented in this section suggest that our method provides
good estimates for the MAP point. We also observe that our recovered Hessian
appears to be very similar to the full Hessian.
3.5 Application to measured data
Results for clinically measured data from three subjects are presented in Figure 3·12.
We note from the figure that the highest variance is associated with locations of
highest mismatch between the measured and predicted states. These locations of
high parameter variance and state mismatch also seem to correspond to locations
that represent soft slip layers. At these locations the tissue can experience large
displacements that create challenges to tracking the motion of the tissue. Also the
medium at these locations exhibits large strain and is thus inconsistent with our linear
elastic model that assumes small strain. The methods presented in this work provided
us with the opportunity to quantify the quality of the underlying data by estimating
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the measurement noise and information gain. These estimates are presented in Table
3.1.
Subject 1 Subject 11 Subject 13
Noise Estimate 0.0549 0.0466 0.0415
Recovered Info. Gain 191.8 144.6 195.8
Table 3.1: Estimates of the noise in the measured state and infor-
mation gains based on the recovered Hessian for clinically measured
data.
3.6 Discussion
In this chapter we borrow concepts from computational optimization and computa-
tional linear algebra and apply them to Bayesian estimation. As a result, we are able
to take advantage of the conjugacies in the Krylov space constructed in the process
of optimization to obtain an expression that allows computation of the Hessian at
no extra computational cost, beyond that of finding the MAP point. Simulated data
showed that our expression approximates the Hessian effectively. We are also able to
perform uncertainty quantification on results obtained from measured data, the high
dimensional nature of which makes direct computation of the Hessian intractable. In
the next chapter we will use the methods described here to consider uncertainty in
the recovery of the nonlinear elastic modulus.
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Figure 3·12: Results for measured data: the first row contains ul-
trasound B-modes for the sake of reference; the second row contains
the MAP estimates of ψ = log(µ/µ0); the third row contains variances
that are estimated based on the recovered Hessian; the fourth row con-
tains images of the difference between the measured and predicted state
(scaled by the mean measured state).
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Chapter 4
Uncertainty and information in
reconstructions of elastic nonlinearity
4.1 Introduction
As mentioned in Chapter 1, evaluation of elastic nonlinearity is of potential diagnostic
interest. In this chapter, we will consider how the reconstruction of elastic nonlinearity
is affected by various problem parameters, and make comments on the factors that
play a role in experimental design.
We first present the nonlinear analogues of equations (2.1), (2.2), and (2.3). To
consider the non-linear elasticity problem, we rewrite (2.1) in terms of the second
Piola-Kirchhoff stress (S)
∇ · (FS) = 0. (4.1)
Here, F is the deformation gradient. The stress is defined through the use of a strain
energy function. The constitutive equation for the medium is obtained by assuming a
modified Veronda-Westmann strain energy function (Veronda and Westmann, 1970)









Here, I1 and I2 represent the first and second principal invariants of the right Cauchy-
Green strain tensor C = FTF. The material parameter γ determines the exponential
increase of energy with strain. The parameter γ will be referred to as the “nonlin-
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earity parameter" (NLP) or simply “nonlinearity". This function is equivalent to
that presented in equation (14) of (Veronda and Westmann, 1970) if the nonlinearity
parameter is called γ rather than β and the two linear parameters have the values
c1 = µ/γ and c2 = µ/2. Using the strain energy function defined in (4.2) under plane













For given distributions of material properties and proper boundary conditions,
(4.1,4.3) form the non-linear elasticity problem and can be solved for the displace-
ments U.
4.2 Methods
We consider various approaches to reconstructing the elastic nonlinearity from a given
sequence of measured displacement fields, {Um1 ,Um2 , . . . ,UmN}.
One approach is to reconstruct the linear and nonlinear elastic parameters sequen-
tially. We first solve the inverse problem that corresponds to the forward problem
(2.5) for a linear elastic modulus ψ = log(µ/µ0) and then use the obtained ψ to solve
the inverse problem corresponding to (4.1-4.3) for the nonlinear elastic parameter φ,
defined from γ = γ̃ exp(φ). Here, γ̃ represents the prior logarithmic mean of γ, we
will sometimes refer to γ̃ as the “pre-factor." For all simulated examples presented in
this chapter, γ̃ = 1, while for clinically measured cases, the pre-factor is increased to
achieve convergence.
To reconstruct the nonlinearity, the state UmN corresponding to the highest avail-
able level of strain is used (We will consider various levels of final strain in our
simulations). Reconstruction using this approach from simulated data are presented
in Section 4.3.1. Alternatively, we may use multiple measured states to reconstruct
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the nonlinearity. We will consider the effects that the choice of the second state has
on the reconstructions in section 4.3.2.
An alternative to maximizing the posterior distributions for ψ and φ sequentially
is to consider the joint posterior of both the linear and non-linear parameters
P(ψ, φ|um,Um) ∝ P(um,Um|ψ, φ)P(ψ, φ) = P(um|ψ)P(Um|ψ, φ)P(ψ, φ). (4.4)
In our sequential formulation we treated ψ as completely defined by um, however if we
optimize (4.4) then ψ will also be affected by Um. If we treat our prior as independent
in the parameters (P(ψ, φ) = P(ψ)P(φ)), we can see that our original approach
was similar to treating our posterior parameters as independent (P(ψ, φ|um,Um) =
P(ψ|um)P(φ|Um)). In Section 4.3.3 we will reconstruct ψ and φ simultaneously in
order to evaluate the validity of the assumption of their independence. In Section
4.3.4, we apply the methods discussed to clinically measured data.
The results in this chapter will be viewed and interpreted in the context of infor-
mation gain as described in section 2.4.
4.3 Results
4.3.1 Elastic nonlinearity reconstructions with a single deformation
We begin by reconstructing the nonlinearity based on the recovered linear elasticity
parameter and the maximum available deformation field. We begin by generating
numerical experiments by adding various levels of Gaussian noise to deformation
fields obtained from solving the nonlinear forward problem based on the material
parameter distributions presented in Figure 4·1.
We preform reconstructions of φ for various levels of final deformation and added
noise. The resulting information gains for said reconstructions are presented in the
plot in Figure 4·2. The prescribed ψ in Figure 4·1(a) is assumed to be known for
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(a)Prescribed ψ (b)Prescribed φ
Figure 4·1: Prescribed parameter distributions
these reconstructions.
Figure 4·2: The dependence of information gain on added noise and
applied strain for reconstructions from a single deformation field
From Figure 4·2 we note the general sigmoid-like relationship between applied
strain and information gain. This sigmoid-like shape implies that for low values of
applied strain, little information is gained. That is, the observed deformation says lit-
tle about the nonlinearity. Alternatively, this may be interpreted as the nonlinearity
has little impact on the observed deformation. At moderate values of applied strain,
the information content grows noticeably with strain. Eventually a point of dimin-
ishing returns is reached after which increasing the applied strain does not greatly
58
increase the information gain from the data. From Figure 4·2 we also note the strong
negative relationship between information gain and added noise. The significance of
this relationship can be illustrated by considering a case in which we wish to achieve
an information gain of 60 nats. For the 1% noise case, such an information gain
is achieved by applying less than 10% strain. For the 2% noise case, such informa-
tion gain is achieved at 15% strain. For the 3% noise case such information gain is
not achieved until around 30% strain. For the 4% noise and 5% noise cases, such
information gain is never achieved for clinically feasible levels of strain.
In Figure 4·3, we present the number of Krylov directions used to represent the
Hessian in each reconstruction. The plot in Figure 4·3 follows a similar pattern to
that found in Figure 4·2 though it lacks the initial “toe" region of the classic sigmoid
shape. The fact that both the dimension of the Krylov space and the Information gain
increase with applied strain and decrease with noise is consistent with our expectation.
Figure 4·3: The dependence of the dimension of the constructed
Krylov space on added noise and applied strain for reconstructions from
a single deformation field
In Figure 4·4 we present a number of the results that were summarized in Figure
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4·2. We note that the magnitude of the peak of the MAP point goes down with
noise, this is not surprising as at higher levels of noise we have less confidence in
our data thus our MAP will more-so resemble the mean of the Prior distribution,
which is homogeneously zero. The magnitude of the peak of the MAP is also low
for insufficient levels of strain. In low strain cases, the data does not contain much
information about the nonlinear behavior of the material, thus our posterior is again
forced to rely on the prior. Unsurprisingly, the variance in φ goes up with the level
of noise in the data. This is due to the fact that, in higher noise cases, our model is
not confident whether a deviation from linearity was caused by the properties of the
medium or noise. We observe also that variance decreases with higher applied strain.
This is also unsurprising as, for a given level of noise, it is easier to discern linear
from nonlinear behavior at a higher level of deformation. At low levels of strain and
high levels of noise, the variance is not only high, but nearly uniform; this is again
consistent with the dominance of the prior in those cases. We note also that the
variance appears to be higher in regions of elevated nonlinearity. This is due to the
fact that those regions also have a higher stiffness, thus noise accounts for a larger
proportion of the deformation in those regions. Finally, we observe that 1% noise at
5% strain, 3% noise at 10% strain, and 5% noise at 15% strain seem to provide similar
information gains according to Figure 4·2. When we consider their respective images
in Figure 4·4, we observe that the MAP points and variances for the three cases are
in fact remarkably similar, bolstering our confidence in our approach and results.
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φ MAP scale φ variance scale
Figure 4·4: MAP points and variances of φ at various levels of noise
and applied final strain
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4.3.2 Elastic nonlinearity reconstructions with multiple deformations
We next perform a similar process to Section 4.3.1, however, this time we will use
two deformation fields to perform our reconstructions. This can be thought of as
considering the posterior of form
P(φ|Um1,Um2, ψ) ∝ P(Um1,Um2|φ, ψ)P(φ)
= P(Um1|φ, ψ)P(Um2|φ, ψ)P(φ).
(4.5)
We note, that for equation (4.5) to hold, the two measured deformation fields must be
statistically independent of each other. This is only approximately true for clinical
data, as the noise in the smaller deformation field affects the value of the larger
deformation.
In this section we consider the cases when the second deformation is 50% and 75%
of the largest1 In Figure 4·5, we present results similar to those presented in Figure
4·2 but with the reconstructions being performed using two deformation fields.
1The magnitude of the deformation is found by evaluating the mean applied strain.
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(a)Full strain and 50% of full strain
(b)Full strain and 75% of full strain
Figure 4·5: The dependence of information gain on added noise and
applied strain for reconstructions from multiple deformation fields
From comparing Figures 4·2 and 4·5 we observe that, unsurprisingly, using two
deformation fields yield a higher information gain than one deformation field. Also,
we note that using a higher magnitude second deformation field also yields a higher
information gain. Other than the change in magnitude, the curves of Figure 4·5 follow
similar trends to those found in Figure 4·2.
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Figure 4·6: Dependence of information gain on number of fields, noise
and full strain plotted as surfaces
In Figure 4·6 we present the plots of Figures 4·2 and 4·5 as three dimensional
surfaces. From considering Figure 4·6 we note that the difference between the two
surfaces representing information gains from two fields is noticeably smaller than the
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difference between either of them and the surface that represents information gain
from 1 field.
(a)Full strain and 50% of full strain
(b)Full strain and 75% of full strain
Figure 4·7: The dependence of the dimension of the constructed
Krylov space on added noise and applied strain for reconstructions from
multiple deformation fields
In Figure 4·7 we present the the number of Krylov directions recovered in the
process of optimization. We note that the number of directions recovered from multi-
ple deformation fields is substantially bigger than the number of directions recovered
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from using a single deformation field. We note also that when the second deformation
field is larger, the number of recovered directions is also slightly larger.
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φ MAP scale φ variance scale
Figure 4·8: MAP points and variances of φ for reconstructions from
both single and multiple deformation field at 3% added noise
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The recovered MAP points and variances for various levels of maximum strain are
presented in Figure 4·8. Overall, we note that the results for a given final strain are
all very similar. The biggest difference is observable in the columns corresponding
to 30% full strain. This was to be expected as the second smaller deformation fields
for εfinal = 0.05 and εfinal = 0.15 are too small to provide much useful information
about the material nonlinearity. We note also that introducing a second deformation
field slightly increases the magnitude of the peak of the MAP point. This is due to
the fact that providing more data makes the model less reliant on the prior.
4.3.3 Evaluation of independence of linear and nonlinear elastic moduli
As noted in the discussion surrounding equation (4.4), our formulations up to this
point have held the implicit assumption that ψ and φ are statistically independent.
In this section, we evaluate the validity of said assumption by comparing solutions
where the ψ and φ are reconstructed sequentially (as in previous sections) to solutions
where ψ and φ are reconstructed simultaneously. We perform the reconstructions
based on two deformation fields, a small deformation that corresponds to on average
2% applied strain, and a larger deformation that represents 15% applied strain. For
the sequential nonlinear problem, only the sequentially recovered MAP point of ψ
and the large deformation field are used.
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(a)Prescribed value of ψ
αcorr = 0 αcorr = 0.5 αcorr = 1
(b)Prescribed values of φ
Figure 4·9: Prescribed linear and nonlinear parameter values
We obtain the “measured" state by adding noise to the solution of the nonlinear
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Here, Lx and Ly are the spatial dimensions of the domain while αcorr is a parameter
to which we assign values of 0, 1/2, and 1 in order to consider the effect of having
the linear stiffness and nonlinearity not correspond spatially. Illustrations of ψpre and
φpre are presented in Figure 4·9.
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ψ MAP scale ψ variance scale
Figure 4·10: Comparison of simultaneous and sequential results for
the linear elasticity parameter(ψ)
The recovered MAP point and variances of ψ for both sequential and simultaneous
reconstructions are presented in Figure 4·10. From the figure we note that for both
sequential and simultaneous formulations, the linear modulus is independent of the
chosen underlying nonlinearity distributions. For the sequential case, the variance
also appears independent of the nonlinearity, however, some minor dependence on
nonlinearity is observed for the simultaneous variances. The variances for the sequen-
tial cases is slightly higher than the simultaneous, this is reasonable as the sequential
reconstructions of ψ are based on more data than the simultaneous. We also ob-
serve a slight increase in the magnitude of the peak of the MAP points of ψ for the
simultaneous case as compared to the sequential case. This is due to the fact that
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simultaneous reconstructions of ψ are based on more data (they incorporate both
large and small magnitude deformations) thus these reconstructions are less reliant
on the prior.































φ MAP scale φ variance scale
Figure 4·11: Comparison of simultaneous and sequential results for
the nonlinear elasticity parameter (φ)
In Figure 4·11, we present MAP points and nodal variances of the nonlinear pa-
rameter φ for both sequential and simultaneous results. The magnitude of the peak of
the MAP point in the figure is higher for the sequential cases than the simultaneous
cases and the variance is lower for sequential cases than simultaneous cases. While
at first glance this would suggest that the sequential approach is better, this is not
so. The sequential approach to recovering φ does not take into account the variance
in ψ that the simultaneous approach does. It should thus be viewed that the sequen-
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tial approach is underestimating the variance in the resulting nonlinear parameter
distributions.
The information content of the reconstructions presented in Figures 4·10 and 4·11
is presented in Table 4.1.
Seq Lin IG Seq Nonlin IG Seq Total IG Simult IG Mutual Info
αcorr = 0 135.82 281.72 417.54 461.71 23249
αcorr = 0.5 136.05 223.48 359.53 395.02 25044
αcorr = 1 136.89 262.74 399.63 435.74 25472
Table 4.1: Information content of sequential and simultaneous recon-
structions
In Table 4.1 the total information gain from the sequential reconstructions is
computed as the sum of the information gains from the linear and nonlinear recon-
structions, performed sequentially. We note that the total sequential information gain
is consistently smaller than the simultaneous information gain by a little less than
10%. We note also the extremely high values of mutual information. From the in-
terpretation of equation (2.58) we recall that mutual information is computed as the
KL divergence between the sequential and simultaneous cases and can be interpreted
as the information gained from viewing the two quantities (ψ and φ) as dependent
rather than independent. This extremely high value is due to the fact that, while the
overall differences between sequential and simultaneous MAP points are small, those
differences correspond to directions of high importance2. Thus while the differences
are small they are viewed as highly informative.
4.3.4 Applications to measured clinical data
We now perform reconstructions of the nonlinearity based on clinically measured
data for three subjects. The tumors in subjects 1 and 12 were found to be benign
2These direction correspond to eigenvectors of the sequential Hessian that correspond to high
eigenvalues.
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while, subject 11 represents a malignant case. The processing parameters at which
convergence to the MAP point was achieved are presented in Table 4.2.
Prior Mean γ̃ Prior Corr. Length (pixels) Prior Std. Deviation
Subject 1 5.0 3 1.0
Subject 11 5.0 3 1.0
Subject 12 10.0 4 0.5
Table 4.2: Prior parameters at which convergence was achieved for
measured cases. Parameters were chosen so that the prior is nonrestric-
tive as possible while still leading to the convergence of the problem.
The reconstructions performed on each subject were:
1. Sequential : We first used a small magnitude3 deformation to estimate the lin-
ear parameter ψ and its variance. The MAP of ψ was then used to estimate
the MAP and variance of the nonlinear parameter φ based on that measured
deformation field with the largest spatial average strain.
2. Simultaneous : The deformations used in sequential are used concurrently to
simultaneously recover the MAP points and variances of φ and ψ.
3. Sequential with two large strain fields using the deformation measured at εmax
and that measured at 0.5εmax: We first used a small magnitude deformation to
estimate the linear parameter ψ and its variance. The MAP and variance of φ
are then estimated like in the Sequential Case (Case 1, above), except rather
than just using the deformation at εmax, we also use the deformation whose
mean strain is equal to 50% of εmax.
4. Sequential with two large strain fields using the deformation measured at εmax
and that measured at 0.75εmax: We first used a small magnitude deformation to
estimate the linear parameter ψ and its variance. The MAP and variance of φ
are then estimated like in the Sequential Case (Case 1, above), except rather
3corresponding to 2% mean strain
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than just using the deformation at εmax, we also use the deformation whose
mean strain is equal to 75% of εmax.












Figure 4·12: MAP points of ψ (linear parameter) and φ (nonlin-
ear parameter) for Subject 1 obtained sequentially and simultaneously.

















Figure 4·13: Variances of ψ (linear parameter) and φ (nonlinear pa-
rameter) for Subject 1 obtained sequentially and simultaneously. Non-
linear pre-factor γ̃ = 5.
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Figure 4·14: MAP points and variances of sequential reconstructions
of φ for Subject 1. Obtained using both one and two fields. Nonlinear













Figure 4·15: MAP points of ψ (linear parameter) and φ (nonlinear
parameter) for Subject 11 obtained sequentially and simultaneously.

















Figure 4·16: Variances of ψ (linear parameter) and φ (nonlinear pa-
rameter) for Subject 11 obtained sequentially and simultaneously. Non-
linear pre-factor γ̃ = 5.
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Figure 4·17: MAP points and variances of sequential reconstructions
of φ for Subject 11. Obtained using both one and two fields. Nonlinear













Figure 4·18: MAP points of ψ (linear parameter) and φ (nonlinear
parameter) for Subject 12 obtained sequentially and simultaneously.

















Figure 4·19: Variances of ψ (linear parameter) and φ (nonlinear pa-
rameter) for Subject 12 obtained sequentially and simultaneously. Non-
linear pre-factor γ̃ = 10.
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Figure 4·20: MAP points and variances of sequential reconstructions
of φ for Subject 12. Obtained using both one and two fields. Nonlinear
pre-factor γ̃ = 10.
We note that, as with the simulated examples presented in Figures 4·10 and
4·11, the peak of the MAP point of ψ is higher for simultaneous reconstructions
while the peak of the MAP of φ is higher for sequential reconstructions. We note
also that, as was observed in Figure 4·10, the variance in ψ is lower for simultaneous
reconstructions than sequential. This is especially true for subjects where a soft fluid-
like layer is present. For sequential reconstructions of ψ a region of high variance is
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observed in the area of the fluid-like layer. That region of high variance is not present
in simultaneous estimates of ψ. This suggests that the behavior of the soft region is
better understood from considering the high magnitude deformations. This effect is
especially evident for Subject 1 as seen in Figure 4·13.
As noted previously, the resulting estimates of the MAP points of ψ and φ are
fairly similar for sequential, simultaneous, and multi-deformation results. However
some differences can be observed as with Subject 11 in Figure 4·15.
As we observed in our analysis of Figure 4·8, when the noise level is high, the
variance is nearly uniform. This is especially evident for Subject 12 in Figures 4·18,
4·19, and 4·20. The noise level for this subject was so high that it required us to alter
the prior parameters in order to achieve convergence.
In estimating the MAP point and variance we find various values that quantify
the uncertainty and certainty contained in the reconstructions. These values are
presented in Tables 4.3-4.5. In Table 4.3, we present the normalized mismatches
between the measured state and the state predicted by the MAP point. In Table 4.4,
we present the information content of the estimated posterior distributions. In Table
4.5 we presents the dimension of the Krylov space used to construct the Hessian; this
value can be viewed as the rank of the data part of the Hessian.
Seq. one field Simult. Seq. two field Seq. two field
Subject εlin εmax εlin εmax εmax 0.5εmax εmax 0.75εmax
1 0.071 0.069 0.063 0.058 0.060 0.070 0.057 0.063
11 0.047 0.041 0.043 0.038 0.039 0.049 0.037 0.043
12 0.032 0.068 0.035 0.055 0.061 0.055 0.060 0.057
Table 4.3: Scaled state mismatches for clinically measured cases used
in the reconstructions. Here, εlin = 0.02.
Seq. one field Simult εmax + 0.5εmax εmax + 0.75εmax
Subject IG ψ IG φ IG total IG total MI IG φ IG φ
1 184 226 410 494 128 317 348
11 151 128 279 294 260 226 238
12 284 89 373 462 368 193 213
Table 4.4: Information gains and mutual informations for clinically
measured cases
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Seq. one field Simult. εmax + 0.5εmax εmax + 0.75εmax
Reconstructed param. ψ φ ψ, φ φ φ
Subject 1 74 57 83 58 60
Subject 11 77 59 93 67 67
Subject 12 91 41 78 44 45
Table 4.5: Number of directions in constructed Krylov space for clin-
ically measured cases. The reconstructed parameter is listed in the
second row.
From Table 4.3 we note that the normalized mismatch between measured and pre-
dicted states is smaller for the simultaneous reconstructions then the sequential single
field reconstructions. The same can not be said when comparing the normalized state
mismatched between simultaneous and sequential multi-deformation reconstructions,
where no method consistently produces the lowest results. It is worth noting, however,
that all normalized mismatches in these cases are fairly similar.
From Table 4.4 we observe that the simultaneous information gain is consistently
slightly higher than the total sequential information gain. This is consistent with what
we observed for the simulated cases presented in Table 4.1. The mutual information
values presented in Table 4.4 are quite high when compared to the overall information
gains, however, they are not nearly as high as those observed in Table 4.1. This is
due to the fact that the clinically measured data has noticeably more noise than the
simulated example. This high level of noise in the measured cases leads the recovered
Hessian to be much more dominated by the prior, thus its eigenvalues are noticeably
smaller than those of the recovered Hessian in the simulated example. Thus, even
though the difference between sequential and simultaneous MAP points corresponds
to highly weighted eigenvectors, those weights are noticeably smaller. Be that as it
may, the high magnitude of the mutual information when compared to the information
gains suggests that the assumption that ψ and φ are statistically independent is not
valid for clinically measured data.
From Table 4.5 we observe, as we did from 4·7 that using more deformation fields
leads to the recovery of more Krylov directions. It is, however, worth noting that
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this increase in the number of directions is fairly small when compared to the overall
number of directions. The fact that the number of directions recovered in clinically
measured cases was noticeably smaller then the number of directions recovered in
the simulated cases is consistent with the fact that the measured data contains more
noise than the simulated data.
4.4 Discussion
Overall, the main finding of this chapter is that noise plays a determining part in
our ability to recover the elastic nonlinearity. This may be understood as it being
difficult to distinguish between the deviations from linear behavior that are due to
noise and those that are due to underlying mechanical properties. When designing
an experiment, therefore, one should do as much as possible to minimize the noise
level. If the trade-off arises between applied strain and noise, one should choose to
decrease the noise since a small increase in noise can lead to a noticeable decrease
in information, while a small change in the applied strain likely leads to little or no
change in the recovered information. See figure 4·2.
For sequential solutions, information gain can be increased noticeably by using
multiple deformation fields to estimate the nonlinear elastic parameter. It is worth
noting, however, that the resulting MAP points and variances from multi-deformation
reconstructions tend to be very similar to those from the single deformation case.
When comparing the results for sequential and simultaneous approaches, we note
that the resulting MAP points also tend to be very similar. We observe that the
variance on linear parameter ψ computed simultaneously is noticeably lower than
the variance obtained sequentially. Also, unlike the sequential variance on ψ, the
simultaneous variance on ψ for clinically measured data is not affected by the presence
of a soft fluid “slip" layer. We note also that the variance on the nonlinear parameter
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φ computed sequentially is lower than the variance computed simultaneously. This is
due to the fact that the sequentially obtained variance of φ is an underestimate as it
does not take into account potential variations in ψ.
We note that the values of mutual information are high. This suggests that the as-
sumption of statistical independence between ψ and φ is not valid. Though, it should
be noted that the MAP points and variances obtained from assuming independence
tend to be fairly similar to those obtained simultaneously, and thus without assuming
independence.
We note that the information gain can likely be further increased by using multiple
large deformation fields in the simultaneous reconstruction, though we should not
expect a large change in the MAP point or variance.






We attempt to quantify the uncertainty in both experimental and computational
methods, by looking at the repeatability of our modulus reconstruction. Specifically,
given repeat data acquisitions from the same patient, we wish to quantify the repeata-
bility in the underlying data and in the resulting modulus estimates. The obtained
measure of repeatability can be viewed as a measure of “certainty" in our methods,
both experimental and computational. In the cohort of patients measured, 20 had
repeat scans for us to evaluate.
We note that in this chapter we take a frequentist approach to uncertainty. We
view the resulting reconstructions as estimates of the “true" underlying property
distribution and consider how reliable these estimates are by comparing estimates
from repeat acquisitions to each other.
5.2 Reconstruction methods
We note that all reconstructions in this section are performed sequentially using a
previously developed limited memory BFGS method. A total variation (TV) regu-





|∇β|2 + c2dΩ0. (5.1)
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Here, β represents the parameter being reconstructed (either the log of the linear
shear modulus ψ = log(µ) or the elastic nonlinearity γ), c is a small constant that is
used to make the regularization term smooth, so that it does not have the cusp that
is inherent in the absolute value function.
5.3 Repeatability evaluation
In order to compare elasticity maps of homologous regions to one another, repeat
acquisitions are registered via the B-mode images. The alternative of registering elas-
ticity images directly would be inappropriate, since it would ensure maximal similarity
between material property images and thus bias the outcome of the study. Therefore,
we chose to register the corresponding B-mode images, and use this transformation
directly on the material parameter images.
Therefore, the procedure followed is the following:
1. Choose the B-mode image corresponding to zero strain for each acquisition.
2. Smooth the B-mode images using 7× 7 pixel averaging filter.
3. Crop the outer 3 pixels to remove edge artifacts from the smoothing filter. After
this, subtract the mean intensity to remove any overall intensity differences
between the two acquisitions.
4. Register the smoothed B-mode images from two acquisitions to one another
using rigid motion transformation (command “imregtform" in MatLab (TM).)
5. Apply the same transformation(s) to the corresponding material property maps.
6. Measure correlations between aligned B-mode images and material property
maps as defined in equation (5.2) below.
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Steps (1-4) for registering the B-mode images are illustrated in Figure 5·1 on subject
2.
Figure 5·1: The process of registering B-mode images for acquisitions
1 and 2 of subject 2. a) The initial B-mode images for acquisitions 1
and 2 respectively. b) The initial B-mode images smoothed to avoid
registering speckle noise and cropped to avoid edge artifacts from the
smoothing. c) The smoothed B-mode image for acquisition 1 is repro-
duced from line (b); the smoothed B-mode image for acquisition 2 is
shifted to be in the domain of acquisition 1. d) The smoothed B-mode
image for acquisition 2 is reproduced from line (b); the smoothed B-
mode image for acquisition 1 is shifted to be in the domain of acquisition
2.
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Here, F1 represents the first field in its own region of imaging, F̃2 represents the second
field mapped to the domain of the first field, F̃1 represents the first field mapped to
the domain of the second field, F2 represents the second field in its own domain, Ω1
represents the domain of the first field, while Ω2 represents the domain of the second
field.
For correlating B-mode images, F is the smoothed B-mode image intensity used
to find the registration mapping. When correlating strain, F is the strain field in the
sequence whose frame-average is closest to 2%; this is the strain field used to recover
linear elastic modulus. For correlating shear moduli, F = ln(µ/µ0) − Cµ, where Cµ
is chosen so that F has zero mean. When correlating nonlinearity, F = γ. All fields
are computed and stored as floating point values.
5.4 Results of repeatability evaluation
Numerical values of the correlation coefficients for all results considered are shown in
Table 5.1. These are shown on a scatter plot in Figure 5·2.
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ID B-Mode Strain µ γ B/M Final Strain
Correl Correl Correl Correl ≥ 14%?
1 0.922 0.830 0.952 0.963 B Y
2 0.820 0.709 0.808 0.910 B Y
3 0.894 0.852 0.932 0.878 M Y
4 0.709 0.685 0.791 0.821 M Y
4 0.751 0.708 0.847 0.776 M Y
4 0.924 0.812 0.903 0.945 M Y
5 0.910 0.797 0.873 0.880 B Y
6 0.927 0.801 0.950 0.918 B N
7 0.951 0.877 0.927 0.702 B N
8 0.865 0.666 0.761 0.464 M Y
9 0.932 0.826 0.915 0.739 B N
10 0.934 0.935 0.976 0.359 M N
11 0.947 0.627 0.702 0.644 M N
12 0.966 0.853 0.933 0.988 B Y
13 0.967 0.828 0.956 0.528 B N
13 0.852 0.590 0.772 0.200 B N
13 0.851 0.569 0.818 0.313 B N
14 0.920 0.678 0.792 0.605 M N
14 0.900 0.641 0.763 0.651 M N
14 0.881 0.565 0.741 0.827 M N
15 0.918 0.794 0.926 0.926 M N
15 0.873 0.797 0.925 0.897 M N
15 0.587 0.718 0.856 0.826 M N
15 0.866 0.791 0.889 0.833 M N
15 0.665 0.735 0.848 0.785 M N
15 0.762 0.775 0.888 0.840 M N
16 0.680 0.532 0.658 0.304 B Y
17 0.753 0.435 0.488 0.670 B N
18 0.704 0.259 0.415 -0.155 B N
19 0.915 0.740 0.827 0.844 B Y
20 0.875 0.716 0.793 0.947 B Y
20 0.796 0.672 0.782 0.852 B Y
20 0.789 0.636 0.725 0.910 B Y
20 0.785 0.616 0.768 0.786 B Y
20 0.814 0.619 0.765 0.842 B Y
20 0.900 0.741 0.847 0.914 B Y
Avg 0.847 0.706 0.820 0.706
Std 0.095 0.133 0.121 0.133
Table 5.1: Table of correlation values for subjects with repeat acqui-
sitions sorted by subject ID. Some subjects, e.g. 13, were scanned more
than twice, permitting more than one comparison. For example, sub-
ject 13 was scanned three times, permitting us to compare acquisitions
1 and 2, 2 and 3, and 1 and 3, thus giving three comparisons. We ob-
tained 6 comparisons from 4 scans of subject 15. µ is the linear elastic
shear modulus; γ is the nonlinear elastic parameter; B/M indicates be-
nign or malignant on pathology; Y/N indicates whether frame-average
strain used to recover γ was ≥ 14%. Example images are shown for
those entries listed in bold font.
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Figure 5·2: Comparison of correlations between initial B-mode im-
ages, strain fields, shear modulus maps, and elastic nonlinearity maps,
for both repeat acquisitions (blue markers), and those between distinct
subjects (orange markers).
Figure 5·2 shows the correlation between B-mode images for different acquisitions
versus the correlation between strain and modulus fields. The correlation between
smoothed B-mode images can be interpreted as a measure of whether the two ac-
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quisitions represent the same region of tissue. Correlations between strain fields are
presented as triangles; correlations between shear modulus fields are presented with
squares, and correlations between nonlinearities are presented with circles. Correla-
tions between nonlinearities obtained from repeat acquisitions where the average final
strain was less than 14% are also marked with a cross in order to remind the reader
that values of nonlinearity obtained at low strain are less trustworthy.
We might expect that the correlations between repeated acquisitions of B-mode
images and repeated acquisitions of the elasticity images would be correlated. A
t-test for the null-hypothesis that they are not correlated yields p-values of 0.0005,
0.001, 0.12, for strain images, shear modulus images, and nonlinearity parameter
images, respectively. When excluding nonlinearity maps reconstructed from strain
fields with frame-average strain less than 14%, however, the last p-value decreases
from 0.12 to 0.009. In these cases, therefore, we reject the null-hypothesis, and
conclude that the correlations between repeated acquisitions of B-mode images is
statistically significantly correlated with repeated acquisitions of the elasticity images,
provided the elastic nonlinearity parameter maps are recovered from strain fields of
sufficiently high magnitude. We found no significant difference between these results
for benign vs. malignant cases.
Correlations between reconstructed shear modulus and nonlinearity from repeated
acquisitions tended to be relatively high overall, and so the authors considered
whether this might be an accident of the processing steps used1. Therefore, Fig-
ure 5·2 contains 2 sets of points: those representing acquisitions in the same ROI and
subject (presented in blue), and those comparing acquisitions in two different subjects
(shown in orange). The expectation was that comparisons of different subjects would
show low correlations, while comparisons of the same ROI in the same subject would
1For example, a sufficiently high regularization will yield a homogeneous reconstructed field
regardless of the data, and thus be highly “repeatable."
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show higher correlations. This trend is evident in the figure. If the high correlation
between reconstructed fields from repeated acquisitions were indeed an accident, then
both the orange and the blue markers would be concentrated near the top. That is
not the case.
There are dozens of images whose comparisons are summarized in Figure 5·2. To
aid the interpretation of that figure, we now present several examples representative










































Figure 5·3: B-mode images, strain images, linear elastic shear mod-
ulus images, and elastic nonlinearity parameter images for subject
12. (ROI: 24 × 28mm) This panel shows excellent agreement be-
tween B-mode images (correlation 0.966), which suggests that the same
ROIs were well targeted in both acquisitions. The correlations be-
tween the strain images (0.853) and between the shear modulus images
(0.933) were correspondingly high. Furthermore sufficiently high strain
(≥ 14%) was available to reliably reconstruct the elastic nonlinearity,
which also shows excellent agreement (correlation 0.988). All color bars
are dimensionless; strain and nonlinearity parameters are shown in ab-
solute terms; linear shear modulus is normalized to unit logorithmic
mean.
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Figure 5·3 shows an example with high agreement between acquisitions. It shows
excellent agreement between B-mode images, which suggests that the same ROIs were
well targeted in both acquisitions.The correlations between the strain, shear modulus,
and elastic nonlinearity were correspondingly high. We note that the final strains used
to recover the elastic nonlinearity parameters were higher than 14%, and therefore
we also see high agreement between the elastic nonlinearity fields. Data points from
this comparison would appear as blue points in the top right of the chart in Figure
5·2.
By comparison, Figures 5·4 and 5·5 show examples of high repeatability in ROIs,
but low repeatability in the nonlinearity images. As with the previous example, the
high B-mode image correlation suggests that the same ROIs were well targeted in both
acquisitions. The correlations between the strain images and between shear modulus
reconstructions, are correspondingly very high (i.e. all > 0.8, most > 0.9), while the
correlation between nonlinearity images is below 0.6. In these image sequences, the
maximum measured frame-average strain was less than 14%. Therefore, there was
insufficient strain to observe nonlinear tissue behavior from which to infer the elastic











































Figure 5·4: B-mode images and reconstructions for repeat acquisitions
of subject 10, (ROI: 22×36mm) showing strong agreement between B-
mode echo data acquisitions (correlation 0.934), between linear strain
fields (0.935), and between linear elastic shear modulus reconstructions
(0.976). A low level of maximum frame-average strain, however, gave










































Figure 5·5: B-mode images and reconstructions for repeat acquisitions
from subject 13 (ROI: 21×31mm) This panel shows excellent agreement
between B-mode images (correlation 0.967), which suggests that the
same ROIs were well targeted in both acquisitions. The correlations
between the strain images (0.828) and shear modulus images (0.956)
are correspondingly high. The correlation between elastic nonlinearity
reconstructions, however, was relatively low (0.528), mostly likely due
to an insufficiently high final strain to recover nonlinearity well.
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The images corresponding to the greatest outlier in the chart are shown in Figure
5·6. These data suffered from two shortcomings in the repeat acquisitions. First, the
ROIs were not strongly similar between the two acquisitions, as suggested by a B-
mode image correlation coefficient of only 0.70. This is a relatively low correlation for
B-mode images; in some cases, the correlation between B-mode images from different
subjects was higher than this value. Second, the final strain was relatively low,
preventing accurate reconstruction of the nonlinearity. Nevertheless, certain similar










































Figure 5·6: B-mode images, strain images, linear elastic shear mod-
ulus images, and elastic nonlinearity parameter images for repeat ac-
quisitions of subject 18 showing exceptionally poor agreement between
the acquisitions. In this example, the original ROI was poorly targeted
in the repeat acquisition, and so all four image types show large differ-
ences. Correlations between repeat acquisitions are 0.704, 0.259, 0.415,
-0.155, between repeated acquisition of B-mode images, strain images,
shear modulus images, and elastic nonlinearity parameter images. We
note in particular that the nonlinearity maps are negatively correlated.
100
Among the blue markers in Figure 5·2, Subject 15 provided three sets near the
top left of that grouping. These comparisons show relatively poor correlation between
the B-mode images, but moderately good correlation in the elasticity images. One
example is shown in Figure 5·7. In none of the acquisitions with subject 15 was the










































Figure 5·7: B-mode images and reconstructions for repeat acquisi-
tions of subject 15 (ROI: 23 × 24mm) showing relatively poor agree-
ment between the acquisitions (B-mode image correlation 0.665). The
correlations for the strain (0.735), linear shear modulus (0.848), and
nonlinearity parameter (0.785) images show moderately good agree-
ment, despite a low level of maximum frame-average strain.
5.5 Discussion
The goal of this study is to answer the question: If the same region of tissue were
imaged and measured twice, would we recover the same mechanical properties? By
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registering the B-mode images in our data sets, we sought to suppress variability in
ROI targeting, so as to focus on the variability inherent in the in vivo mechanical
property measurement itself.
There are several observations to be made about Figure 5·2. The first is that all
repeat acquisitions (all the blue markers) are clustered in the upper right corner of
the plot, showing a relatively high degree of correlation. It was for this reason that
we asked the question whether any pair of images of two breast masses would show
similarly high degrees of correlation. This question motivated computing comparisons
of images of different masses, shown in orange. The general separation of these groups
shows that the high correlation between repeat acquisitions is not coincidental.
The second pattern that may be noticed in Table 5.1 and in Figure 5·2 is that
the correlation between modulus estimates from repeat acquisitions is consistently
greater than the correlation between strain fields from repeat acquisitions in every
subject, without exception. Hence the linear elastic modulus is a more repeatable
characterization of tissue behavior. This may be due to the fact that the modulus
contains extra information from the physical model that leads to greater repeatability,
or it may be due to the fact that the modulus reconstruction is regularized and is
thus smoother and less variable.
A third observation is that the correlations between nonlinearity distributions
varied greatly. In many cases, correlations between nonlinearity were lower than those
of strain and shear modulus, as might be expected as it is a noisier measurement. In
some cases, however, nonlinearity correlation was higher. In those, the nonlinearity
images showed little contrast and structure, and so high correlations were accidental.
Finally, we note some cases where the nonlinearity correlation was very low (i.e.
≤ 0.6) despite the B-mode image correlation being quite high (≥ 0.9). All of these
extreme outliers came from cases where the final measured strain was low (< 14%),
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and therefore are marked with an ×. In those cases, the tissue was not deformed
enough to exhibit nonlinear behavior, and hence the nonlinearity parameter was not
recovered accurately.
Finally, we note that Figure 5·2 shows that the correlation between modulus fields
has a positive relationship with correlations between the respective B-mode images,
with a few outliers. That is, greater similarity between the initial B-mode images
leads to greater similarity between the moduli, and lower correlation between B-
mode images implies lower correlation between the elastic fields. An illustration of
this can be seen in Figure 5·3. Here the initial B-mode images are nearly identical
and the reconstructed modulus distributions are also nearly identical. By contrast,
Figure 5·6 shows an example in which the initial B-mode images are noticeably dif-
ferent, and consequently, the modulus reconstructions are also noticeably different.
The differences in B-mode image suggest that the two acquisitions represent two
slightly different regions of tissue. Consequently, the elasticity maps show properties
of slightly different regions of tissue and are therefore themselves slightly different
from each other. We note also that there are a few cases in which B-mode images
of distinct masses show relatively high correlations; we ascribe this to coincidence.
The fact that the correlation between elastic fields is low in these cases demonstrates
that the elastic fields show information not contained in the B-mode images. It is
possible that a different image similarity metric would be able to identify the general
similarities present between B-mode images of breast masses.
The present study on repeatability of NEM imaging provides a necessary step
toward evaluating NEM on a larger cohort of subjects. Because imaging large defor-
mations in vivo is much more challenging than doing so in phantoms, it was necessary
to do such a repeatability study with human subjects. Finally, the results here provide
some assurance that if the same region of tissue is imaged twice, the same material
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parameter maps will result. The NEM mapping capability used here is currently
implemented at only one site, and therefore inter-site variability was not considered.
Furthermore, inter-observer variability was not evaluated.
The study here has a number of limitations. First, our focus is on the repeata-
bility inherent in linear and nonlinear elasticity mapping. Thus efforts were made to
diminish all other contributions to variability. For example, we neglect inter-observer
variability, inter-site variability, and by registering our B-mode images, we dimin-
ish variability due to ROI targeting. Second, image correlation fails to acknowledge
similarity between images that share similar features and thus be similar enough for
clinical practice. Figure 5·6 shows an example where certain similar features are
discernible, but the correlations between the corresponding images is low. Image cor-
relation was chosen here because it is applicable independent of the features being
compared, and since clinically relevant features of nonlinear elasticity images have
yet to be identified.
5.6 Conclusions
In this chapter, repeatability of modulus image reconstructions was evaluated through
a correlation metric. Correlation was found to be an adequate measure of repeata-
bility as the correlation between reconstructions obtained from repeat acquisitions
was consistently higher than the correlation between reconstructions from distinct
subjects.
Overall with few exceptions, when the same region of tissue was imaged (defined
as having a B-mode image correlation of greater than 0.9), the shear modulus recon-
structions had a correlation of greater than 0.9. This shows the repeatability of the
shear modulus reconstructions. The repeatability of the nonlinearity reconstructions
was lower, but still typically above 0.8, provided a final strain > 14% is available in the
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data and used in the reconstruction. Correlation between B-mode image similarity
and elasticity image similarity was statistically significant under these conditions.
We conclude that linear elastic shear modulus images may be repeatably recovered,
and nonlinearity may be repeatably measured provided a final strain greater than 14%
is used in the acquisition and reconstruction. Results of this study pave the way for
the nonlinear elastography mapping as a modality for breast cancer applications.
This study has been published in IEEE Transactions in Medical Imaging (TMI)




Inverse problems are notoriously ill-posed. A small change in the input can lead to
a noticeable change in the solution. This unstable nature makes the quantification
of uncertainty in the solutions of inverse problems vital. The ill-posed nature of the
inverse problem is due largely to the fact that the data informs relatively few of the
many dimensions that define our parameter space. Uncertainty, on the other hand, is
largely determined by dimensions or directions in which the data is uninformative. It
thus becomes of interest to not only present the (high) uncertainty, but to be able to
quantify the certainty that is gained from solving the problem and to characterize the
aspects of the solution where we have a high degree of confidence. In high dimensional
inverse problems, the methods to characterize, quantify, and interpret the obtained
uncertainty and certainty need to scale efficiently with the problem size. This makes
practical applications considered here, specifically clinically measured data of partic-
ular interest and difficulty.
This work represents several significant contributions. One is an explicit formula
for the Hessian of a cost function in terms of the products of CG iterations. This is
particularly useful in the application of uncertainty quantification in inverse problems
where the Hessian is otherwise too costly to evaluate, yet tends to be a low rank
update on a known operator. This approach was then applied to both simulated and
clinically measured data to recover the linear and nonlinear elastic parameters.
Our method allows for the estimation of uncertainty (specifically point-wise vari-
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ance) and certainty (specifically information gain) by interpreting the elastic inverse
problem in the context of Bayesian statistics. This approach allowed for the inter-
pretation of regularization as the prior probability, and the definition of the prior
parameters based on expectations for the distribution and estimates of the noise.
Through analysis of the simulated tests we were able to comment on the nature of
the relationship between noise and information which can be applied to the design of
experiments. The main takeaway was that everything that is possible should be done
to minimize the noise.
While our overall uncertainty was high, our method identifies directions in which
we are highly certain of the solution. We also estimate various quantities that char-
acterize the uncertainty and certainty in our results. These quantities are: variance,
measurement noise, information gain, and the rank of the data.
We also considered the problem from a frequentist viewpoint by evaluating the
repeatability of our parameter reconstructions from clinical data. We found that
when the targeted region of tissue was sufficiently similar, the resulting parameter
reconstructions also tended to be similar.
Various opportunities exist to further the work shown in this thesis. It would be
of interest to better understand the choice of prior parameters. While we are able
to interpret the physical meaning of each parameter defining the prior probability
distribution, it is not always clear what the best choice for each parameter is. It would
be of interest to explore a more systematic approach to defining prior parameters.
It is possible that this approach may involve the theory of hierarchical models. The
standard approach to hierarchical priors formulates the prior as P(φ) =
∑
iP(φ|c =
ci)P(c = ci), where c is an unknown prior parameter. A significant challenge of
working with this form is that the log would not distribute over the sum, and thus
the prior would lose its computationally convenient form.
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Another potential opportunity is to sample the posterior. In (Petra et al., 2014)
it was shown that the posterior can be efficiently sampled given the MAP point and
the Hessian at the MAP. Thus our computational method is well tailored to assist in
this sampling. Sampling the posterior would allow for the evaluation of the Laplace
approximation.
Further opportunities exist to better model the noise in the data. Our likelihood
model assumes that the noise is uniformly distributed, delta correlated, and Gaussian.
However, if we consider the state mismatches presented in Figure 3·12 and note, from
Table 3.1, that the approximate noise level in said cases is around 5%, then we will
note that many of the measurements appear to stray around 4 or 5 standard deviations
away from the mean, which is highly unlikely if the noise is truly Gaussian. It would
be of interest to model the likelihood with a distribution with more heavily weighted
tails, thus allowing for more extreme outliers. An example of such a distribution
is P(um) ∝ exp(−||u − um||u) rather than the P(um) ∝ exp(−||u − um||2u) that is
currently being used. We could also view the noise as nonuniformly distributed and
thus base the weight of the data match term in different regions on their relative noise
levels. This would require an estimate of said noise levels in different regions of data.
This estimate can likely be obtained based on the values of cross correlation that are
computed in the process of tracking displacements.
Finally, it would be of interest to apply our methods to more clinically measured
cases to evaluate the diagnostic value of the MAP points and check whether there is
a link between malignancy and uncertainty.
Overall this thesis represents a significant contribution to the field of inverse prob-
lems by developing an efficient solution method and interpreting the results of said





Before we can formulate our inverse problem, we must first select a prior. There are
several different forms the prior may take.
Analogous to choosing L2 regularization for the deterministic inverse problem, we
can choose our log prior density in the form:
RL2(µ) = α||µ||2. (A.1)
The use of this prior implies a belief that the magnitude of the parameter distribution
is low. Specifically, that the parameter distribution is Gaussian with mean magnitude
zero and covariance proportional to 1/α.
The analogue of using a regularization based on the H1 semi-norm in a determin-
istic formulation, is a log prior density of the form presented in (A.2)
RH1(µ) = α||∇µ||2. (A.2)
The use of this prior implies a belief that the parameter distribution is smooth (in
an H1 sense). Specifically, that the magnitude of the gradient of the parameter is
Gaussian with mean zero and covariance proportional to 1/α.
In equation (A.3) we present a regularized approximation to total variation (TV)
110
regularization




|∇µ|2 + ε2dΩ. (A.3)
The use of this prior also implies a belief that the parameter distribution is piece-wise
smooth. The fact that this prior is not quadratic in µ makes interpreting it as a
Gaussian difficult.
If a Laplacian-like prior (Villa et al., 2018) is used, then the log posterior will have
the form
RLap(µ) =< µ, (−γ∇2 + δI)[µ] > (A.4)
The use of this prior can be viewed as a combination of the L2 prior and the H1 prior,
defined in equations (A.1) and (A.2) respectively. . Here, γ and δ are parameters
that determine the weight of each component and the form of the prior. We mostly
use a Laplacian-like prior due to its versatility (it encapsulates two other common
priors) and its analytical convenience (the fact that it is quadratic in µ will make
calculating the Hessian simple). We note, however, that the covariance operator of
the Laplacian-like prior is not trace class (Stuart, 2010) (Bui-Thanh et al., 2013).
This implies that the prior distribution does not define a Gaussian measure which
implies that the prior distribution is improper. The resulting posterior may still be
proper but should be interpreted carefully.
We next have to select the parameters of our prior distribution δ and γ. We select
delta by interpreting it as the inverse of the prior variance magnitude (σ2prior), which
is based on one’s expectation of the range of values of µ that might be encountered
in practice. For example, if we were designing a system to measure different types
of steel, we might reasonably expect a very narrow range of elastic modulus values
(205± 4GPa according to (Ahmadi et al., 2014)), then the δ, in this case, would be
relatively large in order to match our low prior covariance. If, on the other hand we
were considering a case where we might expect a wide range of values, for example
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elastic modulus of spruce tree branches (approximately 8±8GPa according to (Gindl
et al., 2004)), we would use a relatively low delta to reflect the high variance. In





We select γ based on the desired correlation length in the parameter distribution that
we can reasonably expect in our measurement and reconstruction. For example, we
must expect that our correlation length will be longer then our measurement spacing.
It can be shown (Villa et al., 2018; Lindgren et al., 2011) that for a Laplacian prior,





=⇒ γ = `2δ. (A.6)
A one dimensional version of the above equation is derived in section A.4. The final
remaining unknown optimization parameter in the objective function (2.45) is the
data noise (σ2u). While it may sometimes be known, if it is not, the proper noise level
can be chosen by performing the parameter reconstruction for multiple values of σ2u
and using the L-curve method, described in section 7.4 of (Vogel, 2002), to estimate
the noise level.
A.2 K-L Divergence between multivariate normal distribu-
tions
A multivariate normal distribution p ∼ Nk(µ,Σ), where µ is the mean, Σ is the
covariance, and k is the dimension , has a probability density function given by:















Here, E1(·) represents the expected value with respect to distribution p1. Let p0 and p2
be multivariate normal distributions such that p1 ∼ Nk(µ1,Σ1) and p0 ∼ Nk(µ0,Σ0).
Plugging the definition (A.7) into (A.8) and using the definition of covariance, one

























































E1(((x− µ1) + (µ1 − µ0))





































A.3 Generalized eigenvalues and determinants
A generalized eigenvalue problem is defined as:
H ṽ = λ̃R ṽ. (A.10)
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Multiplying both sided of (A.10) by R−1/2 on the left and cleverly multiplying by one,
we obtain:





H̃ v = λ̃v.
(A.11)
From (A.11) one can see that the generalized eigenvalues of H are the same as the
classical eigenvalues of the preconditioned matrix H̃, thus the product of generalized
eigenvalues can be found from the determinant of H̃. Applying the properties of the
determinant to the definition of H̃ we obtain:







From (A.12) we can see that the product of generalized eigenvalues ofH is the quotient
product of classical eigenvalues of H and classical eigenvalues of the preconditioning
matrix R.
A.4 Derivation of Correlation Length for a Laplacian Prior
For the sake of simplicity we consider the one dimensional analogue of the problem.
Let w(x) be a Gaussian white noise with unit variance such that
E(w(x)w(x′)) = δ(x− x′). (A.13)





z(x) + k2z(x) = w(x). (A.14)
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Assuming an infinite medium and using Green’s functions (Roach, 1982) we obtain







To evaluate the correlation length we must evaluate E(z(x)z(x′)). Using equations






Evaluating the integral in (A.16) we obtain
E(z(x)z(x′)) =









To find the correlation length we solve the equation
E(z(x)z(x+ δx)) = εE(z2). (A.19)
Equation (A.19) can be interpreted as saying that at distance δx the values of the










Thus, the correlation length (the distance at which the values of the random field z
are effectively uncorrelated) is approximately 1/k.
A.5 Properties and derivation of the CG algorithm
The material presented in this section is a Hilbert space version of the derivations
and theorems presented in chapter 10.2 of (Golub and Van Loan, 2012).




H[mn](δm, δm) +R(G[mn], δm). (A.22)
We define the negative gradient of Φ through the Gateaux derivative. We define r
such that
R(r,q) = − d
dζ
(Φ[δm + ζq])|ζ=0 = −R(G[mn],q)−H[mn](δm,q) ∀q. (A.23)
Let a set of directions {p} be given such that the directions are H-conjugate, that is:
H[mn](pi,pj) = 0 ∀i 6= j. (A.24)
We solve for the optimal δm iteratively and define the k-th iteration as
δm ≈ δmk = δmk−1 + αkpk. (A.25)
The negative gradient at δm = δmk is denoted by rk and from (A.23) is defined by
R(rk,q) = −R(G[mn],q)−H[mn](δmk,q) ∀q. (A.26)
At each iteration, α is chosen so that the objective functional is optimal, that is:
αk = arg min
α
Φ(δmk−1 + αpk). (A.27)
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The value of the line search parameter αk is found by solving the equation
d
dα
Φ(δmk−1 + αpk)|α=αk = 0. (A.28)





Substituting (A.25) into (A.26) obtains a formula for updating the negative gradient
R(rk,q) = R(rk−1,q)− αkH[mn](pk,q). (A.30)
We define our initial solution guess as well as our initial gradient and search
direction as
δm0 = 0 (A.31)
r0 = −G[mn] (A.32)
p1 = r0. (A.33)
The initial value of the gradient can be evaluated by solving (A.32) in weak form,
where the right hand side of (A.32) can be evaluated by using (2.19)
R(r0,q) = −R(G[mn],q) ∀q
= −R(mn,q)− a(w,u,q) ∀q.
(A.34)
Lemma A.5.1. Given sets of search directions {p1, ...,pk−1} and gradients
{r0, ..., rk−1}, where every search direction is obtained in accordance to the follow-
ing expressions:
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p1 = r0 (A.35)





i ∈ {2, ..., k − 1}. (A.38)
Every gradient in the set is obtained in accordance to the following expressions:
r0 = −G[mn] (A.39)





j ∈ {1, .., k − 1}. (A.42)
Also given that the search directions are all conjugate, i.e:
H[mn](pa,pb) = 0 ∀a, b ∈ {1, ..., k − 1} s.t. a 6= b. (A.43)
Also given that the gradients are orthogonal, i.e:
R(ra, rb) = 0 ∀a, b ∈ {0, ..., k − 1} s.t. a 6= b. (A.44)
It can be shown that direction pk obtained via (A.36,A.37) will be conjugate to all
directions in the set {p1, ...,pk−1} and the gradient rk obtained via (A.40,A.41) will
be orthogonal to all gradients in the set {r0, ..., rk−1}.
Proof. First we show that, ∀ i ∈ {1, .., k− 1} the corresponding gradient ri is orthog-
onal to every search direction in the set {p1, ...,pi}. That is to say:
R(ri,pj) = 0 ∀j ∈ {1, .., i}. (A.45)




H[mn](pi,pi) = 0. (A.46)
Now let us prove the full equation (A.45) by induction. The base case, when i = 1
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is a trivial consequence of (A.46). Since we have already proven the j = i case the
induction hypothesis is that R(ri,pj) = 0 ∀j < i ≤ k − 2 and we need to prove that










by conjugacy of search directions
= 0. (A.47)
Next we recall that the kth search direction is selected using (A.36).We note that
since p2 ∈ span(r1,p1) and p1 = r0 we get p2 ∈ span(r0, r1). Similarly, since
p3 ∈ span(r2,p2) we get p3 ∈ span(r0, r1, r2). Continuing this same process we
can say that pk ∈ span(r0, r1, ..., rk−1). From equation (A.36) we see that rk−1 ∈
span(p1, ...,pk) thus we obtain the result that
span(p1, ...,pk) = span(r0, ..., rk−1) ∀k ≥ 1. (A.48)
From (A.48) and (A.45) we get
R(rk, rj) = 0 ∀j < k. (A.49)
That is to say that every obtained gradient will be orthogonal to all previous gradients.
Let us now show that all search directions are H-conjugate. By our choice of βi







We prove the full conjugacy of all search directions by induction. The base case when
k = 2 is a subcase of (A.50) and is thus satisfied by setting β2 according to (A.37).
Thus our induction hypothesis is H[mn](pk,pj) = 0 ∀j < k and we need to prove




For the case when j = k, H[mn](pk+1,pk) = 0 by our choice of βk+1 from (A.50).
Thus we just need to consider j < k. In this case H[mn](pk,pj) = 0 by our induction
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