This contribution deals with classification of multilook fully polarimetric synthetic aperture radar (SAR) data by learning a dictionary of crop types present in the Foulum test site. The Foulum test site contains a large number of agricultural fields, as well as lakes, wooded areas, natural vegetation, grasslands and urban areas, which makes it ideally suited for evaluation of classification algorithms.
INTRODUCTION
Classification of crops using polarimetric SAR data is desirable due to the SAR's ability to operate under all weather conditions. The SAR measures dieletric and roughness properties of the target. A polarimetric SAR transmits and receives both horizontally and vertically polarized signals. From this different scattering properties of the target can be inferred. Classification of crops using these data relies on a difference in scattering properties between different types of crops.
Most previous work explicitly models the distribution of the scattering matrix or backscatter coefficients. This especially revolves around the complex Wishart distribution 1, 2 and the Beta distribution. 3 No underlying distribution is assumed in the work presented here, similar to, e.g., entropy based approaches. 4 While the application of multitemporal acquisitions has previously shown improved results over single-data acquisitions in classification crops, 5 due to the large interseasonal variations, the inclusion of a spatial context in the classification algorithms is not common in the literature. We quantitatively compare a spatially aware classification method with a standard maximum likelihood approach based on single-pixel measurements.
Dictionary learning for supervised image classification gathers a collection of typical patches for each class and ensures that these patches are separated in feature space. Thereby a sparse basis adapted to the problem at hand is built. This approach has previously shown success in texture classification, 6 biological 7 and geophysical applications. 8 The method will be further described in Section 3.
We apply this method to L-band single-polarimetric, dual polarimetry and full polarimetry SAR data from a subset of the Foulum data set 5, 9 described in Section 2. The L-band data have previously been shown to be useful for classification of crops.
10 A quantitative comparison, varying the number of included temporal acquisitions and the size of the spatial neighborhood will be given in Section 4.
DATA
The data analyzed are multilook L-band fully polarimetric SAR data recorded over the Foulum test site. Polarimetric SAR data are acquired at four linear polarizations, HH, HV, VH, and VV, forming a scattering vector for the reciprocal case
where the subscripts denote receiving polarization before transmitting polarization. The data are multilooked for speckle reduction and represented in a covariance matrix
where spatial averaging is denoted by . The elements of this covariance matrix can be described by nine independent real numbers, 3 namely the three real numbers on the diagonal and the real and imaginary parts of the three complex numbers above the diagonal. Thus a nine-vector x ij represents the full polarimetric information for the (i, j)'th pixel in the acquired image
Four different polarimetric modes are simulated by extracting different combinations of elements from this intensity vector. The number of elements in each mode is denoted p. Single-polarization in the horizontal direction consists of only the first element |S HH | 2 and similarly the vertical direction is represented by the third element, i.e., p = 1 for both. These modes are referred to as HH and VV respectively. Dual-copolarization (HHVV) is transmitting in both directions and receiving in both, though not acquiring the cross polarizations. Thus it consists of the p = 4 corner elements of the covariance matrix, corresponding to the first, third, eighth and ninth element of the intensity vector. The final mode is full polarimetry using all elements (p = 9) of the intensity vector for each pixel. The Foulum test site contains 35 fields, where the grown crops are known, surrounded by a large area of unknown vegetation, lakes, grasslands and urban areas. The 35 fields are categorized into six classes of crops: rye, grass, winter wheat, spring barley, peas and winter barley. Figure 1b shows the ground reference data and the division into training and test set, which will be used in Section 4.
The full image is 1024 × 1024 pixels, where the first 700 columns are devoted to testing and the remainder for training. A few simple statistics on the training and test set can be seen in Table 1 . It is worth noting that (1) the classes are not represented by an equal proportion of their occurrence in the test set, e.g., "grass" and "spring barley" are under represented in the training data, and (2) the total number of observations in each class is far from equal. Four temporally separate acquisitions covering this area are considered in Section 4. 
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METHODS
We propose using a learned discriminative dictionary of polarimetric SAR data patches and extend these to include multiple temporal acquisitions. This method will be described below. A Bayesian maximum likelihood classifier is used for comparison and will be described in Section 3.2.
Discriminative dictionary learning
Often texture contains important information for image segmentation. This is utilised in the segmentation approach based on discriminative image patches. 6 The segmentation is done in small image patches of √ n × √ n pixels using a learned intensity dictionary D ∈ R n×m . Each image patch is concatenated to form a vector of size n and the dictionary contains m of these vectors. In addition to the intensity dictionary a label dictionary L ∈ R nl×m is given where the i'th column vector in L correspond to the i'th column vector in the intensity dictionary D. The label dictionary vectors are concatenated from image patches of √ n × √ n × l pixels with a channel for each l class labels. The pixel values of the label patches correspond to the probability of a given label.
Segmentation is performed using a nearest neighbour classification among the column vectors of the intensity dictionary. For the image to be segmented a patch x of √ n × √ n pixels is chosen. The nearest neighbour d j is found by
The corresponding label vector l j contains the probabilities for the label classes, and choosing the most probable label for each pixel will provide a segmentation for that image patch. Segmenting the entire image is done by densely sampling overlapping image patches of √ n × √ n and averaging the overlapping regions. Hereby an image containing label probabilities is obtained.
The segmentation procedure is supervised and need training samples to build the dictionaries. Given a set of training image patches and corresponding label patches the dictionary is constructed using a weighted k-means clustering approach. The weights are obtained from the label patches in such a way that image patches in a cluster has similar label patches. Details on building the dictionary can be found in Dahl and Larsen. 
Multitemporal dictionary atoms
For the purposes here we extend the dictionary atoms to include multitemporal acquisitions of polarimetric SAR scatter information. This is done by concatenating all information to a vector for each pixel, as illustrated in Figure 2 . For a dictionary atom of spatial extent √ n × √ n pixels, p unique elements from the intensity vector in Eq. (3) and ∆t temporal acquisitions, the number of features -and thereby the dimensionality of the intensity dictionary -is n · p · ∆t.
The dimensions of the dictionary thus rapidly grows when including a larger spatial context, working in a more complex polarimetric mode or including more temporal acquisitions.
Maximum likelihood classification
The classification results obtained by employing discriminative dictionary learning are compared with the standard Bayesian Maximum Likelihood (ML) classifier. For multilook single-polarimetric SAR data it is assumed that the backscatter coefficients follow a Gaussian distributions, when the number of looks is large enough. We make this assumption here.
The negative log-likelihood L m (f ) for the feature vector f belonging to the m'th class with covariance Σ m and mean µ m is
according to the ML classifier. Here π m denotes the prior probability of the m'th class. We assume equal prior probabilities for all classes. The feature vector f is of length ∆t · p with the same definitions as previously. √ n is the width of the dictionary atom, p the number of included elements from the vector in Eq. (3) and ∆t is the number of temporal acquisitions included.
Similarly, the dual-copolarimetric and fully polarimetric SAR data are assumed to follow a complex Wishart distribution.
1, 5 For these modes the ML classifier takes the form
where x is the covariance matrix for the observation to be classified, n is the number of looks, andΣ m is the average covariance matrix for all observations belonging to class m. For dual-copolarization data this is a complex matrix of size 2 × 2 and for fully polarimetric data it is of size 3 × 3. In the multitemporal case, this is calculated independently for each acquisition and summed for each class.
RESULTS
Results are obtained by training each method on the training part of the image illustrated in Figure 1b . For the dictionary learning method the training amounts to building the dictionary given an atom size √ n, a number of temporal acquisitions (time points) ∆t to include and the polarimetric mode, implicitly defining p. Training the ML classifier for a given ∆t and polarimetric mode corresponds to estimating the class covariances and means, such that Eq. (5) and (6) can be evaluated for a new observation.
The classification results are shown numerically in Table 2 , where the best performing representation/parameter combination is shown in bold. The numbers are classification errors, i.e., the percentage of misclassified observations in each class. The results are divided into polarimetric modes by row and number of temporal acquisitions ∆t by column. The width of the dictionary atoms and the single-pixel ML classifier are included as sub-columns. Table 2 : Classification errors. Polarimetric mode is by row, number of temporal acquisitions by column and dictionary size by sub-column together with the single-pixel ML classifier. The minimum error for each classifier is marked in bold.
It is seen that the classification errors for the dictionary learning approach ranges from 22% to 61%, while the ML classifier has a minimum of 30% and maximum of 88%. For both classifiers the maximum classification error is obtained using single-polarization (HH or VV) and a single acquisition. The best classification is obtained by use of dual-copolarimetry for the ML classifier and full polarimetry for the dictionary classifier. Both prefer using all four temporal acquisitions.
It should be noted that while the classification errors are much lower for the dictionary approach, the computation times are much higher. They vary from approximately 20 seconds to 7.5 minutes, while the ML classifier maximally spends 7.4 seconds. This is primarily due to the high dimensional space in which the nearest neighbor search is performed.
Figures 3a-b also show the classification error for the four polarimetric modes using dictionary learning with three different atom sizes √ n = {3, 5, 7} in black and the ML classifier (red dots). All error plots are classification errors as a function of ∆t.
The superior method for classification of this data set is clearly the dictionary learning approach. In all cases this method has a lower classification error than the ML classifier. Collectively from the results it can be inferred that the inclusion of multiple temporal acquisitions (up to at least three) improves the crop classification, which is consistent with other studies.
5 It is also apparent that the HHVV and fully polarimetric modes bring significant information to both classification methods.
The dictionary atom's spatial extent does not seem to be a parameter for classification of this particular data set as very similar results are obtained for the three sizes tested, though it seems that the largest atom of 7 × 7 almost never outperforms the others. Based on this, the atom should be chosen to be 3 × 3 to reduce the computational load.
The best classification result for the dictionary learning method was obtained using the full polarimetric information and parameters ∆t = 4, √ n = 3. The classified image using these parameters can be seen in Figure   4a . The lowest classification error for the ML classifier was obtained using the dual-copolarization (HHVV) polarimetric mode and ∆t = 4. The classified image using these parameters can be seen in Figure 4b .
Comparing the two classified images it is apparent that the spatially aware dictionary method yields a spatially more coherent classification, compared to the spatially fluctuating result of the single-pixel measurement based ML classifier. A few points are worth mentioning: The large overall difference between the two methods' performances might be due to the significant difference between (1) not assuming any distribution and doing a nearest neighbor lookup, and (2) assuming a distribution and modelling each class separately. This is, however, the original forms of the two classification methods. It should be noted that the dictionary method excels in modelling the transition between classes, which is not exploited fully here, due to the nature of the data set (all fields are separated by at least one pixel). Furthermore, it could be argued that the deterministic partition of the image data into training and test set could have an influence on the performance. While the performance in general is significantly different, the best classification for both methods is only 8% apart. Whether this is due to this particular data set, or similar performances can in fact be achieved in general for crop classification by careful choice of polarimetric mode and parameters, must be investigated in a larger scale study.
CONCLUSIONS
A discriminative dictionary of SAR image patches has been trained and used for classification of crops at the Foulum test site. It was found that full polarimetry SAR and inclusion of multitemporal acquisitions gave the best classification results for this method, namely a classification error of 22%. The standard maximum likelihood classifier, assuming a complex Wishart distribution for the dual-copolarimetric SAR data, achieved a classification error of 30%.
We have shown that this general approach to classification, considering contextual information and making no assumptions on distribution of the data, has a potential for crop classification in polarimetric SAR data. We have verified that inclusion of multitemporal acquisitions reduces the classification error for the classification methods evaluated here.
