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We study energy transport in the integrable Z3 parafermionic chain using the partitioning pro-
tocol. By exploiting the Bethe-ansatz solution for the thermodynamics of the system, we develop
a generalized hydrodynamic description of the non-equilibrium steady states, which we benchmark
using numerical simulations based on matrix product states. The model features a low-energy con-
formal limit with central charge c = 4/5, which affects the low-temperature energy current, as we
explicitly show. Moreover, we exploit that, for energies close to the maximally excited state, the
system is also critical and described by a conformal field theory with c = 1. By considering the
two halves prepared at two temperatures both low in value but opposite in sign, we are able to
investigate in an exact and controlled way the junction between two conformal field theories with
different central charges. Notwithstanding the absence of global conformal invariance, we find re-
sults that approximate to a high degree those of out-of-equilibrium conformal field theories. Our
study extends the generalized hydrodynamics to a novel framework, where it can be profitably used
for exploring new physical phenomena.
I. INTRODUCTION
Understanding and controlling energy transport is a
theme of fundamental importance, and especially in one-
dimensional quantum physics. The recent groundbreak-
ing experimental progress with cold atomic gases has
spurred interest in the study of coherent quantum evo-
lution [1–8], with a particular emphasis to the transport
dynamics [9, 10]. From a theoretical point of view, the
emergence of an anomalous ballistic behavior that de-
fies the diffusive one expected from Fourier’s law, and its
interplay with integrability, have been recently widely in-
spected [11–18]. For integrable models [19–21], a key re-
sult of this research endeavour has been the development
of a generalized hydrodynamics (GHD) theory, describing
the spatial arrangement, in the long-time limit, of the
conserved charges preserved by the dynamics [22, 23].
Such approach is based on a compact continuity equa-
tion, which accounts for the flow of all conserved quanti-
ties between macroscopic subparts of the sample, which
are supposed to be locally equilibrated to a generalized
Gibbs ensemble [24–30].
The current theoretical paradigm for the study of
transport in isolated quantum evolution is represented
by the so-called partitioning protocol (PP) [31]. Within
this description, transport can be studied as a local quan-
tum quench [32–40], where the post-quench Hamiltonian
differs from the initial one only in a finite region of space.
Specifically, at the beginning, two decoupled semi-infinite
chains are initialized in two different conditions, charac-
terized, e.g., by different temperatures or chemical po-
tentials. Subsequently, they are joined together and let
evolve in time. Depending on the initial condition, differ-
ent forms of transport can be inspected, e.g., of energy
or of particles. Rigorous results have been derived in
this setting [41–44], but a further step was represented
by exact calculations in the framework of conformal field
theories (CFT) [45–48]. The latter were sustained by
calculations in free theories [49–58], numerical simula-
tions [14, 17, 59, 60], and approximate approaches [61–
63]. More recently, by applying the PP to integrable
models, the GHD has been shown to exactly reproduce
the long-time dynamics [22, 23], leading to the discovery
of a remarkable number of results, both in the quan-
tum [64–75] and in the classical limit [76–78]. How-
ever, only two paradigmatic models have been considered
so far: the XXZ spin-1/2 chain, and the Lieb-Liniger
bosonic model. In this context, hydrodynamic results
have been always validated by numerical simulations ob-
tained with matrix product states (MPS) [79].
Here we investigate, for the first time, energy transport
in the Z3-integrable parafermionic chain [80–83], through
a hydrodynamic approach. This model has recently
resurged to a widespread attention because of several
realistic proposals for an experimental implementation
in hybrid superconductor-semiconductor devices [84–88].
Adding up to previous works that discussed the rich-
ness of its thermodynamics, when compared to analogous
fermionic chains [89, 90], we show that remarkable novel
phenomena emerge also in the out-of-equilibrium frame-
work. An experimental verification of our findings stands
as an intriguing and challenging perspective.
The development of a GHD for this model is based on
its Bethe-ansatz (BA) solution, which differs from that
of the XXZ chain in the following aspects. First, this
parafermionic chain admits composed excitations which
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2are not of string form [19, 80]. Second, the BA equations
impose microscopic constraints on the thermodynamic
description, for which not all the excitations are actually
independent. The hydrodynamic solution presented here,
together with its careful numerical validation by means
of MPS, stands as a first non-trivial extension of such
general phenomenological concepts to a qualitatively dif-
ferent situation. We also show that this model allows for
a further non-trivial verification of the universal law for
low-temperature energy transport in a CFT, derived by
Bernard and Doyon (BD) [45, 46]. According to such re-
sult, the steady-state energy current should only depend
on the central charge c. So far, all verifications dealt with
theories with c = 1 or c = 1/2, corresponding to a free
bosonic and fermionic theory respectively; here, the low-
temperature scaling limit is a CFT with c = 4/5 and as
such our is the first check of BD law in a truly interacting
theory.
Additionally, even if the low-energy limit of the Hamil-
tonian Hˆ of our model is described by a CFT with
c = 4/5, the Hamiltonian −Hˆ has a low-energy confor-
mal description with c = 1. The study of energy trans-
port between models with different properties and scaling
limits is an exciting possibility for which only limited in-
formation has been discovered so far [91, 92]. By joining
together two chains prepared at opposite temperatures,
i.e. positive on one side and negative on the other one, we
develop a GHD description of a transport protocol where,
effectively, a CFT with c = 4/5 and a CFT with c = 1
have been joined together. Although quasi-particles are
not described by a CFT, the model features properties
that approximate it to a large degree, and yield interest-
ing physical properties.
This article is organized as follows. In Sec II we present
the model and review its equilibrium BA solution. In
Sec. III we introduce the PP and develop the hydro-
dynamic description, that we benchmark with numer-
ical MPS simulations. In Sec. IV we study the low-
temperature energy transport, and verify the BD law. In
Sec. V we study transport in the opposite temperature
regime. Our conclusions are drawn in Sec. VI.
II. MODEL
A. Hamiltonian
Let us consider a one-dimensional chain of Z3-
parafermions, of length L. Each lattice site ` = 1, . . . , L
is associated to two parafermionic operators, γˆ2`−1 and
γˆ2`, satisfying γˆ
3
k = 1, γˆ
†
k = γˆ
2
k, and
γˆkγˆm = ω γˆmγˆk (k < m), with ω = e
2piı/3. (1)
The system Hamiltonian is given by:
Hˆ0 = −J
∑
`
[γˆ2`−1γˆ2` + γˆ2`γˆ2`+1 + H.c.] , (2)
where J > 0 fixes the energy scale, and we have adopted
units of ~ = kB = 1 [88].
It is now convenient to introduce the Fradkin-Kadanoff
transformation, which unitarily maps the parafermionic
operators into commuting Z3 variables [93]. To this pur-
pose, we define the operators τˆ` and σˆ`, such that they
satisfy the following algebra: σˆ`τˆ` = ω τˆ`σˆ` and are oth-
erwise commuting. These operators are represented in
the single-site Hilbert space by the following matrices:
τ =
0 0 11 0 0
0 1 0
 , σ =
1 0 00 ω 0
0 0 ω2
 . (3)
The mapping reads:
γˆ2`−1 = ωσˆ
†
` τˆ
†
`
∏
k>`
τˆ †k ; γˆ2`−1 = σˆ
†
`
∏
k>`
τˆ †k . (4)
The Hamiltonian Hˆ0 in Eq. (2) is thus mapped into:
Hˆ =
∑
`
hˆ` , hˆ` = −J
[
τˆ` + σˆ
†
` σˆ`+1 + H.c.
]
, (5)
and in the following we will make explicit reference to it.
We stress that the transformation (4) is unitary, and we
will only consider operators whose locality is preserved
by the mapping; as such, our conclusions apply also to
the parafermionic version of the model.
B. Bethe-Ansatz formulation
The Hamiltonian in Eq. (5) is integrable via a standard
BA technique, and in the following we briefly summarize
its solution, originally presented in Refs. [80–82]. Let us
start by mentioning that the model is invariant under the
Z3 symmetry
[Hˆ, Uˆ ] = 0 , Uˆ =
L∏
j=1
τˆj . (6)
Since Uˆ3 = 1, the eigenvalues of Uˆ are e2ıpiQ/3, with
Q = {−1, 0, 1}, corresponding to three symmetry sectors.
1. Single-particle spectrum
We are interested in the spectrum of Eq. (5) in the
thermodynamic limit L→∞. Let us first consider finite
L values and periodic boundary conditions, such that
exact eigenstates at finite size are associated to sets of
rapidities (or roots) {λ1, . . . , λM}, solutions of the BA
equations [80–82][
sinh( ıpi12 − λj)
sinh( ıpi12 + λj)
]2L
= (−1)L+1
M∏
k=1
sinh
[
ıpi
3 − (λj − λk)
]
sinh
[
ıpi
3 − (λj − λk)
] ,
(7)
3Label (µ) Roots nµ υµ σµ
(a) λk,a 1 1 1
(b) λk,b +
ıpi
2
1 -1 1
(c) λk,c ± ıpi3 2 1 -1
(d) λk,d +
ıpi
2
± ıpi
3
2 -1 -1
(e) λk,e ± ıpi4 2 – -1
TABLE I. Spectrum of single particles in the BA solution of
Eqs. (5), for L → ∞. In this notation λk,µ is a real number,
with k = 1, . . . ,Mµ. Here nµ indicates the length, υµ the
parity, and σµ the sign of each rapidity.
where the number M of rapitidies is fixed by the sec-
tor of the Z3 symmetry Q: M = 2(L − |Q|). Find-
ing a solution of Eqs. (7) for an arbitrary L is generally
hard. Nonetheless, the structure of its solutions consid-
erably simplifies for L → ∞, where the rapidities can
be grouped according to the arrangement of their imag-
inary parts. There are five classes of rapidities labelled
by S = {(a), (b), (c), (d), (e)} whose properties are given
in Tab. I (see Ref. [80] for further details). For each label
µ ∈ S, there are Mµ distinct real parts {λk,µ}Mµk=1 and for
each real part there are nµ rapidities which differ in their
imaginary part. In other words, the initial set of roots is
splitted as
M =
∑
µ∈S
nµMµ . (8)
The label in S can be associated with five particle
types which constitute the single-particle spectrum of the
model. Note that the classes (c), (d), (e) are composed
by two complex conjugate rapidities: they can be consid-
ered as stable bound states composed of two elementary
particles. A reader familiar with the BA formalism can
recognize classes (a), (b), (c), (d) as string configurations
[(b) and (d) having a negative parity] [19]. On the other
hand, class (e) is a peculiarity of this model and, more
in general, of ZN -integrable chains [81].
2. Thermodynamic eigenstates and conserved quantities
In the thermodynamic limit, each eigenstate is occu-
pied by an extensive number of particles. For each par-
ticle type µ ∈ S, the Mµ real parts become dense on the
real line and are described by a density of roots ρµ(λ):
ρµ(λ) = lim
L→∞
1
L(λk+1,µ − λk,µ)
∣∣∣∣
λk,µ=λ
(9)
where we sorted the real parts for µ-type particles ac-
cording to: λk+1,µ > λk,µ.
To describe the structure of the eigenstates in the
thermodynamic limit, it is useful to draw an analogy
with non-interacting fermions on a periodic lattice of
the same size L. In that case, different eigenstates
are realized by filling some among all the available mo-
menta 2pin/L with n ∈ N). In the BA jargon, the
available momenta are dubbed vacancies, while the oc-
cupied/unoccupied ones are referred to as roots/holes.
When L→∞, an eigenstate is characterized by a density
of roots among the available vacancies. In a similar way,
for the parafermionic model we are considering here, dif-
ferent eigenstates are obtained by all possible “fillings” of
the real parts λk,µ among all the possible vacancies [19].
Since each vacancy is either filled or empty, introducing
the density of holes ρ
(h)
µ (λ) and vacancies ρ
(t)
µ (λ), we have
the relation
ρ(t)µ (λ) = ρµ(λ) + ρ
(h)
µ (λ). (10)
The main difference with respect to non-interacting mod-
els is that the density of vacancies is not a fixed function.
Actually, the BA equations (7) translates into a func-
tional relation between the density of roots and of vacan-
cies:
σ~ρ (t) +
1
2pi
Θ′~ρ =
~t ′
2pi
. (11)
Notice that here we have introduced a shorthand no-
tation for vectors: [~f ]µ(λ) = fµ(λ) and for matrices:
[M ]µ,ν(λ, λ
′) = Mµ,ν(λ, λ′), with the matrix-vector mul-
tiplication defined as[
M ~f
]
µ
(λ) =
∑
ν
∫ ∞
−∞
dλ′Mµ,ν(λ, λ′) fν(λ′) . (12)
The prime instead indicates the derivative with respect to
the rapidity, e.g., [~f ′]µ(λ) = dfµ(λ)/dλ. Explicit forms of
the matrix Θµ,ν(λ, µ) and the vector tµ(λ) are reported
in App. A. The matrix σ has elements σµ,ν(λ, λ
′) =
σµ δµ,ν δ(λ− λ′), where the signs σµ ∈ {−1, 1} are given,
for each particle type, in Tab. I. In general, a set of func-
tions ρ
(t)
µ (λ) > ρµ(λ) > 0 solutions of (11) represents
a thermodynamic eigenstate of Hˆ. For this model, one
can show [80–82] that Eqs. (7) impose the following ad-
ditional constraints for eigenstates to be physical
ρa(λ) = ρ
(h)
c (λ) , ρ
(h)
a (λ) = ρc(λ) , (13a)
ρb(λ) = ρ
(h)
d (λ) , ρ
(h)
b (λ) = ρd(λ) , (13b)
which have to be satisfied together with (11).
Equivalently, a thermodynamic eigenstate can be de-
fined in terms of the filling factors
ϑµ(λ) ≡ ρµ(λ)/ρ(t)µ (λ) . (14)
Indeed, using (11), one can relate the filling factors ϑµ(λ)
to the corresponding root densities ρ
[ϑ]
µ (λ) via
~ρ [ϑ] =
(
σϑ−1 +
1
2pi
Θ′
)−1 ~t′
2pi
, (15)
where we introduced the diagonal matrix containing the
filling factors
[ϑ]µν(λ, λ
′) ≡ δµ,ν δ(λ− λ′)ϑµ(λ) . (16)
4In the following, we will denote compactly as |ϑ〉 the ther-
modynamic eigenstate associated to a set of filling fac-
tors ϑµ(λ) and root densities ρ
[ϑ]
µ (λ) related one another
via (15).
3. Conserved quantities and associated currents
Because of integrability, the Hamiltonian model (5)
admits an infinite number of local conserved quantities,
which are sums of local densities. Each of them can be
represented as
Zˆ =
∑
`
zˆ` , (17)
with [Hˆ, Zˆ] = 0 and where zˆ` represents the charge den-
sity, having support on a finite number of sites 1 around
`. To each conserved density zˆ` is associated a corre-
sponding current jˆZ` , defined via the continuity equation
jˆZ` − jˆZ`−1 = ı[Hˆ, zˆ`] . (18)
Since the conserved quantities commute, each state |ϑ〉
is a simultaneous eigenstate of all of them. Being these
operators local, the corresponding eigenvalue is additive
on the particle content, i.e., it takes the form
lim
L→∞
〈ϑ| Zˆ |ϑ〉
L
= 〈ϑ| zˆ` |ϑ〉=
∑
µ∈S
∫
dλ ρ[ϑ]µ (λ) zµ(λ). (19)
Here zµ(λ) is the single-particle eigenvalue which quan-
tifies the contribution of a particle of type µ and rapid-
ity λ to the charge Zˆ. For instance, for the Hamiltonian
and the momentum, the single-particle eigenvalue respec-
tively takes the form
eµ(λ) =
√
3
8
(1 + δµ,e)t
′
µ(λ) =
[
S~t ′
]
µ
(λ) (20a)
~p = −1
2
S~t , (20b)
where we introduced the diagonal matrix
Sµ,ν(λ, µ) = δµ,ν (1 + δµ,e) δ(λ− µ). (21)
Via Eq. (19), the root densities ρµ(λ) are in one-to-one
correspondence with a complete set of conserved quanti-
ties. Therefore, the state |ϑ〉 can be equivalently consid-
ered as a microcanonical representative of the generalized
Gibbs ensemble [24, 97–99].
1 The presence of multiple particle types suggests that this model
must admit different families of quasi-local conserved quanti-
ties [29, 30, 94–96]. Here, we simply assume that a complete set
of conserved quantities can be defined without specifying their
explicit construction, leaving this analysis to a future study.
Even though the state |ϑ〉 is not an eigenstate of the
currents, a formula similar to (19) holds for their expec-
tation value [22, 23]
〈ϑ| jˆZ` |ϑ〉 =
∑
µ∈S
∫
dλ v[ϑ]µ (λ) ρµ(λ) zµ(λ) . (22)
The function v
[ϑ]
µ (λ) describes the velocity of quasiparti-
cles at rapidity λ in the thermodynamic eigenstate |ϑ〉.
For a non-interacting theory, the velocity would be sim-
ply obtained from the dispersion relation differentiating
the single-particle energy with respect to the correspond-
ing momentum (vµ = deµ/dpµ). In the presence of inter-
actions, the single-particle energy and momentum have
to be modified according to the state |ϑ〉 (dressing). One
arrives at [100]
v[ϑ]µ (λ) =
D[ϑ][e′]µ(λ)
D[ϑ][p′]µ(λ) , (23)
where the dressing operation D[ϑ](fµ) in the state |ϑ〉
acts linearly on a single-particle eigenfunction fµ(λ) as
~D[ϑ](f) ≡
(
1 +
1
2pi
SΘ′S−1σϑ
)−1
~f . (24)
4. Thermodynamics
The thermodynamic BA allows one to associate a rep-
resentative thermodynamic eigenstate |ϑ〉 to the thermal
density matrix2
ρˆ =
e−βHˆ
Zβ → |ϑ〉 , (25)
where β denotes the inverse temperature of the system,
and Zβ the partition function. Here we will not give
details of this standard construction, which is based on
minimizing the free-energy functional F = β 〈ϑ| Hˆ |ϑ〉 −
SY Y [ϑ], with SY Y [ϑ] the Yang-Yang entropy [19]. Here,
we simply stress that, for this model, the minimization
procedure must account for the constraints in Eq. (13),
for which only three root densities ϑa(λ), ϑb(λ), ϑe(λ) are
actually independent. Setting ηµ(λ) = ρµ(λ)/ρ
(h)
µ (λ),
the minimization leads to [82]
ln ηb = −K1 ∗ ln
[
(1 + η−1a )(1 + η
−1
b )
]
, (26a)
ln ηa = ln ηb +
3
√
3β
cosh(6λ)
, (26b)
ln ηe = K2 ∗ ln
[
(1 + η−1a )(1 + η
−1
b )
]
, (26c)
2 Note that we use the hat to avoid confusion between the density
matrix ρˆ from the root density functions ρµ(λ).
5where we omit the explicit dependence on the rapidity
and we indicate the convolution as f ∗g = ∫∞−∞ dλ′ f(λ−
λ′) g(λ′). In Eqs. (26), we introduced the functions
K1(λ) =
18λ
pi2 sinh(6λ)
, K2(λ) =
3
pi cosh(6λ)
; (27)
the functions ηa(λ;β), ηb(λ;β), ηe(λ;β) can be thus easily
determined numerically for arbitrary β (either positive
or negative). By employing (11) and (13), one can then
obtain the whole set of filling factors
ϑµ(λ;β) =
ηµ(λ;β)
1 + ηµ(λ;β)
(28)
describing a thermal state at inverse temperature β.
III. THE PARTITIONING PROTOCOL
In order to study energy transport in the system, we
consider a partitioned initial state. From the Hamilto-
nian density hˆ` introduced in (5), we define the Hamil-
tonians relative to the left/right halves of the system
Hˆr =
∑
`>0
hˆ` , Hˆl =
∑
`<0
hˆ` . (29)
We focus on partitioned initial states, in which the two
halves are at thermal equilibrium but at different tem-
peratures, thus exhibiting a macroscopic unbalance in the
energy density, i.e.
ρˆ0 =
e−βlHˆl ⊗ e−βrHˆr
Z , (30)
which is then evolved with the full Hamiltonian Hˆ in (5).
A. Generalized hydrodynamic formulation
Despite the integrability of the model, computing the
exact time evolution of ρˆ0 remains an extremely hard
task. An alternative approach is based on assuming local
equilibration to a generalized microcanonical ensemble.
In practice, the filling factors are promoted to space-time
dependent functions ϑ
(x,t)
µ (λ), which describe local ob-
servables around a coarse-grained space-time point (x, t).
Imposing the continuity equation of all conserved quan-
tities, one can derive the GHD equation [22, 23] in the
form
∂tϑ
(x,t)
µ + v
[ϑ(x,t)]
µ ∂xϑ
(x,t)
µ = 0 , (31)
where we omitted the explicit dependence on rapidity λ
of all quantities. Equation (31) has to be solved together
with (23); we refer to [67] for an analysis of efficient nu-
merical methods to evaluate its solutions from generic ini-
tial conditions. Once the solution ϑ
(x,t)
µ (λ) is found, the
space-time profile of a conserved density zˆ` and the corre-
sponding current jˆZ` can be obtained using (19) and (22).
For a partitioned initial state, Eq. (31) leads to a self-
similar dynamics, where all local expectation values have
a space-time profile which only depends on the ratio x/t.
The solution can be written explicitly as
ϑ(x,t)µ (λ) =
{
ϑµ(λ;βl), v
[ϑ(x,t)](λ) > x/t
ϑµ(λ;βr), v
[ϑ(x,t)](λ) < x/t
, (32)
where the thermal filling factors ϑµ(λ;βl,r), obtained
from the solutions of (26) at β = βl,r, describe the left
and right initial states, in agreement with (30).
We will consider the energy current flowing at site `,
jˆH` , which is defined in Eq. (18) for zˆ` equal to the local
Hamiltonian density hˆ` in Eq. (5). The space-time profile
of the energy current is defined as
JE(x, t) = Tr
[
e−ıHˆt jˆH` e
ıHˆtρˆ0
]
, (33)
where x ≡ `. From the solution in (32) and (15), one
obtains the GHD approximation for JE(x, t) via (22). In
this approximation, the space-time profile only depends
on the ray x/t = const., i.e. J (GHD)E (x/t). We expect the
GHD approach to become more and more accurate at
large times, as will become apparent in the next section.
B. Comparison with numerical simulations
In order to test the validity of the hydrodynamic ap-
proach developed above, we compare it to numerical sim-
ulations performed with time-dependent MPS [79]. The
initial thermal state is obtained by purifying the system
through the ancilla method; this procedure squares the
dimension of the local Hilbert space. The subsequent
time-evolution is performed using a time-evolving block-
decimation (TEBD) algorithm with a fourth-order Trot-
ter expansion of the unitary evolution operator (we fixed
a time step dt = 10−2/J), and exploiting a backward
time-evolution of the auxiliary system to optimize the
growth of entanglement [101, 102]. We consider chains
up to L = 100 with open boundary conditions, ensuring
that finite-size effects are under control. The maximum
allowed bond link m is specified for each simulation, and
the truncation error per step is set to 10−10.
We begin by considering the case βl = 0.02J
−1 and
βr = 0.04J
−1. In Fig. 1 we show the rescaled profile of
the energy current JE for several times; the hydrody-
namic prediction is superimposed as a continuous black
curve. Notice that the agreement between the numerical
data and the analytics is only approximate. With re-
spect to previous studies on the XXZ spin-1/2 chain, the
problem features a greater numerical complexity, which
is imputable to a larger Hilbert space and to the absence
of a U(1) symmetry; this prevents the simulations from
reaching long-enough times for a direct confirmation of
the theory. To overcome this issue, we have carefully
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studied the time-dependence of our data for fixed values
of x/t, as is visible in Fig. 2. By fitting the long-time
behavior with the functional form a0 + a1/t, we obtain
asymptotic values that agree with the hydrodynamic pre-
dictions within few percents, thus validating the GHD
approach in this regime.
In order to circumvent the limitations due to the fi-
nite times accessible with our numerical tools, we also
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FIG. 3. Rescaled energy-current profile for βl → −∞ and
βr =→ +∞: GHD prediction for the steady state (black
solid line) and numerical data for several finite times (colored
symbols). Simulations employ a maximal bond link m = 300.
consider the limiting case βl → −∞ and βr → +∞.
In this case, the initial state (30) is a pure state and
the required computational resources are significantly re-
duced, enabling us to reach considerably larger times,
up to t ≈ 18J−1. Numerical and analytical results are
shown in Fig. 3. The agreement with the hydrodynamic
prediction is significantly improved, as is evident from a
visual comparison with Fig. 1. In App. B 1 we present
an additional, more quantitative, analysis of the time-
dependence of the numerical data for fixed x/t.
We conclude by mentioning that in the latter protocol,
although the system is supporting ballistic spreading of
energy, the entanglement entropy of the system grows
logarithmically (and not linearly) in time. In Fig. 4 we
consider the reduced density matrix of the first L/2 sites
of the system, ρˆL/2, and plot its von Neumann entropy
S(ρˆL/2) = Tr[ρˆL/2 log ρˆL/2] as a function of time. The
growth is fully compatible with a logarithmic scaling ∼
log(tJ). This behavior is only apparently contradictory
and it is the result of the BA integrability of the model;
as such, we expect it also in other integrable models.
We leave as an open question whether a possible CFT in
curved space treatment would be possible for a setting
like this [103, 104]. Note that in a generic situation with
finite temperatures such an analysis would not be feasible
because entanglement entropy does not have a simple
generalization to mixed states.
IV. LOW-TEMPERATURE TRANSPORT AND
CONFORMAL BEHAVIOR
We now proceed to a direct comparison of the low-
energy transport properties in our parafermionic model
with a simple prediction obtained by means of standard
CFT techniques. Specifically, at low temperatures, en-
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FIG. 4. Entanglement entropy of a bipartition of the system
as a function of time, for βl → −∞ and βr =→ +∞. The
inset highlights a scaling as ∼ log(tJ): the red curve is a fit
of numerical data (black circles) for t > 10J−1, which yields:
S(ρL/2) ≈ 1.41+0.293× ln(tJ). Data correspond to the same
simulations as in Fig. 3.
ergy transport in systems which display a low-energy
conformal invariance can be captured by the following
compact BD formula [45, 46]:
JE = pic
12
(
β−2l − β−2r
)
, (34)
where c is the central charge. We stress that, contrary to
commonly studied frameworks, where c = 1 or c = 1/2,
in the present case we have c = 4/5.
The results of our analysis for the energy transport are
summarized in Fig. 5, where we report steady-state val-
ues of the energy current JE flowing at the junction, ac-
cording to GHD (black continuous lines), numerical sim-
ulations with MPS (black circles), as well as the BD for-
mula of Eq. (34) (dashed and dotted-dashed color lines).
For the sake of clarity and without lose in generality, we
concentrate on the case βr = 2βl. As such, temperature
differences are significant and the data that we present
go well beyond the possibilities of a linear-response the-
ory. Numerical data are obtained by performing the ex-
plicit evolution of the system in real time and extrap-
olating the long-time behavior of the energy current.
For βl > 1.0J
−1, the energy current still displays non-
negligible oscillations at the longest accessible times, so
that the extrapolation is susceptible to a non-negligible
error (see App. B 2 for details). The steady-state value
is obtained by averaging the value of the current for the
longest accessible times; the error is estimated in a con-
servative way by taking the standard deviation of the
points considered in the average (see error bars in the
figure).
We immediately recognize an excellent agreement be-
tween numerics and hydrodynamics. In order to quan-
titatively assess the validity of Eq. (34) in our case, we
plot it not only for c = 4/5, but also for two other values
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FIG. 5. Energy current JE at the junction, as a function of
βl, for βr = 2βl, according to the hydrodynamic theory (black
solid line) and to numerical simulations (black circles). Sim-
ulations employ a maximal bond link m = 300 (see App. B 2
for details). At low temperatures, we compare the data with
the BD law for c = 4/5 (dashed red line). The more stan-
dard values c = 1 (dotted-dashed green line) and c = 1/2
(dotted-dashed blue line) are also shown. The inset clarifies
the low-temperature scaling as β−2l (straight red line).
of the central charge c that are typically encountered in
this kind of problems (namely, 1/2 and 1, correspond-
ing respectively to free-fermion and free-boson cases).
As expected, for large values of βl, the system is well
reproduced by the case c = 4/5. The quality of the
agreement suggests that our analysis of numerical data
overestimates the error performed in extrapolating the
steady-state energy current. Before concluding, we men-
tion that Eq. (34) can be explicitly derived from the hy-
drodynamic theory using well-established techniques. A
more detailed discussion is reported in App. C.
V. OPPOSITE TEMPERATURES
A peculiarity of Hamiltonian (5) is that Hˆ and −Hˆ
display a low-energy conformal limit with different cen-
tral charges, c = 4/5 and c = 1, respectively. We now
elaborate on the results presented in Sec. III B, where
we studied the PP for vanishing opposite temperatures,
βr = −βl →∞, and argue that, in the limit |βl,r|  J−1,
we can study energy transport between two different
CFTs. We note that the models defined on spin-1/2
chains studied so far in the context of GHD do not offer
this possibility, as in that case, the low energy behavior
of both Hˆ and −Hˆ are described by a c = 1 CFT.
The study of energy transport between models with
different low-energy properties has been recently ad-
dressed in several contexts; the results highlight a de-
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FIG. 6. Energy current JE at the junction as a function of
βl, for βr = −βl, according to the hydrodynamic theory (blue
solid line) and to numerical simulations with MPS (black cir-
cles). Simulations employ a maximal bond link m = 300 (see
App. B 3 for further details). The red solid curve is the CFT-
like formula in Eq. (35). In the inset we focus on large values
of βl, and show the hydrodynamic data (blue diamonds), the
guessed formula in Eq. (35) (red solid line) and the actual fit:
JE−JE,∞ = 0.485β−2l −0.00016β−1l (blue dashed line). The
validity of the guessed CFT-like formula is only approximate.
pendence on the specific nature of the junction through
appropriate transmission coefficients, and as such are non
universal. Here we are effectively proposing a novel kind
of junction that is integrable, since the two low-energy
theories are connected through an integrable model that
interpolates between the two in energy space. This
approach has the clear disadvantage that, in the limit
|βl,r| → ∞, the energy current is non-zero, being equal
to the energy current flowing between the ferromagnetic
and antiferromagnetic ground states. Yet, it allows for
exact calculations of the long-time limits without invok-
ing uncontrolled approximations or numerical estimates.
Our results for the case βr = −βl are presented in
Fig. 6. Steady values of the energy current JE flowing
at the junction are reported, both according to GHD
and as computed with numerical MPS simulations. The
steady values are obtained as in Sec. IV (see App. B 3
for details); as realized before, the agreement is excellent
also in this situation.
It is now tempting to investigate whether a formula
similar to (34) holds also in this case. Based on formal
analogies, we make the following intuitive guess:
JE = JE,∞ + pi
12
(
clβ
−2
l + crβ
−2
r
)
, (35)
where cl and cr are the two central charges for the low-
energy (βl → +∞) and the high-energy (βr → −∞) con-
formal limit, respectively. Here JE,∞ denotes the non-
universal energy current flowing in the limit |βl,r| → ∞,
which has been characterized in Sec. III B; the suppos-
edly universal behavior is sought in the fluctuations on
top of it. Note that, since βl and βr have opposite signs,
any non-zero value of β−2l,r generates an energy current
flowing in the same direction.
We stress that, since we are connecting two halves with
the maximal possible energy difference, the stationary
state around the junction will be far from any low-energy
description and thus there is no good reason why the
stationary energy current should obey a simple relation
like (35). Nevertheless, Eq. (35) is exact for any non-
interacting model because there is no interaction between
left- and right-moving excitations: their distribution in
the stationary state only reflects the low-temperature be-
havior of the half they hail from. As such, a deviation
with respect to Eq. (35) can be interpreted as a mani-
festation of interactions among the quasi-particle excita-
tions.
At a first glance, the comparison of the hydrodynamic
predictions with Eq. (35) displays a surprising agreement,
as is apparent from Fig. 6. A more careful inspection
however shows that formula (35) has only an approximate
validity, as expected. Specifically, the behavior of JE −
JE,∞ predicted by the GHD for βl ≥ 100J−1 is well fitted
by the function: 0.485β−2l − 0.00016β−1l . Note that the
term scaling as β−1l , which is not present in Eq. (35),
is of order 10−4. Moreover, the expected prefactor of
the β−2l term, that is
pi
12 (cl + cr) =
pi
12
9
5 ≈ 0.471 . . ., is
compatible with the fitted behavior within few percents.
We thus conclude that the scaling proposed in Eq. (35)
is not exact, although rather accurate. We leave as an
open question the investigation of the reason for that.
VI. CONCLUSION
Motivated by the experimental interest that
parafermions are raising in the condensed-matter
and cold-atom communities, we investigated the energy
transport in parafermionic chains. We employed the PP,
according to which two semi-infinite chains are initialized
at different temperatures and then let evolve in time. By
choosing a specific parafermionic model that is integrable
and solvable with BA, we developed a hydrodynamic
description of the properties of the non-equilibrium
steady state, and in particular of the energy current.
We validated the results with extensive numerical sim-
ulations based on time-dependent MPS. The differences
in the BA formulation of the parafermionic integrable
chain with respect to more standard integrable models
defined on spin-1/2 chains highlight the general validity
of the GHD and its power as a tool for exploring the
features of generic non-equilibrium steady states.
By studying the low-temperature energy transport of
the model, we recovered the universal scaling described
by the BD formula. For the first time, the formula was
verified in a model with central charge different from 1
and 1/2, and namely 4/5. Motivated by the interest
9in the study of energy transport between models with
different low-energy properties, we considered the case
in which the two halves are initialized at opposite tem-
peratures. As such, the half of the system at positive
temperatures is close to the ground state, whereas the
half of the system at negative temperatures is close to
the maximally excited state (namely, the ground state of
−Hˆ). We found that corrections to the limit |βl,r| → ∞
have a temperature dependence that is approximated by
a universal function, whose origin cannot be explained by
standard arguments based on conformal invariance. Un-
derstanding the significance of this approximate validity
is an open problem which will shed light on the role of
interactions between the quasi-particles of the model.
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Appendix A: Details of the thermodynamic
Bethe-Ansatz formulation
The Kernel matrix appearing in the BA equation (11)
has the form Θµ,ν(λ, µ) = Θµ,ν(λ− µ) with
Θa,a(λ) = Θb,b(λ) = Θc,c(λ) = Θd,d(λ) = −Θa,d(λ) =
= −Θb,c(λ) = 2 arctan
[
tanhλ√
3
]
, (A1)
Θa,b(λ) = Θc,d(λ) = −Θa,c(λ) = −Θb,d(λ) =
= −2 arctan (√3 tanhλ), (A2)
Θa,m(λ) = Θb,m(λ) = −Θc,m(λ) = −Θd,m(λ) =
= 2
[
arctan
( tanhλ
2−√3
)
−arctan
( tanhλ√
3 + 2
)]
.
(A3)
The matrix Θµ,ν is also almost symmetric, i.e. it gets a
scale factor when transposed
Θµ,ν(λ) =
(
1 + δν,m
1 + δµ,m
)
Θν,µ(λ), (A4)
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FIG. 7. Time evolution of the energy current for βl = 0.02
and βr = 2βL for three different values of the maximal allowed
bond link, m. Currents on the y-axis have been rescaled, so
to highlight the tiny differences emerging when increasing m.
which in matrix form can be rewtritten as Θt = SΘS−1,
with Sµ,ν(λ, µ) = δµ,ν (1 + δµ,e) δ(λ− µ).
The source term tµ(λ) has instead the form
ta(λ) = 4 arctan
[(√
3 + 2
)
tanh(λ)
]
, (A5)
tb(λ) = −4 arctan
(
tanhλ√
3 + 2
)
, (A6)
tc(λ) = 4 arctan(tanhλ)− ta(λ), (A7)
td(λ) = −4 arctan(tanhλ)− tb(λ), (A8)
te(λ) = 4
[
arctan
( tanhλ√
3
)
−arctan (√3 tanhλ)]. (A9)
Appendix B: Additional information for the
numerical simulations
In this appendix we discuss some technical aspects of
the simulations presented in the paper.
1. Numerics presented in Sec. III B
In Fig. 7 we present the energy current JE at site x = 0
as a function of time, for the case βl = 0.02J
−1 and
βr = 2βl. The three data sets ave been obtained allowing
for three different maximal values of bond link m = 300,
400 and 500. The discrepancies can serve as estimates of
the error committed in retaining the simulations with the
smallest bond link, m = 300, and thus the lowest accu-
racy. Such error is estimated around 10−4J2. Note that
an error of order 10−4J2 does not affect the conclusions
of the fitting procedure reported in Fig. 2.
In Fig. 8 we study the time-dependence of the data
presented in Fig. 3, considering in particular four repre-
sentative values of x/t and plotting the data as a function
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FIG. 8. Time-dependence of the data presented in Fig. 3 for
fixed values of x/t = −1.5, −1.0, 1.0 and 1.5. The horizontal
red and dashed line represents the hydrodynamic prediction
for the steady-state value.
of time t. In all cases we observe an oscillatory behavior
around the value obtained with the GHD.
2. Numerics presented in Sec. IV
The energy current JE at the junction is plotted
in Fig. 9 for several representative values of βl (here,
βr = 2βl) as a function of time. For small values of βl,
at the longest accessible times any oscillatory behavior
has been damped; this is not the case for βl ≥ 1.0J−1.
We thus average the data in the interval [tmax/2, tmax] to
extrapolate the steady value and take the standard devi-
ation of the data to estimate the error committed in the
procedure.
0 1 2 3 4 5 6
t [J-1]
0
0.1
0.2
0.3
0.4
0.5
J E
 
[J2
]
βl = 0.05 J -1
βl = 0.15 J -1
βl = 0.25 J -1
βl = 0.5 J -1
βl = 0.75 J -1
βl = 1 J -1
βl = 2 J -1
FIG. 9. Time dependence of the energy current JE at the
junction for several values of βl and βr = 2βl. Simulations
employ a maximal bond link m = 300.
3. Numerics presented in Sec. V
The energy current JE at the junction is plotted in
Fig. 10 for several representative values of βl (here,
βr = −βl) as a function of time. For small values of
βl, at the longest accessible times any oscillatory behav-
ior has been damped; this is not the case for βl ≥ 1.5J−1.
We thus average the data in the interval [tmax/2, tmax] to
extrapolate the steady value and take the standard devi-
ation of the data to estimate the error committed in the
procedure.
Appendix C: Low temperature expansions from
GHD
In this section, we briefly discuss how Eq. (34) emerges
from GHD and why Eq. (35) is instead violated. We
start noting that the solutions to Eq. (26) corresponding
to the ferromagnetic (β →∞) and the antiferromagnetic
(β → −∞) ground state can be obtained explicitly. In
particular, one finds that, in both cases, the solutions
ϑµ(λ;β → ±∞) are independent of λ, and using (28) we
get the values
ϑa(λ, β →∞) = 0,
ϑb(λ, β →∞) =
√
5−1
2 ,
ϑe(λ, β →∞) = 3−
√
5
2 ,

ϑa(λ, β → −∞) = 1,
ϑb(λ, β → −∞) = 1,
ϑe(λ, β → −∞) = 0.
(C1)
Moreover, one can also obtain an explicit and constant
solution for the infinite temperature case β = 0:
ϑa(λ, β = 0) = 2/3 ,
ϑb(λ, β = 0) = 2/3 ,
ϑe(λ, β = 0) = 1/4 .
(C2)
For finite temperature, an analytic solution cannot be
found. Nevertheless, investigating the structure of (26),
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FIG. 10. Time dependence of the energy current JE at the
junction for several values of βl and βr = −βL. Simulations
employ a maximal bond link m = 300.
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FIG. 11. Behavior of the functions ϑµ(λ) corresponding to a
thermal state at a low positive temperature β = 100 (top),
and a low negative temperature β = −100 (bottom). Horizon-
tal dashed lines denote the asymptotic behaviors for |β| → ∞
[Eqs. (C1)], and those for β → 0 [Eqs. (C2)]. Vertical dashed
lines correspond to λ = ±(log β)/6 (top) and λ = ±(log |β|)/3
(bottom).
one deduces that for large |β|, the functions ϑµ(λ;β) have
a rather simple structure [82], characterized by two flat
asymptotic regimes. For β  1, one has
ϑµ(λ;β  1) =
{
ϑµ(λ;β →∞) λ log β6 ,
ϑµ(λ;β = 0) λ log β6
(C3)
ϑµ(λ;β  −1) =
{
ϑµ(λ;β → −∞) |λ|  log |β|3 ,
ϑµ(λ;β = 0) |λ|  log |β|3
(C4)
In other words, the solution interpolates between the
ground-state one at small |λ| and the infinite tempera-
ture one at large |λ|, with a crossover scale which depends
logarithmically on the inverse temperature β. An exam-
ple is shown in Fig. 11. The correction of the thermal
energy with respect to the ground-state value will only
depend on the behavior of the functions ϑµ(λ) around
the crossover scale ∝ log |β|. In this way, with standard
methods, one gets the universal corrections in agreement
with CFT [19, 80, 82]; consistently one obtains a van-
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FIG. 12. Behavior of the functions ϑµ(λ) corresponding to
the stationary state around the origin x = 0 for the PP with
βl = 20, βr = 100 (top) and βl = 100, βr = −100 (bottom).
Horizontal dashed lines are the same as in Fig. 11. Vertical
dashed lines in the top penal correspond to λ = −(log βr)/6
and λ = (log βl)/6.
ishing thermal current as the contribution from λ > 0
cancels exactly with the one at λ < 0.
With this information, we can briefly discuss the sta-
tionary state predicted by the GHD construction accord-
ing to (32) and we focus for simplicity on the case x = 0.
At low temperatures, the velocity v
[ϑ]
µ (λ) has the same
sign of λ for |λ|  1. It follows that, for two low posi-
tive temperatures, the GHD solution is obtained by join-
ing the thermal state at βl (λ > 0) with the one at βr
(λ < 0), see Fig. 12 (top) for an example. One can
then compute the thermal current which results from the
asymmetry from the positive and negative rapidities and
leads to (34) (see Ref. [105] for details). The case of two
low and negative temperatures can be treated in a similar
manner.
One could naively think that also when joining two op-
posite temperatures βl > 0, βr < 0 a similar construction
could be applied. Indeed, this would be true if the dress-
ing operation (24) had only a weak effect, as it trivially
happens for free theories. On the contrary, when consid-
ering the junction between two thermal states close to
the ferromagnetic and antiferromagnetic ground states,
12
the dressing operation has a dramatic effect: for instance
v
[ϑ]
b (λ) < 0 and v
[ϑ]
e (λ) < 0 for any value of λ. From (32),
this implies that the GHD solution for ϑb(λ) and ϑe(λ)
equal the initial ones on the right, an example of this
is given in Fig. 12 (bottom). We stress that this is a
rather counter-intuitive effect which is at the origin of
the violation of (35). It is then surprising that the viola-
tion appears to be so small (see Fig. 6) and we leave this
analysis to a future study.
[1] T. Kinoshita, T. Wenger, and D. S. Weiss, Nature 440,
900 (2006).
[2] S. Hofferberth, I. Lesanovsky, B. Fischer, T. Schumm,
and J. Schmiedmayer, Nature 449, 324 (2007).
[3] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys.
80, 885 (2008).
[4] M. Gring, M. Kuhnert, T. Langen, T. Kitagawa, B.
Rauer, M. Schreitl, I. Mazets, D. A. Smith, E. Demler,
and J. Schmiedmayer, Science 337, 1318 (2012).
[5] T. Fukuhara, P. Schauß, M. Endres, S. Hild, M. Che-
neau, I. Bloch, and C. Gross, Nature 502, 76 (2013).
[6] T. Langen, R. Geiger, M. Kuhnert, B. Rauer, and J.
Schmiedmayer, Nat. Phys. 9, 640 (2013).
[7] R. Geiger, T. Langen, I. E. Mazets, and J. Schmied-
mayer, New J. Phys. 16, 053034 (2014).
[8] T. Langen, S. Erne, R. Geiger, B. Rauer, T. Schweigler,
M. Kuhnert, W. Rohringer, I. E. Mazets, T. Gasenzer,
and J. Schmiedmayer, Science 348, 207 (2015).
[9] J.-P. Brantut, J. Meineke, D. Stadler, S. Krinner, and
T. Esslinger, Science 337, 1069 (2012).
[10] J.-P. Brantut, C. Grenier, J. Meineke, D. Stadler, S.
Krinner, C. Kollath, T. Esslinger, and A. Georges, Sci-
ence 342, 713 (2013).
[11] F. Heidrich-Meisner, A. Honecker, D. C. Cabra, and W.
Brenig, Phys. Rev. B 68, 134436 (2003).
[12] C. Karrasch, R. Ilan, and J. E. Moore, Phys. Rev. B
88, 195219 (2013).
[13] S. Langer, M. Heyl, I. P. McCulloch, and F. Heidrich-
Meisner, Phys. Rev. B 84, 205115 (2011).
[14] C. Karrasch, J. E. Moore, and F. Heidrich-Meisner,
Phys. Rev. B 89, 75139 (2014).
[15] J. Bhaseen, B. Doyon, A. Lucas, and K. Schalm, Nat.
Phys. 11, 509 (2015).
[16] R. Vasseur and J. E. Moore, J. Stat. Mech. (2016)
064010.
[17] A. Biella, A. De Luca, J. Viti, D. Rossini, L. Mazza,
and R. Fazio, Phys. Rev. B 93, 205121 (2016).
[18] R. Steinigeweg, J. Herbrych, X. Zotos, and W. Brenig,
Phys. Rev. Lett. 116, 17202 (2016).
[19] M. Takahashi, Thermodynamics of one-dimensional
solvable models (Cambridge Univ. Press, 1999).
[20] M. Gaudin, La fonction d’onde de Bethe (Masson,
1983); M. Gaudin (translated by J.-S. Caux), The Bethe
wave function (Cambridge Univ, Press, 2014).
[21] R. J. Baxter, Exactly Solvable Models in Statistical Me-
chanics (Acad. Press, 1982); B. Sutherland, Beautiful
Models (World Scientific, 2004).
[22] O. A. Castro-Alvaredo, B. Doyon, and T. Yoshimura,
Phys. Rev. X 6, 41065 (2016).
[23] B. Bertini, M. Collura, J. De Nardis, and M. Fagotti,
Phys. Rev. Lett. 117, 207201 (2016).
[24] M. Rigol, V. Dunjko, V. Yurovsky, and M. Olshanii,
Phys. Rev. Lett. 98, 050405 (2007).
[25] P. Calabrese, F. Essler, and M. Fagotti, Phys. Rev. Lett.
106, 227203 (2011).
[26] P. Calabrese, F. Essler, and M. Fagotti, J. Stat. Mech.
(2012) 07016; J. Stat. Mech. (2012) 07022.
[27] F. H. L. Essler and M. Fagotti, J. Stat. Mech. (2016)
64002.
[28] B. Pozsgay, M. Mestya´n, M. A. Werner, M. Kormos, G.
Zara´nd, and G. Taka´cs, Phys. Rev. Lett. 113, 117203
(2014).
[29] E. Ilievski, J. De Nardis, B. Wouters, J-S Caux, F. H.
L. Essler, and T. Prosen, Phys. Rev. Lett. 115, 157201
(2015).
[30] E. Ilievski, E. Quinn, J. De Nardis, and M. Brockmann,
J. Stat. Mech. (2016) 063101.
[31] H. Spohn and J. L. Lebowitz, Commun. Math. Phys.
54, 97 (1977); W. Aschbacher and C.-A. Pillet, J. Stat.
Phys. 112, 1153 (2003).
[32] P. Calabrese and J. Cardy, J. Stat. Mech. (2007)
P10004.
[33] A. Polkovnikov, K. Sengupta, A. Silva, and M. Ven-
galattore, Rev. Mod. Phys. 83, 863 (2011).
[34] A. De Luca, Phys. Rev. B 90, 081403 (2014).
[35] J.-M. Ste´phan and J. Dubail, J. Stat. Mech. (2011)
P08019.
[36] B. Bertini and M. Fagotti, Phys. Rev. Lett. 117, 130402
(2016).
[37] A. Bastianello and A. De Luca, Phys. Rev. Lett. 120,
060602 (2018).
[38] A. L. de Paula, H. Bragana, R. G. Pereira, R. C. Dru-
mond, and M. C. O. Aguiar, Phys. Rev. B 95, 45125
(2017).
[39] A. Calzona, F. M. Gambetta, M. Carrega, F. Cavaliere,
and M. Sassetti, Phys. Rev. B 95, 085101 (2017).
[40] A. Calzona, F. M. Gambetta, F. Cavaliere, M. Carrega,
and M. Sassetti, Phys. Rev. B 96 , 085423 (2017).
[41] W. H. Aschbacher and J.-M. Barbaroux, Lett. Math.
Phys. 77, 11 (2006).
[42] M. Mintchev, J. Phys. A: Math. Theor. 44, 415201
(2011).
[43] M. Mintchev and P. Sorba, J. Phys. A: Math. Theor.
46, 95006 (2013).
[44] B. Doyon, Nucl. Phys. B 892, 190 (2015).
[45] D. Bernard and B. Doyon, J. Phys. A: Math. Theor. 45,
362001 (2012).
[46] D. Bernard and B. Doyon, Ann. Henri Poincare´ 16, 113
(2015).
[47] D. Bernard and B. Doyon, J. Stat. Mech. (2016) 33104.
[48] D. Bernard and B. Doyon, J. Stat. Mech. (2016) 64005.
[49] T. Platini and D. Karevski, J. Phys. A: Math. Theor.
40, 1711 (2007).
[50] A. De Luca, J. Viti, D. Bernard, and B. Doyon, Phys.
Rev. B 88, 134301 (2013).
[51] M. Collura and D. Karevski, Phys. Rev. B 89, 214308
(2014).
[52] M. Collura and G. Martelloni, J. Stat. Mech. (2014)
13
P08006.
[53] A. De Luca, G. Martelloni, and J. Viti, Phys. Rev. A
91, 21603 (2015).
[54] J. Viti, J.-M. Ste´phan, J. Dubail, and M. Haque, Euro-
Phys. Lett. 115, 40011 (2016).
[55] N. Allegra, J. Dubail, J.-M. Ste´phan, and J. Viti, J.
Stat. Mech. (2016) 053108.
[56] M. Fagotti, J. Phys. A: Math. Theor. 50, 034005 (2017).
[57] M. Kormos, SciPost Phys. 3, 020 (2017)
[58] G. Perfetto and A. Gambassi, Phys. Rev. E 96, 012138
(2017).
[59] J. Lancaster and A. Mitra, Phys. Rev. E 81, 61134
(2010).
[60] T. Sabetta and G. Misguich, Phys. Rev. B 88, 245114
(2013).
[61] A. De Luca, J. Viti, L. Mazza, and D. Rossini, Phys.
Rev. B 90, 161101 (2014).
[62] O. Castro-Alvaredo, Y. Chen, B. Doyon, and M.
Hoogeveen, J. Stat. Mech. (2014) P03011.
[63] X. Zotos, J. Stat. Mech. (2017) 103101.
[64] A. De Luca, M. Collura, and J. De Nardis, Phys. Rev.
B 96, 020403 (2017).
[65] B. Doyon and T. Yoshimura, SciPost Phys. 2, 14 (2017).
[66] E. Ilievski and J. De Nardis, Phys. Rev. Lett. 119,
020602 (2017).
[67] V. B. Bulchandani, R. Vasseur, C. Karrasch, and J. E.
Moore, Phys. Rev. B 97, 045407 (2018); Phys. Rev.
Lett. 119, 220604 (2017).
[68] B. Doyon, T. Yoshimura, and J.-S. Caux, Phys. Rev.
Lett. 120, 045301 (2018).
[69] B. Doyon, J. Dubail, R. Konik, and T. Yoshimura, Phys.
Rev. Lett. 119, 195301 (2017).
[70] B. Doyon and H. Spohn, SciPost Phys. 3, 039 (2017).
[71] B. Doyon, H. Spohn, and T. Yoshimura, Nucl. Phys. B
926, 570 (2017).
[72] L. Piroli, J. De Nardis, M. Collura, B. Bertini, and M.
Fagotti, Phys. Rev. B 96, 115124 (2017).
[73] M. Fagotti, , Phys. Rev. B 96, 220302(R) (2017).
[74] E. Ilievski and J. De Nardis, Phys. Rev. B 96, 081118
(2017).
[75] M. Collura, A. De Luca, and J. Viti, Phys. Rev. B 97,
081111(R) (2018).
[76] A. De Luca and G. Mussardo, J. Stat. Mech. (2016)
064011.
[77] A. Bastianello, D. Benjamin, G. Watts, and T.
Yoshimura, arXiv:1712.05687 (2017).
[78] B. Doyon and H. Spohn, J. Stat. Mech. (2017) 073210.
[79] U. Schollwo¨ck, Ann. Phys. 326, 96 (2011).
[80] G. Albertini, S. Dasmahapatra, and B. McCoy, Int. J.
Mod. Phys. B 07, 3473 (1993).
[81] G. Albertini, Int. J. Mod. Phys. A 09, 4921 (1994).
[82] R. Kedem, J. Stat. Phys. 71, 903 (1993).
[83] R. Kedem and B. M. McCoy, J. Stat. Phys. 71, 865
(1993).
[84] N. H. Lindner, E. Berg, G. Refael, and A. Stern, Phys.
Rev. X 2, 041002 (2012).
[85] D. J. Clarke, J. Alicea, Jason, and K. Shtengel, Nat.
Commun. 4, 1348 (2013).
[86] M. Cheng, Phys. Rev. B 86, 195126 (2012).
[87] A. Vaezi, Phys. Rev. B 87, 035132 (2013).
[88] J. Alicea and P. Fendley, Annu. Rev. Condens. Matter
Phys. 7, 119 (2016).
[89] A. S. Jermyn, R. S. K. Mong, J. Alicea, and P. Fendley,
Phys. Rev. B 90, 165106 (2014).
[90] Y. Zhuang, H. J. Changlani, N. M. Tubman, and T. L.
Hughes, Phys. Rev. B 92, 035154 (2015).
[91] S. Sotiriadis and J. Cardy, J. Stat. Mech. (2008) P11003.
[92] D. Bernard, B. Doyon, and J. Viti, J. Phys A 48,
05FT01 (2015).
[93] E. Fradkin and L. P. Kadanoff, Nucl. Phys. B 170, 1
(1980).
[94] T. Prosen and E. Ilievski, Phys. Rev. Lett. 111, 57203
(2013).
[95] E. Ilievski, M. Medenjak, T. Prosen, and L. Zadnik, J.
Stat. Mech. (2016) 064008.
[96] L. Piroli, E. Vernier, and P. Calabrese, Phys. Rev. B
94, 54313 (2016).
[97] L. Vidmar and M. Rigol, J. Stat. Mech. (2016) 64007.
[98] J-S. Caux and F. H. L. Essler, Phys. Rev. Lett. 110,
257203 (2013).
[99] J-S. Caux, J. Stat. Mech. (2016) 064006.
[100] L. Bonnes, F. H. L. Essler, and A. M. La¨uchli, Phys.
Rev. Lett. 113, 187203 (2014).
[101] C. Karrasch, J. H. Bardarson, and J. E. Moore, Phys.
Rev. Lett. 108, 227206 (2012); New J. Phys. 15, 083031
(2013).
[102] D. M. Kennes and C. Karrasch, Comput. Phys. Com-
mun. 200, 37 (2016).
[103] J.-M. Ste´phan, J. Dubail, P. Calabrese, and J. Viti, Sci-
Post Phys. 2, 2 (2017).
[104] J. Dubail, J.-M. Ste´phan, and P. Calabrese, SciPost
Phys. 3, 019 (2017).
[105] B. Bertini and L. Piroli, J. Stat. Mech. (2018) 033104.
