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We consider a degenerate hyperbolic equation of Kirchhoff type
with a small parameter ε in front of the second-order time-
derivative.
In a recent paper, under a suitable assumption on initial data,
we proved decay–error estimates for the difference between so-
lutions of the hyperbolic problem and the corresponding solutions
of the limit parabolic problem. These estimates show in the same
time that the difference tends to zero both as ε → 0+, and as
t → +∞. In particular, in that case the difference decays faster than
the two terms separately.
In this paper we consider the complementary assumption on ini-
tial data, and we show that now the optimal decay–error estimates
involve a decay rate which is slower than the decay rate of the two
terms.
In both cases, the improvement or deterioration of decay rates
depends on the smallest frequency represented in the Fourier com-
ponents of initial data.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let H be a separable real Hilbert space. For every x and y in H , |x| denotes the norm of x, and
〈x, y〉 denotes the scalar product of x and y. Let A be a self-adjoint linear operator on H with dense
domain D(A). We assume that A is nonnegative, namely 〈Ax, x〉  0 for every x ∈ D(A), so that for
every α  0 the power Aαx is deﬁned provided that x lies in a suitable domain D(Aα).
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εu′′ε(t) + u′ε(t) +
∣∣A1/2uε(t)∣∣2γ Auε(t) = 0 ∀t  0, (1.1)
uε(0) = u0, u′ε(0) = u1, (1.2)
where ε > 0 and γ  1 are real parameters, and (u0,u1) ∈ D(A) × D(A1/2) are initial data satisfying
the mild nondegeneracy condition
A1/2u0 
= 0. (1.3)
The singular perturbation problem in its generality consists in proving the convergence of solutions
of (1.1), (1.2) to solutions of the ﬁrst order problem
u′(t) + ∣∣A1/2u(t)∣∣2γ Au(t) = 0 ∀t  0, (1.4)
u(0) = u0, (1.5)
obtained setting formally ε = 0 in (1.1), and omitting the second initial condition in (1.2).
This problem has generated a considerable literature in the last 30 years. In particular, it is well
known that the parabolic problem (1.4), (1.5) has a unique global solution for every u0 ∈ D(A) (and
even for less regular data), and the hyperbolic problem (1.1), (1.2) has a unique global solution pro-
vided that (u0,u1) ∈ D(A) × D(A1/2) satisfy the nondegeneracy assumption (1.3) and ε is small
enough. The interested reader is referred to the survey [9], where more general nonlinearities and
more general dissipative terms have also been considered (see also [10] for the special case of (1.1),
and for more references).
Next step consists in estimating the behavior of u(t), uε(t), and of the difference uε(t) − u(t) as
t → +∞ and as ε → 0+ . This gave rise to three types of results.
(A) Decay estimates. In this case ε is ﬁxed, and t → +∞. The prototype of decay estimates, in the
case of coercive operators, is that
∣∣A1/2u(t)∣∣2  C
(1+ t)1/γ and
∣∣A1/2uε(t)∣∣2  C
(1+ t)1/γ
for every t  0, where the constant C is independent of ε and of course also of t . As a conse-
quence we have also that
∣∣A1/2(uε(t) − u(t))∣∣2  C
(1+ t)1/γ ∀t  0. (1.6)
These estimates have been obtained for the ﬁrst time in [19], and then in [6] in full generality.
We point out that the decay rate of |A1/2u(t)| and |A1/2uε(t)| coincides with the decay rate of
solutions of the ordinary differential equation
y′(t) + ∣∣y(t)∣∣2γ y(t) = 0,
which is actually the special case of (1.4) where H = R and A is the identity (see also [12] for
decay rates of second order ordinary differential equations).
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initial data (u0,u1) ∈ D(A3/2) × D(A1/2) one has that
∣∣A1/2(uε(t) − u(t))∣∣2  Cε2 ∀t  0, (1.7)
where the constant C is once again independent of ε and t (global-in-time error estimates). It is
well known that ε2 is the best possible convergence rate (even when looking for local-in-time
error estimates), and that D(A3/2) × D(A1/2) is the minimal requirement on initial data which
guarantees this rate (even in the case of linear equations). We refer to [5] for these aspects.
(C) Decay–error estimates. They are the ultimate goal of the theory, since they represent the meeting
point of (A) and (B). The general form of a decay–error estimate is something like
∣∣A1/2(uε(t) − u(t))∣∣2 ω(ε)σ (t),
where of course ω(ε) → 0 as ε → 0+ , and σ(t) → 0 as t → +∞.
Trivial decay–error estimates can be obtained by exploiting the classical inequality min{a,b} 
a1−θbθ , which holds true for every pair of positive real numbers a and b, and every θ ∈ [0,1]. Thus
(1.6) and (1.7) can be interpolated by the estimates
∣∣A1/2(uε(t) − u(t))∣∣2  C ε2−2θ
(1+ t)θ/γ ∀t  0, (1.8)
for a suitable constant C independent of ε, t , θ . Nevertheless, such estimates are in general non-
optimal, both with respect to the convergence rate 2− 2θ , and with respect to the decay rate θ/γ .
Indeed, both in the case of linear equations [1], and in the case of nondegenerate Kirchhoff equa-
tions [14,25,26,8], it was possible to prove decay–error estimates with the same decay rate of decay
estimates, and the same convergence rate of error estimates. In the degenerate case, this leads to
guess that
∣∣A1/2(uε(t) − u(t))∣∣2  C ε2
(1+ t)1/γ ∀t  0. (1.9)
This problem was addressed for the ﬁrst time in [10], where two results have been proved. The
ﬁrst one is a counterexample showing that (1.9) is false for general initial data (u0,u1) ∈ D(A3/2) ×
D(A1/2). The second one is that a special assumption on initial data, which rules out the previous
counterexample, yields an estimate which is even better than (1.9), namely that
∣∣A1/2(uε(t) − u(t))∣∣2  C ε2
(1+ t)δ/γ ∀t  0 (1.10)
for some δ > 1. In other words, for these data the difference decays faster than the two terms sepa-
rately.
In order to clarify the special assumption on initial data, let us assume for simplicity that the
spectrum of A consists of a sequence of positive eigenvalues. Let us assume that v0 is an eigenvector
with respect to some eigenvalue μ. Let ν > μ, and let us assume that
u0 = v0 + components w.r.t. eigenvalues  ν ,
u1 = βv0 + components w.r.t. eigenvalues ν (1.11)
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δ := min{2γ +1, ν/μ} (with a logarithmic correction when the two terms in the minimum are equal).
Note that δ > 1 in this case.
On the contrary, the counterexample presented in [10] is that (1.9) cannot be true when u0 and u1
are eigenvectors of A with respect to eigenvalues μ and ν , respectively, with ν < μ. In other words,
in that case a deterioration of decay rates is expected. Quantifying this deterioration was stated as
Open Problem 2 in Section 4 of [10].
In this paper we investigate this open problem, and we ﬁnd the best decay–error estimates which
are true in this case. So we assume that v0 is an eigenvector of A with respect to some eigenvalue μ,
and that v1 is an eigenvector of A with respect to some eigenvalue ν , with ν  μ. Then we take
initial data of the form
u0 = v0 + components w.r.t. eigenvalues > μ,
u1 = v1 + components w.r.t. eigenvalues > ν . (1.12)
In this case we prove that (1.10) holds true with δ := ν/μ, which is now less than or equal to 1.
We also show that this exponent is optimal, in the sense that we cannot obtain a better decay rate if
we want to keep the optimal convergence rate ε2.
When the spectrum of A is an increasing sequence of eigenvalues (with no assumption on the
dimension of eigenspaces), assumption (1.12) is complementary to assumption (1.11). This happens,
for example, when A is the Dirichlet–Laplacian in a bounded open set with reasonable boundary,
namely the operator involved in Kirchhoff equations in concrete form. Therefore, for these operators
the problem of decay–error estimates is now fully closed by Theorem 2.5 in [10], and Theorem 2.2 of
the present paper. We refer to Remark 2.6 for the details.
The issue of comparison of decay rates between solutions of damped quasilinear wave equations
and the corresponding heat equation has attracted considerable attention in the past literature (see
for example [1,13,16–18,20,22–24] and the references quoted therein). Settings are different from
paper to paper, depending on the inertia terms (ε → 0+ or ε = 1 ﬁxed), on the concrete/abstract or
linear/nonlinear character of equations/systems, on the dissipative terms, and on the choice of initial
data. This makes almost impossible a precise comparison of results. In any case, the leitmotiv is that
the decay of the difference is faster than the individual decay of solutions, and the deep reason of
this diffusion lies in the dispersive properties of operators (for this reason, in the case of concrete
equations the domain is an exterior domain or the whole Rn).
This paper shows a more complex behavior. Indeed, when considering decay–error estimates,
we have improvement or deterioration of decay rates depending on initial data. We stress again that this
strange diffusion does not depend on dispersive issues (our operators are coercive), but on the fact that
the equation is in the same time nonlinear and degenerate (we refer to Section 2.3 of [10] for further
details).
This paper is organized as follows. In Section 2.1 we ﬁx the notation and state our main results.
In Section 2.2 we present a toy model which roughly explains the deterioration of decay rates. In Sec-
tion 3 we prove our results.
2. Statements
2.1. Notation and statements
Let us begin by recalling the classical existence and uniqueness results for the ﬁrst order prob-
lem (1.4), (1.5) (see [11]), and the second order problem (1.1), (1.2) (see [19,4]).
Theorem A. Let H be a real Hilbert space, let A be a nonnegative self-adjoint (unbounded) operator on H with
dense domain, and let γ  1 be a real number.
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(1) (Parabolic problem.) For every u0 ∈ D(A) we have that problem (1.4), (1.5) has a unique global solution
u ∈ C1([0,+∞); H)∩ C0([0,+∞); D(A)).
If in addition u0 satisﬁes the nondegeneracy assumption (1.3), then the solution is non-stationary, and
u ∈ C∞((0,+∞); D(Aα)) for every α  0.
(2) (Hyperbolic problem.) Let (u0,u1) ∈ D(A) × D(A1/2) be a pair of initial conditions satisfying the non-
degeneracy condition (1.3). Then there exists ε0 > 0 such that, for every ε ∈ (0, ε0), problem (1.1), (1.2)
has a unique global solution
uε ∈ C2
([0,+∞); H)∩ C1([0,+∞); D(A1/2))∩ C0([0,+∞); D(A)).
The value of ε0 depends on γ , on the norm of (u0,u1) in the space D(A) × D(A1/2), and on
|A1/2u0|−1, which is the reason why assumption (1.3) is essential in known proofs. The interested
reader is referred to [4].
Let us consider now the singular perturbation problem. Following the approach introduced in [15]
in the linear case, we deﬁne the corrector θε(t) as the solution of the second order linear ordinary
differential equation
εθ ′′ε (t) + θ ′ε(t) = 0 ∀t  0, (2.1)
with initial data
θε(0) = 0, θ ′ε(0) = u1 +
∣∣A1/2u0∣∣2γ Au0 =: θ0. (2.2)
Since θ0 = u′ε(0) − u′(0), this corrector keeps into account the boundary layer due to the loss of
one initial condition.
Finally, we deﬁne rε(t) and ρε(t) in such a way that
uε(t) = u(t) + θε(t) + rε(t) = u(t) + ρε(t) ∀t  0.
With these notations, the singular perturbation problem consists in proving that rε(t) → 0 or
ρε(t) → 0 in some sense as ε → 0+ . We recall that the two remainders play different roles. In particu-
lar, rε(t) is well suited for estimating derivatives, while ρε(t) is used in estimates without derivatives.
This distinction is essential. Indeed it is not possible to prove decay–error estimates on Aαrε(t) be-
cause it does not decay to 0 as t → +∞ (indeed uε(t) and u(t) tend to 0, while the corrector θε(t)
does not), and it is not possible to prove decay–error estimates on Aαρ ′ε(t) because in general for
t = 0 it does not tend to 0 as ε → 0+ (due to the loss of one initial condition).
Now let us introduce our assumptions on initial data. To this end, we need some basic facts from
the spectral theory of operators, which we recall following [21].
Let E be the resolution of the identity associated with the operator A. For every measurable subset
J ⊆ [0,+∞) we consider the space H J :=R(E( J )), namely the range of the projection operator E( J ),
which is a closed subspace of H . In the case where H admits a (ﬁnite or countable) orthonormal
system {ek} made by eigenvalues of A, and {λ2k } is the sequence of corresponding eigenvalues, then
H J is just the set of all v ∈ H such that 〈v, ek〉 = 0 for every k ∈N such that λ2k /∈ J .
We are now ready to introduce the class of initial data we consider in this paper.
Deﬁnition 2.1 (Assumption on initial data). Let μ and ν be two positive real numbers. We say that a
pair of initial conditions (u0,u1) ∈ D(A) × D(A1/2) satisﬁes the (μ,ν)-assumption if we can write
u0 = v0 + w0 and u1 = v1 + w1, where
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• w0 ∈ H(μ,+∞) and w1 ∈ H(ν,+∞) .
In other words, μ is the smallest frequency with respect to which u0 has a nonzero component,
and v0 is such a component. Analogously, ν is the smallest frequency with respect to which u1 has a
nonzero component v1.
The main result of this paper is the following.
Theorem 2.2 (Decay–error estimates). Let H be a real Hilbert space, and let A be a nonnegative self-
adjoint (unbounded) operator on H with dense domain. Let γ  1 be a real number, and let (u0,u1) ∈
D(A)× D(A1/2) be a pair of initial conditions satisfying the nondegeneracy condition (1.3). Let u(t), ε0 , uε(t)
be as in Theorem A, and let θε(t), ρε(t), rε(t) be the corrector and remainders deﬁned above.
Let us assume that the pair (u0,u1) satisﬁes the (μ,ν)-assumption with
0 < ν μ.
Then the following conclusions hold true with δ := ν/μ.
(1) If in addition we assume that (u0,u1) ∈ D(A3/2) × D(A1/2), then there exist ε1 ∈ (0, ε0) and a constant
C such that for every ε ∈ (0, ε1) we have that
∣∣ρε(t)∣∣2 + ∣∣A1/2ρε(t)∣∣2 + ε(1+ t)∣∣r′ε(t)∣∣2  C ε2(1+ t)δ/γ ∀t  0,
t∫
0
(1+ s)2δ/γ
(
(1+ s)∣∣r′ε(s)∣∣2 + |A1/2ρε(s)|21+ s
)
ds Cε2(1+ t)δ/γ ∀t  0.
(2) If in addition we assume that (u0,u1) ∈ D(A2) × D(A), then there exist ε1 ∈ (0, ε0) and a constant C
such that for every ε ∈ (0, ε1) we have that
∣∣Aρε(t)∣∣2 + (1+ t)2∣∣r′ε(t)∣∣2  C ε2(1+ t)δ/γ ∀t  0,
t∫
0
(1+ s)2δ/γ
(
(1+ s)∣∣A1/2r′ε(s)∣∣2 + |Aρε(s)|21+ s
)
ds Cε2(1+ t)δ/γ ∀t  0.
As we are going to see in the proofs, the main point is obtaining the estimate on the lowest order
term ρε(t). Quite surprisingly, all remaining estimates follow from this one through a linear argument
presented in [10].
The following result shows that the estimates provided by Theorem 2.2 (at least the one on ρε(t),
which implies all the rest) are optimal.
Theorem 2.3 (Optimality of decay–error estimates). Let H, A, γ , (u0,u1), ε0 , u(t), uε(t), θε(t), ρε(t), rε(t)
be as in Theorem 2.2.
Let us assume that u0 and u1 are eigenvectors of A with respect to the eigenvalues μ and ν , respectively,
and let δ := ν/μ. Let us assume also that
• either ν < μ,
• or ν = μ, and u0 and u1 are orthogonal.
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sup
t0
{
(1+ t)δ/γ ∣∣ρε(t)∣∣2} Cε2. (2.3)
We conclude with some comments about possible extensions and applications.
Remark 2.4. The values of ε1 and C in statements (1) and (2) of Theorem 2.2 can be taken to be con-
tinuous functions of γ , |A1/2u0|−1, and of the norms of (u0,u1) in the space where initial conditions
lie. For example, in statement (1) we would have that
ε1 := ε1
(
γ ,
∣∣A1/2u0∣∣−1, |u0|, ∣∣A1/2u0∣∣, |Au0|, ∣∣A3/2u0∣∣, |u1|, ∣∣A1/2u1∣∣),
C := C(γ , ∣∣A1/2u0∣∣−1, |u0|, ∣∣A1/2u0∣∣, |Au0|, ∣∣A3/2u0∣∣, |u1|, ∣∣A1/2u1∣∣).
Remark 2.5. For the sake of simplicity, we limit ourselves to state and prove (2.3) when initial data
are eigenvectors. The result is actually true for all initial data of the form (1.12). The reason is that
components corresponding to higher frequencies decay faster (see [3]), and therefore the decay rate
is always dictated by the smallest frequencies represented in u0 and u1.
Similarly, in the case where ν = μ, we could weaken the assumption that u0 and u1 are orthogonal
by just asking that they are linearly independent. In this case the proof should be modiﬁed in an
obvious way by introducing the component of u1 orthogonal to u0.
Remark 2.6. Let us assume that the spectrum of A consists of an increasing sequence of positive
eigenvalues. Let (u0,u1) ∈ D(A) × D(A1/2) be any pair of initial conditions satisfying the nondegen-
eracy condition (1.3). Let μ and ν be the smallest eigenvalues with respect to which u0 and u1 have
nonzero components v0 and v1, respectively.
• If ν > μ (or if u1 = 0, in which case ν is not well deﬁned) we are in the situation of [10], which
yields decay–error estimates with improved decay rates.
• If ν < μ we are in the assumptions of Theorem 2.2 above, which yields decay error estimates
with deteriorated decay rates, and in general nothing more because of Theorem 2.3 above.
• If ν = μ we are for sure in the situation of Theorem 2.2, which in any case guarantees decay–
error estimates without improvement or deterioration of decay rates (δ = 1). If v0 and v1 are
linearly independent, then δ = 1 is optimal because of Theorem 2.3. If v0 and v1 are linearly
dependent, then we are also in the assumptions of [10], and once again we get an improvement
of decay rates.
Remark 2.7. The previous remark extends easily to operators whose spectrum is an increasing
sequence of nonnegative eigenvalues including 0 (this is the case, for example, of the Neumann–
Laplacian on a bounded interval).
Indeed in this case it is enough to separate components with respect to the kernel, where u(t)
is constant and uε(t) coincides with the corrector θε(t), and apply the theory of this paper in the
subspace orthogonal to the kernel. We point out that, since the nonlinear term depends on A1/2u
or A1/2uε , what happens in the kernel has no inﬂuence in the orthogonal subspace.
2.2. Heuristics
In this section we present a simple calculation on ordinary differential equations that leads to
guess that |ρε(t)| ∼ ε(1+ t)−δ/(2γ ) . Let us start with two simpliﬁcations.
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As a consequence, after the initial layer, uε(t) and u(t) can both be considered as solutions of the
parabolic equation.
• After the initial layer, for example at time t = 1, the difference uε(t) − u(t) is of order ε. Actually
this follows from the well-established local-in-time error estimates.
Under these simplifying assumptions, the singular perturbation problem is reduced to estimating
the difference between two solutions of the parabolic equation whose initial data differ of order ε.
So let v0 and v1 be orthonormal eigenvectors of A with respect to eigenvalues μ and ν , respec-
tively, with 0 < ν < μ. Let us consider the solutions u0(t) and u1(t) of the parabolic problem with
initial data u0(0) = v0, and u1(0) = v0 + εv1, respectively (so that at time t = 0 the difference is of
order ε, and lies on a component corresponding to the smallest frequency).
Now it is easy to see that u0(t) is always a multiple of v0, while u1(t) can be written in the form
u1(t) := w(t)v0 + v(t)v1, where v(t) and w(t) are solutions of the system of ordinary differential
equations
{
w ′(t) + μ(νv2(t) + μw2(t))γ w(t) = 0,
v ′(t) + ν(νv2(t) + μw2(t))γ v(t) = 0,
with initial data w(0) = 1, and v(0) = ε.
Now we make a further simplifying assumption, namely that u1(t) − u0(t) ∼ v(t)v1, which is rea-
sonable if we accept that components corresponding to lower frequencies decay more slowly. Thus
we have reduced ourselves to estimating v(t).
According to the main trick introduced in [11], v(t) and w(t) can be written in the form
v(t) := εψε(t), w(t) :=
[
ψε(t)
]1/δ
,
where as usual δ := ν/μ, and ψε(t) solves
ψ ′ε(t) + ν
(
νε2ψ2ε (t) + μψ2/δε (t)
)γ
ψε(t) = 0, ψε(0) = 1. (2.4)
Now we make the ﬁnal simplifying assumption by setting ε = 0 in (2.4), so that from now on
ψε(t) does not depend on ε and solves
ψ ′(t) + kψ1+2γ /δ(t) = 0, ψ(0) = 1,
for a suitable positive constant k. This differential equation can be easily integrated, giving that ψ(t) ∼
(1+ t)−δ/(2γ ) , hence
∣∣ρε(t)∣∣∼ ∣∣u1(t) − u0(t)∣∣∼ ∣∣v(t)∣∣= εψ(t) ∼ ε(1+ t)−δ/(2γ ),
which is consistent both with Theorem 2.2, and with Theorem 2.3.
We conclude with some remarks. First of all, (2.4) is more or less the same equation which appears
in the proof of Theorem 2.3 (see also Lemma 3.2), which means that the rough calculation we did is
actually close to reality.
Secondly, neglecting the term with ε in (2.4) is not reasonable for all times. Indeed ψε(t) → 0 as
t → +∞, and in this regime the term with ψ2ε becomes dominant over ψ2/δε (because δ < 1). This
means that as t → +∞ the true approximation of (2.4) is
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which gives ψ(t) ∼ (1+ ε2γ t)−1/(2γ ) , namely a better decay rate.
Which is the correct approximation of (2.4)? In a certain sense both! The fact that |ρε(t)| ∼
ε(1 + ε2γ t)−1/(2γ ) , suggested by the second approximation, is consistent with previous works where
it was proved that both u(t) and uε(t) decay as (1+ t)−1/(2γ ) . The point is that the ﬁnal coeﬃcient in
this case turns out to be of order 1, not of order ε, and therefore we get a better decay rate which we
pay by losing the convergence rate. The ﬁrst approximation, on the contrary, preserves the optimal
convergence rate of order ε. As in (1.8), one could interpolate the two extremes by ﬁnding a family
of estimates with intermediate decay rates and intermediate convergence rates.
The interplay between the two different regimes of (2.4) is what makes highly nontrivial the rig-
orous analysis of decay–error estimates for nonlinear degenerate equations.
3. Proofs
In the sequel we set
c(t) := ∣∣A1/2u(t)∣∣2γ , cε(t) := ∣∣A1/2uε(t)∣∣2γ , (3.1)
and we consider their anti-derivatives
C(t) :=
t∫
0
c(s)ds, Cε(t) :=
t∫
0
cε(s)ds. (3.2)
We exploit that the corrector θε(t), which is the solution of (2.1), (2.2), is given by the explicit
formula
θε(t) = εθ0
(
1− e−t/ε) ∀t  0. (3.3)
We also set
gε(t) := −
(
cε(t) − c(t)
)
Au(t) − εu′′(t), (3.4)
so that we can regard ρε(t) as the solution of the linear equation
ερ ′′ε (t) + ρ ′ε(t) + cε(t)Aρε(t) = gε(t), (3.5)
with initial data
ρε(0) = 0, ρ ′ε(0) = θ0, (3.6)
and rε(t) as the solution of the linear equation
εr′′ε(t) + r′ε(t) + cε(t)Aρε(t) = gε(t), (3.7)
with initial data
rε(0) = 0, r′ε(0) = 0. (3.8)
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v0 and v1 are the eigenvectors of A which appear in the (μ,ν)-assumption on initial data. To this
end we set
uε,ν(t) := 1|v1|
〈
uε(t), v1
〉
, uε,μ(t) := 1|v0|
〈
uε(t), v0
〉
. (3.9)
It is easy to see that these real functions satisfy, respectively, the following second order equations
εu′′ε,ν(t) + u′ε,ν(t) + νcε(t)uε,ν(t) = 0, εu′′ε,μ(t) + u′ε,μ(t) + μcε(t)uε,μ(t) = 0. (3.10)
3.1. Previous results
Many estimates on u(t) and uε(t) have been proved in literature. We refer to [6] (see also Theo-
rems A and B in [10]) for a complete list. For the convenience of the reader, in next result we limit
ourselves to recall just those estimates needed in the sequel.
Theorem B. Let H, A, γ , (u0,u1), ε0 , u(t), uε(t), θε(t), ρε(t), rε(t) be as usual. Let us assume that u0 and u1
are in H[ν,+∞) for some ν > 0 (which is equivalent to asking the coercivity of A).
Then there exist ε1 > 0, and positive constants M1, . . . ,M16 , such that the following estimates hold true
for every ε ∈ (0, ε1).
(1) (Decay estimates for the parabolic problem.)We have that
∣∣A1/2u(t)∣∣2  M1
(1+ t)1/γ ∀t  0, (3.11)∣∣Au(t)∣∣2  M2
(1+ t)1/γ ∀t  0, (3.12)
and as a consequence
c(t) M3
1+ t ∀t  0. (3.13)
If in addition u0 ∈ D(A3/2), then for every δ ∈ (0,2γ + 1] we have that
∣∣A3/2u(t)∣∣2  M4
(1+ t)1/γ ∀t  0, (3.14)
t∫
0
(1+ s)1+2δ/γ ∣∣u′′(s)∣∣2 ds M5(1+ t)δ/γ ∀t  0. (3.15)
If in addition u0 ∈ D(A2), then for every δ ∈ (0,2γ + 1] we have that
t∫
0
(1+ s)1+2δ/γ ∣∣A1/2u′′(s)∣∣2 ds M6(1+ t)δ/γ ∀t  0, (3.16)
∣∣u′′(t)∣∣2  M7
(1+ t)4+1/γ ∀t  0. (3.17)
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M8
(1+ t)1/γ 
∣∣A1/2uε(t)∣∣2  M9
(1+ t)1/γ ∀t  0, (3.18)∣∣Auε(t)∣∣2  M10
(1+ t)1/γ ∀t  0, (3.19)∣∣u′ε(t)∣∣2  M11(1+ t)2+1/γ ∀t  0, (3.20)
and as a consequence
M12
1+ t  cε(t)
M13
1+ t ∀t  0, (3.21)
|c′ε(t)|
cε(t)
 M14
1+ t ∀t  0. (3.22)
(3) (Basic error estimates.) If in addition (u0,u1) ∈ D(A3/2) × D(A1/2), we have that
∣∣ρε(t)∣∣2  M15ε2 ∀t  0, (3.23)
+∞∫
0
(1+ t)∣∣r′ε(t)∣∣2 dt  M16ε2. (3.24)
(4) (“Monotonicity” estimates.)We have that
〈
cε(t)Auε(t) − c(t)Au(t),ρε(t)
〉
 1
2
(
cε(t) + c(t)
)∣∣A1/2ρε(t)∣∣2 ∀t  0. (3.25)
We refer to [6] and to Lemma 3.3 in [10] for the estimates on solutions of the parabolic and hy-
perbolic problem, to Theorem 2.4 in [2] (see also [7]) for the basic error estimates, and to Lemma 3.4
in [2] for the monotonicity estimate (which actually is a general property of vectors). We point out
that eigenvalues and components play no role in Theorem B above.
The situation is different in the following result, where uε(t) and its components uε,ν(t) and
uε,μ(t) are estimated in terms of Cε(t). For a proof, we refer to Theorem 3.1 in [3], where similar
estimates have been obtained more generally for the components of uε(t) in the subspaces H[ν,+∞)
and H[μ,+∞) .
Theorem C. Let H, A, γ , (u0,u1), ε0 , uε(t) be as usual. Let us assume that the pair (u0,u1) satisﬁes the
(μ,ν)-assumption with respect to some 0 < ν  μ, let uε,ν(t) and uε,μ(t) be the components of uε(t), de-
ﬁned according to (3.9), and let Cε(t) be deﬁned according to (3.2).
Then there exist ε1 > 0, and constants M17 , M18 , M19 such that for every ε ∈ (0, ε1) we have that
∣∣A1/2uε(t)∣∣2  M17e−2νCε(t) ∀t  0, (3.26)
∣∣uε,ν(t)∣∣2 + |u′ε,ν(t)|2[cε(t)]2  M18e−2νCε(t) ∀t  0, (3.27)
∣∣uε,μ(t)∣∣2 + |u′ε,μ(t)|2[cε(t)]2  M19e−2μCε(t) ∀t  0. (3.28)
922 M. Ghisi, M. Gobbino / J. Differential Equations 254 (2013) 911–932The last result we need allows to deduce all the conclusions of Theorem 2.2 from the only esti-
mate on ρε(t). It is actually a result on linear equations, in the sense that now we regard ρε(t) and
rε(t) as solutions of (3.5) and (3.7), forgetting that c(t), cε(t), and gε(t) are given by (3.1) and (3.4),
respectively. For a proof, we refer to Proposition 3.5 in [10].
Proposition D. Let H and A be as usual, and let ε0 , γ , δ be positive real numbers.
For every ε ∈ (0, ε0), let us assume that ρε(t), rε(t), cε(t), and gε(t) satisfy (3.5) through (3.8). Moreover,
let us assume that
(i) the solution ρε(t) satisﬁes the a priori estimate
∣∣ρε(t)∣∣2  M20 ε2
(1+ t)δ/γ ∀t  0, (3.29)
(ii) the coeﬃcient cε : [0,+∞) → (0,+∞) is of class C1 and satisﬁes (3.21) and (3.22),
(iii) the forcing term gε : [0,+∞) → H is continuous and such that
t∫
0
(1+ s)1+2δ/γ ∣∣gε(s)∣∣2 ds M21ε2(1+ t)δ/γ ∀t  0. (3.30)
Then the following conclusions hold true.
(1) If θ0 ∈ D(A1/2), then all the estimates in statement (1) of Theorem 2.2 hold true.
(2) If in addition we have that θ0 ∈ D(A), and gε(t) satisﬁes also
t∫
0
(1+ s)1+2δ/γ ∣∣A1/2gε(s)∣∣2 ds M22ε2(1+ t)δ/γ ∀t  0, (3.31)
∣∣gε(t)∣∣2  M23 ε2
(1+ t)2+δ/γ ∀t  0, (3.32)
then all the estimates in statement (2) of Theorem 2.2 hold true.
3.2. Preliminary estimates
In the following result, we collect further estimates for solutions of the parabolic and hyperbolic
problems. Similar estimates are contained in Lemma 3.4 of [10] and Theorem 3.3 of [3].
Proposition 3.1. Let us consider the same assumptions of Theorem 2.2, and let C(t) and Cε(t) be deﬁned
by (3.2).
Then there exist ε1 ∈ (0, ε0), and positive constants M24, . . . ,M27 , such that for every ε ∈ (0, ε1) we have
that
e2μγ C(t)  M24(1+ t) ∀t  0, (3.33)
e2νγ Cε(t)  M25(1+ t) ∀t  0, (3.34)
e2μγ C(t)  M26(1+ t) ∀t  0, (3.35)
e2μγ Cε(t)  M27(1+ t) ∀t  0. (3.36)
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Proof of estimate (3.33). From (1.4) we have that
[∣∣A1/2u(t)∣∣2e2μC(t)]′ = 2μc(t)e2μC(t)∣∣A1/2u(t)∣∣2 − 2e2μC(t)c(t)∣∣Au(t)∣∣2. (3.37)
On the other hand, u(t) ∈ H[μ,+∞) for every t  0, hence |Au(t)|2  μ|A1/2u(t)|2. It follows that
the right-hand side of (3.37) is less than or equal to 0, hence
∣∣A1/2u(t)∣∣2e2μC(t)  ∣∣A1/2u0∣∣2.
Therefore we have that
[
e2μγ C(t)
]′ = 2μγ c(t)e2μγ C(t) = 2μγ (∣∣A1/2u(t)∣∣2e2μC(t))γ  k1,
so that (3.33) follows by integration.
Proof of estimate (3.34). Thanks to (3.26) we have that
[
e2νγ Cε(t)
]′ = 2νγ cε(t)e2νγ Cε(t) = 2νγ (∣∣A1/2uε(t)∣∣2e2νCε(t))γ  k2,
so that (3.34) follows by integration.
Proof of estimate (3.35). Let us begin by showing that
∣∣A1/2u(t)∣∣2e2μC(t)  k3 > 0 ∀t  0. (3.38)
To this end, let v0 denote the component of u0 with respect to the eigenspace of μ (as in Def-
inition 2.1), and let uμ(t) := |v0|−1〈u(t), v0〉 be the component of u(t) with respect to the same
eigenspace. Then of course uμ(t) satisﬁes
u′μ(t) + μc(t)uμ(t) = 0, uμ(0) = |v0|,
hence uμ(t) = |v0|e−μC(t) for every t  0. Therefore we have that
∣∣A1/2u(t)∣∣2e2μC(t) μ∣∣uμ(t)∣∣2e2μC(t) μ|v0|2,
which implies (3.38). It follows that
[
e2μγ C(t)
]′ = 2μγ c(t)e2μγ C(t) = 2μγ (∣∣A1/2u(t)∣∣2e2μC(t))γ  k4 > 0,
so that (3.35) follows by integration.
Proof of estimate (3.36). As before, we begin by showing that
∣∣A1/2uε(t)∣∣2e2μCε(t)  k5 > 0 ∀t  0. (3.39)
To this end, let v0 be the projection of u0 in the eigenspace of μ, let uε,μ(t) be deﬁned as in (3.9),
and let yε(t) := [uε,μ(t)]2. From (3.10) we have that
y′ε(t) = −2μcε(t)yε(t) − 2ε uε,μ(t) · u′′ε,μ(t).
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e2μCε(t) yε(t) = |v0|2 − 2ε
t∫
0
uε,μ(s) · u′′ε,μ(s) · e2μCε(s) ds. (3.40)
In order to estimate the last term, we integrate by parts, and we ﬁnd that
t∫
0
uε,μ(s) · u′′ε,μ(s) · e2μCε(s) ds
= uε,μ(t) · u′ε,μ(t) · e2μCε(t) − uε,μ(0) · u′ε,μ(0)
−
t∫
0
[
u′ε,μ(s)
]2
e2μCε(s) ds −
t∫
0
uε,μ(s) · u′ε,μ(s) · 2μcε(s)e2μCε(s) ds
=: A1 + A2 + A3 + A4.
Let us estimate the four terms separately. From (3.28) we have that
∣∣uε,μ(t)∣∣ k6e−μCε(t) ∀t  0, (3.41)∣∣u′ε,μ(t)∣∣ k7cε(t)e−μCε(t) ∀t  0. (3.42)
Therefore, the estimate from above in (3.21) implies that
A1 
∣∣uε,μ(t)∣∣ · ∣∣u′ε,μ(t)∣∣ · e2μCε(t)  k8.
The term A2 is a constant, independent of ε, and of course A3  0.
As for A4, exploiting once more (3.41) and (3.42), we have that
−uε,μ(t) · u′ε,μ(t)
∣∣uε,μ(t)∣∣ · ∣∣u′ε,μ(t)∣∣ k9cε(t)e−2μCε(t).
Therefore, the estimate from above in (3.21) implies that
A4  k10
t∫
0
[
cε(s)
]2
ds k11
t∫
0
1
(1+ s)2 ds k11.
In conclusion, we have proved that A1 + A2 + A3 + A4  k12. Coming back to (3.40), we have
obtained that
e2μCε(t) yε(t) |v0|2 − 2k12ε  |v0|
2
2
∀t  0,
provided that ε is small enough. Therefore we have that
∣∣A1/2uε(t)∣∣2e2μCε(t) μ∣∣uε,μ(t)∣∣2e2μCε(t) μ |v0|2 ,
2
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[
e2μγ Cε(t)
]′ = 2μγ cε(t)e2μγ Cε(t) = 2μγ (∣∣A1/2uε(t)∣∣2e2μCε(t))γ  k13 > 0
so that (3.36) follows by integration. 
Next result is an estimate for a supersolution of an ordinary differential equation.
Lemma 3.2. Let 0 < δ  1 and K > 0 be two real numbers.
Then there exist ε1 > 0 and M28 > 0, both depending on δ and K , such that the following property holds
true. For every ε ∈ (0, ε1), and every function ψε ∈ C1([0,+∞),R) such that ψε(0) = 1, and
ψ ′ε(t)−Kψε(t)
(
ε2γ
[
ψε(t)
]2γ + [ψε(t)]2γ /δ) ∀t  0, (3.43)
we have that
ψε
(
1
εδ
)
 M28εδ
2/(2γ ). (3.44)
Proof. Let us consider the differential equation
y′ = −K y{ε2γ y2γ + y2γ /δ}. (3.45)
Assumption (3.43) is equivalent to saying that ψε(t) is a supersolution of (3.45) for every t  0.
Let us set
z(t) :=
(
δ
4Kγ t + δ
)δ/(2γ )
∀t  0.
We claim that, for ε small enough, z(t) is a subsolution of (3.45) for t ∈ [0,1/εδ]. Indeed this is
equivalent to showing that
z′(t) = −2K [z(t)]1+2γ /δ −K z(t){ε2γ [z(t)]2γ + [z(t)]2γ /δ} ∀t ∈ [0,1/εδ],
which in turn is equivalent to
[
z(t)
](1−δ)/δ  ε ∀t ∈ [0,1/εδ]. (3.46)
Since z(t) is decreasing, and 0 < δ  1, it is enough to check (3.46) when t = 1/εδ . Now for ε
small enough we have that
[
z
(
1
εδ
)](1−δ)/δ
=
[
δεδ
4Kγ + δεδ
](1−δ)/(2γ )
 k1εδ(1−δ)/(2γ ). (3.47)
Since δ(1− δ)/(2γ ) < 1, inequality (3.47) implies (3.46) when ε is small enough.
This proves that z(t) is a subsolution of (3.45) in the given interval. Since z(0) = 1 = ψε(0), the
usual comparison principle yields that
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(
1
εδ
)
 z
(
1
εδ
)
 k2εδ
2/(2γ ),
which proves (3.44). 
3.3. Proof of Theorem 2.2
This proof is organized as the proof of the main result of [10]. The ﬁrst part is the nonlinear core
of the argument, where we prove that ρε(t) satisﬁes (3.29), of course under the assumption that
(u0,u1) ∈ D(A3/2) × D(A1/2). In the second part we apply Proposition D in order to deduce all the
conclusions of Theorem 2.2.
3.3.1. Nonlinear core
Let us set yε(t) := |ρε(t)|2. From (3.5) and (3.4) we have that
y′ε(t) = −2
〈
cε(t)Auε(t) − c(t)Au(t),ρε(t)
〉− 2ε〈u′′ε(t),ρε(t)〉,
hence by (3.25) it follows that
y′ε(t)−
(
cε(t) + c(t)
)∣∣A1/2ρε(t)∣∣2 − 2ε〈u′′ε(t),ρε(t)〉. (3.48)
Since u(t) and uε(t), hence also ρε(t), lie in the subspace H[ν,+∞) , we have that |A1/2ρε(t)|2 
ν|ρε(t)|2. Thus (3.48) implies that
y′ε(t)−ν
(
cε(t) + c(t)
)
yε(t) − 2ε
〈
u′′ε(t),ρε(t)
〉
.
Since yε(0) = 0, integrating this differential inequality we obtain that
yε(t)−2εe−ν(Cε(t)+C(t))
t∫
0
〈
u′′ε(s),ρε(s)
〉
eν(Cε(s)+C(s)) ds. (3.49)
In order to estimate the last term, we integrate by parts, and we ﬁnd that
−2ε
t∫
0
〈
u′′ε(s),ρε(s)
〉
eν(Cε(s)+C(s)) ds = −2ε〈u′ε(t),ρε(t)〉eν(Cε(t)+C(t))
+ 2ε
t∫
0
〈
u′ε(s),ρ ′ε(s)
〉
eν(Cε(s)+C(s)) ds
+ 2ε
t∫
0
〈
u′ε(s),ρε(s)
〉
ν
(
cε(s) + c(s)
)
eν(Cε(s)+C(s)) ds
=: A1 + A2 + A3.
Let us estimate the three terms separately. From (3.20) we have that
2ε
∣∣u′ε(t)∣∣ · ∣∣ρε(t)∣∣ 2ε2∣∣u′ε(t)∣∣2 + 1 ∣∣ρε(t)∣∣2  2k1ε22+1/γ + 1 ∣∣ρε(t)∣∣2,2 (1+ t) 2
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A1  2ε
∣∣u′ε(t)∣∣ · ∣∣ρε(t)∣∣ · eν(Cε(t)+C(t)) 
(
2k1ε2
(1+ t)2+1/γ +
1
2
∣∣ρε(t)∣∣2
)
eν(Cε(t)+C(t)). (3.50)
In order to estimate A2, we ﬁrst observe that
2ε
〈
u′ε(t),ρ ′ε(t)
〉
 2ε
∣∣u′ε(t)∣∣ · (∣∣r′ε(t)∣∣+ ∣∣θ ′ε(t)∣∣)
 ε2
∣∣u′ε(t)∣∣2 + ∣∣r′ε(t)∣∣2 + 2ε∣∣u′ε(t)∣∣ · ∣∣θ ′ε(t)∣∣.
Therefore, from (3.20) and the explicit formula (3.3) for θε(t), we obtain that
2ε
〈
u′ε(t),ρ ′ε(t)
〉
 k1
ε2
(1+ t)2+1/γ +
∣∣r′ε(t)∣∣2 + k2 ε
(1+ t)1+1/(2γ ) · e
−t/ε.
On the other hand, from (3.33), (3.34), and the fact that ν μ, we have that
eν(Cε(t)+C(t))  eνCε(t) · eμC(t)  k3(1+ t)1/γ , (3.51)
and therefore
2ε
〈
u′ε(t),ρ ′ε(t)
〉
eν(Cε(t)+C(t))  k4
ε2
(1+ t)2 + k3
∣∣r′ε(t)∣∣2(1+ t)1/γ + k5 ε
(1+ t)1−1/(2γ ) e
−t/ε
 k4
ε2
(1+ t)2 + k3
∣∣r′ε(t)∣∣2(1+ t) + k5εe−t/ε.
Integrating in [0, t], and exploiting (3.24), we obtain that
A2  k6ε2. (3.52)
In order to estimate A3, we ﬁrst apply (3.13), (3.21), and (3.51) in order to obtain that
2ε
〈
u′ε(t),ρε(t)
〉
ν
(
cε(t) + c(t)
)
eν(Cε(t)+C(t))  k7ε
∣∣u′ε(t)∣∣ · ∣∣ρε(t)∣∣ · 11+ t · (1+ t)1/γ .
Now we estimate |u′ε(t)| and |ρε(t)| by means of (3.20) and (3.23), respectively. We obtain that
2ε
〈
u′ε(t),ρε(t)
〉
ν
(
cε(t) + c(t)
)
eν(Cε(t)+C(t))  k8
ε2
(1+ t)2−1/(2γ ) .
Since 2− 1/(2γ ) > 1, integrating in [0, t] we obtain that
A3  k9ε2. (3.53)
Plugging (3.50), (3.52), and (3.53) into (3.49), we have that
yε(t) k10
ε2
(1+ t)2+1/γ +
1
2
yε(t) + k11ε2e−ν(Cε(t)+C(t)). (3.54)
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e−ν(Cε(t)+C(t)) = (e−μCε(t) · e−μC(t))ν/μ  k12 1
(1+ t)δ/γ . (3.55)
Since 2+ 1/γ  1/γ  δ/γ , plugging (3.55) into (3.54) we ﬁnd that
1
2
yε(t) k13
ε2
(1+ t)δ/γ ,
which is equivalent to (3.29).
3.3.2. Linear conclusion
It remains to show that the assumptions of Proposition D are satisﬁed. The argument is the same
as in Section 3.5 of [10], with the obvious changes in the exponents.
The a priori estimate on |ρε(t)| is exactly the content of the nonlinear core. The assumptions
on cε(t) are exactly (3.21) and (3.22).
In order to prove estimates on gε(t), we ﬁrst estimate cε(t)− c(t). To this end, we apply the mean
value theorem to the function σγ , and we obtain the inequality
∣∣yγ − xγ ∣∣ γ max{yγ−1, xγ−1} · |y − x| ∀x 0, ∀y  0.
Setting y := |A1/2uε(t)|2 and x := |A1/2u(t)|2, it follows that
∣∣cε(t) − c(t)∣∣ γ max{∣∣A1/2uε∣∣2(γ−1), ∣∣A1/2u∣∣2(γ−1)} · ∣∣∣∣A1/2uε∣∣2 − ∣∣A1/2u∣∣2∣∣. (3.56)
From (3.11) and (3.18) we have that
max
{∣∣A1/2uε(t)∣∣2(γ−1), ∣∣A1/2u(t)∣∣2(γ−1)} k14
(1+ t)1−1/γ . (3.57)
Moreover we have that
∣∣∣∣A1/2uε(t)∣∣2 − ∣∣A1/2u(t)∣∣2∣∣= ∣∣〈A(uε(t) + u(t)),uε(t) − u(t)〉∣∣

(∣∣Auε(t)∣∣+ ∣∣Au(t)∣∣) · ∣∣ρε(t)∣∣,
so that from (3.12) and (3.19) we obtain that
∣∣∣∣A1/2uε(t)∣∣2 − ∣∣A1/2u(t)∣∣2∣∣ k15 |ρε(t)|
(1+ t)1/(2γ ) . (3.58)
From (3.56), (3.57), (3.58), and (3.29), we conclude that
∣∣cε(t) − c(t)∣∣ k16 ε
(1+ t)1+(δ−1)/(2γ ) .
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∣∣gε(t)∣∣2  2(cε(t) − c(t))2∣∣Au(t)∣∣2 + 2ε2∣∣u′′(t)∣∣2
 k17
ε2
(1+ t)2+δ/γ + 2ε
2
∣∣u′′(t)∣∣2. (3.59)
At this point (3.30) follows from (3.15). Moreover (3.31) follows in an analogous way exploiting
(3.14) instead of (3.12), and (3.16) instead of (3.15).
Finally, from (3.59) and (3.17) we obtain that
∣∣gε(t)∣∣2  k17 ε2
(1+ t)2+δ/γ + k18
ε2
(1+ t)4+1/γ  k19
ε2
(1+ t)2+δ/γ ,
where in the last inequality we used that 2 + δ/γ  4 + 1/γ . This proves (3.32), and completes the
proof of Theorem 2.2. 
3.4. Proof of Theorem 2.3
The assumptions on initial data guarantee that the solution uε(t) of the hyperbolic problem has
only two Fourier components, and can be written in the form
uε(t) := uε,ν(t) u1|u1| + uε,μ(t)
u0
|u0| ,
where the coeﬃcients uε,ν(t) and uε,μ(t) are given by (3.9) (note that in this case u0 = v0 and
u1 = v1).
On the other hand, the solution of the parabolic problem has only the Fourier component with
respect to u0. Since u0 and u1 are orthogonal, we can estimate the norm of ρε(t) with the absolute
value of its component with respect to u1, namely
∣∣ρε(t)∣∣2  〈ρε(t),u1〉2|u1|2 =
〈uε(t),u1〉2
|u1|2 =
∣∣uε,ν(t)∣∣2.
Therefore (2.3) is proved if we show that
sup
t0
{
(1+ t)δ/γ ∣∣uε,ν(t)∣∣2} k1ε2. (3.60)
Estimate of uε,ν from above. We prove that
∣∣uε,ν(t)∣∣ k2εe−νCε(t) ∀t  0. (3.61)
Let us consider in (3.10) the equation solved by uε,ν(t). Moving εu′′ε,ν(t) to the right-hand side,
we can interpret it as a ﬁrst order equation. Since uε,ν(0) = 0, integrating this differential equation
we obtain that
uε,ν(t) = −εe−νCε(t)
t∫
0
u′′ε,ν(s)eνCε(s) ds.
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uε,ν(t) = −εu′ε,ν(t) + ε|u1|e−νCε(t) + εe−νCε(t)
t∫
0
u′ε,ν(s)νcε(s)eνCε(s) ds, (3.62)
hence
∣∣uε,ν(t)∣∣ εe−νCε(t)
{∣∣u′ε,ν(t)∣∣ · eνCε(t) + |u1| + ν
t∫
0
∣∣u′ε,ν(s)∣∣ · cε(s)eνCε(s) ds
}
.
Now from (3.27), and the estimate from above in (3.21), we have that
∣∣u′ε,ν(t)∣∣ · eνCε(t)  k3cε(t) k41+ t , (3.63)
hence
∣∣uε,ν(t)∣∣ εe−νCε(t)
{
k4
1+ t + |u1| + k5
t∫
0
1
(1+ s)2 ds
}
,
which easily implies (3.61).
Estimate of uε,ν from below. We prove that
uε,ν(t) εe−νCε(t)
{
|u1| − k6
1+ t − k7ε
}
∀t  0. (3.64)
To this end, we need to estimate the absolute value of the last term in (3.62). Thus we ﬁrst
integrate by parts, and we obtain that
t∫
0
u′ε,ν(s)νcε(s)eνCε(s) ds = uε,ν(t)νcε(t)eνCε(t) −
t∫
0
uε,ν(s)νc
′
ε(s)e
νCε(s) ds
−
t∫
0
uε,ν(s)ν
2c2ε(s)e
νCε(s) ds
=: A1 + A2 + A3.
From (3.61), and the estimate from above in (3.21), we have that
|A1| k8ε. (3.65)
In order to control A2 and A3, we estimate |uε,ν(s)| by means of (3.61), we estimate cε(s) by
means of (3.21), and |c′ε(s)| by exploiting (3.21) and (3.22) in order to deduce that
∣∣c′ε(s)∣∣= |c′ε(s)| · cε(s) k9 2 .cε(s) (1+ s)
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|A2| + |A3| k10ε
t∫
0
1
(1+ s)2 ds k10ε. (3.66)
Plugging (3.65) and (3.66) into (3.62), and exploiting (3.63), we obtain that
uε,ν(t)−ε
∣∣u′ε,ν(t)∣∣+ ε|u1|e−νCε(t) − k11ε2e−νCε(t)
= εe−νCε(t){|u1| − ∣∣u′ε,ν(t)∣∣eνCε(t) − k11ε}
 εe−νCε(t)
{
|u1| − k4
1+ t − k11ε
}
,
which is exactly (3.64).
Estimate of the exponential. Let us set for simplicity ψε(t) := e−νCε(t) . We prove that
ψε
(
1
εδ
)
 k12εδ
2/(2γ ). (3.67)
Indeed from (3.61) and (3.28) we have that
∣∣A1/2uε(t)∣∣2 = ν∣∣uε,ν(t)∣∣2 + μ∣∣uε,μ(t)∣∣2  k13(ε2[ψε(t)]2 + [ψε(t)]2μ/ν),
hence
cε(t) =
∣∣A1/2uε(t)∣∣2γ  k14(ε2γ [ψε(t)]2γ + [ψε(t)]2γ /δ).
Since ψ ′ε(t) = −νcε(t)ψε(t), this implies that
ψ ′ε(t)−k15ψε(t)
(
ε2γ
[
ψε(t)
]2γ + [ψε(t)]2γ /δ) ∀t  0.
At this point (3.67) follows from Lemma 3.2.
Conclusion. We are now ready to prove (3.60). Let us set t := 1/εδ in (3.64). We obtain that
uε,ν
(
1
εδ
)
 εψε
(
1
εδ
){
|u1| − k6 ε
δ
1+ εδ − k7ε
}
.
If ε is small enough, the term between braces is larger than or equal to |u1|/2, hence by (3.67) we
obtain that
uε,ν
(
1
εδ
)
 |u1|
2
εψε
(
1
εδ
)
 k16ε · εδ2/(2γ ).
Therefore we conclude that
sup
t0
∣∣uε,ν(t)∣∣2(1+ t)δ/γ 
∣∣∣∣uε,ν
(
1
εδ
)∣∣∣∣
2(1+ εδ
εδ
)δ/γ
 k17ε2,
which completes the proof. 
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