Abstract-In this note, we introduce the framework of partial difference equations (PdEs) over graphs for analyzing the behavior of multi-agent systems equipped with decentralized control schemes. Both leaderless and leader-follower models are considered. PdEs mimic partial differential equations (PDEs) on graphs and can be studied by introducing concepts of functional analysis strongly inspired to the corresponding ones arising in PDEs theory. We generalize different models proposed in the literature by introducing errors in the agent dynamics and analyze agent coordination through the joint use of PdEs and automatic control tools. Moreover, for the simplest control schemes, we show that the resulting PdEs enjoy properties that are similar to those of well-known PDEs like the heat equation, thus allowing to exploit physical-based reasoning for conjecturing formation properties.
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I. INTRODUCTION
In the recent years, the problem of understanding when the individual actions of interacting agents give rise to a coordinated behavior has received a considerable attention in many fields. For instance, this issue appears in biology, statistical physics, and computer graphics. For a thorough review of the literature in various fields, we defer the interested reader to [1] and [2] . G. Ferrari-Trecate is with the Institut National de Recherche en Informatique et en Automatique, 78153, Le Chesnay Cedex, France, and also with the Dipartimento di Informatica e Sistemistica, Università degli Studi di Pavia, 27100 Pavia, Italy (e-mail: Giancarlo.Ferrari-Trecate@inria.fr).
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In the control community, the interest in coordination phenomena has been recently promoted by the need of controlling groups of unmanned autonomous vehicles, like airplanes or robots [3] . A fairly simplified setup is to consider a group of N mobile agents, each one described by a dynamical system capturing the evolution of its heading angle [1] or its position and velocity [4] . Different agents share information through a communication network: Agents connected by a communication link are neighbors and position and velocity of each one is instantaneously available to the others for regulating their own trajectory. When agents communicate with a limited number of neighbors, one faces the problem of designing a decentralized control scheme (where each agent uses only the neighbors' information) in order to orchestrate the collective behavior. Decentralization implies that the control action can be computed in a distributed fashion.
The main purpose of this note is to propose a new modeling framework for the analysis of multiagent systems. Our approach exploits the formalism of partial difference equations (PdEs) over graphs proposed by [5] and summarized in Section II. Conceptually, PdEs mimic partial differential equations (PDEs) in spatial domains having a graph structure and, in [5] , the basic mathematical framework for static problems of elliptic type is provided. In order to account for the temporal dynamics of the agents, we generalize the models described in [5] to continuous-time PdEs. One major difference between PDEs and PdEs is that the latter can be recast into systems of ordinary differential equations (ODEs). However, we argue that PdE models can be more expressive than their equivalent ODE form, for many reasons. First, many mathematical tools for analyzing PdEs are completely analogous to the ones developed for PDEs. Then, the PdEs formalism establishes a direct link between classic functional analysis and control theory that can be fruitfully exploited for studying systems linked by a communication network. Second, PdEs provide a mathematical description of the collective dynamics where spatial phenomena (due to the graph structure) and temporal evolution of the agent states are kept separated and described through operators acting either on space or time. Third, the PdEs framework leads to equations that may be reminiscent of PDEs arising in physics and this can be of great help for conjecturing sensible properties of the collective dynamics.
Along the note, we consider communication networks with a timeinvariant topology and agent obeying to a point-mass dynamics affected by deterministic, exponentially decreasing errors. As recalled in Section V, this error model arises when agents are equipped with internal feedback schemes for counteracting the effects of constant perturbations. We focus on the use of two decentralized control laws both for leaderless and leader-follower schemes. The first one is the "Laplacian control," a linear control strategy inspired to the one proposed in [6] and analyzed in [7] and [8] . The second one is the "elastic control," a potential field-based control law similar to the one proposed in [2] and [4] ; the only difference being that nonzero safety distances between pairs of communicating agents are allowed. The goal is to assess whether these control schemes are capable to guarantee alignment, i.e., i) for leaderless models, all agents asymptotically move with the same velocity, ii) for leader-follower models all agents asymptotically move with the leaders velocity. For elastic control, we also discuss the properties of collision avoidance (i.e., at each time instant, the distance between two communicating agents does not fall below a safety threshold) and cohesion (i.e., the distance between pairs of communicating agents asymptotically converges to a given setpoint).
0018-9286/$20.00 © 2006 IEEE We stress that the properties of Laplacian control for errorless models have been already studied in [1] , [7] , and [8] . Similarly, alignment, cohesion, and collision avoidance for the elastic control in errorless models have been studied in [2] , [4] , and [9] , both for time-invariant and time-varying communication links.
However, we highlight that the main focus of the present note is not on the differences between the models we consider and similar ones that have appeared in the literature, but rather on showing how PdEs provide a framework in which different agent models and control laws can be analyzed with similar techniques. The PdE models for leaderless multi-agent systems are presented in Section III. Section IV is devoted to the analysis of leaderless models. Leader-follower models are introduced and analyzed in Section VI.
II. PDES AND STABILITY THEOREMS
We introduce basic notions of graph theory, deferring the reader to [10] for details. Let G be an undirected graph defined by a nonempty set N = f1; 2; ...;Ng of N nodes and a set E N 2 N of edges.
In our case, each node will represent an agent. Two nodes x and y are neighbors if (x; y) 2 E. This means that the agent x and y share the information about their state. We use the notation x y for neighboring nodes and assume that x x always holds.
Two nodes x and y are connected by a path if there is a finite sequence x 0 = x; x 1 ; ...;x n = y such that x i01 x i . The graph G is connected when each pair of nodes (x; y) 2 N 2 N is connected by a path.
Let S be a nonempty connected subgraph of the connected graph G and let S be the set of nodes of S. The boundary of S is defined as
= fy 2 G n S : 9x 2 S : x yg. Hereafter, we suppose for simplicity that N = S [ @S.
Next, we summarize the main concepts of functional analysis for functions f : N 7 ! q defined over a graph G by following closely the exposition of [5] , where scalar functions are considered. The partial derivative of f is defined as (1) and enjoys the following elementary properties: @ y f (x) = 0@ x f (y), @ x f (x) = 0, and @ 2 y f (x) = 0@ y f (x). The Laplacian of f is given by
The integral and the average of f are defined, respectively, as
Let L 2 (Gj q )betheHilbert space composed by all functions f : N 7 ! q equipped with the scalar product and the norm
where k 1 k is the euclidean norm on
Nq . We introduce now two subspaces of L 2 (Gj q ) which will be relevant in our analysis. Both are reminiscent of well-known Sobolev spaces used in the mathematical analysis of the Laplace operator on bounded domains. They are defined as
We will use the short-hand notation L 2 , H 1 , and H 1 0 when no ambiguity is possible. If G is connected, both H 1 and H 1 0 are Hilbert spaces endowed with the norm [5] kfk 2
In other words, if G is connected, for any f 2 L 2 one has that kfkH =0 _z(x;t) =F (z(1;t))
where F : L 2 7 ! L 2 is a continuous, locally Lipschitz operator. Note that, for example, one can have F = 1 thus motivating the term "PdE" used for (8) . Since the space L 2 is finite-dimensional, it is also easy to show that (8) is equivalent to a (possibly nonlinear) system of order N q (see [11] for details). In the sequel, we assume that there exists a unique function z verifying (8) (10) then, the origin is globally exponentially stable on V.
Note that if V = L 2 , stability on V coincides with the standard notion of stability of the origin [12] . The Theorem 2, that is a straightfor-ward generalization of the second method of Lyapunov (see [12] ), can be used for checking exponential stability of the origin on V. 
then, the origin of (8) is globally exponentially stable on V.
Next, we introduce the LaSalle invariance principle on subspaces.
Definition 2:
A set V is positively V-invariant with respect to (8a) ifzV 2 ) zV(1; t) 2 , 8t 0 The proof of Theorems 2 and 3 can be found in [11] . The main difference between Theorem 3 and the standard LaSalle principle is the additional assumption that the projection on V and the operator F commute. Note also that the condition P V F = FP V implies that V is positively invariant with respect to (8) .
III. COLLECTIVE DYNAMICS
The communication network between agents is modeled in form of a connected graph G. Let r(x; t) be the position of the agent x at time t, where 1 r 2 L 2 and q is the dimension of the physical space. Similarly, the agent velocity, input, and errors are denoted with v(x; t), u(x; t), and e(x; t). By assuming that each agent obeys to a point-mass dynamics, we consider the collective model T . As detailed in Section V, the error model (12c) is not artificial but rather due to the compensation of persistent perturbations affecting the velocity dynamics (12b). Since e is independent of r and v, the errorless dynamics corresponds to settingẽ = 0. In order to obtain these properties, we consider two different control laws u(x; t) =u L (x; t) : = 1v(x; t)
u(x; t) =u E (x; t) : = 1v(x; t) 0 U (r(1;t))
where U(1) is an elastic force defined as U (r(1;t))(x) : = r r(x;t)Ṽ (x; f@ y rg yx ): (14) V (x; f@yrgy2G) : = yx V x; y; k@yr(x; t)k 2 We refer to (13a) as Laplacian control (considered in [7] and [8] and similar to the one proposed by Vicsek [6] ) and to (13b) as elastic control (a slight generalization of the control law proposed in [2] , [4] , and [9] because we allow for strictly positive safety distances). The role of V xy is to reciprocally attract agents x and y when kr x 0 r y k >r xy and repulse them when rxy < krx 0 ryk <rxy. The growth at infinity for kr x 0r y k = r xy intuitively guarantees that if kr x (0)0r y (0)k > r xy then, the distance between agents x and y will never fall below the safety threshold rxy. Note that the Laplacian control is independent of the agent positions. It is then apparent that it cannot guarantee collision avoidance.
IV. ANALYSIS OF LEADERLESS MODELS
In the sequel, we investigate the collective behavior of the leaderless model (12) 1 of the origin of (18a). This property (that is proved in Theorem 4 for the more general case of agents affected by errors), can be readily shown by using the fact that all the eigenvalues 1 on H 1 are strictly negative (see Theorem 1) .
In what follows, the above argument is generalized to prove alignment for model (12) when either u L or u E are used. In Section VI, we also show that a very similar rationale is adopted for proving alignment in leader-follower models.
We consider now the dynamics (12) 
equipped with the initial conditions @ y r = @ yr , v 1 (1; 0) = P Hṽ , e 1 (1;0) = P Hẽ , v(0) = P Hṽ , and e(0) = P Hẽ . Note that u E depends on @ y r rather than r and this explains why the former quantity has been used in (20).
In view of (20) 
and Lemma 1 to obtain
Simple algebraic manipulations show that _ W R 0 if the parameter is chosen big enough (see [11] for further details). As a consequence, the set is positively V-invariant. The VR-invariance of implies also that v1 is bounded, 8t 0. Then, the solution to the PdE 6 1 in (20) is uniquely defined, 8t 0. In [2] , it has been proved that, in the errorless case and when the graph has a tree structure, (30) can be always solved and it implies cohesion.
V. ROBUSTNESS OF THE COLLECTIVE DYNAMICS AND THE ERROR MODEL
A few remarks about robustness of the control laws (13) where, for each x 2 N,ũ(x; t) depends only upon r(x; t) and v(x; t).
A detailed design of the internal compensation is beyond the scope of this note. In [11, App. A] it shown that by using a standard sliding-mode technique,ũ can be designed in order to guarantee that, after a finite time, each agent behaves according to model (12) with a prescribed error decrease rate and with = 2 . Moreover, the same result can be obtained for more general perturbation models (see [11] for details).
VI. ANALYSIS OF LEADER-FOLLOWER MODELS
In this section, we use PdEs for analyzing the collective motion of the agents in presence of a leader, i.e., a vehicle that moves according to a prescribed constant velocity, independently of the motion of all other vehicles. However, followers connected to the leader use information on the leader state in order to compute their control inputs. Let xL 2 N be the node representing the leader and define the subgraph S such that @S = fxLg and N = S [ @S, where S is the set of nodes of S. 2) Let u be the elastic control and assume that the initial positions verify the collision avoidance condition r(1; 0) 2 . Then, i) r(1; t) 2 , 8t 0 (collision avoidance at all times); and ii) v0 ! 0 as t ! 1 (alignment to the leader velocity).
Proof: A detailed version of the proof can be found in [11] . Next, we just sketch the main lines of the argument adopted. 1) By taking W L = (1=2)kv0k and proceed as in 2) of Theorem 4.
VII. DISCUSSION AND CONCLUDING REMARKS
In this note, we proposed the framework of continuous-time PdEs for analyzing coordination phenomena in multi-agent systems. We showed that PdEs allow one to unify and generalize many results on the analysis of the collective dynamics scattered in the control literature. Although we considered a fairly simplified setup (i.e., agents move according to a point-mass dynamics perturbed by errors and the structure of the communication network is time-invariant), we believe that PdEs provide a useful mathematical framework even when dealing with i) more complex agent models accounting for the effects of various perturbations (e.g., stochastic effect of wind on the motion of aerial vehicles), ii) more complex control laws guaranteeing also obstacle avoidance [14] , and iii) time-varying communication links [1] , [9] [14] . As an example, in [15] PdEs have been fruitfully used for studying alignment of agents affected by various models of time-delays and equipped with linear control schemes.
Moreover, the profound similarity between PdEs and PDEs describing physical phenomena can be inspiring for devising new decentralized control schemes. For instance, linear and nonlinear elasticity models might be inspiring for designing distributed control laws regulating geometric features of the formation.
