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Abstrakt
Práce se zabývá problematikou hlasového ovládání prˇíslušenství dronu˚, za pomoci mobilního
zarˇízení s operacˇním systémem Android.
Teoretická cˇást se veˇnuje teorií systému˚ pro automatické rozpoznávání rˇecˇi, vcˇetneˇ popisu
architektury teˇchto systému˚. V této cˇásti je popsáno využití skrytých Markovových rˇeteˇzcu˚ a
umeˇlých neuronových sítí na poli systému˚ pro automatické rozpoznávání rˇecˇi.
Praktická cˇást se zabývá implementací aplikace pro operacˇní systém Android, která má za
úkol rozpoznat hlasoveˇ zadávané prˇíkazy pro ovládání kamery dronu a tyto prˇíkazy prˇevést
na instrukce urcˇené pro dron. Dále také popisem využívaných knihoven a vývojárˇských sad.
Práce je zakoncˇena testováním a optimalizací navrženého rˇešení.
Klícˇová slova: Automatické rozpoznávání rˇecˇi, dron, UAV, Android, Parrot Bebop 2, umeˇlé
neuronové síteˇ, skryté Markovovy modely, CMU Sphinx
Abstract
This thesis is about speech controlled drone with use of mobile device that runs on Android
operating system.
Theoretical part deals with theory of automatic speech recognition systems including its
architecture. Hidden Markov models and artificial neural networks are described in this section
as an approaches to systems for automatic speech recognition.
Converting speech commands to an instructions for drone control in Android operation
system are described in practical implementation part. This section also includes testing and
optimization.
Key Words: Automatic speech recognition, drone, UAV, Android, Parrot Bebop 2, artificial
neural networks, hidden Markov models, CMU Sphinx
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Úvod
Inspekce mostu˚, veˇtrných a slunecˇních elektráren, ru˚zná meˇrˇení v místech cˇloveˇku nedostup-
ných cˇi nebezpecˇných nebo trˇeba filmarˇství – to je jen neˇkolik prˇíkladu˚, jak a kde se dají v
dnešní dobeˇ využívat v pru˚myslových oblastech UAV zarˇízení (dnes veˇtšinou pod souhrnným
názvem dron). Drony ke své cˇinnosti, naprˇíklad prˇi inspekcích mostních konstrukcí, veˇtšinou
využívají kamery zaveˇšené na Kardanoveˇ záveˇsu, neboli gimbalu, nebo jsou vestaveˇny prˇímo
do teˇla dronu˚. Pro ovládání kamer jsou na vysílacˇích veˇtšinou speciální páky a tlacˇítka pro
otácˇení kamery, zachycení fotografie nebo spoušteˇní a zastavení nahrávání. Ovládání dronu,
spolecˇneˇ s kamerou, bývá nárocˇné a je proto vyžadována prˇítomnost dalšího pilota, který se
stará o ovládání prˇíslušenství.
Tato diplomová práce si bere za cíl usnadnit pilotovi práci a redukovat pocˇet osob obsluhu-
jících dron na jednu. Cílem je umožnit pilotovi hlasoveˇ ovládat kameru vestaveˇnou na dronu
pomocí mobilní aplikace. Velkou výhodou využití mobilního zarˇízení je zpeˇtná vazba z dronu
v podobeˇ video streamu z kamery. Tím je zajišteˇno, že má pilot pod kontrolou jak dron, tak i
ovládání a stav kamery.
Kapitola cˇ. 1 shrnuje historii UAV zarˇízení a princip fungování multikoptér, vcˇetneˇ tech-
nologií použitých pro komunikaci mezi vysílacˇem a prˇijímacˇem. Jsou zde popsány všechny
du˚ležité komponenty každé multikoptéry.
Nedílnou soucˇástí této diplomové práce je nastudování rozpoznávání hlasu pocˇítacˇem.
Tento obor má v dnešní dobeˇ velký význam a mu˚žeme se s jeho aplikacemi setkat v dneš-
ních mobilních zarˇízeních v podobneˇ mobilních asistentu˚. Hojneˇ se hlasoveˇ ovládané aplikace
využívají v lékarˇství, naprˇíklad pro nevidomé osoby. Své místo mají tyto aplikace naprˇíklad v
projektech chytrých domu˚, kdy se mu˚že hlasoveˇ ovládat naprˇíklad rˇízení termostatu, cˇi zapnutí
neˇkterých spotrˇebicˇu˚. V kapitole cˇ. 2 se veˇnuji charakteristice lidské rˇecˇi a podrobneˇ vysveˇtluji
architekturu systému˚ pro automatické rozpoznávání rˇecˇi.
Jednou z možností rˇešení automatického rozpoznávání rˇecˇi je využívání neuronových sítí.
Kvu˚li obsáhlosti tohoto oboru jim proto veˇnuji celou kapitolu cˇ. 3.
Praktická cˇást této diplomové práce zacˇíná kapitolou cˇ. 4, ve které prˇedstavím dron, na
kterém vývoj probíhal, dále potom použité knihovny a vývojárˇské sady, využívané v tomto
projektu, vcˇetneˇ prˇíkladu˚ jejich použití. Tato kapitola se zabývá také projekty souvisejícími s
tématem této diplomové práce. Prˇedem lze uvést, že má diplomová práce je oproti stávají-
cím rˇešením hlasoveˇ ovládaných dronu˚ unikátní prˇedevším tím, že cílem je ovládání periferií
dronu˚, nikoliv dronu˚ samotných.
Samotná implementace aplikace pro Android zarˇízení je popsána v kapitole cˇ. 5. Popisuje
se zde návrh a struktura projektu, dále také grafický návrh rozhraní a v neposlední rˇadeˇ im-
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plementace rozpoznávacˇe hlasu a prˇirˇazení jednotlivých hlasových prˇíkazu˚ k instrukcím pro
ovládání kamery dronu. Neméneˇ du˚ležitou cˇástí této diplomové práce je testování a optimali-
zace implementované aplikace. Tento aspekt je shrnut v záveˇru kapitoly cˇ. 5.
V prˇíloze práce je obsažena uživatelská a programová dokumentace. Uživatelská dokumen-
tace se veˇnuje návodu na obsluhu, vcˇetneˇ popisu funkcí aplikace. V programové dokumentaci
je zahrnuta adresárˇová struktura projektu a vygenerovaná Javadoc dokumentace.
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1 Historický vývoj dronu˚ a jejich principy
Pod názvem dron si mnoho z nás v soucˇasné dobeˇ prˇedstaví hlavneˇ takzvané multikoptéry –
kvadkoptéry, hexakoptéry nebo dokonce i oktokoptéry. Tyto multikoptéry se liší pocˇtem svých
rotoru˚ a jsou v dnešní dobeˇ velmi populární. Ovšem pod pojmem dron si mu˚žeme prˇedstavit
jakýkoliv bezpilotní letoun (neˇkdy také UAV z anglického Unmanned Aerial Vehicle), at’ už je
to letadlo, helikoptéra cˇi již zmíneˇná kvadkoptéra.
Drony obecneˇ mají velmi široké uplatneˇní, at’ už prˇi amatérském létání nebo v profesionální
sférˇe – natácˇení filmových snímku˚, v armádním prostrˇedí nebo pro veˇdecké úcˇely. Naprˇíklad
Státní ústav radiacˇní ochrany, verˇejná výzkumná instituce, využívá bezpilotních dronu˚ za nor-
málních situací k meˇrˇení radioaktivního zárˇení ve špatneˇ dostupných místech a prˇi havarijních
situacích, naprˇíklad k monitorování jaderné elektrárny nebo obecneˇ prˇi meˇrˇení, kde by byl
prˇístup cˇloveˇka nebezpecˇný.
První bezpilotní letouny se objevily již v první sveˇtové válce, kde pod vedením spolecˇnosti
Dayton-Wright Airplane Company vznikl bezpilotní letoun s názvem „Kettering Bug“ (obrá-
zek cˇ. 1.1), který dokázal létat s bombou vážící 81 kg. Drˇíve, než mohl být tento letoun použit v
praxi, válka skoncˇila [8].
Obrázek 1.1: Kettering Bug (foto: Joe May)
S postupným technologickým pokrokem se staly drony více kompaktneˇjšími, lehcˇími, uni-
verzálneˇjšími a prˇedevším cenoveˇ dostupneˇjšími. S dobou se meˇní také používaná rádiová
pásma pro komunikaci mezi vysílacˇem a prˇijímacˇem na dronu. V pocˇátcích modelárˇství se vy-
užívala pásma 27MHz, 35MHz a 40MHz. V soucˇasné dobeˇ se v prˇevážneˇ využívá ISM pásma
2,4GHz. V minulosti bylo pro modelárˇství velkým problémem vzájemné rušení modelu˚, na-
prˇíklad na modelárˇských souteˇžích. Každý modelárˇ musel použít krystal, s odlišnou frekvencí
než ostatní. Tato nevýhoda byla odstraneˇna díky technice rozprostrˇení spektra DSSS a FHSS,
kterou využívá pásmo 2,4GHz (podrobneˇji kapitole cˇ. 1.3).
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1.1 Pocˇátek éry multikoptér
Hlavním rozdílem mezi helikoptérou a multikoptérou je ten, že multikoptéra k manévrování
nepotrˇebuje ocasní rotor ani trysky (u helikoptér s NOTAR systémem). Multikoptéru bychom
tedy mohli definovat jako letadlo teˇžší než vzduch, které má dva nebo více, veˇtšinou syme-
tricky umísteˇných rotoru˚ a ovládá náklon podél osy x, y a z. Zdvih je rˇízen pomocí ru˚zných
hodnot otácˇek rotoru˚, stabilizace je docílena kombinací elektromechanických senzoru˚ a výpo-
cˇetních jednotek.
První zmínka o multikoptérˇe pochází z hlavy vynálezce Thomase Alvy Edisona, který si
multikoptéru nechal patentovat v roce 1908 pod názvem „Flying Machine“, tedy létající stroj.
Patent, který byl uznán v roce 1910, je vyobrazen na obrázku cˇ. 1.2.
Obrázek 1.2: Patent multikoptéry Thomase Alvy Edisona (zdroj: [9])
V soucˇasné dobeˇ se pro pojem multikoptér vžil obecný název dron, který budu v této práci
uprˇednostnˇovat. V prˇípadeˇ nutnosti konkrétneˇjšího názvu využiji pojmu multikoptéra.
1.2 Princip fungování multikoptér a jejich komponenty
Princip fungování multikoptér a jehich komponenty pro stavbu, si budeme pro lepší prˇehled
demonstrovat na kvadkoptérˇe, což je multikoptéra se cˇtyrˇmi rotory, kterou mu˚žeme dále roz-
lišovat na kvadkopétru v konfiguraci X (kdy ve smeˇru vprˇed máme veprˇedu dva rotory a z
pohledu shora prˇipomíná písmeno X), plus (kdy ve smeˇru vprˇed máme veprˇedu jeden rotor a
z pohledu shora prˇipomíná symbol + ) a H konfiguraci (kdy ve smeˇru vprˇed máme veprˇedu
2 rotory a pohled shora prˇipomíná písmeno H otocˇené o 90°). Pro úspeˇšný vzlet kvadkoptéry
potrˇebujeme hned neˇkolik klícˇových komponent. V následujících odstavcích si je prˇedstavíme.
Rám
Prˇi stavbeˇ kvadkoptéry je rám prvním rozhodovacím kritériem, které nám urcˇí, jaké
ostatní komponenty mu˚žeme cˇi nemu˚žeme používat. Rám nám urcˇuje celkový vzhled
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a velikost kvadkoptéry a zastává hlavní funkci kvadkoptéry, díky níž komponenty „drží
pohromadeˇ“. Prˇi volbeˇ rámu se musíme rozhodnout, jakou konfiguraci chceme pro stavbu
použít (X, + nebo H). Rozmeˇry rámu jsou meˇrˇeny u kvadkoptéry diagonálneˇ, tedy od ro-
toru cˇ. 1 k rotoru cˇ. 3 (cˇíslování uvažujeme podle obr. 1.4). V soucˇasné dobeˇ jsou pro ama-
térské využití velmi populární rozmeˇry okolo 200mm. V pru˚myslu je pak rozmeˇr dán
potrˇebami využití kvadkoptéry. Obecneˇ však platí, že cˇím veˇtší kvadkoptéra, tím vyšší
je její stabilita. Na druhou stranu prˇíliš velké kvadkoptéry prˇináší i rˇadu nevýhod, jako
potrˇebu užití veˇtších (a nákladneˇjších) motoru˚, na což navazuje veˇtší odbeˇr proudu, tedy
i potrˇeba porˇízení baterie s vyšší kapacitou, která je obvykle teˇžší než baterie s kapacitou
menší.
Vrtule
Vrtule je zarˇízení, které prˇemeˇnˇuje energii rotace na tah. Vrtule u multikoptér rozlišujeme
na pravotocˇivé a levotocˇivé. U kvadkoptéry v konfiguraci X používáme stejný typ vrtule
diagonálneˇ, to znamená, že vrtule cˇ. 1 a 3 jsou levotocˇivé a vrtule cˇ. 2 a 4 jsou pravotocˇivé
nebo naopak (cˇíslování uvažujeme podle obr. 1.4). Dále se vrtule deˇlí podle pocˇtu listu˚.
Multikoptéry veˇtšinou využívají vrtule dvoulisté, prˇípadneˇ trˇílisté. Du˚ležitým paramet-
rem je taktéž rozmeˇr vrtulí. Prˇi výbeˇru rozmeˇru musíme brát v úvahu velikost rámu a
také výkon motoru tak, aby vrtule byly dostatecˇneˇ velké a poskytovali potrˇebný tah, ale
na druhou stranu aby nebyly prˇíliš velké, což by meˇlo za následek to, že motory by ne-
musely tak velké vrtule unést a to by meˇlo za následek prˇíliš velký odbeˇr proudu. Vrtule
jsou dostupné v ru˚zných materiálech od drˇeveˇných, prˇes plastové až po karbonové. U
multikoptér se nejvíce využívá plastových nebo karbonových vrtulí.
Motory
V soucˇasné dobeˇ se pro multikoptéry využívají takzvané brushless strˇídavé motory (obr.
1.3), tedy motory s rotacˇním plášteˇm. Úcˇinnost motoru s rotacˇním plášteˇm je obvykle 85-
90%, kdežto motor s pevným plášteˇm má úcˇinnost obvykle 75-80%. Rozdíl v úcˇinnosti
znamená, že více energie motoru se meˇní na rotacˇní sílu a méneˇ energie se meˇní v tepelné
ztráty.
Motory vybíráme také podle jejich parametru˚. Mu˚žeme se setkat s oznacˇením 1806 /
2300 kV nebo 2204 / 2100 kV. První cˇíslo v oznacˇení (naprˇ. 2204 ) nám udává velikost
motoru. V tomto prˇípadeˇ nám cˇíslo 2204 rˇíká, že pru˚meˇr statoru je 22mm a výška sta-
toru je 4mm. Obecneˇ pak mu˚žeme rˇíct, že cˇím veˇtší motor (hlavneˇ pru˚meˇr statoru), tím
veˇtší kroutící moment bude motor mít. Vysoký kroutící moment je nezbytný pro nasazení
veˇtších vrtulí. Druhý parametr (naprˇíklad 2100 kV) nám udává, kolik tisíc otácˇek za mi-
nutu na volt umí motor vyprodukovat. Místo 2100 kV se mu˚žeme také setkat s oznacˇením
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Obrázek 1.3: Brushless motor (zdroj: hobbyking.com)
2100 ot./min/V. Mu˚žeme rˇíct, že cˇím veˇtší hodnota kV, tím menší vrtule mu˚žeme použít.
Je du˚ležité tyto dva parametry vhodneˇ zkombinovat s rozmeˇry vrtulí.
Regulátory (ESC)
Regulátory (mu˚žeme se setkat se zkratkou ESC) využíváme, jak již název napovídá, k
regulaci otácˇek motoru. Pro každý motor je používán samostatný regulátor, takže na-
prˇíklad u kvadkoptéry musíme použít cˇtyrˇi regulátory. Hlavním parametrem pro výbeˇr
vhodného regulátoru je velikost proudu, se kterým je regulátor schopen zacházet. Výbeˇr
regulátoru tedy úzce souvisí s výbeˇrem motoru. Musíme se ujistit, že maximální proud,
který regulátor zvládne je veˇtší, než maximální odbeˇr proudu (neˇkdy znacˇeno jako ma-
ximální zatížitelnost) motoru. Teoreticky bychom mohli použít 25A regulátor pro motor
s maximální zatížitelností 25A, ovšem riskujeme prˇílišné zahrˇívání regulátoru˚ a tím i de-
strukcí vlivem tepla.
Rˇídící jednotka
Rˇídící jednotka je „mozek“ celé multikoptéry, která se stará o stabilitu celého stroje. Ke
své cˇinnosti využívají digitální gyroskopy a akcelerometry. Neˇkteré rˇídící jednotky mají
možnosti využití telemetrických dat cˇi GPS systému pro funkce, jako naprˇíklad „return
to home“ (návrat domu˚) prˇi ztráteˇ signálu mezi strojem a vysílacˇem. Rˇídící jednotky se
následneˇ dají ru˚zneˇ prˇeprogramovat tak, aby vyhovovaly požadavku˚m pilota. Naprˇíklad
pro akrobacii se do rˇídící jednotky nahraje speciální „acro“ firmware, který zarucˇí citli-
veˇjší ovládání, s nímž stabilizace modelu nebude tak prˇísná – vhodné pro akrobatické
prvky, jako prˇemety.
Prˇijímacˇ
Aby mohla multikoptéra prˇijímat vysílaný signál z vysílacˇe, musí mít na své straneˇ prˇí-
slušný prˇijímacˇ. Prˇijímacˇe disponují neˇkolika vlastnostmi, kterými se od sebe vzájemneˇ
odlišují – typ používané modulace, pocˇet kanálu˚ (tj. pocˇet signálu˚, které dokáže prˇijí-
macˇ rozlišit), pracovní frekvencˇní pásmo a dále pak rozmeˇry a hmotnost. Pro správnou
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funkci musí být prˇijímacˇ s vysílacˇem spárován (neˇkdy se tomuto procesu rˇíká bindování
- z anglického slova bind), což závisí na typu prˇijímacˇe a vysílacˇe.
Baterie
V soucˇasné dobeˇ se využívá lithium polymerových baterií (LiPo), které dodávají elektric-
kou energii všem elektricky závislým komponentám. LiPo baterie mají schopnost ucho-
vávat pomeˇrneˇ velké množství energie a také jsou také schopny tuto energii velmi rychle
vydávat (cˇtyrˇi motory na kvadkoptérˇe jsou velmi energeticky nárocˇné). LiPo baterie mají
neˇkolik parametru˚, kterými se musíme prˇi jejich výbeˇru rˇídit. Prvním je pocˇet cˇlánku˚ ba-
terie (znacˇení naprˇ. 3S pro trˇícˇlánkovou baterii), dalším potom kapacita baterie. Mu˚žeme
nabýt dojmu, že vyšší kapacita sebou prˇináší maximální výhodu-množství energie. Tento
prˇínos je však „vykoupen“ rozmeˇry a váhou baterie. Neméneˇ du˚ležitým parametrem
je takzvaný C parametr, který udává maximální proudové zatížení (naprˇíklad 25C) a v
neposlední rˇadeˇ hodnota napeˇtí, pod kterou baterie pracuje.
Na obrázku cˇ. 1.4 je znázorneˇno, jakým smeˇrem se vrtule tocˇí u kvadkoptéry. Smeˇr otá-
cˇení mu˚že být i opacˇný, ovšem musí být zachováno pravidlo otácˇení do krˇíže – tedy motory
na stejné diagonále se musí otácˇet stejným smeˇrem. Tato technika otácˇek nám zarucˇí stabilitu
a ovladatelnost stroje. Samozrˇejmeˇ je nutné pro otácˇení ve smeˇru hodinových rucˇicˇek použít
vrtule pravotocˇivé a naopak prˇi otácˇení v protismeˇru hodinových rucˇicˇek použít vrtule levoto-
cˇivé.
č.1 č.2
č.3č.4
Obrázek 1.4: Smeˇr otácˇení vrtulí kvadkoptéry
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1.3 Komunikace vysílacˇ - prˇijímacˇ
Z pohledu principu funkce dronu˚ se v této práci budeme nejvíce veˇnovat komunikaci mezi
vysílacˇem a dronem. Jak jsem již nastínil v prˇedchozí kapitole cˇ. 1.2, pro komunikaci mezi
vysílacˇem a dronem je trˇeba využít komponent vysílacˇe a prˇijímacˇe.
Soucˇasné RC modely komunikují s vysílacˇi v pásmu 2,4GHz, prˇípadneˇ 5GHz , což prˇináší
spoustu výhod, ale ne vždy tomu tak bylo. Ješteˇ prˇed neˇkolika lety meˇl každý modelárˇ k dis-
pozici sadu krystalu˚, které mu urcˇovaly na jakém kanálu bude komunikace mezi vysílacˇem
a modelem probíhat. Pokud meˇli dva modelárˇi krystal na stejném kanálu, docházelo k jejich
významnému vzájemnému rušení.
Komunikace postupneˇ prˇešla do pásma 2,4GHz, využívajícího techniku rozprostrˇeného
spektra. Využití frekvencˇních pásem 27MHz, 35MHz, 40MHz, 72MHz a 75MHz (prˇíslušné ka-
nály v teˇchto pásmech popisuje [7]), se snížilo.
1.3.1 Techniky rozprostrˇeného spektra
Metoda rozprostrˇeného spektra nám zajišt’uje odolnost vu˚cˇi rušení. Principem je využívání
pro komunikaci zámeˇrneˇ širšího frekvencˇního pásma, než je pro komunikaci nezbytneˇ nutné –
dochází k rozprostrˇení signálu do širokého pásma.
Mezi nejrozšírˇeneˇjší techniky rozprostrˇeného spektra patrˇí FHSS a DSSS.
FHSS
Frequency Hopping Spread Spectrum, neboli prˇeskakování kmitocˇtu˚ v rozprostrˇeném
spektru. Principem této techniky je prˇeskakování nosného signálu s namodulovanými
daty mezi frekvencemi. K teˇmto prˇeskoku˚m dochází ve velmi krátkých cˇasových interva-
lech (maximálneˇ 400ms). Vysílacˇ i prˇijímacˇ znají sekvenci teˇchto prˇeskoku˚ a vždy se tedy
vcˇas prˇeladí na správný subkanál. Tato technika nevylucˇuje, že v neˇkterém okamžiku
dojde k soubeˇhu dvou signálu˚ na stejném subkanálu, tj. dojde k rušení.
DSSS
Direct Sequence Spread Spectrum, neboli prˇímo rozprostrˇené spektrum. V této technice
se prˇedpokládá, že každý prˇenášený bit je nahrazen sekvencí bitu˚, pomocí Barkerova
kódu. Tato sekvence se nazývá chip. Dochází tedy k redundanci bitu˚, tedy k rozprostrˇení
signálu do veˇtší cˇásti frekvencˇního spektra. Výsledkem je signál, který je méneˇ citlivý na
rušení. Na spektrálním analyzátoru takový signál vypadá jako šum.
Pro kontrolu prˇenesených dat mezi vysílacˇem a prˇijímacˇem je zaveden CRC kód (Cycli-
cal Redundancy Code), pomocí neˇhož se kontroluje pravost dat. CRC kód nebude souhlasit,
pokud alesponˇ jeden prˇijatý bit nesouhlasí s odeslaným. Klasické RC prˇijímacˇe vadné pakety
ignorují, moderneˇjší Wi-Fi prˇijímacˇe si vyžádají poslání takového paketu znovu.
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1.3.2 Technologie RC vysílacˇu˚
Soucˇasné RC vysílacˇe veˇtšinou kombinují technologie rozprostrˇeného spektra. Naprˇíklad firma
Futaba prˇedstavila svu˚j 2,4GHz vysílacˇ s technologiemi FHSS a DSSS pod jednou (kombino-
vanou) technologií FASST. Firma Spektrum prˇedstavila svu˚j vysílacˇ pouze s technologií DSSS,
pod názvem DSM. Pozdeˇji DSM rozšírˇili o dva frekvencˇní prˇeskoky pod názvem DSM2. U
vysílacˇe Spektrum s technologií DSMX byl pak pocˇet prˇeskoku˚ zvýšen ze dvou na dvacet trˇi
[10].
V tabulce cˇ. 1.1 jsou porovnány neˇkteré RC vysílacˇe. Z tabulky je zrˇejmé, že všichni velcí
výrobci RC vysílacˇu˚ využívají obou technologií FHSS a DSSS.
Výrobce
Marketingový název
technologie
Šírˇka pásma DSSS
Pocˇet subkanálu˚
FHSS
Futaba FHSS 10 kHz 74
Futaba FASST 1,6MHz 36
Spectrum/JR DSM 1MHz 1
Spectrum/JR DSM2 1MHz 2
Spectrum/JR DSMX 1MHz 23
JR DMSS 3MHz 23
HiTec AFHSS 1MHz 20
Turnigy V1 1MHz 1
Turnigy V2 1MHz 16
Airtronics FHSS-x 1MHz 15
Tabulka 1.1: Prˇehled technologií RC vysílacˇu˚
V dnešní dobeˇ je velmi populární u moderních dronu˚ využívat prˇenos pomocí technologie
Wi-Fi. Konkretní prˇíklad a popis takového druhu komunikace je popsán v kapitole cˇ. 4.2.1. V
další kapitole se budeme veˇnovat automatickému rozpoznávání lidské rˇecˇi, technikám zaru-
cˇujícím, že mluvené prˇíkazy pro ovládání periferií dronu jsou vhodneˇ a prˇesneˇ zpracovány a
takové prˇíkazy pak odeslány do dronu pro další zpracování.
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2 Lidská rˇecˇ a její automatické rozpoznávání
Lidská rˇecˇ je jednou z veˇcí, kterou se odlišujeme od ostatních živocˇichu˚ a která nám dává jisté
významné postavení v prˇírodeˇ. Rˇecˇ je jakýsi nástroj pro prˇevod našich myšlenek do verbální
podoby a je tedy základním prvkem pro takzvané kolektivní veˇdomí. Schopnost mluvit a poro-
zumeˇt využíváme každým dnem, aniž bychom se nad tímto jevem pozastavovali. S pokrocˇilou
technologií již dnes mu˚žeme pomocí lidské rˇecˇi ovládat i pocˇítacˇ. Ovšem abychom pochopili,
jak ASR (z angl. Automatic Speech Recognition) software lidskou rˇecˇ rozpoznává a následneˇ
zpracovává, musíme si nejprve osveˇtlit neˇkolik termínu˚, týkajících se lidské rˇecˇi.
Artikulace
Artikulace je schopnost zmeˇny akustických vlastností hlasového traktu, v neˇmž vzniká
akustická vlna, která se z úst šírˇí volným prostorem k posluchacˇi. Zdrojem energie akus-
tické vlny je primárneˇ výdech mluvcˇího. Artikulace se deˇlí na úseky zneˇlé a nezneˇlé. Zneˇlé
úseky vznikají tak, že proud vzduchu prˇi pru˚chodu hlasovým traktem prochází sevrˇe-
nými hlasivkami, díky cˇemuž vznikají vibrace, které vytvárˇejí impulzy jdoucí do hrdelní,
nosní a ústní dutiny. V teˇchto dutinách impulzy rezonují a vzniká tak zneˇlá promluva,
která je rˇízena svalovou cˇinností rezonátoru˚ (nosní, hrdelní a ústní dutiny). Nezneˇlé úseky
vznikají bez pru˚chodu proudu vzduchu hlasivkami. Na obrázku cˇ. 2.1 je znázorneˇn pru˚-
chod proudu vzduchu a jeho prˇemeˇna na akustickou vlnu.
Percepce rˇecˇi
Zpracování akustické vlny posluchacˇem se nazývá percepce (vnímání) rˇecˇi. Percepce rˇecˇi
je založena na mechanickém pohybu bubínku˚ prˇi pru˚chodu akustickou vlnou. Pohyb
bubínku˚ vyvolává podráždeˇní nervu˚ vedoucích ze sluchového ústrojí do mozku, kde
jsou tyto impulzy dále zpracovány.
Foném
Jedná se o nejmenší zvukovou jednotku, s jejíž pomocí lze mezi sebou rozlišovat jednot-
livá slova. Foném, jako jednotka, nemá význam, vytvárˇí ovšem vyšší, pochopitelné celky.
Kombinací fonému˚ se utvárˇí všechny výrazy daného jazyka. Naprˇíklad anglický jazyk
obsahuje 44 fonému˚, cˇeský jazyk 39 fonému˚.
Automatické rozpoznávání rˇecˇi je du˚ležitou technologií, která umožnˇuje a vylepšuje komu-
nikaci ve vztahu cˇloveˇk - cˇloveˇk a také cˇloveˇk - stroj. Technologie ASR je v aktivním vývoji po
více než padesát let a za tuto dobu prošla mnohými zmeˇnami a vylepšeními. V minulosti ASR
technologie nebyla považována za du˚ležitou soucˇást komunikace cˇloveˇk-stroj, z cˇásti proto,
že technologie té doby nebyly na takové úrovni, aby komunikaci cˇloveˇk-stroj umožnˇoval a z
21
Akustická vlna
Akustická vlna
Hl
as
ivk
y
Plíce
Proud
vzduchu
Hrdelní
dutina
Nosní
dutina
Ústní
dutina
Obrázek 2.1: Vznik akustické vlny
cˇásti proto, že jiné interaktivní nástroje, jako klávesnice a myš, prˇedcˇily hlasové povely svou
rychlostí a prˇesností.
V posledních letech hlasové technologie meˇní zpu˚sob práce s neˇkterými zarˇízeními a stá-
vají se nedílnou soucˇástí našich životu˚ a zpu˚sobu práce s novými technologiemi. Tento trend
je posilován díky vyspeˇlé výpocˇetní technice. Dnes jsou k dispozici multi-jádrové procesory
a CPU/GPU clustery. Výkon pocˇítacˇu˚ je v soucˇasnosti neˇkolikanásobný v porovnání s jejich
výkonem prˇed deseti lety. Mohly se tak vyvinout rozsáhlejší a komplexneˇjší ASR modely, které
výrazneˇ snižují chybovost ASR systému˚. Navíc máme prˇístup k rozsáhlejšímu množství dat a
to díky internetu a cloud computingu. Další veˇc, díky které jsou hlasové technologie stále po-
pulárneˇjší, je používání moderních mobilních telefonu˚ a takzvaných nositelných zarˇízení, ja-
kými jsou naprˇíklad chytré hodinky. Hlasové technologie nacházejí uplatneˇní v inteligentních
domech a také v automobilovém pru˚myslu. V této práci využíváme ASR systému k prˇevodu
hlasových prˇíkazu˚ do textových rˇeteˇzcu˚, které jsou dále zpracovávány a zasílány, jako rˇídící
prˇíkazy, do dronu.
Du˚ležitou roli hrají ASR systémy na poli komunikace cˇloveˇk-cˇloveˇk (HHC – Human-Human
Communication) a komunikace cˇloveˇk-stroj (HMC – Human-Machine Communication).
Komunikace cˇloveˇk-cˇloveˇk
Pro prˇekrocˇení jazykových bariér mezi dveˇma a více lidmi bylo v minulosti zapotrˇebí
prostrˇedníka – prˇekladatele. V dnešní dobeˇ, díky HHC systému˚m, tento prostrˇedník od-
padá a rozhovor mezi lidmi z ru˚zných koutu˚ sveˇta mu˚že probíhat jednoduše, díky prˇe-
kládání mluveného slova do jazyka, jemuž posluchacˇ rozumí. Takovou funkcí disponuje
naprˇíklad komunikacˇní program Skype.
Další možnou aplikací je nahrávka zvukové stopy, její prˇeklad, prˇevedení do textu a ná-
sledné odeslání tohoto textu e-mailem nebo SMS zprávou. Využití je možné naprˇíklad ve
VoIP telefonii.
Komunikace cˇloveˇk-stroj
ASR systémy jsou velmi du˚ležitým prvkem HMC komunikace. Nejpopulárneˇjšími apli-
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kacemi HMC komunikací jsou: hlasové vyhledávání, osobní asistenti, hlasové ovládání
ve vozidlech nebo také ovládání inteligentních domu˚ (ovládání termostatu, zamykání
dverˇí, . . . ).
Tyto aplikace jsou prˇíkladem takzvaného systému mluveného jazyka (spoken language
system). Jak je vyobrazeno na obr. 2.2, systém mluveného jazyka sestává ze cˇtyrˇ hlavních
komponent: ASR komponenty, která prˇevádí rˇecˇ na text; komponenty pro porozumeˇní
mluveného jazyka, která vyhledává relevantní informaci v mluvených slovech; kompo-
nenty text-to-speech, která zprostrˇedkovává mluvené informace a komponenty správce
dialogu, která komunikuje s ostatními trˇemi komponentami. V této práci se budeme za-
bývat zejména ASR komponentou [2].
Správce dialogu
Porozumění
mluveného slova Text-to-speechASR
Obrázek 2.2: Systém mluveného jazyka
2.1 Základní architektura ASR systému
Na obr. 2.3 je vyobrazeno typické schéma architektury ASR systému. Architektura ASR sys-
tému se skládá ze cˇtyrˇ základních komponent - komponenty akustické analýzy, akustického
modelu, jazykového modelu a dekodéru.
Podle obrázku 2.3 mu˚žeme funkcˇnost ASR systému rozdeˇlit do neˇkolika dílcˇích kroku˚.
Meˇjme posloupnost prˇíznakových vektoru˚ O = {o1, o2, . . . , ot} a posloupnost slov
W = {w1, w2, . . . , wn}, pak hledáme takovou posloupnost slov Wˆ , kterou oznacˇíme jako nej-
pravdeˇpodobneˇjší posloupnost slov pro dané prˇíznakové vektory. Výslednou posloupnost hle-
daných slov tak mu˚žeme videˇt na rovnici 2.1, která je argumentem maxima podmíneˇné pravdeˇ-
podobnostiP (W |O). PravdeˇpodobnostP (W |O) lze podle Bayesovy veˇty rozložit naP (W |O) =
P (O|W )P (W )
P (O) .
Wˆ = argmaxP (W |O) = argmax P (O|W )P (W )
P (O) (2.1)
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Obrázek 2.3: Architektura ASR systému
2.1.1 Akustická analýza
Vstupem komponenty akustické analýzy (neˇkdy také komponenty pro extrakci prˇíznaku˚) je
akustická zvuková vlna, ze které je potlacˇen šum a redundantní informace z pohledu prˇenosu
slovní informace. Jinými slovy má tato komponenta za úkol extrahovat zájmové oblasti rˇecˇi,
tj. potlacˇení charakteristiky rˇecˇníka. Prˇi této extrakci dochází k cílenému snížení objemu zpra-
covaných dat. Výstupem jsou prˇíznakové vektory O, které urcˇují zájmové prvky rˇecˇi rˇecˇníka
bez redundantních vlastností rˇecˇi rˇecˇníka. V této fázi také dochází k prˇevodu cˇasové realizace
signálu do frekvencˇní, pomocí Fourierovy transformace. Podobnou techniku prˇevodu z cˇasové
oblasti do frekvencˇní mu˚žeme vypozorovat i v lidském uchu. Rˇecˇ je totiž spojitá funkce zmeˇn
akustického tlaku. Cˇloveˇk tuto zmeˇnu tlaku neslyší, ale slyší frekvenci signálu (tóny). Tento
prˇevod se deˇje ve vnitrˇním uchu. Takové frekvencˇní spektrum je pak zpracováváno v mozku.
Prˇíznakové vektory O, které jsou výstupem akustické analýzy, jsou dále zpracovány akustic-
kým modelem.
2.1.2 Akustický model
Komponenta akustického modelu integruje znalosti akustiky a fonetiky. Jeho vstupem je zá-
jmový prvek z komponenty akustické analýzy. Úkolem akustického modelu je nalezení fo-
netických jednotek ve zpracovávaném signálu, tj. snaží se „naucˇit“, jak který foném zní. Pro
naucˇení teˇchto fonému˚ využívá takzvaná rˇecˇová data, ve kterých je popsáno, jakému zvuku
je prˇidružen prˇíslušný foném. Po zkompletování teˇchto zvuku˚ do zneˇjícího slova se dále musí
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rozlišovat mezi podobneˇ zneˇjícími slovy s jiným významem. Akustický model se stará o co
nejprˇesneˇjší rozlišení mezi takovými slovy. V akustickém modelu se pracuje s kontextoveˇ zá-
vislými fonémy. Neutvárˇí se tedy model pouze pro foném "A", ale i modely závislé na kontextu,
tedy "X-A-Y", kde je X a Y prˇedcházející, respektive následující foném. Ke své funkci využívá
statistických modelu˚, mezi nejpoužívaneˇjší patrˇí skrytý Markovu˚v model (HMM), který je po-
drobneˇji popsán v kapitole cˇ. 2.2. Dalším prˇístupem je metoda neuronových sítí, popsaná v
kapitole 3.
2.1.3 Jazykový model
Jazykový model odhaduje pravdeˇpodobnost správnosti urcˇitého slova nebo sekvencí slov po-
mocí nauky o vztahu mezi slovy z jazykového korpusu. Prˇesneˇjšího výstupu jazykového mo-
delu mu˚že být dosaženo prˇedchozí znalostí požadavku˚ cˇi oblasti jazyka.
Jazykový korpus
Jazykový korpus je rozsáhlý soubor textu˚ daného jazyka, který je prˇeveden do digitální
podoby (pro lepší manipulaci a vyhledávání textu˚). Jazykového korpusu je využíváno
prˇedevším pro lingvistické výzkumy. V Cˇeské republice se o jazykovým korpusem za-
bývá projekt Cˇeský národní korpus (CˇNK) [14].
Problémem jazykového modelu, užívajícího hovorové rˇecˇi, je cˇastá neplatnost gramatic-
kých pravidel. Rˇešením je použití statistického modelu, v neˇmž se analyzují dvojice cˇi trojice
slov, pomocí kterých se následneˇ vypocˇítává pravdeˇpodobnost výskytu posloupnosti slov. Prˇi-
rovnat to opeˇt mu˚žeme k lidskému vnímání, kdy i díteˇ, které neumí dostatecˇneˇ dobrˇe grama-
tiku, umí dobrˇe mluvit. Je to dáno tím, že odposlechlo tyto vytvorˇené sekvence slov a ví (s
urcˇitou pravdeˇpodobností), které slovo a v jaké podobeˇ bude následovat na základeˇ prˇedcho-
zích slov.
2.1.4 Dekodér
Cílem dekodéru je získat sekvenci slov Wˆ podle nejvyšší pravdeˇpodobnosti rozpoznání, kom-
binací výstupu˚ z jazykového a akustického modelu. Je nutné, aby algoritmus, který tuto sek-
venci slov získá, byl co nejrychlejší, nejlépe v rˇádu milisekund. To je rˇešeno omezením pro-
hledávané oblasti, pomocí prorˇezávání grafu, kdy se uvažují pouze pravdeˇpodobné sekvence
slov.
Výslednou gramatiku lze vizualizovat pomocí orientovaného grafu, jako na obrázku 2.4.
Na tomto obrázku je videˇt jednoduchý model gramatiky o neˇkolika frázích, který lze ješteˇ dále
rozšírˇit ohodnocenými hranami.
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Obrázek 2.4: Gramatika jako orientovaný graf
2.2 Využívání skrytých Markovových modelu˚
Na skrytý Markovu˚v model lze pohlížet jako na pravdeˇpodobnostní konecˇný automat, který v
cˇase generuje náhodnou posloupnost vektoru˚ pozorováníO = {o1, o2, ...oT }. V každém kroku
potom tento model zmeˇní svu˚j stav si podle prˇedem daných pravdeˇpodobnostních prˇechodu˚
aij . Model poté prˇechází do stavu sj , který generuje vektor pozorování ot a to podle rozdeˇlení
výstupní pravdeˇpodobnosti bj(ot), prˇíslušné k tomuto stavu [16].
Podle vzorce 2.2 lze rˇíci, že pravdeˇpodobnostní prˇechod aij urcˇuje s jakou pravdeˇpodob-
ností prˇechází model ze stavu si do stavu sj . Stav si je v kterémkoliv cˇase t a stav sj je potom v
cˇase t+ 1.
aij = P (sj = s(t+ 1)|si = s(t)) (2.2)
Funkce výstupní pravdeˇpodobnosti bj(ot) popisuje pravdeˇpodobnostní pozorování vek-
toru ot. Funkce bj(ot) mu˚že reprezentovat pravdeˇpodobnost v prˇípadeˇ, kdy pozorování na-
bývá konecˇného pocˇtu diskrétních hodnot. Naopak mu˚že tato funkce bj(ot) reprezentovat hus-
totu pravdeˇpodobnosti v prˇípadeˇ, že jsou pozorování hodnotou spojité náhodné velicˇiny. Pro
funkci bj(ot) platí vzorec 2.3.
bj(ot) = P (ot|sj = s(t)) (2.3)
Tato výstupní pravdeˇpodobnost musí být dostatecˇneˇ konkrétní, aby bylo možné od sebe
odlišit ru˚zné a zárovenˇ i velmi podobné zvuky.
2.2.1 Konstrukce skrytých Markovových modelu˚
Jelikož je mluvená rˇecˇ procesem, který je postupem cˇasu dále vyvíjen, je vhodné využít tak-
zvané levo-pravé Markovovy modely. Hlavním principem tohoto typu modelu˚ je, že postupem
cˇasu prˇechází z jednoho stavu do jiného, prˇesneˇji ze stavu s menším indexem do stavu s vyšším
indexem, poprˇípadeˇ stagnuje v aktuálním stavu. Nikdy tedy neprobíhá zmeˇna stavu z vyššího
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do nižšího. Celý proces následneˇ koncˇí prˇechodem do stavu posledního, tedy do posledního
spektrálního vzoru.
Takový levo-pravý skrytý Markovu˚v model je vyobrazen na obrázku 2.5.
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Obrázek 2.5: Peˇtistavový skrytý Markovu˚v model
Pokud bychom uvažovali o práci s velkým množstvím (desetitisíce) slov, musíme brát v po-
taz, že trénování takového modelu, kde každé slovo vytvárˇí jeden model, by bylo velice zdlou-
havé a neefektivní. Je totiž trˇeba vytvorˇit hned neˇkolik trénovacích promluv pro každé slovo,
aby se model prˇizpu˚sobil takovéto promluveˇ. Z tohoto du˚vodu je vhodné proces trénování
skrytých Markovových modelu˚ rozdeˇlit do menších jednotek než jsou slova, tj. do fonému˚.
Promluva, která je složena z fonému˚, které reprezentují skryté Markovovy modely je vyob-
razena na obrázku cˇ. 2.6. Zde mu˚žeme videˇt, že každý foném je tvorˇen trˇístavovým modelem
se trˇemi emitujícími stavy. Na zacˇátku a na konci promluvy je dlouhá pauza, takzvaný sil (z
anglického silence) a mezi slovy se vyskytuje krátká pauza sp, která je reprezentována jed-
nostavovým modelem.
Obrázek 2.6: Promluva „Sbeˇr odpadku˚“ reprezentována zrˇeteˇzenými modely fonému˚ (Zdroj:
Mluvíme s pocˇítacˇem cˇesky [16])
Používání modelu˚ fonému˚ prˇináší do systému˚ rozpoznávání rˇecˇi mnoho výhod – rychlost
systému a hlavneˇ jeho rozširˇitelnost, to znamená, že mu˚žeme doplnˇovat do slovníku nová
slova, aniž bychom museli znovu trénovat promluvy s teˇmito novými slovy. Je ovšem nutné
brát v potaz fakt, že modely pracující s celými slovy mají prˇesneˇjší klasifikaci slov než modely
se zrˇeteˇzenými fonémy. Slova jsou zkrátka modelována s veˇtšími detaily [16].
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2.3 Shrnutí ASR systému˚
Cílem ASR je prˇevod rˇecˇi do textu, kdy prˇi této cˇinnosti pracuje s akustickým a jazykovým
modelem. Funkce ASR systému je založena na statistických modelech. ASR dokáže rozpoznat
pouze slova, která prˇedem zná (jsou obsažena ve slovníku). Nejlépe pracuje ve stejných akus-
tických podmínkách, v nichž nedochází ke zmeˇneˇ akustického kanálu cˇi spontánnosti rˇecˇníka.
Na obrázku 2.7 je vyobrazena zvuková nahrávka z mikrofonu. První cˇást obrázku obsahuje
zmeˇny tlaku vzduchu v digitální podobeˇ, tj. prˇevod této zmeˇny do cˇíselné podoby z rozsahu
od -16240 do +18680. Cílem „výuky“ ASR systému˚ je co nejprˇesneˇji kopírovat funkci lidského
sluchu. Jak je zmíneˇno v kapitole 2.1.1, lidský sluch slyší frekvence, nikoliv zmeˇny tlaku. Po-
dobneˇ, jako ve vnitrˇním uchu, i zde dochází k prˇevodu cˇíselné hodnoty akustického tlaku do
frekvence, jak je vyobrazeno v druhé cˇásti obrázku 2.7. Hustota cˇerné barvy v druhé cˇásti ob-
rázku nám udává velikost zastoupení urcˇité frekvence (tónu), tj. cˇím tmavší barva, tím hlasiteˇjší
tón je vysloven. Trˇetí cˇást obrázku nám ukazuje prˇepis mluveného textu v cˇase, v tomto prˇí-
padeˇ tedy úryvek textu „Dobrý vecˇer tady“. Poslední, cˇtvrtá, cˇást ukazuje fonetický prˇepis
textu – každý symbol této cˇásti je foném.
Obrázek 2.7: Záznam zvukové nahrávky v digitální podobeˇ (zdroj: Osel.cz [13])
Souhrnneˇ mu˚žeme tedy fungování ASR systému˚ sepsat následovneˇ:
1. Mluvcˇí promlouvá k softwaru pomocí audio vstupu
2. Zarˇízení, ke kterému mluvcˇí promlouvá, vytvárˇí vlnový soubor na základeˇ jeho rˇecˇi
3. Vlnový soubor je následneˇ procˇišteˇn odstraneˇním okolního šumu a prˇizpu˚sobením hla-
sitosti
4. Výsledná vyfiltrovaná vlna je rozdeˇlena na jednotlivé fonémy
5. Dále je analyzována sekvence fonému˚. Software pak pomocí pravdeˇpodobnostní analýzy
utvorˇí z teˇchto fonému dané slovo
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6. Software nyní „rozumí“ mluvcˇímu a mu˚že rˇeteˇzec slov dále zpracovat, dle potrˇeb apli-
kace
Postupným nasazováním ASR systému˚ do soucˇasných, pokrocˇilých aplikací se objevují
nové prˇekážky a výzvy. Každý cˇloveˇk je obdarˇen rozlicˇnými parametry hlasového ústrojí, pro-
jevujícími se naprˇíklad odlišnou barvou hlasu, prˇízvukem a v neposlední rˇadeˇ také rozdílným
tempem promluvy. Musíme brát v potaz také okolnosti, za jakých je rozpoznávání provádeˇno.
Systém „naucˇený“ perfektneˇ na jednoho rˇecˇníka nemusí fungovat bezchybneˇ v prˇípadeˇ, že
je rˇecˇník naprˇíklad nachlazený nebo prˇi promluveˇ šeptá. Faktoru˚, znemožnˇujících dokonalou
funkcˇnost ASR systému˚ mu˚že být mnoho.
V následující kapitole se budu zabývat problematikou neuronových sítí, které udávají další
prˇístup k realizaci akustického modelu, tj. pro potrˇeby urcˇení správnosti vyslovených fonému˚
[1, 5, 16].
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3 Umeˇlé neuronové síteˇ
Matematické modely, vycházející z pu˚vodních biologických neuronových sítí, prˇi zachování
hlavních funkcí a vlastností, nazýváme umeˇlé neuronové síteˇ (ANN - z angl. Artificial Neural
Network). Složeny jsou z prvku˚, takzvaných neuronu˚, které jsou vzájemneˇ propojeny a mají
schopnost ucˇit se. Takto naucˇená neuronová sít’ potom dokáže podávat prˇesneˇjší výsledky.
Neuronové síteˇ jsou v soucˇasnosti využívány jako umeˇlá inteligence naprˇíklad prˇi rozpozná-
vání rˇecˇi cˇi obrazu˚. Mezi konkrétní použití neuronových sítí mu˚žeme zarˇadit naprˇíklad spa-
mové filtry [11].
Trénování neuronových sítí sebou nese vysokou výpocˇetní nárocˇnost. Vzhledem ke stále se
zvyšujícímu výkonu výpocˇetních jednotek však v posledních letech jejich využití stoupá.
3.1 Neurony
Základním prvkem každé neuronové síteˇ, at’ už biologické cˇi umeˇlé, jsou neurony. Tyto jsou
navzájem propojeny a na jejich ucˇení závisí prˇesnost výsledku˚ neuronových sítí.
3.1.1 Biologické neurony
Biologický neuron, neboli nervová bunˇka, je základním prvkem nervové soustavy. Jsou to
bunˇky urcˇené k prˇenosu a uchování informací ke správnému fungování organismu jedince.
Na obrázku 3.1 je vyobrazena struktura biologického neuronu.
Obrázek 3.1: Struktura biologického neuronu (zdroj: neuroscientificallychallenged.com)
Neuron se skládá z jádra neuronu, teˇla neuronu, dendritu˚, axonu˚ a axonové terminály. Zá-
klad každého neuronu je jeho teˇlo (soma), ve kterém je uloženo jádro. Axon a dendrity jsou prˇe-
nosové kanály. Na konci axonu jsou terminály, které jsou v neuronové síti spojeny s dendrity
jiných neuronu˚. Spojením neuronu˚ vzniká neuronová sít’, kterou se pomocí takzvané synapse
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prˇenáší informace z jednoho neuronu do dalších. Samotný prˇenos probíhá tak, že teˇlo bunˇky
a axony jsou zaobaleny membránou, která za urcˇitých okolností vytvárˇí elektrický impuls. Na
dendrity jsou tyto impulsy prˇenášeny z axonu pomocí synaptických bran.
Propojení neuronu˚ se v pru˚beˇhu života meˇní – prˇi zapomínání se synaptické spoje mezi
neurony prˇerušují, prˇi ucˇení se naopak vytvárˇí nové pameˇt’ové kanály.
3.1.2 Formální neurony
Základními stavebními prvky umeˇlých neuronových sítí, jak je již zmíneˇno v úvodu kapitoly
3, jsou takzvané formální neurony. I když jsou to jednotky matematického modelu neuronové
síteˇ, jejich vlastnosti a funkce jsou shodné s biologickými neurony.
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Obrázek 3.2: Struktura formálního neuronu
Podle obrázku 3.2 mu˚žeme rˇíci, že neuron
∑
má k vstupu˚, které modelují dendrity a udávají
vstupní vektor x = {x1, . . . , xk}. Vstupy jsou ohodnoceny takzvanými synaptickými váhami,
které tvorˇí vektor w = {w1j, . . . , wkj}. Výstup neuronu
∑
je získán jako funkce f(yj). Vnitrˇní
potenciál yj , neuronu
∑
je definován jako suma vstupních hodnot yj (vzorec 3.1).
yj =
k∑
i=1
wijxi (3.1)
3.2 Struktura neuronových sítí
Spojením veˇtšího množství neuronu˚ vzniká neuronová sít’, jejímž hlavním prˇínosem je veˇtší
výpocˇetní sílu. Prˇíklad neuronové síteˇ je vyobrazen na obrázku 3.3.
Na obrázku 3.3 je videˇt cˇtyrˇvrstvá neuronová sít’ – cˇást vlevo je vstupní vrstva, v níž jsou
vstupní neurony. Cˇást nejvíce vpravo je výstupní vrstva s výstupními neurony (v tomto prˇí-
padeˇ je zde pouze jeden výstupní neuron). Ve strˇední cˇásti se nachází skryté vrstvy. Jde o vrstvy,
které nejsou vstupní, ani výstupní. Sítím, které mají alesponˇ jednu skrytou vrstvu, rˇíkáme mul-
tilayer perceptron (MLP).
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Obrázek 3.3: Struktura neuronové síteˇ (zdroj: neuralnetworksanddeeplearning.com)
Neuronové síteˇ
pevné váhy
LAM
Hopfieldova sít’
BAM
ucˇení s ucˇitelem
Perceptron
MLP
TDNN
ucˇení bez ucˇitele
ART 1, ART 2
Kohonenova sít’
Neocognitron
Obrázek 3.4: Typy neuronových sítí podle zpu˚sobu ucˇení
Neuronové síteˇ se dále deˇlí podle typu ucˇení (tématu ucˇení neuronových sítí je veˇnována
kapitola 3.3). Z obrázku 3.4 je patrné, že neuronové síteˇ deˇlíme podle ucˇení do trˇí hlavních
skupin a to na neuronové síteˇ s pevnými vahami, na síteˇ ucˇící se s ucˇitelem a na síteˇ ucˇící se
bez ucˇitele.
Dalším kritériem pro rozdeˇlení neuronových sítí je deˇlení dle struktury síteˇ. Máme trˇi druhy
struktur neuronových sítí a to:
1. Jednovrstvé neuronové síteˇ
2. Vícevrstvé neuronové síteˇ (naprˇíklad obr 3.3)
3. Rekurentní neuronové síteˇ
3.3 Trénování umeˇlých neuronových sítí
Cílem ucˇení neuronových sítí je získání takového výstupu neuronové síteˇ, který odpovídá na-
staveným vahám vstupních neuronu˚ v síti. Ucˇení neuronových sítí rozlišujeme na ucˇení s ucˇi-
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telem a bez ucˇitele.
Ucˇení s ucˇitelem
Tento typ ucˇení je založen na zpeˇtné vazbeˇ. Výsledek vycházející z aktuálního nastavení je
porovnáván s požadovaným výsledkem. Pomocí vypocˇtené chyby je vypocˇtena korekce,
pomocí které je jsou upraveny hodnoty vah, za cílem snížit chybu. Poté se provede výpo-
cˇet nového výsledku s upraveným nastavením vah a opeˇt je vypocˇítána chyba a hodnota
korekce vah. Vše se opakuje dokud není dosaženo minimální chyby.
Ucˇení bez ucˇitele
Prˇi tomto typu ucˇení není znám výsledek výstupu. Vstupem je sada setrˇídeˇných vzoru˚
podle urcˇitých pravidel.
V následující kapitole se budeme zabývat praktickou implementací a nasazením ASR sys-
tému˚ pro potrˇeby hlasového ovládání dronu˚. Budou zde prˇedstaveny stávající projekty hlasoveˇ
ovládaných dronu˚ a také popis popis komunikacˇního rˇeteˇzce mezi dronem Parrot Bebop 2 a
vysílacˇem SkyController.
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4 Hlasové ovládání bezpilotních modelu˚
Praktickým výstupem této diplomové práce je aplikace pro mobilní zarˇízení, s jejíž pomocí
mu˚že pilot dronu ovládat periferie modelu (konkrétneˇ kameru) prostrˇednictvím hlasu. Drony,
urcˇené k pru˚myslovému využití, mají veˇtšinou kameru ovládanou pomocí dalšího vysílacˇe.
Je tedy zapotrˇebí dvou osob pro pilotování dronu – jeden cˇloveˇk pilotuje dron, druhý cˇloveˇk
ovládá kameru (nebo gimbal). Výhodou použití aplikace pro hlasové ovládání periferií dronu
je možnost ovládat dron, vcˇetneˇ periferií, pouze jednou osobou.
4.1 Stávající rˇešení dronu˚ ovládaných hlasem
Drony ovládané hlasem jsou na soucˇasném trhu urcˇeny spíše k hobby úcˇelu˚m. V pru˚myslové
sférˇe se drony teprve zabydlují a zatím nebyly vyvinuty takové, které mají periferie ovládané
jinak, než klasickým vysílacˇem. Za zmínku stojí, že prˇíkazy pro hlasové ovládání dronu˚ nejsou
urcˇeny k ovládání periferií, ale k ovládání samotného dronu, tj. k fyzickému pohybu dronu za
pomoci jednoduchých hlasových prˇíkazu˚.
Rˇešení této diplomové práce jde tedy trochu jinou cestou a to z praktických i legislativních
du˚vodu˚ – ovládat fyzický pohyb dronu hlasem je poneˇkud teˇžkopádné. Jinými slovy, pilot má
veˇtší cit v ovládání dronu pomocí rukou, hlavneˇ díky rychlejší odezveˇ. Tím pádem by takovéto
rˇešení nemuselo být legislativneˇ schváleno prˇi použití dronu˚ v pru˚myslu.
4.1.1 Použité technologie hlasoveˇ ovládaných dronu˚
Hlasem ovládaný dron IRIS+
Projekt, který vyhrál The AWS IoT Mega Contest, využívá ke své funkci Raspberry Pi 2, model
B a Amazon Alexa Echo, což je zarˇízení urcˇené k hlasovému ovládání domácích spotrˇebicˇu˚.
Softwarová cˇást je pak zpracována pomocí Amazon Web Services AWS IoT – platformy pro
komunikaci se zarˇízeními v internetu veˇcí (IoT).
Obrázek 4.1: Architektura hlasoveˇ ovládaného dronu IRIS+ (zdroj: hackster.io)
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Amazon Alexa Echo má za úkol zpracovat hlasové prˇíkazy, které jsou prˇenášeny formou
textových rˇeteˇzcu˚ do AWS IoT. Odtud jsou prˇíkazy prostrˇednictvím komunikacˇního standardu
MQTT prˇenášeny do Raspberry Pi, který v tomto prˇípadeˇ funguje jako prostrˇedník mezi AWS
IoT a dronem. Rádiový modul 3DR, zapojený v Raspberry Pi pomocí USB portu, a který pracuje
na frekvenci 915MHz, v tomto prˇípadeˇ funguje jako vysílacˇ, který zasílá již zpracované hlasové
prˇíkazy do dronu ve formeˇ prˇíkazu˚, kterým dron rozumí. Na obrázku cˇ. 4.1 je vyobrazena
architektura tohoto rˇešení. Nevýhodou uvedeného rˇešení je pomeˇrneˇ dlouhá prodleva mezi
vyslovením prˇíkazu a finálním vykonáním prˇíkazu dronem a také potrˇeba prˇipojení prvku˚
Amazon Alexa Echo a Raspberry Pi k internetu (cˇástecˇneˇ tento problém rˇeší funkce Device
Shadows v AWS IoT, která využívá poslední známé konfigurace, pokud je zarˇízení offline), což
je prˇi práci v terénu nepraktické [19].
Hlasem ovládaný Bebop dron
Projekt spolecˇnosti Mobiquity Inc. je podobný projektu, který byl popsán v prˇedcházejících
odstavcích. Opeˇt se využívá IoT platformy od Amazonu AWS IoT. Je zde ovšem využito jiné
zarˇízení pro vstup hlasových povelu˚ a to zarˇízení Amazon Echo Dot (druhá generace). Rˇí-
zený dron Parrot Bebop je ovládán pomocí prˇíkazu˚ zasílaných z Raspberry Pi prostrˇednictvím
node.JS knihovny node-bebop 1. Tento projekt cˇástecˇneˇ rˇeší imobilitu, vzhledem k potrˇebeˇ
být prˇipojen na domácí WiFi síti. Za pomoci linuxového démona SystemD jsou vytvorˇeny dva
sít’ové stavy – prvním stavem je Raspberry Pi, vystupující jako hotspot pro konfiguraci zná-
mých sítí v prˇípadeˇ nenalezení známých sítí; prˇi druhém stavu se pak Raspberry Pi prˇipojí na
dveˇ ru˚zné WiFi síteˇ, zajišt’ující internetovou konektivitu [20].
Parrot AR.Drone 2 ovládaný za použití Intel RealSense SDK
Základem tohoto projektu, vyvíjeného dvojicí Marco Dal Pino a Marco Minerva, je komunikace
s dronem AR.Drone 2, pomocí knihovny psané v programovacím jazyce C#. Pro rozpoznávání
hlasu a prˇevod na hlasové prˇíkazy je použito programové vybavení firmy Intel RealSense SDK.
Prˇíkazy zasílané do dronu jsou v podobeˇ AT prˇíkazu˚, které umožnˇují základní operace s dro-
nem jako vzlet, prˇistání a létání v ru˚zných smeˇrech. Pomocí AT prˇíkazu˚ je také možné získat
stream fotografií v reálném cˇase. Jelikož si dron AR.Drone 2 vytvárˇí svou WiFi sít’, je potrˇeba se
na tuto sít’ prˇipojit a dále posílat požadované prˇíkazy z PC cˇi z telefonu na IP adresu 192.168.1.1,
skrze UDP na port 5556. Prˇíkladem takových AT prˇíkazu˚ mu˚že být prˇíkaz pro vzlet dronu –
AT * REF. RealSense SDK pak poskytuje vcelku jednoduchý prˇístup k rozpoznávání hlasu za
pomoci prˇeddefinovaného seznamu klícˇových slov (prˇíkazu˚). Pro tyto úcˇely bylo vytvorˇeno
pole rˇeteˇzcu˚ s jednoduchými prˇíkazy: Takeoff, Land, Rotate Left, Rotate Right,
1Více informací o knihovneˇ zde: https://github.com/hybridgroup/node-bebop
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Advance, Back, Up, Down, Left, Right, Stop, Dance. Tento prˇístup k hlasoveˇ ovlá-
daným dronu˚m je, dle mého názoru, prˇímocˇarˇejší a prakticˇteˇjší než dva výše zmíneˇné projekty.
Není zde zapotrˇebí žádná interakce se servery prˇístupné skrze internet, tudíž se jedná o vhodný
projekt i do terénu. Úryvky kódu˚ je možné nalézt v [21].
Dron ovládaný hlasem založený na platformeˇ Arduino
Odlišnost uvedeného projektu spocˇívá v použití vlastnorucˇneˇ sestaveného dronu (trikoptéry),
jehož stavbu autor v cˇlánku detailneˇ popisuje. Cílem projektu je ovládání dronu mobilním te-
lefonem, prˇes bluetooth sériovou linku. Rˇídící cˇást je vykonávaná na desce Arduino Pro Mini s
mikroprocesorem ATmega328. Cˇást rozpoznávání hlasu probíhá na mobilním telefonu se sys-
témem Android, který hlasové prˇíkazy prˇevádí na textové rˇeteˇzce a ty následneˇ zasílá prˇes
bluetooth do Arduina. Zde se postupným prˇicˇítáním posílaných znaku˚ vytvorˇí požadovaný
rˇeteˇzec s prˇíkazem (výpis cˇ. 4.1).
1 void loop() {
2 char c = Serial.read(); //Cteni znaku ze seriove linky
3 if (c == ’#’)
4 break; //Pokud slovo konci znakem #, vyskoc ze smycky
5 voice += c;
6 }
Výpis 4.1: Úryvek kódu pro sestavení textového rˇeteˇzce ze sériového toku
Rˇeteˇzec voice z výpisu cˇ. 4.1 je poté porovnáván s prˇíkazy známými pro Arduino a po-
mocí funkce analogWrite() je na motor nebo motory zapsána analogová hodnota, která
zaprˇícˇiní zvýšení cˇi snížení tahu motoru cˇi motoru˚. Tento projekt je urcˇen pro hobby úcˇely, pro
létání na krátké vzdálenosti, vzhledem k použité technologii bluetooth (technologie PAN sítí).
Zajímavostí je, že celý projekt, vcˇetneˇ stavby trikoptéry, údajneˇ stál pouhých $11 [22].
4.2 Dron Parrot Bebop 2
Realizace hlasového ovládání periferií dronu probíhala na dronu Parrot Bebop 2, vyvinutém
firmou Parrot, jehož lze ovládat klasickým vysílacˇem (pojmenovaným SkyController) nebo
prostrˇednictvím mobilního telefonu s prˇíslušnou aplikací, dostupnou pro platformy iOS a An-
droid. Parrot Bebop 2 disponuje baterií o kapaciteˇ 2700mAh, díky které létá až 25 minut. Fo-
toaparát s rozlišením 14 Mpx je osazen širokoúhlým objektivem typu rybí oko a je schopný
porˇizovat video snímky ve Full HD kvaliteˇ 1080p. Obraz je digitálneˇ stabilizován, takže i prˇi
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náklonu dronu zu˚stává obraz na stejném místeˇ a je stabilizován vu˚cˇi vibracím. Videa a fotogra-
fie se ukládají do flash pameˇti dronu o kapaciteˇ 8GB.
Konektivita je realizována pomocí standardu Wi-Fi 802.11a/b/g/n/ac s využitím multi-
anténního systému MIMO. Dipólové antény pracují na frekvencích 2,4GHz a 5GHz. Výstupní
síla signálu je potom do 21 dBm. Uvádeˇný dosah je 300m. Maximální horizontální rychlost
dronu je 16m s−1, maximální vertikální rychlost je potom 6m s−1 [17].
4.2.1 Komunikace mezi vysílacˇem a dronem
Prˇi realizaci hlasového ovládání periferií dronu využívám dron Parrot Bebop 2, popíšu tedy
komunikaci mezi vysílacˇem a prˇijímacˇem konkrétneˇ na tomto modelu. V prˇedchozí kapitole 4.2
bylo zmíneˇno, že veškerý prˇenos dat mezi vysílacˇem a dronem je založen na Wi-Fi technologii.
Prˇi komunikaci se využívá protokolu˚ a knihoven, které jsou obsaženy v ARSDK 3, tedy v SDK,
které vývojárˇi usnadnˇují práci prˇi vývoji aplikací pro ru˚zná Parrot zarˇízení.
V knihovnách ARSDK se mu˚žeme setkat s oznacˇením „c2d“ nebo „d2c“, což znamená
„controller to device“ nebo „device to controller“. Prˇed studováním knihoven ARSDK je nutné
uveˇdomit si, že Parrot produkty se v knihovnách znacˇí jinými názvy, než pod jakými se pro-
dávají. Konkrétneˇ Parrot Bebop 2 je v knihovnách oznacˇován jako ARDrone nebo ARDrone 3;
vysílacˇ SkyController je veˇtšinou oznacˇen zkratkou SC.
4.2.1.1 ARDiscovery protokol
Knihovna obsahující ARDiscovery je rozdeˇlena do dvou cˇástí: Discovery a Conection. Cˇást
Discovery je zodpoveˇdná za nalezení podporovaného zarˇízení ve Wi-Fi síti, zatímco cˇást Co-
nection zajišt’uje sjednání parametru˚ pro spojení mezi vysílacˇem a dronem – tyto parametry
pak využívají knihovny ARNetworkAL a ARNetwork, které realizují samotné zasílání dat.
Discovery
ARSDK využívá protokolu mDNS pro své propagování na Wi-Fi sít’. Pomocí mDNS je možné
vycˇíst informace obsažené v tabulce cˇ. 4.1.
Informace Zdroj Popis
Jméno Název služby Zobrazení jména produktu
IP Rozlišení služby IP adresa produktu
Port Port služby Discovery Conection port
Extras TxtData služby
JSON data obsahující doplnˇující informace
(v soucˇasné dobeˇ obsahuje sériové cˇíslo produktu)
Tabulka 4.1: Prˇehled informací získaných z mDNS
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Conection
Podmínkou pro navázání spojení mezi vysílacˇem a dronem je další sjednání podmínek prˇe-
nosu. To je zajišteˇno skrze TCP socket, kdy se využívá mDNS Service portu. Podmínky pro
spojení jsou zasílány formou JSON rˇeteˇzce, který obsahuje informace z tabulky cˇ. 4.2.
Klícˇ Povinnost Popis
d2c_port Ano UDP port, který bude využit pro cˇtení dat
controller_type Ano Typ vysílacˇe (naprˇ.: "Phone", "Tablet")
controller_name Ano Název vysílacˇe (naprˇ.: Název aplikace)
device_id Ne Sériové cˇíslo produktu
Tabulka 4.2: Dostupné klícˇe pro spojení
Prˇíklad JSON rˇeteˇzce:
{"d2c_port":43210, "controller_type":"Phone",
"controller_name":"com.example.arsdkapp"}
Klícˇ "device_id" je užitecˇný v prˇípadeˇ opeˇtovného prˇipojení k dronu. Pokud dron obdrží po-
žadavek na spojení obsahující klícˇ "device_id", je spojení navázáno pouze v prˇípadeˇ shody
se sériovým cˇíslem dronu.
Zarˇízení pak odpoví na požadavek na spojení opeˇt skrze TCP soket jiným JSON rˇeteˇzcem,
obsahujícím informace z tabulky cˇ. 4.3.
Klícˇ Povinnost Popis
status Ano
Pokud je hodnota jiná než 0,
je spojení odmítnuto
c2d_port Ano UDP port, který bude využit pro zasílání dat
arstream_fragment_size Ne Velikost ARStream fragmentu˚
arstream_fragment_maximum_number Ne
Maximální pocˇet ARStream
fragmentu˚ na videosnímek
arstream_max_ack_interval Ne
Maximální interval mezi ARStream
ACK signály
c2d_update_port Ano FTP port pro aktualizování zarˇízení
c2d_user_port Ne
FTP port pro jiné úcˇely
(definované vývojárˇem)
skycontroller_version Pouze SC Verze SkyControlleru
Tabulka 4.3: Dostupné klícˇe pro odpoveˇd’ na požadavek na spojení
Prˇíklad odpoveˇdi na požadavek na spojení formou JSON rˇeteˇzce:
{"status":0, "c2d_port":54321,
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"arstream_fragment_size":65000,
"arstream_fragment_maximum_number":4,
"arstream_max_ack_interval":-1, "c2d_update_port":51,
"c2d_user_port":61}
4.2.1.2 ARNetworkAL a ARNetwork protokol
Knihovna ARNetworkAL je zodpoveˇdná za sít’ovou abstrakci knihovny ARNetwork. Obeˇ
knihovny jsou úzce svázané a struktura sít’ového paketu je složena z hlavicˇky obsahující obeˇ
knihovny. Každé zarˇízení má svoji vlastní konfiguraci protokolu ARNetwork. Taková konfi-
gurace urcˇuje pocˇet a typ použitých bufferu˚. ID cˇísla bufferu˚ jsou zasílány v ARNetworkAL
paketech.
Cílové porty pro prˇenos UDP datagramu˚ jsou sjednávány ve fázi ARDiscovery.Conection.
Rámec obsahuje následující informace:
• Datový typ (1 byte)
• ID cílového bufferu (1 byte)
• Sekvencˇní cˇíslo (1 byte)
• Velikost rámce (4 byty)
• Data (N bytu˚)
Pole datového typu podporuje cˇtyrˇi typy dat: Ack(1) – potvrzení prˇedchozích prˇijatých dat;
Data(2) – klasická data (ACK není vyžadováno); Low latency data(3) – s daty s nízkou odezvou
je zacházeno jako s klasickými daty, ovšem dostávají vyšší prioritu, tzn. jsou zpracovány drˇíve;
Data s ACK(4) – Data, která vyžadují potvrzování – prˇíjemce musí zasílat ACK zpeˇt odesílateli.
Pole ID bufferu je rozdeˇleno do trˇí sekci:
• [0; 9]: Rezervováno pro vnitrˇní užití knihovny ARNetwork
• [10; 127]: Datové buffery
• [128; 255]: Potvrzovací ACK buffery
Dle konvence je vhodné datové buffery používat tak, aby prˇi „c2d“ zacˇínaly na pozici 10 a
stoupaly, a prˇi „d2c“ zacˇínaly na pozici 127 a klesaly.
Pole sekvencˇního cˇísla znacˇí nezávislé sekvencˇní cˇíslo každého bufferu, které se s novými
daty inkrementuje.
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4.2.1.3 ARCommand protokol
Knihovna ARCommand je urcˇená k implementaci kodeku, který má za úkol zasílání binárních
dat mezi vysílacˇem a dronem.
Každý zasílaný prˇíkaz (command) je identifikován prvními cˇtyrˇmi byty:
• ID projektu (1 byte)
• ID trˇídy v projektu (1 byte)
• ID prˇíkazu ve trˇídeˇ (2 byty)
Podle teˇchto ID je definována notace Projekt.Trˇída.Prˇíkaz. Prˇíkladem mu˚že být za-
slání takzvaného TakeOff prˇíkazu do dronu, tedy prˇíkazu zajišt’ující jeho vzlet. Podle výše
uvedené notace by takový prˇíkaz byl ARDrone3.Piloting.TakeOff. V jazyce Java by se
takový prˇíkaz provedl podle výpisu cˇ. 4.2.
1 import com.parrot.arsdk.arcommands;
2 import com.parrot.arsdk.arcontroller;
3
4 public class BebopDrone {
5 private ARDeviceController mDeviceController;
6 public void takeOff() {
7 mDeviceController.getFeatureARDrone3().sendPilotingTakeOff();
8 }
9 }
Výpis 4.2: Zjednodušená ukázka implementace metody takeOff()
Všechny prˇíkazy jsou definovány v XML souborech a veškeré zdrojové kódy jsou genero-
vány pomocí teˇchto XML souboru˚ prˇi kompilaci. XML soubory je možné nalézt v SDK adresárˇi
<SDK>/libARCommand/Xml, v neˇmž každý XML soubor náleží urcˇitému projektu. Je nutné
myslet na to, že každý Parrot produkt umí a využívá pouze urcˇité funkce a tudíž se zdrojové
kódy generují z rozdílných XML souboru˚, avšak z jednoho globálního SDK.
4.3 Rozpoznávání hlasu pomocí CMU Sphinx
V této podkapitole se budu zabývat nástrojem pro rozpoznávání hlasu CMU Sphinx. Jedná se
o sadu knihoven a nástroju˚, s jejichž pomocí lze vytvárˇet aplikace schopné zpracovávat textové
rˇeteˇzce vytvorˇené rozpoznáním hlasu. K nalezení nejvhodneˇjší cesty prˇes akustický a jazykový
model využívá skrytých Markovových modelu˚. Projekt CMU Sphinx byl vytvorˇen skupinou
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The Sphinx Group na Carnegie-Mellonoveˇ univerziteˇ v Pensylvánii. Jedná se o open source
projekt, jehož vývoj zapocˇal již v devadesátých letech dvacátého století.
CMU Sphinx disponuje neˇkolika ru˚znými balícˇky, pro ru˚zné úlohy a aplikace:
• Pocketsphinx – odlehcˇená verze rozpoznávacˇe hlasu napsaného v jazyce C
• Sphinxbase – podpu˚rná knihovna využívána Pocketsphinx
• Sphinx4 – nastavitelný a modifikovatelný rozpoznávacˇ hlasu napsaný v jazyce Java
• Sphinxtrain – nástroje pro trénování akustických modelu˚
Pro své úcˇely jsem se rozhodl využít balícˇek Pocketsphinx.
4.3.1 Vytvorˇení jazykového modelu
Existuje neˇkolik modelu˚ popisujících rozpoznávaný jazyk. Patrˇí mezi neˇ rozpoznávání pomocí
gramatiky, statistických jazykových modelu˚, fonetických statistických jazykových modelu˚ a
seznamy klícˇových slov nebo frází.
Pro úcˇely této diplomové práce se nejvíce hodí rozpoznávání pomocí klícˇových slov a frází.
To znamená, že není trˇeba vytvárˇet rozsáhlou databázi slov, která by se rozpoznávala. Stacˇí
vytvorˇit seznam klícˇových slov a frází – prˇíkazu˚, o nichž víme, že budou v aplikaci používána.
To zajistí, že prˇi rozpoznávání tímto typem modelu, bude rozpoznáno pouze definované slovo
cˇi fráze a ostatní slova, která jsou k rozpoznávacˇi promlouvána, jsou ignorována.
Pokud bychom k vývoji aplikace prˇistoupili využitím rozsáhlého modelu gramatiky a tento
jazykový soubor redukovali pouze na nám významná slova, vyvstal by problém v prˇípadeˇ
použití slov neobsažených v definovaném souboru. Rozpoznávacˇ by vyvinul maximální snahu
taková slova prˇirˇadit ke slovu˚m obsaženým v jazykovém souboru. Následkem této snahy je
významná neprˇesnost v rozpoznávání a náchylnost na okolní šum a nevýznamné promluvy.
Další výhodou používání seznamu klícˇových slov a frází je možnost prˇirˇazení „prahu vý-
znamnosti“ každému klícˇovému slovu cˇi frázi, což znamená, že prˇirˇazujeme prˇesnost, s níž
má být dané klícˇové slovo cˇi fráze rozpoznáváno. To se hodí v prˇípadeˇ, že máme dveˇ nebo více
klícˇových slov zneˇjících podobneˇ.
Pro kratší fáze by meˇl být práh významnosti nižší, naprˇíklad 1e-5, pro delší fráze naopak
vyšší, naprˇíklad 1e-30. Tyto prahy významnosti je nutno vyladit tak, aby výsledek byl vý-
sledkem co nejprˇesneˇjším. Je vhodné používat klícˇové fráze o trˇech až cˇtyrˇech slabikách. Kratší
fráze se cˇasteˇji pletou.
Seznam klícˇových slov a frází, konkrétneˇ u aplikace vycházející z této diplomové práce, je
vyobrazen v tabulce cˇ. 4.4.
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Prˇíkaz Prah významnosti Popis
make a left move 1e-10 Otácˇení kamery doleva
make a right move 1e-10 Otácˇení kamery doprava
make an up move 1e-10 Otácˇení kamery nahoru
make a down move 1e-10 Otácˇení kamery dolu˚
cancel 1e-10 Deaktivace naslouchání prˇíkazu˚
take a picture 1e-30 Porˇízení snímku z kamery
stop 1e-5 Zastavení otácˇení kamery
center 1e-10 Vycentrování kamery
record a video 1e-50 Zapocˇetí nahrávání videa
end recording 1e-8 Zastavení nahrávání videa
Tabulka 4.4: Seznam klícˇových slov a frází v souboru keywords.list
4.3.2 Fonetický slovník
Cílem fonetického slovníku je mapování slov ve slovníku na sekvenci fonému˚. Slovník mu˚že
obsahovat dveˇ a více slov s alternativní výslovností. Je nutné, aby tímto zpu˚sobem vytvorˇený
slovník obsahoval všechna slova, která jsou aplikací používána. V opacˇném prˇípadeˇ nebude
rozpoznávacˇ schopen promluvu identifikovat. CMU Sphinx již v základní verzi disponuje ho-
tovými slovníky pro následující jazyky: anglický, francouzský, neˇmecký, ruský, holandský,
italský, španeˇlský a standardní cˇínský.
Ve výpisu cˇ. 4.3 je ukázka neˇkolika slov z anglického slovníku cmudict-en-us.dict,
který obsahuje prˇes 130 000 záznamu˚.
1 hello HH EH L OW
2 listen L IH S AH N
3 tomato T AH M EY T OW
4 tomato(2) T AH M AA T OW
Výpis 4.3: Ukázka definování slov ve slovníku
Na ukázce 4.3 je také videˇt, na rˇádcích cˇ. 2 a 3, ru˚zná výslovnost slova tomato, kdy další
verze výslovnosti je definována cˇíslem v závorce.
V následující kapitole se budu zabývat praktickou cˇástí diplomové práce – tedy implemen-
tací aplikace pro hlasové ovládání periferií dronu Parrot Bebop 2.
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5 Implementace aplikace Andron
Praktickým výstupem této diplomové práce je mobilní aplikace pro platformu Android, jejíž
funkcí je zasílání hlasových prˇíkazu˚ do dronu Parrot Bebop 2. Úkolem není hlasem ovládaný
fyzický pohyb dronu, nýbrž hlasem ovládaná kamera na neˇm umísteˇná. Aplikace, kterou jsem
pojmenoval Andron, je podporována na OS Android ve verzi 4.2 a výše. Prˇi implementaci apli-
kace jsem využil programového vybavení firmy Parrot ARSDK, zajišt’ující komunikaci mobilní
aplikaci s dronem, respektive SkyControllerem. Popisem ARSDK se zabývám v kapitole cˇ. 4.2.
Pro implementaci rozpoznávacˇe hlasu a definici hlasových prˇíkazu˚ jsem využil nástroje CMU
Sphinx, popsaného v kapitole cˇ. 4.3.
Implementované funkce tohoto rˇešení jsou:
• Ovládání otácˇení kamery ve cˇtyrˇech smeˇrech – nahoru, dolu˚, doprava, doleva
• Vycentrování kamery
• Porˇízení fotografie z kamery
• Spušteˇní a ukoncˇení nahrávání videa z kamery
Pro aktivaci hlasového rozpoznávání je trˇeba rˇíci klícˇové slovo listen, tím aplikace zacˇne
naslouchat hlasovým prˇíkazu˚m, urcˇeným dronu. Pro zastavení otácˇení kamery je trˇeba vyslovit
klícˇové slovo stop. Slovem cancel se naslouchání prˇíkazu˚ deaktivuje. Seznam klícˇových slov
a frází je sepsán v tabulce cˇ. 4.4.
Všechny hlasové prˇíkazy jsou pro veˇtší univerzalitu implementovány v anglickém jazyce.
Aplikace ovšem disponuje dvojjazycˇným uživatelským rozhraním – cˇeským a anglickým jazy-
kem. Implementace aplikace probeˇhla v jazyce Java. Využívaná knihovna Pocketsphinx je
psaná v jazyce C.
Na obrázku cˇ. 5.1 je vyobrazeno blokové schéma projektu.
Obrázek 5.1: Blokové schéma projektu
Programová dokumentace je popsána v prˇíloze B.
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5.1 Struktura aplikace
Aplikace je pro lepší orientaci rozdeˇlena do cˇtyrˇ balícˇku˚:
• cz.beles.andron.activity
• cz.beles.andron.discovery
• cz.beles.andron.drone
• cz.beles.andron.view
V balícˇku activity jsou, jak název napovídá, obsaženy všechny použité aktivity apli-
kace (viz obrázek cˇ. 5.2). Balícˇek discovery obsahuje trˇídu DroneDiscovery, která je ur-
cˇena k nalezení dostupných Parrot zarˇízení. K tomuto úcˇelu se využívá funkcí obsažených v
ARSDK. Balícˇek drone obsahuje trˇídu SkyControllerDrone, která se využívá pro zasílání
již zpracovaných hlasových prˇíkazu˚ dronu. Balícˇek view, obsahující trˇídu BebopVideoView,
má za úkol získání video streamu dronu Bebop 2. Tento stream se pak využívá v aktiviteˇ
SkyControllerActivity, konkrétneˇ v jeho layoutu activity_skycontroller.xml.
Aplikace je složena z peˇti aktivit (obrazovek), jak je patrné z diagramu na obrázku cˇ. 5.2.
Ne všechny aktivity jsou mezi sebou prˇímo propojeny. Konkrétní vazby mezi aktivitami jsou
vyznacˇeny prˇerušovanou cˇarou se slovem Intent. Z diagramu vyplývá, že hlavní aktivitou
aplikace je MainActivity, ze které pomocí tlacˇítek connect, settings a info, lze prˇistu-
povat k dalším aktivitám.
Aktivita InfoActivity má funkci informativní a pomocnou. Jedná se o aktivitu obsahu-
jící pouze text, který má uživateli pomoci s ovládáním aplikace.
Aktivita SettingsActivity je aktivitou pro nastavení aplikace. Obsahuje dveˇ položky:
nastavení rychlosti otácˇení kamery; nastavení jazyka aplikace.
Pomocí tlacˇítka connect se uživatel dostane do aktivity DeviceListActivity, která má
za úkol vypsat do seznamu droneList výpis aktuálneˇ podporovaných a prˇipojitelných zarˇí-
zení. Po výbeˇru konkrétního zarˇízení se uživatel prˇesune do nejdu˚ležiteˇjší aktivity
SkyControllerActivity, ve které je vyobrazen video stream z kamery umísteˇné na dronu.
Aktivita SkyControllerActivity implementuje rozhraní RecognitionListener, pomocí
kterého se nastavuje funkcˇnost rozpoznávacˇe hlasu.
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Obrázek 5.2: Diagram znázornˇující vztahy mezi aktivitami
5.2 Návrh grafického rozhraní
Prˇi grafickém návrhu rozhraní aplikace bylo cílem jednoduché, funkcˇní rozhraní. Na obrázku
cˇ. 5.3 je videˇt hlavní obrazovku s velkým tlacˇítkem pro prˇipojení k zarˇízení. Velikost tlacˇítka
znacˇí jeho du˚ležitost. V horních rozích jsou pak dveˇ další tlacˇítka: v levém horním rohu pro
obrazovku s informacemi o aplikaci; v pravém horním rohu pro nastavení aplikace.
Nastavení aplikace je vyobrazeno na obrázku cˇ. 5.4, kde je již vybrána položka s nastave-
ním rychlosti otácˇení kamery dronu. Jak je na tomto obrázku videˇt, aplikace disponuje trˇemi
rychlostmi otácˇení obrazovky: 5°/s – pomalé otácˇení; 10°/s – strˇedneˇ rychlé otácˇení; 15°/s –
rychlé otácˇení. Nastavení se uchovává i po uzavrˇení aplikace.
Na obrázku cˇ. 5.5 je vyobrazena obrazovka se seznamem zarˇízení, která jsou schopna spá-
rovat se s aplikací. Pokud není v dosahu nalezeno žádné zarˇízení, aplikace uživatele upozorní
zmeˇnou rozvržení aktivity – místo seznamu ListView je zobrazen RelativeLayout s chy-
bovým obrázkem a textem. Tento RelativeLayout má ve výchozím stavu nastaven para-
metr android:visibility="gone", což znamená, že není na obrazovce videˇt. Zobrazí se
pouze prˇi absenci zarˇízení k prˇipojení. Toto je umožneˇno nastavením setEmptyView() na
ListView, se seznamem zarˇízení [6].
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Obrázek 5.3: Hlavní obrazovka Obrázek 5.4: Obrazovka nastavení
Klícˇový screen shot projektu je zachycen na obrázku cˇ. 5.6. Na pozadí aktivity je zobrazen
video stream z dronu v reálném cˇase a to pomocí vlastního view videoView, viz kapitola cˇ.
5.5.
Na obrázku cˇ. 5.6 je videˇt v levém horním rohu obrazovky stav baterie vysílacˇe SkyCont-
roller a dronu Bebop 2. Ikona v pravém horním rohu znacˇí stav nahrávání videa. Konkrétneˇ v
tomto prˇípadeˇ se video nenahrává (ikona je bílá), nahrávání je vyznacˇeno zmeˇnou barvy ikony
na cˇervenou. V levém dolním rohu obrazovky je popsán stav rozpoznávacˇe hlasu. V tomto
konkrétním prˇípadeˇ je rozpoznávacˇ aktivní a cˇeká na hlasové prˇíkazy, které prˇeposílá do Sky-
Controlleru.
Prˇi porˇízení fotografie prˇíkazem take a picture probeˇhne animace v podobeˇ problik-
nutí bílého obdélníku prˇes celou obrazovku. Obdélník prˇedstavuje komponentu FrameLayout,
která je nad všemi ostatními prvky rozhraní. Má bílou barvu pozadí, viditelnost je nastavena
na hodnotu gone – neviditelný. Prˇi provedení prˇíkazu take a picture se tento obdélník na
okamžik zobrazí a probeˇhne animace snížení pru˚hlednosti z hodnoty 1 na hodnotu 0 – úplná
pru˚hlednost. Celá animace trvá 300 ms.
Obrázek 5.5: Obrazovka seznamu zarˇízení
pro prˇipojení
Obrázek 5.6: Obrazovka s video streamem z
dronu
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5.3 Implementace rozpoznávacˇe hlasu
Implementace rozpoznávacˇe hlasu je realizována v aktiviteˇ SkyControllerActivity, kde
probíhá implementace rozhraní RecognitionListener z balícˇku Pocketsphinx, jak bylo
zmíneˇno v kapitole cˇ. 5.1. Rozhraní RecognitionListener nám implementuje následující
metody:
• onPartialResult() – kód uvnitrˇ této metody se vykonává v pru˚beˇhu rozpoznávání
• onBeginningOfSpeech() – kód uvnitrˇ této metody se vykonává prˇi zapocˇetí pro-
mluvy
• onEndOfSpeech() – kód uvnitrˇ této metody se vykonává po ukoncˇení promluvy
• onResult() – kód uvnitrˇ této metody se vykonává, jakmile je rozpoznán celý rˇeteˇzec
mluveného slova (až po metodeˇ onEndOfSpeech())
• onError() – kód uvnitrˇ této metody se vykonává, jestliže dojde k chybeˇ prˇi sestavení
textového rˇeteˇzce
• onTimeout() – kód uvnitrˇ této metody se vykonává, jestliže v definovaném cˇase nepro-
beˇhla žádná promluva
Hlavní cˇást reagování na promluvy se vykonává v metodeˇ onPartialResult(), a to z
du˚vodu nutnosti rˇešit prˇíkazy v reálném cˇase. To znamená, že prˇíkazy se vykonávají již v dobeˇ
promluvy – necˇeká se na výsledek promluvy (metoda onResult()), kde je urcˇitý nežádaný
timeout, což by zaprˇícˇinilo významnou odezvu mezi promluvou a vykonáním prˇíkazu.
Prˇi implementaci rozpoznávacˇe je v prvé rˇadeˇ nutné pojmenovat si používané rozpozná-
vacˇe. V této aplikaci jsou využívány dva rozpoznávacˇe, pro rozpoznávání klícˇových slov a
frází – COMMAND_SEARCH a pro klícˇové slovo k aktivaci naslouchání hlasových prˇíkazu˚ po-
mocí slova listen – WAIT_FOR_KEYPHRASE.
Prˇi spušteˇní aktivity se vykonává metoda onCreate(), ve které je pro rozpoznávacˇ nutné
zavolat metodu runRecognizerSetup(), která inicializuje rozpoznávacˇ. Inicializace je cˇa-
soveˇ nárocˇná operace, proto je vhodné ji vykonat pomocí AsyncTask – abstraktní trˇídy, která
zarucˇuje vykonávání kódu na pozadí a postupneˇ zobrazuje stav v UI vlákneˇ. Na pozadí uvnitrˇ
metody runRecognizerSetup() se následneˇ volá metoda setupRecognizer(), ve které
se definuje akustický model rozpoznávacˇe, používaný slovník a také se do rozpoznávacˇe vkládá
definovaný seznam klícˇových slov a frází. Ve výpisu cˇ. 5.1 je vyobrazen kód, jenž je obsažen v
metodeˇ setupRecognizer().
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1 private void setupRecognizer(File assetsDir) throws IOException {
2 recognizer = SpeechRecognizerSetup.defaultSetup()
3 .setAcousticModel(new File(assetsDir, "en-us-ptm"))
4 .setDictionary(new File(assetsDir, "cmudict-en-us.dict"))
5 .setKeywordThreshold(1e-5f)
6 .getRecognizer();
7 recognizer.addListener(this);
8
9 recognizer.addKeyphraseSearch(WAIT_FOR_KEYPHRASE, KEYPHRASE);
10
11 File commandList = new File(assetsDir, "keywords.list");
12 recognizer.addKeywordSearch(COMMAND_LIST, commandList);
13 }
Výpis 5.1: Implementace metody setupRecognizer()
Ve výpisu cˇ. 5.1 je možné všimnout si, na rˇádku 5, nastavení prahu významnosti pro klícˇové
slovo listen. V uvedeném prˇípadeˇ hodnotou 1e-5, (písmeno f, znacˇí datový typ float).
Prˇidání klícˇového slova listen do rozpoznávacˇe WAIT_FOR_KEYPHRASE probíhá na rˇádku
9. Nacˇtení souboru keywords.list s obsahem klícˇových slov a frází probíhá na rˇádku 11.
Prˇirˇazení tohoto souboru k danému rozpoznávacˇi COMMAND_SEARCH je potom vykonáno na
rˇádku 12.
Reakce na rozpoznané prˇíkazy jsou implementovány v metodeˇ onPartialResult(),
která je blíže popsána v kapitole 5.4.
5.4 Prˇirˇazení hlasových prˇíkazu˚ k funkcím
Jediným parametrem metody onPartialResult() je instance trˇídy Hypothesis; zde po-
jmenovaná hypothesis. Úryvek teˇla metody onPartialResult() je vypsán ve výpisu cˇ.
5.2.
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1 public void onPartialResult(Hypothesis hypothesis) {
2 if (hypothesis == null)
3 return;
4 String text = hypothesis.getHypstr();
5 if (text.equals(KEYPHRASE)) {
6 isDone = false;
7 switchSearch(COMMAND_LIST);
8 } else {
9 switch (text) {
10 case "make a left move":
11 switchSearch(COMMAND_LIST);
12 if (!isMoveDone) {
13 new Thread(new Runnable() {
14 public void run() {
15 moveCamera("left", tilt, pan);
16 }
17 }).start();
18 }
19 isMoveDone = true;
20 break;
21 }
22 }
23 }
Výpis 5.2: Úryvek teˇla metody onPartialResult()
Úryvek teˇla metody onPartialResult() obsahuje pouze kontrolu nad prˇíkazem make
a left move zajišt’ujícím pohyb kamery doleva. Získání textového rˇeteˇzce z rozpoznané pro-
mluvy je vyobrazeno na rˇádku 4, ve výpisu cˇ. 5.2. Na rˇádku 7 si lze všimnout volání metody
switchSearch() s parametrem COMMAND_SEARCH, cˇímž zmeˇníme konfiguraci rozpozná-
vacˇe z poslouchání klícˇového slova listen na poslouchání klícˇových slov a frází ze souboru
keywords.list.
V prˇípadeˇ, že se textový rˇeteˇzec text rovná klícˇové frázi make a left move, vykoná se
zavolání metody moveCamera(), která je popsána ve výpisu cˇ. 5.3.
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1 public void moveCamera(String direction, float tilt, float pan){
2 switch (direction){
3 case "left":
4 while(!isDone){
5 try {
6 mSkyControllerDrone.cameraMove(tilt, pan);
7 pan -= pref.getFloat("cameraspeed", 0.05f);
8 Thread.sleep(5);
9 setCorrectCoordinates(tilt, pan);
10 } catch (InterruptedException e) {
11 e.printStackTrace();
12 }
13 }
14 break;
15 }
16 }
Výpis 5.3: Úryvek teˇla metody moveCamera()
Z výpisu cˇ. 5.3 je patrné, že prˇi zavolání metody moveCamera() s parametrem direction
rovnajícím se rˇeteˇzci left, se provede zmeˇna pozice kamery a to pomocí sourˇadnic tilt
(vertikální rotace) a pan (horizontální rotace). Velikost zmeˇny v promeˇnné pan je definována
podle uložených hodnot z nastavení v SharedPreferences, zajišt’ujícího uchování hodnot i
po vypnutí aplikace (rˇádek 7).
Zavoláním metody mSkyControllerDrone.cameraMove(tilt, pan) s danými sou-
rˇadnicemi se provede zmeˇna pomocí metody setCameraOrientationV2() implemento-
vané v ARSDK, volané dle konvence v podkapitole 4.2.1.3.
5.5 Video stream z dronu
Pro zpeˇtnou vazbu pilota k pozici kamery je nutné získat video stream z dronu. Tento video
stream by meˇl mít pilot neustále k dispozici, je vhodné jej tedy zakomponovat do layoutu
aplikace v podobeˇ pozadí. Rˇešením je vytvorˇení vlastního view, tedy komponenty, která má za
úkol video stream zobrazovat. Ve výpisu cˇ. 5.4 je vypsán úryvek z XML souboru
activity_skycontroller.xml, zachycující vykreslení videostreamu v layoutu aplikace.
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1 <cz.beles.andron.view.BebopVideoView
2 android:id="@+id/videoView"
3 android:layout_width="match_parent"
4 android:layout_height="match_parent"/>
Výpis 5.4: Úryvek layoutu aktivity SkyControllerActivity
Hodnoty match_parent v atributech layout_width a layout_height zajišt’ují roz-
táhnutí prvku tak, aby vyplnˇoval svého prˇedka, v tomto prˇípadeˇ RelativeLayout, který má
rozmeˇry vyplnˇující celou obrazovku.
Ve výpisu cˇ. 5.4 vidíme prvek s identifikátorem videoView, který má jako svu˚j zdroj nasta-
venou trˇídu BebopVideoView z balícˇku view. Tato trˇída je potomkem trˇídy SurfaceView
zajišt’ující vykreslování vlastních grafických prvku˚ (v tomto prˇípadeˇ video streamu) v layoutu
aplikace.
Pro video stream je použit video kodek standardu H.264. Rozlišení videa cˇiní 640 x 368 px
– nižší rozlišení videa cˇiní aplikaci výkonneˇjší. Nahrávané video po použití hlasového prˇíkazu
record a video je ovšem stále v plné Full HD kvaliteˇ. Pro získání video streamu je využito
trˇídy ARFrame z ARSDK, konkrétneˇ metody onFrameReceived().
5.6 Testování a optimalizace
Cílem testování a optimalizace je zjistit chybovost navrženého rˇešení aplikace a snížení cˇi eli-
minace teˇchto chyb. Testování byla podrobena aplikace z pohledu rozeznávání a vykonávání
hlasových prˇíkazu˚. Je nezbytné si uveˇdomit, že aplikace využívá mikrofon mobilního zarˇízení
a proto je vhodné podrobit testování na více zarˇízeních, jelikož citlivost mikrofonu se mu˚že,
zarˇízení od zarˇízení, výrazneˇ lišit.
Pro úcˇely testování jsem využil dveˇ mobilní zarˇízení v tabulce cˇ. 5.1.
Název zarˇízení Operacˇní systém CPU
Asus Nexus 7 (2012) Android 5.1.1 Cortex-A9 1,2GHz
Huawei P8 Lite Android 5.0.1 Cortex-A53 1,2GHz
Tabulka 5.1: Zarˇízení, na kterých probeˇhlo testování aplikace [23, 24]
Jelikož jsou výsledky rozpoznávání náchylné na vneˇjší vlivy, jako je vítr nebo hluk, podrobil
jsem aplikaci testování ve dvou odlišných prostorách:
• V místnosti, uvnitrˇ budovy
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• Mimo obytné prostory, za pru˚meˇrných poveˇtrnostních podmínek2
Prˇi každé z výše uvedených podmínek jsem testoval dvakrát stejnou sekvenci prˇíkazu˚, u
kterých jsem si následneˇ poznacˇil, zda se prˇíkaz úspeˇšneˇ vykonal cˇi nikoliv. Prˇíkaz pro urcˇení
smeˇru otácˇení + prˇíkaz stop v tomto prˇípadeˇ považuji za jeden prˇíkaz. Provádeˇné prˇíkazy v
pevném porˇadí jsou následující:
1. Listen
2. Make a left move . . . Stop
3. Make a right move . . . Stop
4. Make an up move . . . Stop
5. Make a down move . . . Stop
6. Center
7. Take a picture
8. Record a video
9. End recording
10. Cancel
Seznam 5.1: Posloupnost seznamu˚ použitých prˇi testování aplikace
5.6.1 Výsledky testování
Výsledky testování jsou vyobrazeny v kontingencˇní tabulce cˇ. 5.2. Jako typ testu jsem si pro
veˇtší prˇehlednost vytvorˇil zkratky v podobeˇ písmen A . . . D. Každé písmeno je dáno jako jedno
unikátní testovací sestavení. Písmena A . . . D znacˇí:
• A . . . Zarˇízení Nexus 7, vnitrˇní prostora
• B . . . Zarˇízení Nexus 7, vneˇjší prostor
• C . . . Zarˇízení P8 Lite, vnitrˇní prostora
• D . . . Zarˇízení P8 Lite, vneˇjší prostor
Typ testu \ Rozeznání Ano Ne Celkem
A 18 2 20
B 16 4 20
C 19 1 20
D 17 3 20
Celkem 70 10 80
Tabulka 5.2: Výsledky testování
2Za pru˚meˇrné poveˇtrnostní podmínky považuji slunecˇné pocˇasí s veˇtrem do 4 m/s.
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Z tabulky cˇ. 5.2 lze vyvodit pravdeˇpodobnost úspeˇchu rozpoznání a vykonání prˇíkazu u
jednotlivých testovacích sestavení. Výpocˇty pravdeˇpodobnosti úspeˇchu rozpoznání prˇíkazu u
jednotlivých testovacích sestavení jsou vyobrazeny na rovnicích cˇ. 5.1 až 5.4.
P (A) = 1820 = 0, 90 (5.1)
P (B) = 1620 = 0, 80 (5.2)
P (C) = 1920 = 0, 95 (5.3)
P (D) = 1720 = 0, 85 (5.4)
V tabulce cˇ. 5.3 jsou podrobneˇji zaznamenány úspeˇchy rozpoznání ke každému prˇíkazu.
Na ose X jsou zaznamenány testovací sestavení A . . . D. Na ose Y jsou vypsány prˇíkazy ze
seznamu cˇ. 5.1. Je nutné si uveˇdomit, že hodnoty v tabulce mohou nabývat hodnot z intervalu
<0;2>, vzhledem k tomu, že se každý prˇíkaz testoval u každého sestavení dvakrát.
A B C D
1 2 2 2 2 8 0
2 2 1 1 1 5 3
3 2 2 2 2 8 0
4 1 1 2 1 5 3
5 2 1 2 2 7 1
6 2 2 2 2 8 0
7 2 2 2 2 8 0
8 1 2 2 1 6 2
9 2 1 2 2 7 1
10 2 2 2 2 8 0
Č
ís
lo
 p
ří
k
a
zu
Testovací sestavení Celkem
úspěchů
Celkem
neúspěchů
Tabulka 5.3: Pocˇet úspeˇchu˚ pro jednotlivé prˇíkazy u daných tetovacích sestavení
Z výsledku˚ z tabulky cˇ. 5.2 lze vyvodit záveˇr, že nejspolehliveˇjší testovací sestavení je sesta-
vení s oznacˇením C, tedy mobilní zarˇízení Huawei P8 Lite prˇi použití ve vnitrˇních prostorách,
s pravdeˇpodobností úspeˇchu rozpoznání a vykonání prˇíkazu 95%. Naopak nejhu˚rˇe v testu do-
padlo sestavení s oznacˇením B, tedy Asus Nexus 7, prˇi použití ve vneˇjším prostoru, s pravdeˇ-
podobností úspeˇchu rozpoznání a vykonání prˇíkazu 80%.
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Vneˇjší podmínky (mimo obytné prostory) jsou pro rozpoznávání rˇídících prˇíkazu˚ neprˇíz-
nivé a je zde zcela na místeˇ využití externích mikrofonu˚, pro lepší redukci vneˇjšího šumu.
Díky výsledku˚m, uvedeným v tabulce cˇ. 5.3, je možné a vhodné optimalizovat rozpozná-
vání prˇíkazu˚ v neˇkterých konkrétních prˇípadech. U každého prˇíkazu zaznamenaného v ta-
bulce cˇ. 4.4 je nezbytné experimentovat s danými prahy významnosti tak, aby byl výsledek co
možná nejprˇesneˇjší. Dle tabulky cˇ. 5.3 bylo nejméneˇ prˇízniveˇ vyhodnoceno rozpoznávání prˇí-
kazu˚ Make a left move a Make an up move. V obou prˇípadech se trˇemi chybami z osmi
pokusu˚. Je tedy vhodné, v zájmu optimalizace kvality aplikace, u teˇchto prˇíkazu˚ pozmeˇnit práh
významnosti na vhodneˇjší hodnotu.
Jelikož promluva nebyla v teˇchto prˇípadech rozpoznána, je nezbytné práh významnosti
snížit (naprˇíklad z hodnoty 1e-10 na 1e-15), tedy nastavit jej tak, aby byl rozpoznávacˇ prˇi
kalkulaci v teˇchto dvou prˇípadech benevolentneˇjší.
Pro použití aplikace v praxi je vhodné využít naprˇíklad bluetooth mikrofon, zaveˇšený za
uchem, blízko úst. Tím by se znacˇneˇ snížila náchylnost na okolní ruch a hlasový vstup by byl
mnohem prˇesneˇjší a cˇistší. Dostupný bluetooth mikrofón pro tuto práci ovšem technologicky
nevyhovoval standardu˚m používaných aplikací, nebylo tedy možné tento mikrofon využívat
k hlasovému zadávání prˇíkazu˚.
Další možností, jak zvýšit kvalitu hlasového zadávání a redukovat okolní ruch, je použití
hrdelního mikrofonu. Takový mikrofon nepodléhá poveˇtrnostním podmínkám, jako je naprˇí-
klad šum veˇtru, a jiným rušivým vlivu˚m, naprˇíklad hluku vneˇjšího prostrˇedí. Pro tento typ
mikrofonu by bylo potrˇebné opeˇtovneˇ natrénovat akustický model tak, aby byl schopen roz-
poznat dané prˇíkazy, a to z du˚vodu jiného zpracování akustického signálu, než u klasických
mikrofonu˚.
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Záveˇr
Výsledkem této diplomové práce je realizovaná aplikace pro mobilní zarˇízení s operacˇním sys-
témem Android, která umožnˇuje ovládání prˇíslušenství dronu Parrot Bebop 2 pomocí hlaso-
vých prˇíkazu˚.
Práce byla rozdeˇlena na cˇást teoretickou a praktickou. Teoretická cˇást byla veˇnována histo-
rií UAV zarˇízení, principu˚m funkce multikoptér, základu˚m lidského hlasu, teorií systému˚ pro
automatické rozpoznávání rˇecˇi, vcˇetneˇ jejich architektury, a následneˇ teorií skrytých Markovo-
vých modelu˚ a umeˇlých neuronových sítí.
Praktická cˇást byla veˇnována popisu komunikacˇního rˇeteˇzce mezi vysílacˇem a dronem, za
pomoci softwarových nástroju˚ ARSDK. Bylo zde popsáno využití nástroje CMU Sphinx, kde
je zahrnut i popis vytvárˇení jazykového modelu a fonetického slovníku. Dále byl v této cˇásti
zpracován návrh a implementace aplikace, byl realizován návrh grafického prostrˇedí, imple-
mentován rozpoznávacˇ hlasu a k rˇídícím funkcím dronu byly prˇirˇazeny jednotlivé hlasové
prˇíkazy. V záveˇru bylo provedeno testování a optimalizace aplikace.
V pru˚beˇhu realizace diplomové práce projevila firma SkySystems Europe, s.r.o., zájem o
oblast hlasového ovládání prˇíslušenství dronu˚ a v rámci inovacˇního voucheru, registracˇní cˇíslo
CZ.01.1.02/0.0/0.0/16_045/0007486, jsem se osobneˇ podílel na projektu Hlasové ovládání prˇíslu-
šenství dronu, ve kterém jsem využil nabyté zkušenosti a veˇdomosti.
Mobilní aplikaci, jenž je prˇedmeˇtem této diplomové práce, lze nadále rozširˇovat o nové
funkce (naprˇíklad o hlasové ovládání fyzického pohybu dronu). Aplikaci lze také dále optima-
lizovat pro použití hrdelního mikrofonu, cˇímž by se výrazneˇ redukoval vneˇjší šum zpu˚sobený
poveˇtrnostními podmínkami a dalšími neprˇíznivými vlivy vneˇjšího prostrˇedí. Další zajímavou
funkcí by mohla být kompatibilita aplikace s brýlemi pro virtuální realitu nebo natrénování
aplikace pro hlasové prˇíkazy zadávané v cˇeském jazyce.
Prˇi realizaci této diplomové práce jsem se setkal s velmi zajímavou oblastí rozpoznávání
hlasu pocˇítacˇem. Tato oblast má, dle mého názoru, velmi sveˇtlou budoucnost, a to nejen díky
mobilním a nositelným zarˇízením, ale také díky automobilovému pru˚myslu cˇi lékarˇství. Díky
této diplomové práci jsem nabyl spoustu zkušeností a veˇdomostí pro praxi cˇi k dalšímu studiu.
Bc. Miroslav Beleš
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A Uživatelská dokumentace
Úcˇelem této cˇásti je seznámit uživatele s funkcionalitou softwaru Andron a seznámit ho s ovlá-
dáním této aplikace. Funkce jednotlivých obrazovek jsou popsány v následující podkapitole cˇ.
A.1.
A.1 Popis jednotlivých obrazovek aplikace
Hlavní obrazovka
Úcˇelem hlavní obrazovky je uživatelsky prˇíveˇtivá navigace uvnitrˇ aplikace. Obrazovka
obsahuje trˇi tlacˇítka, jak je patrné z obrázku cˇ. A.1. Tlacˇítko cˇ. 1 A.1 je urcˇeno pro prˇechod
do sekce Informace, tlacˇítko cˇ. 2 je urcˇeno pro prˇechod do sekce Nastavení, tlacˇítko cˇ. 3 je
urcˇeno k prˇechodu do sekce Výbeˇr zarˇízení.
Obrázek A.1: Hlavní obrazovka
Nastavení aplikace
V nastavení aplikace má uživatel možnost nastavit:
• Rychlost otácˇení kamery (bod cˇ. 1 na obrázku cˇ. A.2) – na výbeˇr jsou trˇi možnosti:
– 5°/s – Pomalé otácˇení kamery
– 10°/s – Strˇedneˇ rychlé otácˇení kamery (výchozí)
– 15°/s – Rychlé otácˇení kamery
• Jazyk aplikace (bod cˇ. 2 na obrázku cˇ. A.2) – na výbeˇr jsou k dispozici dva jazyky:
– Anglický jazyk (výchozí)
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– Cˇeský jazyk
Obrázek A.2: Nastavení aplikace
Informacˇní obrazovka
Funkcí obrazovky s informacemi o aplikaci je zobrazení informací o autorovi aplikace
(bod cˇ. 1 na obrázku cˇ. A.3), dále obsahuje strucˇné instrukce k ovládání aplikace (bod cˇ. 2
na obrázku cˇ. A.3).
Obrázek A.3: Informacˇní obrazovka
Obrazovka výbeˇru zarˇízení
Po kliknutí na tlacˇítko cˇ. 3, z obrázku cˇ. A.1, se uživatel dostane na obrazovku výbeˇru za-
rˇízení. Zde ze seznamu dostupných zarˇízení vybere zarˇízení k hlasovému ovládání. Bod
cˇ. 1 na obrázku cˇ. A.4 zobrazuje prˇíklad zarˇízení prˇipraveného k párování se s aplikací.
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V prˇípadeˇ nenalezení zarˇízení v dosahu se zobrazí varovná hláška (obrázek cˇ. A.5).
Obrázek A.4: Výbeˇr zarˇízení Obrázek A.5: Zarˇízení nenalezeno
Obrazovka „kokpit“
Po úspeˇšném prˇipojení k zarˇízení se uživateli zobrazí video stream z dronu v reálném
cˇase. V bodeˇ cˇ. 1, na obrázku cˇ. A.6, se nachází stav baterie vysílacˇe SkyController a dronu
Bebop 2. Zda dron nahrává cˇi nenahrává video, uvádí bod cˇ. 2. Tato ikonka se mu˚že
zobrazit ve dvou stavech:
• Bílá ikona – video se nenahrává
• Cˇervená ikona – video se nahrává
Bod cˇ. 3 znacˇí stav rozpoznávacˇe hlasu. Více informací o prˇíkazech pro ovládání kamery
se nachází v kapitole cˇ. A.2.
Obrázek A.6: Obrazovka kokpit
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A.2 Hlasové prˇíkazy aplikace
Po úspeˇšném prˇipojení k dronu mu˚že uživatel ovládat kameru dronu Bebop 2 hlasoveˇ. Pro
aktivaci rozpoznávacˇe hlasu je zapotrˇebí rˇíct klícˇové slovo listen. Po tomto klícˇovém slovu apli-
kace naslouchá prˇíkazu˚m urcˇeným k ovládání kamery. Možnosti manipulace s kamerou jsou
následující:
• Ovládání otácˇení kamery ve cˇtyrˇech smeˇrech – nahoru, dolu˚, doprava, doleva
• Vycentrování kamery
• Vyfocení fotografie z kamery
• Spušteˇní a ukoncˇení nahrávání videa z kamery
Tyto funkce se spoušteˇjí hlasovými prˇíkazy sepsanými v tabulce cˇ. A.1.
Prˇíkaz Popis
make a left move Otácˇení kamery doleva
make a right move Otácˇení kamery doprava
make an up move Otácˇení kamery nahoru
make a down move Otácˇení kamery dolu˚
take a picture Porˇízení snímku z kamery
stop Zastavení otácˇení kamery
center Vycentrování kamery
record a video Zapocˇetí nahrávání videa
end recording Zastavení nahrávání videa
Tabulka A.1: Seznam hlasových prˇíkazu˚ k ovládání kamery dronu
Pro deaktivaci naslouchání prˇíkazu˚ stacˇí pronést klícˇové slovo cancel. Prˇíklad takového za-
dávání prˇíkazu mu˚že být následující:
1. Listen
2. Record a video
3. Make a right move
4. Stop
5. Take a picture
6. Make an up move
7. Stop
8. Take a picture
9. End recording
10. Cancel
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Podle uvedeného prˇíkladu se kamera dronu bude chovat následovneˇ:
Po zapocˇetí rozpoznávání kamery slovem listen se spustí nahrávání videa (record a video),
poté se kamera posune doprava (make a right move), pohyb se zastaví (stop), kamera porˇídí
fotografický snímek (take a picture), následuje posun smeˇrem nahoru (make an up move), pohyb
kamery se zastaví (stop), je porˇízen další fotografický snímek (take a picture), nahrávání videa
je ukoncˇeno (end recording). Ukoncˇením nahrávání videa je deaktivován rozpoznávacˇ hlasu
(cancel), je ukoncˇeno naslouchání prˇíkazu˚m, urcˇeným k manipulaci kamerou.
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B Programová dokumentace
Veškeré zdrojové kódy a potrˇebné prˇílohy jsou k dispozici v prˇiloženém ZIP souboru
BEL0075_FEI_N2647_2612T059_2017_priloha.zip. Adresárˇová struktura tohoto ZIP
souboru je následující:
<ZIP>
Andron
.grandle
2.14.1
.idea
copyright
libraries
build
generated
intermediates
grandle
wrapper
app
build
generated
intermediates
outputs
tmp
libs
src
main
Doc
cz
index-files
V adresárˇi Doc se nachází programová dokumentace vygenerovaná pomocí nástroje Ja-
vadoc. Vzhledem k tomu, že byl projekt implementován ve vývojárˇském prostrˇedí Android
Studio 2.2.3, je vhodné kompilovat projekt v prostrˇední Android Studio ve verzi 2.2.3 nebo
vyšší.
Programová dokumentace nástroje CMU Sphinx, konkrétneˇ balícˇku Pocketsphinx je k dis-
pozici zde: http://cmusphinx.sourceforge.net/doc/pocketsphinx/
Programová dokumentace Parrot SDK je k dispozici zde: http://developer.parrot.
com/docs/SDK3/
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