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Abstract
We analyze the complexity of biased stochas-
tic gradient methods (SGD), where individual
updates are corrupted by deterministic, i.e. bi-
ased error terms. We derive convergence results
for smooth (non-convex) functions and give im-
proved rates under the Polyak-Łojasiewicz condi-
tion. We quantify how the magnitude of the bias
impacts the attainable accuracy and convergence
rates.
Our framework covers many applications where
either only biased gradient updates are available
or preferred over unbiased ones for performance
reasons. For instance, in the domain of dis-
tributed learning, biased gradient compression
techniques such as top-k compression have been
proposed as a tool to alleviate the communication
bottleneck and in derivative-free optimization,
only biased gradient estimators can be queried.
We discuss a few guiding examples that show the
broad applicability of our analysis.
1. Introduction
The stochastic gradient descent (SGD) algorithm has
proven to be effective for many machine learning applica-
tions. This first-order method has been intensively stud-
ied in theory and practice in recent years (cf. Bottou et al.,
2018). Whilst vanilla SGD crucially depends on unbi-
ased gradient oracles, variations with biased gradient up-
dates have been considered in a few application domains
recently.
For instance, in the context of distributed parallel opti-
mization where the data is split among several compute
nodes, the standard mini-batch SGD updates can yield a
bottleneck in large-scale systems and structured sparsity
has been proposed to reduce communication costs (Alis-
tarh et al., 2018; Wangni et al., 2018; Stich et al., 2018).
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However, sparsified SGD updates are no longer unbiased
and the methods become more difficult to analyze (Stich
and Karimireddy, 2019; Beznosikov et al., 2020).
Another class of methods that do not have access to unbi-
ased gradients are zeroth-order methods which find appli-
cation for optimization of black-box functions (Nesterov
and Spokoiny, 2017), for instance in deep learning for
finding adversarial examples (Chen et al., 2017; Moosavi-
Dezfooli et al., 2016). Some theoretical works that analyze
zeroth-order training methods argue that the standard meth-
ods often operate with a biased estimator of the true gra-
dient (Nesterov and Spokoiny, 2017; Liu et al., 2018), in
contrast to SGD that relies on unbiased oracles.
Approximate gradients naturally also appear in many other
applications, such as in the context of smoothing tech-
niques, proximal updates or preconditioning (d’Aspremont,
2008; Schmidt et al., 2011; Devolder et al., 2014; Tappen-
den et al., 2016; Karimireddy et al., 2018).
Algorithm and Setting. Motivated by these applica-
tions, we present here a convergence analysis for SGD
with biased gradient estimators under general assumptions.
Specifically, we consider unconstrained optimization prob-
lems of the form:
f⋆ := min
x∈Rd
f(x) (1)
where f : Rd → R is a smooth function and where we as-
sume that we only have access to biased and noisy gradient
estimator. We analyze the convergence of (stochastic) gra-
dient descent:
xt+1 = xt − γtgt, gt = ∇f(xt) + bt + nt, (2)
where γt is a sequence of step sizes and gt is a (potentially
biased) gradient oracle for zero-mean noise nt and bias bt
terms. In the case bt = 0, the gradient oracle gt becomes
unbiased and we recover the setting of SGD. If in addition
nt = 0, we get back to the Gradient Descent (GD) algo-
rithm.
Contributions. We show that biased SGD methods can
in general only converge to a neighborhood of the solution
but indicate also interesting special cases where the opti-
mum still can be reached. Our framework covers smooth
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optimization problems (general non-convex problems and
non-convex problems under the Polyak-Łojasiewicz con-
dition) and unifies the rates for both deterministic and
stochastic optimization scenarios. We discuss a host of ex-
amples that are covered by our analysis (for instance top-k
compression, random-smoothing) and compare the conver-
gence rates to prior work.
2. Related work
Optimization methods with deterministic errors have been
previously studied mainly in the context of deterministic
gradient methods. For instance, Bertsekas (2002) analyzes
gradient descent under the same assumptions on the errors
as we consider here, however does not provide concise
rates. Similar, but slightly different, assumptions have been
made in (Hu et al., 2020a) that considers finite-sum objec-
tives.
Most analyses of biased gradient methods have been car-
ried out with specific applications in mind. For instance,
computation of approximate (i.e. corrupted) gradient up-
dates is for many applications computationally more effi-
cient than computing exact gradients, and therefore there
was a natural interest in such methods (Schmidt et al.,
2011; Tappenden et al., 2016; Karimireddy et al., 2018).
d’Aspremont (2008); Baes (2009); Devolder et al. (2014)
specifically also consider the impact of approximate up-
dates on accelerated gradient methods and show these
schemes have to suffer from error accumulation, whilst
non-accelerated methods often still converge under mild
assumptions. Devolder et al. (2014); Devolder (2011) con-
sider a notion of inexact gradient oracles that generalizes
the notion of inexact subgradient oracles (Polyak, 1987).
We will show later that their notion of inexact oracles is
stronger than the oracles that we consider in this work.
In distributed learning, both unbiased (Alistarh et al., 2017;
Zhang et al., 2017) and biased (Dryden et al., 2016; Aji
and Heafield, 2017; Alistarh et al., 2018) compression tech-
niques have been introduced to address the scalability is-
sues and communication bottlenecks. Alistarh et al. (2018)
analyze the top-k compression operator which sparsfies the
gradient updates by only applying the top k components.
They prove a sublinear rate that suffers a slowdown com-
pared to vanilla SGD (this gap could be closed with addi-
tional assumptions). Biased updates that are corrected with
error-feedback (Stich et al., 2018; Stich and Karimireddy,
2019) do not suffer from such a slowdown. However, these
methods are not the focus of this paper. In recent work,
Beznosikov et al. (2020) analyze top-k compression for de-
terministic gradient descent, often denoted as greedy coor-
dinate descent (Nutini et al., 2015). We recover their rates
and cover the stochastic setting as well.
Another interesting class of biased stochastic methods has
been studied in (Nesterov and Spokoiny, 2017) in the con-
text of gradient-free optimization. They show that the finite-
difference gradient estimator that evaluates the function val-
ues (but not the gradients) at two nearby points, provides a
biased gradient estimator. As a key observation, they can
show randomized smoothing estimates an unbiased gradi-
ent of a different smooth function that is close to the orig-
inal function. This observation is leveraged in the proofs.
In this work, we consider general bias terms (without inher-
ent structure to be exploited), and hence our convergence
rates are slightly weaker for this special case. Randomized
smoothing was further studied in (Duchi et al., 2012; Bach
and Perchet, 2016).
Other classes of biased oracle have been studied for in-
stance by Hu et al. (2020b) who consider conditional
stochastic optimization, and Chen and Luss (2018) con-
sider consistent biased estimators.
3. Formal setting and assumptions
In this section we discuss our main setting and assumptions.
All our results depend on the standard smoothness assump-
tion, and some in addition on the PL condition.
3.1. Regularity Assumptions
Assumption 1 (L-smoothness). The function f : Rd → R
is differentiable and there exists a constantL > 0 such that
for all x,y ∈ Rn:
f(y) ≤ f(x) + 〈∇f(x),y − x〉 + L
2
‖y − x‖2 . (3)
Sometimes we will in addition assume the Polyak-
Łojasiewicz (PL) condition (which is implied by standard
µ-strong convexity, but is much weaker in general):
Assumption 2 (µ-PL). The function f : Rd → R is differ-
entiable and there exists a constant µ > 0 such that
‖∇f(x)‖2 ≥ 2µ(f(x)− f⋆) , ∀x ∈ Rd. (4)
3.2. Biased Gradient Estimators
Finally, whilst the above assumptions are pretty standard,
we now introduce biased gradient oracles.
Definition 1 (Biased Gradient Oracle). A map g : Rd ×
D → Rd s.t.
g(x, ξ) = ∇f(x) + b(x) + n(x, ξ) (5)
for a bias b : Rd → Rd and zero-mean noise n : Rd×D →
R
d, that is Eξ n (x, ξ) = 0.
We assume that the noise and bias terms are bounded:
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Assumption 3 ((M,σ2)-Bounded noise). There exists con-
stantsM,σ2 ≥ 0 such that
Eξ ‖n(x, ξ)‖2 ≤M ‖∇f(x)‖2 + σ2, ∀x ∈ Rd . (6)
This assumption on the noise is similar as in (Bottou, 2010;
Stich, 2019). and generalizes the standard bounded noise
assumption (for which onlyM = 0 is admitted). By allow-
ing the noise to growwith the gradient norm, an admissible
σ2 parameter can often be chosen to be much smaller than
under the constraintM = 0.
Assumption 4 ((m, ζ2)-Bounded bias). There exists con-
stants 0 ≤ m < 1, and ζ2 ≥ 0 such that
‖b(x)‖2 ≤ m ‖∇f(x)‖2 + ζ2, ∀x ∈ Rd . (7)
The assumption on the bias is similar as in (Bertsekas,
2002). For the special case when ζ2 = 0 we would expect
(and we prove later) that gradient methods can still con-
verge for any bias strength 0 ≤ m < 1, as in expectation
the corrupted gradients are still aligned with the true gradi-
ent, Eξ 〈∇f(xt),g(x, ξ)〉 > 0 (see e.g. Bertsekas, 2002).
In the case ζ2 > 0 then gradient based methods can only
converge to a region where ‖∇f(x)‖2 ≤ O(ζ2). For in-
stance when the bias terms are constant, bt ≡ b, then SGD
is essentially optimizing f(x) + 〈b,x〉 and converge to a
point where ∇f(x) = −b. We make these claims precise
in Theorem 2 below.
A slightly different condition than (7) was considered
in (Hu et al., 2020a), but they measure the relative error
with respect to the stochastic gradient∇f(x)+n(x, ξ), and
not with respect to ∇f(x) as we consider here. Whilst we
show that biased gradient methods converge for anym < 1,
for instance Hu et al. (2020a) required a stronger condition
m ≤ µL on µ-strongly convex functions.
4. Biased SGD Framework
In this section we study the convergence of stochastic gra-
dient descent (SGD) with biased gradient oracles as intro-
duced in (2), see also Algorithm 1. For simplicity, we will
assume constant stepsize γt = γ, ∀t, in this section.
Algorithm 1 Stochastic Gradient Descent (SGD)
Input: step size sequence (γt)t≥0, x0 ∈ Rd
for t = 0 to T − 1 do
compute biased stochastic gradient gt = g(xt, ξ)
xt+1 ← xt − γtgt
end for
Return: xT
4.1. Modified Descent Lemma
A key step in our proof is to derive a modified version of the
descent lemma for smooth functions (cf. Nesterov, 2004).
We give all proofs in the appendix.
Lemma 1. Let f be L-smooth, xt+1, xt as in (2) with gra-
dient oracle as in Assumptions 3–4. Then for any stepsize
γ ≤ min( 1L , 1−m2ML) it holds
E f(xt+1)− f(xt)
≤ γ(m− 1)
4
‖∇f(xt)‖2 + γ
2
ζ2 +
γ2L
2
σ2
(8)
When m = ζ2 = 0 we recover (up to slightly different
constants) the standard lemma.
4.2. Gradient Norm Convergence
We first show that this lemma allows to derive conver-
gence on all smooth (including non-convex) functions, but
only with respect to gradient norm, as explained in Sec-
tion 3.2 above. By rearranging (8) and the notation Ft :=
E f(xt)− f⋆, F = F0 we obtain
(1−m)
4
E ‖∇f(xt)‖2 ≤ Ft − Ft+1
γ
+
ζ2
2
+
γLσ2
2
and by summing and averaging over t,
1−m
4
ΨT ≤ F0
Tγ
+
ζ2
2
+
γLσ2
2
(9)
whereΨT :=
1
T
∑T−1
t=0 E ‖∇f(xt)‖2. By carefully balanc-
ing γ, we obtain the theorem:
Theorem 2. Under Assumptions 1, 3, 4, and stepsize γ =
min
{
γmax,
(
LF
σ2T
)1/2}
with γmax = min
{
1
L ,
1−m
2ML
}
,
T = O
(
1
ǫ
+
M
ǫ(1−m) +
σ2
ǫ2(1 −m)
)
· LF
(1−m) .
iterations are sufficient to obtainmint∈[T ] E ‖∇f(xt)‖2 =
O(ǫ + ζ21−m).
For no bias, m = ζ2 = 0, we recover the known conver-
gence results of SGD. With constant bias ζ2 only, we main-
tain the standard convergence rate, but can only converge to
a O(ζ2) neighborhood of the solution. If the magnitude of
the bias scales with the gradient norm (m > 0), this slows
down the convergence, but if ζ2 = 0 one can still converge
(albeit slower) to the optimal solution.
Remark 3. If ζ
2
1−m > 0, then
T = O
(
1
ζ2
+
M
ζ2(1−m) +
σ2
ζ4
)
· LF .
iterations are sufficient to reach mint∈[T ] E ‖∇f(xt)‖2 =
O( ζ21−m), and performing more iterations does not signifi-
cantly improve the accuracy.
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4.3. Convergence under PL condition
To show convergence under the PL condition, we observe
that (8) and (4) imply
Ft+1 ≤
(
1− γµ(1−m)
2
)
Ft +
γζ2
2
+
γ2Lσ2
2
. (10)
By now unrolling this recursion we obtain:
Theorem 4. Under Assumptions 1–4, and γ =
min
{
γmax, O˜
(
1
µ(1−m)T
)}
with γmax = min
{
1
L ,
1−m
2ML
}
,
O˜
((
1 +
M
1−m
)
log
1
ǫ
+
σ2
µǫ(1−m)
)
· κ
1−m
iteration suffice for FT = O
(
ǫ + ζ
2
µ(1−m)
)
. Here κ = Lµ .
Without bias terms, we recover the best known rates under
the PL condition (Karimi et al., 2016). Compared to the
SGD convergence rate for µ-strongly convex function our
bound is worse by a factor of κ compared to (Stich, 2019),
but we consider convergence of the function value of the
last iterate FT here. Similar as in Remark 3 we note that
O˜(min{1ǫ , 1ζ2}) iterations suffice to converge to the best
possible accuracy:
Remark 5. If ζ
2
1−m > 0, then
T = O
((
1 +
M
1−m
)
log
1
ζ
+
σ2
ζ2
)
· κ
1−m .
iterations are sufficient to reach FT = O
(
ζ2
µ(1−m)
)
, and
performing more iterations does not significantly improve
the accuracy.
4.4. Divergence on Convex Functions
Albeit Theorem 2 shows convergence of the gradient
norms, this convergence does not imply convergence in
function value in general (unless the gradient norm is re-
lated to the function values, as for instance guaranteed
by (4)). We now give an example of a weakly-convex (non-
strongly convex) function, where Algorithm 1 can diverge.
Example 6. Consider the Huber-loss function h : R→ R,
h(x) =
{
|x| , |x| > 1
x2 |x| ≤ 1
with gradient oracle g(x) = h′(x)−2. This is a biased ora-
cle with ζ2 ≤ 4, and it is easy to observe that iterations (2)
diverge for any stepsize γ > 0, given x0 > 1.
5. Discussion of Examples
In this section we are going to look into some examples
which can be considered as special cases of our biased gra-
dient framework. Table 1 shows a summary of these exam-
ples together with value of the respective parameters.
5.1. Top-k and Random-k sparsification
The well-known top-k spasification operator (Dryden et al.,
2016; Alistarh et al., 2018) that selects the k largest co-
ordinates of the gradient vector ∇f(x) is a biased gradi-
ent oracle with m ≤ d−kd and ζ2 = 0. This means, that
GD with top-k compression converges to a stationary point
on smooth functions and under the PL condition the con-
vergence rate is O( dkκ log 1ǫ ) when there is no additional
noise. This recovers the rate of greedy coordinate descent
when analyzed in the Euclidean norm (Nutini et al., 2015).
As far as we know, the convergence of SGD with stochas-
tic gradients and top-k sparsification has not been explic-
itly been analyzed before (both Stich et al. (2018); Alis-
tarh et al. (2018) consider a variant of SGD with error-
feedback). When applying top-k to noisy gradients (with
(M,σ2)-bounded noise), the rate deteriorates to O(σ2d2ǫk2 ),
and we can only prove convergence to a neighborhood of
size O(d2σ2k2 ) (matching Alistarh et al., 2018).
As last example, we discuss biased random-k sparsification,
that is, sparsification that randomly selects k out of the d
coordinates of the stochastic gradient, and sets the other
entries to zero. For these operators the rates drastically
improve, with only a dk slowdown over the corresponding
rates of GD (recovering the rate of random coordinate de-
scent (Nesterov and Spokoiny, 2017; Richta´rik and Taka´c,
2016)) and SGD, with asymptotic dominant term O(dσ2k )
that is expected (cf. Chaturapruek et al., 2015). In the ap-
pendix we further discuss differences to unbiased random-
k sparsification.1
5.2. Zeroth-Order Gradient
Next, we discuss the zeroth-order gradient oracle obtained
by Gaussian smoothing (cf. Nesterov and Spokoiny, 2017).
This oracle is defined as (Polyak, 1987):
gGS(x) =
f(x+ τu)− f(x)
τ
· u
where τ > 0 is a smoothing parameter and u ∼ N (0, I)
a random Gaussian vector. Nesterov and Spokoiny (2017,
Lemma 3 & Theorem 4) provide estimates for the bias:
‖EgGS(x)−∇f(x)‖2 ≤ τ
2
4
L2(d+ 3)3 ,
and the second moment:
E
[
‖gGS(x)‖2
]
≤ τ
2
2
L2(d+ 6)3 + 2(d+ 4) ‖∇f(x)‖2 .
1By rescaling the obtained sparse vector by the factor d
k
one
obtains a unbiased estimator (with higher variance). With these
sparsification operators the dominant term in the rate remains
O
(
dσ
2
k
)
, but the optimization terms can be improved.
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Table 1. Special cases of our biased gradient framework. Each column represents the value of our framework parameters in an example.
def M σ2 1-m ζ2
top-k compression g(x) = top-k(∇f(x)) 0 0 kd 0
top-k compression (of stochastic g.) g(x) = top-k(∇f(x) + n(x)) 1 +M σ2 k4d 2dk σ2
random-k compression g(x) = uniform-rand-k(∇f(x)) 0 0 kd 0
random-k compression (of stochastic g.) g(x) = uniform-rand-k(∇f(x) + n(x)) kdM kdσ2 kd 0
Gaussian smoothing gGS(x) =
f(x+τu)−f(x)
τ u 2d+8 ζ
2 1 τ
2
4 L
2(d+ 3)3
(δ, L)-oracle (see text) 0 0 1 2δL
stochastic (δ, L)-oracle (see appendix) 0 0 1 2δL
compressed gradient g(x) = C(∇f(x)), C ∈ C(δ) 0 0 δ 0
compressed gradient (of stochastic g.) g(x) = C(∇f(x) + n(x)) 1 +M σ2 14δ 2δσ2
We conclude that the assumptions hold with
ζ2 = σ2 =
τ2
4
L2(d+ 3)3 m = 0 , M = 2d+ 8 .
Nesterov and Spokoiny (2017) show that on smooth func-
tions gradient-free oracles in general slow-down the rates
by a factor of O(d), similar as we observe here withM =
O(d). However, their oracle is stronger, for instance they
can show convergence (up to O(ζ2)) on weakly-convex
functions, which is not possible with our more general ora-
cle.
5.3. Inexact gradient oracles
Devolder et al. (2014) introduced the notion of inexact gra-
dient oracles and Devolder (2011) generalized the notion to
the stochastic case. A (δ, L)-gradient oracle for y ∈ Rd is
a pair (f˜(y), g˜(y)) that satisfies ∀x ∈ Rd:
0 ≤ f(x)−
(
f˜(y) + 〈g˜(y),x − y〉
)
≤ L
2
‖x− y‖2 + δ .
We have by (Devolder et al., 2014):
‖b(x)‖2 = ‖∇f(x)− g˜(x)‖2 ≤ 2δL
hence we can conclude:
ζ2 = 2δL , M = 0 , m = 0 .
It is important to observe that the notion of a (δ, L) oracle is
stronger than what we consider in Assumption 4. For this,
consider again the Huber-loss from Example 6 and a (δ, L)
gradient estimator g˜(x). For x → ∞, we observe that it
must hold ‖g˜(x)−∇h(x)‖ → 0, otherwise the condition
of the (δ, L) oracle is violated. In contrast, the bias term in
Assumption 4 can be constant, regardless of x.
5.4. Biased compression operators
The notion of top-k compressors has been generalized to
arbitrary δ-compressors, defined as
Definition 2 (δ-compressor). C ∈ C (δ) if ∃δ > 0 s.t.:
E
[
‖C (g)− g‖2
]
≤ (1− δ) ‖g‖2 , ∀g ∈ Rd .
This notion has for instance been used in (Beznosikov et al.,
2020; Stich et al., 2018). For this class of operator it holds
m ≤ 1− δ, ζ2 = 0 .
In the noiseless case, our results show convergence for ar-
bitrary small δ > 0 (m < 1) and we recover the rates given
in (Beznosikov et al., 2020, Theorem 1). We discuss in
the appendix the rates obtained for compressing stochastic
gradients.
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A. Deferred Proofs
A.1. Proof of Lemma 1
By the upper bound (3), and using γ ≤ 1L :
E f(xt+1) ≤ f(xt)− γ 〈∇f(xt),Egt〉+ γ
2L
2
(
E ‖gt − Egt‖2 + E ‖Egt‖2
)
= f(xt)− γ 〈∇f(xt),∇f(xt) + bt〉+ γ
2L
2
(
E ‖nt‖2 + E ‖∇f(xt) + bt‖2
)
≤ f(xt) + γ
2
(
−2 〈∇f(xt),∇f(xt) + bt〉+ ‖∇f(xt) + bt‖2
)
+
γ2L
2
E ‖nt‖2
= f(xt) +
γ
2
(
−‖∇f(xt)‖2 + ‖bt‖2
)
+
γ2L
2
E ‖nt‖2
With our assumptions,
E f(xt+1) ≤ f(xt) + γ
2
(γLM +m− 1) ‖∇f(xt)‖2 + γ
2
ζ2 +
γ2L
2
σ2
and the lemma follows by the choice of the stepsize.
A.2. Proof of Theorem 2
By plugging the stepsize in (9), it follows that
(1 −m) · min
t∈[T ]
E ‖∇f(xt)‖2 = O
(
σ
√
FL√
T
+
FL
T
+
FLM
T (1−m) + ζ
2
)
with F = f(x0)− f⋆.
A.3. Proof of Theorem 4
Starting from Equation (10), we proceed by unrolling the recursion:
FT ≤
(
1− γµ(1−m)
2
)T
F0 +
ζ2
µ(1 −m) +
γLσ2
µ(1−m) . (11)
Now by tuning the stepsize in the standard way (see for instance (Stich, 2019, Section 3)) and setting γ =
min
{
γmax, O˜
(
1
µ(1−m)T
)}
for γmax = min
{
1
L ,
1−m
2LM
}
we obtain
FT = O˜
(
F0 exp
[
µT
2L(1 + 2M/(m− 1))
]
+
Lσ2
µ2(1−m)2T +
ζ2
µ(1 −m)
)
which implies the statement.
B. Deferred Proofs for Section 5
B.1. Top-k and Random-k sparsification
The top-k operator is defined as the vector map that keeps only the k largest elements of a vector and truncates the other
ones to zero.
The rand-k operator masks (d− k) uniformly at random selected coordinates to zero.
We observe that for both these operators, C ∈ {top-k, rand-k}, we have the inequality (equality in case of rand-k sparsifi-
cation)
EC ‖C(x)− x‖2 ≤ d− k
d
‖x‖2 ∀x ∈ Rd , (12)
where here the expectation is taken over the (possible) randomness of the sparsification operator.
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Noise-Free Gradients. In the special case whenM = σ2 = 0, applying top-k or random-k compression directly to the
gradient, C(∇f(x)), yields a biased gradient oracle withm = d−kk , ζ2 = 0, as we can see from Equation (12).
Noisy Gradients with top-k sparsification. Let us now consider top-k sparsifiction of a random gradient∇f(x)+n(x),
with unbiased (Mb, σ
2
b ) bounded noise as in Assumption 3. We write C(∇f(x)+n(x)) to denote the compressed gradient.
We can upper bound the bias term as follows:
‖b(x)‖2 = ‖E C(∇f(x) + n(x))−∇f(x)‖2
= ‖E C(∇f(x) + n(x))−∇f(x) − n(x)‖2
≤ E ‖C(∇f(x) + n(x))−∇f(x) − n(x)‖2
≤
(
1− k
d
)
E ‖∇f(x) + n(x)‖2
≤ (1 + α)
(
1− k
d
)
‖∇f(x)‖2 + (1 + α−1)
(
1− k
d
)
E ‖n(x)‖2
≤
(
1− k
2d
+ 2
(
d
k
− 1
)
Mb
)
‖∇f(x)‖2 + 2
(
d
k
− 1
)
σ2b ,
where we picked α = k2(d−k) . Similarly we estimate the noise
E ‖C(∇f(x) + n(x)) − E C(∇f(x) + n(x))‖2
≤ E ‖C(∇f(x) + n(x))‖2
≤ E ‖∇f(x) + n(x)‖2 = ‖∇f(x)‖2 + E ‖n(x)‖2
≤ (1 +Mb) ‖∇f(x)‖2 + σ2b .
From this we see that for top-k sparsified random gradients m ≤ (1− k2d + 2 (dk − 1))Mb), M ≤ (1 + Mb), ζ2 ≤
2
(
d
k − 1
)
σ2b and σ
2 ≤ σ2b . To ensure m < 1 it must hold Mb ≤ k
2
4d(d−k) . In the table we assume for simplicity
Mb ≤ k28d(d−k) , which impliesm ≤ 1− k4d .
The conditionMb = O(k2d2 ), which is needed to ensurem < 1, is quite restrictive as one might be required to use a larger
σ2b to satisfy Assumption 3 compared to the case whenMb its not restricted. This is a subtle condition that might amplify
the noise whenMb was large initially.
WhenMb = 0, the slowdown in the convergence rate can reach up to a factor of O
(
d2
k2
)
, when comparing the convergence
rate of SGD without sparsification, O(σ2b ), to the rate we get here: O( σ2(1−m)2 ) = O(σ2bd2k2 ). However, note that we here
only prove an upper bound (that might not even be tight), and the performance in practice can be much better.
The bias term ζ
2
1−m = O( d
2
k2 σ
2
b ) that determines the convergence radius matches with the radius that is given in (Alistarh
et al., 2018) that also analyze a variant of top-k SGD.
We like to remark, that top-k SGD with additional error compensation technique does not suffer from such noise amplifi-
cation and corresponding slow-down, and converges at the rate O(σ2bǫ ), see (Stich et al., 2018).
Noisy Gradients with rand-k sparsification. Let us now consider the case of random sparsifiaction (C = rand-k) of
a noisy gradient ∇f(x) + n(x), with unbiased (Mb, σ2b ) bounded noise as in Assumption 3. In contrast to the previ-
ous discussion on top-k sparsification, here the sparsification operator is independent from the argument, and it holds
E ‖C(x)− x‖2 = (1− kd) ‖x‖2 for all x ∈ Rd. This observation allows us to tighten the bounds. By using independence,
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we can bound the bias as
‖b(x)‖2 = ‖E C(∇f(x) + n(x))−∇f(x)‖2
= ‖E C(∇f(x)) + E C(n(x)) −∇f(x)‖2
= ‖E C(∇f(x))−∇f(x)‖2
=
(
1− k
d
)
‖∇f(x)‖2 ,
and the noise
E ‖C(∇f(x) + n(x))− E C(∇f(x) + n(x))‖2
= E ‖C(∇f(x) + n(x))‖2 − ‖E C(∇f(x) + n(x))‖2
=
k
d
E ‖∇f(x) + n(x)‖2 − k
d
‖∇f(x)‖2
=
k
d
E ‖∇f(x)‖2 + k
d
E ‖n(x)‖2 − k
d
‖∇f(x)‖2
≤ k
d
Mb ‖∇f(x)‖2 + k
d
σ2b .
By these derivations we findm =
(
1− kd
)
, ζ2 = 0,M = kdMb, and σ
2 = kdσ
2
b .
In contrast to the top-k sparsification, random-k sparsification allows exact convergence, ζ2 = 0, and with only O( dk )
slowdown in the rate, when comparingO(σ2b ) to O( σ2(1−m)2 ) = O(σ2bdk ).
Biased vs. unbiased random-k sparsification. In the section above, we derived estimates for the convergence rate of
SGD with biased random-k sparsification.
In the literature, often a unbiased version of random sparsification is considered, namely the scaled estimator C′(x) =
d
kC(x), where C is the rand-k sparsification operator from above.
For this unbiased estimator, we have m = ζ2 = 0, but the noise scales up by a factor of dk . This means, that when
considering the stochastic term in the rate (the term depending on σ2), the convergence rates of both these algorithms
match, and are equal to O(σ2dk ). However, when considering the optimization term (the terms not depending on σ2), the
algorithm with the biased rand-k sparsfication converges by a factor O( dk) slower. This is essentially because the stepsize
is reduced by the factor dk (and in our worst-case analysis we can a-priory not choose a larger stepsize, however, tighter
analysis for the special case of random sparsification would be possible).
B.2. Zeroth-Order Gradient
Nesterov and Spokoiny (2017, Theorem 4) provide an upper bound on the second moment of the zeroth-order gradient
oracle gGS:
E ‖gGS(x)‖2 ≤ τ
2
2
L2(d+ 6)3 + 2(d+ 4) ‖∇f(x)‖2 .
The second moment is an upper bound on the variance. Hence we can conclude that Assumption 3 hold with the choice
σ2 =
τ2
2
L2(d+ 6)3, M = 2(d+ 4) .
This bound could potentially be tightened slightly, by deriving an upper bound on the variance of the zeroth-order oracle
directly. However, in the next paragraph we argue, that the positive σ2 does not impose strong restrictions, as ζ2 = Θ(σ2).
Convergence rate for gGS under PL condition. Using the result from Theorem 4, we can conclude that under PL
condition,
O
(
dL
µ
log
1
ǫ
+
τ2L3(d+ 6)3
2µ2ǫ
)
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iterations is sufficient for zeroth-order gradient descent to reach FT ≤ ǫ + ζ
2
µ . Observe that for any reasonable choice
of ǫ = Ω
(
ζ2
µ
)
, the second term is of order O(κ) only, and hence the rate is dominated by the first term. We conclude,
that zeroth-order gradient descent requiresO (dκ log 1ǫ ) iterations to converge to the accuracy level of the bias term ζ2µ =
O
(
τ2L2d3
µ
)
which cannot be surpassed.
The convergence rate matches with the rate established in (Nesterov and Spokoiny, 2017, Theorem 8), but in our case the
convergence radius (bias term) is O(d) times worse than theirs. This shows that in general the rates given in Theorem 4
can be improved if stronger assumptions are imposed on the bias term or if it is known how the gradient oracle (and bias)
are generated, for instance by Gaussian smoothing.
B.3. Inexact gradient oracle
First, we give the definition of a (δ, L) oracle as introduced in (Devolder et al., 2014).
Definition 3 ((δ, L)-oracle (Devolder et al., 2014)). Let function f be convex on Q, where Q is a closed convex set in Rd.
We say that f is equipped with a first-order (δ, L)-oracle if for any y ∈ Q we can compute a pair (f˜(y), g˜(y)) such that:
0 ≤ f(x)−
(
f˜(y) + 〈g˜(y),x − y〉
)
≤ L
2
‖x− y‖2 + δ , ∀x ∈ Q .
The constant δ is called the accuracy of the oracle. A function f is L-smooth if and only if it admits a (0, L)-oracle.
However the class of functions admitting a (δ, L)-oracle is strictly larger and includes non-smooth functions as well.
Stochastic inexact gradient oracle. Devolder (2011) generalized the notion of (δ, L)-gradient oracle to the stochastic
case. Instead of using the pair (f˜(x), g˜(x)), they use the stochastic estimates (F˜ (x, ξ), G˜(x, ξ)) such that:
Eξ
[
F˜ (x, ξ)
]
= f˜(x) ,
Eξ
[
G˜(x, ξ)
]
= g˜(x) ,
Eξ
[∥∥∥G˜(x, ξ) − g˜(x)∥∥∥2] ≤ σ2 ,
where (f˜(x), g˜(x)) is a (δ, L)-oracle as defined above. From the third inequality we can conclude thatM = 0. Moreover
the bias term can be upper bounded by:
‖b(x)‖2 =
∥∥∥Eξ [G˜(x, ξ)] −∇f(x)∥∥∥2 = ‖g˜(x) −∇f(x)‖2 ≤ 2δL
Therefore we can conclude thatm = 0, and ζ2 = 2δL.
B.4. Biased compression operators
Deriving the bounds for arbitrary compressors follows similarly as in Section B.1 when observing that a δ-compressor
satisfies (12) with factor (1 − δ) instead of (1− kd ) as for the top-k compressor (the top-k compressor is a δ-compressor
for δ = kd ).
We find, that applying an arbitrary δ-compressor to a stochastic gradient with (Mb, σ
2
b )-bounded noise, yields m ≤(
1− δ2 + 2
(
δ−1 − 1)Mb),M ≤ (1 +Mb), ζ2 ≤ 2(δ−1 − 1) and σ2 ≤ σ2b . To ensurem < 1 it must holdMb ≤ δ24(1−δ) .
(See also the analogous discussion in Section B.1).
