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Abstract
A combinatorial proof of Wigner’s semicircle law for the Gaussian Uni-
tary Ensemble (GUE) is presented using techniques from free probability.
Motivating examples taken from the symmetric Bernoulli ensemble and
the GUE show the distribution of eigenvalues of sample = × = matrices
approaching Wigner’s semicircle as = get large. The concept of crossing and
non-crossing pairings is developed, along with proofs of Wick’s Formula for
real and complexGaussians. It is shown thatWigner’s semicircle distribution
has moments given by the Catalan numbers. Wick’s Formula and several
additional lemmas (proved in sequence) lead to a "method of moments"
proof that the expectation of powers of eigenvalues (spectra) of large random
matrices from the GUE converge in expectation to the Catalan numbers,
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Chapter 1
Introduction
1.1 RandomMatrix Theory and This Paper
In 1955, physicist Eugene Wigner published a paper which identified a
distribution for the characteristic values (eigenvalues) of very large real
symmetric matrices. His work arose from "consideration of the properties of
the wave functions of quantum mechanical systems" (Wigner, 1955). A few
years later, Wigner expanded the set of matrices that exhibited convergent
behavior, identifying independence of matrix entries, up to symmetry, as a
essential condition for his proof (Wigner, 1958). Since those first two papers,
random matrix theorists have expanded results for many matrix structures
beyond the ones identified by Wigner (Kirsch and Kriecherbauer, 2016), and
complex-analytic approaches offer additional insights to Wigner’s original
combinatorial approach (Tao, 2012). Yet, Wigner’s original result remains a
cornerstone of the theory.
This paper assumes an undergraduate-level familiarity (equivalent to a
one-semester course) in probability, linear algebra, and group theory (in the
latter case, familiarity with cyclic notation of permutation groups suffices).
We’ll shift the lens on probability theory slightly, defining a cummulative
density function (CDF) as a measure, allowing us to use properties of limits
from analysis (Stein and Shakarchi (2009), Athreya and Lahiri (2006)). For
undergraduate readers who may need a quick primer on measure theory,
the YouTube video series by The Bright Side of Mathematics (2020) is a great
introduction.
The main goal of this paper is to explore random matrix theory through
a proof of Wigner’s semicircle law and by doing so discover why it is such an
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appealing and interesting area of active research in mathematics. Chapter
2 includes results from probability, linear algebra, etc., that are used in
our proof. Also in that chapter is an introduction to the Catalan numbers,
a sequence that occurs in many counting problems and appears again in
chapter 4. In chapter 3 we define terms and prove Isserlis’ Theorem, also
known as Wick’s Formula. In chapter 4 we use Wick’s Formula to prove
Wigner’s semicircle law.
1.2 Motivating Examples
To begin, we’ll construct random matrices and calculate their eigenvalues,
using histograms to observe convergence to a deterministic probability
distribution. Matlab code to generate matrices and histograms from these
examples can be found in Appendix A.
Example 1.1. Let be an#×# randommatrixwith upper triangular entries
that are iid signed Bernoulli random variables, i.e., they take on the values±1.
(Think of the entries corresponding to the flip of a perfectly balanced coin,
where heads is +1 and tails is −1). Furthermore, let the matrix be self-adjoint:
 = ) , so that the lower diagonal matrix is determined symmetrically by
the upper. The following 4 × 4 matrix is a specific instance of the class of
matrices described above, where the red entries were determined by flipping
a coin and the black entries are symmetric to the red entries:
©­­­­«
1 −1 1 −1
−1 1 1 −1
1 1 1 1
−1 −1 1 −1
ª®®®®¬
RandomMatrix Theory describes the eigenvalues of  as random vari-
ables, and asks, what can be said about the probability that an eigenvaluewill
be equal to some real number G? The matrix of all 1’s will have eigenvalues 0
and # , with # −1 occurrences of the latter. But this will be atypical behavior.
If we are interested in the typical, or average, behavior, what will we find? Is
there an asymptotic distribution of the eigenvalues?
Empirically we observe interesting things happening to the eigenvalue
distribution for these signed random matrices as # gets large. Figure 1.1a
shows the eigenvalue distribution of two random 8× 8 matrices generated in
Matlab. No definitive pattern is apparent, but as# gets larger, the eigenvalue
1.2. Motivating Examples
a. Comparing the eigenvalues of two 8 × 8 random matrices.
b. Comparing the eigenvalues of two 100 × 100 random matrices.
c. Comparing the eigenvalues of two 1000 × 1000 random matrices.
Figure 1.1 Eigenvalues of random matrices with # getting larger; entries
are iid signed Bernoulli random variables (±1). As # gets large, a semicircle
emerges. Note: the matrices were multiplied by a scaling factor 1√
#
.
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distribution develops some structure (figure 1.1b.) For two randomly
generated 1000 × 1000 matrices it is immediately clear that the eigenvalue
distribution resembles a semicircle. As # gets larger, the histograms of the
"typical" # × # matrix will approach a continuous curve in the shape of a
semicircle (figure 1.1c.)
Example 1.2. Let  be an # × # self-adjoint matrix with complex entries,
so that  = ∗ (where ∗ is the conjugate transpose of ). This time, let
the entries in the upper triangular matrix be complex numbers randomly
selected from a complex Gaussian distribution (real on the diagonal, to
satisfy the self-adjoint condition). An instantiated 4 × 4 matrix is:
©­­­­«
−1.4 .50 + .918 −.71 − .138 .58 − .988
.50 − .918 −.84 −1.7 − .028 1.6 + .188
.71 + .138 −1.7 + .028 1.2 1.9 + 1.38
.58 + .988 1.6 − .188 1.9 − 1.38 −.61
ª®®®®¬
Like we did in the previous example, what can we say about the eigen-
value behavior for the typical # × # matrix of this type? "Weird" matrices
like the matrix of all zeros or the identity matrix are extremely atypical,
and we might hypothesize that in average the eigenvalue distribution might
display some predictable structure. Figure 1.2 shows what happens to the
eigenvalues as # gets large. Although the entries of these matrices are
complex Gaussians with infinite support, we arrive at the same circular
distribution as when the entries were ±1 (figure 1.1)!
1.3 Introduction to Wigner’s Semicircle Law
It turns out that random matrices can have independent and identically
distributed entries from any centered distribution and their eigenvalues will
converge to the shape of a semicircle for # large, as long as the matrices
have certain common properties (i.e., Wigner random matrices). This is the
central result of random matrix theory.
Wigner’s Semicircle Law. Let # be an # × # Wigner random matrix. Then
the distribution of the eigenvalues of # converge almost surely (and hence also in
probability and in expectation) to the Wigner Semicircle Distribution.
1.3. Introduction to Wigner’s Semicircle Law
a. Comparing the eigenvalues of two 8 × 8 random matrices.
b. Comparing the eigenvalues of two 100 × 100 random matrices.
c. Comparing the eigenvalues of two 1000 × 1000 random matrices.
Figure 1.2 Eigenvalues of random matrices with# getting larger; entries are
iid complex Gaussian random variables. As # gets large, a semicircle emerges.
Note: the matrices were multiplied by a scaling factor 1√
#
.
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Before we unpack this statement, we should consider that it is not
immediately clear why so-called randommatrices, when they are sufficiently
large, should have eigenvalues that take their values from a predetermined
(i.e., deterministic) distribution. Moreover, the semicircle is compactly
supported, even though the underlying distributions of matrix entries may
have infinite support (such as Gaussian random variables, which are defined
over ℝ.) Unraveling these mysteries are part of the appeal of random matrix
theory.
A Wigner random matrix is a square, self-adjoint matrix, with diagonal
and upper triangular entries 8 9 independent and identically distributedwith
mean 0. The self-adjoint condition requires that the lower triangular entries
must be complex conjugates of the upper triangular entries:  98 = 8 9 . Thus
the independence of the entries is restricted to the upper triangle and the
diagonal. A subclass ofWigner randommatrices is the symmetric ensembles.
This includes the symmetric Bernoulli ensemble which we encountered in
example 1.1, in which entries are signed (±1) Bernoulli random variables;
and the Gaussian Orthogonal Ensemble (GOE), in which the entries are
normally distributed real random variables. The GOE takes its name from
the fact that its matrices are invariant under orthogonal transformations.
Our approach rests upon a particular ensemble of Wigner matrices:
the Gaussian Unitary Ensemble (GUE). The GUE is so named because
its matrices are invariant under unitary transformations. We will formally
define this ensemble in chapter 3. Additionally, proofs ofWigner’s semicircle
law include the method of moments, which proves convergence in expectation,
and the Stieltjes Transform which uses complex-analytic methods to prove
convergence almost surely (for further explanation of these different notions
of convergence, see chapter 2). We use a variation on the method of moments
to show convergence in average (i.e., convergence in expectation) and take
for granted that in high dimensions, the average behavior tends to dominate.
In other words, the measure of the set of outcomes that deviate from the
average is zero. The fact that concentration phenomena occurs in high
dimensions ‘upgrades’ our results to a stronger notion of convergence.
There are numerous combinatorial and analytic approaches to theproof of
Wigner’s semicircle law (see, for example Tao, 2012;Mehta, 2004). In chapters
3-4, we develop the proof presented by Roland Speicher in his 2019 lectures at
SaarlandUniversity (Speicher, 2019, 2020), whose approach to randommatrix
theory is based in free probability theory. Readers who find themselves
enjoying the calculation of an infinite joint distribution by reducing mixed
1.3. Introduction to Wigner’s Semicircle Law
moments into bite-size pieces by way of Wick’s Formula (which we will
develop in chapter 3) may wish to further explore free probability. Free
probability theory is also called the study of non-cummutative random
variables, which is helpful, one can imagine, whenmultiplying large random
matrices which, in general, do not commute with each other. Free probability
is used in signal processing because it reduces calculations of eigenvalues of
large random matrices to second order statistics of the matrix entries (Xia,
2019). The theory was developed in the 1980’s by Dan-Virgil Voiculescu
in his work with operator algebras (Voiculescu, 1987) and has extended
since then into random matrix theory, representation theory of large groups,
quantum groups, quantum information theory, and many other areas of
mathematics (Mingo and Speicher, 2017).
Chapter 2
Foundations
This section includes some definitions and theorems that are used in chapters
3 and 4. Readers may wish to skip this chapter and refer to it if needed.
2.1 The Catalan Numbers
The Catalan numbers {:} are a sequence of natural numbers that occur in
numerous counting problems. They form "one of the most interesting and
ubiquitous sequences in enumerative combinatorics" (Stanley, 2011). The
Belgian mathematician Eugène Charles Catalan (1814–1894) described the
sequence in 1838 in his solution of the problem of dissecting a polygon into
triangles by means of non-crossing diagonals (O’Connor and Robertson,
2012; Catalan, 1838). The sequence often appears in counting problems that
involve a recursive pattern (Figures 2.1, 2.2, 2.3). Beginning with 0 = 1, the
first few terms are
1, 1, 2, 5, 14, 42, 132, 429, ...
The Catalan numbers play a key role in our proof of Wigner’s semicircle
law. Embedded within Wick’s Formula and the GUE is a counting problem
with a recursive structure. A handful of counting problems with Catalan
number solutions are given in figures 2.1- 2.3. Richard Stanley gives sixty-six
interpretations in his text Enumerative Combinatorics: Volume 2 (Stanley, 1986).
2.1. The Catalan Numbers
Figure 2.1 A convex polygon with : + 2 sides can be cut into triangles by
connecting vertices with non-crossing line segments. The number of triangles
formed is : and the number of dierent ways that this can be achieved is : .
The figure illustrates the case : = 4. Image from Wikipedia (2020), https://en.
wikipedia.org/wiki/Catalan_number
Figure2.2 Successive applications of a binary operator can be represented in
terms of a full binary tree (every vertex has either two children or no children.)
: is the number of full binary trees with : + 1 leaves, with : = 0, 1, 2, ....
The figure illustrates the case of : = 3. Image from Wikipedia (2020), https:
//en.wikipedia.org/wiki/Catalan_number
Figure 2.3 : is the number of ways to tile a stairstep shape of height : with
: rectangles. The figure illustrates the case : = 4. Image from Wikipedia (2020),
https://en.wikipedia.org/wiki/Catalan_number
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, : ≥ 0.




 9−1:−9 , : ≥ 1.
Furthermore, the Catalan numbers are uniquely determined by this recursion and
by the initial value 0 = 1.
An easy-to-follow proof of Proposition 2.1 can be found in a video
collaboration by Mohamed Omar and Michael Penn (ProfOmarMath, 2020;
Penn, 2020) found at https://www.youtube.com/watch?v=n6uYe_DmYe8.
2.2 Probability
In an introductory probability course, most students are introduced to the
concepts of probability without reference to measure theory. The concepts of
randomness, outcomes (events), conditionality and independence of events,
all remain the same here, but we reframe the mathematical representation
of the sample space in terms of a probability space as follows:
Definition 2.2. The triple (Ω,B, P) is a probability space where Ω is a set
of outcomes, B is a -algebra of subsets of Ω (the elements of B are
associated with the concept of an event), and P is a probability measure.
Definition 2.3. A probability measure P : Ω −→ [0, 1] is a real-valued
function with the following properties:











8=1 P(8) = 1






This definition of a probability measure encompasses the concept of a
cummulative density function (CDF) and a probability density function
(pdf) from probability. In summary, a probability measure is a measure with
total measure 1.
Definition 2.4. Let (Ω,B, P) be a probability space, and let (',R) be a
measurable space (i.e., a set ' equipped with a -algebra of subsets of
'). Then a random variable - : Ω −→ ℝ is a measurable map, so that
-−1() is an event in B for every  ∈ R.
This definition of random variables allows us to map events not just to
ℝ, but to any measurable set such as ℂ.
Definition 2.5. Let (Ω,B, P) be a probability space. Given a random








The familiar properties of expectation remain true in the measure setting:
E[0- + 1] = 0 E[-] + 1 (expectation is a linear operator), and E[-.] =
E[-]E[.]when -,. are independent random variables.
2.3 Linear Algebra
The following definition and theorem are referenced in chapter 4:
Definition 2.6. A square matrix  is self-adjoint if it has complex-valued
entries and it is equal to its own conjugate transpose, denoted ∗. In
other words,
 = ∗.
Proposition 2.7. The trace of a matrix is invariant under unitary transformation.
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Proof. This follows from the property of the trace that Tr() = Tr() for
any two square matrices ,  of the same size. Let  be a square matrix.

















In this chapter we will develop the concept of complex Gaussian random
variables, as well as a combinatorial approach to calculating the moments of
standard real Gaussian and standard complex Gaussian random variables.
We will prove Wick’s Formula and define the Gaussian Unitary Ensemble
(GUE). We begin with the notion of a ?08A8=6.
3.1 Pairings
Pairings are the basic building block of the combinatorial arguments used
later in this chapter to prove Wick’s Formulas (theorems 3.8, 3.11). Pairings
will reappear in chapter 4 to prove lemma 4.12 and Wigner’s semicircle law
(theorem 4.15).
Notation. For a natural number = ∈ ℕ, denote [ = ] := {1, 2, ..., =}.




{E1 , E2 , ..., E:} = = 2: even,
where the E8 have the following properties:
(i) E8 is a two-element subset of [ = ] for all 8,
(ii) E8 ∩ E 9 = ∅ for all 8 ≠ 9,




E8 = [ = ].
The set of all pairings  of the set [ = ] is denoted by
%2(=) := {
  is a pairing of [ = ]}.
A pairing  is a partition of [ = ] into disjoint pairs. Since the pairs must
be disjoint sets, any meaningful notion of a pairing is effectively limited
to = = 2: even. Although we define a pairing to be on sets of natural
numbers {1, 2, ..., =}, we can reasonably speak of pairings of any finite
countable collection of objects. We will immediately become less formal in
our discussion of pairings, assuming that a bĳection exists from [ = ] to any
finite collection of = objects we come across. Thus, for example, a pairing 
of [ 4 ]might as well be a pairing  of apples, as long as we have a way to
differentiate and label the apples 1, 2, 3, 4.
Example 3.2. The set {1, 2, 3, 4} has the following pairings:
1 = {{1, 2}, {3, 4}},
2 = {{1, 3}, {2, 4}},
3 = {{1, 4}, {2, 3}}.
Thus the number of pairings in %2(4) is 3.
We can visualize our pairings in block diagrams, which will help us
keep track of our pairings. We list the elements of [ = ] in ascending order:
1 2 3 · · · = . A "block" is a line drawn between two elements to
represent a single pair in a pairing. Figure 3.1 expresses each of the pairings
in %2(4) as a block diagram.
Notation. For a set , denote
 as the number of elements in .
Notation. The double factorial of a positive integer =, written =!!, is the
product of all the integers from 1 up to = that have the same parity (odd or
even) as = (Callan, 2009).
For an even integer 2:, we compute
(2:)!! = (2:)(2: − 2)(2: − 4) · · · 4 · 2.
For an odd integer 2: − 1, we compute
(2: − 1)!! = (2: − 1)(2: − 3)(2: − 5) · · · 5 · 3 · 1.
3.1. Pairings
Figure 3.1 Block diagram representation of the three pairings in %2(4). The
subscripts on , such as tt, are a visual encoding of the blocks associated
with .
Proposition 3.3. The number of pairings  on [ = ] is given by
%2(=) = {0 = odd(2: − 1)!! = = 2: even.
Proof. We will iteratively count the number of ways to make a pairing of
[ = ]. To begin, the element 1 ∈ [ = ] must be in one (and only one) pair of
the pairing, so let us begin with the number of ways to pair 1 with another
element in [ = ]. There are (= − 1)ways to make this pair. There remain = − 2
unpaired elements, so that the number of ways to make a pairing is
(= − 1)
%2(= − 2).
We apply the same reasoning to count the number of ways to make a pairing
of [ =− 2 ], selecting the pair containing the element 1. There are (=− 3)ways
to make this pair, leaving (= − 4) unpaired elements. Continuing iteratively
in this fashion, we must arrive at a final step where we have either one or
two unpaired elements remaining. If = is odd, then there is one element
remaining, and we are unable to make a pair and no pairing  exists. If
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= = 2: is even, then there are two elements remaining in the final step. There
is only one way to pair two elements, so we have%2(2:) = (2: − 1)(2: − 3) · · · 1 = (2: − 1)!!.

3.2 Wick’s Formula
We will now link the concept of a pairing with Gaussian random vari-
ables, cummulating in Wick’s Formula (theorem 3.8). We begin with some
definitions and results about Gaussian random variables.
Definition 3.4. A standard Gaussian random variable is a random vari-
able with a Gaussian (normal) probability distribution with mean 0 and
variance 1.
Proposition 3.5. Let - be a standard Gaussian random variable. Then
E[-=] =
%2(=).
Proof. By proposition 3.3, we need to prove that the moments of a standard










(2: − 1)!! = = 2: even.
Because the distribution is symmetric about 0, the odd moments are 0. To









































Applying repeated integration by parts, we arrive at:






2 dG = (2: − 1)!!.
The last integral was the CDF of our random variable so it is equal to 1.
Thus when = is odd, E[G=] = 0 and when = is even, E[G=] = (2: − 1)!!. 
Consider two iid standard Gaussian random variables - and .. The
independence of - and . means that their joint distribution is equal to the
product of their distributions, i.e.,
%(G1 ≤ - ≤ G2 , H1 ≤ . ≤ H2) = %(G1 ≤ - ≤ G2)%(H1 ≤ . ≤ H2).
In particular, recall that independence of - and . is equivalent to the
following statement about their expectations:
E[-.] = E[-]E[.].
Notice that since - has variance 1 and mean 0, we know
E[-2] = E[-2] − E[-]2 = Var[-] = 1,
but independence of - and . tells us
E[-.] = E[-]E[.] = 0 · 0 = 0.
Thus it is clear that E[-2] ≠ E[-.].
This generalizes, for any =, < ∈ ℕ, to a statement about mixed moments
of iid - and .:
E[-=.<] = E[-=]E[.<]. (3.1)
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Figure 3.2 Pairings of two-’s and two.’s. The order of the-’s and.’s don’t
change the number of pairs we can form, as long as we don’t connect - to..





%2(=) and %2(<) in equation 3.2 as counting the
pairings of finite, countable collections of -’s and .’s:
E[-=.<] =
{pairings of -, -, ..., -︸       ︷︷       ︸
= -’s
} {pairings of .,., ..., .︸      ︷︷      ︸
< .’s
}. (3.3)
Some examples will help clarify.
Example 3.6. Consider the mixed moment E[-2.2]. Let  be a pairing of
-’s to -’s and  be a pairings of .’s to .’s. We can write out our -’s and .’s
in a string and ask, how many ways are there to connect -’s to -’s and .’s
to .’s? Figure 3.2 shows that there is only 1 way to make a pairing  of the
-’s, and only 1 way to make a pairing  of the .’s, regardless of the order of
the -’s and .’s. Thus we calculate E[-2.2] =
%2(2) %2(2) = 1 · 1 = 1.
3.2. Wick’s Formula
Figure 3.3 Pairings of- - - - ... Once again, the order of the-’s and.’s
don’t change the number of pairs we can form, as long as we don’t connect an
- to a..
Example 3.7. Amore complicated example is helpful to ground our intuition
here. What is E[-4.2]? The independence of - and . and proposition 3.5
tells us E[-4.2] = E[-4]E[.2] =
%2(4) %2(4) = 3!! · 1!! = 3 · 1 = 3. Figure
3.3 shows two possible string expansions of -’s and .’s to help visualize the
pairings.
From our examples we see that we can mash-up the -’s and .’s in any
order as long as our pairings don’t connect any - to a .. Thus, as long as
-’s are connected to -’s and .’s are connected to .’s,
E[-=.<] =
{pairings of {-, -, ..., -︸       ︷︷       ︸
= -’s
, ., ., ..., .︸      ︷︷      ︸
< .’s
}
 - not paired to .}.
(3.4)
We now arrive at Isserlis’ Theorem, also known as Wick’s Formula. Gian-
Carlo Wick was an Italian physicist who developed the formula to reduce
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calculations of the Heisenberg S-Matrix for a system of many subatomic
particle interactions (Wick, 1950). Although it is commonly called Wick’s
Formula, it was first published as a theorem in a paper by Leon Isserlis
in 1918 (Isserlis, 1918). Isserlis was a British statistician who harbored a
long-standing rivalry with Ronald Fisher, a leading biostatician of his day.
Isserlis wrote a critical review of Fisher’s Statistical Methods for Research
Workers, in which Fisher had written: "Little experience is sufficient to show
that the traditional machinery of statistical processes is wholly unsuited to
the needs of practical research. Not only does it take a cannon to shoot a
sparrow, but it misses the sparrow!" (Fisher, 1934; Isserlis, 1926) Of course,
regardless of precisely what these statisticians were fighting about, it seems
that Wick rediscovered Isserlis’ machinery and that it was wholly suited to
the needs of physics research; it was Wick’s formulation that caught on.
Theorem 3.8 (Isserlis’ Theorem aka Wick’s Formula). Let .1 , .2 , ....? be iid
standard Gaussian random variables, and consider -1 , -2 , ..., -= ∈ {.1 , .2 , ....?}.
Then,






In other words, Wick’s Formula says that the mixed moment
E[-1-2 · · · -=] is equal to the sum, over all pairings  of [ = ], of the product
E[-8-9] · · · E[-A-B] determined by the pairs {8 , 9}, ..., {A, B} in .
Proof. The =Cℎ mixed moment E[-1-2 · · · -=] is equal to the number of
pairings of {-1 , -2 , ..., -=} where any .: , 1 ≤ : ≤ A, is paired only with
another .: (this is a generalization of equation 3.4, derived from proposition
3.5). Thus we want a means to tally only the pairings of {-1 , -2 , ..., -=}
where a .: is paired only with another .: .
For any given pair {-8 , -9}, where 1 ≤ 8 , 9 ≤ =, it is clear that -8 = -9
or -8 ≠ -9 . If -8 = -9 , then they are both the same random variable
(one of the .:) and as such, E[-8-9] = E[-28 ] = 1. If -8 ≠ -9 , then they
are not the same random variable. Then by the independence of the .: ,
E[-8-9] = E[-8]E[-9] = 0. Thus for any two -8 , -9 ,
E[-8-9] =
{
1 if -8 = -9
0 if -8 ≠ -9 .
3.2. Wick’s Formula
Let  = {{8 , 9}, ..., {A, B}} be a pairing on [ = ]. Let the indices of the
variables in the product
E[-8-9] · · · E[-A-B]
correspond to the pairs in . Then this product will equal 1 if every .: is
paired only with another .: , and 0 otherwise. Thus the sum of this product
over all pairings will precisely give us the number of pairings where every
.: is paired only with another .: . Thus,






This is the desired formula. 
Example 3.9 (4Cℎ mixed moment). Let .1 , .2 , ..., .? be iid standard Gaussian
random variables, and let -1 , -2 , -3 , -4 ∈ {.1 , .2 , ..., .?}. Recall from
example 3.2 that the pairings of [ 4 ] are
1 = {{1, 2}, {3, 4}},
2 = {{1, 3}, {2, 4}},
3 = {{1, 4}, {2, 3}}.











= E[-1-2]E[-3-4] + E[-1-3]E[-2-4] + E[-1-4]E[-2-3].
Notice that in order to calculate the above sum, we need to know the
expectation of every product of pairs. We know from our proof of Wick’s
Formula that each product will be 0 or 1, so we can glean that the 4Cℎ mixed
moment of some number of standard Gaussian random variables will be at
least 0 and at most 3. However this is as much as we can say without more
information about the -8 .
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In practice, Wick’s Formula reduces calculations of =Cℎ moments to
calculations of second moments. This reduction of higher-order statistics of
random variables to second-order statistics is one of the key ideas from free
probability theory. It enables complicated calculations of massive data, such
as wireless communications (Xia, 2019).
It is (hopefully) immediately apparent that to use Wick’s Formula, we
need a way to verify when -8 = -9 . That is, we must be able to recognize
when the expectation of the product of two random variables is 1 or 0. Up
until nowwehave been developing themachinery thatwill help usworkwith
entries of very large self-adjoint random matrices. As mentioned in chapter
1, there are many classes of random matrices that converge to Wigner’s
semicircle distribution. In particular we are going to prove convergence for
the Gaussian Unitary Ensemble, which have complex entries, so we shall end
this chapter with an adaptation of Wick’s Formula for complex Gaussians.
3.3 Wick’s Formula for Complex Gaussians
In this section, we expandWick’s Formula to a version for complex Gaussian
random variables.





where - and . are independent standard real Gaussian random vari-





Theorem3.11 (Wick’s Formula, complex version). Let/1 , /2 , ..., /A be iid stan-
dard complexGaussian randomvariables. If I1 , I2 , ..., I= ∈
{











 {pairings that connect I8 with I 8 for all 8} .
3.3. Wick’s Formula for Complex Gaussians
Proof. Expectation is a linear operator on random variables with finite expec-
tation (Bain and Engelhardt, 1987), so Wick’s Formula (theorem 3.8) holds
for linear combinations of standard Gaussian random variables. Complex
Gaussian random variables are just linear combinations of real Gaussians,
so we can conclude that Wick’s Formula holds, and






It remains for us to show that this sum over all pairings of [ = ] is precisely
equal to the number of pairings that connect I8 with I 8 for all 8.
Recall that if - and . are iid standard real Gaussians, then
E[-2] = E[.2] = 1 and E[-.] = E[-]E[.] = 0.
Consider /? , /@ ∈
{
/1 , /1 , /2 , /2 , ..., /A , /A
}
where ? ≠ @. Calculating
second mixed moments,
E[(/?)2] = 12 E[-
2 + 82-. − .2]
= 12
(
E[-2] + 82 E[-]E[.] − E[.2]
)
= 12 (1 + 0 − 1) = 0. (3.5)
E[(/?)2] = 12 E[-
2 − 82-. − .2] = 12 (1 − 0 − 1) = 0. (3.6)
E[|/? |2] = E[/?/?] = 12 E[-
2 + .2] = 12 (1 + 1) = 1. (3.7)








) = 0. (3.8)
Thus we see that if I8 , I 9 ∈
{
/1 , /1 , /2 , /2 , ..., /A , /A
}
, then E[I8I 9] = 1 if
and only if I8 and I 9 are conjugates, and 0 otherwise.




1 I 8 = I 9
0 I 8 ≠ I 9 .
Thus, any pairing corresponds to a non-zero product
∏
{8 , 9}∈ E[I8I 9] if and
only if  only connects conjugates. The product will equal 1 and so the sum
in Wick’s Formula over all pairings will equal the number of pairings that
only connect conjugates. 
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The above theorem tells us that, to calculate the expectation of the =Cℎ
mixed moment of complex Gaussian random variables, we can count the
number of pairings of the variables that connect complex conjugates. This
is the fundamental building block for the proof of Wigner’s semicircle law
presented in the next chapter (chapter 4).
Chapter 4
Wigner’s Semicircle Law
In this chapter we prove that the eigenvalues of GUE matrices converge in
expectation to Wigner’s semicircle distribution. We begin with the empirical
spectral distribution of Wigner random matrices (section 4.1). We then
define Wigner’s semicircle distribution and prove its nonzero moments are
the Catalan numbers (section 4.2). In section 4.3 we define the GUE and
apply Wick’s Formula using free probability techniques. In section 4.4 we
define non-crossing pairings and use free probability techniques to prove
lemma 4.12. Finally, in section 4.5 we prove Wigner’s semicircle law for the
GUE (in average) by showing that the expectation of the trace of powers of
GUE matrices converge to the moments of Wigner’s semicircle.
4.1 Empirical Spectral Distribution
In this section we explore the empirical spectral distribution of Wigner
random matrices and claim that the trace of powers of self-adjoint matrices
converge to the distribution of eigenvalues of said matrices.





that is a Wigner random matrix: self-
adjoint, with diagonal and upper triangular entries 8 9 independent and
identically distributed with mean 0. Empirically, we saw in chapter 1 that the
eigenvalues of # , when tabulated in a histogram, seem to move toward the
shape of a semicircle as # gets large. Figure 4.1 summarizes our intuition.
Consider an arbitrary interval [B, C] in which we expect to find occurrences
of eigenvalues. The probability that an eigenvalue  will take a value from
B to C is the number of eigenvalues counted in [B, C] divided by the total
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Figure 4.1 As # gets large, we hypothesize that the eigenvalues of # ap-
proach a distribution. The probability that an eigenvalue will take a value in
the interval [B, C] is given by the area under the curve in the rightmost image.
number of eigenvalues # . Thus, we hypothesize that for some probability
measure ,






Let the following be a characteristic function on an interval [B, C]:
"[B,C](G) =
{
0 if G ∉ [B, C]
1 if G ∈ [B, C].
If we denote the eigenvalues of # (with multiplicity) as 8 , where 1 ≤









The right-hand side above holds for linear combinations of characteristic
functions on [B, C] (Proposition 1.1 in Stein and Shakarchi (2009)). The
left-hand side also is linear, so, for any simple function 5B8<?;4 =
∑"
:=1 2:"[B,C],









Any measurable non-negative function is a monotone limit of simple
functions (theorem 4.1 in Stein and Shakarchi (2009)). So, given any function
5 ≥ 0, there exists a sequence { 5=} of non-negative increasing simple
functions that converge pointwise to 5 . Thus taking the limit as = approaches
infinity of statement 4.3 where the 5= are simple functions, we have












By the Monotone Convergence Theorem (corollary 1.9 in Stein and


















We shall prove this final statement to be true (in average) when  is
Wigner’s semicircle distribution. The chain of equivalencies just established
means that statement 4.6 is equivalent to statement 4.1 taken over all intervals.
This is precisely the probability distribution of eigenvalues of # as # →∞.
Definition 4.1. Let 1√
#
# be a normalized Wigner random matrix
with eigenvalues 1 ,2 , ...,# written with multiplicity. Denote the












The ESD is a probability measure; it is the distribution of the normalized
eigenvalues of # . But, if we consider the set of matrices in an ensemble of
Wigner matrices, the ESD becomes a random variable - taking values in the
space of probability measures!
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for any continuous bounded function 5 .
The above definition says that the expected value of a random variable
(or a function of a random variable) with respect to the ESD converges
to the expected value with respect to the limit measure . This notion of
convergence is described as weak ((Kirsch and Kriecherbauer, 2016; Speicher,
2019)), but concentration phenomena makes it stronger. In Topics in Random
Matrix Theory, Terrence Tao says of concentration phenomena: "...it is difficult
for a large number of independent variables -1 , ..., -= to ’work together’ to
simultaneously pull a sum -1 + · · · + -= or a more general combination
(-1 , ..., -=) too far away from its mean. Independence here is the key;
concentration ofmeasure results typically fail if the-8 are to highly correlated
with each other" (Tao, 2012). Tao’s explanation helps intuitively explain why
convergence in expectation is a strong form of convergence (almost surely)
when dealing with sufficiently large numbers of independent variables. It is
outside the scope of this paper to explore concentration phenomena more
deeply, but we do rely upon this intuition to lend a sense of strength to our
proof.














) is called the normalized trace.
Proof. Since # is self-adjoint, # = **∗ where * is an # × # unitary










where 1 ,2 , ...# are the eigenvalues of # . Then, =# = (**∗)= =















8=1 8 = Tr(=) = Tr(*#*∗) = Tr(=# ) (by invariance of the trace
under unitary transform, proposition 2.7). It then follows that 1#
∑#
8=1 8 is
the normalized trace tr(=
#
). 





Thus showing the above statement to be true in expectation is equivalent
to showing that the ESD  1√
#
#
converges in expectation to the semicircle
distribution , , by definition 4.2.
Example 4.4. In the convergence of symmetric signed Bernoulli random
matrices, the matrices were scaled by 1√
#








where the 08 9 = ±1 and 08 9 = 0 98 ,














































So the scaling factor 1√
#
results in the trace of the second power matrix
equal to 1. The choice of scaling factor ensures that the eigenvaluedistribution
of the signed Bernoulli ensemble converges for the second moment. We will
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see next that the second moment of the semicircle distribution is indeed
equal to 1.
4.2 Wigner’s Semicircle Distribution
In this section we define Wigner’s semicircle as a probability measure ,
and prove that the nonzero moments of , are the Catalan numbers.
Definition 4.5. Wigner’s semicircle distribution is the probability mea-






We can verify that , (G) is indeed a probability density by checking that

















































4 − G2 dG:









































−2 (G), dG = 1 which means it is a valid pdf.
A probability distribution on a bounded interval is uniquely determined
by its moments (Chung and Zhong, 2001). In light of the fact that the
semicircle has compact (i.e., bounded) support, we have motivation to
investigate its moments as a means to identify it.
Lemma 4.6. The Catalan numbers uniquely determine Wigner’s semicircle distri-





: , = = 2: even.
Proof. The semicircle distribution is symmetric about 0, so its odd moments
are 0. Denote "= as the =Cℎ moment of the semicircle. To compute the














sin2:  cos2  d
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Substituting "2: where it appears:













sin2:  sin2  d.
Using trig identity sin2  = 1 − cos2 :












sin2:  cos2  d






sin2:  d −"2:





























2B−1  sin2C−1  d = Γ(B)Γ(C)2Γ(B+C) ,
where Γ is the gamma function. Since sin2:  is an even function about 0, we
can double the reduction formula for the limits −2 to 2 . Letting B = 12






Γ(12 )Γ(: + 12 )
Γ(: + 1)
4.3. The Gaussian Unitary Ensemble




















































This final expression is the closed form of the Catalan number recursion.
Thus the =Cℎ moment of the semicircle for = = 2: even is the Catalan number
: . This completes the proof. 
Note. The semicircle distribution is uniquely determined by its moments,
given by the sequence {"=} where "= = 0 when = is odd, and "= =
: when = = 2: is even. In other words we have that the moments of
the semicircle are the Catalan number sequence interjected with zeros:
0, 1, 0, 1, 0, 2, 0, 5, 0, 14, ... Thus any probability distribution with moments
given by {"=} will be Wigner’s semicircle distribution.
4.3 The Gaussian Unitary Ensemble
In this section we define the GUE. We then develop the technique, from free
probability, of using Wick’s Formula for complex Gaussians (theorem 3.11)
to calculate mixed moments of entries from a GUE matrix.
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Definition 4.7 (GUE). The Gaussian Unitary Ensemble is the set of all
random Gaussian matrices # with the following properties:






(ii) # is self-adjoint: 08 9 = 08 9 for all 8 , 9.
(iii) The upper triangular matrix are independent random variables,
i.e., the 08 9 are independent when 8 ≥ 9.
(iv) The 08 9 are standard real Gaussians when 8 = 9 and standard
complex Gaussians when 8 ≠ 9.
Property (iv) results from the requirement that # be self-adjoint, so the
diagonal entries must be their own complex conjugates. The scaling factor
1√
#
is chosen to ensure convergence.





.34 .69 + 1.28 −.43 + 8
.69 − 1.28 −.31 .04 − .878
−.43 − 8 .04 + .878 .06
ª®®¬
We observed spectral convergence in largematrices from the GUE in example
1.2.
4.3.1 A Free Probability Approach to Calculating Moments
Let # be an # ×# matrix from the GUE. To calculate the mixed moment of
any = entries from # , we can use Wick’s Formula for complex Gaussians.
Letting the entries of # be written as 08: 9: where 1 ≤ 8: , 9: ≤ # and
1 ≤ : ≤ =,





E[08: 9: 08; 9; ]. (4.8)
4.3. The Gaussian Unitary Ensemble
Notice that this formula allows for all possible indices of the matrix. For any
2 entries, then, and from our proof of Wick’s Formula in which we found
the expectation of second moments of complex Gaussians,
E[08: 9: 08; 9; ] =
{
1 if 08: 9: and 08; 9; are conjugates
0 if 08: 9: and 08; 9; are not conjugates.
Since we know which entries in the GUE are conjugates (symmetric entries),
we can rephrase this as
E[08: 9: 08; 9; ] =
{
1 if 8: = 9; and 9: = 8;
0 if 8: ≠ 9; or 9: ≠ 8; .
We can shorthand the notation further,
E[08: 9: 08; 9; ] = 8: 9; 9: 8; , (4.9)
where 8 9 is defined as
8 9 =
{
1 if 8 = 9
0 if 8 ≠ 9.
Example 4.9. Calculate the fourth mixed moment of any 4 entries from # ,
a matrix from the GUE. We want to find
E[081 91082 92083 93084 94],
where 1 ≤ 81 , 91 , ..., 84 , 94 ≤ # . We know that |%2(4)| = 3 pairings (see figure
3.1). They are
1 = {{1, 2}, {3, 4}},
2 = {{1, 3}, {2, 4}},
3 = {{1, 4}, {2, 3}}.
For each pairing, calculate the associated product fromWick’s Formula:
1 : E[081 91082 92]E[083 93084 94] = 81 92 91 8283 94 93 84 ,
2 : E[081 91083 93]E[082 92084 94] = 81 93 91 8382 94 92 84 ,
3 : E[081 91084 94]E[082 92083 93] = 81 94 91 8482 93 92 83 .
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Then Wick’s Formula gives us





E[08: 9: 08; 9; ]
= 81 92 91 8283 94 93 84 + 81 93 91 8382 94 92 84 + 81 94 91 8482 93 92 83 .
This sum will depend on the indices chosen. For example,
E[011011023032] = 11112233 + 13121213 + 12131312
= (1)(1)(1)(1) + (0)(0)(0)(0) + (0)(0)(0)(0)
= 1,
and
E[012012021021] = 12212112 + 11221122 + 11221122




Figure 4.2 shows the pairings of %2(4) once more. Notice that 2 has a
"crossing" pairing, shown in red - there is no way to draw a block (in the
plane) from 2 to 4 without crossing the block from 1 to 3. The blocks in 1
and 3 do not cross. We say that 1 and 3 are non-crossing pairings.
The visualization of crossing and non-crossing blocks, drawn in the
plane, depends upon a particular ordering of [ = ], which we will always
assume to be the natural ordering of the integers. A formal definition of
non-crossing pairings follows.
Definition 4.10. A pairing  ∈ %2(=) is called non-crossing if there are
no elements {8 , :} and { 9 , ;} in  such that if 8 < : and 9 < ;, then
8 < 9 < : < ;.
4.4. Non-Crossing Pairings
Figure 4.2 Block diagram representation of the three pairings in %2(4).
Blocks that cannot be drawn without crossing occur in 2, their intersection
shown in red. Recall, the subscripts on , such as tt, are visual encodings
of the blocks in . They can be used to quickly assess if  is crossing or non-
crossing.
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We denote the set of non-crossing pairings, a subset of %2(=), as
#2(=) := { ∈ %2(=)
  is non-crossing}.
Remark 4.11. Non-crossing pairings have a recursive structure. If  ∈
#2(2:) then the first pair must be of the form {; , 2;} and the remaining
pairs can only pair within {2, 3, ..., 2; − 1} or within {2; + 1, 2; + 2, ..., 2:}. If
we remove the first pair, the result is a pairing′ ∈ #2(2:−2). If we remove
the first pair of this new pairing, we will again have a non-crossing pairing.
If we continue in this way, it is certain that we will find at least one pair
consisting of neighbors, i.e., {8 , 8+1} is a pair for at least one 8 ∈ [ 2: ]. Figure
4.3 shows the iterative steps of removing pairs from a pairing in #2(8).
Iterative removal of pairs of non-crossing pairings will always reduce to { }.
We can likewise use this iterative process in reverse to identify a pairing as
crossing or non-crossing. For any  ∈ %2(2:), if there is a pair of neighbors
such that {8 , 8 + 1} is a pair, we can remove this pair and we will have a
pairing ′ ∈ %2(2: − 2). If we continue to find pairs of neighbors and remove
them until arriving at { }, then we know that  is a non-crossing pairing.
However, if we arrive at a non-empty step where no pair of neighbors exists,
then  is a crossing pairing.
As = gets large, it will prove useful to encode pairings of [ = ] as permu-
tations of the symmetric group (= . We introduce the following notation:
Notation. Let  = {{8 , 9}, {:, ;}, ..., {A, B}} be a pairing in %2(=). Identify
the pairing  with a permutation  on (= if  has cycle decomposition
 = (8 9)(: ;) · · · (A B).
Notation. For a permutation , denote # as the number of cycles in the cycle
decomposition of .
This chapter began with the empirical spectral distribution of Wigner
matrices and lemma 4.3, which now motivates our approach. Let # be a





(this is a restatement of 4.7.) We will prove that this convergence occurs in
expectation, or average, with the help of this final lemma:
4.4. Non-Crossing Pairings
Figure 4.3 Iterative removal of pairs from a pairing in #2(8)
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Lemma 4.12. Let # be an # × # Gaussian random matrix from the GUE. Let
 = (1 2 3 ... =) be the permutation of [ = ] sending 8 to 8 + 1. Furthermore, let







Furthermore, when = = 2: is an even natural number,
(i) # − =2 − 1 ≤ 0 for all  ∈ %2(=).
(ii) # − =2 − 1 = 0 if and only if  ∈ #2(=).
It is helpful, before proving lemma 4.12, to calculate the first few matrix
powers.
Example 4.13. Calculate E[tr(2
#
)]. Matrix multiplication of # × # gives
us a matrix 2
#
with diagonal entries 1√
#
2 08 90 98 , 1 ≤ 8 , 9 ≤ # . The trace of










































)] is the Catalan number 1.
4.4. Non-Crossing Pairings
Example 4.14. Calculate E[tr(4
#
)]. Matrix multiplication dictates that 4
#
is a matrix with diagonal entries 1√
#
4 08 90 9:0:;0;8 , 1 ≤ 8 , 9 , :, ; ≤ # . The





















8 , 9 ,:,;=1
E[08 90 9:0:;0;8]. (4.10)
Using Wick’s formula we can calculate E[08 90 9:0:;0;8]. We know there are 3
pairings in %2(4). Wick’s formula gives us
E[08 90 9:0:;0;8] = E1[08 90 9:0:;0;8]
+ E2[08 90 9:0:;0;8]
+ E3[08 90 9:0:;0;8],
where E[08 90 9:0:;0;8] is the product over all pairs of the 08 9 given by .
Consider the visual diagram of 1 in figure 4.2. It tells us to connect 08 9 to 0 9:
in one pair, and 0:; to 0;8 in another pair. The pairs will only have a non-zero
expectation if they are complex conjugates, which means that they must be
mirrored entries (since # is in the GUE). A similar approach guides the
calculation of E2 and E3 , giving us
E1[08 90 9:0:;0;8] = E[08 90 9:]E[0:;0;8] =
{
1 if 8 = :
0 if 8 ≠ :,
E2[08 90 9:0:;0;8] = E[08 90:;]E[0 9:0;8] =
{
1 if 8 = 9 = : = ;
0 else,
E3[08 90 9:0:;0;8] = E[08 90;8]E[0 9:0:;] =
{
1 if 9 = ;
0 if 9 ≠ ;.
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8 , 9 ,:,;=1
(



















#3 + 1 + #3
)
= 2 + 1
#2
.
This value is for finite matrices # , but if we take the limit as # −→ ∞, we
have E[tr(4
#
)] = 2 = 2.
Proof of lemma 4.12. Beginning with the expectation of the normalized trace

























































E[08: 8:+108; 8;+1], (4.14)
where the subindices are modulo =, so that 1 ≤ :, ; ≤ = and 8=+1 = 81.
Also since : and ; are determined by pairings of [ = ], we also have : ≠ ;.



















8: 8;+18:+1 8; (4.15)
4.4. Non-Crossing Pairings
Identify each pairing  with a permutation  so that for every {:, ;} ∈ , we





















Let  = (1 2 3 ... =) be the permutation of (= sending 1 ↦→ 2, 2 ↦→ 3, etc.



















8: 8(:) . (4.17)
The finite sums are interchangeable, so we’ll bring the summation over
 ∈ %2(=) to the leftmost side, bringing us by way of the equalities from 4.11



















8: 8(:) . (4.18)
Let  be given, identified with permutation . Consider the = summations










8: 8(:) . (4.19)
The sums in equation 4.19 are interchangeable, and factors of the product
commute, so we can free ourselves from any particular ordering of the sums.









8G1 8(G1)8G2 8(G2) · · · 8G= 8(G= ) . (4.20)
Let (G1 G2 · · · G<) be any <-cycle of , 1 ≤ < ≤ =. Then the product
8G1 8(G1)8G2 8(G2) · · · 8G< 8(G< ) = 8G1 8G2 8G2 8G3 · · · 8G< 8G1 = 1
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if and only if G1 = G2 = · · · = G< . We can then reduce equation 4.20, since the










8G1 8G1 8G<+1 8(G<+1) · · · 8G= 8(G= ) (4.21)
Since (G1 G2 · · · G<)was an arbitrary cycle of , it is clear that the collective
factors determined by any cycle of  can be reduced to a single summation
and factor (in red above). Let ? be the number of cycles in . Then this







8G1 8G1 · · · 8G? 8G? . (4.22)
















1 = #? = ## (4.23)
Thus we have calculated the summations over all indices for a single pairing
















This is precisely the desired formula.
To prove the second part of the lemma, let = = 2: be an even number.
Let  ∈ %2(=) and identify  with permutation . If  contains a pair of
neighbors, i.e., if {8 , 8 + 1} is a pair in , then  behaves the following way
on 8 and 8 + 1:
(8) = 8 + 2
(8 + 1) = 8 + 1
So the cycle decomposition of  contains the cycle (8 + 1) and at least one
other cycle containing 8 and 8+2, i.e., a cycle of the form (· · · 8 8+2 · · ·).
4.4. Non-Crossing Pairings
Note: The concept of neighbors extends to the pair {8 , =}, since we are modulo =.
Imagining the points laid out in a circle in the plane can help visualize this. The
converse is true as well: if (8 + 1) = 8 + 1, then since (8) = 8 + 1, it must be
the case that (8 + 1) = 8. Since  is entirely decomposed into transpositions,
it must be that (8 8 + 1) is a cycle of , corresponding to {8 , 8 + 1} in .
Suppose the cycle decomposition of  contains a 1-cycle (8 + 1). Then
{8 , 8 + 1} is a pair of neighbors in . Then we can remove the pair {8 , 8 + 1}
from  and relabel the vertices to arrive at a new pairing, ′ (remark 4.11
explains this process in detail). The new pairing ′ is a pairing on %2(= − 2)
identified with permutation ′. The permutation ′ has one less cycle than
, namely the cycle (8 + 1), and the cycle (· · · 8 8 + 2 · · ·) no longer
contains 8. Then,
#′ − = − 22 − 1
= (# − 1) − =2 + 1 − 1
= # − =2 − 1.
So the exponent in formula 4.24 remains the same for ′. If  is non-crossing,
we can iterate this process until we arrive at ̃, a pairing of %2(2). Since there
is only one pair in ̃, it must be the case that ̃ = (1 2)(1 2) = (1)(2). Thus
#̃ = 2, and we have
# − =2 − 1
= #′ − = − 22 − 1




= #̃ − 22 − 1
= 2 − 1 − 1 = 0.
Notice that this expression was 0 all along, since the value of the exponent
did not change with each iteration. This proves the converse implication of
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(ii): if  ∈ #2(=), then # − =2 − 1 = 0. To prove the forward direction of
(ii) and (i), we need to show that if  is a crossing pairing, then # − =2 − 1
is strictly less than 0.
Suppose  is crossing. If there is a pair of neighbors in , then there will
be a 1-cycle in . We can remove this pair and any subsequent pairs as
we did with the non-crossing pairing, but at some point we will arrive at ̃,
a pairing on [ =̃ ], that has no pairs of neighbors (see remark 4.11 for more
detail). Then, the following equalities will exist:
# − =2 − 1
= #′ − = − 22 − 1




= #̃ − =̃2 − 1.
Since ̃ has no pair of the form {8 , 8 + 1}, it must be the case that ̃ has
no 1-cycle (established above). Therefore each cycle of ̃ is at the least a
2-cycle; therefore there are at most =̃2 cycles in ̃. This implies
# − =2 − 1 = #̃ −
=̃
2 − 1 ≤ −1 < 0.
This proves (i) and (ii).

4.5 Wigner’s Semicircle Law for the GUE, in average
Theorem 4.15 (Wigner’s Semicircle Law for the GUE, in average). Let #
be an # × # Gaussian random matrix from the GUE. Then the spectrum of #














4 − G2 dG. (4.25)
4.5. Wigner’s Semicircle Law for the GUE, in average
Proof. Lemma 4.3 allows us to use CA(=
#






which was shown in statements 4.1 through 4.6 to have the property that,





converges to a limit as # −→ ∞, the limit is the
=Cℎ moment of a probability measure . Thus by showing convergence in
expectation of CA(=
#
) to the moments of Wigner’s semicircle distribution
, , we establish that the spectrum of # converges in expectation to , .
Lemma 4.6 tells us that the =Cℎ moment of Wigner’s semicircle is equal
to the :Cℎ Catalan number for = = 2: even and 0 for = odd. Thus, in order to










: = = 2: even.
(4.26)










: = = 2: even.
(4.27)
There are no pairings on %2(=) for = odd, therefore certainly lim#→∞ 0 = 0.
For = even, we can break our sum by separating the pairings  into the set of




















By lemma 4.12, the exponent # − =2 − 1 equals 0 if  is non-crossing, and
is strictly less than 0 if  is crossing. Therefore, the first sum goes to 0 in the















Thus the limit as # −→ ∞ of the expectation of the trace of the =Cℎ power
matrix is independent of # . We must now count the number of pairings
 in #2(=) where = = 2:. Denote ##2(2:) = 3: . We count 3: using the
recursive structure of non-crossing pairings.
Let  be a pairing of #2(2:) and identify the first pair in , i.e.,
{1, <}. Notice that 1 must be paired with an even number < because
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Figure 4.4 A pairing  ∈ #2(2:). The first pair can be described as {1, 2;}
for 1 ≤ ; ≤ :. The pairing on the set {2, 3, ..., 2; − 1} is also non-crossing and
is labeled 0. The pairing on the set {2; + 1, ..., 2:} is also non-crossing and is
labeled 1.
 is non-crossing, so the pairs on {2, 3, ..., < − 1} must be non-crossing,
meaning there must be an even number of points in the set. Denote the
pairing on {2, 3, ..., < − 1} as 0. The same must also be true for the set
{< + 1, ..., 2:}. Denote the pairing on this set as 1. Thus < = 2; where








. Figure 4.4 shows
the decomposition visually.
Then ##2(2:) is equal to the number of ways to make a pairing of





3;−13:−; , : ≥ 1.
The number of ways to make a pairing of [ 0 ] is 1 (since there is no pairing),
so set 30 = 1. This initial value and the recursion above precisely defines the
Catalan numbers by proposition 2.1. Thus equation 4.26 is proved, proving




The proof presented in chapter 4 fundamentally rests upon the structure
of the diagonal entries of powers of matrices, which is determined by the
algorithmic process of matrix multiplication. Because of the invariance
of the trace under unitary transform, the GUE allows us to glimpse the
combinatorial activity taking place when we raise eigenvalues of a GUE
matrix to a power. Wick’s Formula takes the expectation of the 8 9Cℎ entry
of a GUE matrix =
#
and reduces the sums of products of that entry to 1’s
and 0’s. Summed over the entire diagonal, we find a recursive pattern: the
expectation of the normalized trace of =
#
, for = odd, is 0; for = = 2: even, it
is the :Cℎ Catalan number. Since the Catalan numbers uniquely determine
Wigner’s semicircle distribution (lemma 4.6), any distribution with moments
0, 1, 0, 1, 0, 2, 0, 5, 0, 14, ...will beWigner’s semicircle, and vice versa. Analytic
methods to prove convergence to Wigner’s semicircle for the GUE as well as
other ensembles do not use combinatorial arguments; nonetheless, it can
be sure that there is a recursive structure behind the scenes, by the fact of
Wigner’s semicircle. In summary, the fact that numerous matrix ensembles
exhibit convergence to Wigner’s semicircle tell us something about all of
these matrices: there is a recursive structure at play in the progression of
the moments of their spectra distributions.
Possible future work on this topic might include an investigation of
connections between Wigner’s semicircle law and the arcsine distribution of
last return times for random walks (credited to Andersen (1953)). Haia and
Petz’s textbook The semicircle law, free random variables, and entropy includes
an exploration of the arcsine distribution that could be a launching point for




This code generates random matrices of size N of the following types:
1. Symmetric signed Bernoulli random variables
2. Gaussian Unitary Ensemble
1.  Symmetric signed Bernoulli ensemble (entries of +/- 1)
Where we generate a series of NxN self-adjoint random matrices with entries drawn from +/- 1.
% Uncomment the following function and save as a separate Matlab file
% named 'makeplusminusones.m'
% *******************************************************************
% function [A] = makeplusminusones(N)
% % Generates a self-adjoint NxN Random Matrix with entries +/- 1 independent
% % random variables (drawn from uniform distribution). Input is the size of
% % the square matrix.  Each entry has probability 1/2 of being 1, up to
% % symmetry.
% 
% % Generate NxN matrix with entries random variables from a uniform
% % distribution on [0,1]: 
%  R = rand(N);
%  
% % Convert into our desired matrix with entries from +/- 1:
%  for i = 1:N
%      for j = 1:N
%          if R(i,j) < .5
%              R(i,j) = 1;
%          else
%              R(i,j) = -1;
%          end
%      end
%  end
%  
% % Take the upper triangular matrix:
%  A = triu(R);
%  A = A - diag(diag(A)) + A';
% end
Sample 4x4 matrix from symmetric signed Bernoulli ensemble:
sample = makeplusminusones(4)
sample = 4×4
     1    -1     1    -1
    -1     1    -1     1
     1    -1    -1    -1
    -1     1    -1     1
Eigenvalue distributions
Now let's plot the eigenvalue distribution as N gets large:
1
Compare the histograms of two random 8x8 matrices:



















axis([-2.5 2.5 0 .05],'square')
subplot(1,2,2);
histogram(EB,nbins,'Normalization','pdf');
axis([-2.5 2.5 0 .05],'square')
2
Compare the histograms of two random 100x100 matrices:























axis([-2.5 2.5 0 .1],'square')
Compare the histograms of two random 1000x1000 matrices:























axis([-2.5 2.5 0 .1],'square')
2.  Gaussian Unitary Ensemble (GUE)
Where we generate a series of NxN self-adjoint random matrices from the GUE.
% Uncomment the following function and save as a separate Matlab file
% named 'makeGUE.m'
% *******************************************************************
% function [A] = makeGUE(N)
% % Generate symmetric NxN matrix, self-adjoint, with complex entries from
% % standard Gaussian distribution. N is the size of the square matrix.
% 
% % Generate a real symmetric matrix:
%  R = triu(randn(N));
%  R = (R - diag(diag(R)) + R');
%  
% % For the imaginary parts, a matrix with 0's on the diagonal and the lower
% % triangular matrix the negative of the upper triangular (so we can
% % populate the lower triangular matrix with complex conjugates):
%  Z = triu(randn(N));
%  Z = Z - diag(diag(Z));
%  Z = Z - Z';
%  
% % Empty matrix to build our matrix:
%  A = zeros(N);
5
%  
% % Populate with complex r.v.'s:
%  for i = 1:N
%      for j = 1:N
%          A(i,j) = complex(R(i,j),Z(i,j));   




Sample 4x4 matrix from the GUE:
sample = makeGUE(4)
sample = 4×4 complex
  -0.8723 + 0.0000i   1.6536 + 2.8693i   0.3879 + 0.1299i  -0.2119 - 1.6728i
   1.6536 - 2.8693i   1.8376 + 0.0000i   0.9148 - 0.7172i  -0.7866 + 1.7858i
   0.3879 - 0.1299i   0.9148 + 0.7172i  -0.0160 + 0.0000i   1.3532 - 0.4342i
  -0.2119 + 1.6728i  -0.7866 - 1.7858i   1.3532 + 0.4342i   0.1753 + 0.0000i
Eigenvalue distributions
Now let's plot the eigenvalue distribution as N gets large:
Compare the histograms of two random 8x8 matrices:



















axis([-3.5 3.5 0 .05],'square')
subplot(1,2,2);
histogram(EB,nbins,'Normalization','pdf');
axis([-3.5 3.5 0 .05],'square')
6
Compare the histograms of two random 100x100 matrices:























axis([-3.5 3.5 0 .1],'square')
Compare the histograms of two random 1000x1000 matrices:























axis([-3.5 3.5 0 .1],'square')
9
Bibliography
Andersen, Erik Sparre. 1953. On sums of symmetrically dependent random
variables. Scandinavian Actuarial Journal 1953(sup1):123–138.
Athreya, Krishna B., and S. N. Lahiri. 2006. Measure Theory and Probability
Theory. Springer Texts in Statistics, Springer.
Bain, Lee J, and Max Engelhardt. 1987. Introduction to probability and
mathematical statistics. Brooks/Cole.
Callan, David. 2009. A combinatorial survey of identities for the double
factorial 0906.1317.
Catalan, Eugene. 1838. Note sur une équation aux différences finies. Journal
de mathématiques pures et appliquées 3:508–516.
Chung, Kai Lai, and Kailai Zhong. 2001. A course in probability theory.
Academic press.
Fisher, Ronald Aylmer. 1934. Statistical methods for research workers.
Statistical methods for research workers (5th Ed).
Hiai, Fumio, and Dénes Petz. 2000. The semicircle law, free random variables
and entropy. 77, American Mathematical Soc.
Isserlis, Leon. 1918. On a formula for the product-moment coefficient of
any order of a normal frequency distribution in any number of variables.
Biometrika 12(1/2):134–139.
———. 1926. Review of statistical methods for research workers, R. A.
Fisher. Journal of the Royal Statistical Society 89(1):144–145. doi:https:
//doi.org/10.1111/j.2397-2335.1926.tb01837.x.
Bibliography
Kirsch, Werner, and Thomas Kriecherbauer. 2016. Sixty years of moments
for random matrices. arXiv preprint arXiv:161206725 .
Mehta, Madan Lal. 2004. Random matrices. Elsevier.
Mingo, James A., and Roland Speicher. 2017. Free Probability and Random
Matrices, Fields Institute Monographs, vol. 35. SpringerNewYork. doi:10.1007/
978-1-4939-6942-5. URL http://link.springer.com/10.1007/978-1-4939-6942-5.
O’Connor, J. J., and E. F. Robertson. 2012. Eugène charles catalan. Available
at https://mathshistory.st-andrews.ac.uk/Biographies/Catalan/ (2020-11-17).
Penn, Michael. 2020. Catalan numbers, generating function and closed
form. Available at https://www.youtube.com/watch?v=n6uYe_DmYe8 (Ac-
cessed 2020-12-24).
ProfOmarMath. 2020. Catalan Numbers Part I: Counting Triangulations
(Part II w/ Michael Penn). Available at https://www.youtube.com/watch?v=
LwqxXLwoenE (Accessed 2020-12-24).
Speicher, Roland. 2020. Lecture Notes on "Random Matrices". URL http:
//arxiv.org/abs/2009.05157. 2009.05157.
Speicher, Ronald. 2019. Random matrices (video lecture series). Avail-
able at https://www.math.uni-sb.de/ag/speicher/web_video/zmws1920/zm_
ws1920.html (Accessed 2020-12-22).
Stanley, Richard P. 1986. Enumerative combinatorics volume 2. Cambridge
Studies in Advanced Mathematics 62.
———. 2011. Enumerative Combinatorics Volume 1 second edition. Cam-
bridge studies in advanced mathematics .
Stein, Elias M, and Rami Shakarchi. 2009. Real analysis: measure theory,
integration, and Hilbert spaces. Princeton University Press.
Tao, Terence. 2012. Topics in random matrix theory, vol. 132. American
Mathematical Soc.




Voiculescu, Dan. 1987. Dual algebraic structures on operator algebras
related to free products. Journal of Operator Theory 85–98.
Wick, G. C. 1950. The evaluation of the collisionmatrix. Phys Rev 80:268–272.
doi:10.1103/PhysRev.80.268. URL https://link.aps.org/doi/10.1103/PhysRev.
80.268.
Wigner, Eugene P. 1955. Characteristic vectors of bordered matrices with
infinite dimensions. Annals of Mathematics 62(3):548–564. URL http://www.
jstor.org/stable/1970079.
Wigner, Eugene P. 1958. On the distribution of the roots of certain symmetric
matrices. Annals of Mathematics 325–327.
Wikipedia. 2020. Catalan Number. Available at https://https://en.wikipedia.
org/wiki/Catalan_number (Accessed 2020-11-24).
Xia, Xiang-Gen. 2019. A Simple Introduction to Free Probability Theory and
its Application to Random Matrices. URL http://arxiv.org/abs/1902.10763.
1902.10763.
