Plasma actuators consist of two electrodes separated by a dielectric material. The electrodes are offset, with one electrode exposed to the air and the other embedded in the dielectric material as shown in Figure 1 .
When a high voltage alternating current is applied to the electrodes, the air above the insulated electrode ionizes, beginning at the edge of the exposed electrode and spreading across the insulated electrode. The extent to which the plasma field covers the insulated electrode increases and decreases with the rising and falling voltage. The ionized region produces a "body force", which induces motion in the surrounding air 2 . The Notre Dame model may best be described as phenomenological. While this model does not simulate the creation and motion of ions in the plasma field, it does a credible job generating force fields that induce the type of motion observed in plasma actuator experiments. Instead of simulating the plasma field, this model represents the region over the insulated electrode as a set of parallel electronic circuits, such as the one shown in Figure 2 , distributed along the insulated electrode. The circuit capacitances and resistances are derived from both experimentally determined and inferred electrical properties of air. The individual circuits are activated when the voltage difference between the exposed and insulated electrodes exceeds a critical threshold.
In this way the advance and retreat of the plasma field is simulated as the applied voltage oscillates. The remainder of this report will describe the solution algorithms employed in the two-dimensional Navier-Stokes flow solver with the integrated plasma actuator model. Several example solutions will be presented to demonstrate the flow solver's capability.
TECHNICAL APPROACH
The flow solver developed in this effort solves the Navier-Stokes equations of fluid motion using simple numerical algorithms. Although solution times could be reduced by using more complicated solution techniques, simple algorithms were chosen in order to reduce the effort required to understand the code well enough to perform modifications.
Since the purpose of this research effort was to study the effects of plasma actuators on air flows, extraordinarily high solution fidelity was not a requirement. The flow solver was only required to produce solutions of sufficient fidelity that the effects of the plasma actuator on the flowfield could be studied.
In this finite-volume flow solver, the spatially varying terms are discretized using central differencing 4 stabilized with flux-limiting numerical dissipation 5 . Turbulent terms are computed using the so-called "detached eddy simulation" version of the Spalart-Allmaras turbulence model 6 . Temporal integration is performed using the dual-time stepping algorithm 7 . The plasma actuator is simulated using the Notre Dame model 2, 8 .
Equations of Fluid Motion
The two-dimensional Navier-Stokes equations of fluid motion in conservation law form, accounting for body forces, are
where Q, E * , F * , G * , and S are vectors: The gas properties appearing in Eqs (3)- (4) Two equations of state can be used to relate the fluid properties:
Finite Volume Formulation
The Navier-Stokes equations are solved using a cell-centered finite volume (FV) formulation. In the FV scheme, the domain of interest is subdivided into small control volumes, or cells. A portion of a twodimensional computational grid is shown in Figure 3 . The details of this diagram will be explained in the following discussion.
Figure 3: A Portion of a Two-Dimensional Computational Grid
The fluid properties are assumed to be constant throughout a particular grid cell at any time during the solution process. Temporal changes in the cell fluid properties are determined by tracking the flux of the fluid properties across the cell boundaries. Eq (1) can be expressed as
Treating the fluid properties within a cell as constant and integrating Eq (6) over the cell volume V yields
where (•) indicates a discrete change in the indicated quantity. Gauss' theorem can be used to convert the volume integral of Eq (7) into a surface integral:
In Eq (8) the summation is over the bounding faces of the cell, which number N f . A N is the area of bounding face N, and ĵ n in n y x N is an outward directed unit vector normal to face N (see Figure 1 ).
The inviscid and viscous terms can be treated separately:
where the inviscid and viscous residuals are
Central Differencing
In the central difference scheme, Eq (10) can be written (12) where
In Eq (13) 
Here, (•) represents the property (e.g. T) to be differentiated.
The coefficient of viscosity is calculated from Sutherland's law The coefficient of thermal conductivity is calculated from
where is the ratio of specific heats (1.4 for air), R is the gas constant (287 m 2 /s 2 ºK for air), and Pr is the laminar Prandtl number (0.72 for air).
The velocity and temperature gradient terms are calculated for each cell using Eqs (15). Then the viscous residual term can be calculated using Eq (11) where, for example
Artificial Dissipation
Flow solutions calculated using central difference spatial discretization schemes sometimes exhibit a numerical phenomenon known as odd-even decoupling, in which alternating grid points converge to different solutions. In order to stabilize the calculations when solving the Euler or Navier-Stokes equations using a central difference scheme, it is often necessary to add a dissipative term to the FV integral. The numerical dissipation scheme of Yoon and Kwak 5 is used here. This scheme provides stabilizing background dissipation to the central difference discretization, and employs flux limiters to smooth out numerical dispersion around sharp gradients such as shocks.
At each cell interface a dissipative term is added to the flux. At a cell interface in the i-direction of a structured grid, for example, the dissipative term is
In Eq (20), the (•) i+1/2 terms are evaluated at the cell faces and the (•) i terms are evaluated at the cell centers. The coefficient is:
where 0 provides a threshold dissipation and 1 ensures adequate dissipation in the vicinity of a shock. A i+1/2 is the cell face area and i+1/2 is a "pressure switch" that becomes large in the vicinity of a shock: 
where V is a cell volume, C is the speed of sound in the cell, A x and A y are the projected areas of the cell in the x-and y-directions. Multistage Runge-Kutta integration allows the time restriction to be relaxed, so the time step calculated using Eq (31) can be multiplied by a factor CFL 1.
Accelerating Convergence
Convergence to a steady state solution can be accelerated using local time-stepping and implicit residual smoothing during the Runge-Kutta integration 
Effective values of the weighting factor range from 0.5 to 0.8. In Reference 11, the authors reported a doubling of the allowable time step for Euler solutions on unstructured grids by using two Jacobi iterations per Runge-Kutta stage with = 0.5.
Dual Time-Stepping
Dual time-stepping (DTS) is an implicit time integration scheme 7 . In DTS, the spatial terms of Eq (6) are discretized at time n+1, rather than at time n, and the temporal term is discretized with a three-point backward difference, resulting in the following variation of Eq (9): The following equation results:
Eq (37) can be solved using the explicit Runge-Kutta scheme of Eq (29) 
Turbulence Model
Inclusion of a turbulence model was not originally planned by the MNAC researchers because turbulence was not expected to play a significant role in the flows to be investigated. However, as the code was being evaluated against standard CFD code validation cases, it became apparent that unsteady, separated flowfields were developing in laminar solutions of test cases that were known not to exhibit such behavior. It was decided to incorporate a turbulence model into the flow solver to ensure that the code would produce separated flows only in those cases where it could reasonably be expected to occur.
Turbulent terms are computed using a variation of the Spalart-Allmaras one-equation turbulence model. The Spalart-Allmaras equation, written without transition terms, is 7 :
Eq (38) The solution of Eq (38) will not be discussed in great detail here. The spatial discretization is a first order upwind scheme 7 , and the temporal solver is the multistage Runge-Kutta scheme of Eq (29) with local time-stepping. Because Eq (38) depends on the current flow field, it is not solved simultaneously with the Navier-Stokes equations. Rather, Eq (38) is advanced one local time step for each stage of the flowfield RungeKutta integration. Using this approach, Eq (38) can be driven to a steady-state solution in the limit of a steadystate flowfield solution.
The turbulent viscosity coefficient t is calculated from ~, and is added to the laminar viscosity coefficient calculated using Eq (16), leading to the following redefinition of :
The coefficient of thermal conductivity for turbulent flow is calculated by Pr t is the turbulent Prandtl number (0.9 for air).
Plasma Actuator Model
The plasma actuator model provided by the University of Notre Dame uses a distribution of N parallel electronic circuits, as shown in Figure 3 , to simulate the response of the region above the insulated electrode to an applied voltage 8 . Each subcircuit represents a portion of the insulated electrode length and has finite width and length. The first subcircuit has the shortest length while the N th subcircuit has the longest. Each subcircuit has two capacitors: one for the air above the dielectric and one for the dielectric layer. The plasma resistance is modeled with different values for the forward (positive plasma current) and backward (negative plasma current) portions of the AC cycle. Diodes turn the resistance subcircuits on in the presence of plasma and off in its absence. The air capacitance is defined as:
where 0 is the permittivity of free space (8.854×10 -12 F/m), a is the dielectric coefficient of air, A n is the crosssectional area of the air capacitor, and l n is distance from the edge of the exposed electrode to solution point n on the dielectric surface.
The dielectric capacitance is:
Here, d is the dielectric coefficient of the dielectric material, A d is the cross-sectional area of the dielectric capacitor, and l d is the thickness of the dielectric material.
The subcircuit resistance is: n n a n A l R
where a is the resistivity of the air and A n and l n are the cross-sectional area and length of the subcircuit.
Different values are assigned to R n depending on the direction of current flow; R nf is used to denote the resistance for forward plasma current flow, while R nb is used for backward current flow.
Given a time-dependent applied voltage, the voltage on the dielectric surface in subcircuit n is described by dn an p n dn an
where k n = 1 if plasma is ignited in the circuit and zero otherwise, and the plasma current is given by
The resistance takes on values R nf or R nb depending on the direction of the current in the plasma. The 2m×1m, 161×81 point computational grid was clustered near the plasma actuator, which was centered on the lower boundary of the solution domain. There were 21 evenly spaced points on each electrode.
The spacing normal to the wall was a very coarse 10 -4 m. The computational grid is shown in Figure 7 . The flat plate solution was run using a computational time step of 2 s for 4,000 time steps. The development of a left-to-right near-wall flow is shown in Figure 8 for the first two AC cycles. Note the development and convection of the large initial starting vortex, and the smaller secondary vortex that forms during the second AC cycle. The extent of induced fluid motion at different simulation times is shown in Figure   9 . The simulated fluid motion is consistent with the experimental observations of Enloe et al 3 .
CONCLUSION AND RECOMMENDATIONS
A time-accurate Navier-Stokes flow solver with an integrated plasma actuator body force model has been developed. The base flow solver's accuracy has been demonstrated using standard validation cases. Operation of the plasma actuator model has also been successfully demonstrated, although a thorough validation study has not been conducted.
Since AFOSR is no longer providing funding to AFRL/MNAC for this research, AFRL/MNAC's research effort is being discontinued. However, under an agreement reached with the University of Notre Dame, the code will be provided to researchers there in the hope that it can be fully developed into a useful analysis tool. The following suggestions are offered for future development of the code: topologies. This simple change would allow the use of C-topology grids, which are better suited for airfoil analysis than the presently allowed O-topology grids. This capability was included in a three-dimensional flow solver developed for this research effort and should serve as an example for implementation of a similar capability in the two-dimensional code.
Characteristic Outer Boundary Condition: Currently, only extrapolation and freestream conditions can be imposed at the outer boundary. This introduces a requirement that the outer grid boundary of an airfoil grid must be a great physical distance from the inner grid boundary in order to adequately simulate real
