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第1章 はじめに
本論文では対話中に発生する自動くせ検出システムを提案する。我々は他人と大きく異な
る動作をくせとして定義した。Kinectセンサで撮影された被験者 2人の対話の様子から、骨
格情報を抽出し、主成分分析ならびに多重解像度解析を用いて解析した。本実験では、5分
対話している 108編の動画を準備し、100編を一般モデル構築用に、残りの 8編を評価デー
タとして用いた。提案手法は、くせの検出性能として precision=84.0%、recall=81.8%を達
成し、提案システムが人のくせを検出できる手法であることが示唆された。
以後、第 2章に背景・目的、第 3章に方法、第 4章に結果、第 5章に考察、第 6章にまと
め、謝辞、参考文献、付録、実績を記す。
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第2章 背景・目的
2.1 背景・目的
人は主に言語でコミュニケーションをとるが、表情や身振り手振り、無意識的な行動など
の非言語コミュニケーションが意思疎通や対人関係に大きな影響を与えていることが知られ
ている [1]。くせとは人が無意識のうちに行う習慣的な行動であり、自覚症状がない場合が
多い。自分のくせが知らない間に相手に不快感を与えていることや、これによりさまざまな
機会を喪失している可能性もある。したがって、自分のくせを客観的に認識することは、コ
ミュニティ内の円滑なコミュニケーションの実現のためだけではなく、さまざまな面におい
て意義があると考えれられる。
人体の動きを解析し、さまざまな用途に応用する研究が成されてきている。体の動きを捉
えるための方法は大きく次の 2つの方法に分類される。：(1)被験者にセンサデバイスを取り
付けて、体の動きを取得する方法 (Fig. 2.1) (2)被験者にセンサデバイスなどを付けずに画像
処理技術を用いて、体の動きを取得する方法 (Fig. 2.2)。
Fig. 2.1: センサを用いた動作解析の方法
Fig. 2.2: 画像処理を用いた動作解析の方法
3
前者では、勾配や動き、ゆらぎなどの検出に優れている加速度センサが多く用いられて
いる [2]。しかし、これらのセンサは動作解析において有効な情報を取得できるが、コスト
や重量の課題があり状況によっては利用が難しい。後者では、市販のビデオカメラが広く
使用されている。動画像から人のシルエットの変化として binary motion energy imageや
motion history imageを生成し、人の動作を解析する方法 [3]や、局所特徴量のヒストグラム
と support vector machine(SVM)を用いて人の動作を識別する方法 [4]がある。また、赤外線
センサを用いた動作解析も多く行われている [5][6]。赤外線センサは、照明の影響を受けにく
いなどのメリットがあり、単体、もしくは可視光センサと併用して用いられている [7][8][9]。
しかし、これらの方法において 3次元の動作に対しては、複数のカメラを用いる等で奥行き
を推定する必要がある。また、高精度な計測を行う場合、被験者の体の各部位にマーカーを
配置し、これらを検出する方法 [10]など、相応の装置や施設を必要としてきた。
Kinectセンサは 2010年にMicrosoftから発売された家庭用ゲーム機Xboxの周辺機器であ
る。Kinectセンサは比較的安価であり、精度良く 3次元動作解析が可能であるため、これを
応用する研究が近年盛んに行われている [11][12][13]。Xiaら [11]は、HOJ3D(Histograms of
3D joint locations)という方法を用いて 3次元ヒストグラムを作成し、線形判別分析とベクト
ル量子化を行うことで動作を解析した。Evangelidisら [12]は、フィッシャーベクトルと SVM
を用いて動作を識別した。Mirandaら [13]は、SVMと決定木を用いて動作を解析した。しか
し、本研究で注目している「人のくせ」についての動作解析の研究は私たちの知る限り行わ
れておらず、またその動きは個々でさまざまであるため、従来の解析方法の適応が難しい。
本研究では、Kinectセンサを用いた自動くせ検出システムを提案した。このシステムの更
なる適用可能性を考慮し、対話中の人の動作を解析した。
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2.2 Kinectセンサ
Kinectセンサはマイクロソフトから発売されたXbox360向けのゲームコントロールデバ
イスであり、コントローラを使用せずにカメラからの利用者の状態を識別することにより操
作するを可能にしており、体感型のゲームシステムを実現することができる。
Kinectセンサは Fig. 2.3に示すようにRGBカメラ、深度 (赤外線)カメラ、マルチアレイ
マイクと、様々なセンサが搭載されており、プレイヤーの位置、動き、声、顔を認識するこ
とができる。Kinectセンサの座標表記はFig. 2.3で示すように、Kinectセンサの中心を 0と
してX、Y、Zで表される。これらの結果を効果的に利用する開発環境 (Kinect for Windows
SDK）がMicrosoft社から提供されている。Kinectセンサの仕様をTable 2.1に示す。本研究
では、解像度 640480、フレームレート 30fpsに設定するものとする。
Fig. 2.3: Kinect
Table 2.1: Kinectセンサの仕様
RGBカメラ 640480(30fps)
RGBカメラ (最大) 1280960(12fps)
赤外線カメラ 320240(30fps)
人物領域 6人
人物姿勢 2人
関節 20関節/人
深度の取得範囲 0.8～4.0m(Near Mode 0.4m～、Extended Depth ～10.0m)
人物の検出範囲 0.8～4.0m(Near Mode 0.4m～3.0m)
角度 水平 57度 垂直 43度
チルトモーター ○
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Kinectセンサの動作要件をTable 2.2に示す。Kinectセンサはハードウェアのみですべて
の処理を行うわけではなく、PCでも処理を行う。したがって、Table 2.2のように、PCもあ
る程度のスペックが必要である。本研究では、Table 2.3のような開発環境を用いた。
Table 2.2: Kinectセンサの動作要件
OS Microsoft Windows 7以降
Connector USB 2.0以降
CPU Dual-Core 2.66GHz以上 (推奨)
GPU DirectX 9.0以上
RAM 2GB以上 (推奨は 4GB以上)
System 32bit or 64bit
SDK Kinect for Windows SDK1.5以降
Compiler Microsoft Visual studio 2010以降
Table 2.3: 開発環境
OS Microsoft Windows 7
Connector USB 2.0
CPU Intel Core i7-3770K 3.5Ghz
GPU DirectX 9.0
RAM 16GB
System 64bit
SDK Kinect for Windows SDK2.0
Compiler Microsoft Visual studio 2010 Express C#(64bit)
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2.3 深度センサの原理
深度センサには、Light Coding(パターン照射法)(Fig. 2.4)と、TOF(Time of Flight)(Fig.
2.5)の大きく 2つの方法がある。いずれも赤外線やレーザーを照射して、その反射を読み取
るとこで距離を測定する。Light Codingでは、発射する光にドットなどで模様を持たせてお
く。対象物が平坦な壁ならば、パターンはゆがむことなく反射される。一方、対象物が途中
にある場合、反射されるパターンが立体物の形状に応じてゆがみ、このゆがみのパターンか
ら距離を測定する。もう 1つのTOFは不可視光を光源から照射し、対象物で反射した光が
センサに届くまでの光の飛行時間と光速から被写体までの距離を推定する。Light Codingは
精度を高めるのが難しい反面、コストを下げられるため、普及が早かった。Kinectセンサ
の初期バージョンは Light Codingを採用している。一方、TOFは、精度が高いものの、こ
れまで価格がネックになっていた。最近ではTOFの低価格化が進み、Kinectセンサも最新
バージョンでは TOFを採用しているように主流が TOFにシフトしてきている。本研究で
は、Light Coding方式であるKinectセンサの初期バージョンを用いた。
Fig. 2.4: Light Coding方式
Fig. 2.5: TOF方式
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第3章 方法
3.1 くせ検出システムの概要
本研究では、普段の動きから大きく異なる動作をくせとして定義した。提案したくせ検出
システムは対話中の被験者 2人の動きをKinectセンサで捉え、独特の動きをくせとした。く
せ検出システムの概要図を Fig. 3.1に示す。
提案手法は学習段階と評価段階の 2つの処理に分けられる。学習段階では、Kinectセンサ
を用いて多くの対話の動画を録画し、各部位の一般モデルを形成した。評価段階では、被験
者の動きを一般モデルと比較し、大きく異なった動作をくせとして検出した。提案手法は、
被験者の各部位の時系列速度ベクトルを計算し、主成分分析ならびに多重解像度解析を用い
て解析した。
Fig. 3.1: くせ検出システムの概要図
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3.2 実験
3.2.1 実験装置と実験環境
実験で使用した装置を以下に示す。
 Kinectセンサ 2台
 PC (HP ENVY Phoenix h9-1390jp/CT) 2台
 机 1個
 椅子 2個
 ホワイトボード 1枚
実験のために作成した録画装置をFig. 3.2に示す。Fig. 3.2は主に音声を録音するための実
験装置でノイズ抑制、自動ゲイン調整、エコーキャンセラーを選択できる。また、被験者と
Kinectセンサの距離や、被験者の状態に応じてNearモード、Seatedモードにも切り替えが
可能である。
Fig. 3.2: 録画装置
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また、動画撮影・録画にはKinectStudioを用いた。Kinect StudioはKinect for Windows
SDK 1.5から提供されており、Kinectで撮影した動画を録画および再生可能である。Fig. 3.3
が示すように、色 (Color)、深度 (Depth)、3次元画像を録画することできる。
ColorViewerではRGBカメラのカラー画像が表示され、DepthViewerでは深度センサの情
報によって色を変えて表示する。3DViewerでは深度センサから得られる 3次元座標とRGB
カメラの色情報を対応させることにより表示される。また、マウスを動かすことでさまざま
な視点で見ることができる。深度センサとして利用している赤外線が届かない範囲と認識で
きない範囲は黒色で表示される。
KinectStudioはKinectセンサで取得したデータを保存し、オフライン状態でも取得した
情報が得られているように再生する。これを用いることでリアルタイムに処理をしなくても
後から処理を行うことができる。
Fig. 3.3: KinectStudio
以上のプログラムを実行し、動画をKinectStudioで録画することで、音声と動画の両方を
保存する。
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3.2.2 動画撮影・録画
本研究では、以下のような流れで動画撮影・録画を行った。
(1) 被験者 2人が向き合いながら椅子に着席する。
(2) 被験者の上半身を検出するためにKinectセンサをそれぞれ被験者の前に設置する。
(3) Kinectセンサを用いて対話を 300(s)ほど録画する。
法政大学大学院理工学研究科応用情報工学専攻知的情報処理研究室 (彌冨仁研究室)で実験
環境を構築した。構築内容としては向かい合った机と椅子を用意し、机の上にKinectセン
サを置き、それぞれの PC2台にUSBで接続した。
本研究では、被験者男性 36人 (24.3歳1.3歳)から 1人 3回動画の撮影を行い、合計 108
編、各 300(s)の動画を解析に用いた。このとき、Fig. 3.4のように被験者とKinectセンサの
距離は約 1mとし、被験者同士の距離は約 2.5mとした。背景には余計なものが映らないよ
うに部屋の壁とホワイトボードを用い、議題は被験者同士 (例：学校生活、趣味、友人関係)
が話しやすいものを選択した。なお、撮影した動画は 30fpsで、解像度は 640× 480とした。
Fig. 3.4: 実験環境
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3.3 特徴量抽出
3.3.1 骨格認識
Kinectセンサの最大の特徴である赤外線カメラを用いた 3D骨格情報の認識ができ、Kinect
for Windows SDKでは、2人までの骨格情報を認識可能である。また、1人の骨格につき骨
格情報を追跡することが可能なため、人の体の動きを判別することができる。骨格情報は最
大 2人まで認識可能だが、深度情報は同時に最大 6人まで識別ができる。さらに、骨格認識
では 3人目以降 (最大 6人目まで)の人物に対してもHIP-CENTERに限り認識可能である。
骨格認識には Defaultモードと Seatedモードが存在する。Defaultモードは Fig. 3.5に示
すように全身骨格特徴量 20点を取得可能である。SeatedモードはKinect for Windows SDK
1.5から提供されており、Fig. 3.6に示すように下半身骨格特徴量 10点を untracked状態に
し、上半身骨格特徴量 10点のみを取得可能である。Seatedモードを用いることで座った状
態で対話可能である。座った状態で上半身のみを用いるため、Seatedモードに立った状態で
全身を用いる必要がない。したがって、本研究では Seatedモードを用いて上半身骨格特徴
量 10点× 3次元座標 (x,y,z)=30点を骨格特徴量とした。
Fig. 3.5: 骨格認識で取得可能な全身骨格特徴量 20点
Fig. 3.6: 骨格認識で取得可能な上半身骨格特徴量 10点
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3.3.2 顔認識
Kinect for Windows SDK 1.5から提供されている FaceTracking SDKを使用することで、
比較的簡単に顔認識、および追跡することができる。FaceTracking SDKを用いた顔認識の代
表的な機能は顔検出、顔追跡、3D顔特徴点座標の取得、表情の取得、3D顔モデルの取得であ
る。Kinectセンサでは顔特徴量はFig. 3.7に示すように 121点取得可能である。FaceTracking
SDKは上半身を認識したうえで顔を認識することを実現している。そのため、顔だけKinect
センサのカメラに写しても顔は認識されないため、少なくなくとも上半身を写す必要がある。
したがって、本研究ではその中から主要となる額、右目、左目、鼻、口の計 5点× 3次元座
標 (x,y,z)=5点を顔特徴量して用いた (Fig. 3.7の丸の部位)。
Fig. 3.7: FaceTracking SDKで取得可能な顔特徴点 121点
計 45点の特徴量についてフレーム間の差分をとることでそれぞれの部位の速度ベクトル
を特徴量とした。
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3.4 主成分分析
動作解析において関節情報や関節角度などの情報を含んだ高次元のデータを扱う場合が
多い。扱う変数が増えることによって複雑化し、本質的な解が見えなくなる問題がある。そ
こで、動作解析などで高次元情報を扱う場合は、次元圧縮による特徴抽出が有効である。そ
の中でもよく知られている方法として、主成分分析による次元圧縮が存在する [14]。Kinect
センサで得られる情報は、各特徴点ごとに 3次元時系列データであり、データ量が大変多く
なるため、主成分分析を用いて次元の圧縮を行った。このときの主成分分析の次元圧縮のイ
メージを Fig. 3.8に示す。時刻 tにおける各部位 p(p = 1, 2,    , 15)の 3次元速度ベクトル
は次のように表される:
vp(t) = [vpx(t); v
p
y(t); v
p
z(t)]
T (3.1)
各部位の第 1主成分の主成分得点係数行列と寄与率をTable 3.1に示す。前実験の結果から、
多くの部位において第 1主成分の寄与率が高いことが確認できた。したがって、第 1主成分
方向の vp1st(t)のみを用いて、3次元ベクトル vp(t)を取得した。それぞれの部位 15点に主成
分分析を行うことで、以下のような 15次元の時系列データは以下のように表される。
V(t) = [v11st(t); v
2
1st(t);    ; v151st(t)]T (3.2)
Fig. 3.8: 主成分分析による次元圧縮
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Table 3.1: 各部位の第 1主成分の主成分得点係数行列と寄与率
部位 x y z 寄与率 (%)
頭 0.011 0.596 0.803 83.6
肩中央 0.025 0.120 0.992 79.6
左肩 -0.124 0.550 0.826 81.1
右肩 0.120 -0.151 0.981 79.7
左肘 -0.254 0.297 0.921 64.7
右肘 0.287 -0.191 0.939 65.3
左手首 -0.192 0.606 0.772 45.4
右手首 0.212 0.699 0.683 45.9
左手 -0.044 0.739 -0.672 47.6
右手 0.143 0.786 0.602 50.6
額 -0.035 0.999 -0.019 88.1
鼻 -0.030 0.992 -0.119 88.2
左目 -0.061 0.968 -0.243 89.1
右目 -0.011 0.999 0.042 89.4
口 -0.038 0.980 -0.196 87.9
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3.5 多重解像度解析
特徴抽出でよく用いられる方法は、Fourier変換といった周波数解析である。従来の周波
数解析では、時間成分が失われ周波数成分のみで解析していた。一方で、多重解像度解析と
は、基底関数にMother waveletと呼ばれる関数を用い、Mother waveletを拡大縮小させな
がら解析を行う手法である [15]。Fourier変換と異なる点は、周波数分解能と時間分解能が周
波数ごとに変化することである。これにより、低周波数帯域では高い周波数分解能を有し、
高周波数帯域では高い分解能を有する。本研究では、離散Wavelet変換を用いることで、各
点の動きの時間ごとの周波数情報に着目した。300(s)のデータに多重解像度解析を用いたと
きの時間範囲を Table 3.2に示す。本研究では、15次元の時系列データV(t)にDaubechies
Wavelet(N=2)用いて多重解像度解析をした。前実験の結果、動作の特徴が得やすい時間範
囲として各部位の周波数が 1.25 Hz(d2=0.8(s))のWavelet係数に着目した。部位 1点を離散
Wavelet変換した例を Fig. 3.9に示す。
Table 3.2: 多重解像度解析を用いたときの時間範囲
データ 時間 (s) データ 時間 (s)
s 300 d5 6.4
d10 205 d4 3.2
d9 102 d3 1.6
d8 51.6 d2 0.8
d7 25.6 d1 0.4
d6 12.8
Fig. 3.9: 離散Wavelet変換した例
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3.6 くせ検出の定義
学習段階では、学習データセット (動画 100編)のWavelet係数の平均から各部位の一般モ
デルを形成した。くせ検出のイメージを Fig. 3.10に示し、ヒストグラムが  2の範囲で
ある青い部分を一般モデルとする。評価段階では、それぞれの被験者の動きからWavelet係
数を計算した。評価データと一般モデル間の違いが標準偏差の 2倍以上離れている場合、普
通ではない動き、つまりくせとして定義した。したがって、 2の範囲から外れる赤い線
以上以下の動作を普通ではない動き、つまりくせとして検出する。
Fig. 3.10: くせ検出のイメージ
提案システムの評価をするためには、gold standardが必要である。身体の動きの中でくせ
として定義するものはないので、著者が評価データからくせとして考えられる動作を選び、
それを gold standardとした。性能評価として、precisionと recallを用いた。これらは次の
ように計算される。
precision =
正しく検出できたくせ
提案手法によって検出されたくせ (3.3)
recall =
正しく検出できたくせ
人の主観によって検出されたくせ) (3.4)
提案システムと gold standardによって検出した時間が 2(s)以内の場合、正しく検出でき
たくせとする。
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第4章 結果
4.1 一般モデルの形成の結果
動画 100編を用いた各部位のWavelet係数の平均値標準偏差の結果をTable 4.1に示す。
これらを元に一般モデルを形成し、評価データと一般モデル間の違いが標準偏差の 2倍以上
離れている場合、普通でない動き、つまりくせとして検出した。一般モデルの形成の結果と
して、一般モデルのヒストグラム (頭、右肩、右肘、右手)を Fig. 4.1～Fig. 4.4に示す。Fig.
4.1～Fig. 4.4はいずれもヒストグラムの中心が大きく盛り上がっていた。その中でも、Fig.
4.2のヒストグラムは、他のヒストグラムに比べて、中心が 1番盛り上がっていた。他の各部
位の一般モデルもこれらのヒストグラムとほとんど同じく中心が大きく盛り上がっていた。
また、Fig. 4.1のヒストグラムは 周辺の勾配に対して、Fig. 4.3のヒストグラムは 周辺の
勾配が広がっていた。Fig. 4.4のヒストグラムは 周辺の勾配がさらに広がっていた。
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Table 4.1: 各部位のWavelet係数の平均±標準偏差
部位  
頭  0:944 10 5  0:031
肩中央  1:015 10 5  0:033
左肩  0:631 10 5  0:028
右肩  0:895 10 5  0:033
左肘  0:631 10 5  0:030
右肘  0:819 10 5  0:033
左手首  0:426 10 5  0:029
右手首 0:453 10 5  0:027
左手 1:221 10 5  0:036
右手  0:844 10 5  0:036
額 0:409 10 5  0:007
鼻 0:389 10 5  0:005
左目 0:367 10 5  0:005
右目 0:254 10 5  0:008
口 0:479 10 5  0:005
Fig. 4.1: 頭の一般モデルのヒストグラム Fig. 4.2: 右肩の一般モデルのヒストグラム
Fig. 4.3: 右肘の一般モデルのヒストグラム Fig. 4.4: 右手の一般モデルのヒストグラム
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4.2 多重解像度解析の結果
ある被験者の多重解像度解析の結果 (頭、右肩、右肘、右手)を Fig. 4.5～Fig. 4.8に示す。
Fig. 4.5～Fig. 4.8より、所々にWavelet係数の値が大きいところがあった。この値が大きい
ところが動きがあったと考えられ、各部位の一般モデルの標準偏差の 2倍以上あれば、普通
でない動き、つまりくせとして検出した。
Fig. 4.5: 頭のWavlet係数 Fig. 4.6: 右肩のWavelet係数
Fig. 4.7: 右肘のWavelet係数 Fig. 4.8: 右手のWavelet係数
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4.3 くせ検出の結果
本研究では、合計動画 100編を用いて一般モデルを形成し、残りの動画 8編を評価データ
とした。そのうち 77の動作を gold standardとして決定した。くせ検出例を以下に示す。Fig.
4.9は提案システムと gold standardのくせ検出結果のダイアグラムの例を示す。Fig. 4.11と
Fig. 4.13は true positiveの例、Fig. 4.15は false positiveの例、Fig. 4.17は false negativeの
例を示す。それぞれの例の前の動作を Fig. 4.10、Fig. 4.12、Fig. 4.14、Fig. 4.16に示す。提
案システムでは、くせがあると考えられる部位に明るい丸を表示する。Fig. 4.11とFig. 4.13
では、被験者が右手で鼻を掻く動作 (10(s)、6.1SD)と体を後ろにそらす動作 (90(s)、2.4SD)
をくせとして検出した。これらの動作は一般モデルから 2SD以上離れているためくせとし
て検出した。Fig. 4.15は、提案システムが普通に見える動作 (60(s)、2.1SD)を間違ってくせ
として検出した例である。反対に、Fig. 4.17は提案システムがゆっくり前のめりになる動作
(190(s)、0.6SD)をくせとして検出できなかった例である。結果の confusion matrixをTable
4.2に示す。提案システムのくせの検出精度は precision=84.0%、recall=81.8%となった。
Fig. 4.9: くせ検出結果のダイアグラム
Table 4.2: くせ検出の confusion matrix
Gold standard
くせ 非くせ
提案システム くせ 63 12
非くせ 14
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Fig. 4.10: true positiveの例 1(前) (6.1SD)
Fig. 4.11: true positiveの例 1(後) (6.1SD)
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Fig. 4.12: true positiveの例 2(前) (2.4SD)
Fig. 4.13: true positiveの例 2(後) (2.4SD)
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Fig. 4.14: false positiveの例 (前) (2.1SD)
Fig. 4.15: false positiveの例 (後) (2.1SD)
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Fig. 4.16: false negativeの例 (前) (0.6SD)
Fig. 4.17: false negativeの例 (後) (0.6SD)
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第5章 考察
5.1 一般モデルの形成の考察
動画 100編を用いて一般モデルを形成し、評価データと一般モデル間の違いが標準偏差の
2倍以上離れている場合、普通でない動き、つまりくせとして検出した。Fig. 4.1～Fig. 4.4
より、いずれもヒストグラムの中心が大きく盛り上がっていた。これはほとんどの動作が中
心に集中しており、標準偏差の 2倍以上離れた動作はかなり特殊ということが言える。その
中でも、Fig. 4.2のヒストグラムは他のヒストグラムに比べて、中心が 1番盛り上がってい
た。このことから、右肩の動作がこの中で 1番中心に集中しており、1番動きがないという
ことが言える。また、Fig. 4.1のヒストグラムは 周辺の勾配に対して、Fig. 4.3、Fig. 4.4の
ヒストグラムは 周辺の勾配が広がっていた。ヒストグラムの勾配が広がっているというこ
とは、頭より手先のほうが動きが多くあることが言える。これらのことから、一般モデルの
ヒストグラムの中心が盛り上がれば盛り上がるほど動きがなく、周辺の勾配が広ければ広
いほど動きがあることが言える。
5.2 多重解像度解析の考察
ある被験者の各部位の多重解像度解析した。Fig. 4.5～Fig. 4.8より、所々にWavelet係数
の値の大きいところが見られる。この値が大きいところが動きがあったと考えられ、各部位
の一般モデルの標準偏差の 2倍以上あれば、普通でない動き、つまりくせとして検出する。
例えば、Fig. 4.8より、右手のWavelet係数が 10前後において、大きさは他の値に比べると
高い値を取っている。Table 4.1より右手の平均値標準偏差は 0:844 10 5  0:036であ
ることから一般モデルは 0:844 10 5  0:072である。Fig. 4.8より、右手のWavelet係数
が 10前後において、大きさは-0.2ほどであり、一般モデルの値未満である。したがって、こ
のときの動作は普通でない動き、つまりくせとして検出できることがわかる。また、Fig. 4.5
より、頭のWavelet係数も 50前後において、大きさは他の値に比べると高い値を取ってい
る。Table 4.1より頭の平均値標準偏差は 0:944 10 5  0:031であることから一般モデ
ルは 0:944 10 5 0:062である。しかし、Fig. 4.5より、頭のWavelet係数が 50前後にお
いて、大きさは 0.05ほどであり、一般モデルの値を超えていない。したがって、その人中で
Wavelet係数が大きな値を取っていても、他の人と比べた際に一般モデルの値に含まれるも
のはくせとして検出しない。この例から、他の人と比べた際に普通でない動きであれば検出
するという、本研究の一般モデルの有効性が示せた。
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5.3 くせ検出の考察
本研究では、合計動画 100編を用いて一般モデルを形成し、残りの動画 8編を評価データ
とした。そのうち 77の動作を gold standardとして決定した。Fig. 4.11とFig. 4.13では、被
験者が右手で鼻を掻く動作と体を後ろにそらす動作をくせとして検出した。これらの動作は
一般モデルから 2SD以上離れているためくせとして検出した。くせとしてもよく考えられ
る、鼻を掻くや体を体をそらすという動作を検出できたので提案システムの有効性が示せた
と思われる。Fig. 4.15は、提案システムが普通に見える動作を間違ってくせとして検出した
例である。提案システムが間違ってくせとして検出した理由として、Kinectセンサによる骨
格認識がうまくいっていなかった可能性が考えられる。Fig. 4.15より、両手と両足が重なっ
てしまって見える。したがって、赤外線センサが両手と両足の境目を捉えることができず、
さまざまな場所を骨格認識してしまい、誤検出が起こったと思われる。この現象は実験を進
めていく上で度々見られる現象であった。対処法としては、手を組むことや手を膝の内側に
入れないなどを極力控えることで検出精度は向上すると考えられる。また、Fig. 4.17は提案
システムがゆっくり前のめりになる動作をくせとして検出できなかった例である。これは被
験者の動作が遅く、本研究では設定した時間領域に対応できなかったためと考えられる。し
たがって、Wavelet係数の着目する時間領域を長くすることでこの動作をくせとして検出で
きると思われる。提案システムのくせの検出精度は precision=84.0%、recall=81.8%となっ
た。この結果から、比較的良好なくせの検出性能を実現できたと考えられる。
また、そもそもくせという不確定な動作を定義することは非常に難しいと考えれるが、今
回は普通でない大きな動きのみをくせとして定義した。しかし、くせとは本来無意識のうち
に繰り返す動きとされ、本手法ではまだ周期的な動きを捉えることができない。本研究では、
無意識のうちに繰り返すという意味でのくせを検出することはできなかったが、くせになり
得る動作の候補を抽出することは出来たのではないかと考えられる。今後、このくせになり
得る動作の候補からWavelet係数をさらに解析することによって、周期性なくせを検出する
ことができると思われる。
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第6章 まとめ
本研究では、提案システムは比較的良好なくせの検出性能を実現できたことから、人のく
せを検出する性能があることが示唆された。しかし、自動くせ検出システムにおいて、改善
すべき問題がいくつか挙げらえる。本研究では、くせを捉えるために 1つの時間ごとの周波
数領域に着目したが、これでは着目した時間ごとの周波数領域以外の早い動き遅い動きなど
を捉えることができない。また、今回は普通でない大きな動きのみをくせとして検出したが、
くせとは本来無意識のうちに繰り返す動きとされ、周期的な動きを捉えることができない。
さらに、性能評価において gold standardを著者の主観によって判断したが、1名の主観的評
価だけではまだ客観的と言えない。本研究では、今後はくせの速度や周期性、他の人の主観
評価も考慮し改善していきたい。
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付録
本研究では、Kinectセンサで得られる情報のデータ量が大変多くなるため、主成分分析を
用いて特徴量の次元の圧縮を行った。そのときの各部位の第 2主成分と第 3主成分の主成分
得点係数行列と寄与率をTable 6.1、Table 6.2に示す。Table 6.1より、累積寄与率は多くの
部位で約 80%ほどあり、半分の部位では 90%を超えていた。したがって、第 1主成分と第
2主成分を用いることで、かなり精度の高い精度で表すことができる。今回は次元の圧縮を
優先したので、第 1主成分のみを用いて次元圧縮をした。
Table 6.1: 各部位の第 2主成分の主成分得点係数行列と寄与率
部位 x y z 寄与率 (%) 累積寄与率 (%)
頭 0.232 0.779 -0.582 9.3 91.9
肩中央 0.170 0.978 -0.123 14.0 93.6
左肩 0.022 0.834 -0.552 13.7 94.9
右肩 0.095 0.986 0.140 13.1 87.2
左肘 -0.200 0.915 -0.350 22.5 78.2
右肘 -0.184 0.951 0.250 21.1 79.8
左手首 -0.246 0.732 -0.636 32.9 92.7
右手首 -0.277 -0.627 0.728 30.0 87.4
左手 0.261 0.658 0.706 32.2 75.9
右手 0.189 -0.619 0.763 30.0 80.6
額 0.203 0.026 0.979 8.6 96.7
鼻 0.142 0.122 0.982 7.0 95.2
左目 0.164 0.250 0.954 7.8 95.2
右目 0.164 -0.039 0.986 7.3 96.9
口 0.119 0.199 0.973 7.2 96.7
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Table 6.2: 各部位の第 3主成分の主成分得点係数行列と寄与率
部位 x y z 寄与率 (%) 累積寄与率 (%)
頭 0.973 -0.192 0.130 8.1 100
肩中央 0.985 -0.172 -0.004 6.4 100
左肩 0.992 0.050 0.116 5.1 100
右肩 0.988 -0.076 -0.132 7.3 100
左肘 0.946 0.273 0.173 12.8 100
右肘 0.940 0.244 -0.237 12.6 100
左手首 0.950 0.312 -0.009 21.8 100
右手首 0.937 -0.344 0.061 24.1 100
左手 0.964 -0.145 -0.222 20.2 100
右手 0.972 0.005 -0.237 19.4 100
額 0.979 0.031 -0.204 3.3 100
鼻 0.989 0.013 -0.145 4.8 100
左目 0.985 0.018 -0.174 3.1 100
右目 0.986 0.018 -0.163 3.3 100
口 0.992 0.014 -0.125 4.8 100
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各部位 (頭、右肩、右肘、右手以外)の一般モデルのヒストグラムを Fig. 6.1～Fig. 6.11に
示す。Fig. 6.1～Fig. 6.11より、各部位の一般モデルのヒストグラムは中心が大きく盛り上
がっていた。多くの動作が中心に集中しており、標準偏差の 2倍以上離れた動作はかなり特
殊ということが言える。
Fig. 6.1: 肩中央の一般モデルのヒストグラム Fig. 6.2: 左肩の一般モデルのヒストグラム
Fig. 6.3: 左肘の一般モデルのヒストグラム Fig. 6.4: 左手首の一般モデルのヒストグラム
Fig. 6.5: 左手の一般モデルのヒストグラム Fig. 6.6: 右手首の一般モデルのヒストグラム
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Fig. 6.7: 額の一般モデルのヒストグラム Fig. 6.8: 鼻の一般モデルのヒストグラム
Fig. 6.9: 左目の一般モデルのヒストグラム Fig. 6.10: 右目の一般モデルのヒストグラム
Fig. 6.11: 口の一般モデルのヒストグラム
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ある被験者の各部位 (頭、右肩、右肘、右手以外)の多重解像度解析の結果を Fig. 6.12～
Fig. 6.22に示す。Fig. 6.12～Fig. 6.22より、所々にWavelet係数の値が大きいところがあっ
た。この値が大きいところが動きがあったと考えられ、各部位の一般モデルの標準偏差の 2
倍以上あれば、普通でない動き、つまりくせとして検出した。部位によってはあまり動きが
みられない部位もあった。
Fig. 6.12: 肩中央のWavlet係数 Fig. 6.13: 左肩のWavlet係数
Fig. 6.14: 左肘のWavlet係数 Fig. 6.15: 左手首のWavlet係数
Fig. 6.16: 左手のWavlet係数 Fig. 6.17: 右手首のWavlet係数
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Fig. 6.18: 額のWavlet係数 Fig. 6.19: 鼻のWavlet係数
Fig. 6.20: 左目のWavlet係数 Fig. 6.21: 右目のWavlet係数
Fig. 6.22: 口のWavlet係数
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本研究で検出した他の true positiveの例 (前後)をFig. 6.23～Fig. 6.30に示す。これらの動
作も一般モデルから 2SD以上離れているためくせとして検出した。他の被験者でも頭を前
後に動かす動作や、手を前後左右に動かす動作が多くくせとして検出された。
Fig. 6.23: true positiveの例 3(前) (5.1SD) Fig. 6.24: true positiveの例 3(後) (5.1SD)
Fig. 6.25: true positiveの例 4(前) (2.5SD) Fig. 6.26: true positiveの例 4(後) (2.5SD)
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Fig. 6.27: true positiveの例 5(前) (3.8SD) Fig. 6.28: true positiveの例 5(後) (3.8SD)
Fig. 6.29: true positiveの例 6(前) (3.0SD) Fig. 6.30: true positiveの例 6(後) (3.0SD)
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