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Abstract
Applying the superfast divide-and-conquer MBA algorithm for generally singular n × n Toeplitz-like or Hankel-like integer input matrices, we
perform computations in the ring of integers modulo a power of a ﬁxed
prime, especially power of 2. This is practically faster than computing
modulo a random prime but requires additional care to avoid degeneration, particularly at the stages of compression of auxiliary matrices. We
supply the necessary techniques. The resulting algorithm combined with
Hensel’s lifting and fast rational number reconstruction supports nearly
optimal bit cost estimates for the solution of (possibly singular but) consistent Toeplitz/Hankel-like linear systems with integer coeﬃcients (as well
as for other fundamental problems of matrix computation). We arrive at
nearly optimal bit cost estimates also for computing the univariate polynomial gcd and resultant, Padé approximation, rational interpolation, and
Berlekamp–Massey’s problem.

0
0.1

Introduction
Background and our progress

Matrices with the structure of Toeplitz/Hankel type are ubiquitous in computations in sciences, engineering, and signal processing (see, e.g., Kailath and
Sayed (editors) 1999 [KS99], Pan 2000 [P00, Section 1.1], Pan 2001 [P01], and
the bibliography therein). In computer algebra, some most fundamental problems amount to or can be reduced to solving (possibly singular but) consistent
Toeplitz or Hankel systems of linear equations M x = b. Such systems with
nonsingular integer input have been eﬀectively solved in [P00], Pan 2002 [P02],
[P02a] by relying on Hensel’s lifting. We substantially accelerate the algorithms
in [P02a] and extend them to the singular case by combining them with the
superfast divide-and-conquer MBA algorithm by Morf 1974, 1980 [M74], [M80]
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and Bitmead and Anderson 1980 [BA80]. This algorithm applies to structured
matrices having small displacement rank (see Kailath et al. 1979 [KKM79],
[KS99], and [P01] on this fundamental concept); Toeplitz (or Hankel) input is
a special case treated in the same way. Practical eﬃciency of the computations
grows if they are performed modulo a power pu of a ﬁxed prime p, p = 2 is
the most desired choice. To arrive at practically promising algorithms, we meet
quite a few technical challenges, e.g., we avoid degeneration of the compressed
auxiliary matrices (see Sections 9–12).

0.2

The bit complexity estimates

Hereafter, log stands for log2 , m(n) is the arithmetic cost of multiplying two
polynomials of degree n, and μ(d) is the bit operation cost of multiplying two
integers in the range from −2d to 2d . We have
2n − 1 ≤ m(n) ≤ min{cclass n2 , ck nlog 3 , (cck n log n) log log n},
2

log 3

2d − 1 ≤ μ(d) ≤ min{Cclass d , Ck d

, (Css d log d) log log d},

(0.1)
(0.2)

where log 3 = 1.5849625 . . ., cclass < ck < cck , Cclass < Ck < Css ,
cclass , Cclass , ck , Ck , cck and Css are constants, and the abbreviations “class”,
“k”, “ck”, and “ss” refer to the “classical”, “Karatsuba’s”, “Cantor and
Kaltofen’s”, and “Schönhage and Strassen’s” algorithms, respectively (see, e.g.,
Bernstein, to appear [Ba]).
Our solution modulo pu of a consistent linear system M x = b for a Toeplitzlike n × n integer matrix M of rank ρ requires
B = O((m(n) + m(ρ) log ρ)μ(u log p))

(0.3)

bit operations. We allow failure with a probability of at most , do not count the
cost of generating O(n log(n/)) random bits, and let M 1 + b1 + p = O(n).
Here and hereafter,  · 1 denotes the 1-norms of vectors and matrices. In [P02a]
ρ = n and the bit cost bound is inferior to (0.3),
B = O((m(n)nμ(u log p) log u)/ log(u log p)).

(0.4)

Bound (0.3) is proved for any choice of a ﬁxed prime p and any pair of
integers u and g < u for which M/pg can be inverted modulo pu . The same
bound is proved for u = 1 and a random prime p (see Theorems 8.1 and 11.2).
For a ﬁxed p and a ﬁxed precision of computing, we have an upper bound u+
on u. For a random input matrix M we rarely need to increase u above u+
to support the inversion of M/pg modulo pu (see Wang 2002 [W02]). In this
unlikely case, we may choose a distinct (ﬁxed or random) prime p and repeat
the computations.
Having the vector x mod pu computed, we compute a rational solution x
by ﬁrst applying the lifting algorithm in [P02a] and then the rational number
reconstruction algorithms in Pan and Wang 2002 [PW02], Wang and Pan 2003
[WP03]. Only the latter stage of reconstruction requires a higher precision
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of computing. We obtain the best overall asymptotic bit cost estimates if we
assume nearly linear μ(d) in (0.2) and choose u+ of the order of n/ log p. Then
we arrive at the overall bit cost in O(m(ρ) log ρ + m(n))μ(n)) or, for ρ = n, in
O(m(n)(log n)μ(n)) (see our Corollary 12.1 and Theorem 6.2 in [P02a]). For ρ =
n, the latter estimate is within the factor of m(n)μ(n)/n2 from the information
lower bound n2 log n, showing the number of bits in the output.

0.3

Extensions

Besides solving a linear system M x = b, the extended MBA algorithm computes modulo pg+1 the determinant of M , the rank of M , and a vector from
the null space of M or a shortest generator for a matrix whose columns form a
basis for the null space of M . The bit cost bound of (0.3) applies. Furthermore,
the known reduction techniques (see Brent et al. 1980 [BGY80], [P01]) immedately enable extension of the algorithm and its cost estimates to computing
the univariate polynomial gcd, lcm, and resultant, Padé approximation, rational
interpolation and Berlekamp–Massey’s linear recurrence computation.
The algorithm can be easily extended to the case of rational input values
and to structured matrices of other types (e.g., Vandermonde and Cauchy–Pick
type) [P01]. In this case the choice of the exponent u in the base modulus
pu for a ﬁxed p grows with the magnitudes of the determinant of the input
matrix and the least common denominator of the input values. For the highly
important matrices of the Cauchy–Pick type, the magnitudes can be quite large,
and so one may shift to the Toeplitz/Hankel-like input by using the displacement
transformation (Pan 1990 [P90], [P01]) with the subsequent truncation and
scaling of the resulting values to ensure integrality.
Of course, the algorithm can be also applied to solving a general linear system
M x = b modulo p or pg . This case is technically much simpler, because all the
compression problems disappear, but is less rewarding because the resulting bit
cost estimates grow to the known level [MS99], [MSa].

0.4

Organization of the paper

In the next three sections, we recall some background on general structured
matrices, Toeplitz/Hankel-like matrices, and Hensel’s lifting. In Sections 4–7,
we elaborate upon the MBA algorithm for recursive factorization of a matrix
and its extensions. In Sections 9 and 10, we compress Toeplitz-like matrices
(avoiding degeneration) in the ring of integers modulo pg+1 . We estimate the
arithmetic cost in Section 8 and the Boolean (bit operation) cost in Sections 11
and 12.

3

1

Displacement representation of structured
matrices

This paper specializes to the structure of Toeplitz/Hankel type, but it is more
convenient to state some basic deﬁnitions for a more general class of structured
matrices (cf. [P01]).
Definition 1.1. Displacement operators L of Stein and Sylvester types map a
matrix M into its displacements L(M ) = ∇A,B (M ) = AM − M B and L(M ) =
ΔA,B (M ) = M − AM B, respectively. A and B are called operator matrices,
r = rank L(M ) is called the L-rank or the displacement rank of M . If
L(M ) = GH T ,

(1.1)

G = (g1 , . . . , gl ) and H = (h1 , . . . , hl )

(1.2)

where
are l × n matrices and M and L(M ) are n × n matrices, then the matrix pair
(G, H) is called a generator of length l for L(M ) and an L-generator (or a
displacement generator) of length l for M , l ≥ r. (A pair G, H in (1.1) is
nonunique for a ﬁxed L(M ).) If M is an m × n matrix and l is small relatively
to m and n (say, if l = O(1) as min{m, n} → ∞), then M is said to have
L-structure or to be an L-structured matrix. (Both Sylvester and Stein type
operatprs ∇ and Δ would ﬁt in this paper (cf. our Theorem A.2 and [P01]);
somewhat randomly, we selected Sylvester’s ∇.)
The next theorem is crucial for the eﬃciency of the MBA algorithm.
Theorem 1.2. [P01, Theorem 4.6.4]. Given an L-generator (G1 , H1 ) of length
l for a matrix M having L-rank r ≤ l, it is suﬃcient to use O(l2 n) arithmetic
operations to compute an L-generator (G, H) of length r for the matrix M .
The following results are immediately veriﬁed.
Theorem 1.3. Let M be a nonsingular matrix, then ∇A,B (M −1 )
−M −1 ∇B,A (M )M −1 .

=

Theorem 1.4. For two pairs of scalars a and b and matrices M and N of the
same size and any linear operator L (in particular, for L = ∇A,B for any pair
of matrices A and B), we have L(aM + bN ) = aL(M ) + bL(N ).
Theorem 1.5. [P01, Theorem 1.5.4]. For a 5-tuple {A, B, C, M, N } of matrices of compatible sizes, we have
∇A,C (M N ) = ∇A,B (M )N + M ∇B,C (N ).
Based on the results in this subsection, we may represent L-structured m×n
matrices M with mn entries in compressed form via (m + n)l entries of their
short L-generators and operate with them according to the following ﬂowchart:
4

COMPRESS −→ OPERATE −→ DECOMPRESS
Theorems 1.2–1.5 support the OPERATE stage, in which in addition to saving
the memory space, we may usually dramatically decrease computational time
(see the next two sections). On the DECOMPRESS stage, see our Theorem
2.6, [P01, Chapter 6] and Pan and Wang 2003 [PW03].

2

Toeplitz-like and Hankel-like matrices

Definition 2.1. T = (ti,j ) is a Toeplitz matrix if ti,j = ti+1,j+1 for every pair of
its entries ti,j and ti+1,j+1 . Especially, for any scalar f and vector v = (vi )n−1
i=0 ,
deﬁne the n × n unit f -circulant matrix Zf = (zi,j ), zi,i−1 = 1, i = 2, . . . , n;
z1,n = f , zi,j = 0 for other pairs (i, j), and the f -circulant matrix with the ﬁrst

i
n
column v, Zf (v) = n−1
i=0 vi Zf . (Note that Zf = f I.)
H = (hi,j ) is a Hankel matrix if hi,j = hi−1,j+1 for every pair of its entries
hi,j and hi−1,j+1 . Especially deﬁne the reﬂection matrix J = (jg,h ), jg,n+1−g =
0 for g = 0, . . . , n − 1, jg,h = 0 for h + g = n. (Jv = (vn−i−1 )n−1
i=0 for any vector
2
v = (vi )n−1
,
J
=
I.)
i=0
Theorem 2.2. T J and JT are Hankel matrices if T is a Toeplitz matrix, and
HJ and JH are Toeplitz matrices if H is a Hankel matrix.
Theorem 2.3. For any pair of distinct scalars e and f and any Toeplitz matrix
T , there exist nonunique pairs (Ze (u), Zf (v)) and (Z0 (w), Z0 (x)) such that T =
Ze (u) + Zf (v) = Z0 (w) + Z0T (x). (Every matrix Z0 (v) is lower triangular.)
Theorem 2.4. Given an m × n Toeplitz or Hankel matrix, its multiplication by
a vector is a subproblem of multiplication of two polynomials of degrees m+n−2
and n − 1, whose coeﬃcients are given by the entries of the input matrix and
vector, respectively.
Definition 2.5. An m × n matrix M is Toeplitz-like if r = rank L(M ) is small
relatively to m+n (say, r = O(1) as min{m, n} → ∞), and if M is given with its
L-generator of length l = O(r), where L = ∇Ze ,Zf , L = ∇ZeT ,ZfT , L = ΔZe ,ZfT ,
L = ΔZeT ,Zf for a ﬁxed pair of scalars e and f . A matrix M is Hankel-like
if M J or JM is Toeplitz-like (and so the problems of solving Toeplitz-like and
Hankel-like linear systems are reduced to each other).
Here is the displacement of T with l ≤ 2 [P01, page 120]:
∇Zf ,Ze (T ) = Zf T − T Ze = (Z0 Jt− − et)eTn−1 + e0 (f Jt − Z0T t− )T

(2.1)

n−1
n−1
for T = (ti−j )n−1
i,j=0 , t = (ti )i=0 , t− = (t−i )i=0 , and any pair of scalars e and f .
In this paper it is suﬃcient to use e and f in the set {−1, 0, 1} (see Appendix).
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Theorem 2.6. [P01, Examples 4.4.2]. Let (1.1) hold. Then
(e − f )M =

l


Ze (gj )Zf (Jhj ) if L = ∇Ze ,Zf , e = f,

j=1

(e − f )M =

l


ZeT (Jgj )ZfT (hj ) if L = ∇ZeT ,ZfT , e = f.

j=1

Theorems 1.2, 2.2 and 2.6 together imply the following corollary.
Corollary 2.7. An n × n Toeplitz-like or Hankel-like matrix M of displacement
rank r given with its displacement generator of length l can be multiplied by a
vector by using O(m(n)l) ring operations or alternatively O(m(n)r + l2 n) ﬁeld
operations for m(n) in (0.1).
The next results extend the displacement representation of a
Toeplitz/Hankel-like matrix to its blocks.




Il 0
0 0
, P1 =
for any ﬁxed l. Then
Theorem 2.8. Let P0 =
0 Il
0 0
rank(Zf Pi − Pi Zf ) ≤ 2 for i = 0, 1 and any f .
Corollary 2.9. rank(L(Pi M Pj )−Pi L(M )Pj ) ≤ 4 for i, j ∈ {0, 1}; L = ∇Ze ,Zf ,
L = ∇ZeT ,ZfT .
Theorem 2.8 and Corollary 2.9 have simple constructive proofs, that is, given
i, j ∈ {0, 1} and an L-generator for 2 × 2 block matrix M of length l, we
immediately compute an L-generator of length of at most l + 4 for the block
Pi M Pj .

3

Hensel’s lifting for a linear system of equations

Let us brieﬂy recall lifting computation in [P02a]. Its input consists of a prime
p, three integers g ≥ 0, h > 0, and k > 0, a vector b ∈ Zn , and two matrices
M ∈ Zn×n and Q = (M/pg )−1 mod pg+k satisfying QM −pg I = 0 mod pg+k . In
h lifting steps, the vector x(h) = (M/pg )−1 b mod pg+kh is output. Each of the
h steps essentially amounts to multiplying each of M and Q by a vector with the
precision of O(g log γ) bits for γ = n + p + M 1 + b1 . For a suﬃciently large
h = O(logpk M 2n−1
b1 ) , the unique rational vector y = pg x is recovered
1
(h)
from x
such that M x = b. In [P02a, Corollary 5.1 and Theorem 6.1], the
overall bit cost of lifting is bounded by
B = O(m(n)nμ(g + k) log n)

(3.1)

for m(n) in (0.1), μ(d) in (0.2). This includes the cost of precomputation of Q
[P02a, Algorithms 6.1 or 6.2] and randomized recovery of x from x(h) [PW02],
6

[WP03] but not the generation of O(n log2 n) random bits, and we assume that
log γ = O(log n), log(1/) = O(log n) and that the computation either fails with
a probability of at most  or outputs the correct solution x.

4

Recursive block triangular factorization of a
strongly nonsingular matrix

To extend the algorithms of [P02a] to computations with singular matrices M ,
we ﬁrst apply the known divide-and-conquer MBA algorithm that recursively
factorizes a preconditioned input matrix to compute and to invert its nonsingular submatrix of the maximal rank. Theorem A.2 and the algorithms in Sections
9 and 10 enable us to keep the intermediate matrices in this computation in compressed form. We assume that the computation is performed modulo a prime p
or a prime power pg+k . The same algorithm may also substitute for Algorithms
6.1 and 6.2 in [P02a] to compute the inverse of a nonsingular matrix modulo
pg+k (to initialize Hensel’s lifting). For moderately large pg+k , the bit cost of
this computation is small because the arithmetic cost is low (see Section 8), and
this enables us to improve the overall bit cost bounds of [P02a] in the nonsingular case. Furthermore, the overall bit cost is dominated at the lifting stage, and
so we extend the estimates of [P02a] to singular Toeplitz-like inputs. In this
and the next sections we prepare the ground for these results, that is, we recall
and elaborate upon the MBA algorithm; then in Sections 9–12 we describe our
compression techniques for structured matrices and estimate the bit cost of the
resulting algorithms, which support the acceleration and extension.
Definition 4.1. Let M (k) denote the k × k leading principal (northwestern)
submatrix of a matrix M . M has generic rank proﬁle if M (k) are nonsingular
matrices for k = 1, . . . , ρ where ρ = rank M . A nonsingular matrix having
generic rank proﬁle is called strongly nonsingular. Deﬁne the Schur complement
of a general 2 × 2 block matrix


M00 M01
,
(4.1)
M=
M10 M11
with nonsingular k × k block M00 = M (k) as follows:
−1
S = S(M, M00 ) = S (k) (M ) = M11 − M10 M00
M01 .

(4.2)

Applying the block Gauss–Jordan elimination to M , obtain the well-known
block triangular factorization




−1
I
0
M00 0
M01
I M00
M=
.
(4.3)
−1
0
S
M10 M00
I
0
I
det M = (det M00 ) det S.
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(4.4)

If M is nonsingular, then (4.1) implies that S is nonsingular, and we obtain
  −1



−1
I
0
M01
0
M00
I −M00
M −1 =
.
(4.5)
−1
−M10 M00
0
S −1
0
I
I
(4.3) implies the following theorem.
Theorem 4.2. S −1 is the southwestern block of M −1 .
Factorizations (4.3) and (4.5) can be recursively applied to the matrices M00
and S provided that the respective leading principal blocks of M00 and S are
nonsingular. This is always the case where M is strongly nonsingular. Indeed,
we ﬁrst observe that Schur complementation and projection are transitive.
Theorem 4.3. Suppose that h > 0, k > l > 0, and M (k) and M (l) are nonsingular matrices. Then a) (S (l) (M ))(h) = S (l) (M (h+l) ), b) S (k−l) (S (l) (M )) =
S (k) (M ).
Now, Theorems 4.2 and 4.3 a) together imply the following corollary.
Corollary 4.4. If an n × n matrix M is strongly nonsingular, then so are all
its Schur complements S (l) (M (k) ), l = 1, . . . , k − 1; k = 2, . . . , n.
Choose M00 = M (k) with k = n/2 , apply factorizations (4.3) and (4.5)
recursively to M00 and S, and stop when you arrive at 1-by-1 matrices. This
deﬁnes the balanced complete recursive (block triangular) factorization (we use
the abbreviation BCRF) of a strongly nonsingular matrix M and its inverse. Let
us associate the BCRF of M with a binary tree Tn,n : M is the root with two
children M00 and S, recursive extension of (4.3) and (4.5) to every internal node
N of the tree deﬁnes two diagonal blocks (which are M00 and S for N = M )
represented as the two children of N in the tree. The leaves of the tree are
1-by-1 matrices. Figure 1 and 2 show two sample trees for 8 × 8 and 5 × 5
matrices M where we write S (k,l) = S (l) (M (k) ), k ≥ l (see Theorem 4.3 a) and
S (k,0) = M (k) .
Algorithm 4.5. The BCRF of a strongly nonsingular matrix.
Input:

a strongly nonsingular n × n matrix M .

Output:

M −1 and the BCRF of M and M −1 .

Computations: Deﬁne the BCRF tree T (M ) = Tn,n , then recursively compute and invert all matrices associated with its nodes according to the following
rules.
1. The left child of any node is a leading principal block of its parent.
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M (2)

M (8 ) = S (8,0)
h
 Q
Q

Q

Q

Q

Q

Q

(8,4)
M (4) = S (4,0) 
QQ S

h
h
J
J
J
J
J
J
J
J
J
J
(2,0)
(4,2)
(6,4)
(8,6)
S
=S
J hS
JhS
h
h
L
L
L
L
L
L
L
L
L
L
L
L
L
L
L
L
LL
LL
LL
LL
h
h
h
h
h
h
h
h

M (1) = S (1,0)

S (2,1)

S (3,2)

S (4,3)

S (5,4)

S (6,5) S (7,6)

Figure 1: Generic BCRF tree T8,8 = T (M ) for an 8 × 8 matrix M .

M (2)

M (5) = S (5,0)
h
 Q
Q

Q

Q

Q

Q

Q

(4)
(4,0)
(5,4)
M =S
QQ S


h
h
J
J
J
J
J
(4,2)
= S (2,0)
J hS
h
L
L
L
L
L
L
L
L
LL
LL
h
h
h
h

M (1) = S (1,0)

S (2,1)

S (3,2)

S (4,3)

Figure 2: Generic BCRF tree T5,5 = T (M ) for a 5 × 5 matrix M .
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S (8,7)

M (2)

M (8 ) = S (8,0)
h
 Q
Q

Q

Q

Q

Q

Q

(4)
(4,0)
(8,4)
M =S
QQ S


h
h
J
J
J
J
J
(2,0)
(4,2)
S (6,4)
=S
J hS
h
h
L
L
L
L
L
L
L
L
LL
LL
h
h
h
h
h

M (1) = S (1,0)

S (2,1)

S (3,2)

S (4,3)

S (5,4)

Figure 3: The BCRF tree T (M ) = T8,5 for Algorithm 4.5 applied to an 8 × 8
matrix M of rank 5 having generic rank proﬁle.
2. Invert the leaves (1-by-1 matrices) directly, then recursively invert all other
nodes based on factorization (4.5) and its recursive extension. That is, in
each recursive step ﬁrst invert both children; immediately thereafter invert
their parent. Inverting two siblings, proceed in the following order: invert
the left sibling ﬁrst, then immediately compute and invert its right sibling
based on (4.2) or its extension.
3. Stop when the root M is inverted.
It is immediately veriﬁed that the latter rules completely and correctly deﬁne
the computation of the BCRF. For example, given an 8 × 8 matrix M in Figure
1, they deﬁne the following order (where c(N ) means “compute N ”, i(N ) means
“invert N ”):
i(S (1,0) ), c(S (2,1) ), i(S (2,1) ), i(S (2,0) ), c(S (4,2) ), i(S (3,2) ), c(S (4,3) ), i(S (4,3) ),
i(S (4,2) ), i(S (4,0) ), c(S (8,4) ), i(S (5,4) ), c(S (6,5) ), i(S (6,5) ), i(S (6,4) ), c(S (8,6) ),
i(S (7,6) ), c(S (8,7) ), i(S (8,7) ), i(S (8,6) ), i(S (8,4) ), i(S (8,0) ).
Due to (4.4), we immediately extend Algorithm 4.5 to computing det M .
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5

Extension to general input matrices

We ﬁrst assume input matrices having generic rank proﬁle. Then we relax this
assumption.
Algorithm 5.1. The BCRF of a submatrix of a matrix having generic rank
proﬁle.
Input:

a matrix M having generic rank proﬁle.

Output:

ρ = rank M and the BCRF of M (ρ) and its inverse.

Computations: Proceed as in Algorithm 4.5 but with an aditional provision
in the case where a computed leaf S (k+1,k) turns out to be the (1-by-1) null
matrix; in this case output ρ = k and the BCRF of the matrices M (ρ) and its
inverse and stop. If S (k+1,k) = 0 for all k ≤ n − 1, then write ρ = n and stop
when M is inverted (as in Algorithm 4.5).
The BCRF tree T (M ) = Tn,ρ computed with Algorithm 5.1 is a subtree of
the BCRF tree Tn,n associated with Algorithm 4.5. For ρ < n, the computation
stops where it reaches a leaf equal to 0. Then we deﬁne the output subtree as
follows: ﬁrst delete from Tn,n the leaf S (ρ+1,ρ) together with all unprocessed
leaves, that is, all leaves S (i+1,i) for i ≥ ρ; then recursively delete every parent
having no child. The BCRF tree T8,5 is shown in Figure 3.

6

Extension to computing the null space and
solving a singular linear system

Let us show some immediate applications of the BCRF. Assume that ρ =
−1
rank M , M (ρ) is nonsingular, and ρ and (M (ρ) )−1 = M00
have been computed
by means of Algorithms 4.5 and 5.1. Let us compute a basis for (or a vector
from) the null space of M and solve a linear system M x = b or determine its
inconsistency. Write v(h) for the subvector made up of the ﬁrst h components
of a vector v and write 0h for the null vector of dimension h.
General solution to a consistent linear system M x = b is given by the vectors
x = x(0) + z, where x(0) is a ﬁxed speciﬁc solution and z is any vector in the
null space of M . Combining Algorithms 6.1 and 6.3 below supports computing
such a general solution.
Algorithm 6.1. The null space.
Input: a ﬁeld F, a matrix M ∈ Fn×n , ρ = rank M such that ρ < n and M (ρ)
is nonsingular, and the inverse of M (ρ) .
Output:

a basis for the null space of M .
11

Computations: Substitute M00 = M (ρ) into (4.1). Compute
 K  the matrix K =
−1
−M00
M01 and output the columns of the matrix N = In−p
.
Algorithm 6.2. A nontrivial vector in the null space.
Input:

as in Algorithm 6.1.

Output:

a vector v = 0 in the null space of M .

Computations: the same as in Algorithm 6.1 but restricted to a single selected column (e.g., the ﬁrst column) of M01 , K and N .
Algorithm 6.3. A linear system.
Input:

as in Algorithm 6.1, but complemented by a vector b ∈ Fn .

Output: either INCONSISTENT or a solution x to the linear system of equations M x = b.
Computations: Compute the vector x(ρ) = (M (ρ) )−1 b(ρ) . Substitute the vector x = (x(ρ)T , 0T )T into the linear system M x = b. If M x = b, output x.
Otherwise output INCONSISTENT.

7

Yielding the generic rank profile property

If M is an n × n integer (or more generally, real) nonsingular matrix, then
we may compute the BCRF of any of the two strongly nonsingular matrices M T M or M M T and then compute and output M −1 = (M T M )−1 M T =
M T (M M T )−1 and (det M )2 = det(M T M ) = det(M M T ). In fact we also
have W 2 ≥ W (k) 2 , W 2 ≥ S(W, W (k) )2 , | det W | ≥ | det W (k) |, and
| det W | ≥ | det S(W, W (k) )| for all k if W = M T M or W = M M T . The
recipe does not work for singular matrices M such as M = 00 01 , but various
eﬀective randomized preconditioners (see Kaltofen and Saunders 1991 [KS91],
Kaltofen and Pan 1991 [KP91], Bini and Pan 1994 [BP94], [P01, Sections 5.6
and 5.7], and the bibliography therein) probabilistically ensure the generic rank
proﬁle property for any M . Let us specify a preconditioner well suited for
Toeplitz/Hankel-like computation.
Theorem 7.1. [KS91]. Let M ∈ Rn×n for any ring R. Let S be a ﬁnite set of
cardinality |S| in R or its extension. Let L and U T be a pair of n × n unit lower
triangular Toeplitz matrices, deﬁned by the 2n − 2 subdiagonal entries of the
pair of the ﬁrst columns of L and U T . Let these 2n − 2 entries be randomly and
independently of each other selected from the set S under the uniform probability
distribution on S. Then the preconditioned matrix U M L has generic rank proﬁle
with a probability of at least 1 − ¯, where ¯ = ρ2 /|S|, ρ = rank M ≤ n.
12

For R = Z and a ﬁxed positive ¯, it is suﬃcient to choose
S = {z ∈ Z : |z| ≤ n2 /(2¯
) }.

(7.1)

Under (7.1) we generate at most (2n − 2) log(2 n2 /(2¯
) ) random bits and
have
|U M L| ≤ n2 |U | · |M | · |L| ≤ n6 |M |/(4¯
2 ).
(7.2)
Finally, statistics in [W02] shows that a random Toeplitz matrix in Zpg+k is
likely to be strongly nonsingular already for moderately large g + k.

8

Arithmetic computational cost estimates

Theorem 8.1. Let M be a Toeplitz/Hankel-like matrix given with its (shortest) displacement generator of length r. Then the arithmetic cost of performing Algorithms 4.5, 5.1, 6.1–6.3 and preconditioning is bounded as follows: O(m(n)r2 log n) with m(n) in (0.1) for Algorithm 4.5 (which also covers computing det M ); O(m(ρ)r2 log ρ), with ρ = rank M , for Algorithm 5.1;
O((n − ρ)m(ρ)r) for Algorithm 6.1; O(m(ρ)r) for Algorithm 6.2; O(m(n)r)
for Algorithm 6.3; O(m(n)r2 ) for the preconditioning of M with M T , and
O(m(n)r) for the Toeplitz preconditioning with U and L as in [KS91]; the latter
) ) ranbound does not cover the cost of generating the (2n − 2) log(2 n2 /(2¯
dom bits involved. For Algorithm 6.1, the arithmetic cost bound can be turned
into O(m(n)r) if we represent the output matrix K with its short displacement
generator.
Proof. W.l.o.g., suppose that n is a power of two, let F (n), I(n), M (n) and
A(n) be equal to the arithmetic cost for computing BCRF, matrix inversion,
multiplication and addition/subtraction, respectively, assuming n × n input and
nonsingularity whenever it comes to inversion. Hereafter, M (n, q, r) denotes the
arithmetic cost of the n × q by q × r matrix multiplication. Then
F (n) ≤ 2F (n/2) + 3M (n/2) + I(n/2) + A(n/2),
I(n) ≤ 2I(n/2) + 6M (n/2) + 2A(n/2).
Substitute the bound on I(k) recursively for k = n/2, n/4, . . . , 1; obtain that
F (n) = O(M (n)),
I(n) = O(M (n))
if M (n) ≥ Cnω ,
F (n) = O(M (n) log n), I(n) = O(M (n) log n) if M (n) ≤ n logc n,
where c, C, and w are three constants, C > 0, 3 ≥ ω > 1. If M is a
Toeplitz/Hankel-like matrix given with its shortest displacement generator of
length r, then in computations in Algorithms 4.5, 5.1, and 6.1–6.3 we may represent all matrices with their shortest displacement generators of length O(r)
based on Theorems 1.2–1.5, 2.6, 2.8, and 4.2. Likewise, preconditioning by M T
or by U and L still keeps the length of the displacement generators in O(r). By
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Corollary 2.7 for Toeplitz/Hankel-like matrices M given with their displacement
generators of length of at most r, we have M (n) = O(r2 m(n)); consequently
M (ρ, ρ, n − ρ) = O(m(n)r2 ), M (ρ, ρ, 1) = O(m(ρ)r), M (n, ρ, 1) = O(rm(n)).
Thus, in the Toeplitz/Hankel case, we have for Algorithm 4.5 that
F (n) = O(m(n)r2 log n), I(n) = O(m(n)r2 log n).
The same bound holds for computing det M due to (4.4) and also for Algorithm
5.1 with n replaced by ρ. The arithmetic cost of preconditioning by the matrix
M T is M (n) and by the matrices U and L is in O(nm(n)) (see Section 7).
Summarizing, we arrive at the theorem.
Remark 8.2. For smaller ρ and/or larger r, it may be faster to operate with
the entries rather than displacement generators, e.g., we have the bounds of
O(min{m(n)r2 log n, nω }) for Algorithm 4.5, O(min{m(ρ)r2 log ρ, ρω }) for Algorithm 5.1, and so on. Here O(nω ) bounds the arithmetic cost of n × n matrix
multiplication.
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Compression of a Toeplitz-like matrix

Definition 9.1. Let m ∈ Z, U ∈ Zk×l , and V ∈ Qk×l . Let every entry of
V be either 0 or the ratio of two coprimes. Then δ(V ) is the least common
denominator of the entries of V = 0, δ(0) = 1. U has the order s = ordm (U )
in m if s is the maximal integer such that m−s U ∈ Zk×l for U = 0, s = ∞ for
U = 0. A prime p is coprime with V if ordp (V ) = 0. Write Ṽ = δ(V )V ∈ Zk×l ,
gm (V ) = ordm (δ(V )), then ordm (V ) = ordm (Ṽ ) − ordm gm (V ). Write
g = gp (M −1 ),

(9.1)

gp (L) = gp (1 − ef ) for L = ΔA,B ,
gp (L) = gp (e − f ) for L = ∇A,B ,
for L in Theorem 2.6 and choose the integers e and f such that gp (L) ≤ 1.
(Then we call the operator L permissible.)
Problem 9.2. Given a generator GV , HV of length l for a matrix V = L(M ) ∈
Zn×k of rank r, compute a generator G, H of length r for V such that
gp (G) ≥ 0, gp (H) ≥ 0.

(9.2)

The next algorithm solves Problem 9.2, where GV = V , HV = I, l = n.
Algorithm 9.3. Basic compression via Gaussian elimination.
Input:

the entries of a matrix V ∈ Zn×k of rank r.

Output:

a generator G, H of length r for V .
14

Computations: Apply Gaussian elimination with column pivoting to compute
lower triangular (generally rectangular) matrices U T and L (not to be confused
with an operator L above and in Sections 1 and 2 and the matrix L in Section 7)
and a permutation matrix P such that V = LU P and at every elimination step
the order in p of the pivot element is minimum in its row. The output matrices
G and H are deﬁned as the n × r submatrices formed by the ﬁrst r columns of
L and P T U T , respectively.
Correctness follows because all diagonal entries of U are coprime with p (by
construction of U ), rank U ≥ rank L = rank V = r, and all but the ﬁrst r
columns of L vanish, so LU P = V .
The algorithm performs O(nkr) arithmetic operations with ratios η/δ of
pairs of coprimes η and δ > 0 such that ordp (δ) = 0, and if r = O(1), then
log(|η|δ) = O(log |V |). Here and hereafter, |V | = |(vi,j )i,j | = 1 + maxi,j |vi,j |.
Theorem 9.4. For r = O(1), Algorithm 9.3 requires O(nkμ(log |V |)) bit operations for μ(d) in (0.2).
Corollary 9.5. Let L in Theorem 2.6 be a permissible operator. Let V = L(M )
be given with its entries and let it have rank r = O(1). Then bit cost estimate
(3.1) proved in [P02a] for Toeplitz matrices also holds for the above Toeplitz-like
matrix M = L−1 (V ).

10

Compression of short generators

Theorem 4.1 enables extension of the estimates in [P02a] even where a matrix
V is given with its entries. Let us next introduce techniques that similarly
compress a matrix V given with its short although not shortest generator. These
techniques extend our Theorem 1.1 to bound also the precision of computing,
which is again critically important in the MBA algorithm.
Algorithm 10.1. Mulitiplication with basic compression.
Input: a prime p, a matrix V ∈ Zn×k of an unknown rank r for k = O(n),
and its rational generator GV , HV of length l ≥ r.
Output:

a shortest rational generator G, H for V satisfying (9.2).

Computations:
1. Compute V = GV HVT .
2. Apply Algorithm 9.3.
The algorithm uses O(kln) arithmetic operations. To control the precision
of computing at stage 1, ﬁrst compute the integers
tG = gp (GV ), tH = gp (HV ), t = tG + tH ,
15

and
u = 1 + max{t, logp (2|V |) },

(10.1)

then compute in Zpu the matrices ptG GV , ptH HV (both are coprime with p),
pt V = (ptG GV )(ptH HVT ), and V ; ﬁnally recover V in Zn×k from V mod pu . This
yields the precision of u log p bits, so the bit cost in Stage 1 is in
B+ = O(klnμ(u log p)).

(10.2)

The latter bound dominates the bound at stage 2 (based on Theorem 4.1).
The next algorithm applies to the same input as Algorithm 10.1 and also
computes a shortest generator for V . For l = O(1), it is faster by the factor of
k but instead of (9.2) supports only the weaker bounds of
gp (G) + gp (H) ≥ gp (GV ) + gp (HV ).

(10.3)

Algorithm 10.2. Compression via repeated multiplication and basic compression.
Input/Output:

as in Algorithm 10.1 but with (10.3) replacing (9.2).

Computations:
1. Apply Algorithm 9.3 to the input matrix G˜V = δ(GV )GV to compute its
generator Ḡ, H̄ of length r̄ = rank GV ≤ l.
2. Compute the r̄ × l matrix W = H̄ T HVT and apply Algorithm 9.3 to the
matrix W̃ = δ(W )W to compute its shortest generator Ĝ, H.
3. Compute the matrix G = ḠĜ/(δ(GV )δ(H̄ T HVT )). Output G, H.
Correctness follows from correctness of Algorithm 9.3 and the observation
that the matrices G and H have full rank. The arithmetic cost is O(l2 n). For
l = O(1), the precision of computing is O(u log p). This yields the bit cost
bound
B = O(nμ(u log p)).
(10.4)
Remark 10.3. Algorithm 10.2 supports our Theorem 1.2 for G1 = GV , H1 =
HV complemented with bounds (10.1) and (10.3).
Remark 10.4. Both Algorithms 10.1 and 10.2 can be applied to scaled integer
generator G˜V , H˜V and performed in Zpu . From the (scaled) output generator
G, H in Zpu , the (scaled) output in Z can be recovered because u is large enough.
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11

The BCRF modulo a random prime

Problem 11.1. Let U M L be a randomly preconditioned matrix of Section 7,
let p be a random prime in a ﬁxed range (x, y], and estimate the error/failure
probability of computing the BCRF of (U M L)−1 in Zp .
Algorithms in [PW02], [P02a], [WP03] and in our Sections 6–8 enable an
extension of the BCRF in Zp to computing rational solution of various related
problems. The base moduli p or pg+k can be chosen suﬃciently small to have the
overall bit cost dominated at the lifting stage, and so all the bit cost estimates in
[P02a] are immediately extended. Furthermore, at the expense of a slowdown by
the factor of log n, one may lift the BCRF to compute det M and derandomize
the rational number reconstruction stage.
Our next goal is to relate the likelihood of degeneration to the ranges for
p, U , and L and to the overall bit cost. Due to Sections 9 and 10, we may
discount the impact of the matrix compression stage. It remains to estimate
the impact of the choice of p and to combine this estimate with the results of
Section 7. By choosing p unsuccessfully, we may turn a divisor into zero in some
division (at the leaf level) in the BCRF tree.
(4.4) and Theorems 4.2 and 4.3 imply that this occurs only if
det((U M L)(i) ) mod p vanishes for some i. The following simple extension of
Theorem 7.1 in [P02a] bounds the probability.
Theorem 11.2. Suppose that g+k is a positive integer, a matrix M ∈ Zn×n has
a rank ρ and has generic rank proﬁle, and a prime p is randomly sampled under
the uniform probability distribution in the range (y/20, y], where y = nb ln |M | ≥
with a
114, b ≥ 2. Then M has rank ρ and has generic rank proﬁle in Zn×n
pg+k
2 −b
2
probability of 1 − Pg+k , where Pg+k < cρ n /(g + k) = (cρ ln |M |)/((g + k)y),
for c = 16α/(α − 1) = 3.278885445 . . . and α = ln 114/(16 ln 5.7).
Preconditioning in Section 7 does not aﬀect the asymptotic bit cost bound
in Theorem 11.2 except that 2n − 2 random parameters must be generated and
2 ). One may verify that a matrix W is the
|M | should increase to |M |n6 /(4¯
inverse of V by computing a shortest displacement generator for W V − I and
checking if it vanishes or not. Here we assume that the matrices W and V are
given by their short displacement generators. To estimate the computational
cost, one may apply Theorems 1.4, 1.5, and 8.1 and Algorithms 9.3, 10.1, and/or
10.2. The next result combines Theorems 7.1 and 11.2 and exploits Algorithms
6.1–6.3.
Theorem 11.3. Suppose that we are given two positive numbers  and ¯ and
a suﬃciently large positive y and let a prime p be randomly sampled under
the uniform probability distribution in the range (y/20, y]. Let a displacement
generator G, H of length r = O(1) be given in Zp for an n × n matrix M . Let
ρ > 1 + n2 /(2) (cf. (7.1)) and y ≥ (c/)ρ2 ln(|M |n6 )/(4¯
2 )) ≥ 114 for the
constant c in Theorem 11.2 and ρ = rank M . Then it is suﬃcient to generate
) , n2 /(2¯
) ] of (7.1), deﬁning two
2n−2 random integers in the range (− n2 /(2¯
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unit lower triangular Toeplitz matrices L and U T , and in addition to perform
O((m(n) + m(ρ) log ρ)μ(log p)) bit operations for m(n) in (0.1) and μ(d) in
(0.2) in order to output either FAILURE with a probability of at most  + ¯ or
a shortest displacement generator in Zp for ((U M L)(ρ) )−1 . The latter bit cost
bounds also cover solving in Zp a linear system M x = b (or determining that
the system is inconsistent in Zp ), as well as computing a vector from the null
space of M , and a displacement generator for a matrix whose columns form a
basis for the null space of M .

12

The BCRF modulo a power of a fixed prime

Suppose we compute the BCRF of a matrix (M/pg )−1 in Zp3g+k for a ﬁxed
prime p and integers g ≥ 0, k > 0, such that
g ≥ g+ = max gp ((M (i) )−1 )
1≤i≤ρ

(12.1)

and M has rank ρ and generic rank proﬁle in Z. (The latter requirement should
be stated for preconditioned (sub)matrices in Section 7; we assume it for M to
simplify the notation.) Under (12.1), we have gp ((M (i) )−1 ) ≤ g for all i, and
so, by Theorems 4.2 and 4.3, gp (V ) ≤ g for every block diagonal entry V in
the BCRF of (M/pg )−1 . To keep all block entries in (4.5) in Zi×i , we multiply
each of the three factors by pg ; then we multiply the factors together in Zp3g+k .
The product p3g M −1 has the order of at least 2g in p, so we rescale it down
to pg M −1 , and similarly proceed in each step of the BCRF. This enables us to
keep the precision within (3g + k) log p bits during the entire BCRF process
of computing the matrix (M/pg )−1 = pg M −1 .
Due to our algorithms in Sections 9 and 10, the same conclusion applies to the
computations where M has displacement rank r = O(1), and we operate with
matrices represented in the compressed form via their displacement generators.
Summarizing (for k = 1) we obtain the next estimates.
Theorem 12.1. For a Toeplitz-like matrix M ∈ Zn×n of rank ρ having
generic rank proﬁle, and for an integer g in (12.1), a shortest displacement generator of the matrix pg (M (ρ) )−1 can be computed in Zp3g+1 by using
O((m(n) + m(ρ) log ρ)μ((g + 1) log p)) bit operations for m(n) in (0.1) and μ(d)
in (0.2).
Remark 12.2. With adding a random (Toeplitz-like) matrix of a small rank
k to the input matrix M (as in Section 8 in [P02a]), one may probabilistically
decrease the integer parameter g+ . With (subsequent) randomized multiplicative
Toeplitz preconditioning in Section 7, Theorem 12.1 can be probabilistically extended to any matrix M ∈ Zn×n . The aﬀect of the latter preconditioning on g+
of (12.1) (possibly nil) should be tested experimentally.
To decrease the bit cost bound in Theorem 12.1, one should choose g closer
to the unknown value g+ . To achieve this, apply the above computations for
18

g = 1, 2, 4, . . ., doubling g every time the computation fails and stopping where
either it ﬁrst goes through (then, clearly, g ≤ 2g+ ) or g exceeds a selected upper
bound. In the latter case, one may replace p with another ﬁxed or random
prime or apply a small rank perturbation as in the above remark and repeat the
computations.
Under the model of computing where the precision is not restricted and
the bit cost of integer multiplication is nearly linear (see (0.2)), one may apply
Theorem 12.1 for
(12.2)
p3g+1 > 2M 2ρ−1 b;
then the rational vector (M (ρ) )−1 b can be recovered from its value modulo
p3g+1 via the rational number reconstruction algorithms in [PW02], [WP03], by
using O(ρμ(d) log d) bit operation for d = log(2M 2ρ−1 b) or alternatively
O(ρμ(d)) by using randomization. (With the transition to modular computations and rational numbers reconstruction at the end, we avoid the delicate and
still open technical problem of bounding the magnitudes of the rational entries
of the displacement generators of the auxiliary matrices.)
Corollary 12.3. For a matrix M in Theorem 12.1 and a vector b ∈ Zn , a
rational solution to a consistent linear system of equations M x = b can be computed by using O((ρ log d+m(n)+m(ρ) log ρ)μ(d)) bit operations or alternatively
O(ρd2 + (m(n) + m(ρ) log ρ)μ(d)) where d = O(log(2M 2ρ−1 b)) = O(log ρ),
ρ log d = O(m(ρ) log ρ) if log(M  + b) = ρO(1) .

References
[ABM99] J. Abbott, M. Bronstein, T. Mulders. Fast Deterministic Computations of the Determinants of Dense Matrices, Proc. of International
Symposium on Symbolic and Algebraic Computation (ISSAC’99),
197–204, ACM Press, New York, 1999.
[Ba]

D. J. Bernstein, Multidigit Multiplication for Mathematicians,
Advances in Applied Mathematics, to appear. Available from
http://cr.yp.to/papers.html

[BA80]

R. R. Bitmead, B. D. O. Anderson, Asymptotically Fast Solution of
Toeplitz and Related Systems of Linear Equations, Linear Algebra
and Its Applications, 34, 103–116, 1980.

[BGY80] R. P. Brent, F. G. Gustavson, D. Y. Y. Yun, Fast Solution of Toeplitz
Systems of Equations and Computation of Padé Approximations, J.
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A

Appendix

Theorem A.1. For any 4-tuple of scalars (a, b, e, f ) and any matrix M , the
matrices ΔA(a),B(b) (M ) − ΔA(e),B(f ) (M ) and ∇A(a),B(b) (M ) − ∇A(e),B(f ) (M )
have rank of at most 2, provided that A(u) = Zu , B(v) = Zv ; A(u) = Zu ,
B(v) = ZvT ; A(u) = ZuT , B(v) = Zv , or A(u) = ZuT , B(v) = ZvT .
Proof. Combine the relations
ΔA,B (M ) − ΔE,F (M ) = EM (F − B) + (E − A)M B;
∇A,B (M ) − ∇E,F (M ) = (A − E)M + M (F − B);
rank(A − E) ≤ 1 if A =Za , E = Ze or if A = ZaT , E = ZeT ;
rank(F − B) ≤ 1 if B =Zb , F = Zf or if B = ZbT , F = ZfT .

Theorem A.2. [P01, Theorem 1.3.1]. If an operator matrix A is nonsingular,
then ∇A,B (M ) = AΔA−1 ,B (M ). If an operator matrix B is nonsingular, then
∇A,B (M ) = −ΔA,B −1 (M )B.
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