An exactly solvable model generating a continuous random process with a 1 / f power spectrum is presented. Examples of such processes include the angular ͑phase͒ speed of trajectories near stable equilibrium points in two-dimensional dynamical systems perturbed by colored Gaussian noise. An exact formula giving the correlation function of the 1 / f noise in terms of the correlation of the perturbing colored noises is derived, and used to show that the 1 / f spectrum is found in a wide variety of cases. The 1 / f noise is non-Gaussian, as demonstrated by calculating its one-time probability distribution function. Numerical simulations confirm and extend the theoretical results.
I. INTRODUCTION
The characterization "1 / f noise" is applied to the wide variety of time-varying random processes whose power spectra have extended regions of f −␦ scaling, with ␦ Ϸ 1. The terms "flicker noise" and "pink noise" are also commonly used. Such noise appears in a remarkably diverse range of physical phenomena, from semiconductor device noise to sea level time series ͓1͔. This range has led to many efforts to model the origin of such noise in a universal fashion, seeking a single underlying cause or mechanism generating all 1 / f noises. The website ͓2͔ and review article ͓3͔ provide a comprehensive bibliography of 1 / f noise and models thereof; here we list only a few selected examples. Models built upon the ideas of self-organized criticality ͓4͔ have been shown to generate 1 / f noises in certain parameter regimes; note that the time variable in such systems is typically discrete ͓5,6͔. An approximation to continuous-time 1 / f noise may be generated by a superposition of a large number of OrnsteinUhlenbeck processes, with corner frequencies ͑relaxation times͒ which are distributed in an appropriate fashion ͓7͔. The resulting process then has an approximate 1 / f spectral range, with cutoffs at both low and high frequencies. Below the lower cutoff the spectrum reaches a constant finite value, while above the upper cutoff it decays as f −2 , typical of Ornstein-Uhlenbeck processes. The possibility of such a superposition of processes arising from linear diffusion and transport processes with white-noise sources has been demonstrated in ͓7͔.
Analytically tractable models yielding exact 1 / f processes are rare, but provide very useful examples and tests for more general approximation schemes. Efficient numerical methods for generating 1 / f noise are useful in electronic circuit simulators, and exactly solvable models can suggest new methods for generating such noise with precisely determined characteristics. An analytically solvable model where the signal consists of a sequence of ␦-function pulses was presented in ͓8͔; such models arise in, for example, flows of granular materials ͓9͔. The ͑discrete͒ autoregressive process for the recurrence times of the pulses is forced by white noise, and can produce a 1 / f spectrum in a wide, but finite, frequency range. To our knowledge no model of continuoustime 1/ f noise that is exactly solvable ͑in the sense of giving an explicit formula for the correlation function or spectrum of the process while making no approximations͒ has previously appeared. The main result of this paper is a proof that the stationary ͑and continuous͒ random process v͑t͒ = d / dt has a 1/ f spectrum, where ͑t͒ is the phase angle defined by
with x͑t͒ and y͑t͒ being identical, independent, zero-mean Gaussian colored noises satisfying condition ͑16͒ below. We note that such a phase angle arises naturally in many situations of physical interest, and indeed the statistics of phase is an important topic in many fields; see for instance ͓10,11͔. An example yielding precisely the random process ͑1͒ is given by the rate-of-strain matrix for a simple model of twodimensional incompressible fluid turbulence ͓12͔:
where the independent components a͑t͒ and b͑t͒ are zeromean Gaussian colored-noise processes. The eigenvector of S with positive eigenvalue defines the principal axis of strain, along which infinitesimal line elements in the fluid become aligned ͓13͔. This eigenvector makes an angle with the x axis, where
and the speed of rotation d / dt then constitutes an example of a 1/ f process as detailed below. Another example is provided by a dynamical disorder model for the logarithmic stock price of an equity, as compared with market data ͓14,15͔. Our main example, which provides the notation we adopt for the remainder of the paper, concerns fluctuations of a two-dimensional dynamical system about a stable equilibrium point in the presence of colored noise. Linearizing the dynamical system about the equilibrium point ͑shifted to the *Email address: j.gleeson@ucc.ie origin͒, the equations of motion for the trajectory (x͑t͒ , y͑t͒) are
where J is the 2 ϫ 2 Jacobian matrix evaluated at the origin, and ͑t͒ and ͑t͒ are independent zero-mean Gaussian colored-noise processes ͓satisfying the mild condition ͑17͔͒. The equilibrium is stable to small disturbances provided that both eigenvalues of J have negative real parts. In the absence of noise, the probability distribution function ͑PDF͒ of the trajectories is a ␦-spike at the origin; the influence of noise is to spread this spike into a finite-sized PDF cloud around the origin. For example, if the Jacobian has the simple form
for ␣ Ͼ 0, then the PDF cloud is circularly symmetric about the origin. As the trajectories have negligible probability of passing exactly through the origin, the phase angle
is well defined, and corresponds to the angular variable in a polar coordinate description of the motion. The phase speed
is then a stationary random variable, and our claim is that the spectrum of v͑t͒ scales as 1 / f for high frequencies f, provided that and are colored noises. This result is rather remarkable, because it holds when and are colored noises with almost any spectral shape ͑sub-ject to the constraint described below͒, but is quite different from the case where the additive noise terms in ͑4͒ are white. Taking the Jacobian of Eq. ͑5͒ for example, the phase dynamics of ͑4͒ in polar coordinates ͑with r = ͱ x 2 + y 2 ͒ are given by rЈ = − xЈsin + yЈcos = − ͑t͒sin + ͑t͒cos . ͑8͒
When and are white noises, the vanishing correlation time means that the right hand side of Eq. ͑8͒ may be replaced by a single white noise ͑see, for example, ͓16͔͒
and so the Ј process is also a white noise. In Sec. III we prove that if the noise processes and are colored ͑with spectra decaying faster than f −1 as f → ϱ͒ then the phase speed Ј has a 1/ f spectrum.
Note that the inverse tangent function which defines the phase angle in ͑6͒ is often limited in range to ͓0,2͔. For instance, as ͑t͒ moves smoothly through 2 ͑with x Ͼ 0 and y passing through zero from below͒, the inverse tangent function jumps from 2 to zero. We stress that the effects of such artificial jumps are not seen in the phase speed as defined in ͑7͒. All the work presented here is based upon this definition of the phase speed, and so we are effectively treating the angle ͑t͒ as having infinite range or, equivalently, using a continuous version of the inverse tangent function in ͑6͒.
The remainder of this paper is organized as follows. After introducing some notation and spectral representations in Sec. II, we derive in Sec. III an exact formula giving the correlation function R v ͑t͒ of the phase speed v = Ј in terms of the correlation function R͑t͒ of x and y. We examine the small-t behavior of R v ͑t͒ and prove that the corresponding spectrum has a 1 / f tail of infinite extent. The phase speed v͑t͒ is not a Gaussian process ͓even though x͑t͒ and y͑t͒ are Gaussian͔; this is shown explicitly by calculating the PDF of v. Finally, numerical examples of 1 / f spectra of the type described here are given in Sec. IV, with numerical experiments extending the theoretical results to show that they are quite robust.
II. NOISE SPECTRA AND CONSTRAINTS
Stationary zero-mean random processes are often characterized by their correlation functions, for example,
or equivalently by their spectrum
Here angle brackets denote averaging over an ensemble of realizations. Both R͑t͒ and S͑f͒ are real valued, even functions of their arguments. The correlation R͑t͒ may be expressed as the inverse of the Fourier transform ͑11͒; we note this integral form shows that R͑t͒ exists only if S͑f͒ is integrable as the frequency f limits to zero-in other words, a stationary random process must have a spectrum that is integrable at low frequencies. In particular, a truly stationary 1 / f process can exist only if its spectrum has some lowfrequency cutoff for the 1 / f behavior. Conversely, if the 1 / f scaling continues to arbitrarily low frequencies, then the process cannot be stationary. In the linearized dynamical system proposed in Eq. ͑4͒, the trajectory components x͑t͒ and y͑t͒ are forced by noise terms ͑t͒ and ͑t͒. The spectrum S͑f͒ of the stationary process x͑t͒ satisfying the first equation of ͑4͒,
is easily shown to be given by
where S is the spectrum of the forcing noise process ͑t͒.
Thus x͑t͒ is a "filtered" version of the noise ͑t͒, with a faster-decaying spectrum at high frequencies. The filtering is a smoothing process, so the correlation R͑t͒ of x͑t͒ is better behaved ͑having, for example, higher derivatives existing͒ at t = 0 than the corresponding correlation R ͑t͒ of the noise ͑t͒. For instance, if ͑t͒ is an Ornstein-Uhlenbeck ͑OU͒ process with correlation function
and spectrum
then the derivative R Ј͑0͒ at t = 0 does not exist ͓equivalently, the integral ͐ 0 ϱ fS ͑f͒df does not exist͔. However, the corresponding filtered trajectory component x͑t͒ as defined in ͑12͒ has spectrum given by ͑13͒, and the additional smoothness means the correlation function R͑t͒ of x͑t͒ has the desirable properties RЈ͑0͒ = 0 and ͉RЉ͑0͉͒ Ͻϱ. The result we derive below depends critically upon the smoothness of the correlation function of x͑t͒ and y͑t͒; in particular, we require that RЈ͑0͒ = 0 and ͉RЉ͑0͉͒ Ͻϱ. In terms of the spectrum S͑f͒ of x and y, this requires that
or, using ͑13͒ to express the condition in terms of the spectrum S of the noise processes,
͑17͒
It is clear that a white noise with its constant spectrum is not therefore admissible as a candidate for the ͑t͒ noise process; however, an OU noise spectrum ͑15͒ for S satisfies ͑17͒ and so is admissible. Indeed the high-frequency components of the integral ͑17͒ imply that the noise processes ͑t͒ and ͑t͒ need only have spectra which fall off faster than f
as f → ϱ: this includes a very wide class of common colorednoise processes.
III. PHASE SPEED CORRELATION FUNCTION
The phase speed is defined in terms of the Gaussian processes x͑t͒ and y͑t͒ as
In this section we assume that x͑t͒ and y͑t͒ have the same correlation function R͑t͒:
We further assume that R͑t͒ is sufficiently smooth so that RЈ͑0͒ = 0 and ͉RЉ͑0͉͒ Ͻϱ; as discussed in sec. II this is assured if the forcing noise processes ͑t͒ and ͑t͒ have spectra obeying the mild constraint ͑17͒. Under these assumptions we derive an exact formula for the correlation function of the phase speed,
Note from ͑18͒ that x and y may be multiplied by an arbitrary constant factor without affecting v͑t͒; thus their variance R͑0͒ may be set to unity for convenience. As x and y are independent Gaussian processes, the correlation function of the phase speed may be written as an eightdimensional Gaussian integral:
ϫP 12 ͑x 1 ,x 1 Ј,x 2 ,x 2 Ј͒P 12 ͑y 1 ,y 1 Ј,y 2 ,y 2 Ј͒.
͑21͒
Here the eightfold integrals are over x , y , xЈ, and yЈ evaluated at each of the two times t 1 ͑with subscript 1͒ and t 2 = t 1 + t ͑subscript 2͒. The random processes x and y are independent of each other, but the joint probability function of x and its derivative at different times is found from the Gaussian joint PDF
for the vector of arguments, w = ͑x 1 , x 1 Ј, x 2 , x 2 Ј͒, with a similar expression for y. The matrix A is defined by
and when written out in full:
.
͑24͒
Note the zero entries here, following from the assumption RЈ͑0͒ = 0 as discussed in Sec. II. Using Eqs. ͑22͒ and ͑24͒ in Eq. ͑21͒ enables us to calculate the correlation function R v ͑t͒. We briefly describe here the steps in the calculation of the multidimensional integrals. First, the four integrals over the variables x 1 Ј, y 1 Ј, x 2 Ј, y 2 Ј are performed-the dependence of the integrand on each of these variables is linear, so the Gaussian integrals may be calculated straightforwardly. This yields For the remaining four variables, we transform to polar coordinates in the ͑x 1 , y 1 ͒ and ͑x 2 , y 2 ͒ planes:
to obtain
The integral is then trivial, and by integrating over we obtain
͑29͒
where I 1 is the modified Bessel function of the first kind. The final integrations yield
and restoring the coefficients from Eq. ͑26͒ gives our main result
This formula gives the correlation function R v ͑t͒ of the phase speed v͑t͒ in terms of the known correlation function R͑t͒ of x͑t͒ and y͑t͒. The spectrum S v ͑f͒ of the phase speed is given by the Fourier transform of ͑31͒; this is examined in detail in the following subsection.
A. Small-t expansion of correlation function and 1 / f spectrum
Provided that the correlation function R͑t͒ of x and y is sufficiently smooth that RЉ͑0͒ exists and RЈ͑0͒ =0 ͓this is guaranteed if the noise sources are sufficiently colored to obey the constraint ͑17͔͒, a small-t expansion of the phase speed correlation R v ͑t͒ from Eq. ͑31͒ yields
Here the time scale 0 is defined by the initial radius of curvature of R͑t͒:
͑33͒
The logarithmic divergence of R v ͑t͒ as t → 0 means that the variance R v ͑0͒ of v͑t͒ does not exist-this can also be seen from the explicit form of the PDF of v, as shown below. Moreover, the logarithmic form of ͑32͒ is independent of the detailed form of the correlation function of x and y, except for its dependence on 0 .
The phase speed spectrum is defined as
and the large frequency asymptotics follow from the small-t expansion ͑32͒ of the correlation function using the method of steepest descents ͓17͔:
Note this is again independent of the details of the spectrum S͑f͒ of x and y, except for the dependence on the parameter 0 , which may also be written as
This time scale can be used to estimate the low-frequency cutoff for the 1 / f spectrum of ͑35͒. For frequencies significantly below 1 / 0 , the spectrum does not exhibit a 1 / f scaling, as required by the fact that the process v͑t͒ is stationary; see the discussion following Eq. ͑11͒. The appearance of the 1 / f spectrum for a variety of correlation functions of x and y is shown in the numerical simulations of Sec. IV. The lack of a high-frequency cutoff in the 1/ f spectrum ͑35͒ also confirms the nonexistence of the variance of v-the variance equals the integral over the spectrum, and the 1 / f spectral tail means such an integration cannot yield a finite value. Indeed it is relatively straightforward to find the PDF P͑v͒ of the phase speed. This has been derived for the velocity following a contour in a random field in ͓18͔; this random field formulation is immediately applicable to the stock market model of ͓14͔. As explicitly demonstrated in ͓14͔, the PDF is
which is symmetric in v, and so has mean zero. Note that the tails of P͑v͒ decay as ͉v͉ −3 for large ͉v͉, so the variance of v does not exist, in agreement with the results above.
IV. NUMERICAL SIMULATIONS
In order to check the theoretical predictions of Sec. III, and to extend them to cases where the correlation functions of x͑t͒ and y͑t͒ are not identical, we simulate fluctuation about a stable equilibrium point. The Jacobian matrix at the origin is assumed to have a simple form, so that the equations of motion for the x and y coordinates of the trajectory are xЈ = − ␣x + ͑t͒,
with ͑t͒ and ͑t͒ being independent Gaussian colored noises. The noise processes may be generated in each real-ization using a finite sum of random modes ͓19,20͔, e.g.,
for large N ͑we take N = 100͒. This spectral method can be used to generate Gaussian colored noise with a wide variety of different spectra and has been used to study dispersion in turbulent fluids ͓21,22͔. Each of the a n and b n coefficients is chosen from a Gaussian distribution of random numbers, with mean zero and variance ␥. The frequencies f n are chosen from a random number distribution shaped as the spectrum S ͑f͒ of the desired process. For instance, choosing the f n values from a Cauchy distribution, which has PDF
gives a process ͑t͒ with correlation function ͑14͒. The correlation time of the noise sources is used to nondimensionalize all times and frequencies in the figures.
In each realization, the independent noise processes and are generated as in ͑39͒. Equations ͑38͒ for x͑t͒ and y͑t͒ are integrated exactly, and the phase speed
is found at each moment of time. A short sample ͑up to t =13͒ of a single realization of v͑t͒ is shown in Fig. 1 . Standard fast Fourier transform ͑FFT͒ and periodogram methods yield the numerical spectrum of v; the average spectrum over 100 realizations is shown in Figs. 2 and 3 . In Fig. 2 the parameter values ␣ and ␤ in Eqs. ͑38͒ are taken to be equal. The correlation functions of x͑t͒ and of y͑t͒ are therefore identical, and can be found from the spectral form of ͑13͒ to be
͑after normalizing to unit variance͒. This is turn yields R v ͑t͒ from Eq. ͑31͒, and the spectrum S v ͑t͒ may then be found by numerical integration. This spectrum is shown with thick gray lines in Fig. 2 . The lower curve in the figure corresponds to the case ␣ = ␤ =1/, while in the upper example the values are ␣ = ␤ =10/. In each case the theoretical result fits the numerical simulations very well, and a clear 1 / f regime can be seen. The time scale 0 defined in Eq. ͑33͒ is readily found from ͑42͒ to be
for the Ornstein-Uhlenbeck noise sources. As noted previously, 0 −1 provides an estimate for the low-frequency cutoff of the 1 / f spectrum-in particular, the dependence of the low-frequency cutoff on the tenfold increase in ␣ between lower and upper curves in Fig. 2 is clear. We note that the cutoff of the 1 / f scaling can be moved to arbitrarily low frequencies by increasing the noise correlation time and/or by decreasing the Jacobian eigenvalue magnitude ␣.
One of the main results of the theoretical analysis is that the 1 / f spectrum does not depend strongly on the details of the driving noise process. While the previous examples used noise with a power-law spectrum ͑15͒ at high frequencies, a more rapidly decaying spectrum will also yield a 1 / f phase speed. This is demonstrated by the lower curve of Fig. 3 , wherein the spectrum of the driving noise processes ͑t͒ and ͑t͒ is given by
Such an exponentially decaying spectrum is created by choosing the frequencies f n in ͑39͒ from a Gaussian distribution of variance −2 . Taking parameters ␣ = ␤ =1/, the correlation function R͑t͒ of x and y, and therefore the phase speed correlation function R v ͑t͒, may be found exactly; the theoretically predicted spectrum is seen in Fig. 3 to closely match the numerical simulation results and to again give a 1/ f spectrum. A sample time series of v͑t͒ is presented in Fig. 4 .
The fundamental theoretical result ͑31͒ of our analysis is reliant upon the assumption that the correlation functions of x͑t͒ and y͑t͒ are identical. It is clear, however, that if ␤ ␣ in ͑38͒, then the respective correlation functions ͑and variances͒ of x and y are no longer the same. We have not succeeded in extending the theoretical results of Sec. III to such cases, but present in Fig. 3 ͑upper curve͒ a typical result from our numerical simulations. Here the correlation function of the noise processes is ͑14͒, but the parameters governing x͑t͒ and y͑t͒ are substantially different: ␣ =1/ , ␤ =10/. Despite the resulting difference in the respective correlation functions, a 1 / f tail in the spectrum is still clearly evident. This result leads us to conjecture that the theoretical result of Sec. III may have significantly wider applicability; moreover, it motivates current work on the general case of Eq. ͑4͒ with arbitrary Jacobian matrix J. This work will appear in a future publication.
V. CONCLUSIONS
We have introduced and analyzed a model of a continuous, stationary 1 / f noise process
where x͑t͒ and y͑t͒ are Gaussian colored-noise processes with spectra obeying constraint ͑16͒. Our aim is not to produce a universal model explaining all 1 / f processes in diverse experiments, but rather to develop a rare case where exact analytical results may be obtained. Several examples where 1 / f processes of this type may arise are given; we adopt the example of noisy motion near a symmetric equilibrium point in two-dimensional dynamics, Eqs. ͑4͒ and ͑5͒. Our main result is the exact formula ͑31͒ giving the correlation function of v͑t͒ in terms of the correlation function of x͑t͒ and y͑t͒. Analysis of the small-t behavior of the correlation function proves that v͑t͒ has a 1/ f spectrum with no high-frequency cutoff. Moreover, the 1 / f spectrum of v͑t͒ is independent of the detailed form of the spectrum of x͑t͒ and y͑t͒, provided the latter has a finite second moment ͑36͒. Numerical simulations of noisy motion near an equilibrium point confirm these theoretical results. The lack of a highfrequency cutoff in the 1 / f spectrum of v͑t͒ means that its variance is infinite, and thus it is necessarily a non-Gaussian process. This is confirmed by the explicit form of its onetime probability distribution function, Eq. ͑37͒. Numerical simulations indicate that 1 / f spectra are generated even when the equilibrium point is not symmetric, though theoretical results are not available in this case. This indicates that the results presented here are rather robust, and potentially extendable to a wider class of applications. A complete examination of the parameter regimes of Eq. ͑4͒ that generate 1 / f noise is under way. 
