T he interdependency of biological and physical components of the arctic tundra system can yield strongly nonlinear processes with potential thresholds for ecosystem shifts. Hydrology critically infl uences the ecosystem dynamics in the Arctic, even though the tundra appears to have a relatively simple hydrologic system, often consisting of only a saturated active layer underlain by permafrost. Disturbances associated with the freezing and thawing of the active layer (cryoturbation) are key hydrological processes that shape the arctic tundra. In most cases, water is assumed to be present in excess, and its sources are, therefore, mostly ignored. One type of land surface formation generated by active layer freezing and thawing is the nonsorted circle.
Nonsorted circles (sometimes referred to as frost boils) are approximately 1 to 3 m in diameter and generally have little vegetation on them due to excessive soil expansion from ice accumulation during winter (Washburn, 1956) . Nonsorted circles are, however, typically surrounded by dense vegetation, which acts as an insulator against winter cooling, leading to preferential formation of ice within the circles. The water needed for the observed ice formation within the circle is thought to migrate horizontally from vegetation-covered soil, outside of the circle, as a result of increased tension within the circle during freezing. Thus, moisture migrates laterally as a result of horizontal differences in insulation at the surface, particularly in fi ne-textured soils. The detailed processes governing the formation and persistence of nonsorted circles and their effects on soil-plant-water relationships are still an area of active research (Peterson and Krantz, 2003) .
Several modeling studies have focused on ice lens formation within nonsorted circles that causes substantial soil expansion (frost heave) (Miller, 1980; Fowler and Krantz, 1994 ). Yet these and other models account for only a single dimension, which is insuffi cient to capture the hydrological dynamics of a nonsorted circle (Boike et al., 2002) . Nicolsky et al. (2004) developed a two-dimensional model that accurately estimates frost heave for a single nonsorted circle, assuming an open system with an unlimited supply of water. However, even in a relatively saturated arctic tundra system, the available water is limited; therefore, for accurate results, the supply of water generating frost heave must be present within the domain of the simulation. Ippisch (2003) developed a three-dimensional model that also captures the dynamics of a single nonsorted circle; however, the details focus more on gas and solute fl ow than on the rheology of the soil. The modeling of these systems could be improved to include coupled
ORIGINAL RESEARCH
Patterned-ground features are common throughout arctic tundra ecosystems and develop as a result of intricate relationships among climate, hydrology, vegetation, and soil processes. Changes in the annual energy budget induced by climatic warming could likely affect the arctic freeze-thaw cycles, altering biogeochemistry and soil processes, which in turn could change the patterned-ground ecosystem. In this study, we concentrate on the hydrology of the nonsorted circle system, an example of arctic tundra patterned ground in a relatively stable condition. Our objective was to model the processes governing liquid water movement in the active layer during freezing in order to identify the driving forces that alter the balance within this system. Our model simulations demonstrate that water redistributes within the active layer during freezing as an indirect result of horizontal differences in soil temperature. Soil surface insulation (such as that imposed by vegetation or snow) causes preferential ice accumulation in adjacent noninsulated areas, which inhibits vegetation from colonizing these areas. Both lower soil freezing rates and increased vegetation on nonsorted circles reduce water movement to the center of these features, potentially altering the equilibrium condition of these systems.
biological and physical processes across a domain larger than just a single nonsorted circle.
Ecosystem changes caused by recent climate warming are apparent in the arctic tundra (Myneni et al., 1997; Jia et al., 2003; Chapin et al., 2005; Tape et al., 2006; Walker et al., 2006) , and determining how ecosystem changes affect patternedground features and subsequent system feedbacks provides areas of active research (Walker et al., 2004) . Climate warming has changed the arctic vegetation quantity and composition (Jia et al., 2003; Walker et al., 2006) and thus has affected the local and regional energy budgets and hydrological processes (Chapin et al., 2005) . In this study, we focus on the hydrology of the nonsorted circle system, which is an example of a relatively stable patterned-ground system (Fig. 1) . Understanding the active layer hydrology and its relationship with soils and plants in the arctic tundra will help us assess the impact of climate warming on ecosystems in the cold regions.
A key component in maintaining nonsorted circle ecosystems, water is generally abundant in the southern arctic tundra during fall freezing, as most water in the active layer (the surface soil layer that thaws on an annual basis) is a product of snowmelt and thawing soil in the spring and summer. The permafrost below the active layer prevents any vertical drainage, thus creating the potential for inundated soils. Frost heave, the process of soil expansion as a result of ice lens formation during freezing, depends on the presence of water and soil texture. Soil texture allows liquid water to be present at below-freezing temperatures.
In general, fi ne-textured soils with relatively high hydraulic conductivities, like silts, are susceptible to frost heave (Mitchell, 1993) . Cryoturbation from frost heave prevents vegetation succession in areas that accumulate additional water in the form of ice during the winter. Figure 2 illustrates the typical surface and subsurface fl uxes of energy and mass in the nonsorted circle ecosystem.
Surface vegetation and organic matter alter heat fl ow into and out of the ground. Surface heat fl uxes combined with water movement in the soil determines the strength and location of ice accumulation and cryoturbation. Areas with little vegetation within the nonsorted circle system experience more frost heave during the winter than areas with dense vegetation cover (Walker et al., 2004) . We conclude from these observations that more ice accumulates in areas with limited insulation at the soil surface.
We investigated the horizontal movement of water resulting from temperature gradients during freezing using a numerical model called Water Ice Temperature (WIT) (Daanen, 2004) . The model simulates heat and water fl ow in porous media, particularly snow (Daanen and Nieber, unpublished data, 2007) , and simulates water movement in the active layer and ice accumulation as a result of differential surface insulation. The model combines the laws of heat and mass conservation, heat and water fl ux, and phase change in a porous medium (Daanen, 2004) .
The objective of this study is to identify the driving forces that potentially alter the structure of the nonsorted circle system under a climate change scenario. This was done using the WIT model. Hydrology is critically important in maintaining the local balance of physical, chemical, and biological processes in the nonsorted circle ecosystem and is best illustrated by a simple conceptual model (Fig. 3) . In a simplifi ed representation of the system, we consider ice accumulation caused by temperature gradients, which result from differences in insulation (vegetation, dead organic matter, snow) at and near the soil surface. Climate models predict dramatic changes for the arctic tundra environment, such as shifts in summer and winter temperatures, with enhanced winter precipitation (Maxwell, 1992; Walsh, 1993) . This model accounts for current climatic conditions and simulates warmer air temperatures during freezing and increased soil surface insulation resulting from increased snowfall and vegetation.
Model Description
The governing equations involved in nonsorted circle hydrology include the conservation of mass for water and ice, conservation of energy, fl ux laws for liquid water (Richards' equation) and heat (Fourier's law), and relations of thermodynamic equilibrium (generalized Clapeyron equation). These relationships are strongly dependent on each other and directly coupled in the model. The model uses the van Genuchten (1980) equation to approximate the freezing characteristic curve and the hydraulic conductivity curve. This model is similar to that given by Hansson et al. (2004) , but it differs in the linkage between ice content and temperature. The model WIT solves a three-dimensional, variably saturated domain with an Eulerian grid system.
Conservation of Mass Equations
The conservation of mass principles have been applied to two water phases as described for liquid water
and for ice ( )
where ρ l is liquid density and ρ i is ice density (kg m −3 ); θ l is liquid water content and θ i is ice content (m3 m −3 ); t is time; q l (m 3 s −1 ) is non-Darcy's type fl ux for liquid; and E i,l (kg s −1 m −3 ) is freeze-melt mass transfer. The liquid water content of the system is restricted in the model as follows:
where θ s and θ r are saturated and residual water content (m3 m −3 ), respectively. However, the ice content (θ i ) is globally limited by the available water in the profi le yet is locally unlimited, to account for the fl ux and accumulation within the nonsorted circle.
The classic way to describe liquid water movement in porous media is by combining Darcy's law and the conservation of mass equation. In unsaturated porous media, with air or ice present in the pores, the combined equation is known as Richards' equation (Richards, 1931) :
where ψ m (m) is matric pressure head, K (m s −1 ) is unsaturated hydraulic conductivity, and k (dimensionless) is gravitation force, unit vector, which equals 1 downward. The term dθ l /dψ m = C in Eq.
[4] is known as the capacitance and the inverse of the tangent of the water retention relation. In a freezing environment, this relationship is often referred to as the freezing characteristic curve (the amount of liquid water present at a certain freezing temperature of the porous medium). This relationship depends on the pore size and grain packing. In this study, we used the similarity between the freezing characteristic curve and the water retention curve as described by Spaans and Baker (1996) and the soil moisture characteristic relation proposed by van Genuchten (1980):
where α (1 m −1 ), m, and n are van Genuchten parameters, and
For our model, we used α = 0.1 and n = 1.6 because these values are based on (and assumed from) the soil type prevalent in arctic nonsorted circles, such that the model corresponds well with the fi eld data at the most critical temperatures for ice lens formation (−5°C to 0°C), and the hydraulic conductivity is large enough to sustain water migration to the nearest ice lens (Fig. 4) . The region in the freezing soil where this occurs is also known as the frozen fringe (O'Neill and Miller, 1985) .
We used the general Clapeyron equation to relate the matric pressure head with the temperature for the freezing characteristic curve, assuming an ice pressure head (ψ i ) of zero. This thermodynamic relation is the basis of phase change; it was derived for soils by Kay and Groenevelt (1974) and can be described as
where L f is latent heat of fusion (0.33E + 6 [J kg
is acceleration of gravity, and T (°C) is temperature. Formation of ice crystals in the pores affects the water retention curve; however, this most likely occurs in coarse-grained materials. Because of the fi ne-grained soil texture in nonsorted circle areas, we used the same water retention curve for the entire freezing process and assumed that any effect on the curve because of ice crystal formation in the pores to be negligible. We assumed that ice formation occurred mainly as little veins outside the original pore structure. From this, we then assumed that all of the small pores that contain liquid water are available for liquid water fl ow. For this study, we assumed a saturated hydraulic conductivity (K s ) of 1.0e-7 (m s −1 ) based on the soil type found at the Franklin Bluffs site on Alaska's north slope and without ice present in the soil. We computed the unsaturated hydraulic conductivity in Fig. 4 
where the liquid water content is related to the soil temperature through the general Clapeyron equation and the freezing characteristic function.
Energy Equations
The conservation of energy principle is applied to each of the water phases and the soil solid phase. The resulting conservation equations are provided for liquid water,
ice,
and soil:
where 
where q h is the vector sum given as
The heat fl ux consists of three major components: conduction through the soil matrix, conductance through ice, and convection with the liquid water fl ow. The heat fl ux is a function of the temperature gradient and mass fl uxes for convection of heat. This heat fl ux is given by
where C l (J kg −1 °C −1 ) is the specifi c heat of liquid water and the thermal conductivity, λ (J s −1 m −1 °C −1 ), is assumed to be a function of the porosity and ice content. We parameterized the equation to fi t the measured data using the following relationship for estimating λ:
where K Ts = 0.7 J s −1 m −1 °C −1 represents the thermal conductivity of the unfrozen soil (mineral and organic) and K Ti = 2.1 J s −1 m −1 °C −1 represents the additional thermal conductivity due to ice in the soil. We found these values through trial and error; they do resemble the thermal conductivities found in the area using inverse modeling techniques. The combination of heat and mass transfer in unsaturated porous media exposed to freezing conditions has been developed before (Kay and Groenevelt, 1974; Kung and Steenhuis, 1986; Hansson et al., 2004) . Kung and Steenhuis (1986) derived a model for coupled heat and mass transfer in freezing soils, but their solution included vapor as an integral part of the solution, which may be ignored in near-saturated soils, to minimize computation time. Hansson et al. (2004) provided soil column measurements and described a model that is similar to the model presented in this paper. Figure 5 shows the measured data from Hansson et al. (2004) with simulated results from WIT. We discretized the domain with 1-cm grid spacing.
Similar to Hansson et al. (2004) , we found that the lower boundary condition is not completely zero fl ux. We set the lower boundary to a fi xed temperature of 6°C and found a close agreement. Differences between the observed and simulated total water contents could be due to an overestimation of the hydraulic conductivity close to the freezing front; our model does not have an impedance factor discussed by Hansson et al. (2004) .
Numerical Solution Procedure
We substituted and discretized the unsaturated freezing soil equations presented above in three dimensions and solved numerically for the temperature and ice content; we used a midpoint fi nite difference numerical approach (also known as mixed fi nite element approach [Misra, 1994] ) to solve this highly nonlinear system of equations. We accomplished the linearization through a mass conservative solution of the Picard approximation (Celia et al., 1990) , and reduced the linear solution matrix with the block Jacobi method. We assumed that horizontal fl uxes are constant within the linear matrix solution (a requirement) and solved the resultant banded matrix directly for all vertical nodes stacked on each other. The iterations we conducted for the nonlinearity also provided an opportunity to update the horizontal fl uxes, since they were assumed constant during the solution of the matrix with the block Jacobi method. Updating all fl uxes within the iteration procedure guaranteed a fully implicit solution of the equations. For this model, it turned out that this numerical approach of the equations was the fastest, or the least expensive, way of solving them implicitly for a large domain in three dimensions. 
Boundary and Initial Conditions
The boundary conditions for this model are important for the prediction of ice accumulation in particular areas. Most active layer processes of the arctic tundra are driven by the upper boundary. For this study, we considered a 3-× 3-m uniform area without any gradients that represented the arctic tundra with zero-fl ux side boundaries for heat as well as water. We also defi ned a zero water fl ux for the lower and upper boundaries. We performed the simulation using a depth of 1.7 m. We discretized the vertical and horizontal domain by 10 cm for the upper seven nodes in each column and 1 m × 10 cm × 10 cm for the lowest node to represent the permafrost underlying the active layer. To calibrate and test the WIT model, we used a fi xed upper boundary, which was partially insulated and partially exposed to the atmosphere, representing the adjacent tundra and the nonsorted circle, respectively. In this study, we used a single value for representative insulation of the adjacent tundra soil surface, even though the actual insulation is more complex due to layers of vegetation, dead organic matter, and snow cover.
We solved the soil surface temperature iteratively by assuming that the heat conduction between the air and the mineral soil surface, through the vegetation, organic layer, and snow, is equal to the heat conduction between the soil surface and the fi rst solution node below the surface (Liebethal and Foken, 2007) . We calculated the fl uxes using the R-value for insulation properties, the air temperature and the upper temperature from the solution domain. The R-value is defi ned as the inverse of the convective heat transfer coeffi cient as described by Hansson et al. (2004) . The R-value (m 2 s °C J −1 ) is related to the thickness and thermal conductivity of the surface layer:
where d sur (m) is the depth of the surface layer and λ sur (J s −1 m −1 °C −1 ) is the bulk thermal conductivity of the surface. We selected the R-value of the boundary layer to refl ect a combination of heat transfer limiting factors such as reduced air movement in the vegetation, snow, and organic layer all lumped into a single parameter, as mentioned above. We assumed the lower boundary temperature at a depth of 1.7 m to be constant at −1.0°C to correspond to fi eld measured data. We assumed the thermal conductivity of the lower boundary to be 2.0 J s −1 m −1 °C −1 , which represents an ice-rich mineral medium. In addition to the lower boundary heat fl ux calculation, we increased the size (1 m) of the lowest node of the domain to serve as a buffer for heat storage at the lower boundary, to aid the modeling accuracy and to suppress any numerical dispersion due to the solution of the heat balance equation. We specifi ed the initial conditions for the model as the liquid water content, the ice content, and the temperature throughout the solution domain. These three components were brought to equilibrium using conservation of mass and energy. Temperature was related to the liquid-water pressure head through the general Clapeyron equation with the use of the moisture characteristic curve; the liquid-water content and the medium temperature were recalculated to match local equilibrium for the initial condition.
Results and Discussion
We simulated only the freezing portion of the annual cycle, with the model calibrated using fi eld data from an arctic tundra site near Franklin Bluffs on the North Slope, Alaska (for more information on this site, see Walker et al., 2004) . We used WIT to determine the effects of increased air temperature and surface insulation changes on the horizontal water movement during freezing. We used fi eld temperature and liquid water content data (Daanen, Marchenko, Romanovsky, and Walker, unpublished data, 2007) to calibrate the water retention curve to the mineral soil. Figures 4 and 6 show the freezing characteristic curves used in this study. We measured liquid water content with time domain refl ectometry and the soil temperature with a thermistor. This curve (Fig. 4) fi ts well for areas with very high hydraulic conductivity during freezing, which is important for ice-lens formation. Organic matter buildup beneath the vegetation has altered the original mineral properties of the adjacent tundra soils, as is evident from Fig. 6 . We used measured soil temperatures from the nonsorted circle and adjacent tundra at 10-cm intervals from 5 cm below the surface up to 95 cm depth. We used data from four soiltemperature profi le probes placed on a line in the fi eld from the nonsorted circle to the adjacent tundra and calibrated the model with the measured air temperature from the site (Fig. 7) .
Our solution domain encloses an area that includes the measured data points for the nonsorted circle and the adjacent tundra. Figure 8 shows the results of the calibration for the ice content distribution in the top soil layer. Figure 9 shows the soil temperature, and Fig. 10 illustrates the degree of fi t of our model for the measured versus calculated soil temperatures. The ice content distribution (Fig. 8) shows that the liquid water redistributed during freezing in the direction of the arrows. The R-values (m 2 s °C J −1 ) at the soil surface follow a sinusoidal curve on the y and x axes, resulting in a high insulation value (6.7) in the lower left-hand side (near coordinate 10 × 10) and a low insulation value (2.0) in the upper right-hand side (near coordinate 23 × 23). These results demonstrate that the area with the least amount of surface insulation (the upper right-hand side) obtains the greatest amount of ice accumulation. We found these R-values during model calibration with respect to observed soil temperatures and later realized that they correspond closely with measured values from the nonsorted circle ecosystem near Franklin Bluffs (Daanen, Misra, Epstein, and Walker, unpublished data, 2007) .
The simulated soil-temperature data (Fig. 9 ) show a close fi t to the fi eld data except for errors, such as the underestimation of the freezing temperature in the adjacent tundra at 25 cm, that may attribute to temporal variation of snow depth over the winter, which was not taken into account by the model, and spatial variability of vegetation in smaller detail. The constant snow depth in the model results in an underprediction of soil temperature in the fall and an overprediction of soil temperature at the end of winter.
We calibrated this model with soil temperatures from a nonsorted circle and adjacent tundra environment. For future use, the model will have to be tuned to account for the temporal variations in the upper boundary caused by the snow depth at the surface.
At this point, we lack a dynamic snowpack regime in our model that can handle the three-dimensional effects of snow and incorporate vegetation variation at the soil surface. The ice content plot in Fig. 8 shows the movement of the liquid water from the adjacent area toward the nonsorted circle, which matches the observations that differential heave is present in the nonsorted circle environment. These results agree qualitatively with fi eld observations during any particular freezing season.
The horizontal liquid water fl ux during freezing indicates the potential for differential frost heave. The water that enters the nonsorted circle from the adjacent tundra area is the horizontal liquid fl ux. This fl ux is expressed as centimeters of liquid water over the simulation period. For this study, we used the column at 23 × 23 to evaluate this fl ux.
Soil heave occurs when liquid water freezes and expands; subsequent water movement causes extended heave (secondary frost heave) in sparsely vegetated areas. The formation of distinct ice lenses between soil particles (segregated ice) causes secondary frost heave. Primary frost heave accounts for 9% of the liquid water expansion in the pores. If the active layer were 1 m deep with a 40% saturated porosity then the frost heave would be only 3.6 cm, more or less equal for the nonsorted circles as for the adjacent tundra.
For the calibrated domain, we obtained 1.03 cm of horizontal liquid-water fl ow (corresponding to a potential amount of segregated ice of 1.12 cm) at the nonsorted circle location (2.3 × 2.3 m). Assuming that the adjacent tundra heaves at its 9% expansion, the differential heave would be 2.24 cm. This value is small compared with the observed 17 cm of differential heave in the fi eld (Walker et al., 2004) . However, for this control simulation, we did not consider the effects of (i) secondary water transport through horizontal cracks in the mineral soil or (ii) drying of additional stored water in soil cracks, surface depressions and organic layers.
Shear cracking near the freezing front and lenticular structure caused by previous year's ice lenses cause secondary hydraulic activity . Observations in the fi eld suggest that drying plays an important role in differential frost-heave development. During the thawed season, most depressions have standing water and saturated organic layers of up to 25 cm thick. These depressions and organic layers show little or no ice accumulation in the frozen season. It is therefore possible that potentially 12 cm of water froze in the nonsorted circles. Both explanations might work concurrently to develop the amount of differential ice accumulation found in the fi eld. 
Experiments
We used the model to simulate the effects of warming on the horizontal liquid-water movement in the active layer during freezing. The fi rst simulated scenario was with a relative warming of the air temperature with respect to our control temperature, which resulted in a freezing rate reduction. Figure 11 shows the results of two levels of freezing rate reduction compared with the control freezing rate. It was found that a 10% freezing rate reduction leads to an 8% reduction of the horizontal liquid water movement, and a 20% freezing rate reduction leads to a 14% reduction in liquid water movement.
Slower changes in the air temperature reduce water movement; the soil has more time to cool overall, and local temperature gradients in the soil are limited. Less differential heave reduces root stress and promotes plant growth in the nonsorted circle. Additionally, a warmer soil temperature during the summer increases soil nutrient availability and the decomposition of soil organic matter (Epstein et al., 2001 (Epstein et al., , 2000 . Increases in growing season length over the last few decades (another byproduct of climate change) may have also affected vegetation development (Hinzman et al., 2005) . Together, these changes may alter the existing land surface conditions of the tundra. In the future, we should address whether a warming climate trend does indeed affect the freezing rate with time, as used in this scenario. Climate records along a climate gradient from south to north do not suggest a change in freezing period characteristics (Daanen, 2006) . At this point, not enough data are available to suggest changes in the freezing rate are indeed a side effect of current climate warming.
Summer warming increases nutrient availability (Chapin et al., 1995; Hartley et al., 1999; Schmidt et al., 2002) , which promotes plant growth toward the center of the circle. Using WIT to simulate the effects of changing insulation at the soil surface, we fi nd that 20 and 40% increases in the insulation of vegetated tundra lead to approximate increases of 10 and 30%, respectively, in the horizontal water movement from vegetated tundra to the nonsorted circle. These increases result in a stabilizing effect on the nonsorted circle ecosystem. A longer, warmer growing season for plants would make them more capable of establishing and growing in the center of the nonsorted circles; however, these plants need to overcome the additional heave on the circle generated by increased insulation in the adjacent tundra.
If the conditions are suitable enough for the plants to overcome frost heave on the nonsorted circle, then the process of heave degeneration might initiate. Figure 11c shows that 50 and 100% increases in the insulation on the nonsorted circle lead to 60 and 80% decreases, respectively, of the liquid water movement toward the nonsorted circle. This simulation result shows that insulation on the nonsorted circle can strongly affect the amount of water that can be attracted to the nonsorted circles, if the plants are able to colonize the entire bare surface of the nonsorted circle. If a part of the nonsorted circle remained without vegetation cover, it is likely that this part will experience more ice accumulation because more water is available from the larger adjacent tundra for heave in this small bare area.
Rather than an increase of vegetation in specifi c areas, it may be that the entire surface will experience denser vegetation and, due to increased winter precipitation, there will be an increase in the R-value for the entire ecosystem. Figure 11d shows that a combined increase in R-value (m 2 s °C J −1 ) of 3 in insulation on the nonsorted circle and on adjacent tundra results in a 56% decrease in the horizontal liquid water fl ux. With an increase in the R-value of 6 in the boundary layer for the nonsorted circle and adjacent tundra, the horizontal liquid water fl ux reduces to 70%. This mathematical experiment shows that insulation of the nonsorted circle leads to a stronger response on the horizontal water movement than increased insulation of the adjacent tundra.
In the fi nal experiment, we simulated stress cracks (visible as lenticular structure in the soil profi le), which renders substantial increase in the horizontal hydraulic conductivity. Figures 12 and 13 show the cumulative fl ux and the fl ux rate, respectively. Considerably more water (8 cm) can fl ow to the nonsorted circle during the freezing period when the horizontal hydraulic conductivity is 100 times greater than the vertical conductivity. We chose this value without any knowledge of the effects of the cracks on the hydraulic conductivity. The model, however, suggests that a larger value of the horizontal hydraulic conductivity can explain the behavior of the ecosystem better than a smaller value. If we compare our numbers with the soil used in Hansson et al. (2004) , which is a Kanagawa sandy loam with a K s of 3.2 × 10 −6 m s −1 , we can reasonably assume that our soil has a value of 10 −5 m s −1 in the horizontal direction. The fi gures also show that the water fl ux depends on the temporal fl uctuation of the air temperature, and that it increases with time as the liquid water in the active layer freezes, up to the point where ice accumulation reduces the hydraulic conductivity and the liquid water fl ux. Assuming this change in hydraulic conductivity is reasonable, the result of this experiment shows that WIT is capable of simulating a liquid water fl ux that approximately resembles the actual differential heave observed in the fi eld.
Conclusions and Future Research
Through WIT, we simulated the hydrology of the nonsorted circle ecosystem suitably and predicted soil temperatures at different depths compared to those observed in the fi eld. By simulating climate warming effects on the horizontal distribution of the total water, we observed the following:
• A decreased freezing rate reduces the horizontal movement of water in the soil during freezing.
• Increased insulation of the areas outside the nonsorted circle increases horizontal water fl ow toward the center of the circle.
• Increased insulation on the nonsorted circle during freezing strongly reduces the horizontal water movement toward the center of the circle.
• Insulation changes on nonsorted circles have a greater effect on horizontal water fl ow than insulation changes in adjacent tundra.
Vegetation response to climate warming is potentially a key factor controlling the movement of liquid water in the active layer during freezing. Processes responsible for the secondary frost heave are still under active research and not well understood. Our research sheds an initial light on possibility of higher horizontal fl uid migration as a process of producing secondary frost heave.
