Hypersonic transitional flows over a flat plate and a sharp cone are studied using four turbulence models: the one-equation eddy viscosity transport model of SpalartAllmaras, a low Reynolds number k-ε model, the Menter k-ω model, and the Wilcox k-ω model. A framework is presented for the assessment of turbulence models that includes documentation procedures, solution accuracy, model sensitivity, and model validation. The accuracy of the simulations is addressed, and the sensitivities of the models to grid refinement, freestream turbulence levels, and wall y + spacing are presented. The flat plate skin friction results are compared to the well-established laminar and turbulent correlations of Van Driest. Correlations for the sharp cone are discussed in detail. These correlations, along with recent experimental data, are used to judge the validity of the simulation results for skin friction and surface heating on the sharp cone. The Spalart-Allmaras performs the best with regards to model sensitivity and model accuracy, while the Menter k-ω model also performs well for these zero pressure gradient boundary layer flows.
Nomenclature

Introduction
An effort is currently underway at Sandia National Laboratories to review and assess existing turbulence models for hypersonic flows. These flows generally consist of laminar, transitional, and turbulent regions. Part of the review and assessment effort is therefore concerned with the modeling of transitional flows, which is the focus of the current paper.
This study deals with transition by the a priori specification of a transition point. The prediction of transition onset and extent is a challenging task and is beyond the scope of the current work. This paper focuses on simple, attached boundary layer flows, for which a large amount of experimental data exist. Van Driest developed correlations for the skin friction and heating on a flat plate for both laminar 1 and turbulent 2 flow. These correlations are based on boundary layer theory and have been confirmed by numerous experiments. Van Driest 3 and White 4 have also developed correlations for skin friction and heating on sharp cones. These correlations are revisited in the current work.
One of the goals of this paper is to develop a framework for the assessment of turbulence models. The assessment methodology presented herein is influenced heavily by the work of Marvin 5 and Marvin and Huang. 6 In addition, a significant effort has been made to estimate the accuracy of the numerical simulations. The procedures for determining solution accuracy are based on earlier work by the authors. 7, 8 The computational fluid dynamics code used herein is SACCARA, the Sandia Advanced Code for Compressible Aerothermodynamics Research and Analysis. The SACCARA code was developed from a parallel distributed memory version 9, 10 of the INCA code, 11 originally written by Amtec Engineering. This code has been developed to provide a unique, massively parallel, three-dimensional compressible fluid mechanics/aerothermodynamics analysis capability for transonic and hypersonic flows. Four turbulence models are examined in the current work. The first turbulence model is the one-equation Spalart-Allmaras eddy viscosity model 12, 13 which has a robust numerical formulation and has shown promising results for a wide variety of flows. The second model is the standard k-ε model 14 which uses low Reynolds number damping functions 15 near solid walls. The third model is Menter's hybrid model 16 which switches from a k-ε formulation in the outer flow to a k-ω formulation near solid walls. The final model is an improved version 14 of Wilcox's k-ω turbulence model. 17 Two cases have been used to investigate the performance of the one-and two-equation turbulence models, both of which are zero pressure gradient flows. The first case is the flow over a flat plate at Mach 8. The skin friction along the flat plate is used to judge the accuracy of the predictions through comparisons with the well-established laminar and turbulent correlations of Van Driest. 1, 2 The second case is the Mach 8 flow over a sharp cone. The flow over a sharp cone is of interest as the flow properties at the edge of the boundary layer are approximately constant along the cone. Thus, the sharp cone is an extension of the flat plate geometry and is basic to the understanding of turbulent boundary layer flows and other flow geometries. This geometry is well suited to wind tunnel testing and avoids the 2D/3D issues involved with flat plate flows. From a computational point of view, this geometry is not ideal because the singularity at the sharp tip can make it difficult to obtain accurate numerical solutions.
A number of high-speed transitional flow experiments have been carried out on the sharp cone geometry. The earlier database for sharp cones has been reviewed by Bertin et al. 18 One of the earlier wind tunnel investigations on the skin friction and heat transfer on a sharp cone at a freestream Mach number of 7.9 was performed by Chien. 19 A workshop by Desideri, Glowinski, and Periaux 20 used the sharp cone as one of the hypersonic turbulent flow problems to be solved by participants. The original data for the problem has been developed further with the data obtained in the Imperial College No. 2 gun tunnel at a Mach number of 9.26. Experiments have been performed by Lin and Harvey 21 and Hillier et al. 22 In the latter, blunt cones have also been investigated. Transition on a sharp cone in a Mach 3.5 low-disturbance tunnel has been investigated by Chen et al. 23 Heat transfer measurements on sharp cones with an after-body that is a flare or ogive has been performed by Kimmel. 24, 25 The baseline model consisted of a 7 degree half angle, sharp cone with a freestream Mach number of 7.93.
One of the problems with the sharp cone is the lack of a completely adequate theoretical correlation of the experimental data to use as a benchmark solution. For laminar flow, the skin friction and heat transfer for a flat plate are multiplied by to obtain the cone values. There does not appear to be a well established approach to transform the turbulent flat plate results to the cone. A correlation of the heat transfer on axisymmetric flight vehicles with flat plate relations has been investigated by Zoby and Sullivan 26 and an additional correlation including ground-test data has been investigated by Zoby and Graves. 27 The former includes six references for experimental data on sharp cones where the Mach number varies from 2.0 to 4.2.
The conditions chosen for the Mach 8 sharp cone flow studied herein correspond to the experiment con-ducted by Kimmel, 24, 25 which contains surface heat transfer data. These data, along with the correlations for surface heat transfer and skin friction developed by Van Driest 3 and White, 4 are used to assess the accuracy of the model predictions.
Turbulence Model Assessment Methodology
One of the goals of this work is to develop criteria for assessing the turbulence models. In the first sub-section, guidelines are presented for the documentation of model evaluation efforts. In the second sub-section, the criteria for evaluating the models are presented.
Guidelines for Documentation
Details of the flow case and the models used must be given in enough detail that the results are reproducible by other researchers. Information should be given on the initial and boundary conditions for each case. Information on the models used should also be given, including details of the flow solver, limiting of turbulence quantities, and special solution procedures (e.g., running laminar for a specified number of iterations). These guidelines are presented below in outline format.
Case(s) Examined
• flow problem examined (geometry, physics)
• experimental boundary conditions
• transitional versus turbulent
• data used for comparison (e.g., feature location, surface pressure, turbulence profiles, etc.)
Turbulence Models Examined
• standard versus modified models • wall treatment (wall functions or integration to the wall)
Model Implementation Issues
• governing equations (boundary layer equations, full Navier-Stokes equations)
• boundary conditions (governing equations and turbulence transport equations)
• limiting of turbulence quantities (limit of TKE production, realizeability of TKE and dissipation)
Criteria for Model Assessment
The turbulence models should be assessed by first establishing the accuracy of the simulations, and then by examining model sensitivities and validation results. The accuracy of the simulations is an important factor to consider when comparing to experimental data; for example, if the accuracy of pressure distributions are estimated to be ±20%, then clearly one should not expect to get agreement with experimental data within 5%. A model sensitivity study is useful for determining how a given model will perform for flows that differ from the one where model validation results are presented. Finally, model validation results must be quantitative, with experimental uncertainties given for all measurements used for validation. The preceding criteria are summarized in outline form below.
Efforts to Establish Solution Accuracy
• iterative/temporal convergence
• grid convergence
Turbulence Model Sensitivities
• freestream turbulence sensitivity
• wall spacing sensitivity
• mesh refinement sensitivity
Turbulence Model Validation Results
• qualitative model results
• quantitative model results (whenever possible)
• error bounds should be included for experimental data
Flowfield Solver
The SACCARA code is used to solve the NavierStokes equations for conservation of mass, momentum, and energy along with turbulence transport in either 2D or axisymmetric form. The governing equations are discretized using a cell-centered finite-volume approach. A finite-volume form of Harten and Yee's symmetric TVD scheme 28, 29 is employed. This flux scheme is second-order accurate and reduces to a first-order Roe-type scheme 30 in regions of large gradients (i.e., shocks) based on a minmod limiter. The viscous terms are discretized using central differences.
The SACCARA code employs a massively parallel distributed memory architecture based on multi-block structured grids. The solver is a Lower-Upper Symmetric Gauss-Seidel scheme based on the works of Yoon et al. 31, 32 and Peery and Imlay, 33 which provides for excellent scalability up to thousands of processors. 34 The SACCARA code has been used to obtain solutions for a wide variety of compressible flow problems. [7] [8] [9] [10] [35] [36] [37] The simulations presented herein were run using a single 400 MHz processor of a Sun Enterprise 10000 shared-memory machine. Typical CPU times to reach convergence were approximately 18 hours for the flat plate cases and 11 hours for the sharp cone for the two-equation models. The Spalart-Allmaras model CPU times were somewhat shorter.
All flow solutions were initialized by applying the freestream conditions over the entire domain. The governing equations were then advanced in pseudo-time until a steady-state solution was obtained. The CFL number at the beginning of the simulations was set to 0.1. This value was then geometrically ramped up by a factor of 1.01 until the CFL number reached 1×10 6 . For the k-ω models, the sharp cone simulations were run laminar for the first 1000 iterations and then allowed to transition to turbulent after the transition location. This procedure was required due to instabilities that arose when the shock moved off the body and through the turbulent boundary layer.
Turbulence Modeling
Transition Method
The current method for specifying transition from laminar to turbulent flow in the SACCARA code is through analogy with the turbulence intermittency approach. The turbulence transport equations are solved over the entire domain, with a user-defined transition plane specified. Upstream of this plane, the effective viscosity is simply the laminar value, while downstream the effective viscosity is the sum of the laminar and turbulent viscosities. An advantage of this approach is that the turbulence transport equations are solved over the whole domain, thus promoting turbulent behavior downstream of the transition plane. In contrast, if the turbulence source terms are simply turned on after the transition plane, the turbulence model may not transition to turbulent flow until farther downstream, depending on the freestream turbulence values. A disadvantage of the current approach is that a discontinuity in the total viscosity (laminar plus turbulent) may occur at the transition plane.
Spalart-Allmaras Model
The Spalart-Allmaras 12,13 one-equation turbulence model is examined. This model requires the solution of a single transport equation for the eddy viscosity. The Spalart-Allmaras model has proven to be a numerically robust approach, and generally good results have been demonstrated for a wide variety of flows. The density gradient term which arises from the transformation from the original incompressible formulation in substantial derivative form is omitted. See Refs. 7 and 8 for details.
Low Reynolds Number k-ε Model
The standard k-ε model, 14 while providing good results for shear flows, is not appropriate for wall bounded flows. The low Reynolds number modification of Nagano and Hishida 15 is used to allow integration to solid walls. The current implementation uses the incompressible form of the turbulence production term which omits terms containing the divergence of velocity.
Menter k-ω Model
The Menter k-ω model 16 is a hybrid model which uses a blending function to combine the best aspects of both the k-ω and the k-ε turbulence models. Near solid walls, a k-ω formulation is used which allows integration to the wall without any special damping or wall functions. Near the outer edge of the boundary layer and in shear layers, the model blends into a transformed version of the k-ε formulation, thus providing good predictions for free shear flows. This model also shows less sensitivity to freestream turbulence quantities than other k-ω formulations.
Wilcox (1998) k-ω Model
The second k-ω formulation examined is a modification to an earlier Wilcox k-ω model. 17 The updated version 14 was developed to improve predictions for free shear layers and to reduce the solution sensitivity to freestream ω values. This version is referred to as the Wilcox (1998) k-ω model in the current paper.
Solid Wall Boundary Conditions
For the Spalart-Allmaras model, the transported eddy viscosity is set to zero at solid walls. For all three two equation models, the turbulent kinetic energy k is specified to be zero at the surface. Similarly, the specific dissipation rate ε is set to zero at solid surfaces. For the k-ω models, the omega value for the first cell off the wall ω 1 is set to (1) where ∆y is the distance from the cell center to the wall and β 0 = 9/125 for the Wilcox model and β 0 = 3/40 for the Menter model. The wall value is set to (2) The interior ghost cell value for w is then set so that the second derivative of w at the wall is zero, i.e., (3)
Transitional Flow Cases
Mach 8 Flat Plate
Flow over a flat plate has been chosen as the first test case to illustrate the behavior of the transitional flow results obtained with the one-and two-equation turbulence models. The test case is Mach 8 flow over a flat plate with a wall temperature of =1000 K and freestream conditions corresponding to an altitude of 15 km. 38 For this case, the temperature in the flow is sufficiently low that the perfect gas assumption with γ = 1.4 is appropriate. Sutherland's law was used for the molecular viscosity. The transition location was specified as x = 0.12 m from the leading edge in order to provide a significant region of fully developed turbulent flow.
Freestream Flow Conditions
The freestream conditions for the flat plate case are presented below in Table 1 . The method for determining the freestream turbulence properties is given as follows. For the two-equation models, the specification of a freestream turbulence intensity (Tu) is used to determine the turbulent kinetic energy in the freestream from (4) where Tu=10 corresponds to a freestream turbulence intensity of 10%. The dissipation variable is determined by specifying the ratio of turbulent to laminar viscosity, , i.e.,
or (6) For the Spalart-Allmaras model, the transported variable is simply found from the µ t /µ ratio. The baseline values for the flat plate are Tu=1% and µ t /µ=1. These values are used for the flat plate throughout this paper unless otherwise stated.
Computational Mesh
A parabolic mesh has been used around the flat plate as shown in Fig. 1a . This mesh topology is used to mitigate the effects of the leading edge singularity by clustering points in this region and provides a set of welldefined boundary conditions to apply at the solution boundaries. Details of the method used to generate the parabolic mesh are given in the appendix. Most of the results have been obtained with a fine mesh of 80×160 cells (80 cells along the plate surface). Coarser meshes of 40×80 and 20×40 cells were also used to show that the 80×160 mesh provides results sufficiently accurate for assessing the models. These coarser meshes were found by eliminating every other grid line in each direction. Maximum wall y + values of approximately 0.1 were used for the fine mesh in the turbulent flow region. The sensitivity of the turbulence model results to wall y + spacing will also be addressed in this paper.
Mach 8 Sharp Cone
Flow over a sharp cone with a half angle of 7 degrees has been chosen as a test case to illustrate the behavior of the laminar/turbulent flow results obtained with the turbulence models. The flow conditions correspond to a wind tunnel test performed by Kimmel. 24, 25 Transition occurs at approximately 0.5 m downstream of the nose. The temperatures are such that the perfect gas assumption with γ = 1.4 are again appropriate. Due to the low freestream temperatures, Keyes viscosity model 39 was used to determine the freestream conditions from the Reynolds number quoted in the experiment. Sutherland's law was used for all simulations.
Freestream Flow Conditions
The flow conditions for the sharp cone are presented below in Table 2 . The baseline freestream turbulence values for the sharp cone are Tu=1% and µ t /µ=10. The values were chosen to insure that all models provided turbulent solutions downstream of the transition plane. These values are used for the sharp cone throughout this paper unless otherwise stated.
Computational Mesh
A parabolic mesh is used for the sharp cone with 160×160 cells (see Fig. 1b ). Details of the mesh genera- 
tion procedure are given in the appendix. In order to assess the spatial error of the surface distributions, a medium mesh of 80×80 cells and a coarse mesh of 40×40 cells were determined by eliminating every other grid line from the fine mesh in each direction. Maximum y + wall spacings in the turbulent region for the fine mesh are below 0.25.
Accuracy of Flow Simulations Iterative Convergence
The simulations were marched in pseudo-time until a steady state was reached. A steady state was assumed when the L2 norms of the residuals for all flow equations (mass, momentum, energy, and turbulence transport) were reduced from their initial values by at least eight orders of magnitude. The residual is defined by substituting the current solution into the steady state form of the discretized governing equations (i.e., without the time derivatives). The residuals will approach zero as a steady state solution is reached and the current solution satisfies the discretized form of the steady equations.
The L2 residual norms of the mass conservation equation for the flat plate are given in Fig. 2 for all four turbulence models. The density residuals are reduced by thirteen orders of magnitude for each model in approximately 70,000 iterations. Although not shown, similar reductions in the residuals were found for the other governing equations.
The L2 residual norms of the y-momentum equation are presented in Fig. 3 for the sharp cone. The two-equation turbulence models show a fourteen order of magnitude drop in residuals while the Spalart-Allmaras model appears to level off after an eight order of magnitude reduction. Again, similar reductions were found for the other governing equations. The demonstrated iterative convergence gives confidence that the iterative errors in the discrete solution are small and may be neglected relative to the grid convergence errors (discussed below).
Spatial (or Grid) Convergence
Spatial convergence has been judged from the steadystate solutions on three meshes, 1, 2, and 3 (from finest to coarsest). The Richardson extrapolation procedure 40 has been used to obtain a more accurate result from the relation (7) The above relation assumes that the numerical scheme is second-order, that both mesh levels are in the asymptotic grid convergence range, and that a mesh refinement factor of two (i.e., grid doubling) is used. The accuracy of the solutions on the three meshes has been estimated with the exact solution approximated with f RE which gives the solution error as (8) where k=1, 2, 3 is the mesh level.
If the mesh has been refined sufficiently such that the solution displays a second-order behavior and a mesh refinement factor of two is used, then the errors on the three meshes will obey the following relationship: (9) In the above equation, the first equality will always be satisfied when Eq. (7) is used. The second equality will only be satisfied if all three meshes have been sufficiently refined so as to be in the second-order asymptotic range.
Mach 8 Flat Plate
For the Mach 8 flat plate, the spatial error in the surface shear stress was examined for each turbulence model. The normalized errors from Eq. (9) are given in Fig. 4 for the Wilcox (1998) k-ω model. There is an increase in the spatial error at the transition point, but the error in the fully turbulent region is below 1%. A large error is also found at the leading edge singularity. Beyond this point, the errors in the laminar region are below 2%. The fact that normalized coarse grid error distribution does not match the normalized values on the medium and fine meshes indicates that the three mesh levels are not all in the asymptotic grid convergence region. Thus, the obtained error estimates must be used with caution. Although not shown, the other two-equa- 
tion turbulence models also gave spatial errors in the turbulent region of less than 1%, while the Spalart-Allmaras model had errors less than 0.5% and appeared to be nearly grid converged on all three grid levels (i.e., Eq. (9) was satisfied).
Mach 8 Sharp Cone
The spatial error in the surface heat flux on the sharp cone is given in Fig. 5 for the Menter k-ω model. The results on all three grid levels are grid independent in the laminar region, with fine grid heat flux errors of less than 0.5%. Again, a rise in the error is seen at the transition location. The spatial errors in the fully turbulent region are below 1.5%, with the coarse grid error failing to exhibit second-order grid convergence behavior. Although not shown, the low Reynolds number k-ε and Wilcox (1998) k-ω two-equation turbulence models also gave spatial errors near 1.5% in the turbulent region. As shown in Fig. 6 , the Spalart-Allmaras model has errors in the turbulent region of less than 0.25%. Furthermore, the normalized errors from Eq. (9) indicate that all three grid levels are in the asymptotic grid convergence range. Similar results for the surface shear stress were found using all four turbulence models (not shown).
Summary of Spatial Accuracy Study
To summarize the findings of the grid convergence study, the surface properties with the Spalart-Allmaras turbulence model exhibited grid independent behavior for all three mesh levels, with fine grid errors in the turbulent region of 0.5% and 0.25% for flat plate and sharp cone, respectively. The surface properties for the twoequation models did not exhibit grid independence in the turbulent region on all three grids, but the estimated fine grid errors were below 1% and 1.5% for the flat plate and cone, respectively.
Freestream Turbulence Sensitivity
Turbulence models may show some sensitivity to the freestream turbulence quantities. This sensitivity can manifest in two forms: changes in the location of transition from laminar to turbulent flow, and changes in the eddy viscosity levels in the turbulent region. The former may actually be a desirable characteristic when bypass transition is being modeled, while the latter is generally undesirable. Experimental evidence 41, 42 suggests that surface properties (e.g., shear stress) in the fully-developed turbulent region are generally not affected by freestream turbulence intensity, at least in the case of low-speed flows.
In order to assess the sensitivity of the models to the freestream turbulence properties, the turbulent to laminar viscosity ratio was varied from 1×10 -5 (Case 1) to 10 (Case 5) (e.g., see Table 3 ), and the turbulence intensity was varied from 0.001% (Case A) to 10% (Case E) (e.g., see Table 4 ). The lower turbulence intensity of Case A corresponds to free flight, 43 while the upper limit (Case E) is representative of the turbulence intensity in wind tunnels downstream of turbulence-generating screens. The physically realizable values for the turbulent to laminar viscosity ratio are more difficult to determine due to problems with direct measurements of turbulence dissipation.
In order to avoid running all 25 cases for the twoequation turbulence models, certain criteria were used to reduce the number of runs. For instance, if two cases with the same turbulence intensity (e.g., 1-A and 5-A) were run and both produced laminar flow, then the cases in between (i.e., 2-A, 3-A, and 4-A) were assumed to produce laminar flow and therefore not run. Similarly, if the two bracketing cases produced turbulent flow with the same levels of surface shear stress or heat flux, then the cases in between were omitted. Finally, if a given case was found to be laminar, then all cases above and to the left (see Table 4 ) were also assumed to be laminar. The flows were determined to be laminar or turbulent based on the shear stress or heat flux values downstream of the transition plane.
Mach 8 Flat Plate
The surface shear stress predictions for the SpalartAllmaras model on the flat plate are given in Fig. 7 for Cases 1, 2, 4, and 5. All four cases resulted in turbulent flow after the transition plane. The behavior of the turbulence models can be more easily discerned by examining the shear stress in the turbulent region. This region is indicated in Fig. 8 and shows that the shear stress is insensitive to the value of eddy viscosity chosen in the freestream. These results are also presented below in Table 3 , where a "T" indicates that the shear stress downstream of the transition plane at x = 0.5 m was turbulent. In fact, the shear stress levels at this location for the four cases are within 0.07% for the four cases. The sensitivity to freestream turbulence levels for the low Reynolds number k-ε model is shown in Table 4 . All cases with a freestream turbulence intensity value of less than or equal to 0.01% or eddy viscosity ratios of less than or equal to 0.1 gave laminar flow (denoted by an "L" in the table). For all cases where the flow was turbulent, the shear stress levels at 0.5 m were within 0.01%.
The behavior of the Menter k-ω model is shown in Table 5 . This model gave laminar flow for Tu≤0.001% and µ t /µ≤0.001. The shear stress levels at 0.5 m were within 0.04% for all cases where turbulent flow was predicted.
The sensitivity of the Wilcox (1998) k-ω model to freestream turbulence levels is given in Table 6 , where the values in the shaded cells indicate the shear stress levels (N/m 2 ) at x=0.5 m. The sensitivity to the freestream turbulence levels shows that the shear stress at this location varies by as much as 4% when the flow is turbulent. The behavior of the turbulent shear stress is shown graphically in Fig. 9 . It was found that the higher levels of turbulent shear stress occurred at the lower freestream ω values. Initially, it was hypothesized that higher turbulent shear stress levels may correspond to an earlier transition location on the plate. However, fully turbulent calculations did not yield a correlation between transition location and shear stress levels in the turbulent region. Furthermore, the experimental data of Refs. 41 and 42, although for low-speed flows, suggest that the skin friction levels in the fully turbulent region should be insensitive to variations in the turbulence intensity. Thus, the Wilcox k-ω model's sensitivity to freestream turbulence intensity is not representative of this data.
Mach 8 Sharp Cone
The sensitivity of the turbulent heat flux to freestream turbulence levels for the Spalart-Allmaras model is given in Table 7 for the sharp cone. As with the flat plate, all values of the normalized turbulent viscosity produced turbulent flow downstream of the transition plane. Furthermore, the heat flux levels at x=1 m were all within 0.01%.
The sensitivity of the low Reynolds number k-ε model to the freestream turbulence levels is given in Table 8 . For this case, turbulent flow was achieved only when µ t / The freestream turbulence sensitivity for the Menter k-ω model is shown in Fig. 10 . An enlargement of the turbulent region is given in Fig. 11 and shows that only minor variations in the turbulent heat flux occur as the freestream turbulence is varied. The sensitivity of this model is more easily seen in Table 9 , where laminar flow downstream of the transition plane is observed when Tu≤0.01% and µ t /µ≤0.001. The heating levels at x=1 m are all within 0.2% when turbulent flow is predicted.
The sensitivity of the Wilcox (1998) k-ω model to the freestream turbulence values is shown graphically in Fig. 12 . Similar to the Menter k-ω model, this model predicts laminar flow when Tu≤0.01% and µ t /µ≤0.001. However, there is a stronger sensitivity to the turbulence levels in the freestream for the Wilcox (1998) k-ω model as shown in Table 10 , where heat flux levels (W/m 2 )
are given when turbulent flow is predicted. The turbulent heat flux at x=1 m varies by as much as 4% for the conditions examined. As in the flat plate case, this model predicts the highest turbulent heating at the lower freestream ω levels.
Summary of the Freestream Sensitivity Study
To summarize the finding on freestream turbulence sensitivity, the Spalart-Allmaras model was entirely insensitive to the freestream turbulence, yielding identical turbulent flow for all freestream values examined. The two-equation models showed some sensitivity in that the solutions tended to be laminar when the freestream turbulence levels were low, and turbulent when these levels were high. When the low Reynolds number k-ε and the Menter k-ω models did give turbulent solutions, the turbulent shear stress and heating levels were within 0.2% for both the flat plate and the sharp cone. The Wilcox (1998) k-ω model, however, gave turbulent surface shear stress and heating levels that varied as much as 4% when the freestream turbulence values were varied. Furthermore, this model tended to give higher shear stress and heat flux levels at the lower freestream ω values.
Wall Spacing Sensitivity
The flowfield meshes for both the flat plate and the sharp cone were modified in order to examine the sensitivity of the turbulence models to the y + spacing near the wall. The meshes were modified only over the first 40 points, so as to keep the outer mesh the same. This method was chosen to isolate the y + sensitivity from the grid resolution sensitivity as much as possible. Within the first 40 points, the y + was specified at the wall and the grid spacing at the 40th point was matched to the outer grid. A hyperbolic tangent stretching was used to smoothly vary between the wall and the outer grid.
Mach 8 Flat Plate
For the Mach 8 flat plate, the baseline mesh has an average y + wall spacing in the turbulent region of ap- proximately 0.1. This mesh was modified as described above to produce meshes with y + spacings of 0.01, 0.25, and 1. An additional mesh was generated with a y + spacing of 10 which required the removal of grid points from the mesh to minimize large grid spacing changes. Only the low Reynolds number k-ε turbulence model was able to obtain a solution on this mesh, with the other three models diverging, even with a reduction in the time step.
The shear stress in the turbulent region is presented for the low Reynolds number k-ε model in Fig. 13 
Mach 8 Sharp Cone
For the baseline Mach 8 sharp cone grid, the average y + spacing in the turbulent region was 0.25. The mesh was modified to obtain meshes with y + spacings of 0.01, 0.1, and 1. An additional mesh was generated with y + =10 by removing points from the interior portion of the grid. Again, only the low Reynolds number k-ε model was able to achieve a converged solution, although the results on this grid were of poor quality.
Surface heat flux distributions for the Spalart-Allmaras model are presented in Fig. 15 for near-wall y + spacings of 0.01 to 1. The results are insensitive to the y + spacing, with maximum differences of only 2%. Sensitivity results for the Wilcox (1998) k-ω model are given in Fig. 16 . The solutions with the finer wall spacing are in close agreement, while the y + =1 heating is approximately 6% low. Although not shown, a similar behavior is found for the Menter k-ω model, with the y + =1 heating roughly 9% low. For the low Reynolds number k-ε model, the finer y + curves are in good agreement, while the y + =1 curve is 12% high and displays a more shallow slope (not shown).
Model Validation Validation Data
For turbulent boundary layer flow on a flat plate, the Van Driest II correlation 2 is considered the most accurate representation of the experimental data. The extension of the Van Driest II correlation to cone flows is developed in this section after a review of the flat plate case. For the flat plate flow, the compressible local skin friction , momentum thickness Reynolds number , and distance Reynolds number are related to the incompressible values by the following transformations (10) where In the above relations, the Reynolds numbers and skin friction reference quantities are evaluated with properties at the edge of the boundary layer. With , , and known, the viscosity at the wall and edge of the boundary can be determined and then in Eq. (10) the relation between the compressible and incompressible quantities can be determined. It is assumed that the compressible momentum thickness Reynolds number is specified which allows the incompressible momentum thickness Reynolds number to be determined from the second relation in Eq. (10) . Then the average incompressible skin friction is obtained from
The local incompressible skin friction is evaluated from Karman-Schoenherr relation
The local compressible skin friction is evaluated from the first relation in Eq. (10) . The incompressible Reynolds number based on the distance to the virtual origin of the turbulent flow and is obtained from
The value of is difficult to determine and various values are used in the literature. The compressible distance Reynolds number is evaluated from the last relation in Eq. (10) . This Reynolds number is different than where is the distance along the body surface from the leading edge. In the present development it is assumed that these two Reynolds are the same which can introduces some error in the results. The present results are expected to provide reasonable accurate values for the skin friction and wall heat flux downstream on the cone where the flow has become fully developed. The compressible Reynolds number and the compressible local skin friction are obtained from Eq. (10) which gives
The Stanton number is obtained from the Reynolds analogy which gives
The recommended values of the Reynolds analogy factor vary and can depend on the flow conditions but is a number near one. The Reynolds analogy factor is approximated as follows since the laminar Prandtl number is near unity:
The wall heat flux is obtained from (13) where the total enthalpies are obtained from
The foregoing results are appropriate for flat plate flows.
For turbulent boundary layer flow on a cone, the usual transformation for laminar flow between a flat plate and a cone is not appropriate. Van Driest 3 has suggested an approximate approach where the equivalent flat plate is equal to one-half of the sharp cone . The Van Driest approach has been developed further in White's book 4 using the von Karman momentum integral relation. The flat plate skin friction and wall heat flux are multiplied by a scale factor that gives the Cone Rule as follows:
In the development of White's cone rule, it has been assumed that the local skin friction is a function of the momentum thickness. For incompressible flow along a flat plate, the Blasius relation for the local skin friction in term of the momentum thickness Reynolds number is (16) For compressible flow the skin friction has a similar form, which is expressed as (17) This relation is assumed to be the same for compressible turbulent flow over a sharp cone or a flat plate. The boundary layer flow edge conditions and the parameter must be the same for the cone and flat plate flows. White indicates the exponent parameter has a value between 0.125 and 0.25.
The Karman momentum integral relation for compressible turbulent boundary layer flow without a pressure gradient is 
The momentum thickness for the flat plate and cone become (19) and the skin friction for the flat plate and cone at the same value of the distance along the body surface are (20) In this paper, the relation between the cone and flat plate skin friction uses m = 0.25 which gives The original Van Driest factor is 2 rather than . Further work is required to use the work of Zoby and co-workers 26, 27 to evaluate the accuracy of the Van Driest method for cones. In addition, more recent supersonic/hypersonic experimental data also needs to be used to assess the accuracy of the Van Driest method for cones.
Mach 8 Flat Plate
For the baseline freestream conditions, the transitional flow over a flat plate at Mach 8 has been calculated with the SACCARA code and compared to the accurate laminar and turbulent results obtained for this case by Van Driest.
1,2 The transition location was arbitrarily specified as x t =0.12 m for this case. Skin friction profiles have been obtained using all four turbulence models and are presented in Fig. 17 . All simulations correctly predict the laminar skin friction according to Van Driest upstream of the transition plane. Details of the turbulent region are shown in Fig. 18 for each model. At the end of the plate, the Wilcox k-ω model underpredicts the Van Driest II curve by 6.7%, while the Spalart-Allmaras, Menter k-ω, and low Reynolds number k-ε overpredict the skin friction by 1.4%, 3.1%, and 6.3%, respectively. The Van Driest II correlation, as discussed in the previous section, is based on theory as well as a large amount of experimental data. Squire 44 estimates that the accuracy of this relationship is within ±3%. Accounting for the grid convergence errors, the skin friction predictions from the Spalart-Allmaras and Menter k-ω models are within the error tolerances.
Mach 8 Sharp Cone Results
For the baseline freestream conditions, the transitional flow over a sharp cone at Mach 8 has been simulated. Surface heating results versus surface distance Reynolds number are presented in Fig. 19 for the four turbulence models along with laminar boundary layer code results and the turbulent Van Driest cone theory discussed previously. Note that a) refers to the transformed Van Driest (Eq. (22)), while b) denotes White's cone rule (Eq. (15)). In addition, experimental data is taken from Ref. 25 and includes the conservative 10% error bounds suggested by the author. Although the surface heating predictions in the transitional region do not match the experimental data, the predictions in both the laminar and turbulent regions are generally within the experimental error bounds. It is interesting to note that the low Reynolds number k-ε model gives transition slightly downstream of the specified transition point for the chosen freestream turbulence values.
An enlarged view of the turbulent heating region is presented in Fig. 20 . At the end of the cone, the two theoretical correlations agree to within 4%. This difference is well within with the estimated accuracy of the correlations of ±5-10%. Taking the theoretical value to be the average of these two curves, the Wilcox (1998) k-ω model is roughly 5.7% below the theory at the end of the cone. Both the Menter k-ω model and the low Reynolds number k-ε model give heating values approximately 2.5% high, while the Spalart-Allmaras model is 4.3% high. Accounting for the grid convergence errors discussed earlier, all of the turbulence models are well within the estimated error bounds. The skin friction results for the sharp cone show a high degree of similarity to the heating results, with an enlargement of the turbulent region given in Fig. 21 .
Conclusions
A turbulence model assessment methodology was developed which includes documentation procedures, solution accuracy assessment, model sensitivity, and model validation. This methodology was applied to the Mach 8, perfect gas flow over a flat plate and a sharp cone using four turbulence models: the one-equation
eddy viscosity transport model of Spalart-Allmaras, a low Reynolds number k-ε model, the Menter k-ω model, and the Wilcox (1998) k-ω model. The numerical accuracy of the surface shear stress and heat flux was examined for the various models. Iterative convergence was demonstrated by reducing the L2 norms of the governing equations by at least eight orders of magnitude. Surface properties in the laminar regions were grid converged, with errors below 2% for both cases. The surface shear stress for the flat plate in the fully turbulent region was nearly grid converged, with error estimates below 1% for the two-equation models. The surface heat flux in the fully turbulent region for the cone had error estimates below 1.5% for the two-equation models; however, these results were not fully grid converged on all three meshes. The SpalartAllmaras one-equation model gave results in the fully turbulent region that were fully grid converged for both cases. For this model, the shear stress errors for the flat plate were within 0.5% and the heat flux errors for the sharp cone were within 0.25%.
The sensitivity of the surface properties to the freestream turbulence levels was examined. The Spalart-Allmaras model showed no sensitivity as all freestream turbulence levels produced identical turbulent results downstream of the transition point. The twoequation models often gave laminar flow downstream of the transition point for the lower levels of freestream turbulence. When turbulent flow was predicted, the low Reynolds number k-ε and Menter k-ω models produced the same levels of shear stress and heating in the fully turbulent region regardless of the freestream turbulence levels. The Wilcox (1998) k-ω model, however, was sensitive to the freestream turbulence levels, with turbulent shear stress and heat flux results varying by as much as 4%. In addition, this model tended to produce higher turbulent shear stress and heating values at the lower turbulence intensities. For some of the turbulence models, unrealistically high freestream turbulence levels were required in order to obtain turbulent flow.
The sensitivity of the surface properties to the wall y + spacing was also examined. For the Spalart-Allmaras model, when the y + wall spacing was varied between 0.01 and unity, the surface properties varied by less than 2.5% for both flow cases. The Menter k-ω and Wilcox (1998) k-ω models gave y + variations in surface properties within 9% and 6%, respectively. The low Reynolds number k-ε model was sensitive to the y+ wall spacing, with y + variations between 0.01 and unity yielding surface property variations as high as 15%.
For the compressible flat plate, the turbulent shear stress correlations of Van Driest are well established and are accurate to within ±3%. 44 The shear stress profiles from the Spalart-Allmaras and Menter k-ω models were within the uncertainty of the correlations when the grid convergence errors were taken into account, while the low Reynolds number k-ε and Wilcox (1998) k-ω models were not. The surface property correlations for the sharp cone are not as well established and are accurate to only within ±5-10%. All four turbulence models gave surface heat flux results within these broad uncertainty bands. Further work is required to reduce the uncertainty in the sharp cone correlations in order to validate the models for this flow.
The foregoing model assessment results are summarized below in Table 11 . For each category, the models are given ratings from one 5 to four 5's, with one being poor and four being excellent. Overall, the SpalartAllmaras excels in almost every category, while the Menter k-ω model also performs quite well. The low Reynolds number k-ε model showed a strong sensitivity in the surface properties to the y + wall spacing, while the Wilcox (1998) k-ω model showed a strong sensitivity to the freestream turbulence levels. These two models also failed to give shear stress results within the correlation uncertainty for the flat plate, even after the grid convergence errors were taken into account. The parabolic mesh used for the flat plate has been extended to the cone. A conformal transformation is used to generate an orthogonal mesh around a cone or wedge shaped geometry. An Cartesian coordinate system is located at the tip of the body with the coordinate aligned with the body centerline. The cone or wedge half angle is . An additional Cartesian coordinate system is located at the tip of the body with the coordinate along the body surface. A polar coordinate system is also used where and . The conformal transformation used to generate the parabolic type mesh is
where is a constant to be specified. The conformal mesh is generated with Eq. (A.4) and Eq. (A.3) using with varied and then with The maximum values of and must be determined. The distance along the surface of the body from the tip to the base is specified which allows the maximum value of to be determined. Also the value of at the end of the body is specified which provides a procedure to determine the maximum value of . From Eq. (A.2) the maximum value of is determined along the body surface where and
The maximum value of is determined at the point where At this location, the maximum value of becomes A uniform spacing is used in the direction which gives Grid stretching is used in the direction near the body surface with a uniform spacing beyond . The coordinate becomes in term of the stretching parameter
The lower boundary stretching transformation of Roberts, 45 The finest mesh for the sharp cone test case has 160x160 cells or and . A medium mesh with 80x80 cells and a coarse mesh with 40x40 cells are used. For turbulent flow with these meshes, the first mesh point away from the wall is at . 
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