The costs of collecting crash and other related data can be very prohibitive. As a result, these data can often only be collected at a limited number of sites. One way to increase the sample size for developing reliable statistical models is to collect data at the same sites for a long time period. Two general classes of models have been proposed for modeling crash data using such datasets: disaggregated models (sometimes referred to as models with trend) and aggregated models (models without trend). Poisson-gamma models have traditionally been used under these two model classes. As documented in previous studies, datasets characterized by small sample size and low mean values can significantly affect the performance of Poisson-gamma models, particularly the one related to the estimation of the inverse dispersion parameter. Thus, there is a need to provide guidance about when aggregated models should be used over disaggregated models as a function of the sample size and the sample mean value. The objective of this study was to estimate the conditions in which aggregated models (with a higher mean, but smaller sample size) provide a less biased estimate of the inverse dispersion parameter than disaggregated models (with lower sample mean values, but larger sample size) or vice versa. To accomplish the objective of this study, several simulation runs were performed for different values describing the mean, the sample size and the inverse dispersion parameter. The simulation scenarios represented cases where 3, 5 and 10 years of data are available. The results of the study supported previous work on this subject, which shows that the inverse dispersion parameter becomes misestimated when the sample size is small and mean values get lower. For low sample mean values (for example, between 0.5 and 1.0 crashes per year for the entire study period), aggregated models are favored over disaggregated models. When the sample mean is higher (between 1.0 and 2.0 crashes per year for the study period), disaggregated models should be selected over the aggregated models as long as enough years of data warrants such models (5 or more years). For a sample mean above 2.0 crashes per year, the selection between aggregated and disaggregated models should be based on the objectives of the study. Finally, it is not recommended to develop either aggregated or disaggregated models when the sample size is smaller than 50 observations.
INTRODUCTION
The two of the most common probabilistic models used for modeling motor vehicle crashes remain the Poisson and the related Poisson-gamma (or negative binomial) models. Since crash data have usually been shown to exhibit over-dispersion (see Lord et al., 2005b) , meaning that the variance is greater than the mean, the Poisson-gamma distribution is more suitable than using the Poisson distribution for developing crash prediction models. The Poisson-gamma distribution offers a simple way to accommodate the over-dispersion, especially since the final equation has a closed form and the mathematics to manipulate the relationship between the mean and the variance structures is relatively simple (Hauer, 1997) .
When conducting safety analyses, crash and other related data, such as traffic flow and highway geometric design features are often collected at a limited number of sites. This is caused by the prohibitive costs associated with collecting these kinds of data (Lord and Bonneson, 2005) . One method that can be used for increasing the sample size consists of collecting these data at a limited number of sites, but over a large number of years (Hauer, 1997) . This method is usually more cost effective, since it limits the costs associated with potential site visits. One drawback with this method, however, relies on the fact that it may be difficult to determine whether the site characteristics have remained unchanged over time.
Over the last few years, two general classes of models have been proposed for modeling crash data using such datasets: disaggregated models (sometimes referred to as models with trend or panel data models) and aggregated models (models without trend). For aggregated models, crash data are usually summed up over the time period and variables such as traffic flow are averaged over the same period. For this model class, the time period (number of years or months, etc.) is used as an offset, which makes the model output as the number of crashes for that given time period (e.g., see Lord and Bonneson, 2007) . For disaggregated models, each year (or time period t ) is defined as a distinct observation. Models can be developed using a different intercept (or as a covariate depending on the functional form of the model) to capture changes that vary over time (Hauer, 1997; Mountain and Fawaz, 1996; Lord and Persaud, 2000; Lord et al., 2005a) . Models with trend have been shown to provide better statistical properties in terms of goodness-of-fit than models without trend (Lord and Persaud, 2000; Lord and Park, 2007) . In addition, these models can provide useful information about the trend in crashes or year-to-year variation, including sudden drops or increases that may be unknown to the transportation safety analyst (e.g., changes in a reportable accident, etc.). An important characteristic associated with disaggregated models is related to the fact that the data are considered repeated measurements; each site is observed several times within the study period. Hence, repeated measurements are subjected to serial correlation and estimating methods, such as the Generalized Estimating Equations or GEE (Lord and Persaud; 2000; Abdel-Aty and Wang, 2006; Giuffrè et al., 2007) and random-effects models (Shankar et al., 1998; are need to account for the extra variation associated with serial correlation. Not using these methods may underestimate the standard error associated with the estimated coefficients (Lord and Persaud, 2000) .
As reported in previous research in highway safety and elsewhere, Poisson-gamma models have been shown to become highly unstable, provide a biased estimate of the inverse dispersion parameter or give unreliable Goodness-of-fit statistics when they are estimated using data characterized by small sample size and low sample mean values (see Wood, 2002; Lord, 2006; Lord and Miranda-Moreno, 2007; Park and Lord, 2007 among others) . Given the high costs associated with collecting crashes and biased produced by extreme data conditions, nobody has so far investigated whether it is better to use aggregated models in which the sample mean is higher, but the sample size is smaller or use disaggregated models in which the sample mean is lower, but the sample size is larger.
The objective of this study is to determine the conditions in which aggregated models (with a higher mean, but smaller sample) provide a less biased estimate of the inverse dispersion parameter than disaggregated models (with lower sample mean values, but larger sample size) or vice versa. More specifically, the aim is to determine the conditions in which a model class should be selected over the other. To accomplish the objective of this study, several simulation runs were estimated for different values describing the sample mean value, the sample size and the inverse dispersion parameter. The simulation scenarios represented cases where 3, 5 and 10 years of data are available. The study will show that for sample mean values between 0.5 and 1.0 crashes per year, aggregated models are recommended over disaggregated models. For sample mean values between 1.0 and 2.0 crashes per year, disaggregated models are recommended over aggregated models, if enough years of data warrant such model class (5 or more years). For sample mean values above 2.0 crashes per year, the selection between an aggregated and a disaggregated model should be based on the study objectives, such as based on goodness-of-fit criteria or the evaluation of time trend in the crash data. This paper is divided into five sections. The second section provides background material on the characteristics of Poisson-gamma models and issues related to low sample mean values and small sample size. The third section describes the methodology utilized for simulating the data. The fourth section presents the results of the simulation analysis. The last section summarizes key findings identified in this work and offers ideas for further research.
BACKGROUND
Poisson-gamma models in highway safety applications have been shown to have the following probabilistic structure: the number of crashes at the i -th entity (highway segment, intersections, etc.) and t -th time period, it Y , when conditional on its mean it μ , is assumed to be Poisson distributed and independent over all entities and time periods as:
Po Y μ μ i = 1, 2, …, I and t = 1, 2, …, T
The mean of the Poisson is structured as:
where, Cameron and Trivedi (1998) and Maher and Summersgill (1996) for a description of alternative variance functions.) The probability density function (PDF) of the Poisson-gamma structure described above is given by the following equation:
Where, it y = response variable for observation i and time period t ; it μ = mean response for observation i and time period t ; and, φ = inverse dispersion parameter of the Poisson-gamma distribution.
The term φ is usually defined as the "inverse dispersion parameter" of the Poisson-gamma distribution.
[Note: in the statistical and econometric literature, 1 α φ = is usually defined as the dispersion parameter; in some published documents, the variable α has also been defined as the "overdispersion parameter." However, according to Saha and Paul (2005) , "since α can take a positive as well as a negative value (α >-1/ μ ), it is called a dispersion parameter, rather than an over-dispersion parameter" (p. 179).] This term has traditionally been assumed to be fixed and a unique value applied to the entire dataset in the study, but has recently been found to be dependent upon the covariates (Hauer, 2001; Miaou and Lord, 2003; Mitra and Washington, 2007) . As described above, the inverse dispersion parameter plays an important role in safety analyses, including the computation of the weight factor for the EB method (Hauer, 1997; Lord and Park, 2007) as well as for estimating the confidence intervals around the gamma mean and the predicted values of models applied to a new dataset not used for the model development (Wood, 2005; Agrawal and Lord, 2006) .
Many researchers have examined the reliability (or biasness) of the various estimators of the dispersion parameter under different scenarios. They include the method of moments (MM), the weighted regression (WR) and the maximum likelihood (ML) methods. All the researchers have used simulation for examining this reliability. The key studies are summarized in Table 1 . This table shows that, while earlier research studies mainly focused on the impact of small sample sizes on the performance of the ML and compare the results with other estimators, more recent studies have examined more extreme cases in terms of sample mean values and over-dispersion. For example, Lord (2006) examined the effects of a very low sample mean ( 1 < μ ) combined with a small sample size on the estimation of the dispersion parameter. Crash data used for developing NB regression models are often below 1.0. In another example, Lloyd-Smith (2007) explored the bias, precision, and confidence interval coverage of the MLE of dispersion parameter when the data are highly over-dispersed (φ <1). Highly dispersed data are commonly found in epidemiological studies. It is worth noting that, although researchers working on this topic come from a wide variety of fields, their conclusions have many common elements. First, when the dataset is characterized by a small sample size, the MLE and the MM are less accurate than other estimators, such as the quasi-likelihood method. Second, small sample sizes tend to overestimate the true dispersion parameter under all conditions. Third, the bias for the MLE gets larger as the sample mean decreases and the true φ increases (if known). It should be noted that unless a sufficiently large sample size is used, the bias for the MLE estimator is inevitable. The next section describes the methodology used in this study.
METHODOLOGY
This section describes the methodology used for simulating the data. The first part covers the three estimators used in this study. The second part provides details about the characteristics of the simulation analysis.
DISPERSION PARAMETER ESTIMATORS
The three most common estimators used in highway safety studies for estimating the inverse dispersion parameter were evaluated in this study. These estimators are the same ones used in the study by Lord (2006) and are therefore briefly described here. To be consistent with previous work in highway safety, the final results are presented for the inverse dispersion parameter, 1 φ α = .
Method of Moments (MM) estimator
For the first estimator, the dispersion parameter is estimated using the method of moments. With this method, the value of dispersion parameter is used as an input to an iterative regression analysis, which is repeated till all the values (dispersion parameter, coefficients, etc.) converge. The estimator has usually been found to converge after a single iteration (Lord, 2006) . The estimator is given by the following equation:
In the above equation, n is the sample size, p is number of parameters, i y is the th i observation and ˆi μ is the estimator of the population mean μ . It should be pointed out that this estimator is becoming less frequently used, since most commercial statistical software packages use the MLE method described below. The MM and WR, described next, can be used when models are re-calibrated from one jurisdiction to another (see Lord and Bonneson, 2005) .
Weighted Regression Analysis (WR) estimator
For the second estimator, the dispersion parameter is estimated using a weighted regression analysis, as was proposed by Cameron and Trivedi (1986) . Although, the functional form is similar to the first estimator, the actual crash count is subtracted from the square of the difference between observed and predicted values. One advantage of this method is that confidence intervals or standard error can be directly computed from the output of the regression analysis. The second estimator is given by the following equation:
Maximum Likelihood (ML) Estimator
The third estimation method calculates the dispersion parameter using the maximum likelihood method (Lawless, 1987) . The Newton-Raphson (NR) algorithm can used to find the values of the loglikelihood function. The NR algorithm can also be used to build confidence-intervals associated with the estimator (see Park and Lord, 2007) . The log-likelihood function used is the following: 
The gradient elements of new log-likelihood function are defined as follows:
Using the gradients, the Newton-Raphson (NR) scoring algorithm can be used to find the values of the log-likelihood function through the maximum likelihood method.
SIMULATION FRAMEWORK
This section describes the simulation framework that was used to estimate the inverse dispersion parameter of the models using both disaggregated (with trend) and aggregated (without trend) data. The simulation was performed using a mixed distribution where sample mean values and count data are simulated successively. The simulation runs consisted of simulating Poisson-gamma distributions using a fixed sample population mean and covered different sample sizes and sample mean values that were found to cause important biases in the estimation of the inverse dispersion parameter (Lord, 2006) . The scenarios are summarized in Table 2 . Table 2 shows the scenarios and the direct comparison between different simulation runs. For instance, Comparison #1 consists of evaluating disaggregated and aggregated models as follows: 1) if 3 years of data are available, the highway safety analyst can develop either an aggregated model where the sample mean is 1.5 crashes per 3 years (and use 3 years as an offset) with a sample size equal to 50 or a disaggregated model with a sample mean equal to 0.5 crashes per year, but with a larger sample size that is equal to 150 (3 years of data × 50 observations or sites). It should be pointed out that the use of an offset for aggregated models does not change the sample mean of the data. In fact, the offset only affects the value of the intercept term, 0
β . This has actually been validated in this study.
The same algorithm used by Lord (2006) was employed for this study. The simulation was carried out using Genstat (Payne, 2000) . The algorithm that was used for simulating the discrete counts is described below (defined as one simulation run):
1) Generate a mean value ( i ρ ) for observation i from a fixed sample population mean ( λ ) The simulation runs estimated values of the inverse dispersion parameter,φ , by using randomly generated values derived from the Poisson-gamma distribution. The various scenarios were compared using the following measures of effectiveness (MOEs φˆ of a given simulation sample.
SIMULATION RESULTS
The simulation results for the 3-year, 5-year and 10-year periods are summarized in Tables 1, 2 and 3, respectively. The shaded cells in these tables indicate the lowest MSE biased estimate between the aggregated and disaggregated models for a given sample mean value.
The results shown in tables 3 to 5 indicate that the inverse dispersion parameter ( 0.5,1, 2 φ = ) is estimated more efficiently when the sample mean is equal to one ( λ =1.0 crashes per year) than when it is lower for the same sample size, as expected. These results can be observed for all three estimators and are consistent with previous work on this topic (Lord, 2006; Zhang et al., 2007) . However, the ML estimates performs a little bit better than the other two estimates.
For the 3-year period, disaggregated models produced, in general, more accurate estimates when the sample mean value is equal to one. For a sample mean equal to 0.50 crashes per year, aggregated models produced less biased estimates. However, for 0 . 2 = φ , the aggregated models still provided less than desirable estimates.
For the 5-year period, the same characteristics can be seen as those observed for the 3-year period. However, for this time period, the inverse dispersion parameters are more accurately estimated than for 3-year period for the same sample mean. Tables 6 summarizes the results of the statistical analysis to determine whether the estimated inverse dispersion parameter (the mean value) is different at the 5%-level between disaggregated and aggregated models. The comparison analysis was carried out for each estimator separately. A shaded cell indicates that the difference is statistically different at the 5%-level. The analysis was carried out using the standard Student t-test. It should be pointed out that the Student t-test may not be the most adequate method to compare the two mean values since the simulated data can be skewed and therefore not normally distributed (see Park and Lord, 2007) . Nonetheless, it is the only test available for such comparison. The simulation results clearly show that selecting a disaggregated or aggregated modeling approach can significantly influence the estimation of the inverse dispersion parameter. As a general rule, if the sample mean value is between 0.5 and 1.0 crashes per year for the entire study period (say, 0.7 crashes for every year during the study period), it is suggested to use an aggregated approach in order to increase the sample mean of the data. Although the sample size will be reduced, the inverse dispersion parameter is less likely to be erroneously estimated. On the other hand, for a sample mean between 1.0 and 2.0 crashes per year, disaggregated models usually provide less biased estimates. For a sample mean above 2.0 crashes per year, the selection between an aggregated or a disaggregated model should be based on the objective of the study (goodness-of-fit criteria, finding trends, etc.). As reported above, disaggregated models usually fit the data better than aggregated models (Lord and Persaud, 2000; Lord and Park, 2007) . Finally, as documented in previous work, developing aggregated or disaggregated models using a sample size smaller than 50 is not recommended, at least for a sample size below 1.0 crash per year.
10-Year Period
λ = 0.5 & n = 500 λ =5 & n=50 λ =1.0 & n=500 λ =10 & n=50 φ =0.
SUMMARY AND CONCLUSIONS
The objective of this study consisted of determining which model class performs provide less biased estimate of the inverse dispersion parameter between aggregated and disaggregated models when the sample mean value and sample size become smaller. More specifically, the aim was to determine the conditions in which a model type should be selected over the other. To accomplish the objective of this study, several simulation runs were produced for different values describing the sample mean value, the sample size and the inverse dispersion parameter. The simulation scenarios represented cases where 3, 5 and 10 years of data were available.
In summary, the simulation results used for estimating the inverse dispersion parameter have shown the following properties:
• The results support previous work on this subject, which shows that the inverse dispersion parameter becomes misestimated as the sample size becomes small and the sample mean value gets lower. • Among the three estimators, the maximum likelihood estimator (ML) gives the least biased estimate of inverse dispersion parameter for all three values (φ =0.5, 1, 2).
• The estimation of the inverse dispersion parameter using an aggregated or disaggregated approach is influenced by the sample size and sample mean values. For low sample mean values (e.g., between 0.5 and 1.0 crashes per year for the entire study period), aggregated models are favored over disaggregated models.
• When the sample mean is higher (between 1.0 and 2.0 crashes per year for the study period), disaggregated models should be selected over aggregated models, as long as enough years of data warrants such models (5 or more years).
• For sample mean values above 2.0 crashes per year, the selection between an aggregated and a disaggregated model should be based on the objective of the study (goodness-of-fit criteria, finding trends in crash data, etc.).
• Finally, developing aggregated or disaggregated models using a sample size smaller than 50 is not recommended.
Although the work carried in this research provided useful information about when to use aggregated over disaggregated models or vice versa, further research should be conducted to validate the work preformed herein. In addition, the results should be compared with aggregated and disaggregated models developed using observed data. Given the increasing use of full Bayes models in highway safety research, it is suggested to examine how the application of such models influences the posterior estimate of the inverse dispersion parameter. The simulation techniques proposed by Lord and Miranda-Moreno (2007) could be used for such purpose.
