This paper presents a modified Particle Swarm Optimization (PSO) methodology to solve the problem of energy resources management with high penetration of distributed generation and Electric Vehicles (EVs) with gridable capability (V2G). The objective of the day-ahead scheduling problem in this work is to minimize operation costs, namely energy costs, regarding the management of these resources in the smart grid context. The modifications applied to the PSO aimed to improve its adequacy to solve the mentioned problem.
Introduction
Power systems are one of the most complex systems built by man. It is a field in which several optimization goals must be pursued but it is plagued with pervasive nonlinearities and uncertainties, and that it is also limited by various operational constraints. Therefore, these optimization problems are far from trivial and include optimal power flow, voltage and frequency control and power generator scheduling, among others.
The optimization problems, in which both the objective functions and the constraints often contain nonlinearities and binary variables, have conventionally been addressed by vari-ous techniques which include Non-Linear Programming (NLP) and Mixed-Integer Non-Linear Programming (MINLP) [1] . This and other deterministic optimization techniques have difficulties in dealing with uncertain variables and they require increasing com-putational resources to deal with real-world problems [2, 3] .
In future scenarios of intensive EVs penetration, the typical elec-tric load diagram can be significantly changed. On the other hand, power systems can use Electric Vehicles (EVs) to discharge to the grid when the vehicles are parked. This adds further complexity to the planning and operation of power systems. The energy resource scheduling problem is a MINLP problem when including binary variables and network constraints. If the problem does not con-sider network constraints it can be addressed by a quadratic or a linear programming model. However, to have a suitable solution in a real-world application, the network constraints must be con-sidered. Therefore, new scheduling methods are required to ensure low operation costs while guaranteeing the supply of load demand. The objective of the day-ahead scheduling problem in this work is to minimize operation costs, namely energy costs, regarding the management of these resources in the smart grid context including EVs. The basic idea of the problem is to schedule the energy gen-eration considering all the available resources, such as Distributed Generation (DG) (photovoltaic panels, wind turbines, EVs) to match load demand in each hour for the successive day in future electricity grids, also known as smart grid.
In fact, large complex problems such as the ones in future power systems, characterized by an intensive use of Distributed Energy Resources (DER), are hard to be addressed with determinis-tic approaches due to the time constraints related with operation tasks.
Therefore, some alternative techniques, coming from Artificial Intelligence (AI) quarters, like Genetic Algorithms (GA) and Par-ticle Swarm Optimization (PSO) have been used to address this purpose. GA techniques are based on an algorithm that draws inspi-ration from the field of evolutionary biology, offering operators for crossover, mutation and selection of the best solutions. For cer-tain optimization problems though, the overhead resulting from the application of these operators make this technique less efficient than other simpler algorithms, like PSO [4, 5] .
The main advantage of PSO is its simplicity, while being capable of delivering accurate results in a consistent manner. It is fast and also very flexible, being applicable to a wide range of problems, with limited computational requirements. The PSO concept began as a simulation of simple social systems like flocks of birds or schools of fish [6, 7] . A PSO system starts with an initial population of ran-dom individuals, representing solutions to a problem, to which are assigned random velocities. These entities, called particles, evolve throughout the problem space, searching for the optimal solution for the specific problem. At each step of this iterative process, every particle is evaluated against a fitness function to determine the one that offers the best solution so far. Each particle keeps also keeps track of its own best. Therefore, every particle flies through the problem space chasing two beacons: the global best and its own best. Usually its velocity is clamped to avoid overshooting. The modifications undertaken to the PSO aimed to improve its adequacy to solve the mentioned problem and are discussed later on.
In this paper, the applicability of the modified PSO to a large-scale non-linear combinatorial Distributed Energy Resources (DER) scheduling problem including Vehicle-to-Grid (V2G) resources is described. A specific design has resulted in a modified PSO ver-sion to solve the envisaged problem. The proposed method is named as Application Specific Modified Particle Swarm Optimiza-tion (ASMPSO) which is also a contribution of the work.
The paper includes a case study concerning a 33-bus distribu-tion network with 66 DG plants and 218 consumers. Scenarios up to 2000 V2G are simulated and the performance of the proposed approach is analyzed, compared and discussed. To test the effec-tiveness of the proposed ASMPSO, it is compared with MINLP, PSO [8] , New Particle Swarm Optimization (NPSO) [9] and Evolutionary Particle Swarm Optimization [10] .
The paper is organized as follows: Section 2 describes the prob-lem presented and the mathematical formulation model. Section 3 presents the ASMPSO approach and implementation to the given problem. A case study is presented in Section 4 and conclusions are provided in Section 5.
Energy resource management including V2G
The energy resources management [11, 12] methodology is described in this section, in terms of problem description including the state of the art and mathematical formulation. This method-ology is used to support Virtual Power Players (VPP) to obtain an adequate management [13] of the available resources, including V2G in the smart grid context [14] .
State of the art: V2G in energy resources management
The energy resource scheduling problem is getting more atten-tion, as the use of DER is intensified and massive V2G use is envisaged [15] [16] [17] [18] . Previous works were developed by the authors regarding scheduling considering V2G [2, 3, [17] [18] [19] . In [3] a PSO approach is presented for the DER scheduling problem using V2G resources. A case study using 500 vehicles is addressed. The results of the case study show that PSO is about 148 times faster than MINLP. Authors in [2] propose a SA approach to solve the DER scheduling problem with V2G resources using a single objective function (generation costs). The methodology is compared with the MINLP. The case study results show a difference of 3% in the objective function with 1000 V2G when compared to MINLP. Both works from [2, 3] lack the inclusion of a power flow model in the metaheuristics methodology approach. Instead, a validation of the solution after optimization is made. A hybrid approach using power flow could result in better solution quality and avoid network solu-tion validation after optimization. Besides that, the vehicles are aggregated in groups of 10 to reduce variables quantity, whereas in [17] the cars are divided into groups of 100, reducing even more the variables quantity but not producing individual solutions for each EV and using only a deterministic approach. An improved model using individual V2G contracts should be further investigated in a realworld like scenario. In [18, 19] , the authors present a unit com-mitment model including V2G and using PSO to reduce energy costs and CO2 emissions in smart grids. In these works no comparisons are made with other methodologies, namely mathematical models for solution quality reference.
Apart from EVs, power systems will have to deal with other types of DERs at the distribution network level, such as Dis-tributed Generation (DG), storage systems, and demand response. DER management can be executed by Virtual Power Player (VPPs) or by distribution network operators [11, 20] . All the mentioned resources have to be considered in the energy scheduling problem, consequently considering their characteristics and requirements [21] .
When including V2G resources in the optimization scheduling it is necessary to take into account the available resource informa-tion, namely accurate information of EVs. This information must be detailed including the geographical area where vehicles are parked during each considered period, as well as the minimum battery energy requirement defined by the users to allow their daily trips. This information enables to determine EVs minimum battery charge required for each period in order to guarantee the aimed range [22] . Depending on the network size, the optimization can turn naturally into a large combinatorial problem due to the huge number of network elements and to the diversity of energy resources with different specifications and requirements. This fact makes this optimization problem suitable for the use of Artificial Intelligence (AI) based techniques, namely metaheuristics such as PSO.
Mathematical formulation
In terms of problem description, the VPP has contracts for man-aging the resources installed in the grid, including load demand. The load demand can be satisfied by the distributed generation resource, by the discharge of Electric Vehicles, and by external sup-pliers (namely retailers, the electricity pool, and other VPPs). The use of V2G discharge, and the respective charge, considers V2G users' profiles and requirements. The network influence is included in this methodology, through AC power flow calculation, voltage limits and line thermal limits.
The energy resource scheduling problem is a Mixed-Integer NonLinear Programming (MINLP) problem. The objective function aggregates all the involved costs with the energy resources. The VPP goal is to minimize the objective function value or, in other words, the total cost. The authors considered an energy resource model with: distributed generation, energy acquisition to external sup-pliers, the V2G to discharge or charge, the non-supplied energy, excess generated energy [3] . All the involved resources have linear cost functions. In order to achieve a good scheduling of the available energy resources, it is necessary to consider a multi-period optimization; the presented formulation is generic for a specified time period (from period t = 1 to t = T) [2, 11] . This mathematical formulation has been implemented in General Algebraic Modeling System (GAMS) [23] , which is a high-level modeling system for mathematical pro-gramming and optimization, in order to be compared with the proposed Application Specific Modified Particle Swarm Optimiza-tion (ASMPSO). The model includes an AC power flow algorithm that allows network constraints to be considered, leading to a MixedInteger Non-Linear Programming (MINLP) problem. GAMS DIscrete and Continuous OPtimizer (DICOPT) has been used to uninterruptible generation, the value of P EAP(DG,t) is different from zero. P NSD(L,t) is positive when the generation is not enough to satisfy load demand even using demand response.
The minimization of this objective function is subject to the following constraints:
• The network active (3) and reactive (4) • Bus voltage magnitude and angle limits. Each network bus has voltage limits that have to be maintained; the network operator can establish contracts with uninterruptible generation, for instance, with producers based on renewable energy. In extreme cases, when the load is lower than the • Maximum DG limit in each period t. Each DG unit has power generation limits. A binary variable is necessary to schedule the DG units.
A value of 1 means that the DG unit is connected.
where P DGMaxLimit (DG,t) , maximum active power generation of distributed generator unit DG in period t (W); P DGMinLimit(DG,t) , min-imum active power generation of distributed generator unit DG in period t (W); Q DGMaxLimit (DG,t) , maximum reactive power generation of distributed generator unit DG in period t (VAr); Q DGMinLimit(DG,t) , minimum reactive power generation of distributed generator unit DG in period t (VAr); X DG(DG,t) , binary variable decision of unit DG in period t.
d(V)
discharge mode (%).
• Discharge limit for each vehicle considering the battery discharge rate.
When connected to the grid the vehicle cannot discharge to the grid more than the admissible rate;
where P DischargeLimit(V,t) , maximum power discharge of vehicle V in period t (W).
• Charge limit for each vehicle considering the battery charge rate. When connected to the grid the vehicle cannot charge the battery more than the admissible safety rate;
where P ChargeLimit(V,t) , maximum power charge of vehicle V in period t (W).
• Vehicle battery discharge limit considering the battery balance. The vehicle cannot discharge more than the available energy in the battery;
• Upstream supplier maximum limit in each period t;
• Vehicle battery charge limit considering the battery capacity and previous charge status. The vehicle cannot charge more than the where P SupplierLimit(S,t) , maximum active power of upstream sup-plier S in period t (W); Q SupplierLimit(S,t) , maximum reactive power of upstream supplier S in period t (VAr).
• Vehicle technical limits in each period t;
• Vehicle charge and discharge are not simultaneous. Two binary variables are needed for each vehicle; battery limit capacity;
• Each vehicle has a battery capacity limit; where X (V,t) , binary variable of vehicle V related to power discharge in period t; Y (V,t) , binary variable of vehicle V related to power charge in period t.
• Battery balance for each vehicle. The energy consumption for period t travel has to be considered jointly with the energy remaining from the previous period and the charge/discharge in the period;
where E BatteryCapacity(V) , battery energy capacity of vehicle V (Wh).
• Minimum stored energy to be guaranteed at the end of period t. This can be seen as a reserve energy (fixed by the EVs users) that can be used for an unexpected travel in each period;
where E MinCharge(V,t) , minimum stored energy to be guaranteed at the end of period t, for vehicle V. The above formulation has been implemented in GAMS in order to be compared with the proposed Application Specific Modified Particle Swarm Optimization (ASMPSO).
Application Specific Modified Particle Swarm Optimization
In this section the modifications introduced to the early versions of Particle Swarm Optimization (PSO) [7, 24] are presented, detailed and discussed. A robust power flow model from [25, 26] is included in the metaheuristics to check the feasibility of the solutions during swarm search process. Authors' modifications to PSO have the goal of improving robustness, convergence time and solution quality and, at the same time, requiring less tinkering of parameters by the user.
State of the art
The PSO concept began as a simulation of simple social systems like flocks of birds or schools of fish [6] . A PSO system starts with an initial population of random individuals, representing solutions of a problem, to which are assigned random velocities. Neverthe-less, the traditional PSO algorithm is not immune to limitations that stem mainly from the fact that it depends on several user-defined and problem-dependent parameters [10, 27] . In fact, the weights of the movement equation are tuned by the system implementer to fit into the specific problem. For instance, the inertia weight value carries a strong influence on the evolution of the particle, deter-mining to a certain point whether it will fall into a local optimum, converge to a global maximum or simply overshoot. It is therefore common to apply to this component a function that decreases as it converges to the global solution, but even the decreasing rate of this function must be carefully defined. This method is [10] also complemented with the clamping of the particle's velocity to maxi-mum and minimum allowed values [28] . The setting of these values is another externally defined operation, which is critical to obtain accurate results: if the velocity is too high the particle risks passing beyond a good solution, but if it is too low it is probable that it will get stuck into a local optimum.
The acknowledgment of this and other limitations led to the proposal of variants to the traditional PSO algorithm. One possible path to the improvement has been the hybridization of PSO with evolutionary algorithms [8, 29, 30] . A good example of this the technique is proposed in [31] . EPSO [10] can be seen as a self-adaptive evolutionary algorithm where the recombination is replaced by an operation called particle movement. It does not rely on the external definition of weights and other PSO crucial parameters.
In [9] the authors proposed a modification to the velocity equa-tion in order to include a particle's bad experience component besides the global best memory introduced early [7, 24] . The bad experience component helps remembering the previously visited worst positions. The method is called New Particle Swarm Opti-mization (NPSO). The authors claim superiority over conventional PSO in terms of convergence and robustness properties. The exe-cution time is slightly worst when compared with the classic PSO due to the additional computation requirements to process the bad experience component.
Another interesting approach is Gaussian PSO (GPSO) that has its acceleration factors replaced by random numbers using Gaussian distributions, discarding the weight factor and avoiding the fixed external definition of the other weights [32] . This paper presents a specific adaptation of the standard PSO technique, somewhat inspired by the above referred PSO variants, to solve the energy resource scheduling considering V2G. The pro-posed PSO may be considered as a hybrid algorithm, but being a hybrid it leans more heavily to the PSO than to the GA side. From the GA-PSO hybrids it takes the use of mutation in the definition of the inertial weight but discards the recombination and selec-tion steps. This mutation is governed by a Gaussian distribution [32] . As already mentioned, the bounds limiting this velocity are keys to ensure the convergence of the process. These boundary values are problemspecific. Some work has been done by other authors [33] showing that PSO performance can be improved by the dynamic modification of the velocity's upper limit. Therefore, the proposed PSO incorporates the management of the upper and lower bounds of the particles' velocities already. This intelligent mecha-nism was already applied successfully by the authors of the current paper but in a simpler scheduling problem and not considering EVs [34] . The proposed method changes the velocity limits during the search process according to an intelligent mechanism detailed in the next sections, indirectly skewing some of the variables toward the desired outcomes.
The contributions of the paper lie in the modifications of the PSO to address the problem of the day-ahead energy resource sched-uling with Vehicle-to-Grid (V2G) in smart grids. The present version of the meta-heuristic includes a power flow inside PSO model to verify network constraints violations while the previous version did not.
Problem dimension
The use of metaheuristics to solve the scheduling of distributed energy resources is of high value to network systems operators. The introduction of V2G resources in the optimization problem represents new demands in terms of computational power require-ments. Considering a future scenario [3] of a distribution network with 66 DG units and 2000 V2G contracts, the day-ahead optimiza-tion problem size would correspond to about 100,000 problem variables in a schedule for 24 periods intervals, just by consider-ing DG and V2G resources and excluding network variables. 96,000 of the 100,000 variables are from V2G resources alone. The total number of variables results from 66 DG × 24 periods × 3 (active and reactive power and DG units binary variables) + 2000 V2G × 24 periods × 2 (discharge and charge active power). When including network constraints and more resources such as demand response, this value can easily reach 500,000 variables without even increas-ing the number of V2G resources.
Taking into account that this type of scheduling problem will increase with every new V2G contract with the owner of an electric vehicle, it is important to develop specific optimization packages and evolve the present optimization tools to handle hard combina-torial and large scale problems more effectively and efficiently.
Modifications to particle swarm optimization
In this section the modifications made to the PSO are presented.
Stopping criteria and number of particles
The parameterization of PSO is an important aspect of its implementation success to a given problem [35, 36] . However, optimal parameterization depends on the specific problem and it is not a trivial task. For this reason, we opted to implement a dynamic parameterization for ASMPSO. The initial stopping criterion is defined to be at least 50 iterations. Nevertheless, if during the last 5 iterations (of 50) the best fitness is still improving, then ASMPSO adds 1 iteration to the initial fixed 50. This occurs until there is no improvement in the fitness function. The number of swarm par-ticles is 10 [37] . When applied to the present scheduling problem
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Vel the number of particles and the stop criterion proved to be ade-quate.
Parameterization of velocities
In this paper a PSO's particle means a solution comprising sev-eral variables, i.e. each particle contains the problem variables. The variables controlled by the swarm are the generators active and reactive power variables and the V2G charge/discharge variables. In ASMPSO's implementation the variables for charge and discharge of V2G are the same, where a positive value means that the vehi-cle is charging and a negative value means that it is discharging. This way the binary variables for charge and discharge (11) are not required in the metaheuristics used, reducing correspondingly the computational execution time. Minimum and maximum positions of variables are set to the lower and upper bound of each problem variable, therefore the maximum and minimum limits of variables are always guaranteed in the swarm.
One of the most important parameters in PSO is the maximum and minimum velocities of particles. It is important to note that if these values are too high, then the particles may move errati-cally, going beyond a good solution. On the other hand, if they are too small, then the particle's movement is limited and the solution compromised [8, 33] . In ASMPSO the initial maximum and mini-mum velocity limits are calculated in the beginning of the program according to a specific algorithm. The algorithm that calculates maximum and minimum velocities is described below.
The maximum velocities for generators active power variables are calculated according to (19) :
The minimum velocity of V2G discharge variables is normalized between the lower bound and upper bound of V2G discharge rate limit.
With the above algorithm there is no need for specifying maxi-mum and minimum values empirically and manually. The above problemspecific algorithm is suited for problems with similar mathematical formulation as presented in Section 2. The maximum velocities and minimum velocities are generally related to the price of resources because of the objective function of this problem being directly influenced by the resources' cost.
Intelligent control of velocity limits
The original PSO relies on fixed velocity limits. These limits are not changed along with the swarm search process (PSO iterations) [7, 38] .
Research work performed by Fan and Shi [7, 33] has shown that an appropriate dynamical change of maximum velocities can improve the performance of the PSO algorithm. In the present implementation of ASMPSO maximum and minimum values of velocity limits can change dynamically according to the specific mechanism formerly theorized [34] . This mechanism was adapted to the present problem of V2G scheduling and is applied in two moments: evaluation and premovement phase. In the evaluation phase, after power flow evaluation, the mechanism will check for constraint violations, namely:
• Bus voltage lower limit violations (4-5).
• Bus voltage upper limit violations (4-5).
• Line thermal limits (6) . where max , maximum velocity of particle's variable i for period
i,t t; c (i,t) , price for generator i in period t.
The minimum velocities for generators active power variables are calculated according to (20) : where min , minimum velocity of particle's variable i for period t.
i,t
The values of maximum and minimum velocities described above are normalized between the lower bound and the upper bound of the generation active power limits.
The maximum velocities for generators reactive power variables are set to the upper limits of reactive power. The minimum veloci-ties are the same as maximum velocities, however in the opposite direction.
The maximum velocities for V2G charge active power variables are calculated according to (21):
Constraints handling
The algorithm of the proposed methodology will mark the vari-ables that help to mitigate the possible violations in constraints (4) (5) . If a violation is verified in the voltage lower limit, the mech-anism will mark the DG reactive power variables and V2G resources variables in order to increase the reactive power and the discharges. In case of voltage upper limit violation, the DG reactive power vari-ables are marked in order to decrease their value and the EVs in the vicinity are recommended to charge. The buses that present violations and the buses that preceding these ones are the buses selected to get the appropriated V2G and DG resources. This will help reducing the violations detected as it will control the nearby load and the reactive power will improve voltage levels. Fig. 1 presents the selection of buses according to the type of violation. This figure helps understanding the mechanism described above.
Line thermal violations (6) can be fixed in two ways: reducing V2G charge or increasing generation in the downstream lines. The mechanism marks V2G variables in order to attempt to reduce the charging and the DG generators to increase the production. More information about voltage drop in radial distribution networks can be found in [39] . where VechicleNeedsV, vehicle total trips energy consumption obtained by vehicle profile for vehicle V.
The maximum velocities of V2G charge variables are normalized between the lower bound and upper bound of V2G charge rate limit. The minimum velocities for V2G discharge active power variables are calculated according to (22) :
The variables that were marked up in the previous evaluation are identified before the movement phase. The velocity limits of the marked variables are changed according to the type of mark. For instance, when DG reactive power variables are marked, then in the pre-movement phase the maximum velocity limits of these vari-ables are increased by 20%. When the DG reactive power variables are marked to decrease, in the pre-movement phase the minimum velocity limits of these variables are decreased by 20%.
The proposed mechanism leads to a faster convergence, a soluwhere V2GDiscpriceV,t, price of discharge of vehicle V in period t.
tion without violations and an improvement of the solution fitness. The mechanism works as follows to improve solution cost: • Increase V2G charges when V2G charge price is lower than mean generation cost.
• Increase V2G discharges when V2G discharge price is lower than mean generation cost.
It is very clear through the formulation (1-18), presented in Sec-tion 2, namely the objective function (1), why the above aspects improve the solution cost.
The presented mechanism can be extended using other func-tions like marked codes to reset some variables to zero or to establish the upper/lower limits as needed. In the present case study only increase/decrease functions on the velocity limits were used. This mechanism allows an intelligent adjustment of the ini-tial velocity limits. The initial swarm population in ASMPSO is randomly generated between the upper and the lower bounds of variables, except the V2G variables that are initialized with zeros. Then ASMPSO checks whether to charge or discharge vehicles as needed or advantageous.
A power flow algorithm is used to validate the load system balance (3) and the power losses are compensated by the energy suppliers or DG generators. The constraints of vehicle battery bal-ance (16) (17) (18) are checked before fitness evaluation. If the values from swarm solutions are not according to the constraint limits (battery limits and charging/discharging limits) the solution is cor-rected directly to match constraints. This is called a direct repair method. A direct repair method can be used instead of indirect repair method such as penalty factors providing an efficient way of correcting solutions before evaluating the fitness function [40] .
Mutation of the strategic parameters
The present ASMPSO implementation uses mutation of the strategic parameters (w k ): inertia, memory, cooperation introduced in [10] . They have considered the replicating of the par-ticles in order to increase the probability of finding more solutions enhancing the search space. However, due to the added compu-tation time it was not used in ASMPSO. Mutation of the strategic parameters is applied directly to the original swarm rather than the replicated swarm as in [10] . At the beginning of the process, the values of these weights are randomly generated between 0 and 1. After that, the particle's weights are changed in each iteration using a Gaussian mutation distribution according to (23) : where * w k , new mutated weights of particle k; w k , weights of par-ticle k; ı, learning parameter with a range between 0 and 1. A high value of ı adds more importance to mutation. In every iteration step this value is randomly changed. N(0, 1) is a random number following a normal distribution with mean equal to 0 and variance equal to 1. Once again, the strategic parameters are limited to values between 0 and 1 in this stage.
During the development phase authors have experimented using in ASMPSO approach a decreasing value for the inertia weight as it is implemented in NPSO instead of using a Gaussian mutation. The last one presents slightly better results. However, the main reason of the faster convergence of the proposed method is the mechanism of setting up the particles velocities in an intelligent manner which greatly influences the convergence.
Equation (24) allows the calculation of the new particle's veloc-ity that depends on the particle's present velocity, best past experience (memory) and the group's experience (cooperation).
where b k , best past experience of particle k; bG, best global experience of all the particles; v k,j , velocity of variable j of particle k; * v k,j , new calculated velocity of variable j of particle k; x k,j , posi-tion of variable j of particle k; * w k(inertia) , inertia weight component of particle k;
* w k(memory) , memory weight component of particle k; * w k(coop) , cooperation weight component of particle k.
The new positions ( * x k,j ) for each particle are then calculated according to the movement equation (25) .
where * x k,j , new calculated position of j variable the i particle. After applying the movement equation to each particle, the fit-ness of new positions is evaluated and the best solution of the swarm group (bG) is stored.
Case studies and results
This section presents the case studies tested on a 33-bus distribution network (Fig. 2) adapted from [2, 41] to a 2040 scenario with intensive use of distributed resources. The analyzed scenarios include up to 2000 V2G. The distribution network serves 218 con-sumers with total peak consumption around 4.2 MW. It includes 66 ASMPSO, PSO, and NPSO methodologies have been implemented in MATLAB R2010a 64 bits software. MINLP has been developed in General Algebraic Modeling System (GAMS). All the case studies in this paper have been tested on a machine with two Intel ® Xeon ® W3520 2.67 GHz processors, each one with 2 cores, 3GB of random-access-memory and Windows 7 Professional 64 bits operating system. Both MATLAB R2010a and GAMS only used one core for the results presented in this work in order to enable a fair comparison.
V2G distribution by consumers
The objective of this subsection is to establish the number of V2G in the 33-bus distribution network. The number of V2G will depend on the type and amount of consumers that are connected to the network. The consumers were divided into 6 groups, domestic con-sumers (DM), small commerce (SC), medium commerce (MC), large commerce (LC), medium industrial (MI) and large industrial (LI) [42] . Table 1 shows the number of V2G considered in this case study. The columns and rows contain the consumer type and bus number respectively. For each bus it is indicated the number of consumers for each type and the total number of consumers. Table 1 presents the forecasted amount of vehicles in 2040 for each consumer type and the forecasted V2G penetration. With this information it was determined the resulting number of V2G in each consumer type and the total number of V2G.
The case study is divided into two scenarios: scenario 1 with 1000 V2G and scenario 2 with 2000 V2G. The first scenario consid-ered 1000 V2G, and the second scenario has been simulated with 2000 V2G. Scenario 2 assumes that a large number of customers of MC and LC sites have their cars parked in the malls' parking lots. Scenario 2 considers more vehicles in the MC and LC consumers, because in this scenario the parked vehicles are from vehicles of workers and the customers. The driving patterns for both scenar-ios are presented in Table 2 . These driving patterns were based on profiles reported by the U. S. Department of Transportation (DoT) in [43] . Fig. 3 shows the number of vehicles that travel the same dis-tance over 24 periods for scenario 2. Fig. 4 illustrates the number of vehicles that are in movement over time for scenario 2. V2G trips are more concentrated between 8 h and 9 h and 16 h and 18 h. Table 3 depicts the PSO parameters selected for the ASMPSO, traditional PSO, EPSO and NPSO variants. The traditional PSO parameters have been chosen according to reference [7] whereas the NPSO parameters were based on [9] and EPSO on [10] .
The charge and discharge prices have a constant value of 0.07 D/kWh and 0.115 D/kWh respectively. The case study consid-ers 8 different vehicle types, for which the technical information has been obtained from reference [44] . The proposed model con-siders two types of charge rates, which are the quick and slow rate. The quick and slow rates depend on the point where the vehicle is connected to the network. If the V2G is connected in a house (slow charge rate) the charging rate will be lower than in a parking lot (quick charge rate with a 3 phase system). The maximum discharge rate for vehicle-to-grid flow energy is assumed to be equal to slow rate power in order to avoid premature battery wear.
A scenario without any vehicles has been simulated in order to be compared with the two scenarios considering V2G in the net-work, both in terms of the objective function value and execution time. The objective function for the network without vehicles cor-responds to a total cost of 6115.6 D and 6116.8 D, for MINLP and ASMPSO respectively. The execution time has been 115 s and 20 s, for MINLP and ASMPSO respectively. Figs. 5-7 present the results of MINLP and ASMPSO methodologies for the best objective function value (see Table 4 ). Fig. 5a shows the resulting energy resource scheduling over 24 periods. From Fig. 5 it is possible to verify the amount of power for each DG technology. The MINLP approach allocated the V2G discharge in the peak periods (20 h and 21 h), due to the fact that in these periods the V2G discharge has a lower cost than the other available resources. In terms of optimal resource scheduling, this fact helps decreasing the cost (objective function), while supplying the same load demand. Fig. 6a illustrates the load diagram and the total V2G charge. The solid line represents the resulting load diagram considering the demand, V2G charge and the load reduction effect achieved through the use of V2G discharge.
Results for scenario 1
The load consumption decreases when the V2G discharges are used in the peak periods (20:00 and 21:00). Considering the logic of minimizing the cost of the energy resource scheduling, the V2G charges are allocated in the off-peak periods (from 1:00 to 6:00), because the resource costs are lower than in the other periods. It is also necessary to guarantee the vehicle user's trip distance require-ment, and the MINLP makes an intensive use of V2G charge in the off-peak periods. Fig. 7a depicts the total V2G charge and discharge results obtained with the MINLP approach.
The dispatch for the DG and energy supplier is shown in Fig. 5b for ASMPSO methodology. From Fig. 5b it is possible to verify the amount of power for each DG technology. Fig. 6b depicts the load diagram and the total V2G charge. ASMPSO makes less use of V2G charge in offpeak periods. When we compare Fig. 6a and b , it is possible to see that MINLP scheduled the V2G charges in the off-peak periods, whereas the ASMPSO solution spreads the energy to charge vehicles in other periods. V2G charges peak load is lower than in the MINLP solution. In the ASMPSO solution, the peak load consumption increased to a consumption value of 4.5 MW, which is still an acceptable value to operate the network (without violat-ing any network constraints). Fig.  7b shows the total V2G charge and discharge results over 24 periods. In this case, only V2G charge occurs, and the vehicles have not been used as generators for the energy resource scheduling. The peak power of V2G charge happens in periods 6 and 10. ASMPSO proved to be a good methodology to be applied in a realtime operation tool, to supply energy resource management in smart grids.
Results for scenario 2
Analyzing MINLP's execution time, these operator tests are not possible to execute for the next day. The ASMPSO proposed methodology can be used on these terms, because this method-ology presents a competitive time and good solutions. Using the ASMPSO approach in operation scenario it is possible to test differ-ent numbers of V2G connected to the network.
The MINLP executed the scheduling approximately in 7 and 25 h for scenario 1 with 1000 V2G and scenario 2 with 2000 V2G respec-tively.
Scenario 2 with 2000 V2G requires a smarter scheduling process than scenario 1, due to the amount of V2G and requires more energy to charge the vehicles. In this scenario the total distance traveled by the 2000 EV is 63,306 km (see Table 2 ) . Figs. 8a, 9a and 10a) show the results of the MINLP approach. The dispatched resources in this scenario can be seen in Fig. 8a . The MINLP scheduled more vehicles to discharge when compared with the scheduling in Fig. 5a . V2G dis-charge is more used in the peak periods, because it has a lower cost than the other dispatchable resources. The MINLP makes an inten-sive use of V2G as load in off-peak periods as can be seen in Fig. 9a , i.e. V2G charge helps the energy resource scheduling to achieve a good operation point. Using V2G discharge, the load diagram peak is significantly reduced and an efficient resources schedule is obtained. Fig. 10a depicts the total V2G charge and discharge results obtained with the MINLP approach.
Figs. 8b, 9b and 10b show the results of ASMPSO methodology for the best objective function value (see Table 5 ). The dispatch determined by ASMPSO can be seen in Fig. 8b . The ASMPSO pro-posed methodology scheduled V2G discharge for the peak periods (10:00, 20:00 and 21:00). The ASMPSO spreads the V2G charges along the day, as can be seen in Fig. 9b whereas MINLP makes a more intensive use of V2G as load in off-peak periods as can be seen in Fig. 9a. Fig. 10b depicts the total V2G charge and discharge results obtained with the ASMPSO approach. immediately signalized to set up particles velocities, thus directing the solution to a better position and objective function (itera-tion 1). Also due to the fact that the used initial solution scheme mentioned in Section 3 helps the ASMPSO to be faster using the intelligent mechanism to control variables. After that, the process rapidly sits in a satisfactory place until the stopping criteria. The Gaussian mutation to the equation weights adds more diversity in the swarm search process. Furthermore, the mechanism of set-ting up the particles velocities in an intelligent manner, present in ASMPSO, greatly influences the convergence. ASMPSO presents the best convergence properties starting from iteration 1.
Convergence test for PSO variants
The convergence test (Fig. 11 ) took place using the same plat-form and the same machine mentioned previously in the beginning of the case study. The average execution time per iteration can be estimated dividing the average execution time (see Tables 4 and 5 ) by the number of total iterations used in the robustness test (50 iterations). The convergence stagnation test provides the aver-age iteration where the fitness stops to improve. ASMPSO clearly requires less iterations to converge. For scenario 1 considering that Table 6 shows the execution time for MINLP and ASMPSO approach for several simulations with different numbers of V2G on the same distribution network. Analyzing the performance of both methodologies, ASMPSO is less sensitive than MINLP when the number of V2G increases in this scheduling problem. The ASMPSO's execution time is kept approximately constant whereas the MINLP's execution time rapidly increases with the number of V2G. The binary variables are required to control whether the vehi-cles are charging or discharging. Binary variables increase have a heavy impact on the execution time of the solver as it was verified by the case studies when an increase from 48,000 binary variables (1000 EVs scenario 1) to 96,000 (2000 EVs scenario 2) resulted in an increase of 7 h to about 25 h in execution time which means more than folded (see Tables 4 and 5 ). This fact makes the problem harder to solve by including the EVs and its associated constraints in the problem. clearly presents the lowest computational cost. 
Conclusion
The present paper proposed an evolution of traditional Particle Swarm Optimization called ASMPSO (Application Specific Modi-fied Particle Swarm Optimization) applied to the problem of energy resources management in smartgrids. The problem considers real-istic networks with intensive use of distributed energy resources, namely Distributed Generation (DG) based on renewable energy sources and Electric Vehicles (EV) with gridable capability (V2G). Accurate AC power flow and physical network constraints consid-erations assure feasible solutions.
In this context, the execution time is a crucial factor for day-ahead scheduling due to the high number of resources involved and to the need of simulating a diversity of operational scenarios. Therefore, metaheuristic optimization techniques are suitable for this kind of problem but they should be adequately adapted to the problem characteristics.
The main advantages of the proposed methodology compared with the traditional PSO are: better constraints handling with a very simple mechanism to adjust velocity limits in an intelligent way and dynamic parameterization enabling a more accurate solution fitness improvement.
The paper includes a case study considering a 33-bus distribu-tion network with 218 consumers and 66 DG, and two scenarios including 1000 and 2000 gridable vehicles. With increasing pen-etration of V2G, MINLP (Mixed-Integer Non-Linear Programming) execution time is dramatically increased making the determinis-tic approach useless in practice due to time constraints. For the scenario with 2000 V2G, MINLP took about 25 h to obtain the sched-uling solution whereas ASMPSO has been able to provide a solution, for which cost is only about one percent worse, in about 36 s.
The PSO variants that have been tested for the same prob-lem but, for the 2000 V2G scenario, it was not possible to find a feasible solution over 100 trials, when a limit of 50 iterations is imposed. Robustness and convergence tests show the superiority of the proposed methodology when compared with the considered PSO variants.
