Abstract: Data classification is one of the main technique in data analysis which has become more and more important in various fields of business. Automatic classification is the problem that classification category label is learned from training data. One of the effective approaches for automatic classification is the k-nearest neighbour (kNN) method based on distances between data pairs, combining with the well-known distance metric learning. In this study, we focus on information-theoretic metric learning (ITML) method. In ITML, the optimisation problem is formulated as learning metric matrix so that the distance between each pair of data belonging to the same class becomes smaller than a constant, while the distance between each pair of data belonging to different classes becomes larger than the other constant. In this study, we propose an improved procedure by choosing the data-pairs which affect clarifying the boundaries effectively. We verify the effectiveness of our proposed method by conducting the simulation experiment with benchmark dataset.
Introduction
In recent years, information technology has been developed and it becomes possible to deal with the large scale data on various activities in a business process. There are many tasks of analysing for such data, e.g., classification, clustering, and prediction. Among them, we focus on the automatic classification problem. Automatic classification is the problem to classify a new input data without any category label into the correct category by using the classification rule. Classification rule is learned from the observed data with correct category labels which are called the training data. One of the well-known approaches for automatic classification is the k-nearest neighbour (kNN) method based on a distance measure between each data pair, and its performance depends on the distance measure which is adopted. In order to acquire an appropriate distance measure for classification, the distance metric learning was proposed and developed in the field of machine learning. It is the technique which learns a suitable distance metric by adapting the metric matrix of the Mahalanobis distance to the training data for classification by solving the optimisation problem under appropriate constraints.
Distance metric learning is especially useful for the kNN classification. The kNN method predicts the category label of a new input data by the majority vote with nearest k training samples using the distance metric (Cover and Hart, 1967) . Though the Euclidean distance is the most common choice as its distance metric, various methods for learning an appropriate distance metric have been proposed in the research field of distance metric learning (Yang, 2007; Bellet et al., 2014) . Xing et al. (2003) learn a Mahalanobis metric so as to minimise the sum of squared distances between similar examples, while limiting the distances between dissimilar examples. Bar-Hillel et al. (2003) proposed the learning algorithm which incorporates relative constraints of triplet forms. These methods are representative examples based on weakly supervised learning paradigm. Hastie and Tibshiraini (1996) formulated a distance metric by extending the nearest neighbour classifier, and Goldberger et al. (2004) subsequently proposed a different formulation of metric learning with a distance metric. Globerson and Roweis (2005) constrain within-class distances to be zero and maximise between-class distances. Weinberger et al. (2006) formulate the problem in a large-margin kNNs setting. These can be classified into fully supervised algorithms. Meanwhile, for the purpose of dimensionality reduction, many unsupervised distance metric learning algorithms have been proposed (Jolliffe, 1986; Borg and Groenen, 2005; Sugiyama, 2007) . Furthermore, unlike the algorithms mentioned so far, various methods assuming nonlinear metrics or introducing kernel matrix have been proposed (Saul and Roweis, 2003; Tenenbaum et al., 2000; Kwok and Tsang, 2003; Kedem et al., 2012) . Among them, we focus on information-theoretic metric learning (ITML) (Davis et al., 2007) , which is based on weakly supervised way, because of its high performance.
In the ITML, the optimisation problem is formulated as learning a metric matrix so that the distances between any pair of two data belonging to the same class become smaller than an arbitrary constant, while the distances between any pair of two data belonging to different classes become larger than the other arbitrary constant. In the conventional ITML, there is a possibility that the decision boundary between categories may be ambiguous in the metric space because all pairs of two data are dealt with equally in spite of the fact the data near boundaries are relatively important. In this study, we propose a new method for choosing the data-pairs which affect for clarifying decision boundary effectively in ITML. To learn the distance metric by using only such important data-pairs, the metric space expressing more clear boundaries can be obtained, and the classification performance would improve. We verify the effectiveness of our proposed method by conducting the classification experiment with benchmark dataset.
Information-theoretic metric learning

Preliminaries
be a vector with dimension d, and
be a category set. Here, classification is equal to a mapping:
On the usual setting of machine learning, the optimal classification rule is not given and it is statistically estimated by using the training dataset. Metric learning is to seek a optimal positive semidefinite matrix
under certain constraints to obtain Mahalanobis distance. The Mahalanobis distance between data x and ( , )
is defined as follows:
where T means the transposition of a vector or a matrix. The metric matrix A is required to be positive semidefinite to satisfy the axioms of distance. Here, let
x be the training dataset and N be the number of training data. The i th input data x i is a d dimensional feature vector and i y ∈ C is its category. Then, the classification rule is learned from the training dataset. In addition, we denote the set of data pairs with same category as S (similar pairs), and the set of data pairs with different categories as D (dissimilar pairs). Estimating the metric matrix A from the training data, the kNN method with the estimated Mahalanobis distance gives a reasonable classification rule.
Problem formulation
The ITML iterates to update the metric matrix so that the distances between any pair of data belonging to the same category become smaller than a given constant, while the distances between any pair of data belonging to different classes become larger than the other given constant. Besides, to prevent overfitting, we set the matrix A 0 as a target and the metric matrix A is learned to be as close as possible to a given matrix 0 .
∈ R A Therefore, the closeness between A and A 0 must be defined. In ITML, the distance between them is defined as the KL divergence between their corresponding multivariate Gaussians. Namely, defining the multivariate Gaussians corresponding to the matrix A as ( ) (Cover and Thomas, 2006) between p(x | μ, A) and p(x | μ 0 , A 0 ) is given as follows:
Then, we assume that above two Gaussians have the same mean m. Using the above divergence, the optimisation problem of ITML is formulated as follows:
Here, x i and x j are the training data within the set . X For more efficient learning, the KL divergence is transformed to the logdet divergence (James and Stein, 1961; Banerjee et al., 2005; Qi et al., 2009 ). Davis and Dhillon (2006) showed that the KL divergence between two multivariate Gaussians can be described as the Mahalanobis distance between mean vectors and the logdet divergence between the covariance matrices. The relationship between the KL divergence and the logdet divergence is given as follows:
where D ℓd is the logdet divergence defined by
Here, tr(·) means the trace of a matrix, and logdet(·) means the logarithm of the matrix determinant. By using the logdet divergence, the eigen decomposition is not necessary for preserving positive semidefiniteness of metric matrix. Summarising the above discussion, equations (3) to (5) can be transformed to as follows:
Equation (8) means minimising the logdet divergence between A and A 0 . Here, the matrix A 0 has the role of a regularisation term. The inverse of the sample covariance matrix A 0 = Σ -1 or the identity matrix A 0 = I is usually adopted based on empirical information. Equation (9) is the constraint for limiting the Mahalanobis distances between data pairs belonging to a same category to the constant u, and equation (10) is the constraint for limiting the Mahalanobis distances between data pairs belonging to different categories to the constant ℓ. Equation (9) and equation (10) are led to by using a formula like
Equation (11) indicates that the matrix A is required to be positive semidefinite.
To solve this optimisation problem, the method based on Bregman projections (Censor and Zenios, 1997; Kulis et al., 2006 ) is adopted. This method iterates the projections of the current solution onto a single constraint. The optimisation algorithm of ITML is indicated below. α in Step 2 is a dual variable of the Lagrangian function of this optimisation problem, and β is the minimum step size satisfying given constraints. Let λ ij denote the parameter used in order to deal with equation (9) and equation (10) as the inequality constraints properly.
[ITML Algorithm]
Step 1 Set A = A 0 , λ ij = 0 as an initial value.
Step 2 Select a data pair (x i , x j ) and let p = (
Step 2.1 If (x i , x j ) ∈ , S calculate α, β by using equation (12) and equation (13) 1 1 min , ,
.
Step 2.2 Else if (x i , x j ) ∈ , D calculate α, β by using equation (14) and equation (15) 1 1 min , ,
Step 3 Update λ ij : λ ij = λ ij -α.
Step 4 Update A as follows:
Step 5 Iterate Step2 to Step4 until A converges. □
As stated above, the ITML approach does not need any eigen decomposition whose computational cost is O(d 3 ), and it is thus more advantageous than other metric learning algorithms in terms of the computational time. The computational complexity of this algorithm is O(Gd 2 ) per iteration.
Proposed method
Outline
The training data located near the domain of other categories (hereinafter called heterogeneous data) should be emphasised on learning because it is relatively important for classification. It may be effective to make more clear boundary for enforcing heterogeneous data to be close to the centre of its own category. However, in the original ITML, all the training data pairs are dealt with equally, and learning which makes decision boundary more clear may be prevented.
In this study, we propose the method of choosing the efficient data pairs in . S Choosing important pairs which may contribute to make more clear boundaries and using only them in the learning phase can lead to improvement of the classification accuracy. 
Data pair selection
The purpose of our proposed method is to force the heterogeneous data to be close to the centre of its own category. Then, we focus on the data located near the centre of its category (hereinafter called typical data). It is possible to make the boundaries between categories more clear by making pairs of a typical data and its heterogeneous data and using it for learning. Hereinafter, we call the pair of heterogeneous data and typical data 'similar heterogeneous pair' and denote the set of these pairs by . ⊆ S S At the phase of selecting data pair, we seek the mean vector μ g of category c g . Then, we search κ nearest neighbour points of μ g using of the same category can be obtained. For all data included in the set , P the distances from the mean vectors of other categories can be calculated by using 0 . d A Now, we define a notation L j related to heterogeneous data in the following.
L j is the index to identify the similar heterogeneous pair. Namely, the data pair whose L j is small is regarded as the similar heterogeneous pair. In fact, the data pairs with L j satisfying the following equation are selected:
Here, η is the parameter on [0, 1] determining how many similar heterogeneous pairs are selected. As the parameter η becomes large, the significance of selecting data pairs fade off, while learning cannot be adequate if η is too small. Our proposed improvements are summarised in Algorithm 1. By selecting the data pair not from the set g P but from the set , P the category pair which is especially located nearby can be emphasised. The illustration of selecting data pair is showed in Figure 1. 
Introducing an adaptive bound
In the conventional ITML, the upper bound of similar pairs [u in equation (9)] is given by an arbitrary constant. However, such constraint of constant bound may fail to learn an effective metric when the distance structure between adopted pairs is complex. Then, we consider introducing a flexible bound for similar heterogeneous pairs. We propose the way to vary the bound depending on the distance between data pairs. Then, we establish the bound so that the greater the distance between data pairs is, the more the bound shrink for all the pairs within .
S Based on this principle, we define the following adaptive upper bounds for similar heterogeneous pairs:
where the value of u (and lower bound ℓ for the dissimilar pairs) is set by taking account of the observed distribution of the distances between pairs of points within the dataset, 
Experimental condition
To verify the effectiveness of our proposed methods, we conduct the simulation experiments with UCI datasets, and evaluate the classification error (CE) of our proposed methods. CE is defined as follows:
the number of test data classified correctly CE 1 the number of test data = −
In order to evaluate the generalisation capability 1 of our proposed method, CE for the data which are not included in the training dataset is compared. Such dataset for evaluating a new model is usually called 'the test data' in the field of pattern recognition and machine learning.
In this experiment, we use five datasets (iris, bal, breast, sonar, and musk) from the UCI Machine Learning Repository (Bache and Lichman, 2013) . The basic information about these dataset is indicated in Table 1 . We implement the conventional and the proposed methods in case of A 0 = I (identity matrix). In this experiment, we verify two proposed methods. First, in proposed method 1, S is adopted instead of S and D is the same as the conventional method (proposed 1). Second, proposed method 2 is the method from which an adaptive upper bound described in the Section 3.3 is introduced into proposed method 1 (proposed 2). We compare our methods to two baseline methods; Euclidean distance (Euclidean) and Mahalanobis distance (using the inverse of sample covariance matrix, Mahalanobis), and one state-of-the-art metric learning method: LMNN. We generate the data pairs within the set S and D by extracting 20G 2 pairs at random respectively. To set the upper and lower bounds for the similar and dissimilar pairs (u and ℓ), we use the 5th and 95th percentiles of the distribution of distances between pairs of points within the dataset. Our proposed methods need to set two parameters beforehand. One is the parameter κ that determines the number of data selected as typical data, where κ is changed from 1 to 10 in this experiment. The other is the parameter η that determines the number of pairs used for learning (the number of elements of the set ), S where η is changed from 0 to 1 at the interval of 0.1. We also verify the influence of these parameters on the performance. As the results of preliminary experiment, we set the parameters of the proposed method as indicated in Table 2 . Table 3 shows that the CEs of the proposed methods are better than the conventional ITML for all datasets. The result suggests that forcing the heterogeneous data to be close to the typical data leads to improving the classification accuracy. Besides, for almost all datasets, the performance of proposed method 2 improves more than proposed method 1. This result shows that the adaptive bound for similar heterogeneous pairs is effective. Then, falling the accuracy of the proposed method 2 on sonar dataset may be caused by an excessive shrink of the bound u. On the sonar dataset, the distances between pairs of points are particularly small compared with other datasets. The proposed bound indicated in equation (19) becomes nearly zero, which lead to the decrease of the performance. Figure 2 shows the relationship between η and the CE, provided that the value of κ is fixed on the value indicated in Table 2 . These figures make clear that the optimal value of η exists though it is different according to the dataset. In addition, by comparing proposed method 1 and proposed method 2, introducing the adaptive bound might reinforce the effect of η. We refer to the application possibility of our proposed methods. Our proposed methods are based on the idea that learning a metric matrix so as not to particularly misclassify the heterogeneous data leads to improving the accuracy. Therefore, the proposed methods would be more effective on datasets with complex boundaries. In addition, the application to a high-dimensional data will be our future works. It is known that the concept of the neighbourhood collapses in a high-dimensional space. This fact may affect not only the classification phase but also the phase of selecting data pairs. Thus, a countermeasure for this problem such as the dimensionality reduction as preprocessing and the variable selection at the phase of selecting data pairs are necessary.
results of experiment and consideration
Finally, we discuss the time computational complexity. In our method, the distance calculation requires at the phase of seeking the set g N and the value of L j , and its computational cost increases in proportion to the data size N. Thus, the computational complexity of our proposed methods is more than the conventional method. However, the required number of data pairs could be fewer than the conventional method by selecting data pairs, therefore improve the computational complexity at the phase of optimisation. 
Conclusions and future works
In this study, we proposed an improved data pair selection for classification based on ITML method. With benchmark dataset in machine learning, our numerical experiments show that CEs have been improved in all cases. Moreover, the proposed methods have higher performance with fewer data pairs than the conventional one. This remarkable result may be because of the advantage of the regularisation term of ITML; the logdet regularisation term suppresses the overfitting which could happen in case of limited data pairs. The proposed method may be especially effective in treating the classification problem with complex boundaries. It would be our interesting future works to explore a scheme which focuses on the scalability to large datasets with the process of determining the parameters in terms of computational complexity.
