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Chapter 1
Summary
The interaction of a solute molecule with a homogeneous fluid solvent affects
a wide variety of chemical physics properties, such as the solute equilibrium
conformation, its chemical reactivity, and spectroscopic signature.
The single parameter that most effectively summarises this interaction is
the solvation free energy, defined as the free energy change upon transferring
solute molecules from the gas phase to the solvent at 1M concentration.
Because of its crucial role, a lot activity is currently devoted to develop,
tune and validate reliable and computationally efficient methods to predict
the solvation free energy of complex solutes into solvents to within chemical
accuracy, i.e., 1 kcal/mol. Important applications now concern catalysis,
biochemistry, electrochemistry, nanotechnologies.
This thesis is part of this general effort to get a hold on the estimation
of solvation free energies, and, more in general, of solvation effects on the
properties of solute molecules, incorporating state of the art knowledge of
the statistical mechanics of complex and Coulomb fluids.
The first achievement has been the implementation of a molecular dynam-
ics method able to evolve solute molecules in an implicit solvent represented
by an inhomogeneous fluid density distribution. This approach is loosely
based on the classical density functional theory of Mermin. [1] The imple-
mentation relies on the expansion of the solvent density in plane waves, and
exploits as far as possible all analogies with the ab-initio simulation method.
This computational approach also introduces a major extension to cur-
rent methods, since it covers solvation in a non-equilibrium solvent, in which
a thermal gradient drives a steady state flow of heat throughout the system.
The inherent anisotropy of the solvent environment gives origin to the par-
tial orientation of solute molecules; to their drift powered by the heat flow;
to the steady state production of entropy, according to standard results of
non-equilibrium statistical mechanics. In a Coulombic solvent (electrolyte
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solution) the flow of heat is accompanied by molecular polarisation, by the
onset of a long range electric field permeating the system, and, under suitable
boundary conditions, by the steady flow of electric current.
These effects could be used to orient solute molecules, thus changing
their properties; to separate different species in solution: to selectively affect
the nucleation and propagation of phase transformations; to tune or predict
spectroscopic properties of chromophores. The corresponding phenomena
in Coulombic solvents find applications in electrochemistry, and in power
generation technologies based on the Seebeck effect. These last applications
could open the way to power generation from waste heat made available by
natural (geothermal, solar) and industrial processes.
The implemented method is able to reproduce all these different aspects,
providing a practical way to predict important effects due to equilibrium
and non-equilibrium solvation. The program could be incorporated as an
additional feature in ab-initio electronic structure packages, to provide a
state of the art description of solvation properties.
The thesis is organised as follows. I first provide definitions and basic
background information concerning solvation effects and solvation free en-
ergy in particular. Then, I describe the state of the art in the computational
estimation of solvation free energies, focusing on continuum dielectric mod-
els, simple DFT approximations based on Poisson-Boltzmann theory, and
computer simulation.
Then, th plane-wave implementation of classical density functional the-
ory is introduced to describe single or multiple solute molecules in a solvent.
At this stage,the discussion is focused on computational and implementation
features. To add chemical-physics insight to this approach, I discuss suit-
able approximations for the free energy functional, considering, in particular,
those based on integral equation theories (hypernetted chain approximation,
for instance), and on a density gradient expansion. At this stage, the ex-
tension to solvation in a fluid with a thermal gradient across the system is
discussed in more detail. Selected results of representative computations are
presented, and the conclusions are collected in a final chapter of the thesis.
This work is complemented by an original derivation of mathematical
properties of the DFT density distributions, that clarifies subtle aspects of the
theory, and might suggest ways to enhance the efficiency of the computational
implementation.
Chapter 2
Introduction
Most chemical transformations taking place at or around ambient conditions
in nature or in industrial processes occur in a fluid environment. More of-
ten than not, it is possible to identify active species that we shall call the
solute, and separate them from a multitude of usually simpler and unreac-
tive molecules, i.e., the solvent, whose primary role is to provide the fluid
conditions for the solute transformations. On Earth, the most paradigmatic
solvent is, by far, water. Neutral, polar and charged solvents, however, play
important roles in solvation, especially in man-made chemical applications.
This broad view, based on empirical observations, gives origin to a wide
range of chemical concepts and idealisations, that in turn, drive our inves-
tigations of chemical processes. An important example of such an idealised
picture is solvation, that represents the preparation of a conventional initial
state by dissolving solute molecules into a solvent at standard conditions.
Then, the free energy of solvation clearly emerges as the most crucial ther-
modynamic parameter for this process, being defined as the change in the
system free energy upon transferring solute molecules from the gas phase to
the solvent at 1 M concentration. [2]
As such, the solvation free energy enters every simple method to predict
equilibrium and kinetic properties of processes that occur in solution, from
relatively simple industrial reactions producing chemical compounds for our
economy, to a variety of electrochemical transformation, up to subtle and
complex biochemical reactions.Because of this pervasive role, a major effort
has been and still is devoted to determine this quantity by experiments, or,
even better, to predict its value from theories and computations.
A somewhat broader but closely related field of research concerns the in-
vestigation of both the microscopic mechanisms of solvation, and of the effect
of solvation on a variety of solute properties going beyond thermodynamics,
such as the equilibrium configuration, spectroscopic properties and dynam-
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ics of solute molecules, or the effect of solvation on the electronic processes
underlying chemical reactions and electrochemical transformations.
Although introduced as idealisations that greatly simplify reality, sol-
vation represents a hugely complex phenomenon at the atomistic level, still
resisting every attempt for a simple, accurate and reliable description by the-
ories and computational methods. Even the experimental characterisation of
this process is marred by difficulties and affected by large error bars, reflect-
ing the complexity of solvation, and its sensitivity to impurities, fluctuations,
and to the details of the experimental method.
The solvation free energy itself, is still beyond the reach of routine de-
termination by statistical mechanics and computational approaches, that in
other related research areas provide instead a sure tool to predict thermo-
dynamic and structural properties of real systems. The major challenge is
represented by the 1 kcal/mol accuracy required for applications in chemical
thermodynamics, that might even be insufficient for applications to biochem-
ical reactions.
This state of affairs is rapidly improving, thanks to the concerted effort
of many outstanding research groups, and to the development of conceptual
methods, of computational algorithms, and of computer facilities. This Mas-
ter project and the present thesis are part of this global effort, focused on
the statistical mechanics and computational investigation of solvation and of
solvation free energy in particular. [3]
The basis for this work has been provided by the tool-kit of methods
and computational implementations developed over the last few decades by
the computational community to investigate solvation and to estimate the
solvation free energy. These methods belong to three broad classes, that in
what follows I identify as (i) implicit dielectric continuum models; (ii) explicit
atomistic models, (iii) statistical mechanics models.
Dielectric continuum models, in particular, represent the solvent as a
structure-less continuous medium, while the solute is represented in its molec-
ular (atomistic or coarse grained) detail, occupying cavities in the solvent
volume. Solute and solvent interact through electrostatic polarisation forces;
short range dispersion and repulsion (Pauli) forces; site-specific short range
interactions, corresponding, for instance, to hydrogen bonding. The size and
shape of the cavities is an integral part of the model definition, that requires
also a non negligible parametrisation effort. Besides its formal simplicity, the
advantage of the method is represented by the easy matching with ab-initio
methods, aiming at including solvation effects in electronic structure com-
putations. [4] The major drawback, of course, is its neglect of the atomistic
structure of the solvent.
The discrete molecular nature of the solvent is back with a vengeance
9in explicit atomistic models, in which both the solute and the solvent are
represented in atomistic (or near atomistic details). Their interaction may be
computed by empirical forcefield whenever available, or by ab-initio methods
whenever possible. Computing free energies by simulation, however, is not
a straightforward task, but requires time consuming simulations for ad-hoc
Hamiltonians, limiting the appeal of the method.
In principle, statistical mechanics models could represent the method of
choice to investigate solvation and to compute solvation free energies of com-
plex solute molecules, accounting for the solute-solvent interaction through
state of the art approaches borrowed from the theory of simple and com-
plex, homogeneous and inhomogeneous liquids. The description of solute
and solvent is somewhat asymmetric, since the solute enters the computa-
tion in its full microscopic detail, while the solvent is described as a density
distribution. This limitation of the model is more than compensated by
its computational efficiency, that allows the routine estimation of solvation
free energies for large classes of solute molecules. To be precise, this class
of methods includes rather low level approximations based on the Poisson-
Boltzmann theory, but also high level approaches based on the reference
interacting model of liquid state theory, completed by the hypernetted chain
or mean spherical approximation. [5]
A modern and appealing approach able to cover most if not all of past
statistical mechanics models of solvation is represented by classical density
functional theory [1], whose formal basis and standard formulation closely
follow the better know and more extensively used density functional theory
for the ground state of many electron systems developed by Hohenberg, Kohn
and Sham. [6] In both cases, the basic variable is represented by equilibrium
density distributions, the method in principle is exact, although the basic
problem is hidden in the ’minor detail’ of finding the corresponding exact
functional.
This is precisely the context of this work. The primary aim has been to
understand the physical basis of state of the art liquid state theories, based
primarily on integral equations, and to interpret them in the language of
classical density functional theory. The focus of the thesis has been on the
development of concepts and methods, extending their range of application
to new research areas. For reasons of time, I did not carry out extensive com-
putations on specific solute-solvent combinations, that, however, are possible
with the computational machinery developed.
More precisely, a 3D implementation of a classical density functional
method has been developed, able to determine the equilibrium distribution
of the solvent density in the ’external field’ represented by its interaction with
the solute atoms. The implementation is based on a plane-wave expansion
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for the solvent density. Its efficiency is such to allow the implementation
and usage of state of the art approaches in extensive molecular dynamics
simulations of complex solute molecules in electrolyte solutions.
Using this implementation as the computational workhorse of this the-
sis, the available functionals to describe the free energy of the combined
solute-solvent system are explored. The focus has been on second-order per-
turbation theory with respect to homogeneous neutral and Coulomb fluids,
whose properties are described at the HNC level. Additional work has been
devoted to functionals based on a gradient expansion of the free energy, that
represent the classical counterpart of standard methods in electronic struc-
ture computations.
The major extension of this work to previously unexplored ground is
represented by the analysis of solvation in a solvent under non-equilibrium,
steady state conditions. I analysed, in particular, the case of solvation in
a fluid in which a temperature gradient drives the flow of heath through
the system. The simulations reproduce experimentally known effects such
as the steady drift of molecules as well as their mutual orientation caused
by the heat flow. These subjects have received much attention from the soft
matter community in recent years, and these results might have a significant
impact in that context. As a by-product, the flow of electric charge through
an electrolyte system solvating two metal electrodes at different temperature
can also be simulated.
These applications to non-equilibrium solvation have been developed us-
ing a gradient corrected free energy functional. Moreover, such a functional
form has been used to analyse the asymptotic screening properties of an
electrolyte system at thermal equilibrium. Analyses of this type have been
available in the literature since many years ago, based on integral-equation
theories of liquids. Here, an equivalent analysis is carried out using the den-
sity functional framework, that turns out to be simpler and of broader validity
than previous approaches. The final aim of this effort is to provide simple
semi-analytical approximations to free energy functional of inhomogeneous
systems, to be used instead of Poisson-Boltzmann to investigate solvation,
especially in the case of electrolyte solutions in contact with metal surfaces.
Since this aim is not yet fully developed, this discussion is reported in an
Appendix of this work.
Chapter 3
State of the art
The thermodynamic potential of a macroscopic system at thermal equilib-
rium is represented by the Helmholtz or Gibbs free energy, depending on
whether the system is at constant volume or constant pressure. As a conse-
quence, this quantity plays a central role to predict the spontaneity of any
macroscopic process manifested at practical conditions.
A growing interest in recent years has been particularly addressed on
reproducing the partition of organic pollutants between two phases, the as-
sociation/dissociation processes of a drug-like molecule to a human protein
as well as its solubility in a certain biologic environment. One of the crucial
contributions to describe the whole class of these phenomena is represented
by the thermodynamic stability that a certain molecule has into a generic
liquid phase.
3.1 Solvation free energy
Conventionally, the measurement of this stability is referred to the change of
the Gibbs free energy 1 connected with the transfer of a molecule m from a
fixed position in the ideal gas g to a fixed position in the condensed phase l,
i.e., considering the only embedding effect of the molecule in the solvent envi-
ronment [2]. This process takes the name of solvation and the corresponding
free-energy variation is commonly called solvation free energy (SFE).
1Thinking in terms of Gibbs free-energy, and hence in terms of isothermal and isobaric
processes, is the natural way to describe the thermodynamics of solutions. However, since
the compressibility of a liquid at room temperature is small, there is not any substantial
difference on thinking in terms of Helmholtz free energy, formally defined as F = G−PV .
The PV contribution to the SFE is indeed typically of the order of 10−3 kcal/mol, well
within the chemical accuracy generally required (1 kcal/mol).
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Formally, the previous definition of the SFE consists in removing the so-
called liberation free energy (LFE) from the total Gibbs free energy balance
associated with the g → l transfer process, namely
∆solvGm = ∆g→lGm − kBT ln
[
ρlmΛ
3
m(l)
ρgmΛ3m(g)
]
(3.1)
where T is the temperature, ρ is the density and Λ the thermal de Broglie
wavelength. Basically, the LFE takes account for the positional entropy
difference of the molecule between the gas and liquid phase, i.e., for the
contribution associated with the translational degrees of freedom 2.
From Eq.(3.1), the SFE represents a well defined thermodynamic constant
which, in principle, can be extracted from experimental measurements. For
this purpose, let us assume that the thermal equilibrium is reached between
a gas and a condensed phase in contact to each other, where the solute
molecule is partitioned, i.e., ∆G = 0. Since Λ3m(g) = Λ3m(l), it turns out that
the macroscopic SFE is strictly related to the ratio of the concentration of
the solute molecule in the two phases of the m molecule, namely
∆solvGm = RT ln
Cgm
C lm
(3.2)
This result trivially means that if the solvation process is ’spontaneous’,
i.e., ∆solvG < 0, the solute is expected to be more concentrated in the con-
densed phase rather than in the gas phase (Cgi < C li). Notice that if the
solute concentration in the condensed phase is assumed to be small enough,
the determination of the SFE reduces to determine the Henry constantK lH(i)
∆solvGm = kBT lnK
l
H(m) (3.3)
A broad spectrum of experimental techniques are commonly used to de-
termine the Henry constants. The simplest ones consist on directly measure
the vapour tension of the solute at equilibrium with the liquid solvent phase
(see for instance Ref. [7]). However, these methods are applicable only when
the volatility of the solute is relatively high (Cgi /C li > 0.1). If it is not
the case, thermodynamic cycles can be exploited to indirectly determine the
SFE via measurements of solubility and vapour tension of the pure solute
phase. In particular, since the free energy is a state function, we can use the
following correspondence
∆solvG = ∆solubG−∆vap/sublG (3.4)
2Actually, this means that the contribution due to the rotational and vibrational degrees
of freedom of the molecule is implicitly included into the SFE
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where ∆solubG is the free-energy variation due to the solubilization process,
while ∆vap/sublG the vaporization or sublimation free energy, depending on
whether the pure solute phase is liquid or solid. Especially when the solute
has a very low solubility, also this strategy is expected to fail, since it would
require too expensive and time consuming analyses.
One of the most important processes that take place in solutions are the
acid and basic dissociations as well as the redox reactions. Considering for
example the acid dissociation of an organic molecule in aqueous solution, one
is interested in the thermodynamic constant Ka of the dissociation process.
Experimentally, this quantity can be directly measured via potentiometric
titration. Alternatively, a thermodynamic cycle can be exploited which pro-
ceeds via the hydration free energy of the anion A−, the liberated proton H+
and the associated molecule HA as follows
RT lnKa = ∆dissG
(g) + ∆hydrGA− + ∆hydrGH+ + ∆hydrGHA (3.5)
where ∆dissG(g) is the dissociation reaction in the gas phase.
The determination of the hydration free energy of charged species is a
non trivial problem which requires a special discussion [8]. The first and
foremost difficulty with ions in solution is that the solvation free energy of
single ions cannot be defined in unambiguous terms, since the difference in
the electrostatic potential of two extended media cannot be determined [9].
Electrochemical approaches require the prior knowledge of the proton
SFE. However, the determination of this quantity is a particular challenging
problem [10], which has been the subject of a long controversy, with an
uncertainly significantly exceeding 1 kcal/mol.
Given the practical difficulties in performing a systematic experimental
determination of the SFE, many theoretical models have been developed over
the last fifty years in order to compute the solvation free energy by virtue of
suitable computational algorithms. In the following sections, the strategies
to estimate the SFE via a computational approach are roughly divided in
three different categories.
The accuracy of these methods has been extensively tested via blind chal-
lenges for the calculation of the hydration free energies of different molecules
of pharmaceutical and environmental interest. The results show a root mean
square deviation (RMSD) in the SFE values that in the best predictions
is contained between 2.5 − 3.5 kcal/mol, well above the required chemical
accuracy typically ∼ 1 kcal/mol. Notice that these errors are reflected in a
standard deviation of the thermodynamic constants of ∼ 2 logarithmic units.
14 CHAPTER 3. STATE OF THE ART
3.2 Explicit atomistic models
One of the most used computational strategy for the computation of the SFE,
concerns an explicit atomistic simulation of the solvent particles around the
solute molecule. The standard algorithms to performs such a simulations are
based on Monte Carlo (MC) and Molecular Dynamics (MD) techniques [11].
In these methods, the interaction potential is commonly decomposed in
pair contributions associated to the different couples of atomic centres in the
system and a suitable force-field is parametrized depending on the molecular
species under consideration. Then, the equilibrium configurational space is
explored via a MC/MD algorithm and the properties of interest are sam-
pled during the simulation. [11] One might think to compute the free energy
exploiting the decomposition into an internal energy plus an entropic contri-
bution, i.e., F = U − TS. However, while the internal energy can be easily
obtained by averaging over all the energies of the sampled configurations,
there is not a direct method to estimate the entropy contribution. As a con-
sequence, different strategies are commonly adopted, in which the free energy
of the system is directly sampled during the simulation.
To better explain these strategies, let us interpret the SFE as a coupling
work W (X), i.e., the reversible work needed to insert the solute molecule
with the fixed X configuration into the solvent environment.
One of the most used method is based on the so-called free energy pertur-
bation (FEP) theory, which basically considers the solute-molecule coupling
potential U(X,Y) as a perturbation of the Hamiltonian of a reference system.
In this framework, the coupling work is estimated by averaging the Boltz-
mann factor associated to the perturbation via the probability distribution
of the reference ensemble
W (X) = −kBT ln
〈
exp
{
−U(X,Y)
kBT
}〉
X,U→0
(3.6)
where the average at fixed X is performed over all the possible solvent con-
figurations Y of the reference system. Such a method has been applied,
for instance, in the computation of the hydration free energy of ethane and
ethanol [12].
The limitations of this method are that the SFE value must be approxi-
matively lower than 2kBT [13]. Otherwise U(X,Y) cannot still be treated as
a perturbation and intermediate simulations need to be performed progres-
sively changing the reference Hamiltonian [14].
Given these difficulties, a different method is commonly used which al-
lows to perform only one simulation. This is the so-called thermodynamic
integration (TI) method. Under this definition, we can imagine the solute
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molecule to initially not interact with the solvent and to progressively turn
up the solute-solvent interaction potential U(X,Y) via a coupling parameter
0 ≤ λ ≤ 1. In this framework, it turns out that the coupling work can be
formally expressed by the Kirkwood’s formula [15]
W (X) =
∫ 1
0
dλ
〈
∂U(X,Y;λ)
∂λ
〉
X,λ
(3.7)
where the average at fixed X and is performed over all the possible solvent
configurations Y associated to the λ value. In particular, providing that the
∂U(X,Y, λ)/∂λ derivatives can be expressed in an analytic form, one sample
the solute-solvent interaction potential gradually changing the λ coupling
parameter. In practice, the rate by which λ should be increased is determined
by the potential energy difference between the initial and final state and by
the rate at which the configurational relaxation takes place. If the final
state differs radically from the initial state, obviously this rate must be very
low [13].
Many other methods such as umbrella sampling, non-reversible work and
slow growth have also been used for the computation of the SFE from atom-
istic simulations [14, 16, 17]. Finally, alternative approaches are based on
an implicit model decomposition of the SFE, where cavitation and electro-
static contributions are evaluated independently during the simulation (see
the next section for details about implicit continuum models). Accurate re-
sults with errors bar of the order of 1 kcal/mol have been obtained exploiting
this method for the hydration free energy of small molecule [18].
In spite of the previous discussion, computing free energy variations from
atomistic simulations remain a challenging problem. One of the main intrin-
sic problems of these kind of methods are the finite time scale as well as the
finite size of the system that can be simulated [19]. In the former case, let us
think that many biological processes occur on a time scale of seconds, while
the current MD simulations are not able to routinely cover time scales greater
than a microsecond. The finite size problem is instead typically due to the
inclusion of electrostatic long range interactions as the Coulomb potential.
In order to avoid the usage of unphysical cut-offs, Ewald strategies are com-
monly adopted to solve the problem (see for instance Ref. [20]). However,
one must consider that these kind of techniques significantly enhance the
computational cost of the simulation.
For the reasons explained above, alternative approaches are often required
to compute the SFE without a complete atomistic description of the solvent
media.
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3.3 Implicit continuum models
In this section we introduce the class of approaches in which the solvent is
implicitly viewed as a continuum structureless dielectric medium, filling the
space expect for a cavity surrounding the solute. Suitable definitions of the
cavity are given for each one of these methods.
The basic strategy is to decompose the SFE into three different contribu-
tions
∆solvG = ∆cavG+ ∆eleG+ ∆rep/disG (3.8)
where ∆cavG is the so-called cavitation free energy, commonly represented as
the work needed to form a suitable non-polar cavity in the solvent medium.
∆eleG and ∆rep/disG contain instead the electrostatic and the neutral repul-
sion/dispersion interactions between the solute and the solvent.
Notice that this decomposition of the SFE is completely artificial, since
the different contributions are introduced on the basis of an arbitrary rep-
resentation of the solvation problem. As a consequence, the results arising
from these kind of methods strictly depend on the order on which the differ-
ent contributions are introduced [21]. To see this, let us consider again the
interpretation of the SFE as a coupling work, provided by the Kirkwood’s
formula of Eq.(3.7). If the solute-solvent interactions are represented accord-
ing to the decomposition of Eq.(3.8), it is clear from Eq.(3.7) that the SFE
value will depend on the path chosen to turn on the different interaction
contributions. For instance, it is crucial to introduce the uncharged molecule
in the solvent before turning on the electrostatic interactions.
The role of the ∆cavG contribution is to take into account the solvent
arrangement around the solute molecule due to the steep repulsive potential.
Especially when we consider a non-polar solute dissolved in a polar solvent,
this contribution to the SFE balance is expected to be extremely important to
reproduce the entropic exclusion of the solute from the solvent environment,
which is part of the hydrophobic effect.
The first formulation of the cavitation free energy is due to Uhlig [22], who
has interpreted ∆cavG as the macroscopic work associated with the creation
of the area A exposed by the solvent
∆cavG = γA (3.9)
where γ is the surface tension of the solvent medium. Further developments
to this model introduce microscopic corrections to the surface tension by a
rigorous statistical mechanic approach [23].
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A different method that is widely used is based on the so-called scaled
particle theory (SPT) [24], where the cavitation problem is tackled in the ex-
act solvable model of a spherical cavity created into a hard sphere fluid. This
formulation is commonly extended to a generic solute molecule considering
the overlapping of different spherical cavities of radius Ri associated to the
atomic centres i of the molecule, namely
∆cavG =
Nat∑
i
Ai
4piR2i
∆cavG(Ri) (3.10)
where Ai is the surface fraction of the i-th sphere exposed to the solvent.
Obviously, the cavitation free-energy is expected to be strictly coupled
with the ∆rep/dispG contribution, which contains the effect of the solute-
molecule short-range interaction. For this reason, a common strategy is to
represent the sum of the two contributions by virtue of a unique equation of
the kind
∆cavG+ ∆rep/dispG = γA+ b (3.11)
where A is again the solvent exposed area while γ and b are now fitting
empirical parameters. Using this method, good results has been obtained
for small molecules. However, it has been remarked that a linear relation
between ∆cavG + ∆rep/dispG and A cannot still be used for reproducing the
SFE of complex biological systems [25].
Once the uncharged solute molecule is embedded into the liquid, the
solute-solvent electrostatic interactions can be turned on and the ∆eleG con-
tribution at the SFE can be estimated. The solvent is commonly represented
without any microscopical characterization, but simply as a continuum di-
electric (polarizable) medium. In the simple case of a spherical cavity, the
electrostatic problem have been solved exactly for different solute charge dis-
tributions [26–28].
The general approach relies on the solution of the generalized Poisson
equation, namely
∇ · [ε(r)∇φ(r)] = −4piρQ(r) (3.12)
where ε(r) is the position dependent dielectric constant, φ(r) the electrostatic
potential and ρQ(r) the charge distribution. A simple solution of the previous
equation can be obtained representing the solute molecule as a set of point
charges qi. The resulting approximation for the electrostatic contribution to
the SFE takes the name of generalized Born equation [29]
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∆eleG ≈ 1
8pi
(
1
ε0
− 1
ε
) Nat∑
ij
qiqj
fGB
(3.13)
with
fGB =
√√√√r2ij + a2ij exp
{
−
(
rij
2aij
)2}
(3.14)
where ε is the constant dielectric constant of the medium, rij are the atomic
distances, while aij represent the so-called effective Born radius. However,
it has been pointed out that an accurate determination of such a radius
represents a particular critical issue of this model [30].
If the solvent does not contain any charged particles, ρQ(r) uniquely cor-
responds to the solute charged distribution. Otherwise, the induced charged
distribution in the solvent is added via the Poisson-Boltzmann (PB) approx-
imation
ρQ(r) = ρmQ(r) + ρ
ind
Q (r) = ρ
m
Q(r) +
ions∑
i
Zieρ¯i exp
{
−Zieφ(r)
kBT
}
(3.15)
which implicitly depends on the electrostatic potential φ(r).
One of the strategy widely used to solve Eq.(3.12) or Eq.(3.15) is to
exploit the finite difference method (FDM), where the system is mapped
onto a discrete grid [31]. Accurate results for the hydration free energy of
small molecule has been obtained using this technique. [32] In particular,
a satisfactory agreement with experimental and simulation results has been
obtained for the computation of SFE of the all the 20 amino-acids. [33]
Another common strategy concerns the representation of the electrostatic
potential φind(r) induced in the solvent in terms of an apparent charge dis-
tribution σ(s) spread on the surface Σ of the cavity, namely
φind(r) =
∫
Σ
ds
σ(s)
|r− s| (3.16)
with s the surface vector. This method is found to be computationally
more affordable with respect to the FDM. The algorithms proposed to solve
Eq.(3.16) are widely discussed in the literature of the so-called polarisable
continum method (PCM), where the solute molecule, or at least a portion, is
commonly described at the quantum mechanical level [4, 34,35].
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Regarding this, most of the models consider the electrostatic interactions
as a perturbation to the Hamiltonian of the uncharged molecule in solu-
tion, according to a linear response formalism. Once again, this kind of
picture is found to work only for representing the solvation free energy of
small molecules, while deviations up to 100 kcal/mol are observed for the
estimation of ∆eleG for protein systems [25].
The computation of SFE remains challenging especially for ionic species,
especially those having high charge and interactions concentrated at a few
groups. Large errors in the solvation of highly ionised cations are documented
in Ref. [36], and difficulties with anions in Ref. [37]. In this last case, the
problem might be due also to short range attractive forces, possibly arising
from hydrogen bonding, and reflected into unphysically small solvation cav-
ities. The standard fixing that has been developed and validated consists in
the inclusion of one or of a few explicit water molecules around each ion. [38]
Including the entire first solvation shell is mandatory for bare metal ions. [39]
Finally, it has been pointed out that a particular attention must be given to
the definition of the standard state corrections for water molecules or water
clusters present in the thermodynamic cycles commonly used. [40]
3.4 Statistical mechanics models
A special class of implicit continuum models must be separated from the pre-
vious discussion. In these models, the solvent is still treated as a continuum
medium, but a certain level of atomistic information survives in the solvent
density distribution ρ(r) around the solute molecule. In particular, such a
distribution can be provided by a rigorous statistical mechanical treatment
of the liquid solvent, where all the atomistic details are transposed into the
free energy density-functional F [ρ]. In the limit in which the exact func-
tional form is known, no difference exist in the level of information on the
equilibrium distribution functions that these kind of approaches can provide
with respect to a generic atomistic simulation.
Unfortunately, the exact F [ρ] usually is unknown, especially for complex
liquids, so that an explicit description of the solvent remains in most cases
the unique strategy to accurately reproduce all the microscopical details. On
the other hand, the dimensionality reduction of the degrees of freedom, from
3N to 3, reduces the computational cost of many orders of magnitude. As a
consequence, these kind of models can be attractive in a wide range of cases,
especially when a complete atomistic description of the solvent becomes im-
possible.
The statement that only the ρ(r) distribution is needed to completely
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define the equilibrium state of the system is general for any kind of inho-
mogeneous liquid and takes the name of classical density functional theory
(DFT). [1]
The foundations of the theory, together to some approximated functional
forms, are introduced in the next chapters for simple liquids of spherical
particles. It will be pointed out that such an approximation requires the
prior knowledge of the properties of the reference homogeneous system, rep-
resented, in our case, by the unperturbed liquid solvent. This information
is basically provided by the pair correlation functions g(r), characterizing
the structure of the translational invariant and isotropic solvent medium. [5]
Such a functions can be obtained both from molecular simulations and neu-
tron scattering experiments. However, in the context of statistical mechanics
approaches, the g(r) functions can also be computed by virtue of so called
integral equation theories (IET). [5, 41]
As discussed in Chapter 4, this theory is based on the statement of a self
consistent equation for the pair correlations, the so called Ornstein-Zernike
equation (OZ). Under suitable approximations, closure relations to the OZ
can be derived, and the resulting system of equations can be solved by an
iterative computational algorithm. In this work, a special importance will be
given to the HNC closure, discussed in Appendix A.
Remarkably, the IET approach can be exploited to directly compute the
SFE. [42–44] As it will be shown in the next chapter, one can indeed repre-
sent the solvation phenomenon in terms of a multicomponent homogeneous
system, in which the solute molecule is present at dilute concentration. A
detailed discussion about the computation of the SFE via integral equation
approaches can be found in Ref. [3]
Apart from the approximations used, one of the main problem both in
DFT and IET approaches arises when the solvent particles interact via a
strongly anisotropic potential. Obviously, this is the case of most of the
molecular liquids at room temperature. Working with a non-spherical poten-
tial implies that the pair correlations functions now depend on the molecular
reciprocal orientation, namely
g(r1 − r2,Θ1,Θ2) (3.17)
where Θ1 and Θ2 are the set of required Euler angles. An orientational
average can then be performed to extract the basic information of the homo-
geneous and isotropic liquid.
Because of its high dimensionality, the resolution of the molecular ver-
sion of the Ornstein-Zernike equation (MOZ) becomes a challenging com-
putational problem. One basic strategy consists of expanding all the pair
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correlation functions in spherical harmonics. [45] In general, this method
is found to be slowly convergent for practical usage. However, remarkable
developments in this sense have been obtained by angular grids algorithms
in which the DFT approach is coupled with the MOZ equations. [46] This
methods has found to produce accurate results for prototypical polar liquids
like acetonitrile, while further developments are needed for a satisfactory
description of the hydrogen bonds interactions in a water-like solvent. [47]
To bypass the problem of the molecular anisotropy, suitable algorithms
have been implemented to carry out a dimensionality reduction (6D → 1D)
of the MOZ. This kind of approach was first introduced by Chandler and
Anderson and takes the name of reference interacting site model (RISM). [48]
The basic idea is to represent the molecular correlation functions via isotropic
contributions between spherical sites of the molecules. To do this, intra-
molecular pair correlations are introduced in terms of δ-functions which force
the sites of the same molecule to be bonded. This method has been widely
used for the study of a lot of solvation properties. A complete literature
about this approach is documented in Ref. [3]
The main disadvantage of a pure RISM approach is obviously that the
molecular correlations in the solvent medium cannot be properly taken into
account via the correlations between single spherical sites. For this reason,
different methods have been implemented in which the molecular anisotropy
is only partially integrated out (3D-RISM). [49] Using this technique, accu-
rate hydration free energy values have been obtained. [50] Moreover, multi-
grid algorithms have been implemented to greatly speed up the convergence
of 3D-RISM calculations [51]. Recent further developments in this sense have
demonstrated to reproduce accurate values for the hydration free energy of
molecular ions, with an error bar ∼ 3 kcal/mol. [52]
Chapter 4
Background in the theory of
liquids
In this chapter, the theoretical background for the study of classical inhomo-
geneous fluids at thermal equilibrium is reviewed, aiming at reproducing the
embedding properties of a molecule in a Coulombic or polar fluid.
In the first part, the static response of a liquid to an external field is
introduced in connection with the gran-potential hierarchy of the density
correlation functions. Then, we recognize that a parallel hierarchy of corre-
lation functions can be derived by virtue of a generalized Legendre transform
of the gran-potential. The two hierarchies can be combined to recover the
familiar Ornstein-Zernike equation for the pair correlations [5].
Then, it is shown that a more general approach can be adopted, exploiting
the finite temperature extension [1] of the density functional theory (DFT)
[6]. Providing that the thermal equilibrium is reached, i.e., T , P , µ are
constant, the inhomogeneous liquid can indeed be uniquely described by
virtue of the single particle density (Mermin theorem [1]).
4.1 Static response in external field
In this section, the effect of a static external field on a classical liquid at
thermal equilibrium is introduced. Since the external potential φ(r) couples
with the single particle degrees of freedom, an inhomogeneity is expected in
the liquid in the one-body density distribution of the liquid system
ρ(r) =
〈
N∑
i
δ(r− ri)
〉
(4.1)
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where the bracket < ... > represents a statistical average in a not yet defined
thermodynamic ensemble.
If the perturbation φ(r) is assumed to be small enough, the density fluctu-
ations δρ(r), defined with respect to a reference bulk value ρ¯, can be predicted
using a linear response formalism, namely
δρ(r) = ρ(r)− ρ¯ =
∫
V
dr′ χ0(|r− r′|) φ(r′) (4.2)
where χ0(|r − r′|) represents the response function of the homogeneous and
isotropic liquid. In the Fourier reciprocal space, Eq.(4.2) transforms into
δρˆ(k) = χ0(k) φˆ(k) (4.3)
with χ0(k) the static susceptibility of the homogeneous system to a harmonic
perturbation of wavelength 2pi/k.
By virtue of the fluctuation-dissipation theorem, we know that the func-
tion χ0(k) must be strictly connected to the spectrum of the pair correlations
between the microscopic density fluctuations at thermal equilibrium., i.e., the
structure factor S(k) of the liquid. In particular, we have
δρˆ(k) = − ρ¯
kBT
S(k) φˆ(k) (4.4)
Thus, the effect of a weak external potential can be predicted using the
results of scattering experiments performed on the homogeneous liquid. Be-
yond the linear regime, a natural description of the static response of the
system arises in the (T, V, µ) ensemble, whose thermodynamic potential is
the gran-potential Ω = F − µN . To see this, let us consider the Ω variation
due to an infinitesimal change in the equilibrium state of the system
δΩ = −S δT +
∫
V
dr ρ(r) δφ(r)−
∫
V
dr ρ(r) δµ (4.5)
where S is the system entropy. This relation tells us that the gran-potential
can be uniquely described as a function of T and a functional of µ − φ(r).
The corresponding partition function is indeed
J =
∞∑
N=0
1
N !
∫
V
...
∫
V
dr1...drN exp
{
−UN(r1...rN)
kBT
} N∏
i=1
1
Λ3
exp
{
µ− φ(ri)
kBT
}
(4.6)
where Ω = −kBT ln J . Both from Eq.(4.5) and (4.6), it is easy to show that
the single particle density is recovered as
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ρ(r) = ρ(1)(r) = −δΩ[ψ]
δψ(r)
(4.7)
where we have set ψ(r) = µ− φ(r).
If we now consider the consecutive functional derivatives at any arbitrary
order in µ−φ(r), we get a hierarchy of density correlation functions, namely
−(kBT )n−1 δ
nΩ[ψ]
δψ(r1)...δψ(rn)
= H(n)(r1...rn) =
=
〈[
N∑
j
δ(r1 − rj)− ρ(1)(r1)
]
...
[
N∑
j
δ(rn − rj)− ρ(1)(rn)
]〉
(4.8)
for n ≥ 2. In particular, for n = 2, Eq.(4.8) can be explicitly written as
−kBT δ
2Ω[ψ]
δψ(r)δψ(r′)
= H(2)(r, r′) = ρ(r) ρ(r′) h(r, r′) + ρ(r) δ(r− r′) (4.9)
where h(r, r′) = g(r, r′)−1 represents the normalized pair correlation function
of the inhomogeneous liquid. Assuming a pair decomposition of the inter-
paticle potential
UN(r1...rN) =
N(N−1)/2∑
i, j>i
uij(ri − rj) (4.10)
it turns out that the system thermodynamics can be completely described
via the pair correlations. Futhermore, from Eq.(4.7) results that the two
body density correlation function can be also related to the static response
function of the liquid
− 1
kBT
H(2)(r, r′) = − δρ(r)
δψ(r′)
=
δρ(r)
δφ(r′)
= χ(r, r′) (4.11)
Hence, leading ρ(r) → ρ¯, we recover the linear response formalism of
Eq.(4.2) in the form of the so-called Yvon equation
δρ(r) = − ρ¯
kBT
φ(r)− ρ¯
2
kBT
∫
V
dr′ h(|r− r′|) φ(r′) (4.12)
Finally, after a Fourier transform, the fluctuation-dissipation theorem of
Eq.(4.4) is immediately obtained by the definition of the structure factor
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δρˆ(k) = − ρ¯
kBT
φˆ(k)− ρ¯
2
kBT
hˆ(k) φˆ(k) (4.13)
since S(k) = 1 + ρ¯hˆ(k).
4.2 Ornstein-Zernike equation
In the previous section, it has been remarked the importance of the pair
correlations to reproduce the response of a liquid to an external perturbation.
Here, a self-consistent equation for the pair correlation functions is derived.
Following this aim, let us now change our point of view considering the
(T, V,N) ensemble, whose thermodynamic potential is the Helmholtz free-
energy F . The free-energy variation due to an infinitesimal change of the
equilibrium state of the system is written as
δF = −S δT +
∫
V
dr ρ(r)δφ(r)− µ
∫
V
dr δρ(r) (4.14)
A very interesting result is now obtained removing from the free-energy
the internal energy contribution due to the external potential, namely
F = F −
∫
V
dr ρ(r)φ(r) (4.15)
From Eq.(4.14), the differential of such intrinsic free-energy becomes
δF = −S δT +
∫
V
dr φ(r)δρ(r)− µ
∫
V
dr δρ(r) (4.16)
Hence, it turns out that the intrinsic free-energy can be uniquely described
as a function of T and a functional of ρ(r). In particular,
µ− φ(r) = δF [ρ]
δρ(r)
(4.17)
Compared to Eq.(4.7), this relation tells us that the Ω[ψ] and F [ρ] descrip-
tions are complementary to each other. Formally, the two thermodynamic
potentials are indeed linked by a generalized Legendre transform
F [ρ] = Ω[ψ]−
∫
V
dr (µ− φ(r))δΩ[ψ]
δψ(r)
(4.18)
Once understood this, it is also clear that the functional differentiation
of F [ρ] at any arbitrary order in ρ(r) leads to a complementary hierarchy of
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correlation functions. Focusing again our attention on the pair correlations,
such a complementarity condition is stated by the following identity∫
V
dr′′ H(r, r′′)H−1(r′′, r′) = δ(r− r′) (4.19)
Now, since
H(r, r′′) = kBT
δ2Ω[ψ]
δψ(r′′)δψ(r)
= kBT
δρ(r)
δψ(r′′)
(4.20)
it must be
H−1(r′′, r′) = β
δψ(r′′)
δρ(r′)
= β
δ2F [ρ]
δρ(r′)δρ(r′′)
(4.21)
An explicit expression for Eq.(4.21) can be obtained from a decomposition
of the intrinsic free-energy in an ideal and excess contribution. The former
represents the free-energy of an ideal gas and its functional form can be easily
written as
F id[ρ] = kBT
∫
V
dr ρ(r)
(
ln[Λ3ρ(r)]− 1) (4.22)
The latter contains the effect of the interactions and its functional form
will depend on the inter-particle potential UN(r1...rN). The hierarchy of cor-
relation functions that can be generated from such a functional are commonly
called direct correlation functions
−β δ
nF ex[ρ]
δρ(r1)...δρ(rn)
= c(n)(r1...rn) (4.23)
At the second order of functional derivatives, we globally get
H−1(r′′, r′) = β
δ2F [ρ]
δρ(r′)δρ(r′′)
=
1
ρ(r)
δ(r− r′)− c(2)(r, r′) (4.24)
Inserting in Eq.(4.19) and recalling the definition of Eq.(4.9) for H(r, r′),
we finally recover the familiar Ornstein-Zernike equation for the pair corre-
lation of an inhomogeneous liquid
h(r, r′) = c(r, r′) +
∫
V
dr′′ c(r, r′′) ρ(r′′) h(r′′, r′) (4.25)
The meaning of this result is basically to separate the correlation between
two point r and r′ of the liquid in a direct and indirect contribution.
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In the form of Eq.(4.25), the OZ equation is never used, since it is prac-
tically impossible to solve. However, remarkable simplifications arise in the
limit of a homogeneous system where the particles interact via a spherical
symmetric potential
h(|r− r′|) = c(|r− r′|) + ρ¯
∫
V
dr′′ c(|r− r′′|) h(|r′′ − r′|) (4.26)
Under this limit, specific approximations can be adopted in order to ob-
tain a closure relation to the Eq.(4.26) and hence to simultaneously determine
the radial function h(r) and c(r), with r = |r − r′|. For this purpose, one
starts expressing the radial distribution function g(r) = h(r) + 1 in term of
the so-called potential of mean-force Ψ(r) as
g(r) = exp
{
−Ψ(r)
kBT
}
(4.27)
If a pair decomposition of the inter-particle potential is assumed, g(r) can
now be formally factorized according to an expansion in increasing order of
density, namely
g(r) = exp
{
−u(r)
kBT
}
y(r) (4.28)
In particular, y(r) → 1 as ρ¯ → 0, and the potential of mean-force is
correctly represented by the inter-particle potential. Remarkably, even when
u(r) is not a well-tempered function, y(r) is still continuous and derivable.
A particularly important approximation for y(r) is the so-called hypernetted-
chain (HNC) approximation. This closure will be extensively used in the
following computations by virtue of a suitable program implemented for the
study of a bi-component charged system. A discussion of the approximation
together with the computational details of the program are postponed in
Appendix A.
Still under a pair decomposition of the inter-particle potential, it is proofed
that the two body direct correlation function behaves asymptotically as
c(r)→ −u(r)
kBT
for r →∞ (4.29)
Under the correspondence u(r)→ φ(r) and h(r)→ δρ(r), it is interesting
to note that the OZ equation written in the asymptotic limit of Eq.(4.29)
perfectly correspond with the linear response formalism stated by the Yvon
equation (4.12).
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At this point, one could ask where is the utility of the previous discussion
in the treatment of an inhomogeneity condition like the embedding of a
molecule in a certain solvent. Actually, such a conditions can be simulated
in a multicomponent formalism in the limit where the concentration of the
molecule can be neglected.
In general, the extension of the homogeneous OZ equation to a multicom-
ponent system is straightforward
hij(|r− r′|) = cij(|r− r′|) +
m∑
k
ρ¯k
∫
V
dr′′ cik(|r− r′′|) hkj(|r′′ − r′|) (4.30)
where m is the number of components. Then, let us label as s the solvent
particles and as w the molecule. In the limit of xw → 0, the molecule-molecule
correlations are not important, while the solvent-solvent and solvent-molecule
correlations become independent to each other. In particular,
hss(|r− r′|) = css(|r− r′|) + ρ¯s
∫
V
dr′′ css(|r− r′′|) hss(|r′′ − r′|)
hsw(|r− r′|) = csw(|r− r′|) + ρ¯s
∫
V
dr′′ css(|r− r′′|) hsw(|r′′ − r′|)
(4.31)
where the first equation states the correlations in the pure liquid solvent,
while the second describes the only solvation effects. In this framework, the
hsw(|r− r′|) function plays the role of the solvent density distribution δρs(r)
induced by the molecular potential.
Remarkably, a similar method can also be adopted when we want to
reproduce the solvation of a planar surface. Indeed, it has been shown that
the surface can be simulated introducing a component having a very big
diameter in respect of the solvent particles [53].
4.3 Density functional theory
In this section, the basic theory of the solvation models used in my work is
discussed. Even though it has been remarked that suitable strategies can be
exploited to compute the solvation free energy via the pair correlations of a
homogeneous dilute system, a more general theory that naturally faces the
solvent inhomogeneity can be introduced.
This approach is essentially based on the finite temperature extension,
due to Mermin, of the density functional theory (DFT), first invented by Ho-
hemberg and Kohn for the description of ground state properties (T = 0K)
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of the inhomogeneous electron gas [6]. Indeed, as for the ground-state of a
quantum system, it will be shown that an inhomogeneous thermodynamic
system at equilibrium can be uniquely described by virtue of the single par-
ticle density ρ(r).
In has been remarked that the gran-potential Ω and the intrinsic free-
energy F are natural functionals of φ(r) and ρ(r) respectively. However, a
formal difference can be noted between the two description. Indeed, given
T , µ and UN , it is clear by the definition of Eq.(4.6) that Ω[ψ] is a univer-
sal functional of φ(r), since this variable explicitly defines the equilibrium
configurational probability distribution of the inhomogeneous system
φ(r)→ f(r1...rN) (4.32)
On the other hand, since the single particle density represents a coarse-
grained representation of the total information,
φ(r)→ f(r1...rN)→ ρ(r) (4.33)
the F [ρ] functional would not be unique. In other words, there might be
more than one external potential φ(r) that gives rise to the same density
distribution. Remarkably, it can be shown that it is not possible (Mermin
theorem [1]), so that F [ρ] has the same functional form for any kind of φ(r).
The proof is based on the possibility to state a variational principle for
the free-energy expressed as a functional of the configurational probability
distribution
Fφ[f ] ≥ Fφ[feq] (4.34)
that is, the free-energy computed via a probability distribution f 6= feq
is always greater than the free-energy computed via the real equilibrium
probability distribution. This is a direct consequence of the Gibbs-Bogoliubov
inequality (see Appendix B for details).
At this point, one would ask what happens if we assume that the same
equilibrium density distribution ρ(r) was obtained from two different external
potentials φ(r) 6= φ′(r). According to the variational principle of Eq.(4.34),
both the following conditions should hold
Fφ[f
′] = Fφ′ [f ′]−
∫
V
dr ρ(r)[φ′(r)− φ(r)] > Fφ[f ] (4.35)
Fφ′ [f ] = Fφ[f ]−
∫
V
dr ρ(r)[φ(r)− φ′(r)] > Fφ′ [f ′] (4.36)
Summing the two equations, we finally get the absurd result
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Fφ′ [f
′] + Fφ[f ] > Fφ[f ] + Fφ′ [f ′] (4.37)
proving that the same ρ(r) cannot be generated both from φ(r) and φ′(r).
By virtue of the Mermin theorem, it is therefore immediate to extend the
variational principle also at the single particle density
Fφ[ρ] ≥ Fφ[ρeq] (4.38)
Providing that the form of the exact functional connected with the Hamil-
tonian of the system is known, the previous result allows a variational search
of the optimal density distribution that gives rise to the minimum free-energy.
Obviously, if we consider a canonical ensemble having a fixed number of
particles N , the variational search need to be done in the sub-space where
the condition ∫
V
dr ρ(r) = N (4.39)
is satisfied. This implies the introduction of a Lagrange multiplier repre-
sented by the equilibrium chemical potential µ, so that the minimum condi-
tion is practically imposed on the gran-potential
δ
{
Fφ[ρ]− µ
∫
V
dr ρ(r) + µN
}
= δΩφ[ρ] = 0 (4.40)
The result do not change if an exchange of particles is allowed, since the
gran-potential itself represents the thermodynamic potential of the system.
Unfortunately, only the ideal contribution of the free-energy functional is
known exactly, while the excess contribution always requires specific approxi-
mations, depending on the Hamiltonian of the system under consideration. In
this framework, no kind of variational principle can still hold. However, pro-
viding that the approximated free-energy surface shows a convex behaviour
with respect to the variational parameters, a minimum condition can still be
imposed.
An interesting introduction to DFT, unifying the T = 0K quantum case
with the T > 0K classical case and covering the transformation among dif-
ferent ensembles is given by Ref. [54]
4.4 Coulomb systems
In order to conclude the discussion about the theoretical background of this
thesis, the basic properties of a classical liquid of charged particles are briefly
introduced.
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In such a system, the interactions are characterized by the Coulomb po-
tential
uCij(r) =
ZiZje
2
r
(4.41)
where Zi and Zj represent the net valence of two generic ions of the liquid.
The decay power of this interaction is smaller than the dimensionality of
the Euclidean space d = 3. As a result, contrastingly to a liquid of neutral
particles, the total correlation hij(r) between two ions is expected to decay
faster than the corresponding direct contribution cij(r). In other words, the
system reacts to an external field in such a way that the inhomogeneity
vanishes faster than the interaction potential. This phenomenon is peculiar
of ionic liquids and takes the name of screening. [5]
Exploiting the definition of the charge density distribution
ρQ(r) =
∑
i
Zieρi(r) (4.42)
the excess free-energy can be written as the sum of a reference neutral con-
tribution plus a mean-field electrostatic energy
Fex[ρ] ≈ F˜ex[ρ] + 1
2
∫
V
dr ρQ(r)V (r) (4.43)
where we have used the definition of the electrostatic potential
V (r) =
∫
V
dr′
ρQ(r′)
|r− r′| (4.44)
Let us now assume to be in the low density limit where only the Coulomb
potential survives. In such a conditions we can set F˜ex[ρ] → 0 and ions are
viewed as simple point charges.
Upon applying the Euler-Lagrange equation on such a functional, we can
easily get a thermal equilibrium condition for the charge density distribution,
in the form of the familiar Poisson-Boltzmann (PB) approximation.
ρQ(r) =
∑
i
Zieρ¯i exp
{
−ZieV (r)
kBT
}
(4.45)
The origin of the electric perturbation can be interpreted as an exter-
nal charge as well as an ion of the liquid itself. However, according to the
Debye-Hückel theroy [55], if one looks far from the origin of the perturbation,
the characteristic properties of the electrostatic screening can be universally
deduced for a generic electrolyte solution. Under this limit the condition
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ZieV (r) kBT (4.46)
can indeed be assumed for each ion i-th of the system and the following
approximation holds
ρQ(r) ≈
∑
i
Zieρ¯i
[
1− ZieV (r)
kBT
]
(4.47)
Now, given the global electro-neutrality of the reference bulk system∑
i
Zieρ¯i = 0 (4.48)
and given the Poisson equation
∇2V (r) = −4pi
εr
ρQ(r) (4.49)
we finally get a second order differential equation for the only effective elec-
trostatic potential
∇2V (r) = − 4pie
2
εrkBT
∑
i
Z2i ρ¯iV (r) = −k2DV (r) (4.50)
where
kD =
√
4pie2
εrkBT
∑
i
Z2i ρ¯i =
√
4pie2
εrkBT
I (4.51)
is the so called Debye wave-number, with I the ionic strength of the elec-
trolyte solution. The formal solution of Eq.(4.50) is trivially obtained along
only one dimension. Having in mind to reproduce the screening of a spherical
charge, we get, for instance
V (r) ∼ exp{−kDr}
r
(4.52)
The screening is therefore manifested as an exponential damping of the
electrostatic potential inside a characteristic length ΛD = k−1D , commonly
called Debye length. Inserting this result in Eq.(4.47) it is clear that also the
induced charge density ρQ(r) is expected to decay exponentially.
Remarkably, it can be shown that a similar result can be generalized for
any kind of liquid of charge particles even beyond the Debye-Hückel limit
(perfect screening theorem) [56]. This behaviour is exemplified by the long
wavelength limit of the charge-charge structure factor SQQ(k), representing
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the spectrum of the charge density correlations in liquid. In particular, from
a linear response approach, it results that
lim
k→0
SQQ(k)
k2
=
kBT
4piρ¯
(4.53)
i.e., the charge correlations vanishes as k2 as k → 0.
A crucial aspect that will be pointed out in the following chapters, is
the capability of our theoretical model to reproduce the correct screening
properties of an electrolyte solvent, beyond the Poisson-Boltzmann picture.
In fact, once the short-range interactions among ions become non-negligible,
a shell ordering is observed in the local liquid structure.
This is shown in Fig.4.1, where the partial radial correlation functions
are reported for a bi-component electrolyte system.
Figure 4.1: Comparison between the partial radial correlation function in a
primitive electrolyte model, taken from Ref. [5].
This behaviour also reflects a charge ordering effect, which of course dra-
matically affects the screening properties of the system. In the Appendix C
of this text, a deep investigation of the electrostatic screening beyond the
Debye-Hückel limit is carried out by a novel analytical approach based on
the square-gradient free energy functional introduced in following chapters.
For the sake of simplicity, in our computation we will always consider an
electrolyte system where the two kind of ions differs only for their opposite
electrical valence. Such a symmetry property implies that the fluctuations
of the total number and of the charge density distributions are completely
uncorrelated to each other, i.e., SNQ(k) = 0 ∀k. As a consequence, if our
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solute molecule representation do not generate any electric field in the solvent
medium, no charge distribution will be induced in the electrolyte system.
Actually, more realistic electrolyte model are not symmetric, since cations
and anions do not have the same dimension or interact via the same short-
range potential. Accurate Lennard-Jones parameters obtained for common
spherical ions in room temperature water are listed in Tab.4.1
Z σ [Å]  [kcal/mol]
Li +1 1.505 0.165
Na +1 2.583 0.1
K +1 3.331 0.1
Rb +1 3.527 0.1
Cs +1 3.883 0.1
Ca +2 2.869 0.1
F −1 3.117 0.18
Cl −1 4.401 0.1
Br −1 4.623 0.09
I −1 5.167 0.1
Table 4.1: Lennard-Jones parameters of common ions in water at 25◦C.
Values are taken from Ref. [57].
Chapter 5
Minimizing the free energy
functional
In this chapter, I start to present the original part of the thesis, aiming at
improving and extending current methods for the computation of the solva-
tion free-energy, including the effect of the solvent in a variety of approaches
devoted to the determination of the equilibrium structure, thermodynamic
properties and dynamics of solute molecules in solution.
I will pursue these aims by using the tools of classical density functional
theory (DFT), as introduced in the previous chapter. In this framework,
the solute-molecule is fixed in space and the solvation phenomenon is de-
scribed in terms of an inhomogeneous density distribution ρ(r) of the solvent
medium generated in response to the molecular potential φ(r). Hence, given
an approximated functional form Fφ[ρ] for the solvent free energy, the sol-
vent density distribution ρ(r) is variationally optimized in order to minimize
the Fφ[ρ] functional. It will be relied as far as possible on the analogy with
density functional theory for the ground state of many electrons systems,
borrowing concepts and algorithms, including the adoption of plane waves to
represent the density distributions of all species throughout the system.
The solvent model used to introduce the method is a simple ionic fluid, or
electrolyte solution, made of two spherical components (cations and anions),
with water only implicitly accounted. The approximation used for the free-
energy functional will be sophisticated enough to include the effect of the ions’
short range correlations, i.e., going beyond the Poisson-Boltzmann point-
ions model introduced in the previous chapter. However, the discussion will
be focused on the computational technique rather than on the model. A
detailed study about the theoretical foundations of the approximation used
is postponed to the next chapter.
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5.1 Generalized thermodynamic forces
Before starting our discussion, it is important to recall an important prop-
erty of any thermodynamic system at thermal equilibrium, which will be
extensively used in what follows.
Let us consider the formal definition of the excess free energy via the
canonical configurational partition function
Fex = −kBT lnZ = −kBT ln
∫
Γ
dr1..drN exp
{
−UN(r1, ..., rN)
kBT
}
(5.1)
where UN is the potential energy of the N -particle system.
Let us now assume that UN depends on a given parameter λ. From the
previous definition, it immediately follows
∂F (λ)
∂λ
=
1
Z(λ)
∫
Γ
dr1..drN
∂UN(r1, ..., rN ;λ)
∂λ
exp
{
−UN(r1, ..., rN ;λ)
kBT
}
=
=
〈
∂UN(λ)
∂λ
〉
λ
(5.2)
where the thermal average is computed at fixed λ. This relation in a certain
sense represents the statistical mechanics analogue of the Hellmann-Feynman
theorem for the ground state energy of a quantum many-body system. [58]
Integrating Eq.(5.2) over the possible λ-values, the system free energy
can be formally written in the form
F =
∫ 1
0
dλ
〈
∂UN(λ)
∂λ
〉
λ
(5.3)
where we are assuming F → 0 for λ → 0, while λ = 1 corresponds to
the actual system. If UN represents the solute-solvent interaction potential
turned on by the λ parameter, then F represents the coupling work associated
to the embedding of the solute molecule in the solvent environment, according
to the definition of Eq.(3.7). We will be interested in the case that the λ-
dependence is weak and the changes in the unperturbed system properties
can be computed by linear perturbation theory. In this context, Eq.(5.2) can
be expanded in increasing powers of the λ coupling about the unperturbed
system state (λ = 0)
〈
∂UN(λ)
∂λ
〉
λ
=
〈
∂UN(λ)
∂λ
〉
0
+ λ
[
∂
∂λ
〈
∂UN(λ)
∂λ
〉
λ
]
λ=0
+O(λ2) (5.4)
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Inserting in Eq.(5.3), the solvation free energy is finally represented in
terms of known quantities, averaged on the probability distribution of the
unperturbed system
F = 〈U ′N(λ)〉0 +
1
2
[
〈U ′′N(λ)〉0 − β
(〈
[U ′N(λ)]
2
〉
0
− 〈U ′N(λ)〉20
)]
+ ... (5.5)
In our framework, the solvation free energy will be directly computed
minimizing a suitable density functional form. However, the λ parameter
can be replaced by the set of atomic positions {RI} in the molecule, which
implicitly defines the equilibrium state of the solvent. Hence, the equilibrium
free-energy variation computed with respect to any of these positions gives,
according to Eq.(5.2), the solvent induced force acting on the I-th atom.
Using the DFT formalism, we get
∇RIFφ[ρeq] = 〈∇RIφ〉ρeq =
∫
V
d3r ρeq(r)∇RIφ(r) (5.6)
where ρeq(r) represents the equilibrium density distribution of the solvent
that uniquely corresponds to the molecular potential φ(r).
Since the exact free energy functional associated with the real Hamilto-
nian of the system is unknown, our thermal equilibrium representation of the
solvent density distributions is at most a good approximation of the real one.
As a consequence, it is important to enquire whether and when these general
principles apply to practical models and computations. Fortunately, it can
be shown that Eq.(5.6) holds also for any density distribution that satisfies
a variational principle for the approximate free energy functional.
To see this, let us consider the total gradient computed as the thermal
average of the external potential φ(r), defined via the optimized density
distribution ρ(r)
∇I
[∫
V
d3r ρ(r)φ(r)
]
=
∫
V
d3r ∇Iρ(r)φ(r) +
∫
V
d3r ρ(r)∇Iφ(r) (5.7)
Given Ck, variational parameters which define the optimal density distri-
bution, the first term of the r.h.s. of Eq.(5.7) can be decomposed as
∑
k
∇ICk
∫
V
d3r
∂ρ(r)
∂Ck
φ(r) =
∑
k
∇ICk ∂
∂Ck
[∫
V
d3r ρ(r)φ(r)
]
(5.8)
where in the last equality we have exploited the fact that the external poten-
tial does not depend on the Ck coefficients. Now, since the ρ(r) distribution
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is the one that minimize the free-energy functional, the average on φ(r) is
expected to assume a stationary behaviour with respect to the variational
parameters. Hence, we have
∂
∂Ck
[∫
V
d3r ρ(r)φ(r)
]
= 0 , ∀ k (5.9)
proving the equality of Eq.(5.6) also in this case.
Actually, the previous considerations hold only if our representation of the
equilibrium density distributions is not explicitly dependent on the atom
positions RI , or, in other words, if the basis set functions are delocalized,
or fixed, over space. If it is not so, given χk(r) the basis set functions, the
decomposition of Eq.(5.8) must contain an additional term, given by
∑
k
Ck
∫
V
d3r ∇Iχk(r) φ(r) (5.10)
commonly known as ’Pulay forces’ [59]. These unphysical forces need to
be included whenever we work with a non complete basis set of localized
functions moving with the active particles. A detailed discussion of these
issues in the context of electronic structure computations is given in Ref. [60]
From a computational point of view it is important to verify that the
variational principle corresponds to a minimum requirement, which is not
always the case even for well posed problems.
5.2 Model for simple electrolytes
To provide a practical basis to illustrate the methods of this work, I define
here a paradigmatic system that will be used extensively in what follows.
Let us consider a molecular system dissolved into an electrolyte solution
at constant temperature T . For the sake of simplicity, we consider that the
electrolyte is made of two spherical components having a net valence of Z+
for the cation and Z− for the anion. The homogeneous solvent medium is
assumed to satisfy the neutrality condition
Z+eρ¯+ + Z−eρ¯− = 0 (5.11)
where ρ¯+/− are the constant bulk density values of the two components.
The electrolyte solution itself is further simplified neglecting the molecular
structure of the underlying water phase, which is replaced by a continuum
medium of dielectric constant ε.
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In this simple model, the solvation free-energy of the molecule is a unique
functional of the ion density distributions ρ+(r) and ρ−(r) generated in re-
sponse to the ’external’ molecular potential φ(r). The latter is assumed to
arise from the sum of isotropic contributions for the interaction of the I atom
with the i ion. Hence, given RI , position of the I-th atom, we have
φi(r) =
∑
I
uiI(|r−RI |) (5.12)
with i = (+,−).
According to classical-DFT, the equilibrium density distributions of the
two ions define a lower bound for the free-energy functional of the solvent,
i.e., Fφ[ρ] ≥ Fφ[ρeq]. Hence, provided we have a good approximation for such
a functional, the equilibrium density distributions must be determined by
searching for the minimum value of the constrained free-energy, namely
δΩφ[ρ] = δ
Fφ[ρ]−
+/−∑
i
µi 〈Ni〉
 = 0 (5.13)
where µ+/− are the constant equilibrium chemical potentials, while
〈N+〉 =
∫
V
dr ρ+(r) , 〈N−〉 =
∫
V
dr ρ−(r) (5.14)
represent the average number of the two ions in the molecular space.
We can start decomposing the free-energy functional as follow
Fφ[ρ] =
+/−∑
i
∫
V
dr φi(r)ρi(r) + Fid[ρ] + Fex[ρ] (5.15)
where φ+/−(r) represent the interaction potentials between the solute molecule
and ions as expressed in Eq.(5.12).
The ideal contribution is easily written as the sum of kinetic and posi-
tional entropy terms as follows
Fid[ρ] = kBT
∑
i
∫
V
dr ρi(r)
{
ln[Λ3ρi(r)]− 1
}
(5.16)
where Λ is the thermal de Broglie wavelength.
The Fex[ρ] functional contains instead the effects of correlations among
the solvent ions’ caused by the reciprocal interactions. Since we are consider-
ing a fluid of charged particles, the Coulomb potential introduces a long range
response in the solvent medium which is expected to manifest itself whenever
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the fluid is inhomogeneous. For this reason, a non vanishing charge density
distribution might exist around the solute as
ρQ(r) = Z+eρ+(r) + Z−eρ−(r) (5.17)
and a local electrostatic field E(r) is expected to be generated. The cor-
responding contribution to the excess free energy has the form of an elec-
trostatic self interaction of the induced charge distribution, analogue to the
Hartree energy of a many-electrons system
FH [ρ] = 1
2
∫
V
dr
∫
V
dr′
ρQ(r)ρQ(r′)
|r− r′| =
1
8pi
∫
V
dr E2(r) (5.18)
where, in the last equality, we have exploited the Poisson equation, and
integrated by parts assuming that the electric field vanishes at infinity [61].
Remarkably, this result implies that the creation of an electric field always
increases the solvation free energy.
The residual part of the excess free-energy, namely
F˜ex[ρ] = Fex[ρ]−FH [ρ] (5.19)
contains the correlation effects of the ’neutralized’ system and that is the one
that needs to be approximated. Neglecting this contribution, we recover the
already seen Poisson-Boltzmann approximation of Eq.(4.45).
Here, the choice is to perform a functional expansion of the residual excess
free energy about the constant reference densities ρ¯+/−. Up to the second
order in the local density variation δρ+/−(r) = ρ+/−(r)− ρ¯+/−, we get
F˜ex[ρ] = F˜ (0)ex [ρ¯] +
+/−∑
ij
1
2
∫
V
dr
∫
V
dr′
(
δ2F˜ex[ρ]
δρi(r)δρj(r′)
)
0
δρi(r)δρj(r′) (5.20)
Notice that the first order contribution vanishes, since the free-energy of
the homogeneous system has its minimum at the reference density values.
The second functional derivative represents the direct correlation function of
the homogeneous reference system, as defined in Eq.(4.23)
(
δ2F˜ ex[ρ]
δρi(r)δρj(r′)
)
0
= −kBT c˜ij(r) = −kBT cij(r)− ZiZje
2
r
(5.21)
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where the asymptotic limit given by the Coulomb potential is removed, ac-
cording to the long range response separation, and c˜ij(r) is a short-range
function.
Putting all together in a more compact notation, the wanted free-energy
functional for a bi-component charged fluid is the following
Fφ[ρ] =
∫
V
dr φ+(r) ρ+(r) +
∫
V
dr φ−(r) ρ−(r)
+ F id[ρ] + 1
2
∫
V
dr ρQ(r)V (r)
+ F˜ (0)ex [ρ¯]−
kBT
2
∫
V
dr [γ+(r) δρ+(r) + γ−(r) δρ−(r)]
(5.22)
where
V (r) =
∫
V
dr′
ρQ(r)
|r− r′| (5.23)
is the total electrostatic potential induced in the ionic solvent. Finally, the
functions
γ+(r) =
∫
V
dr′ [c˜++(|r− r′|) δρ+(r′) + c˜+−(|r− r′|) δρ−(r′)] (5.24)
γ−(r) =
∫
V
dr′ [c˜−+(|r− r′|) δρ+(r′) + c˜−−(|r− r′|) δρ−(r′)] (5.25)
contain the short range correlation effects.
Let us now derive the thermal equilibrium conditions associated with the
functional of Eq.(5.22). According to the minimum condition of Eq.(5.13),
we need to impose the vanishing of the constrained free energy variation with
respect to the density distributions of the two components
δΩφ[ρ]
δρ+/−(r)
=
δFφ[ρ]
δρ+/−(r)
− µ+/− = 0 (5.26)
We obtain two coupled integral equations in the δρ+/−(r) local density
variations, namely
0 = φ+(r) + kBT ln
[
ρ¯+ + δρ+(r)
ρ¯+
]
+ Z+e
+/−∑
j
∫
V
dr′
Zjeδρj(r′)
|r− r′|
− kBT
+/−∑
j
∫
V
dr′ c˜+j(|r− r′|) δρj(r′)
(5.27)
42 CHAPTER 5. MINIMIZING THE FREE ENERGY FUNCTIONAL
0 = φ−(r) + kBT ln
[
ρ¯− + δρ−(r)
ρ¯−
]
+ Z−e
+/−∑
j
∫
V
dr′
Zjeδρj(r′)
|r− r′|
− kBT
+/−∑
j
∫
V
dr′ c˜−j(|r− r′|) δρj(r′)
(5.28)
Given the self-consistent nature of such a problem, solutions can be deter-
mined iteratively by expanding the density distributions on a suitable set of
basis functions. In general, the convergence is easier whenever the free-energy
is a smooth function the expansion coefficients.
According to the different contributions to the thermal equilibrium func-
tional of Eq.(5.27), the minimization procedure might become challenging,
or, at least, to slow down, both at very high and very low density condi-
tions. In the former case, the c˜ij(r) direct correlation functions are indeed
expected to present a non-monotonic behaviour, leading to a complex depen-
dence of the functional on the variational parameters. In the latter case, a
general increment of the relative density variations δρi(r)/ρ¯i is expected, so
that the logarithmic ideal contributions can now be responsible for unstable
conditions.
From a practical point of view, the convergence of an iterative minimiza-
tion algorithm is not guaranteed, and, moreover, we don’t know if we are
actually reaching a global or a local minimum of the free energy surface. In
this work, the search of the free energy minimum is performed exploiting
a suitable minimization technique which requires the computations of the
surface gradients step by step.
Depending on the system of interest, the minimization might be per-
formed imposing also some boundary conditions. Here, we consider the sol-
vation problem to apply to a model of solute molecule in the limit of vanishing
concentration. As a consequence, if an electric field is generated in the ionic
solvent, this is expected to be exponentially screened far from the solute
molecule.
Defining the net absorption of the two ions in the molecular space as
∆ 〈N+〉 =
∫
V
dr δρ+(r) ∆ 〈N−〉 =
∫
V
dr δρ−(r) (5.29)
the previous condition implies that the simulated portion of electrolyte solu-
tion will satisfy the global electro-neutrality condition
Z+e∆ 〈N+〉+ Z−e∆ 〈N−〉 = −Q (5.30)
5.3. PBC AND PLANE WAVES BASIS SET 43
where Q represents the net charge of the solute.
Furthermore, we can assume that there is no net absorption of the total
number of ions in the molecular space
∆ 〈N+〉+ ∆ 〈N−〉 = 0 (5.31)
Taken together, Eq.(5.30) and (5.31) uniquely define the average values
of the ions’ density distributions during the minimization
∆ 〈N+〉 = − Q
e(Z+ − Z−) (5.32)
∆ 〈N−〉 = −∆ 〈N+〉 (5.33)
5.3 PBC and plane waves basis set
To limit the effect of the finite system size, our simulations of solvation
phenomena are carried out applying periodic boundary conditions (PBC) to
our system. In particular, the solute molecule plus solution is assumed to
be contained in a cubic box of side L, which is infinitely repeated over space
(see Fig.5.1).
Remember that our aim is to reproduce the solvation of an isolated
molecule embedded in the electrolyte solution. Periodic boundary conditions
can be problematic in this case, since they might cause unwanted interactions
of the molecule with its nearest periodic images, introducing an unphysical
size dependence in the result.
If we want to treat a neutral molecule, a trivial strategy is to consider a
box big enough to avoid that the interactions with the molecule replicas are
significant. Problems might arise instead if the molecule contains charged
fragments, since the Coulomb forces decay much slower in respect of the
dimensionality of the space. However, since the electrolyte solvent is expected
to screen exponentially the molecule electrostatic potential, we can simply
require that the side of the box is long enough to contain the entire molecule
length plus a few of the expected screening lengths1.
This choice is intrinsically connected to the usage of a plane waves basis
set for the expansion of the solvent density variations δρ+/−(r). In particular,
given {G} the set of wave-vectors defined on the reciprocal lattice of the
periodic repeated cell, we have
1For more accurate applications, the problem can be solved by applying the so-called
cluster boundary conditions [62], based on a decomposition in a short and long range part
of the electrostatic forces, fully preventing the interaction of replicas despite the plane
wave expansion.
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Figure 5.1: Representation of the periodic boundary conditions. The
figure is taken from web: http://www.ccl.net/cca/documents/molecular-
modeling/node9.html.
δρ+/−(r) =
∑
G
ρˆ+/−(G) eiG·r (5.34)
where the Fourier components
ρˆ+/−(G) =
1
V
∫
V
d3r e−iG·r δρ+/−(r) (5.35)
represent, in this framework, the variational parameters of our computations.
Upon the cubic box choice, the spectral resolution that we can reach
between two successive wavelengths is 2pi/L. Then, the G wave-vectors are
simply defined inside a sphere centred in the origin of the reciprocal lattice
via a triplet of indexes as follow
G =
2pi
L
(nx, ny, nz) (5.36)
Depending on the system of interest, the radius of such a sphere is fixed
by a cut-off value Gmax, which implicitly defines the total number of wave-
vectors under consideration, i.e., the basis set dimension, as well as the real
space resolution 2pi/Gmax. Problems of medium complexity will involve∼ 105
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plane waves and this high number affects the discussion of the following
sections.
One of the main advantages of using a plane-wave basis set is their non-
local, origin-less nature. Since they are insensitive to the position of the
potential centres, there are no unphysical effects due to the finite size of the
basis set. For instance, there is no basis set super-position error (BSSE), well
known in the electronic energy calculations of quantum chemistry, whenever
hydrogenoid atomic functions are used to represent the electronic density
profile. In addition, the Pulay forces stated by Eq.(5.10) vanish, and the
thermodynamic version of the Hellmann-Feynmann theorem can hold exactly
for a variationally optimized density distribution.
Obviously, the non-local nature of the plane-waves represents also the
biggest limitation of this choice. Since all the scale lengths are treated in
the same way, it is not possible to tune the accuracy of the description in
particular regions of the system. This represents a real problem whenever we
want to reproduce strong inhomogeneity conditions, since we should cut the
basis set dimension at a very high wave-number. In an electronic energy cal-
culation, for instance, this choice is found to fail if we want to reproduce the
electronic density behaviour close to an atomic nucleus. Pseudo-potentials
are indeed usually employed to approximate the core electron distribution in
a plane-wave based calculation. [63]
In the case of a molecular potential felt by the solvent particles, we can
expect that inhomogeneity conditions are not as strong as in the electronic
case, so that an explicit calculation in the ions’ distribution is still possi-
ble. This is especially true if we work with a coarse-grained description of a
macromolecule, where the potential is expected to be soft. [64]
The first problem we discuss is the computation of the molecule-solvent
interactions in reciprocal space. Given the definition of the Fourier compo-
nents of the single isotropic potential contributions
uˆiI(G) =
1
V
∫
V
dr e−iG·ruiI(r) (5.37)
the global external potential arises from the combination of the uˆiI(G) func-
tions, each one of these weighted with a phase factor for the corresponding
positions in real space
φˆi(G) =
∑
I
1
V
∫
V
dr e−iG·ruiI(|r−RI |) =
∑
I
uˆiI(G) e
−iG·RI (5.38)
A further simplification in the use of the plane waves basis set is obviously
the possibility to transform complex convolution operations in trivial prod-
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ucts. Moreover, the Fourier transform is a unitary operator, so that scalar
products can be computed both in real and in reciprocal space.2 For instance,
upon removing the constant terms, the gran-potential for unit volume can
be computed as follow
∆Ωφ[ρ]/V =
+/−∑
i
[∑
G
φˆi(G) ρˆ∗i (G)
]
+
1
2
∑
G
Vˆ (G) ρˆ∗Q(G)
+ kBT
+/−∑
i
[
1
V
∫
V
dr (ρ¯i + δρi(r)) ln
(
ρ¯i + δρi(r)
ρ¯i
)
− ρˆi(0)
]
− kBT
2
+/−∑
i
[∑
G
γˆi(G) ρˆ∗i (G)
]
(5.39)
where the formulation of Eq.(5.22) has been used.
In addition, in the computation of the solvent relaxation forces, the gra-
dients with respect to the atoms’ positions RI are transformed into products
times the G wave-vectors. Using the atom decomposition of the external
potential as in Eq.(5.38), we obtain
∇IFφ[ρ] = V
∑
G
−iG e−iG·RI [uˆ+I(G) ρˆ∗+(G) + uˆ−I(G) ρˆ∗−(G)] (5.40)
Both Eq.(5.39) and Eq.(5.40) can be efficiently carried out as a matrix to
matrix multiplication in a vector computer.
2Notice that since all the real space functions a(r) under consideration are real, the
corresponding Fourier components satisfy the symmetry property
aˆ(−G) = aˆ∗(G)
As a result, there is no need to consider all the wave-vectors, since the total information
can be preserved performing the computations only on half of the G-sphere. For instance,
all the dot products needed can be performed considering two times the real part of the
dot product computed only on half of the G-sphere
1
V
∫
V
dr a(r)b(r) =
half∑
G
aˆ∗(G) bˆ(G) +
half∑
−G
aˆ(G) bˆ∗(G) = 2 <
{
half∑
G
aˆ∗(G)bˆ(G)
}
since the imaginary part of the sum identically vanishes.
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Last but not least, the plane-waves choice is found to be the optimal
one in order to compute the surface gradients at each step of minimization.
In the configurational space spanned by the ρˆi(G) coefficients, the entire
gradient vectors are indeed automatically obtained by Fourier transforming
the functional derivative of the gran-potential. In the unit volume, we have
1
V
∂Ωφ[ρ]
∂ρˆ∗i (G)
=
1
V
∫
V
d3r
δΩφ[ρ]
δρi(r)
∂ρi(r)
∂ρˆ∗i (G)
=
1
V
∫
V
d3r e−iG·r
δΩφ[ρ]
δρi(r)
=
= φˆi(G) + kBT FT G
{
ln
[
ρi(r)
ρ¯i
]}
+
+/−∑
j
[
ZiZj
4pie2
G2
− kBT ˆ˜cij(G)
]
ρˆj(G)
(5.41)
where the convolution theorem has been used, together with the reflection
symmetry property of the density Fourier components, i.e., ρˆ∗(G) = ρˆ(−G).
According with the minimum condition of the constrained free-energy,
the convergence now corresponds to the vanishing of the gradients
∂Ωφ[ρ]
∂ρˆ∗+(G)
= 0 ,
∂Ωφ[ρ]
∂ρˆ∗−(G)
= 0, ∀ G (5.42)
Notice that the previous conditions on the average values of the density
distributions are conditions on the G = 0 Fourier components, namely
V [Z+eρˆ+(0) + Z−eρˆ−(0)] = −Q (5.43)
V [ρˆ+(0) + ρˆ−(0)] = 0 (5.44)
5.3.1 Fast Fourier Transforms
As stated by Eq.(5.39) and Eq.(5.41), both the electrostatic and the short-
range correlation contributions to the free-energy, as well as its gradients with
respect to atomic coordinates and expansion coefficients, can be expressed
explicitly through the ρˆ+/−(G) coefficients by exploiting the convolution the-
orem of the Fourier transform. By contrast, the ideal contribution to the
free energy is strongly non-linear in the density distributions, because of the
logarithmic dependence. Therefore, this contribution cannot be expressed
explicitly in terms of the ρˆ+/−(G) coefficients.
As a consequence, the ideal free energy contribution needs to be computed
directly in real space as in Eq.(5.16), back Fourier transforming numerically
the ρˆ+/−(G) coefficients. Analogously, also the computation of the ideal free
energy gradients with respect to the expansion coefficients requires to first
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compute in real space the ideal chemical potentials of the two ions, and then
to perform numerically a forward Fourier transform.
Transforming back and forth between real and reciprocal space is expected
to consume most of the time of the minimization procedure. Optimized
libraries of discrete fast Fourier transforms (DFFT) on a three dimensional
grid are nowadays available on-line for free. In this work, a subroutine library
written in C, called Fastest Fourier Transform in the West (FFTW), is used.
This is a standard choice for this type of applications, including ab-initio
simulations.
Obviously, the number of points selected on the 3D-grid is a crucial pa-
rameter of the DFFT, since the cost of the computations scales as n lnn,
where n is the total number of points. Given nL the number of point for
each side, such that n = n3L, one should choose for nL the smallest power
of 2 allowed by basis set dimension, i.e., by the number of the G vectors.
The choice of the powers of 2 is a purely computational aspect related to
efficiency considerations, without being a strict requirement.
In principle, a FFT need to be performed twice at each step of the min-
imization, i.e., both for cations and anions. Luckily, a useful trick can be
exploited to decrease the number of FFT by a factor of two. Given the real
nature of the functions f+(r) and f−(r) which need to be transformed, one
can instead transform the complex function W (r) = f+(r) + if−(r) to obtain
Wˆ (G) = fˆ+(G) + ifˆ−(G) , Wˆ (−G) = fˆ ∗+(G) + ifˆ ∗−(G) (5.45)
Then, a suitable linear combination of the two functions, corresponding to
the even and odd part of Wˆ (G), allows us to recover the real and imaginary
parts of the wanted Fourier transforms, according to:
Wˆ (G) + Wˆ (−G)
2
= <[fˆ+(G)] + i <[fˆ−(G)]
Wˆ (G)− Wˆ (−G)
2
= −=[fˆ−(G)] + i =[fˆ+(G)]
(5.46)
5.4 Minimization technique
Minimization problems are well studied and a broad spectrum of compu-
tational techniques can be exploited [65]. Almost without exceptions, the
minimization proceeds in steps.
Given f the function that need to be minimized, one chooses a direction d
in the space spanned by the variational parameters and then searches for the
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minimum of f along d. The procedure continues until the global minimum
of f is found. In most cases, the more challenging problem is how to choose
the search direction at each step.
The basic strategy is to simply choose d as the steepest descent direction,
i.e.,
d = −∇f (5.47)
where ∇ represents the vector of the partial derivatives computed with re-
spect to the variational parameters, minimizing the functional along d, before
choosing a new direction.
The main disadvantage of this method is that two successive directions are
expected to be orthogonal to each other, and the approach to the minimum
becomes cumbersome when this is located at the bottom of a very narrow
(asymmetric) valley.
For this reason, the choice here is to use the method of the conjugate gradi-
ents. Close to the minimum we can almost assume that f depends quadrat-
ically from the variational parameters. Then, defining A as the operator
which corresponds to such a quadratic form, in this method two successive
directions are found to be A-orthogonal, i.e.,
dT (i) A d(i+ 1) = 0 (5.48)
This represents a much less constrained condition than the steepest de-
scent choice dT (i) · d(i) = 0.
In what follows, the conjugate gradient algorithm as implemented in the
free energy minimization program is briefly summarized.
Given d(i) the search direction at the i-th step of minimization, the fol-
lowing is computed as follows
d(i+ 1) = −∇f(i+ 1) + β(i+ 1)d(i) (5.49)
where β represents a mixing coefficient between the current gradient vector
and the previous line-search direction. If the surface was parabolic, such a
coefficient would be given by
β(i+ 1) =
|−∇f(i+ 1)|2
|−∇f(i)|2 (5.50)
In general this is not the case, so that this choice works only if we are
very close to the minimum. A more suitable choice that is found to converge
quickly is the one of Polak and Ribiére [66]
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β(i+ 1) = max
{
0 ,
[−∇f(i+ 1)]T · [∇f(i)−∇f(i+ 1)]
|−∇f(i)|2
}
(5.51)
and that is the one used in this work.
Once defined the search direction d, a quadratic expansion is often used
to search the minimum value on such a direction
f(x+ αd) = f(x) + α
[
d
dα
f(x+ αd)
]
α=0
+
α2
2
[
d2
dα2
f(x+ αd)
]
α=0
=
= f(x) + α[∇f(x)]T · d+ α
2
2
dT · H(x) · d
(5.52)
where H(x) is the Hessian matrix.
The computation of the Hessian matrix becomes quickly too expensive
with the dimension of the basis set functions. Therefore, one can exploit the
secant method to approximate the second derivative with respect to the α
parameter
d2
dα2
f(x+ αd) ≈ [∇f(x+ σd)]
Td− [∇f(x)]Td
σ
(5.53)
Finally, the minimization by the line-search leads to the following esti-
mation of the α-displacement
α = −σ [∇f(x)]
Td
[∇f(x+ σd)]Td− [∇f(x)]Td (5.54)
where the optimal choice for the σ parameter can be determined only exper-
imentally, depending on the surface structure.
5.5 Implementation
According to the previous discussion, we report here the basic algorithm used
for the implementation of the plane-waves based program, in which the mini-
mization of the solvation free energy is carried out using a conjugate gradient
method. The ˆ˜cij(k) functions are provided by an integral equation solution
program on a 1D linear mesh of constant spacing ∆k.
a. Initialization
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1. Generate the G wave-vectors on half sphere of radius Gmax in Fourier
space
2. Interpolate the ˆ˜cij(k) functions at the G-vectors generated before
3. Generate the molecular interaction potential φˆ+/−(G) in Fourier space
4. Initialize the ρˆ+/−(G) basis set coefficients
b. Minimization
1. Compute the density variations in real space
ρˆ+/−(G)
FT −1−−−→ δρ+/−(r) (5.55)
2. Compute the ideal contribution of the constrained free energy func-
tional derivative in real space and Fourier transform the result
ln
[
ρ¯+ δρ+/−(r)
ρ¯
]
FT−−→ FT G
{
ln
[
ρ¯+ δρ+/−(r)
ρ¯
]}
(5.56)
3. Compute the surface gradients according to Eq.(5.41)
4. If the square sum of the surface gradients is lower than a threshold
value, e.g., 1× 10−12, go to results, otherwise go ahead
5. For the first step, initialize the search direction as the steepest descent
direction, otherwise, select the search direction according to the Polak-
Ribiére method
6. Attempt a displacement of σ of the ρˆ+/−(G) coefficients on the search
direction and repeat the operations from 1→ 3
7. Estimate the optimal α-movement according to the secant method
8. Move the ρˆ+/−(G) coefficients of α on the search direction
9. Continue the minimization
A subroutine which computes the gran-potential variations ∆Ωφ[ρ] ac-
cording to Eq.(5.39) can be called between points 4 and 5 of the minimiza-
tion procedure. If this value is greater than the one of the previous step, the
conjugate gradient algorithm has failed. In that case one can continue the
minimization re-initializing the search direction along the steepest descent
direction.
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5.6 Testing the program
Here the minimization program is tested for a primitive model of molecular
potential. In particular we consider the solute-solvent interaction to be repre-
sented by an isotropic soft Gaussian repulsion, plus an isotropic electrostatic
potential:
φ(r) = A exp
{−αr2}+ Vext(r) (5.57)
with A the amplitude and α the decay factor of the repulsive potential. The
latter is assumed to be defined via a characteristic diameter d as α = 1/(2d2).
The charge distribution responsible for the potential Vext(r) is assumed to be
Gaussian too, namely
ρextQ (r) = Q
(α
pi
)−3/2
exp
{−αr2} (5.58)
where ∫
V
d3r ρextQ (r) = Q (5.59)
represents the total charge carried by the molecule. This charge is expected
to be perfectly screened by the ionic solvent, according to the boundary
condition of Eq.(5.30).
The computations are performed for three different kind of pair potential
for the solvent particles, having the general form
uij(r) =
ZiZje
2
r
+ uSRij (r) (5.60)
The Poisson-Boltzmann model, corresponding to neglect the uSRij (r) term,
is compared with a description containing the effect of the short-range corre-
lations. In particular, both a pure repulsive and a Lennard-Jones potential
is considered, namely
uSRij (r) = ij
(σij
r
)12
, uSRij (r) = 4ij
[(σij
r
)12
−
(σij
r
)6]
(5.61)
For the sake of simplicity, a symmetric system is assumed, setting Z+ =
−Z− = 1, ij =  = 1 and σij = σ = 1. With these units, the parameters of
the external potential are chosen as q = e = 1, A =  and d = 3.0 σ. Finally,
the bulk density ρ¯ of the ionic solvent is defined via the packing fraction
η =
pi
6
ρ¯ (0.5 σ3++ + 0.5 σ
3
−−) (5.62)
5.6. TESTING THE PROGRAM 53
According to Eq.(5.20), the short-range correlation between the solvent
ions is represented by the direct correlation functions c˜ij(r) of the reference
homogeneous system at the bulk densities ρ¯+/−. These functions are com-
puted by a program that exploits the HNC closure of the Ornstein-Zernike
equation (see Appendix A).
In the following computations, a cut-off wave number of Gmax = 10 σ−1
and a box side length of L = 20 σ are used, corresponding to 67’522 plane
waves. In Fig.5.2 the minimization results for the three different models of
the equilibrium solvent distribution are shown.
(a) T = 0.80 /kB , η = 0.05 (b) T = 0.80 /kB , η = 0.30
(c) T = 0.80 /kB , η = 0.05 (d) T = 0.80 /kB , η = 0.30
Figure 5.2: Comparison of the cation and anion density variations for three
different inter-particle potentials at different thermodynamic conditions.
According to the choice of the molecular potential, a predictable deple-
tion of cations is shown with a minimum in the origin. By contrast, the
anions tend to accumulate in correspondence of the positive charge. A local
minimum is still observed at the origin, where the repulsion potential has its
maximum. The two kind of short-range solvent pair potentials produces only
slightly different results, while remarkable differences arise with respect to
the Poisson-Boltzmann (PB) model. As expected, this is particularly true at
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higher density, where, for instance, the PB model predicts a defect of anions
at the origin, while the higher level of approximations still show an excess.
Still at higher packing factors, the tails of density distributions manifest an
oscillatory behaviour that is not reproduced from the PB model. Given the
spherical symmetry, these tails are extremely important to determine the
wanted solvation properties, since the averages over the radial distance are
weighted as r2. In Fig.5.3 the tails comparison is highlighted enlarging the
local anion density variation of Fig.5.2-(b)
Figure 5.3: Comparison of the tails of the local variation of the anion density
among the different models of electrolyte solvent (η = 0.30).
The basis set dimension is obviously a crucial parameter of the minimiza-
tion procedure. Large sets of plane-waves can prevent the convergence of the
minimization because of an effect reminiscent of the critical slowing down,
while a small set cannot produce an accurate description. Especially when
we want to describe strong inhomogeneity conditions, it is often crucial to
introduce smaller wave-lengths even loosing in spectral resolution, i.e., re-
ducing the box dimension L. Whenever the Gmax value is too small, the
minimization procedure tries to optimize the system regions more sensitive
to the molecular potential, leading to noisy tails of the solvent density dis-
tributions. By contrast, increasing the Gmax wave number allows to enhance
the flexibility of the method, also reproducing the less sensitive regions.
Below is reported a typical convergence profile, starting from all the ba-
sis set coefficients ρˆ+/−(G) = 0. The rate of the convergence is measured
by the norm of the surface gradient vector, and by the gran-potential value,
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computed at each step of the minimization.
n |∇Ωφ| [] ∆Ωφ [10−5 × σ−3]
1 4.09075E-002 0.00000000
2 4.64948E-002 -2.45994421
3 2.84250E-002 -4.43931201
4 1.43985E-002 -5.31887013
5 7.8732E-003 -5.69437174
6 8.3293E-003 -5.77360119
7 4.1578E-003 -5.83772593
8 2.6851E-003 -5.87775179
9 2.4367E-003 -5.88388377
10 1.1732E-003 -5.89202528
11 9.462E-004 -5.89444901
12 6.725E-004 -5.89522591
13 3.323E-004 -5.89559422
14 2.485E-004 -5.89588388
15 2.346E-004 -5.89594214
The CPU-time of the minimization is mainly spent in the computation
of the 3D discrete Fourier transforms performed on the cubic mesh of nL
points on each side. The time scaling factor observed under doubling the nL
number is ∼ 6− 7.
In order to complete the test, let us now consider the equilibrium sol-
vent relaxation forces, computed according to Eq.(5.40). Obviously, such a
computations are meaningful for the previous system, since the solvation free-
energy is invariant under translation of the Gaussian test particle. Hence,
let us consider two Gaussian particles of the same net charge, close enough
to each other so that the solvent is now sensitive to the relative distance.
Assuming the inter-particle distance vector to be oriented along the x
Cartesian direction, we expect to measure a non-vanishing relaxation force
only along that direction. Thus, given the I particle, we have fI = (fxI , 0, 0),
where for symmetry reasons fx1 = −fx2 .
The comparison among the different solvent models is carried out explor-
ing a broad range of packing fractions η. In Fig.5.4 are reported the results
obtained for a distance between the Gaussian particles of 4.0 σ and having
a diameter of d = 3.0 σ.
The figure shows that all the solvent models predict a saturation of the
forces’ magnitude over a certain packing factor. However, the behaviour of
the PB model with respect to the more sophisticated ones is remarkably
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Figure 5.4: Comparison of the solvent relaxation forces at T = 0.8  for two
positively charged Gaussian particles.
different at intermediate densities. In particular, the introduction of the
short-range correlations among the solvent ions seems to greatly enhance the
force acting on the Gaussian particles. This simple example highlights once
again the strong limitations of an electrolyte model in which the ions are
described as simple point-charges.
Chapter 6
Approximating the functional
In this chapter, different kind of approximated density functional forms for
the excess free-energy are introduced in order to obtain a suitable descrip-
tion for different situations. Approximations of this type have provided the
suitable framework to carry out DFT computations for inhomogeneous clas-
sical fluids, starting from the early studies by Stroud, Ebner and collabora-
tors [67,68].
For the sake of simplicity we assume that the functional describes a simple
fluid of spherical particles, for which the density is indeed the only relevant
variable. In the case of the molecular fluids, however, the functional might
be labelled by a few additional order parameters (polarisation for instance),
whose choice is a crucial aspect of DFT for non-simple liquids [69].
Again for the sake of simplicity, non local functional such as the weighted
density (and similar) approximations [70] are not discussed, since they have
been used only sparingly for actual computations.
6.1 Perturbative expansions
In the ionic solvent model adopted in the previous chapter, is has been re-
marked that the long range response introduced by the Coulomb potential
must be treated separately. Here, we provide the theoretical foundations of
this separation, generalizing the discussion to an arbitrary liquid in which a
long range potential affects the equilibrium properties of the system.
For this purpose, let us consider the long-range contribution w(r) of the
pair potential as a perturbation to the state of a reference system. Given
u0(r) the pair potential of the reference system, the perturbation can be
introduced via a coupling parameter λ, as follows
57
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uλ(r) = u0(r) + λw(r) (6.1)
with 0 ≤ λ ≤ 1. Under this decomposition, the excess free energy func-
tional can be formally expressed integrating over all the possible values of
the coupling parameter, namely
Fex[ρ] = F (0)ex [ρ] +
1
2
∫ 1
0
dλ
∫
V
dr
∫
V
dr′
δFex[ρ;λ]
δw(|r− r′|)w(|r− r
′|) =
= F (0)ex [ρ] +
1
2
∫
V
dr
∫
V
dr′ ρ(r)w(|r− r′|)ρ(r′) + Fcorr[ρ]
(6.2)
where F (0)ex [ρ] represents the excess free-energy functional of the reference sys-
tem. In the second term, the w(r) perturbation introduces a self interaction
of the density distribution. Finally
Fcorr[ρ] = 1
2
∫ 1
0
dλ
∫
V
dr
∫
V
dr′ ρ(r)ρ(r′)h(r, r′;λ)w(|r− r′|) (6.3)
represents the free-energy contribution due to the correlations induced by the
perturbation. Neglecting the Fcorr[ρ] contribution, we recover the so-called
random-phase approximation (RPA) [71], where the perturbation is uniquely
introduced in a mean field approximation
Fex[ρ] ≈ F (0)ex [ρ] +
1
2
∫
V
dr
∫
V
dr′ ρ(r)w(|r− r′|)ρ(r′) (6.4)
As expected, this description particularly fits the behaviour of an inho-
mogeneous ionic liquid, where the long range Coulomb interaction ∼ r−1
can lead to a mean-field electrostatic potential according to a non-vanishing
charge distribution. Indeed, in this particular case, the finite nature of this
contribution is guaranteed by the charge neutrality of the homogeneous sys-
tem. Otherwise, a suitable decomposition of the pair potential is needed to
allow the convergence of the mean-field contributions.
Performing a second functional derivative on Eq.(6.4), it is easy to show
that the RPA consists in approximating the direct correlation function as
cij(r) ≈ c(0)ij (r)−
wij(r)
kBT
(6.5)
where the reference short-range contribution is separated by the asymptotic
limit given by the long range potential.
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However, we want to remark that in our previous computations the
Fcorr[ρ] term has not been neglected, but a short-range direct correlation
function has been defined as
cij(r) +
wij(r)
kBT
= cSRij (r) (6.6)
with cSRij (r) 6= c(0)ij (r). Therefore, any kind of RPA has been used, since the
whole short-range correlation effects has been included in the free energy
functional.
Whenever the only properties of the reference system are known, the λ-
expansion of Eq.(5.5) can be exploited to approximate the Fcorr[ρ] functional.
Assuming the VN perturbation to be linearly introduced from the λ coupling
parameter, as in Eq.(6.1), we have
U ′N(λ) = VN U
′′
N(λ) = 0 (6.7)
Then, the λ-expansion for the correlation free energy can be written in
the form of a high temperature expansion, namely
Fcorr[ρ] = F (0)corr[ρ] + 〈VN〉0 +
1
2
β
(〈
V 2N
〉
0
− 〈VN〉20
)
+O(β2) (6.8)
According to the variational principle derived in Appendix B, truncat-
ing at the first order such an expansion we obtain a free energy functional
bounded from below. As a consequence, this kind of approximation can be
used in the sense of tuning the VN perturbation to reach the minimum value
of free energy.
6.2 Density expansions
One of the most common strategies to represent the excess free energy func-
tional of a liquid is to expand it in increasing powers of the density variations
with respect to some reference density value δρ(r) = ρ(r)− ρ¯, i.e.,
Fex[ρ] = Fex[ρ¯] + 1
2
∫
V
dr
∫
V
dr′
(
δ2Fex[ρ]
δρ(r)δρ(r′)
)
ρ=ρ¯
δρ(r)δρ(r′)
+
1
6
∫
V
dr
∫
V
dr′
∫
V
dr′′
(
δ3Fex[ρ]
δρ(r)δρ(r′)δρ(r′′)
)
ρ=ρ¯
δρ(r)δρ(r′)δρ(r′′) + ...
(6.9)
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where the first order contribution vanishes, since the free-energy of the homo-
geneous system has its minimum at the reference density value. According to
the definition of Eq.(4.23), the consecutive functional derivatives represents
the direct correlation functions of the homogeneous system.
Their conceptual importance is enhanced by their close relation with
fundamental theoretical approaches such as van der Waals capillary theory,
Cahn-Hillard theory, Ginzburg-Landau theory, Flory-Huggins theory [72].
Obviously, the benefit of such an expansion arises whenever it can be
truncated at a low order in δρ(r), that is, if we assume that the density
variations are small compared to the reference bulk value
ρ(r)− ρ¯
ρ¯
 1 (6.10)
This condition is expected to hold especially when the ρ¯ value is large,
since the liquid presents a low compressibility. However, as the density de-
crease, the free energy ideal contribution is expected to dominate, so that
the truncated expansion of Eq.(6.9) can be fairly useful also at low density
conditions. Retaining the terms up to the second order, we get
Fex[ρ] ≈ Fex[ρ¯]− 1
2
kBT
∫
V
dr
∫
V
dr′ c(r− r′, ρ¯) δρ(r)δρ(r′) (6.11)
Hence, the only information needed is the translational invariant direct
correlation function of the homogeneous and isotropic liquid. A natural
choice would be to exploit a given closure relation of the OZ equation. How-
ever, one can also obtain the c(r − r′, ρ¯) function via a neutron scattering
experiment, since its Fourier transform is strictly connected with the struc-
ture factor of the homogeneous system
S(k) =
1
1− ρ¯cˆ(k, ρ¯) (6.12)
A very interesting result is now obtained if we consider the minimum
conditions to apply at the constrained global free-energy functional. Using
the approximation of Eq.(6.11), we have
δΩφ[ρ]
δρ(r)
= φ(r) + kBT ln[Λ3ρ(r)] + µex[ρ¯]
− kBT
∫
V
dr′c(r− r′, ρ¯) δρ(r′)− µ = 0
(6.13)
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where µ is the constant chemical potential, while φ(r) is the external potential
responsible for the inhomogeneity.
Exploiting the definition of the ideal chemical potential, we finally get
ρ(r) = ρ¯ exp
{
−φ(r)
kBT
+
∫
V
dr′c(r− r′, ρ¯) δρ(r′)
}
(6.14)
Making the usual formal substitution, we recognize that Eq.(6.14) is the
inhomogeneous equivalent of the HNC approximation for the radial distri-
bution function of the homogeneous system. However, we want to remark
that in the previous derivation nothing has been said about the nature of the
inter-particle potential, as well of the kind of external potential, according
with the more general approach of the DFT.
This approximation has demonstrated to be a powerful tool to represent
generic inhomogeneity conditions induced by an external potential. As re-
marked by Evans [73], the quadratic density-expansion cannot instead be
employed to reproduce the interface between two bulk phases. Indeed, lead-
ing φ(r) → 0, the global functional cannot reproduce the two minima con-
dition characteristic of the coexistence between two stable phases. In such
circumstances, the introduction of the cubic term is therefore crucial. [74–76]
Approximations of this type provide the basis of freezing theories for
classical fluids, exemplified by the approach of Ramakrishnan and Yussouff.
[77]
6.3 Gradient expansions
In the previous section it has been shown that a functional expansion of the
excess free-energy about the density of a reference homogeneous system can
be truncated, under the hypothesis of small inhomogeneity conditions.
Here, a different kind of approximation is considered, which assumes the
density variations to be slow enough with respect to the action range d of
the inter-particle potential, namely
|∇ρ(r)|
ρ¯
 d−1 (6.15)
Following this idea, the zero order of approximation is considering the
state of each point of the system to be completely defined by the local prop-
erties only. In other words, the free-energy density at a given point r will cor-
respond to the free-energy density of a homogeneous system at the constant
density value ρ = ρ(r). This is the so called local density approximation, first
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introduced by Thomas and Fermi for the description of many body electron
systems [78].
If the system manifests strong oscillations in density profiles, the LDA
produces very poor results. For instance, in a classical Coulomb fluid, such
an approximation is not able to reproduce the weakening of the screening
due to the long range ordering of ions, or, in the case of the Thomas Fermi
functional applied to electrons, the stability of a chemical bond.
Beyond the LDA, one need to introduce the gradients of the density in
the excess free-energy functional. The first formulation is due to van der
Waals [79], who introduced a functional form of the kind
Fex[ρ] ≈ FLDAex [ρ] +
1
2
∫
V
dr K({ρ(r)})∇ρ(r) · ∇ρ(r) (6.16)
commonly called square-gradient approximation (SGA).
Following the work of Fleming, Yang and Gibbs [?], let us now exactly
derive the square-gradient model generalized to a multicomponent system of
spherical particles.
The central quantity that needs to be considered is the intrinsic excess
chemical potential at a generic point r, formally defined as the first functional
derivative of the intrinsic excess free-energy
δFex[ρ]
δρi(r)
= ψexi (r) = µi − φi(r)− kBT ln[Λ3i ρi(r)] (6.17)
with i a generic component. Since the functional dependence of ψexi (r) from
density arises via the particle interactions, a functional expansion can be
performed about the local density value ρi(r), namely
ψexi (r) = ψ
ex
i ({ρ(r)}) +
∑
j
∫
V
dr′∆ρj(r′)
(
δψexi (r)
δρj(r′)
)
ρ=ρ(r)
+
1
2
∑
j
∑
k
∫
V
dr′
∫
V
dr′′ ∆ρj(r′) ∆ρk(r′′)
(
δψexi (r)
δρj(r′)δρk(r′′)
)
ρ=ρ(r)
+O(∆ρ3)
(6.18)
where ψexi ({ρ(r)}) is the excess chemical potential of the i-th component in
a homogeneous system at the constant density ρ = ρ(r). The functional
derivatives represent the direct correlation functions of the locally homoge-
neous system, for instance,(
δψexi (r)
δρj(r′)
)
ρ=ρ(r)
= −kBT c˜ij(|r′ − r|, {ρ(r)}) (6.19)
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δψexi (r)
δρj(r′)δρk(r′′)
)
ρ=ρ(r)
= −kBT c˜ijk(r′ − r, r′′ − r, {ρ(r)}) (6.20)
Under the assumption of Eq.(6.15), the functional expansion can be trun-
cated at the second order in ρ(r′)−ρ(r). Furthermore, since the local density
variations are assumed to be small within the range where a point r′ is c˜ -
correlated to a given point r, the local density variations can be approximated
by a Taylor expansion about r
∆ρj(r′) = (r′ − r) · ∇ρj(r) + 1
2
((r′ − r) · ∇)2 ρj(r) +O(|r′ − r|3) (6.21)
Up to the second order and inserting in Eq.(6.18), we get
ψexi (r) ≈ ψexi ({ρ(r)})−
∑
j
Aij({ρ(r)})∇2ρj(r)
− 1
2
∑
j
∑
k
Aijk({ρ(r)})∇ρj(r) · ∇ρk(r)
(6.22)
with
Aij({ρ(r)}) = 1
6
kBT
∫
V
dr′ |r′|2 c˜ij(|r′|, {ρ(r)}) (6.23)
Aijk({ρ(r)}) = 1
3
kBT
∫
V
dr′
∫
V
dr′′ r′ · r′′ c˜ijk(r′, r′′, {ρ(r)} (6.24)
where we have set r′ = r′ − r and r′′ = r′′ − r. Notice that by virtue of the
rotational invariance of the two body direct correlation functions, the linear
contributions in the density gradients identically vanish∫
V
dr′ |r′| c˜ij(|r′|, {ρ(r)}) = 0 (6.25)
Similarly, also all the higher order odd contributions are found to vanish,
so that the next terms in the gradient expansion are expected to be of order
O(|∇ρ|4).
The symmetry properties of the direct correlation functions can also be
exploited to recognize that
Aijk({ρ(r)}) = Aik({ρ(r)})
∂ρj(r)
+
Aij({ρ(r)})
∂ρk(r)
− Ajk({ρ(r)})
∂ρi(r)
(6.26)
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Thus, we finally obtain
ψexi (r) = ψ
ex
i ({ρ(r)})−
∑
j
Aij({ρ(r)}) ∇2ρj(r)
−
∑
j
∑
k
[
∂Aij({ρ(r)})
∂ρk(r)
− 1
2
∂Ajk({ρ(r)})
∂ρi(r)
]
∇ρj(r) · ∇ρk(r)
(6.27)
By the definition of ψexi (r), the free-energy functional can now be recov-
ered by direct functional integration. Indeed, since Fex[ρ] → 0 as ρ(r) → 0,
we have
Fex[ρ] =
∫ 1
0
dλ
d
dλ
Fex[λρ] =
∑
i
∫
V
dr
∫ 1
0
dλ ψexi (r, [λρ]) ρi(r) (6.28)
Integrating by parts and neglecting the boundary terms, we finally obtain
the wanted square-gradient approximation for the excess free-energy
FSGAex [ρ] =
∑
i
∫
V
dr
∫ 1
0
dλ ψexi ({λρ(r)}) ρi(r) +
∑
ij
∫
V
dr ∇ρi(r) · ∇ρj(r)×
×
∫ 1
0
dλ
[
λ Aij({λρ(r)}) + λ
2
2
∑
k
∂Aij({λρ(r)})
∂λρk(r)
ρk(r)
]
=
=
∫
V
dr fex({ρ(r)}) +
∑
ij
∫
V
dr ∇ρi(r) · ∇ρj(r)×
× 1
2
∫ 1
0
dλ
d
dλ
[
λ2 Aij({λρ(r)})
]
=
=
∫
V
dr
[
fex({ρ(r)}) + 1
2
∑
ij
Aij({ρ(r)})∇ρi(r) · ∇ρj(r)
]
(6.29)
where fex({ρ(r)}) represents the local density approximation of the excess
free-energy density.
Considering that the ideal contribution to the free-energy functional is local
by definition, we finally get the following approximation for the intrinsic
free-energy density
f(r) ≈ f({ρ(r)}) + 1
2
∑
ij
Aij({ρ(r)})∇ρi(r) · ∇ρj(r) (6.30)
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Notice that the gradient coefficients are explicitly given by the fourth
moment of the direct correlation function of the locally homogeneous system
Aij({ρ(r)}) = 2pi
3
kBT
∫ ∞
0
dr r4 cij(r, {ρ(r)}) (6.31)
A parametrization with respect to the local density value can then be
performed exploiting a certain closure of the OZ for each {ρ(r)}. A more
direct derivation is however obtained via the static response susceptibility of
the locally homogeneous system
Aij({ρ(r)}) = −1
2
lim
k→0
d2
dk2
χ−1ij (k, {ρ(r)}) (6.32)
so that one can also exploit the results of neutron scattering experiments.
It is now instructive to consider how the square-gradient approximation
applies to the case where the density variations, in addition to be slow, are
also of small amplitude in respect of some constant reference values ρ¯i. In
this limit, both the gradient coefficients and the local density approximation
of the free-energy density can be expanded about such a reference value.
Retaining the terms only up to the second order in the density variations
δρi(r), we obtain
f(r) ≈ f({ρ¯}) +
∑
i
ψi({ρ¯})δρi(r) + 1
2
∑
ij
∂ψi({ρ¯})
∂ρ¯j
δρi(r)δρj(r)
+
1
2
∑
ij
Aij({ρ¯})∇ρi(r) · ∇ρj(r)
(6.33)
where obviously ψi({ρ¯}) = µi, while
∂ψi({ρ¯})
∂ρ¯j
=
kBT
ρ¯j
δij +
∫
V
dr′
(
δψexi (r)
δρj(r′)
)
ρ=ρ¯
=
=
kBT
ρ¯j
δij − 4pikBT
∫ ∞
0
dr r2 cij(r, {ρ¯})
(6.34)
In the expression for the intrinsic chemical potential derivatives, we rec-
ognize the second moments of the direct correlation function of the homo-
geneous reference system. Notice that the sum of such a contributions is
strictly connected with the isothermal compressibility of the system as
1− ρ¯
∑
ij
cˆij(0, {ρ¯}) = 1
ρ¯ kBTχT ({ρ¯}) (6.35)
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which can be easily obtained from thermodynamic measurements.
The natural application of the previous functional form is to reproduce
the inhomogeneity conditions far from the origin of the perturbation, where
the density distributions are actually of small amplitude with respect to
the bulk density value and slow-varying with respect to the bulk correlation
lengths. However, this kind of approximation has demonstrated to be useful
also to describe strong inhomogeneity conditions as the liquid-vapor interface,
leading to remarkable developments in the theory of wetting [80]. Moreover,
the square-gradient model has been successfully applied to reproduce the
inhomogeneity conditions of a planar solid-liquid interfaces with qualitatively
accurate results. [81]
The approximation of Eq.(6.33) can also be recovered starting from the
quadratic-density approximation of Eq.(6.11). In particular, a gradient ex-
pansion of the excess free-energy is easily obtained expanding about r the
density variations in r′, namely
Fex[ρ] ≈ Fex[ρ¯]− 1
2
kBT
∫
V
dr
∫
V
dr′ c(r− r′, ρ¯) δρ(r)δρ(r′) (6.36)
with
δρ(r′) ≈ δρ(r) + (r′ − r) · ∇ρj(r) + 1
2
((r′ − r) · ∇)2 ρj(r) (6.37)
and integrating by parts. In this framework, it is clear that the convergence of
the gradient expansion requires the possibility to compute the even moments
of the direct correlation function at any arbitrary order, namely
C
(2n)
ij =
4pi(−1)n
(2n+ 1)!
∫ ∞
0
dr r2n+2cij(r) (6.38)
with r = |r− r′|.
Obviously, this is possible only if the cij(r) functions are assumed to
decay exponentially over space. Considering the result of Eq.(4.29), this
implies that an exact gradient expansion can be adopted only for very short-
ranged inter-particle potentials. In the other cases, such an approximation
can therefore be used only in an asymptotic sense. For instance, if a Lennard-
Jones potential is assumed, the direct correlation functions will decay as r−6.
As a consequence, the square-gradient coefficients can still be computed,
while the momenta for n ≥ 2 diverge.
A further important consideration is that Eq.(6.30) do not represent a
strictly convex functional. Hence, moving apart from the validity conditions
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of the approximation used, it might be possible that the constrained free
energy variations are not bounded from below.
6.3.1 Convexity analysis
An extensive use of the variational principle to an approximated functional
requires to guarantee that the stationary condition imposed via the Euler-
Lagrange equations actually represents a minimum condition for the con-
strained free-energy. Similar problems arise in electronic density functional
theory [82], whose analysis has many features in common with the discussion
reported below.
In this section, a convexity analysis of the square-gradient functional of
Eq.(6.33) is performed for a bi-component charged fluid, where the net va-
lence of the two ions is chosen as Z+ = −Z− = 1. Moreover, the analysis
is restricted to a given temperature T , while different packing factors η are
explored. Ions are assumed to interact via a pair potential of the kind
uij(r) =
ZiZje
2
r
+ 
(σij
r
)12
(6.39)
where the short range contribution is represented by a pure repulsive poten-
tial. Under this choice, the packing factor is defined as follows
η =
pi
6
ρ¯ (0.5 σ3++ + 0.5 σ
3
−−) (6.40)
where ρ¯ is the total bulk density. For the sake of simplicity, we work with
reduced units, considering σ = σ++ as the unit of length and  as the unit of
energy.
If the homogeneous Coulomb liquid is found to be stable at the selected
thermodynamic state and Hamiltonian, every kind of inhomogeneity in ab-
sence of an external potential is expected to increase the free-energy of the
system.
Hence, let us assume that an inhomogeneity is generated in the ionic
fluid along the x Cartesian direction, without introducing any external per-
turbation. The constrained free-energy variation for unit area, obtained via
the square-gradient approximation of Eq.(6.33), is written, for the Coulomb
fluid, as follows
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∆Ω[ρ]/S = ∆ {F [ρ]/S − µ+Γ+ − µ−Γ−} = 1
8pi
∫ ∞
−∞
dx E2(x)
+
1
2
+/−∑
ij
∫ ∞
−∞
dx
[
∂µ˜i({ρ¯})
∂ρ¯j
δρi(x)δρj(x) + A˜ij({ρ¯})ρ′i(x)ρ′j(x)
] (6.41)
where
Γ+ =
∫ ∞
−∞
dx δρ+(x) Γ− =
∫ ∞
−∞
dx δρ−(x) (6.42)
are the surface absorptions of the two ions, while E(x) is the local electro-
static field. As already remarked, the creation of an electric field in the
ionic liquid always increases the free-energy of the system. On the other
hand, nothing can be said about the local density and square-gradient con-
tributions. In this case, the corresponding coefficients are computed directly
as the second and fourth moment of the direct correlation functions cij(r),
according to Eq.(6.34, 6.31), by exploiting the HNC program discussed in
Appendix A.
However, let us remind that since we are treating an ionic liquid, the
asymptotic limit given by the Coulomb potential must be removed from
the cij(r) functions. Hence, the second and fourth moments are actually
computed for the scaled functions
cSRij (r) = cij(r) + β
ZiZje
2
r
(6.43)
In Tab.6.1 and Tab.6.2 we report the results obtained for a symmetric
and asymmetric choice of the σij values at three different packing factors.
η = 0.1 η = 0.2 η = 0.3
A˜++({ρ¯}) [× σ5] -0.49639 -0.89457 -1.20573
A˜+−({ρ¯}) [× σ5] -0.92587 -1.14071 -1.36949
A˜−−({ρ¯}) [× σ5] -0.49639 -0.89457 -1.20573
∂µ˜+({ρ¯})/∂ρ¯+ [× σ3] 14.04383 13.08834 16.30252
∂µ˜+({ρ¯})/∂ρ¯− [× σ3] 10.56335 13.37688 17.42506
∂µ˜−({ρ¯})/∂ρ¯− [× σ3] 14.04383 13.08834 16.30252
Table 6.1: Local density and square-gradient coefficients for the symmetric
system σ+− = σ−− = σ at the reduced temperature of T = /kB.
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η = 0.1 η = 0.2 η = 0.3
A˜++({ρ¯}) [× σ5] 0.19941 -0.40229 -0.64539
A˜+−({ρ¯}) [× σ5] -3.24661 -3.93570 -4.66723
A˜−−({ρ¯}) [× σ5] -7.74575 -11.40296 -15.24498
∂µ˜+({ρ¯})/∂ρ¯+ [× σ3] 27.87185 18.05655 16.99192
∂µ˜+({ρ¯})/∂ρ¯− [× σ3] 21.20871 26.36345 33.66614
∂µ˜−({ρ¯})/∂ρ¯− [× σ3] 50.58389 55.85105 74.95403
Table 6.2: Local density and square-gradient coefficients for the asymmetric
system σ+− = 1.3 σ, σ−− = 1.6 σ at the reduced temperature of T = /kB.
Notice that according to their definition, the value of these coefficients
mainly reflect the long range behaviour of the short range part of the direct
correlation functions, namely cSRij (r) ∼ −βuSRij (r) for r → ∞. In particu-
lar, the negative sign of the gradient coefficients is due to the pure repulsive
nature of uSRij (r), according to the choice of Eq.(6.39). In what follows, the
convexity analysis of the functional is carried out considering the inhomo-
geneity to be represented by optical and acoustic modulations of the liquid
density distributions.
Optical modulations. An optical modulation can be represented by a
harmonic oscillation of the charge density distribution. Since Z+ = −Z−, we
consider
δρ+(x) = −δρ−(x) = C cos(kx) (6.44)
where C and k are respectively the amplitude and the wave number of the
modulation. According to Eq.(6.41), the corresponding gran-potential vari-
ation is given by
∆Ω[ρ]/S = ∆ {F [ρ]/S − µ+Γ+ − µ−Γ−} = C2 (Z+ − Z−)2 pie
2
k2
+
C2
4
[
∂µ˜+({ρ¯})
∂ρ¯+
+
∂µ˜−({ρ¯})
∂ρ¯−
− 2∂µ˜+({ρ¯})
∂ρ¯−
]
+
C2
4
k2
[
A˜++({ρ¯}) + A˜−−({ρ¯})− 2A˜+−({ρ¯})
] (6.45)
where we have exploited the symmetry of the system with respect to yz
plane, setting E(x = 0) = 0.
In the long wavelengths limit k → 0, the strictly positive electrostatic
contribution dominates the others as k−2, stabilizing the homogeneous state.
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Actually, this is not surprisingly, since the square gradient approximation
must hold exactly as k → 0. By contrast, in the limit of small wavelengths
k → ∞, the gradient terms will overcome as k2 the Coulomb contribution
and the square-gradient approximation might lead to unphysical results. In
particular, if the combination[
A˜++({ρ¯}) + A˜−−({ρ¯})− 2A˜+−({ρ¯})
]
(6.46)
is negative, the system would be stabilized by the short wavelength optical
modulation. This, however, is a known stability condition for the ionic fluid,
expressed in the context of the square gradient approximation. [83]
In Fig.6.1 the results for the symmetric case are shown comparing the
different contributions of the free-energy variation with respect to the wave-
number of the modulation.
(a) η = 0.1 (b) η = 0.2
Figure 6.1: Behaviour of the square-gradient functional for the symmetric
system σ+− = σ−− = σ in response to an optical modulation.
The figure shows that above a certain density, the local contributions
would lead to a crystallization of the system at small wavelengths of optical
modulations. Hence, the gradients contributions are crucial in order to avoid
such a non-physical stabilization, keeping the system in the liquid state.
As illustrated in Fig.6.2, the situation changes drastically for the asym-
metric case. Indeed, while the local density contributions are always positive,
the gradient contributions stabilize short wavelength modulations.
Notice that the critical k value where we observe a change of sign of
the constrained free-energy variation is insensitive to the amplitude of the
modulation, since all the contributions go as C2.
This results show that the physical homogeneous ground state represent
a saddle point of free energy for the selected Hamiltonian. In other words,
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(a) η = 0.1 (b) η = 0.2
Figure 6.2: Behaviour of the square-gradient functional for the asymmetric
system σ+− = 1.3 σ, σ−− = 1.6 σ in response to an optical.
the square gradient functional is not bounded from below. This is of course
a major drawback of the square-gradient approximation.
In order to avoid the breakdown of the model, we should introduce a con-
tribution of the order of k4 that increases the free-energy of the asymmetric
system for high frequencies optical modulations. An empirical way that is
found to work for this aim is to add at the free-energy density a contribution
of the kind
−1
2
A˜ij({ρ¯}) δρ′′i (x)δρ′′j (x) (6.47)
corresponding to the following free-energy variation
−C
2
4
k4
[
A˜++({ρ¯}) + A˜−−({ρ¯})− 2A˜+−({ρ¯})
]
(6.48)
Another way is to limit the variational space to long wavelengths, consis-
tently with the basic assumptions of the gradient expansion.
Acoustic modulations. A similar analysis can be carried out con-
sidering an acoustic modulation in the liquid density distribution. This is
represented by a harmonic oscillation of the total number density, namely
δρ+(x) = δρ−(x) = C cos(kx) (6.49)
The gran-potential variation now reads as follows
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∆Ω[ρ]/S = ∆ {F [ρ]/S − µ+Γ+ − µ−Γ−} =
=
C2
4
[
∂µ˜+({ρ¯})
∂ρ¯+
+
∂µ˜−({ρ¯})
∂ρ¯−
+ 2
∂µ˜+({ρ¯})
∂ρ¯−
]
+
C2
4
k2
[
A˜++({ρ¯}) + A˜−−({ρ¯}) + 2A˜+−({ρ¯})
] (6.50)
where obviously no electrostatic contribution is present. This time, a clear
compensation between the positive local-density combination and the neg-
ative square-gradient combination is expected both for the symmetric and
asymmetric case. Hence, for the pair potential chosen, a breakdown of the
model is always expected below a certain wave-length. The results for the
symmetric system are shown in Fig.6.3.
(a) η = 0.1 (b) η = 0.2
Figure 6.3: Behaviour of the square-gradient functional for the symmetric
system σ+− = σ−− = σ in response to an acoustic modulation.
Similar behaviours are found for the asymmetric case.
As already remarked, the previous analysis strictly depends on the choice
of the pair potential. For instance, the introduction of an attractive short-
range contribution as the dispersion interaction makes the r4cSRij (r) functions
to acquire a positive peak at long distances. As a consequence, the gradient
coefficients become positive and the free-energy functional has demonstrated
to be bounded from below.
Chapter 7
Molecular dynamics on the free
energy surface
Previous chapters describe a few approaches to compute the solvation free
energy of a solute molecule as the minimum of a suitable functional of the
solvent density distribution {ρ(r)}. The minimization procedure is ideally
carried out as a function of the coordinates {RI} of the solute atoms.
In particular, the {RI} coordinates span and implicitly define a free en-
ergy surface (FES) of the solvent medium, i.e.,
F ({RI}) = Fφ[ρeq] (7.1)
where ρeq(r) is the equilibrium density distribution that uniquely corre-
spond to the φ(r; {RI}) molecular potential. Together with the solute intra-
molecular potential U({RI}), the F ({RI}) function defines an effective po-
tential energy Ueff ({RI}), which can be used to study the thermal equilib-
rium configuration of the solute molecule in the solvent environment.
The idea is the same of the Born-Oppenheimer (BO) approximation in
quantum chemistry, with the nuclei being replaced by the potential centres
(classical particles) in the molecule, while the electrons are replaced by the
solvent particles.
In the quantum case, this approximation is justified by the high ratio
between the proton and the electron mass (∼ 104), and, more importantly,
from the high energy value of the 0 → 1 electronic state transition. In this
circumstances, the two kind of dynamics are almost totally decoupled and
the nuclear motion is determined by an effective potential energy surface
(PES) containing the whole electronic energy of the molecule. [84]
Similarly, the thermodynamic version of the BO approximation is ex-
pected to work in the limit in which the dynamics of the solute molecule is
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relatively decoupled from the one of the solvent particles. For instance, we
might consider a colloidal particle or a macromolecule embedded in a water
solution.
The basic algorithm needed to compute the equilibrium configuration of
the solute molecule requires, in turn
1. An efficient way to bring the free energy functional Fφ[ρ] to its minimum
for any given solute configuration {RI}
2. An approach to repeatedly compute the gradients ∇RIFφ[ρeq]
3. A method to find the minimum of Ueff ({RI}) = U({RI}) + F ({RI})
In chapter 5 it has been shown how the first two requirements can be
satisfied, efficiently computing both Fφ[ρeq] and ∇RIFφ[ρeq]. In this context,
the optimal configuration of the solute molecule can be reached simulating
an adiabatic dynamics of the RI coordinates on the implicit surface of free
energy defined by the Fφ[ρeq] values. The term adiabatic refers to the fact
that the solvent medium is assumed to instantaneously relax to the solute
motion.
Given f˜I(t) the intra-molecular contribution to the force acting on the
atom I at the time t, the time evolution of the solute coordinated is then
determined by the total forces
fI(t) = f˜I(t)−∇IFφ([ρeq], t) (7.2)
where Fφ([ρeq], t) represents the equilibrium free-energy of the solvent in re-
sponse to the molecular potential φ(r;{RI}) at the time t. Notice that
the {RI} coordinated can be also interpreted as coarse grained parameters,
opening the way to describe very large and complex systems.
Upon applying this kind of approximation, one should consider that the
free energy of the solvent is not quantised, so that a non-adiabatic coupling
between solvent and solute degrees of freedom should always be expected.
In other words, the quantity that should be minimized is the free-energy
of the whole solute-solvent system. For these reasons, we must consider
our classical adiabatic dynamics as a very special limit, in which the non-
adiabatic couplings can be neglected.
7.1 Langevin dynamics algorithm
A possible approach to mimic the non-adiabatic coupling of solute and solvent
degrees of freedom in a molecular dynamics simulation is represented by the
7.1. LANGEVIN DYNAMICS ALGORITHM 75
application of the Langevin dynamics instead of Newton equations of motion.
1 In addition, this strategy provides a practical method to correct slight
inaccuracies in the free energy functional minimization.
In a Langevin dynamics ad hoc non-conservative forces are introduced in
the molecular equation of motion in order to reproduce the thermal fluctua-
tions characteristic of a given temperature T . In particular, a friction force
directly proportional to the particles’ velocity is introduced via a coefficient
α ≥ 0. Moreover, a random noise contribution β(t) is added, such that
〈β(t)〉 = 0 (7.3)
The resulting equation of motion for a given atom I is the well-known
Langevin equation [87]
m
d
dt
vI(t) = fI(t)− αvI(t) + βI(t) (7.4)
According to the hypothesis of adiabatic relaxation of the solvent, the
random forces are assumed to loose instantaneously the memory of their
value at the previous times. The formal expression of the auto-correlation at
thermal equilibrium is given by the fluctuation-dissipation theorem as
〈β(t)β(t′)〉 = 2αkBTδ(t− t′) (7.5)
with the friction α playing the role of the amplitude of the dynamic response
function.
The integration of differential equations containing random terms is not
straightforward, and only recently stable algorithms to integrate Langevin
dynamics equations have been developed. For this reason, the integration
algorithm is discussed in some detail.
The strategy commonly used to numerically integrate Newton’s equation
of motion of a system at fixed energy (corresponding to a micro-canonical
ensemble) is represented by the velocity-Verlet algorithm [11]
rn+1 = rn + vndt+
1
2
andt2 (7.6)
vn+1 = vn + andt (7.7)
vn+1 = vn+1 +
1
2
(
fn+1
m
− an
)
dt (7.8)
an+1 =
fn+1
m
(7.9)
1Related to this, an alternative approach not discussed here is represented by the
application of Nosé-Hoover-like thermostats. [11, 85–87]
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where the first two equations state the usual Newton’s laws in the limit of
dt→ 0, while the third equation is the Verlet correction to the velocity due
to the finite nature of the time step dt. In spite of such a correction, a finite
time step implies that the simulated trajectory is expected to exponentially
diverge from the real one. [88] However, if only the equilibrium (averaged)
properties of the system need to be computed, the Verlet algorithm has been
demonstrated to be the optimal choice to preserve the number of micro-states
accessible from the system at a given energy value (Liouville theorem) [11].
According to Eq.(7.5), the challenge on transposing a Verlet-type algo-
rithm to a Langevin dynamic is the non-analytic nature of the random force
contributions. In particular, it has been remarked that in order to reproduce
the wanted temperature according to the equipartition principle
T =
1
3kBN
N∑
I
|vI |2 (7.10)
a discretised approximation for βI(t) cannot be adopted [89]. A broad spec-
trum of strategies have been proposed to treat accurately the coupling be-
tween the stochastic and analytic contributions (see for instance the one by
Ricci and Ciccotti [90]). Here we adopt the algorithm of Grønbech-Jensen
and Farago [91], which has been demonstrated to behave correctly in repro-
ducing different thermodynamic properties such as the diffusion of a particle
in a flat potential as well as the Boltzmann distribution in a harmonic po-
tential. The strategy is basically to directly integrate the Langevin equation
(7.4) over a small time step dt and to approximate the analytic force con-
tribution in the same way of the Verlet scheme. The net algorithm can be
stated as follow
rn+1 = rn + b vndt+
b
2
andt2 +
b
2m
βn+1dt (7.11)
vn+1 = c vn +
(1 + c)
2
andt+
b
m
βn+1 (7.12)
vn+1 = vn+1 +
1
2
(
fn+1
m
− an
)
dt (7.13)
an+1 =
fn+1
m
(7.14)
with
b =
(
1 +
αdt
2m
)−1
c = b
(
1− αdt
2m
)
(7.15)
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and
βn+1 =
∫ tn+1
tn
dt′β(t′) (7.16)
being a Gaussian random number such that 〈βn〉 = 0 and 〈βnβl〉 = 2αkBTdtδnl.
Notice that the standard velocity-Verlet algorithm is immediately recovered
setting α→ 0, that also implies β(t)→ 0.
7.2 Implementation and test
In this section, we report the algorithm implemented to perform the adiabatic
Langevin dynamic of a solute molecule in the implicit free energy surface of
the solvent medium. The solvent density distributions are optimized at each
step of the dynamics using to the plane waves based minimization program
discussed in Chapter 5. Therefore, the initialization part of the algorithm
will partially follow the one already seen for the minimization program.
We recall the plane waves representation of the solute-solvent interaction
potential in terms of single isotropic contributions for the I-atoms
φˆi(G) =
∑
I
1
V
∫
V
dr e−iG·ruiI(|r−RI |) =
∑
I
uˆiI(G) e
−iG·RI (7.17)
with
uˆiI(G) =
1
V
∫
V
dr e−iG·ruiI(r) (7.18)
We further remind that the solvent relaxation forces acting on the solute
atoms are also computed using this relation
∇IFφ[ρ] = V
∑
G
−iG e−iG·RI [uˆ+I(G) ρˆ∗+(G) + uˆ−I(G) ρˆ∗−(G)] (7.19)
The algorithm is organized as follows
a. Solvent initialization
1. Generate the G wave-vectors on half sphere of radius Gmax in Fourier
space
2. Interpolate the ˆ˜cij(k) correlation functions given on a linear mesh at
the G-vectors generated before
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3. Initialize the ρˆ+/−(G) basis set coefficients
b. Solute initialization
1. Initialize the dynamic state of the molecule setting vI = 0 aI = 0 ∀I.
2. Initialize the isotropic Fourier components uˆiI(G) of the solute-solvent
pair potential
c. Dynamics algorithm
1. Given an atom I of the molecule, generate a triplet of random numbers
βn+1 for each Cartesian direction
2. Evolve the dynamical state of the I atom according the Grønbech-
Jensen and Farago algorithm
rn+1 = rn + b vndt+
b
2
andt2 +
b
2m
βn+1dt (7.20)
vn+1 = c vn +
(1 + c)
2
andt+
b
m
βn+1 (7.21)
3. Repeat points 1 and 2 for all the I atoms of the molecule
4. Compute the Fourier components of the solute-solvent interaction po-
tential φˆ+/−(G) according to Eq.(7.17)
5. Minimize the solvation free energy using to the plane waves based pro-
gram discussed in Chapter 5
6. Compute the Hellmann-Feynman-like solvent relaxation forces accord-
ing to Eq.(7.19)
7. Update the intra-molecular forces f˜n+1
8. Compute the total forces acting on the solute atoms
fn+1 = f˜n+1 −∇Fφ([ρeq], n+ 1) (7.22)
9. Apply the velocity-Verlet correction
vn+1 = vn+1 +
1
2
(
fn+1
m
− an
)
dt (7.23)
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10. Update the accelerations
an+1 =
fn+1
m
(7.24)
11. Estimate the system temperature
T =
1
3kBNat
Nat∑
I
|vI |2 (7.25)
12. If the step number of the dynamics is greater than a threshold value
needed for the thermalization of the system, sample the properties of
the molecule, otherwise go ahead
13. Continue the dynamics
c. Output the results
The implemented program is found to be remarkably stable even with
strict convergence conditions for the solvent free energy minimization. More-
over, the simulated system is found to keep close to the wanted temperature
T , with a percent standard deviation of ∼ 7.5%.
7.3 Application to a chain model
The program implemented for the adiabatic Langevin dynamics is applied
at a macromolecular chain model of 125 beads, dissolved in an ionic solvent
of spherical particles. The chain is assumed to contain polar and neutral
fragments as shown in Fig.7.1
The blue particles represent the charged (hydrophilic) beads of the chain,
while the red ones represent the neutral (hydrophobic) beads.
Even though water is not explicitly included in our solvent model, the
aim is to mimic a sort of hydrophobic effect. In particular, the challenge is
to predict the folding of the neutral fragment of the chain caused by the poor
solvation of the ionic medium.
This effect is responsible for the native state of proteins in physiological
solutions of water and salts.
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Figure 7.1: Snapshot of a typical chain configuration. Red dots: neutral
particles. Blue dots: charged particles.
7.3.1 Solvent-solvent interactions
The interactions between the spherical ions of the solvent are represented by
a pair potential of the kind
uij(r) =
1
r
ZiZje
2
r
+ uSRij (r) (7.26)
where r is the relative dielectric constant of the medium.
If we neglect the short range contribution we recover the Poisson-Boltzmann
limit. Otherwise, uSRij (r) can be chosen as a soft-core repulsion or a Lennard-
Jones potential as follow
uSRij (r) = ij
(σij
r
)12
, uSRij (r) = ij
[(σij
r
)12
−
(σij
r
)6]
(7.27)
For the sake of simplicity, we will consider the symmetric case σij = σ
and ij = , where σ and  are respectively chosen as the unit length and the
unit energy of our computations.
7.3.2 Intra-chain interactions
We choose to represent the polymer as a bead-and-spring model consisting of
spherical particles which are bonded by a harmonic potential. In particular,
we set
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U bondIJ (R) =
1
2
KIJ(R−ReqIJ)2 for J = I ± 1 (7.28)
where KIJ is the elastic constant while ReqIJ the equilibrium distance. The
interaction between two generic fragments of the chain is simply chosen in
order to avoid the overlap among beads. Hence, we choose to add a soft
Gaussian repulsion of the kind
U repIJ (r) = AIJ exp
{
− r
2
2d2IJ
}
(7.29)
where dIJ and AIJ are the characteristic radius and the amplitude of the
I-J interaction. No bending or torsion energy terms are included. Finally,
we consider that almost 2/3 of the beads carry a small positive charge qI .
However, since the ionic solvent is assumed to perfectly screen the chain
charges, we choose to neglect the intra-chain electrostatic interactions.
7.3.3 Solute-solvent interactions
The interaction between the chain and the solvent ions is supposed to contain
a soft Gaussian repulsion common to all the beads, namely
φrepi (r) =
Nb∑
I
AiI exp
{
−|r−RI |
2
2σ2iI
}
with i = ± (7.30)
where the sum runs over all the I-th beads, while σiI is the characteristic
radius of the i-I interaction. To simplify the notation, we define αiI =
1/(2σ2iI) as a characteristic factor of the beads-ions interaction.
We now assume that the beads charges are viewed by the solvent as
Gaussian charge distributions. The whole ’external’ charge distribution is
therefore given by
ρextQ (r) =
Nb∑
I
qI
(αiI
pi
)3/2
exp
{−αiI |r−RI |2} (7.31)
As a consequence, the volume integral∫
V
dr ρextQ (r) =
Np∑
I
qI = Qext (7.32)
represent the net charge carried by the chain.
Further Gaussian contributions can be added distinguishing between the
charged and the neutral beads. In particular, an attractive term with a long
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tail can be added at the charged beads to simulate the mean effect of the
hydrogen bonds
φhydrophilici (r) =
Nb∑
I
BiI exp
{−βiI |r−RI |2} ∀ qI 6= 0 (7.33)
where BiI = −AiI/2 and βiI = αiI/2.
By contrast, a repulsive term with a long tail can be added at the neutral
beads to simulate the hydrophobic effect
φhydrophobici (r) =
Nb∑
I
CiI exp
{−γiI |r−RI |2} ∀ qI = 0 (7.34)
where CiI = AiI/2 and γiI = αiI/2.
Tuning the solute-solvent interaction in this way, we hope to observe a
qualitative different behaviour in the dynamic of the neutral portion of the
chain with respect to the charged one.
7.4 Results
The solvent free energy minimization at each step of the dynamics has been
carried out expanding each of the ρ+/−(r) densities on 67’522 plane waves
corresponding to a cut-off wave number of Gmax = 20 σ−1 and to a box side
of L = 10 σ. The threshold value for the convergence defined in Chapter 5 is
chosen as δ = 10−12, hence, accurately minimizing the free energy functional.
The 3D cubic mesh used for the computation of the fast Fourier transforms
has a number of points on each side of nL = 64.
As expected, the solvent optimization is the most time-consuming proce-
dure of the implemented dynamics. Running the program on a single CPU,
the simulation of the chain model previously illustrated spends ∼ 3 days to
perform an adiabatic dynamics of ∼ 106 steps.
The thermodynamic state of the reference bulk solvent has been chosen
as T = 1.0 /kB and η = 0.30. This high packing factor has been selected in
order to maximize the solvent effect on the chain dynamics.
In Fig.7.2 is reported a typical distribution of the ionic solvent around
the chain molecule, obtained cutting the simulation cubic box on a generic
xy plane.
The figure shows a general depletion of the total number of the solvent
ions due to the repulsive potential with the solute molecule. The negative
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induced charge density distribution is instead due to the positive charges
carried by the hydrophilic fragments of the chain.
In order to better highlight the solvent effect on the chain statistical con-
figuration, the dynamics has been performed for two different solute-solvent
interactions. In particular, the repulsion potential between the hydrophobic
beads and the ionic solvent particles is tuned by the CiI parameters, as de-
fined in Eq.(7.34). A greater amplitude of such a repulsion is indeed expected
to contract the equilibrium distribution of the hydrophobic beads.
The measurement of this property is provided by the radial probability
distribution P (r) of the beads with respect to the instantaneous centre of
mass RCM(t) of the chain. In particular, one samples the distance |RI(i)−
RCM(i)| of each of the I-th beads at the i-th time step and computes the
occurrence ni of such a distances inside a given interval (r, r + dr). In order
to get a statistical independence of the sampled configurations, we choose to
update the occurrence values every 400 steps. Finally, we average over all
the dynamics steps and normalize per the total number of beads, namely
P (r)× dr = 1
Nsteps ×Nbeads
Nsteps∑
i
ni(r) (7.35)
Obviously, the total occurrence of the beads into the spherical shell de-
fined by the (r, r + dr) interval is obtained by weighting for the surface area
4pir2. Hence, a more relevant analysis is provided by the P (r)× 4pir2 distri-
bution.
In Fig.7.3, the comparison is carried out by doubling the amplitude of
the solvent-chain interaction via the CiI parameters. The results obtained in
a fully absence of solute-solvent interactions are also reported.
The first observation is the non-negligible solvent effect on the statistical
chain conformation. Remarkably, the comparison between the red and the
blue lines shows that the greater repulsive potential of the hydrophobic beads
with the ionic solvent is found to produce, as expected, a more contracted
configuration of the neutral part of the chain. On the other hand, the charged
hydrophilic fragments are only indirectly affected by the enhancement of such
interaction, leading to a shift of the maximum radial density distribution
at higher distances with respect to the less coupled case. The comparison
with the no-solvent case is not straightforward, since we have completely
removed the solute-solvent interactions. At variance from our prediction,
the neutral part of the chain tends to be more compact in the absence of
solvent. Probably this is due to the electrostatic interaction of the ionic
solvent with the charged terminal fragments of the chain, whose effect is to
stretch the chain equilibrium geometry including the hydrophobic part.
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(a) Number density distribution ρN (r) (ions/σ3)
(b) Charge density distribution ρQ(r) (e/σ3)
Figure 7.2: Comparison between the number and charge density distributions
of the ionic solvent cut on a xy plane of the cubic box used for the simulation.
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(a) Hydrophilic beads distribution
(b) Hydrophobic beads distribution
Figure 7.3: Radial density distributions P (r) × 4pir2 of the hydrophilic and
hydrophobic beads with respect to the instantaneous centre of mass of the
chain. Comparison between the simulation results carried out with different
solute-solvent interaction potentials.
Chapter 8
Solvation in a temperature
gradient
In this chapter we investigate how a stationary temperature gradient can
modify the solvation properties of a non spherical solute molecule.
Moving to the framework of non equilibrium thermodynamics is challeng-
ing, since a rigorous theory which can be used as extensively as in the equi-
librium case does not exist. However, under suitable assumptions basically
corresponding to the so-called local equilibrium hypothesis, one can derive a
reasonable model able to reproduce specific non equilibrium conditions.
In particular, the challenge is to extend the density functional formalism
to represent a non equilibrium stationary state. A functional form which
has demonstrated to be useful to achieve this aim is the square-gradient
model. [92–94]
In what follows, we first discuss the implementation of the equilibrium
square gradient functional in the plane-waves based free energy minimization
program. Then, the problem of introducing a stationary temperature profile
is tackled and the related implementation details are also discussed. Results
are shown for a solute model represented by a simple dipole, highlighting the
inhomogeneous and anisotropic effect of the solvent medium caused by the
temperature gradient.
Hopefully, a comparison with recent non equilibrium molecular dynamics
simulations might be performed [95], providing a direct validation of this
approach.
Apart from the solvation problem, this computational technique can be
extended with the aim of reproducing the non equilibrium charge separation
expected in an ionic solvent which carries a stationary heat flux (Seebeck
effect).
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8.1 The square-gradient functional
Let us consider again a bi-component ionic fluid of point particles at thermal
equilibrium, interacting via an isotropic pair potential of the kind
uij(r) =
ZiZje
2
r
+ uSRij (r) (8.1)
with i, j = (+/−). The corresponding excess free energy functional will
contain the usual electrostatic term, plus a term which takes into account the
short range correlations. According to the discussion carried out in Chapter
6 the latter contribution can be approximated assuming a slow variation of
density distributions. Formally, this is represented by the following square-
gradient approximation for the free energy density
f˜(r) ≈ f˜({ρ(r)}) + 1
2
∑
ij
Aij({ρ(r)})∇ρi(r) · ∇ρj(r) (8.2)
where f˜({ρ(r)}) is the free energy density of the locally homogeneous system
at ρ = ρ(r), including the ideal contribution. A practical definition of the
gradient coefficients is given by the fourth moment of the direct correlation
function of the locally homogeneous system
Aij({ρ(r)}) = 2pi
3
kBT
∫ ∞
0
dr r4
[
cij(r, {ρ(r)}) + βZiZje
2
r
]
(8.3)
neutralized by a rigid background of charge −(Z+ρ¯+ + Z−ρ¯−).
A parametrization of both f˜({ρ(r)}) and Aij({ρ(r)}) with respect to the
local density values can be carried out exploiting the HNC program for ho-
mogeneous Coulomb fluids discussed in Appendix A.
However, for the moment we restrict ourselves to a more affordable func-
tional form. In particular, we consider the square-gradient approximation
to apply to the case where the density variations, in addition to be slow,
are also of small amplitude with respect to some constant reference values
ρ¯+/−. As stated by Eq.(6.33), in this limit both the gradient coefficients and
the local density approximation to the free-energy density can be expanded
about such a reference value. The net result is the following approximation
for the free energy functional
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Fφ[ρ] = F({ρ¯}) +
+/−∑
i
∫
V
dr φi(r)ρi(r) +
1
2
∫
V
dr
∫
V
dr′
ρQ(r)ρQ(r′)
|r− r′|
+
+/−∑
i
∫
V
dr µ˜i({ρ¯})δρi(r) + 1
2
+/−∑
ij
∫
V
dr
∂µ˜i({ρ¯})
∂ρ¯j
δρi(r)δρj(r)
+
1
2
+/−∑
ij
∫
V
dr A˜ij({ρ¯})∇ρi(r) · ∇ρj(r)
(8.4)
with F({ρ¯}) the free energy of the reference homogeneous system.
Notice that the contributions linear in δρ+/−(r) implicitly contains the net
absorption of the two ions. Hence, since µ˜i({ρ¯}) = µi, in the gran-potential
Ωφ[ρ] = Fφ[ρ]−
+/−∑
i
µiNi (8.5)
this contribution will be perfectly compensated. As a result ∂µ˜i({ρ¯})/∂ρ¯j
and A˜ij({ρ¯}) are the only coefficients required.
This functional has been implemented into the plane-waves based min-
imization program discussed in Chapter 5. Apart from the already seen
external potential and the electrostatic contributions, the local density and
square gradient terms can be easily computed in the reciprocal space as triv-
ial scalar products. In the unit volume and removing the reference term, we
have
∆Ωφ[ρ]/V =
+/−∑
i
[∑
G
φˆi(G) ρˆ∗i (G)
]
+
1
2
∑
G
Vˆ (G)ρˆ∗Q(G)
+
1
2
+/−∑
ij
µ˜i({ρ¯})
∂ρ¯j
[∑
G
ρˆi(G) ρˆ∗j(G)
]
− 1
2
+/−∑
ij
A˜ij({ρ¯})
[∑
G
G2ρˆi(G) ρˆ∗j(G)
]
(8.6)
The gradients of this quantity computed with respect to the variational
parameters ρˆ+/−(G), are also easily computed. For i = (+,−), we have
1
V
∂Ωφ[ρ]
∂ρˆ∗i (G)
= φˆi(G) +
+−∑
j
[
ZiZj
4pie2
G2
+
µ˜i({ρ¯})
∂ρ¯j
+ A˜ij({ρ¯})G2
]
ρˆj(G) (8.7)
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According to the convexity analysis carried out in Chapter 6, we must pay
attention to the choice of the short-range pair potential uSRij (r). Indeed, for a
pure repulsive choice, the square-gradient functional has found to indefinitely
decrease at small wavelengths G → ∞ of density modulations. For this
reason, the choice here is to use a Lennard-Jones form of the short-range
pair potential, namely
uSRij (r) = 4ij
[(σij
r
)12
−
(σij
r
)6]
(8.8)
for which the free energy functional has been found to have a minimum.
8.2 The introduction of a temperature gradient
Let us now assume that a weak, static temperature variation T (x) − T0 is
generated in the system along the x Cartesian direction, leading to a non
equilibrium stationary state (NESS). The average densities ρ¯+/−, tempera-
ture T0 and chemical potentials µ+/−, as well as the pressure P , can be fixed
by an external bath in which the system is embedded (see Fig.8.1)
Figure 8.1: Representation of the thermal bath inside which the non equilib-
rium system is embedded.
At thermal equilibrium, both the rigid translation and rotation of the
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molecule is not expected to modify the solvation properties of the system,
since the unperturbed solvent is a homogeneous and isotropic medium. Hence,
given RI the position of the potential centres in the molecule, we would have
−
∑
I
∇IFφ[ρ] = 0 −
∑
I
RI ×∇IFφ[ρ] = 0 (8.9)
with the centre of mass fixed in the origin.
By contrast, the introduction of a temperature gradient across the system
necessarily breaks such a symmetry, leading to a dependence of the solvation
properties on the molecule position and orientation.
Reproducing the solvation phenomenon out of equilibrium by a density
functional approach is a non trivial problem. Indeed, even though the solvent
electrostatic energy can still be expressed in terms of the induced charge
distribution ρQ(r), the whole free energy of the system is not defined out
of equilibrium. However, if we assume the system to be locally at thermal
equilibrium, the free energy density of the neutralized system still makes
sense as the free energy density of the same system at the constant local
temperature T = T (x). Hence, we can also define by construction a non
equilibrium free energy functional as
FNE[ρ] = 1
2
∫
V
dr
∫
V
dr′
ρQ(r)ρQ(r′)
|r− r′| +
∫
V
dr f˜(r, T (x)) (8.10)
and assume the stationary state to be characterized by the minimum
condition
δ
FNE[ρ] +
+/−∑
i
∫
V
dr φi(r)ρi(r)−
+/−∑
i
µiNi
 = 0 (8.11)
where µ+/− are the reference chemical potentials. [92–94]
Using for f˜(r, T (x)) the same square gradient functional of Eq.(6.33), the
dependence from the local temperature T (x) affects the local density and
square gradient coefficients as
f˜(r, T (x)) ≈ f˜({ρ¯}, T (x)) +
∑
i
µ˜i({ρ¯}, T (x))δρi(r)
+
1
2
∑
ij
∂µ˜i({ρ¯}, T (x))
∂ρ¯j
δρi(r)δρj(r) +
1
2
∑
ij
Aij({ρ¯}, T (x))∇ρi(r) · ∇ρj(r)
(8.12)
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We now choose to linearise the coefficients needed with respect to the
temperature gradient, setting
µ˜i({ρ¯}, T (x)) = µ˜i({ρ¯}, T0) + Si [T (x)− T0] (8.13)
∂µ˜i({ρ¯}, T (x))
∂ρ¯j
=
∂µ˜i({ρ¯}, T0)
∂ρ¯j
+Xij [T (x)− T0] (8.14)
Aij({ρ¯}, T (x)) = Aij({ρ¯}, T0) +Kij [T (x)− T0] (8.15)
where we recognize µ˜i({ρ¯}, T0) = µi. In addition to the local density and
square-gradient coefficients, the temperature derivatives Si, Xij, Kij are now
required. In particular,
Si =
∂µ˜i({ρ¯}, T0)
∂T
(8.16)
represents, up to a change of sign, the entropy contribution carried by the
i-component in the reference system.
Finally, upon applying the Euler-Lagrange equations on the resulting
functional, we find that the non equilibrium stationary state is characterised
by the following conditions for the density distributions of the two ions
µ+ = φ+(r) + Z+eV (r) + µ˜+({ρ¯}, T0) + ∂µ˜+({ρ¯}, T0)
∂T
[T (x)− T0]
+
+/−∑
j
∂µ˜+({ρ¯}, T (x))
∂ρ¯j
δρj(r)−
+/−∑
j
A˜+j({ρ¯}, T (x)) ∇2ρj(r)
−
+/−∑
j
K+j∇T (x) · ∇ρj(r)
(8.17)
µ− = φ−(r) + Z−eV (r) + µ˜−({ρ¯}, T0) + ∂µ˜−({ρ¯}, T0)
∂T
[T (x)− T0]
+
+/−∑
j
∂µ˜−({ρ¯}, T (x))
∂ρ¯j
δρj(r)−
+/−∑
j
A˜−j({ρ¯}, T (x)) ∇2ρj(r)
−
+/−∑
j
K−j∇T (x) · ∇ρj(r)
(8.18)
Notice that an explicit contribution in the local temperature gradient
∇T (x) appears, because of the non local nature of the free energy functional.
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According to the plane waves basis set choice, we must define the tem-
perature gradient in such a way that the periodic boundary conditions are
satisfied. For this purpose, we use the following expression
T (x)− T0 = ∆T sin
(
2pi
L
x
)
(8.19)
where L is the box length. In this way, if we fix the molecules centre of mass
at the origin, we expect it to experience an almost linear temperature profile.
More realistic choice are of course possible.
Under this choice, the non equilibrium square-gradient functional has
been implemented in the free energy minimization program previously dis-
cussed. Since the coefficients now depend on position via temperature profile
T (x), the constrained free energy variation as defined in Eq.(8.6) can no
longer be computed directly in Fourier space. The same is true for the sur-
face gradients, which require to numerically Fourier transform the functional
derivatives stated by Eq.(8.17) and Eq.(8.18). As a consequence, not only
the local density variations δρ+/−(r) are needed, but also its Laplacian and
gradient along x. Luckily, since all the quantities that need to be computed
in real space are real, the trick already introduced in Chapter 5 can be ex-
ploited to compute the required Fourier transforms only once for cations and
anions.
The minimization algorithm is organized as follows
1. Compute the density variations, its x-gradient and Laplacian
ρˆ+/−(G)
FT −1−−−→ δρ+/−(r) (8.20)
iGxρˆ+/−(G)
FT −1−−−→ ∂ρ+/−(r)
∂x
(8.21)
−G2ρˆ+/−(G) FT
−1−−−→ ∇2ρ+/−(r) (8.22)
2. Compute the constrained free energy functional derivatives according
to Eq.(8.17) and (8.18)
3. Compute the surface gradients
δΩφ[ρ]
δρ+/−(r)
FT−−→ 1
V
∂Ωφ[ρ]
∂ρˆ∗+/−(G)
(8.23)
4. If the square sum of the surface gradients is lower than a threshold
value, e.g., 1× 10−12, go to results, otherwise go ahead
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5. If it is the first step, initialize the search direction as the steepest de-
scent direction, otherwise, change the search direction according to the
Polak-Ribiére method
6. Attempt a movement of σ of the ρˆ+/−(G) coefficients on the search
direction and repeat the operations from 1→ 3
7. Estimate the optimal α-movement according to the secant method
8. Move the ρˆ+/−(G) coefficients of α on the search direction
9. Continue the minimization
The previous algorithm shows that eight numerical 3D fast Fourier trans-
forms per component need to be computed at each step of minimization. This
is more time-consuming than in the case of the density response functional
(which requires only one FFT per component), but it is still manageable.
The estimation of the gran-potential variations ∆Ωφ[ρ]/V also requires
some numerical Fourier transforms, due to the computations of the δρ+/−(r)
functions and of their gradients, namely
ρˆ+/−(G)
FT −1−−−→ δρ+/−(r) (8.24)
iGxρˆ+/−(G)
FT −1−−−→ ∂ρ+/−(r)
∂x
(8.25)
iGyρˆ+/−(G)
FT −1−−−→ ∂ρ+/−(r)
∂y
(8.26)
iGzρˆ+/−(G)
FT −1−−−→ ∂ρ+/−(r)
∂z
(8.27)
8.3 Results
As an example, we consider a molecule consisting of a simple dipole repre-
sented by two Gaussian particles of opposite charge and having a neutral
Gaussian repulsion contribution with the solvent.
Furthermore, we start considering a symmetric solvent, setting ij = 
and σij = σ in the Lennard-Jones short range potential. The thermodynamic
state of the reference system is chosen as T0 = 1.0 /kB and η = 0.1, with
η the packing fraction as defined in Eq.(6.40). The computations of all the
needed coefficients is performed exploiting the HNC program discussed in
Appendix A.
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In Fig.8.2 we report the solvent density distributions obtained setting the
dipole along the xˆ axis and under applying a temperature gradient ∆T =
0.1 /kB.
(a) Ions’ density variations (b) Number and charge variations
Figure 8.2: Density distributions of the symmetric ionic solvent along the x
axis for ∆T = 0.1 /kB.
From the plotted density distributions, it is apparent the symmetry break-
ing introduced by the temperature gradient. Apart from the solvation effect,
we observe the density of the solvent decreasing as the temperature increases,
as one would expect. Moreover, the ions’ density distributions are less peaked
in the hottest regions. As a consequence, the electrostatic screening of the
dipole field is also less effective where the local temperature is higher.
A non-vanishing solvent relaxation force is now acting on the centre of
mass of the dipole, i.e., −∑I ∇IFφ[ρ] 6= 0. This is well shown in Tab.8.1,
where the total solvent induced force acting along the x direction is reported
against the amplitude of temperature gradient
∆T [/kB] fCM [/kB × σ−1]
0.00 0.0000
0.02 1.2172E-003
0.05 3.0413E-003
0.08 4.8614E-003
0.10 6.0712E-003
Table 8.1: Solvent induced forces acting on the centre of mass of the dipole
at different temperature gradients.
These values show us that the ionic solvent causes the dipole to move to
the hottest regions, according to a total force that increases linearly with the
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temperature difference ∆T . Obviously, this result is not general but depends
on the state of the solvent as well as on the solute-solvent interactions.
In Fig.8.3 we report the constrained free energy variations computed with
respect to dipole orientation at different temperature gradients.
Figure 8.3: Orientational dependence of the free energy variation of the ionic
solvent at different temperature gradients expressed in /kB units.
Using the parameters of our computations, the system is apparently stabi-
lized by a dipole orientation orthogonal to the temperature gradient. Notice
that a small anisotropy is also observed for ∆T = 0.0 /kB, since the com-
putations are affected by the discretization of the mesh used to compute the
Fourier transforms. This effect is well known, see for instance the so-called
’egg box’ corrugation in Siesta.
8.4 The Seebeck effect
It has been known for a long time that a conducting material which supports
a heat flux through the system produces an electric current as a cross linear
response effect, commonly called Seebeck effect (discovered, apparently, by
Alessandro Volta).
The application of this effect for the energy conversion of waste heat
is not be used yet at the practical level because of the very tiny voltage
drop that can be produced by using doped semi-conductors technology and
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because of a corresponding low overall efficiency. However, in the last years
a growing interest in this field of research has concerned the study of organic
salts whose melting point is below 100◦C, like, for instance, imidazolium
salts. Such ionic conducting materials have been demonstrated to produce
up to 1 mV of electric voltage for 1 K of temperature difference, and, more
importantly, to present a better ’merit figure’, reflecting higher efficiency.
From a phenomenological point of view, the Seebeck effect can be inter-
preted as a cross Onsager-like effect between the stationary heat flux JH(x)
induced from the temperature gradient and a diffusive electric current J˜Q(x)
(Seebeck current) due to the consequent migration of ions. Once the non
equilibrium stationary state (NESS) is reached, the Seebeck current is per-
fectly compensated by the voltage drop induced by the migration of charges.
Using a linear response formalism in terms of the popular Ohm law, such a
compensation is written as
J˜Q(x) = −σQE(x) (8.28)
where σQ is the electrical conductivity of the material at thermal equilibrium,
while E(x) is the induced macroscopic electric field.
In spite of this intuitive description, from a statistical mechanics point
of view the creation of a macroscopic electric field in the liquid is a non
trivial phenomenon. As discussed in Chapter 4, any microscopical electric
field is indeed expected to be exponentially screened at thermal equilibrium.
The breakdown of this principle, consisting in the separation of an electrical
charge at the macroscopic level, is therefore a wonderful example of the long
range correlations phenomena of the NESS system.
Remarkably, recent non equilibrium molecular dynamics simulation per-
formed of idealized ionic fluids have proved the existence of such a macro-
scopic charge separation (Didrik Roest, private communication).
Actually, problems of this type are well contained in the framework of
the non equilibrium thermodynamics, where under certain hypothesis, some
fundamental principle can be stated. The most important one is the so-called
Prigogine theorem. Briefly summarizing, the theorem states that under the
local equilibrium hypothesis already introduced in the previous section, a
non equilibrium stationary state is characterised by the minimum entropy
production
δ
(
dS
dt
)
irr
= δ
{∫
V
dx σ(x)
}
= 0 (8.29)
where σ(x) is the entropy production density. This quantity plays a central
role in the theory and can be expressed for the NESS system by virtue of
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macroscopic conservation laws and phenomenological equations.
In the case of our ionic fluid, the entropy production is found to consist
of two terms
σ(x) = JH(x) · ∇
(
1
T (x)
)
− J˜Q(x) · ∇
(
µQ(x)
T (x)
)
(8.30)
In the first term of the r.h.s, we recognize the contribution due to the
heat flux through the system, while in the second, the one due to the in-
duced Seebeck current. µQ(x) represents in particular the electrochemical
potential in the point x at the local temperature T = T (x). In the case of
an ionic liquid made of two components of opposite charge Z+ = −Z− = Z,
such an electrochemical potential is formally defined via the following linear
combination of the local chemical potentials µ+/−(x)
µQ(x) =
µ+(x)− µ−(x)
2
= ZeV (x) +
µ˜+(x)− µ˜−(x)
2
(8.31)
where V (x) is the local electrostatic potential while µ˜+/−(x) the local chem-
ical potential of the neutralized system. Now, if our system is made of sym-
metric ions, it results that µ+(x) = µ−(x) ∀ x and the local electrochemical
potential of Eq.(8.31) identically vanishes. As a consequence, no Seebeck
effect can contribute to the local entropy production.
In the framework of the statistical mechanics, this result is not so sur-
prising. As already remarked in Chapter 4, no cross correlation between the
number and charge density fluctuations can indeed exist if the two ions differ
only for the sign of their electrical charge, i.e.,
SNQ(k) ∼ 〈δρˆN(−k)δρˆQ(k)〉 = 0 (8.32)
In other words, the number density fluctuations induced by the temper-
ature gradient cannot propagate into a charge fluctuation.
For these reasons, from now on we will consider an electrolyte model where
the characteristic radii of the Lennard-Jones short-range pair potentials are
chosen as σ++ = σ, σ+− = 1.3 σ, σ−− = 1.6 σ.
The non equilibrium algorithm implemented in the previous section can
be applied to gain insight about the Seebeck effect. From the NESS condi-
tions of Eq.(5.27) and (5.28), such an extension is straightforward. Indeed,
no external molecular potential is required and the inhomogeneity is uniquely
introduced by the temperature variation T (x)− T0 of Eq.(8.19).
According to the previous discussion, the computations performed for a
symmetric electrolyte do not show any macroscopic charge separation, but
only a number density modulation due to the thermal expansion of the liquid.
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The computations performed for the asymmetric system show instead a
tiny charge oscillation manifested at the same length scale of the box dimen-
sion. The results are shown in Fig.8.4.
(a) Number density distribution (b) Charge density distribution
Figure 8.4: Representation of the thermal expansion and of the Seebeck effect
induced by a temperature gradient of ∆T = 0.10 /kBT , for the asymmetric
system σ++ = σ, σ+− = 1.3 σ, σ−− = 1.6 σ.
Since the single component density distribution also follows the thermal
expansion effect of Fig.8.4-(a), the observed charge separation with respect
to the symmetric case is found to be due to a migration of the (smaller)
cations to the hottest regions and a corresponding migration of the (bigger)
anions to the cooler regions (Soret’s effect).
At the simulated steady state conditions no electric current can occur and
the system must be characterized by a constant value of the electrochemi-
cal potential µQ(x). From Eq.(8.31) this implies the following mechanical
equilibrium equation
dµQ(x)
dx
= 0 = −ZeE(x) + 1
2
(
dµ˜+(x)
dx
− dµ˜−(x)
dx
)
(8.33)
Using for µ˜+/−(x) the square-gradient approximation of the previous sec-
tion, we recognize different contributions which compete to compensate the
induced macroscopic electric field. The more important one is probably
the local density contribution which is linear in the temperature variation
T (x) − T0. An approximated equation representative of the Seebeck effect
can then be expressed by
ZeE(x) ≈ 1
2
(
dµ˜+({ρ¯}, T0)
dT
− dµ˜−({ρ¯}, T0)
dT
)
dT (x)
dx
= αS
dT (x)
dx
(8.34)
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with αS the Seebeck coefficient.
According to our results, near the origin x = 0 the induced electric field
is oriented in the opposite direction of the temperature gradient. Hence,
according to the previous equation, this implies
dµ˜+({ρ¯}, T0)
dT
<
dµ˜−({ρ¯}, T0)
dT
(8.35)
i.e., the chemical potential of cations is less increased than the chemical
potential of anions under the migration to the hottest region. In other words,
the migration of charge is expected to be due to the migration of cations to
the hottest regions and the migration of anions to the cooler ones, according
to our previous experimental observation.
For the system under study, we have in particular
dµ˜+({ρ¯}, T0)
dT
= 0.73 kB
dµ˜−({ρ¯}, T0)
dT
= 1.50 kB (8.36)
corresponding to a Seebeck coefficient of αS ∼ −0.39 kB.
Chapter 9
Conclusions
Thermodynamics properties and microscopic mechanisms underlying the sol-
vation of molecular species in a fluid environment have been discussed at
length during the seven chapters that represent the main body of the present
thesis, and a few additional details are reported in the appendices that follow
this chapter.
As discussed in the thesis, most of the present computational approaches
to solvation belong to three broad classes, consisting of: (1) continuous di-
electric models, including those referred to as "implicit continuum models;
(2) explicit atomistic models, and (3) statistical mechanics model. In many
respects, these last represent the most appealing methods, since they achieve
computational efficiency by limiting the atomistic description to the minor-
ity solute molecules, and achieve high accuracy by resorting to sophisticated
statistical mechanics theories of liquids.
Among these methods, The attention has been focused on the classical
version of the well known density functional theory for the ground state
of many Fermion particles, developed by Hohenberg, Kohn and Sham, and
extended to non-vanishing temperatures by Mermin. This choice has been
motivated by the feeling that density functional theory contains most of the
integral-equations approaches of liquid state theory, without being itself one
of those theories. In other terms, classical density functional theory appears
to be simpler and more general than integral equation theories of liquids,
and is amenable to a wide range of developments. Last but not least, the
language of classical density functional theory is more modern and thus ac-
cessible to a wider audience than the language of integral equations based
on cryptic diagrammatic techniques and requiring challenging statistical me-
chanics concepts.
Like its zero-temperature analogue, classical density functional theory
is fully determined by the choice of its central entity, i.e., the functional
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of the fluid density whose minimum gives the system free energy. In the
solvation case, the choice of this crucial operator is discussed in Chapter 6,
that contains a short account of perturbative expansions for the system free
energy, density response functionals as well as gradient corrected functionals.
Density response functionals are closest in spirit to fundamental liquid state
approaches such as the hypernetted chain approximation, and at present
arguably represent the methods of choice in statistical mechanics treatments
of solvation.
Gradient corrected functionals, on the other hand, are the analogue of
standard approximations extensively used in electronic structure computa-
tions, of which they share advantages as well as computational limitations.
Despite their distinguished origin as originally developed by van der Waals,
gradient corrected functionals for classical fluids have not been extensively
studied, and until now they have not been used for solvation problems.
For this reason, in Chapter 6 their properties are discussed in some detail,
analysing their origin, stability problems, and favourable properties. Addi-
tional properties, concerning the monotonic or oscillating behaviour of long
range correlations as described by the square gradient model, have been anal-
ysed with the aim of developing functionals overcoming limitations of widely
used approximations such as Poisson-Boltzmann, particularly important for
electrolyte solutions. Important results have been obtained towards this goal,
but the development still require a few more steps, and for this reason all
this work has been confined to an appendix.
To gain further insight into classical functionals, and as a first step to-
wards the development of computational tools for their application to sol-
vation problems, a 3D density functional code has been implemented, able
to minimize the free energy of a fluid (the solvent) in the external potential
due to the solute’s atoms, modelled by empirical force fields, or, eventually,
by ab-initio approaches. Thanks to its computational efficiency, the code
has been adapted to carry out the molecular dynamics evolution of a solute
molecule on the free energy surface of the combined solute-solvent system in
the adiabatic approximation. The consistent and realistic matching of the
solute and solvent time evolution still contains many approximations, and
could be improved only through sophisticated multiscale approaches. Never-
theless, the present program and preliminary applications demonstrate the
ability of models of this kind to address crucial problems such as the fold-
ing of chains (proteins, for instance) in solution, the isomerization of solute
molecules due to their interaction with solvent, the effect of solvation on
diffusion, vibrational properties, dielectric response functions.
These computational tools and the general framework of gradient cor-
rected functionals have been jointly used for the most original development
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of the present investigation, concerning solvation in a solvent under steady
state conditions, that is, beyond strict equilibrium conditions. For the sake
of definiteness, I considered a solvent to which a temperature gradient is ap-
plied, driving a steady flow of heat through the system. A detailed study
of the system based on a non-equilibrium extension of the square gradient
functional [92] clearly shows the drift of solute molecules in the heat flow, and
the mutual orientation of solvent molecules in an anisotropic environment.
In recent years, the coupling of heat flow and molecular drift, orientation
and electric polarisation have been intensively investigated by experiments
and by atomistic simulations. A concise and efficient description by density
functional theory could open new avenues to explore these phenomena.
The same method could be applied to investigate the flow of electric
current coupled to the heat flow, as predicted by the square gradient model
of classical DFT. This phenomenon, known as the Seebeck effect is intensively
investigated for potential applications in power generation using waste heat
from natural (geothermic, solar) and industrial sources. A simple approach
to investigate this effect could receive considerable interest, and find many
applications.
The list of achievement and results summarised in this conclusive chapter
shows that, by and large, the initial plan has been fulfilled. During the
last few months, however, many developments have been envisaged, but not
carried out for reasons of time. These include the analysis of functionals
for dipolar and associating liquids, all important for solvation in water, the
generalisation of the simulation program to coarse grained models, possibly
involving anisotropic solute-solvent interactions, the usage of different basis
sets for the expansion of the basic variable (the solvent density) and the
analysis of time dependent phenomena. [96]
Moreover, explicit computations have been limited to very idealised mod-
els, aiming at the computational assessment and validation of the methods
discussed or developed in the thesis. The computational tools that have been
developed, however, are ready or, at worst, nearly ready for applications to
realistic models of solute molecules, that could be carried out in the near
future. These limitations of the present investigation, due primarily to time
constraints, are compensated by the first development of free energy func-
tionals for solvation under steady state flow could provide the basis for many
innovative studies of solvation.
Besides these scientific goals, during my Master thesis project, I acquired
a solid background in liquid state theories, in density functional theory, in
statistical mechanics, and especially in computational methods, including
the solution of integral equations, optimisation algorithms, and molecular
simulations.
Appendix A
The hypernetted-chain closure
It has been pointed out in Chapter 4 that the strategy commonly used to
provide a closure relation to the Ornstein-Zernike equation, starts form the
following factorization of the radial distribution function
g(r) = exp
{
−u(r)
kBT
}
y(r) (A.1)
where u(r) is the pair potential while y(r) is a continuum and differentiable
function commonly called the cavity distribution function [5].
One of the basic approximations for y(r) is provided by the so-called
hypernetted-chain (HNC), where the cavity distribution function is repre-
sented by the exponential of the Ornstein-Zernike-like indirect correlation
y(r) ≈ exp
{
ρ¯
∫
V
dr′′ c(|r− r′′|) h(|r′′ − r′|)
}
(A.2)
with r = |r− r′|.
As remarked in Chapter 6, this kind of closure arises naturally from a
density functional expansion of the free energy of an inhomogeneous system,
where the perturbation is represented by the potential field of a particle in
the homogeneous system itself.
For this reason, such an approximation has a special physical founda-
tion with respect to the other kind of approximations (Percus-Yevick for
instance), which are merely based on complex diagrammatic expansion of
the pair correlations 1 [41].
As an example of this, the HNC closure is indeed able to recover the
correct asymptotic behaviour of the direct correlation function, namely
1Needless to say, HNC also have a diagrammatic interpretation, being the approxima-
tion that sums all diagrams (chains) that can be computed by Fourier representation.
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c(r)→ −βu(r) for r →∞ (A.3)
This property is particularly important whenever we want to describe a
fluid of charged particles, where the long-range Coulomb interaction has a
crucial role on determining the structure of the liquid. Indeed, the HNC
closure has been demonstrated to produce very good results for reproducing
the properties of a homogeneous electrolyte system.
Moreover, the HNC closure is found to be the only one able to provide
an explicit expression for the excess chemical potential of the different m
components of a multi-component system. For a Coulomb fluid, we have in
particular
µexi =2pi
m∑
j
ρ¯j
∫ ∞
0
dr r2hij(r) [hij(r)− cij(r)]
− 4pi
m∑
j
ρ¯j
∫ ∞
0
dr r2
[
cij(r) + β
ZiZje
2
r
] (A.4)
This property is of course extremely useful. For instance, it provides
a way to enforce the equilibrium condition among different phases and to
compute the free energy density of the system via the relation
F/V = P −
m∑
i
µi ρ¯i (A.5)
where the pressure P is given by the compressibility equation.
In this work, an extensive usage of a HNC program, generalized to mul-
ticomponent systems, is carried out in order to compute all the needed cor-
relation functions of a bi-component, homogeneous electrolyte system. The
algorithm implemented is found to be very stable and to converge quickly for
a broad range of densities and temperatures. A solution on 2048 grid points
takes a few minutes on a laptop.
Such a convergence efficiency is provided by a multi-grid algorithm in
which the long and short range correlations are treated separately during the
iterative convergence procedure [97]. The generalization of this strategy to a
Coulomb two-component system can be found in Ref. [98]. A generalization
to more than two components has been implemented and tested.
Appendix B
The Gibbs-Bogoliubov inequality
Let us consider a (N, V, T ) ensemble described by the U(R) potential, where
R represents the set of the particles positions associated to a given macro-
scopic configuration. The related equilibrium probability distribution is given
by the Boltzmann expression
f(R) =
1
Z exp
{
−U(R)
kBT
}
(B.1)
where Z is the corresponding canonical partition function. Let us now con-
sider a different potential U ′(R) which leads to a different equilibrium prob-
ability distribution, namely
f ′(R) =
1
Z ′ exp
{
−U
′(R)
kBT
}
(B.2)
According to their definition, both f(R) and f ′(R) are non-negative de-
fined. Hence, from the convexity nature of the exponential functions, the
following inequality is expected to hold
ln
[
f(R)
f ′(R)
]
≤ f(R)
f ′(R)
− 1 ∀ R (B.3)
As a consequence, integrating over the all the configurational phase space
Γ, we get ∫
Γ
dR f ′(R) ln
[
f(R)
f ′(R)
]
≤
∫
Γ
dR f ′(R)
[
f(R)
f ′(R)
− 1
]
(B.4)
Now, since f(R) and f ′(R) are probability distributions, they are also
unitary normalized
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∫
Γ
dR f(R) =
∫
Γ
dR f ′(R) = 1 (B.5)
This implies that the r.h.s of Eq.(B.4) vanishes, leading to the remarkable
result commonly known as Gibbs-Bogoliubov inequality∫
Γ
dR f ′(R) ln
[
f ′(R)
f(R)
]
≥ 0 (B.6)
Given V (R) = U ′(R) − U(R) the potential difference between the two
ensembles, the previous inequality implies also
kBT lnZ − kBT lnZ ′ −
∫
Γ
dR f ′(R)V (R) ≥ 0 (B.7)
Recognizing the free energy difference between the two ensembles, we
finally obtain
F ′[f ′]− 〈V 〉f ′ = F [f ′] ≥ F [f ] (B.8)
that is, the free energy of the U(R) ensemble computed via a probability
distribution f ′(R) 6= f(R), is always greater than the free energy of the
U(R) ensemble computed with the real equilibrium probability distribution.
This result states a variational principle for the equilibrium free-energy,
similarly to the one stated for the energy spectrum of a bounded quantum
system.
Appendix C
Asymptotic solutions of the
square-gradient model for a
simple electrolyte
Here, the square-gradient approximation of Eq.(6.33) is exploited to predict
the characteristic screening properties of a bi-component charged system.
Since it contains explicitly the effects of the short-range response via the di-
rect correlation function of the homogeneous system, this model is expected
to go beyond the low density approximation given by the Debye-Hückel the-
ory. In particular, the gradient terms in the free-energy functional are ex-
pected to reproduce the characteristic Fisher-Widom crossover [99] of the
asymptotic density decays from the monotonic to the oscillating regime, ac-
cording to the long range ordering of ions at non-dilute conditions.
The problem of the asymptotic behaviour of correlations in ionic fluids
has already been analysed by integral equation methods [100, 101]. We in-
tend to carry out a similar analysis within the DFT formalism, where the
a priori knowledge of the direct correlation functions is not needed. Our
analysis applies also to molecular ionic fluids, provided the equilibrium state
is homogeneous and isotropic. However, for the sake of simplicity, all the
explicit computations will be carried out for structureless particles.
C.1 Theoretical framework
We want to study the electrostatic response of an ionic liquid made of two
spherical components of opposite charge and interacting via a pair potential
of the kind
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uij(r) = u
SR
ij (r) +
ZiZje
2
r
(C.1)
For this purpose, let us assume that a small perturbation is introduced
in the homogeneous system at thermal equilibrium. Because of the induced
inhomogeneity, a local charge distribution ρQ(r) is generated in the liquid,
and ions will experience a local electrostatic potential V (r). Moreover, since
the perturbation is assumed to be small, the induced density distributions
are expected to be small and slow-varying over space. As a consequence,
the excess free energy contribution related to the effect of the short-range
correlations can be fairly represented by the square-gradient approximation
of Eq.(6.33). The resulting approximated free energy functional is given by
F [ρ] ≈ 1
2
∫
V
dr ρQ(r)V (r) + F({ρ¯}) +
+/−∑
i
∫
V
dr µ˜i({ρ¯})δρi(r)
+
1
2
+/−∑
ij
∫
V
dr
∂µ˜i({ρ¯})
∂ρ¯j
δρi(r)δρj(r)
+
1
2
+/−∑
ij
∫
V
dr A˜ij({ρ¯})∇ρi(r) · ∇ρj(r)
(C.2)
where F({ρ¯}) is the free energy of the homogeneous bulk system. The local-
density and square gradient coefficients are respectively given by [102]
∂µ˜i({ρ¯})
∂ρ¯j
=
kBT
ρ¯j
δij − 4pikBT
∫ ∞
0
dr r2
(
cij(r, {ρ¯}) + βZiZje
2
r
)
(C.3)
and
A˜ij({ρ¯}) = 2pi
3
kBT
∫ ∞
0
dr r4
(
cij(r, {ρ¯}) + βZiZje
2
r
)
(C.4)
According to the discussion of Chapter 6, the second and fourth momenta
of the short-range part of the direct correlation functions cSRij (r) can be com-
puted under the hypothesis that the uSRij (r) potential decays sufficiently fast.
In the molecular case, the cSRij (r) will need to be averaged over angles before
computing the momenta with respect to the distance.
Upon applying the Euler-Lagrange equations on Eq.(C.2), we find the fol-
lowing thermal equilibrium conditions for the local density variations δρ+/−(r) =
ρ+/−(r)− ρ¯+/− of the two components
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µ+ = Z+eV (r) + µ˜+({ρ¯}) +
+/−∑
j
∂µ˜+({ρ¯})
∂ρ¯j
δρj(r)−
+/−∑
j
A˜+j({ρ¯}) ∇2ρj(r)
(C.5)
µ− = Z−eV (r) + µ˜−({ρ¯}) +
+/−∑
j
∂µ˜−({ρ¯})
∂ρ¯j
δρj(r)−
+/−∑
j
A˜−j({ρ¯}) ∇2ρj(r)
(C.6)
where µ+/− = µ˜+/−({ρ¯}) are the equilibrium chemical potentials. In addition
to the electrostatic contribution, we recognize the local density contribution,
linear in δρ+/−(r), and the gradient contribution, which depend on the Lapla-
cian of δρ+/−(r).
For the sake of simplicity, we now assume the inhomogeneity to occur
only along the x Cartesian direction. Under this hypothesis, the previous
conditions simplify as
µ+ = Z+eV (x)+µ˜+({ρ¯})+
+/−∑
j
∂µ˜+({ρ¯})
∂ρ¯j
δρj(x)−
+/−∑
j
A˜+j({ρ¯}) δρ′′j (x) (C.7)
µ− = Z−eV (x)+µ˜−({ρ¯})+
+/−∑
j
∂µ˜−({ρ¯})
∂ρ¯j
δρj(x)−
+/−∑
j
A˜−j({ρ¯}) δρ′′j (x) (C.8)
Since V (x) is the electrostatic potential, one can exploit the Poisson equa-
tion to re-write Eq.(C.7) and (C.8) in the ions’ density distributions only. In
this way, we obtain a fourth order, homogeneous differential system of two
equation in the variables δρ+/−(x)
0 = −4piZ+e
+/−∑
j
Zje δρj(x) +
+/−∑
j
∂µ˜+({ρ¯})
∂ρ¯j
δρ′′j (x)−
+/−∑
j
A˜+j({ρ¯}) δρivj (x)
0 = −4piZ−e
+/−∑
j
Zje δρj(x) +
+/−∑
j
∂µ˜−({ρ¯})
∂ρ¯j
δρ′′j (x)−
+/−∑
j
A˜−j({ρ¯}) δρivj (x)
(C.9)
where the zero, second and fourth order coefficients are respectively given by
electrostatic, local-density and square-gradient contributions.
Notice that for a spherical symmetric perturbation the same equations
hold also for the reduced variables rδρ+/−(r), since the Laplace operator
would transform to
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∇2 = 1
r
∂2
∂r2
r (C.10)
For instance, this applies to the case in which the origin of the perturba-
tion is considered an ion of the system itself. Thus, the result of the analysis
will apply also to the asymptotic behaviour of the radial correlation functions
gij(r).
In order to simplify the notation, from now on the following definitions
will be used
Aij = −A˜ij({ρ¯}) Bij = ∂µ˜−({ρ¯})
∂ρ¯j
Cij = −4piZiZje2 (C.11)
C.2 Solutions
A strategy to solve the differential problem of Eq.(C.9) is to restate it as a
first order differential system of eight equations. For this purpose, we start
carrying out the following formal substitutions for the consecutive derivatives
of the variables δρ+/−(x)
Y1(x) = δρ+(x), Y2(x) = δρ
′
+(x), Y3(x) = δρ
′′
+(x), Y4(x) = δρ
′′′
+(x),
Z1(x) = δρ−(x), Z2(x) = δρ′−(x), Z3(x) = δρ
′′
−(x), Z4(x) = δρ
′′′
−(x),
Y ′4(x) = δρ
iv
+(x), Z
′
4(x) = δρ
iv
−(x)
(C.12)
With these substitutions, the differential problem becomes
A11Y
′
4(x) + A12Z
′
4(x) +B11Y3(x) +B12Z3(x) + C11Y1(x) + C12Z1(x) = 0
A21Y
′
4(x) + A22Z
′
4(x) +B21Y3(x) +B22Z3(x) + C21Y1(x) + C22Z1(x) = 0
(C.13)
Finally, we can decouple the two equations with a suitable linear combi-
nation, leading to the wanted first order differential system
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Y ′1(x) = Y2(x)
Y ′2(x) = Y3(x)
Y ′3(x) = Y4(x)
αY ′4(x) = βY3(x) + γZ3(x) + δY1(x) + Z1(x)
Z ′1(x) = Z2(x)
Z ′2(x) = Z3(x)
Z ′3(x) = Z4(x)
αZ ′4(x) = β
′Y3(x) + γ′Z3(x) + δ′Y1(x) + ′Z1(x)
(C.14)
where we have set
α = A11A22 − A221
β = A12B21 − A22B11, β′ = A21B11 − A11B12
γ = A12B22 − A22B12, γ′ = A21B12 − A11B22
δ = A12C12 − A22C11, δ′ = A21C11 − A11C21
 = A12C22 − A22C12, ′ = A21C12 − A11C22
(C.15)
Although trivial, these transformations need to be accounted for going
back from the solutions to the original δρ+/−(x) unknown functions. The
linear and homogeneous differential system of the first order can now be
written in the matrix form X ′ = AX, where
A =

0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
δ/α 0 β/α 0 /α 0 γ/α 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
δ′/α 0 β′/α 0 ′/α 0 γ′/α 0

(C.16)
while
X =
{
Y1(x) Y2(x) Y3(x) Y4(x) Z1(x) Z2(x) Z3(x) Z4(x)
}
(C.17)
In this framework, the formal solution at the problem is
X = exp{Ax}X0 (C.18)
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where X0 accounts for the initial values of the unknown functions. As a
result, given λk the (complex) eigenvalues of theA-matrix, the corresponding
eigenvectors are expected to assume the following form
eλkx, x eλkx, ..., xmk−1eλkx (C.19)
where mk represents the multiplicity of the k-th eigenvalue. The wanted
density distributions δρ+/−(x) are therefore given by a suitable linear com-
bination of these exponential functions.
Using the Python library SymPy, the symbolic determinant of the secular
matrix A− λI has been computed, leading to the characteristic polynomial
P (λ) = λ8 + aλ6 + bλ4 + cλ2 + d (C.20)
where
a = −γ + β
′
α
, b =
γβ′ − βγ′
α2
− δ + 
′
α
c =
γ′δ − δ′γ
α2
+
β′ − β′
α2
d =
′δ − δ′
α2
(C.21)
After many arithmetic passages and by exploiting the symmetry of the
cross coefficients, we finally obtain the following sixth order equation for the
eigenvalues of the A matrix
(A11A22 − A221) λ6
+ (A11B22 + A22B11 − 2A12B12) λ4
+ (A11C22 + A22C11 − 2A12C12 +B11B22 −B212) λ2
+ (B22C11 +B11C22 − 2B12C12) = 0
(C.22)
with two trivial eigenvalues λ1/2 = 0. The dimensionality reduction, from
eight to six, is due to a symmetry property contained in the zero order term
d of the characteristic polynomial, namely Z2+Z2− − (Z+Z−)2 = 0.
The roots of Eq.(C.22) can be computed analytically, solving the cubic
equation in t = λ2 and leading to λ = ±√t. Obviously, if the inhomogeneity
must vanish for x→∞, we can’t accept solutions for λ that have a positive
real part or a pure imaginary value. Hence, we have a maximum of only
three roots (instead of six) that we can accept as physically relevant.
At ordinary packing, the asymptotic density profiles must present an os-
cillating behaviour according to the long range ordering of ions. Therefore,
the discriminant of the cubic equation in t is expected to be negative and
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we obtain one real plus two conjugate complex roots. By contrast, at dilute
conditions the asymptotic density profiles must present a monotonic decay,
characteristic of a disordered condition. Therefore, we expect the discrimi-
nant to become positive, obtaining three distinct real roots in t.
Putting all together, the physically meaningful results are
• ∆ > 0 : 3 distinct real roots ⇒ monotonic decay
δρj(x) = C1 e
−γ1x + C2 e−γ2x + C3 e−γ3x (C.23)
with γ1/2/3 =
√
t1/2/3
• ∆ < 0 : 1 real + 2 conjugated complex roots ⇒ oscillatory decay
δρj(x) = C1 e
−γ1x + C2 e−γ2x cos(kx+ θ) (C.24)
with
γ1 =
√
t1 γ2 = <
[√
t2/3
]
k = = [√t2/3] (C.25)
• ∆ = 0 : 3 multiple real roots ⇒ Fisher-Widom crossover
Amplitudes and phases arise from boundary conditions.
A comparison with the lower level of approximation is easily obtained
from Eq.(C.22). Indeed, setting A˜ → 0 we immediately recover the local-
density approximation as a second order equation in λ2. Since there is no
linear term, the unique meaningful solution can only correspond to a mono-
tonic decay, whose characteristic length is given by
ΛLDA =
(
4pie2
Z2+B++ + Z
2
−B−− − 2Z+Z−B+−
B++B−− −B2+−
)−1/2
(C.26)
where
Bij =
∂µ˜i({ρ¯})
∂ρ¯j
=
kBT
ρ¯j
δij +
∂µ˜exi ({ρ¯})
∂ρ¯j
(C.27)
As expected, the LDA is not able to reproduce an oscillatory behaviour
in the asymptotic density decay.
According to the definition of the Bij coefficients, the low density Debye-
Hückel limit is immediately recovered from Eq.(C.26). In fact, since µ˜exi ({ρ¯})→
0 as ρ¯→ 0, we get the familiar Debye length
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ΛD =
(
4pie2
ρ¯+Z
2
+ + ρ¯−Z
2
−
kBT
)−1/2
(C.28)
Remarkably, an identical condition to Eq.(C.22) can be recovered from a
completely different approach based on the integral equation theory of the
homogeneous liquid [?]. Briefly summarizing, under a long-wavelength ap-
proximation of the structure factor of the homogeneous system, this approach
relies on a pole analysis of the reduced total correlation functions. Hence,
given the formal equality
rhij(r) =
1
4pi2
∫ ∞
−∞
dk(−ik)eikrhˆij(k) = 1
2pi
∑
m
R
(m)
ij e
ikmr (C.29)
one need to compute the km poles and the R
(m)
ij residues.
Once exploited the OZ equation to express hˆij(k) in term of the functions
cˆij(k) = cˆ
SR
ij (k)− βZiZj
4pie2
k2
(C.30)
the poles arise from the roots of the following expression
k2
[
1− (ρ¯+cˆ++(k) + ρ¯−cˆ−−(k))− ρ¯+ρ¯−
(
cˆ2+−(k)− cˆ++(k)cˆ−−(k)
)]
(C.31)
where the common k2 is introduced to remove the singularity carried by the
Coulomb term.
Providing that the short-range part of the direct correlation function
cSRij (r) is assumed to decay exponentially, a long-wavelength expansion of
its Fourier spectrum can be performed in even powers of k
cˆSRij (k) = C
(0)
ij + C
(2)
ij k
2 + C
(4)
ij k
4 + ... (C.32)
where the n-th coefficient is given by the 2n-th moment of the function
cSRij (r) as defined in Eq.(6.38). Up to the second order in k and inserting in
Eq.(C.31), it can be shown that an identical equation to Eq.(C.22) is found
for the km poles.
Actually, this is not so surprisingly, since, in the asymptotic limit, the
characteristic lengths of the ions’ density distributions must correspond to
the correlation lengths of the reference homogeneous system, according to
the fluctuation-dissipation theorem.
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In the following, the eigenvalue computations are performed for fluids
with either soft-core repulsion or a Lennard-Jones short-range potential, in
addition to the Coulomb interaction.
The local-density and square-gradient coefficients are directly computed
as the second and fourth moment of the functions cSRij (r), obtained from the
HNC program discussed in Appendix A.
A comparison with the lower-level of approximations is also carried out,
underlining the crucial importance of having the gradient contributions in
the free-energy functional.
C.3 Pure repulsive short-range potential
As a first example of short-range potential, let us consider a soft-core repul-
sion of the kind
uSRij (r) = ij
(σij
r
)12
(C.33)
where a symmetric system is assumed, i.e., σij = σ and ij = .
In this situation the gradient coefficients are found to be almost always
negative, since the short-range direct correlation function is negatively picked
at r ∼ σ.
Under such a conditions, the eigenvalues computations show us that,
whenever ∆ < 0, the unique real root of the cubic equation for λ2 is found
to be negative. Hence, in the solution expressed by Eq.(C.24), no mono-
tonic contribution is expected, but we observe a sharp crossover between a
monotonic and an oscillating behaviour in the asymptotic density decays.
In Fig. C.1 such a crossover is represented in a packing-temperature
diagram, with the packing fraction defined as
η =
pi
12
(
σ3++ + σ
3
−−
)
ρ¯ (C.34)
As it is shown, a monotonic behaviour is observed at high temperature
and low packing conditions, according to the Debye-Hückel limit.
In order to deeply understand the origin of the crossover between the two
different behaviour, let us compare the characteristic decay lengths that re-
sult from the square-gradient approximation (SGA) with the ones that result
from the local-density (LDA) and Debye-Hückel approximation (DHA).
In Fig. C.2 the comparison is carried out at a given temperature value,
with respect to a broad range of densities. In order to have a semi-quantitative
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Figure C.1: Fisher-Widom line in a packing-temperature diagram relative to
an electrolyte system with a pure repulsive short-range potential.
insight about a real electrolyte system in water solution, we set the ions’ di-
ameter as σ ∼ 0.3 nm and we consider a dielectric constant of water of
εH2O ∼ 78.
Figure C.2: Screening lengths comparison among different level of approxi-
mation of free energy functionals at T = 0.60 /kB.
At very low density, the DHA, the LDA and the SGA are, as expected,
very close to each other, while, as the density increases, both the LDA and the
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SGA show a more effective density decay with respect to the Debye-Hückel
predictions. Indeed, the real system undergoes a drop of entropy due to the
loss of the ions’ configurational degrees of freedom. Such a rough description
of the short-range response, essentially corresponding to make the ions to
acquire a volume, is the only one that the LDA is able to reproduce. Hence,
the drop of entropy is expected to continue until a critical packing value,
after which the LDA breaks down, predicting the crystallization of the liquid
manifested as a purely imaginary decay length. By contrast, the more flexible
description provided by the SGA allows us to observe the liquid to acquire
a long range ordering, according to the oscillatory behaviour of asymptotic
density decays. In spite of the common intuition, such an ordering is crucial
to avoid a further drop of entropy and hence a crystallization of the system.
The crossover between the two conditions is well shown by the cusp in the
decay length profile.
As a consequence of the ordering, after the crossover the screening be-
comes necessarily less effective as the density increases. Hence the charac-
teristic screening lengths start increasing over packing until they overcome
the Debye-Hückel prediction. At saturation density conditions, the square-
gradient screening length is in particular almost two times greater than the
Debye length.
This result is not only according to the one already shown by the integral
equations approach, but also to a recent experimental work where the inter-
action forces between to planar charge surface have been detected across a
wide range of electrolytes [103].
In Fig. C.3 is shown that the oscillation wave-length diverges approaching
the crossover point, while it reaches a saturation condition at high packing
values.
C.4 Lennard-Jones short-range potential
If a dispersion interaction is introduced in the short-range potential, remark-
able differences arise in respect of the previous discussion.
Hence, let us now assume that the short-range interactions are represented
by a Lennard-Jones potential
uSRij (r) = 4ij
[(σij
r
)12
−
(σij
r
)6]
(C.35)
where, once again, σij = σ and ij = .
Since the attractive dispersion forces are long-ranged with respect to the
repulsion term, the cSRij (r) functions now acquire a positive peak at distances
118APPENDIX C. ASYMPTOTIC SOLUTIONS OF THE SQUARE-GRADIENTMODEL FORA SIMPLE ELECTROLYTE
Figure C.3: Density dependence of the screening oscillation wave-length at
T = 0.60 /kB.
r ∼ σ which then decays monotonically as r−6. As a consequence, the fourth
moments are dominated by such a positive tail and the gradient coefficients
are expected to be positive.
In these conditions, the eigenvalue computations show us that a monotonic
contribution to Eq.(C.24) is always present, so that this time there isn’t any
sharp crossover in the asymptotic density decays.
In Fig. C.4 a comparison among the different decay lengths is shown with
respect to the packing factor.
In agreement with the pole analysis results of [104], the monotonic con-
tribution dominates asymptotically, while the oscillatory behaviour can be
observed only at intermediate distances. Such a difference seems to vanish
at high density. The most surprisingly aspect is certainly the discontinuous
behaviour of the decay length inside the monotonic regime of ∆ > 0. In-
deed, after a critical packing value, the decay lengths start increasing over
density, reaching a maximum value inside the oscillating regime of ∆ < 0.
At the microscopical level, this behaviour is due to the dispersion cohesive
forces, that independently from the electric valence of the ions, leads to a
general strengthening of the local inhomogeneity condition, overcoming the
ordering effect. The local maximum observed at a packing value of η ∼ 0.15,
is therefore characteristic of the optimal inter-ionic distance for the action of
the dispersion forces.
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Figure C.4: Screening lengths comparison among different level of approxi-
mation of free energy functionals at T = 0.60 /kB.
C.5 Number and charge solutions
The characteristic lengths given by the resolution of Eq.(C.22) are common
for cation and anions, and, obviously, for any linear combination of the two
density distributions. However, under some symmetry properties, a suitable
linear combination between the two variables can lead to a factorization of
the characteristic equation, corresponding to two independent asymptotic
solutions. In particular, this is the case expected for the charge and number
density distribution relative to a symmetric short-range potential. Indeed,
since the two ions are identical apart from the electrical charge, the total
number fluctuations are completely uncorrelated to the charge fluctuations,
i.e., SNQ(k) = 0, ∀ k.
As we will see, thinking in term of number and charge density distribution
allows us to better characterize and clarify the behaviour observed for the
single ion density distributions, since these variables represent in a certain
sense the natural variable of such a system. [105]
The number and charge density distributions are respectively defined as
ρN(x) = ρ+(x) + ρ−(x) (C.36)
ρQ(x) = Z+eρ+(x) + Z−eρ−(x) (C.37)
For the moment we do not assume any symmetry property between the
two ions, so that a cross NQ-correlation is possible.
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The number and charge chemical potentials are defined from the following
linear combinations
µN ≡ Z+µ− − Z−µ+
Z+ − Z− µQ ≡
Z+µ+ + Z−µ−
Z+ − Z− (C.38)
For the sake of simplicity, let us assume that the two ions have the same
net valence, i.e., Z+ = −Z− = Z. This assumption, simplify the previous
definition as
µN ≡ µ+ + µ−
2
µQ ≡ µ+ − µ−
2
(C.39)
Inserting the thermal equilibrium conditions of Eq.(C.7) and (C.8), ad ex-
ploiting the definition of Eq.(C.36) and (C.37), the linearised square-gradient
approximation states now as
µN = µ˜N({ρ¯}) +BNN({ρ¯}) δρN(x) + 1
Ze
BNQ({ρ¯}) ρQ(x)
− ANN({ρ¯}) δρ′′N(x)−
1
Ze
ANQ({ρ¯}) ρ′′Q(x)
(C.40)
µQ = ZeV (x) + µ˜Q({ρ¯}) +BQN({ρ¯}) δρN(x) + 1
Ze
BQQ({ρ¯}) ρQ(x)
− AQN({ρ¯}) δρ′′N(x)−
1
Ze
AQQ({ρ¯}) ρ′′Q(x)
(C.41)
where the local-density and square-gradient coefficients are now defined by
the second and fourth moment of a suitable linear combination of the direct
correlation functions of the homogeneous system, namely
cNN(r) =
1
4
[c++(r) + c−−(r) + 2c+−(r)] (C.42)
cQQ(r) =
1
4
[c++(r) + c−−(r)− 2c+−(r)] + βZ
2e2
r
(C.43)
cNQ(r) =
1
4
[c++(r)− c−−(r)] (C.44)
In this framework, it is clear that if a symmetric system is assumed,
cNQ(r) = 0, ∀ r, and the two thermal equilibrium equations decouple.
Since µ˜N({ρ¯}) = µN , Eq.(C.40) represents a second order and homogeneous
differential equation in the only total number density distribution
BNN({ρ¯}) δρN(x)− ANN({ρ¯}) δρ′′N(x) = 0 (C.45)
C.5. NUMBER AND CHARGE SOLUTIONS 121
with the eigenvalues given by
λ = ±
√
BNN({ρ¯})
ANN({ρ¯}) (C.46)
Hence, providing that the argument of the square root is positive, the
total number distribution can only decay monotonically. In other words, the
observed long-range ordering in the ions’ density distribution uniquely cor-
responds, in our model, to a charge ordering of the system.
Indeed, an explicit equation in the charge density distribution can be ob-
tained under applying a second derivative to Eq.(C.41), i.e., exploiting the
Poisson equation. In this way, we get the following fourth order and homo-
geneous differential equation for the variable ρQ(x)
−4piZ2e2ρQ(x) +BQQ({ρ¯}) ρ′′Q(x)− AQQ({ρ¯}) ρivQ(x) = 0 (C.47)
with the eigenvalues given by
λ = ±
√√√√BQQ({ρ¯})±√B2QQ({ρ¯})− 16piZ2e2AQQ({ρ¯})
2AQQ({ρ¯}) (C.48)
Hence, if the discriminant is found to be negative, the asymptotic decay
of the charge distribution will show a damped oscillatory behaviour according
to the charge ordering effect.
Notice that leading AQQ({ρ¯}) → 0 in Eq.(C.47), we get the eigenvalues
for the local-density approximation
λ = ±
√
4piZ2e2
BQQ({ρ¯}) (C.49)
that, as expected, correspond to a monotonic decay of the charge density.
Again, considering the definition of the coefficient
BQQ({ρ¯}) = kBT
ρ¯N
− 4pikBT
∫ ∞
0
dr r2cQQ(r) (C.50)
in the low density limit of ρ¯N → 0, we immediately recover the Debye-Hückel
approximation as
λ = ±
√
4piZ2e2ρ¯N
kBT
(C.51)
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Notice that if the number and charge thermal equilibrium conditions were
coupled, we directly obtain a characteristic equation of the sixth order, in-
stead of the eighth. The symmetry property previously found for the single
components case, is therefore implicitly contained in the number and charge
linear combination.
Remarkably, the computations of such a eigenvalues for the same symmet-
ric systems analysed previously, perfectly correspond with the one obtained
for the single component distributions. In particular, the characteristic decay
length plotted in Fig.C.2 for the case of a short-range repulsion, reflects ex-
actly the decay length of the charge density distribution. In fact, the damped
oscillatory behaviour observed after the cross-over point, is, as expected, an
oscillation in the charge density. The number density distribution is instead
found to decay monotonically much early of the charge distribution.
This is still not true for a Lennard-Jones-like short-range potential. In
fact, as shown in Fig.C.4, this time the single component distributions are
not perfectly de-phased during the oscillations, since the attractive dispersion
contribution has the effect to greatly extend the total number inhomogeneity.
This is well clarified in Fig.C.5 where the total number and charge decay
lengths are plotted over packing.
Figure C.5: Screening lengths comparison among different level of approxi-
mation of free energy functionals at T = 0.60 /kB.
As it is shown, the previously counter-intuitive behaviour of the single
component distributions now makes sense via the decomposition in the num-
ber and charge density distributions. Indeed, the sharp crossover between
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the monotonic and oscillating decay still survives in the charge density dis-
tribution, even though at higher packing with respect to the repulsive case.
C.6 Concluding remarks
The transition between a monotonic and an oscillating screening of a charged
or neutral perturbation in a fluid is a fundamental property of a liquid system,
usually summarised in the definition of the Fisher-Widom line.
In the past, this property has been analysed in the context of integral
equation theories, focusing on the complex poles of the density-density and
charge-charge response functions.
In this Appendix, an equivalent analysis has been carried out for a Coulom-
bic fluid in the context of classical density functional theory. This analysis is
based on the thermal equilibrium equations that determine the density distri-
bution functions ρ+(x) and ρ−(x). Far from any explicit perturbation of the
homogeneous fluid, these equations can be linearised and then solved analyt-
ically. First of all, this solution provides the location of the Fisher-Widom
line for the fluid under analysis. Moreover, it provides the functional form of
the charge screening far away from explicit perturbations. These functional
forms could represent the basis for simple analytical approximations, going
beyond the well known and widely used Poisson-Boltzmann approximation,
since they contain explicit information on the ion size and on the short range
ion-ion interactions.
By and large, this analysis of asymptotic correlation functions is equiva-
lent to those of previous studies, but this derivation is simpler, and it has a
wider range of application, since it does not require the explicit knowledge of
the direct correlation function, and could be applied also to molecular sys-
tems, provided they admit a simple gradient expansion of their free energy
density, following Eq.(6.33).
However, it has been pointed out that our solutions cannot reproduce the
high density oscillations of the total number density ρN(r), but only the high
density oscillation of the charge distribution ρQ(r). In a certain sense, our
model represents the natural extension of the Debye-Hückel theory, in which
the only electrostatic response of the system can be accurately reproduced.
Hence, methods of this kind could provide an appealing replacement for
the Poisson-Boltzmann equation that is widely used for homogeneous and
inhomogeneous electrolyte solutions of interest for electrochemistry.
In future studies, the asymptotic functional form can be used over an
extended range, interpolating, for instance, the radial distribution functions
obtained by more complex approaches. An example of this usage is shown
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below, where the radial distribution functions of a symmetric electrolyte
system are fitted via the amplitude and phases of the asymptotic solutions
of Eq.(C.23) and (C.24).
The figure shows that an accurate result is reproduced only at low density
conditions, while at high packing factors only the envelope of the radial
distributions can be reproduced. Indeed, the real partial radial distributions
functions of the non dilute electrolyte system presents two characteristic
wavelengths of oscillation. The longer one belongs to the charge oscillations
and it is the one that we can reproduce with our analytical solutions. The
smaller wavelength is instead associated with the total number oscillations,
which cannot be reproduced from our solutions. Notice in particular that
the latter is approximatively half of the former, since the charge oscillation is
manifested via a repetition of cations and anions through the spherical shell
structure of the high density liquid.
The proof of the previous statement is the accurate result that can be ob-
tained by fitting the only charge-charge radial distribution function (Fig.C.7).
Notice that, according to Eq.(C.48), this profile arises from a simple
dumped oscillation of the charge density distribution, namely
rρQ(r) = A exp{γr} cos(kr + θ) (C.52)
or
ρQ(x) = A exp{γx} cos(kx+ θ) (C.53)
along the x Cartesian direction. The latter form in particular can be used
to reproduce the screening of a planar charged interface, like, for instance an
electrodic surface.
In Fig.C.8 are reported the fitting results of the data obtained from a
gran-canonical Monte Carlo simulation of a rigid interface simulated via a big
spherical cavity (Rbox ∼ 20 σ) containing a primitive electrolyte model with
Z+ = −Z− = 1. The total charge to be screened by the electrolyte system
is assumed to be of Q = −300 e, but no electrical charge is really spread at
the internal surface of the cavity. Instead, the difference between the total
number of cations and anions is kept constant during the simulation, in such
a way that 〈N+〉 − 〈N−〉 = 300. Since the electrolyte system is a conductor
material, such a net charge is expected to be accumulated at the interface
with the internal surface of the cavity, reproducing the wanted screening
effect.
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(a) Monotonic regime
(b) Oscillating regime
Figure C.6: Fitting results of the radial distribution functions gij(r) obtained
via the asymptotic solutions functional forms (full lines). The gij(r) functions
(dashed lines) are computed via the same HNC program used to compute
the characteristic lengths of the asymptotic solutions.
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Figure C.7: Fitting results of the charge-charge radial distribution function
gQQ(r) obtained via the asymptotic solution functional form (red line). The
gQQ(r) data (black line) are obtained via the same HNC program used to com-
pute the characteristic lengths of the asymptotic solutions at T = 1.0 /kB
and η = 0.20.
Figure C.8: Fitting results of the charge density distribution ρQ(r) obtained
via the asymptotic solution functional form (red line). The ρQ(r) data
(black line) are obtained via a gran-canonical Monte Carlo simulation at
T = 0.6 /kB and η = 0.15.
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