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\bullet 一般のジーゲル上半空間  H_{n} の元の、行列としてのブロック分
けを一つ固定し、対角ブロックを  $\Delta$=H_{n_{1}}\times\cdots\times H_{n}. とする。
H_{n} 上のウェイ ト k のジーゲル保型形式に対するベクトル値の





















(1) ジーゲル保型形式の標準 L 関数の臨界点での特殊値は、2倍の次数





ることができる。楕円保型形式のいわゆるトリプル L 函数や、 Sym(3)




素で臨界点を変更できる。([3], [18], [4], [17]).
(2) PUllback formula は新しい保型形式をリフトにより構成するのに






先の L 関数の記述のために、林田による Maass 関係式の一般化を用







(4) Eisenstein 級数の制限から新しいカスプ形式が作れる (実際に応用
された例は多くはないが。) また制限の制約条件から、次数の高い保型







解説するとこれは、 H_{n}^{r}=H_{n}\times\cdots\times H_{n} 上の関数の H_{n} (の対角埋め
込み) に関して良いふるまいをする微分作用素の事であり、これは主










































Sp(n, \mathbb{R}) を階数 n (サイズ 2n) のシンプレクティック群とする。 GL(n, \mathbb{C})






と定義するとこれは群作用になる。  $\Gamma$\subset Sp(n, \mathbb{R}) を Sp(n,\mathbb{R}) のcovol‐
ume ffite な離散群とする。任意の  $\gamma$\in $\Gamma$ に対して  F|_{p}[ $\gamma$]=F となると
き F をウェイト  $\rho$ のジーゲル保型形式と呼ぶ。ただし、  n=1 の場合は
以上に  $\Gamma$ の各カスプで有限という条件をつける。ここで  $\rho$=det^{k} とする
とき、 |_{ $\rho$}[g]=|_{k}[\mathrm{g}] とも書く。さて、 \mathrm{n}=(n_{1}, \ldots,n_{r})(n=n_{1}+\ldots+n_{r})
を n の分割として、これを一つ固定する。 H_{\mathrm{n}}=H_{n_{1}}\times\cdots\times H_{n_{r}} とお
く。これを
H_{\mathrm{n}}\ni($\tau$_{1}, \ldots,$\tau$_{r})\rightarrow \left(\begin{array}{llll}
$\tau$_{1} & 0 & \cdots & 0\\
0 & $\tau$_{2} & 0 & 0\\
0 & 0 & \ddots & 0\\
0 & 0 & 0 & $\tau$_{r}
\end{array}\right) \in H_{n}
と対角ブロックに埋め込み、簡単のため、その像も H_{\mathrm{n}} と書くことに
する。ここで Sp(\mathrm{n},\mathbb{R})=Sp(n_{1},\mathbb{R})\times\cdots\times Sp(n_{r},\mathbb{R}) とおくと、これ
は H_{\mathrm{n}} に作用するが、領域の埋め込みに応じて Sp(\mathrm{n},\mathbb{R})\rightarrow Sp(n,\mathbb{R})
115
なる埋め込みが定義される。ここで瑞上の関数 \mathrm{F}(\mathrm{Z}) を H_{\mathrm{n}} に制限
すると、 g= (g_{1}, \ldots, 9r) \in  s_{p(\mathrm{n}}, \mathbb{R}) に対して
(F(Z)|_{k}[9]) \left(\begin{array}{llll}
T_{1} & 0 & \cdots & 0\\
0 & T_{2} & 0 & 0\\
0 & 0 & \ddots & 0\\
0 & 0 & 0 & $\tau$_{r}
\end{array}\right) = F \left(\begin{array}{llll}
T_{\mathrm{l}} & 0 & \cdots & 0\\
0 & T_{2} & 0 & 0\\
0 & 0 & \ddots & 0\\
0 & 0 & 0 & $\tau$_{r}
\end{array}\right) |_{k}^{ $\tau$ 1}[g_{1}]|_{k}^{ $\tau$ 2}[g_{2}]\cdots |_{k}^{r_{r}}[g_{r1}
となるのは明らかである。ここで |^{$\tau$_{i}} というのは $\tau$_{i} の部分のみに作用




 sp(n_{i},\mathbb{R}) に対して、 $\tau$_{i} を g_{i^{T}i} に変えて、それに \det(c_{\dot{2}}$\tau$_{i} +d_{\dot{ $\eta$}})^{-k} をか
けることを意味する。さてここで、 F を単純に制限するのはなくてそ
の前に微分作用素でずらすことを考える。今 GL_{\mathrm{n}}(\mathbb{C}) = GL_{n_{1}}(\mathbb{C}) \times
. . . \times  GL_{n_{r}}(\mathbb{C}) の表現  $\rho$ を考える。もしこれが有限次既約表現ならば、
 $\beta$ = $\rho$_{1}\otimes\cdots\otimes$\rho$_{r} と GL_{n_{i}}(\mathbb{C}) の有限次既約表現角のテンソルに分解さ
れる。 GL_{\mathrm{n}}(\mathbb{C}) の表現  $\rho$ を固定しておき、  V をその表現空間とする。
ここで H_{n} 上の正則関数に対する V 値の定数係数線形正則偏微分作用
素 \mathrm{D} に対して次の条件を考える。
条件 2_{\bullet}1_{\bullet} 任意の正則関数 F : H_{n} \rightarrow  V と任意の (g_{1}, \ldots, g_{r}) \in  sp(\mathrm{n}, \mathbb{R})
に対して、次が成立する。
(1) \{\mathrm{D}(F|_{k}[(g_{1\text{）}}\ldots, g_{r})])\} \left(\begin{array}{llll}
T_{1} & 0 & \cdots & 0\\
0 & T_{2} & 0 & 0\\
0 & 0 & \ddots & 0\\
0 & 0 & 0 & $\tau$_{r}
\end{array}\right)
= (DF) \left(\begin{array}{llll}
T_{\mathrm{l}} & 0 & \cdots & 0\\
0 & T_{2} & 0 & 0\\
0 & 0 & \ddots & 0\\
0 & 0 & 0 & $\tau$_{r}
\end{array}\right) |_{d}etk\otimes $\rho$[(g_{1}, \ldots, g_{r})]
このような \mathrm{D} がすべての既約表現  $\rho$ について、何次元存在し、また
具体的にどう書けるかを知りたい。特に  $\rho$ が有限次元既約表現のとき
には  $\rho$= $\rho$_{1}\otimes\cdots\otimes$\rho$_{r} ( $\rho$_{i} は GL_{n_{i}}(\mathbb{C}) の既約表現) となり、右辺の作
用は
|_{d}^{ $\eta$}k[9]|_{d}^{$\tau$_{2}}[g]\cdots|_{\& t$\rho$_{ $\varphi$}}^{$\tau$_{r}}[g_{r}]
となる。非常に特殊な場合は、このような \mathrm{D} は定数倍を除いて高々一
つしか存在しない。たとえば r = 2 で $\rho$_{1} = $\beta$_{2} の場合はそうである。
また n = 3, r = 3, n_{1} = n_{2} = n_{3} = 1 の場合も1次元分しか存在しな
い。しかしこのようなことは希であって、  $\rho$ の取り方によって、次元は
どんどん多くなっていくほうが普通である。こういったことすべてを
判定し、かつ実際に微分作用素を計算できる形で記述せよというのが
問題である。まず、  Z = (勘) \in  H_{n} に対して、
\displaystyle \partial Z= \frac{\partial}{\partial Z} = (\frac{1+$\delta$_{ij}\partial}{2\partial_{Z_{ij}}})_{1\leq i,j\leq n}
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と書く。これはもちろん対称行列である。 \mathrm{D} は定数係数であるから、成
分が変数の n 次対称行列 T = (砺) を考えて V 値の T の成分の多項式
P(T) で \mathrm{D}=P(\partial Z) となるものがあるはずである。よって、 \mathrm{D} を求め
ると言うことは P を求めることだと言い換えても良い。とりあえず、
このような P(T) の多重調和多項式による特徴づけは、まえから [10]
で分っている。これは P(T) を明示的に与えるわけではないが、これ
からの結果は、その結果を基礎にしているので、それから、まず説明
する。 d=2k とおく。Y = (yの を、成分を変数とする n\times d の行列
とする。以下 d\geq n と仮定しておく。このとき、 Y の成分の多項式 \overline{P}
について、 \overline{P}(Yh)=\overline{P}(Y) が任意の h\in O(d) (d 次の直交群で、複素
でも実でも結果的には同じ) に対して成立すると仮定すると、古典的
な不変式論により多項式 P(\mathrm{T}) で \tilde{P}(Y)=P(Y{}^{t}Y) となるものが一意
的に存在する。さて、任意の 1\leq i,j\leq n となる (i ,のに対して混合ラ
プラス作用素 $\Delta$_{ij}(\mathrm{Y}) を
 $\Delta$毎 (Y)=\displaystyle \sum_{ $\nu$=1}^{d}\frac{\partial^{2}}{\partial y_{i $\nu$}\partial y_{j $\nu$}}
と定義する。多項式 \overline{P}(Y) で任意の (的) に対して、  $\Delta$妖 \mathrm{Y}) \overline{P}=0 と
なるもののことを多重調和多項式という。以下では多重調和性が大切
なので、 $\Delta$_{ij}(\mathrm{Y}) を P(T) の方の言葉で書きなおしておく。これは次の
ようになる。 \partial_{ij}=(1+$\delta$_{ij})島 とおく。また
D_{ij}(d)=d\displaystyle \partial_{ij}+\sum_{k,l=1}^{n}t_{kl}\partial_{ik}\partial_{jl}
とおく。ここで T は対称行列だから tkl=t_{lk} などとしている。すると
\overline{P}(Y)=P(Y{}^{t}\mathrm{Y}) のとき、
 $\Delta$毎 (Y)\overline{P}(Y) = (D_{ij}(d)P)(\mathrm{Y}{}^{t}Y)
である。 T の成分の多項式全体のなす環を \mathbb{C}[T] と書こう。また、  1\leq
 l\leq r に対して、第 l 対角ブロックの行と列番号の集合を
I_{l}=\displaystyle \{(i,j);1+\sum_{t=0}^{l-1}n_{t}\leq i, j\leq\sum_{t=0}^{l}n_{l}\}
とおき、  I(\mathrm{n})=I_{1}\cup\cdots\cup み とおく。微分作用素を記述するのに、つ
ぎのような空間を導入する。
\mathcal{P}_{n}^{\mathrm{n}}(d)= {P(T)\in \mathbb{C}[T] ; 任意の (i,j)\in I(\mathrm{n}) に対して D_{ij}P=0}.
これは Y の言葉で言えば、 Y を n_{i}\times d 行列のブロック巧に分解すると
き、各巧について多重調和と言っても同じ事である。もし \mathrm{n}=(n) と分
割を全然しない場合は、 \overline{P}(Y) が多重調和でかつ O(d) 不変とするとこの
ような多項式は定数しかない。よって対応する P(T) も d\geq n という条
件下では定数しかない。 (d\geq n という条件をはずすと、 P(Y^{t}Y)=0 な
のに P(T)\neq 0 等と言うことがあり得るので話はややこしくなる。これ
は特異保型形式とかの話になるであろう。) よって、ここでは通常 r\geq 2
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の場合のみを考えている。次に  $\rho$ を有限次既約として、  $\rho$=$\rho$_{1}\otimes\cdots\otimes$\rho$_{r},
V=V_{1}\otimes\cdots\otimes V_{r} (各 ($\rho$_{i}, V_{i}) は GL_{n_{i}}(\mathbb{C}) の既約表現) とし、 \mathrm{P}(T) を
V 値の多項式とする。 T を \mathrm{n} に応じてブロックに分解して T=(T_{i\mathrm{j}})
と書いておく。ここで T_{ij} は n_{i}\times nj 次の行列としておく。次の2つの
条件を考える。
(1) ベクトル P(\mathrm{T}) の各成分は \mathcal{P}_{n}^{\mathrm{n}}(d) の元である。
(2) GL_{\mathrm{n}}(\mathbb{C})=GL_{n_{1}}(C)\times\cdots\times GL_{n_{f}}(\mathrm{C}) とおき、任意の A_{i}\in GL_{n_{l}}(\mathrm{C})
(i=1_{\text{）}}\ldots,r) に対して、
A= \left(\begin{array}{llll}
A_{\mathrm{l}} & 0 & \cdots & 0\\
0 & A_{2} & 0 & \\
 & \cdots & \ddots & \\
0 &  &  & A_{r}
\end{array}\right) \in GL_{n}(\mathbb{C})




Theorem 2.2 ([10]). 固定された p と d=2k に対して、 d\geq n と仮
定する。このとき微分作用素 \mathrm{D} が 「条件2.1」 を満たすための必要十










 $\eta$ (の の元である。ここでそもそもベクトル空間 \mathcal{P}_{n}^{\mathrm{n}}(d) (もちろん
無限次元) は変換 T\displaystyle \rightarrow(AT{}^{t}A)(A\in GL_{\mathrm{n}}(\mathbb{C})=\prod_{i}GL_{n_{{\$}}}.(\mathbb{C})) で閉じ
ているのが容易にわかるので、この空間全体を考えて、 GL_{\mathrm{n}}(\mathbb{C}) の表
現への分解はあとから考える方が効率が良い。それで X_{i\mathrm{j}} を  n_{i}\times\%
の変数行列として、  n\times n 行列 X を、
X= \left(\begin{array}{llll}
0_{n_{\mathrm{l}}} & X_{12} & \cdots & X_{\mathrm{l}r}\\
{}^{t}X_{12} & 0_{n2} & \cdots & X_{2r}\\
 & \cdots & \ddots & \\
{}^{t}X_{\mathrm{l}r} &  &  & 0_{n_{r}}
\end{array}\right)
とおく。つまり n\times n 行列 Xで \mathrm{n} によるブロック分けの対角ブロック
が全部 0 のものをとる。これはいわば、表現を記述するためのダミー変
118
数であり、この Xの成分の生成する環に GL_{\mathrm{n}}(\mathrm{C}) を X\rightarrow({}^{t}A_{i}X_{ij}A_{j})
と作用させた GL_{\mathrm{n}}(\mathrm{C}) の無限次元表現をとりあえず考える。このダミー
変数の多項式の係数として T の多項式を考えるのである。今、 $\sigma$_{i}(\mathrm{X}T)
(1\leq i\leq n) を
\displaystyle \det( $\lambda$ 1_{n}-XT)=\sum_{i=0}^{n}(-1)^{i}$\sigma$_{i}(XT)$\lambda$^{n-i}
と定義する。つまり $\sigma$_{i} は行列の積 XT の固有値の i 次基本対称式で
ある。ここで、 $\sigma$_{0}=1 としている。これらの $\sigma$_{i} (i\geq 1) を独立変数だ
と思うことにして、 1\leq q\leq n に対して、 \displaystyle \partial_{q}=\frac{\partial}{\partial$\sigma$_{q}} と定義する。任
意の i(1\leq i\leq n) に対して、 $\sigma$_{1},\ldots,$\sigma$_{n} の関数への微分作用素 \mathcal{M}_{i} を
\mathcal{M}_{i}= \displaystyle \sum_{0<p,q<i,0\leq p+q-i\leq n}$\sigma$_{p+q-}鵡砺.
と定義する。 \mathcal{M}_{i} には $\sigma$_{i} による微分は出てこないので、 $\sigma$_{i} を関数にか
けることと、 \mathcal{M}_{i} の作用は可換である。よって、  $\sigma$im \mathcal{M}r =\mathcal{M} im  $\sigma$野等
となる。ここで、ベッセル関数に近い級数ゐ (x) を
\displaystyle \mathrm{J}_{ $\nu$}(x)=\sum_{i=0}^{\infty}\frac{x^{i}}{i!( $\nu$+1)_{i}}=1+\frac{x}{ $\nu$+1}+\frac{x^{2}}{2( $\nu$+1)( $\nu$+2)}+\cdots
で定義する。ただし \mathrm{s} ( $\nu$+1)_{i}=\displaystyle \prod_{j=1}^{i}( $\nu$+の としている。(いわゆる
Pochhrmer symbol である 。) X の成分に関する級数 6_{U}(n) (X, T) を
6_{U}^{(\mathrm{n})} (X) T)
=\mathrm{J}_{\frac{d-n-1}{2}}($\sigma$_{n}\mathcal{M}_{n})\mathrm{J}_{\frac{d-n}{2}}($\sigma$_{n-1}\mathcal{M}_{n-1}) \cdots \displaystyle \mathrm{J}_{\frac{d-3}{2}}($\sigma$_{2}\mathcal{M}_{2})(\frac{1}{(1-$\sigma$_{1}/2)^{d-2}}) .
と定義する。ここで
\mathrm{D}_{U}=\mathfrak{G}_{U}^{\mathrm{n}}(X, \partial Z)
とおいて、これを universal diffferential operator と呼ぶことにする。
添え字の U はu皿versal というつもりである。次になぜ名前が正当化
されるかを述べる。 \mathrm{D}_{U} は値を X の成分のべき級数環 (つまりは \mathbb{C}
上無限次元の空間) にとる微分作用素である。Xの成分のなす巾級数
環を \mathbb{C}[[X]], X の成分のなす多項式の環を \mathrm{C}[\mathrm{X}] と書くことにする。
6_{U}^{\mathrm{n}}(X, T) の展開式を書くために、index を用意する。
\mathcal{N}_{0}^{\mathrm{n}}= {  $\nu$= t_{\mathrm{V}}=($\nu$_{ij})_{1\leq i,j\leq n} ; $\nu$_{ij}=0 for all (i,j)\in I(\mathrm{n}) }
とおく。この集合は、  $\nu$ \in \mathcal{N}_{0}^{\mathrm{n}} に対して、 X^{ $\nu$} = \displaystyle \prod_{1\leq i,j\leq n}x_{ij^{ij/2}}^{\mathrm{v}} =
\displaystyle \prod_{1\leq i\leq j<n}x_{ij}^{$\nu$_{ij}} とおくと、ちょうどXのゼロでない成分だけの積になっ
ていて都合がいい。任意の  $\nu$ \in \mathcal{N}_{0^{\mathrm{n}}} に対して、 T の成分の多項式
P_{ $\nu$}(T) を
6_{U}^{\mathrm{n}}(X, T)=\displaystyle \sum_{ $\nu$\in \mathcal{N}_{0}^{\mathrm{n}}}P_{ $\nu$}(T)X^{ $\nu$}
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で定義する。
Theorem 3.1. (1) d<n となる整数以外の任意の d\in \mathbb{C} に対して、
P_{ $\nu$}(T) はゼロではない。また多項式乃 (T)( $\nu$\in \mathcal{N}_{0}^{\mathrm{n}}) の全体は、P叡d).
の \mathbb{C} 上の基底となる。
(2) 任意の A\displaystyle \in GL_{\mathrm{n}}(\mathbb{C})=\prod_{\dot{ $\iota$}=1}^{r}GL_{n_{i}}(\mathbb{C}) に対して
6_{U}^{\mathrm{n}}(AT{}^{t}A,X)=\otimes_{U}^{\mathrm{n}}(T,{}^{t}AXA) .
(2) は定義と固有多項式の性質より明らかである。(1) に関しては証
明を述べる余裕はない。 n, r が一般で n_{1} =\cdots =n_{r}= 1 のときは、










ル ) から得られると言うことである。また当該の \mathrm{D} の次元もここから
得られると言うことである。 \mathrm{D}_{U} 自身は、元のウエイトを k , 行き先の
ウェイトを \mathbb{C}[[X]] 上の GL_{\mathrm{n}}(\mathbb{C}) の表現と取ったときに、前に要請した
「条件2. 1 」 と満たしているのである。もう少し詳しく述べれば、 \mathrm{C}[\mathrm{X}]
上で、作用  X\rightarrow {}^{t} AXA of A\in GL_{\mathrm{n}}(\mathbb{C}) によって得られる GL_{\mathrm{n}}(\mathbb{C}) の
表現を既約分解すれば、既約表現  $\rho$ のこの分解に現れる重複度が、す
なわち、  $\rho$ に対応する \mathrm{D} の次元になる。同じ事を、もう少し詳しく言っ
てみる。 ( $\rho$, V) を GL_{\mathrm{n}}(\displaystyle \mathbb{C})=\prod_{i=1}^{r}GL_{ni}(\mathrm{C}) の(抽象的な) 既約表現と
する。この V の基底 e . ., e_{l} を固定する。ここで、ベクトル空間
\mathfrak{B}( $\rho$) を V‐値多項式 P(T)=\displaystyle \sum_{i=1}^{l}P_{i}(T)e_{i}、であって、 P_{i}(T)\in \mathcal{P}^{\mathrm{n}}(d)
かつ
P(AT{}^{t}A)=\displaystyle \sum_{i=1}^{i}P_{i}(AT{}^{t}A)e_{i}=\sum_{i=1}^{l}P_{i}(T)( $\rho$(A)e_{i}) .
となるもの全体の空間とする。当然ながら、 P(T)\in \mathfrak{B}( $\rho$) の元に対し
て、 \mathrm{D}_{P}=P(\partial Z) とおけば、  $\rho$ に対して、「条件2.1」 を満たす微分作
用素がすべて得られる。
Theorem 3.2. 次の \mathbb{C} 上の線形同型写像が存在する。
H $\sigma$ m_{GL} (\mathrm{n},\mathrm{C})(\mathbb{C}[[X]], V)\ni c\rightarrow c(\emptyset(T,X))\in \mathfrak{B}( $\rho$) .





 $\rho$ に対して、「条件2.1」 を満たす微分作用素があるかどうかは、  GL_{\mathrm{n}}(\mathbb{C})
の既約表現  $\rho$ がいつ \mathbb{C}[X] で実現されているかにかかっている。よっ














であり、 x_{\mathrm{i}_{2}} は n\mathrm{i}\times n_{2} 行列である。これに対して、  x_{\mathrm{i}_{2}}\rightarrow {}^{t} A_{\mathrm{i}}X_{\mathrm{i}_{2}}A_{2}
(A_{1} \in GL_{n_{1}}(\mathbb{C}), A_{2} \in GL_{n_{2}}(\mathbb{C})) と作用するわけである。このときの
\mathbb{C}[X_{12}] 上での既約分解はよく知られている。ヤング図形 \mathcal{Y} の行の個数
を、(普通どう呼ぶのかよく知らないのだが) 、ここではヤング図形の
「深さ」 と呼び、depth(y) と書くことにしよう。 GL_{n_{i}}(\mathbb{C}) の既約多項
式表現は深さが n_{i} 以下のヤング図形と1対1に対応することはよく知
られている。さて、ヤング図形 \mathcal{Y} の深さを l とするとき、このヤング
図形は、  l\geq 恥の時には、  GL_{n_{0}}(\mathbb{C}) の既約表現を与えている。ここで
もちろん n_{0} は図形によって定まるわけではないから、ひとつのヤング
図形は  l\geq 鞠 となる様々なサイズの  GL_{n_{0}}(\mathbb{C}) の既約表現と対応する。
よって、一般線形群のサイズを明示するために、対応する既約表現を
$\rho$_{\mathcal{Y},n_{0}} と書くことにしよう。次が知られている。
Theorem 4.1 (Peter‐Weyl). GL_{n_{1}}(\mathbb{C})\times GL_{n2}(\mathbb{C}) の \mathbb{C}[X_{\mathrm{i}2}] 上の表現
の既約分解は
\displaystyle \mathbb{C}[X_{12}]\cong\bigoplus_{\mathrm{d}\mathrm{e}\mathrm{p}\mathrm{t}\mathrm{h}(\mathcal{Y})\leq\min(\mathrm{n}_{1},\mathrm{n}_{2})}( $\rho$ y_{n_{1}}\otimes $\rho$ y_{n_{2}})
で与えられる。
ここでは分解の重複度が1であるから、 H_{n}\rightarrow H_{n_{1}}\times H_{n_{2}}(n_{1}+n_{2}=n)
の制限に関する微分作用素は、元のウェイ ト k と行き先のウエイト
$\rho$_{\mathcal{Y},n}、 \otimes $\rho$ \mathrm{y}_{n_{2}} と指定するとき、定数倍を除き一意的に定まる。
実例。たとえば、 n_{1}=n-1, n_{2}=1 ならば、ここに登場するヤング
図形は と言う形の物しかない。これは n_{1} 方向には f 次対









は GL_{n_{i}}(\mathbb{C})\times GL_{n_{j}}(\mathbb{C}) だけであるという点には注意する。各 \mathbb{C}[X_{ij}]
に現れる既約表現を全体でテンソルすることにすると、まずあらわれ
るヤング図形は、各 (i,j) (1\leq i<j\leq r) に対して y_{ij} が一つずつあ
る。 GL_{n_{i}}(\mathbb{C}) に関係ある部分は $\rho$_{\mathcal{Y}_{ij},n_{\dot{\mathrm{B}}}} (j\neq i) だけであるから、テンソ
ルは
\displaystyle \bigotimes_{j\neq i,1\leq j\leq r} $\rho$ y_{ij},n_{i}
となる。もちろんこれは一般に既約ではな \mathrm{t}\backslash _{\mathrm{o}} G煽の既約表現のテン
ソル積の既約表現分解は Littlewood‐Richardson rule として知られて
いる (たとえば [25])。文献を参照しなくても済むように、念のため解
説しておくと、2つの既約表現に対応する2つのヤング図形を考える。
これを y_{1}, y_{2} としよう。これからこれらのテンソル積に現れるヤン
グ図形を考えたい。まず y_{2} に対して、SSYT=semi standard Young
tableaux を考える。つまり 施 に対して、右には非減少、下には増大
という条件で1から n までの数字を入れる。 ここで、このひとつの
SSYT を T と書くことにして、 T_{\geq j} で T の j 列以降の列全部からなる
盤を考える。(T_{>1}=T である。) T_{>j} に現れる1の個数、2の個数な
どを数えて、これらを順に行の箱の個数とする図形  $\Omega$(窃) を考える。
これは別にヤング図形かどうかはわからない。なぜなら、行の個数が
上から下に非増大とは限らないからである。さて、この図形に  y_{1} を
付け加える。つまり第1行には y_{1} の第1行の列の個数と  $\Omega$(T_{\lrcorner}>\cdot) の第
1行の個数を足した個数の箱を書く。以下各行について同じ事をする。
このとき、こうやって出来た図形 y^{(j)} もヤング図形かどうかはわから




のテンソルを考えよう。簡単のために s\leq t としておく。右の箱には1
が左から a 個、その右に2が b 個入るとして良い。 (a+b=s) . これ
を T として、ここで  $\Omega$(T_{\lrcorner}>\cdot) を第1行が aj 列,第2行が bj 列からな
るとすると、 y_{1} を合わせると、第1行が t+aj , 第2行が bj となる。
ここで条件 b_{j}\leq s\leq t\leq t+a_{j} であるから、これはヤング図形の条件
はいつでも満たしていいる。このときに現れるヤング図形は1行と2




単のために \mathrm{T}=2 n=2m, n_{1}=n_{2}=m としておこう。このとき、分
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解は原理的には、[8] を用いればできる。この方法は昨年 MPI に滞在
しているときに、Sahi と言う人に教わった。実は多項式 \mathbb{C}[X_{12}] で表
現を実現しておくと、GL のuniversal enveloping algebra のcenter の
生成元 $\Omega$_{i} の作用の固有値が既約表現ごとに具体的に分っていて、これ
が当然全部 (組としては) 異なるので、たとえば \mathrm{q}X_{12} ] の同次式の所
だけ考えて空間を有限次元に制限しておいて、そこに現れる $\Omega$_{i} の固有
値を $\lambda$_{i}(i\in $\Lambda$) としておいて、 \displaystyle \prod_{ $\Lambda$\ni j\neq\dot{{\$}}}($\Omega$_{i}-$\lambda$_{i})/($\lambda$_{i}-$\lambda$_{j}) などを作用
させれば、望みの空間だけ生き残ると言うわけである。これは、なる
ほどその通りなのだが、実際に実行すると、結果はあまり美しくない。









現を用いて、 H_{2m} を H_{m}\times H_{rn} に制限する場合に、我々の微分作用素の
ひとつの明示的公式を与える。より具体的に言えば、正整数 k, GL_{m}(\mathbb{C})
および任意の多項式表現  $\rho$ を一つ固定して、  H_{2m} 上の正則関数 \mathrm{F}(\mathrm{Z})








\end{array}\right)\}|_{d\mathrm{e}t^{k}\otimes $\rho$}^{ $\tau$ 1}[g_{1}]|_{\& t^{k}\otimes $\rho$}^{ $\eta$}[g_{2}].
ここで $\tau$_{i}\in H_{m} であり、 |^{$\tau$_{i}} はそれぞれが変数 $\tau$_{i} に作用することを表
す。このような \mathrm{D} は d\geq 2m ならば定数倍を除いて一意的に定まる。
\mathrm{D} を与えるというのは、 \mathrm{D}=P(\partial Z) となる多項式 P の公式を与える
と言っても同じである。
P の公式を与えるために、表現論を復習する。 U を成分が変数 u_{ij}
からなる m 次行列とする。 I(m)=\{1, 2, . . . , m\} とおく。 I, J\subset I(m)
として、 |I|=|J|=q とするとき、 U_{IJ} で U の番号が I に含まれる行
と J に含まれる列からなる小行列式を表す。簡単のためにこれを (I, J)
小行列式と呼ぼう。また I=\{1, 2, . . . , q\} のとき、 UIJ=U_{J} と書くこ
とにする。一方で U_{IJ} で行と列の番号が、それぞれ I, J 以外のものの
n-q 次の行列の行列式に (-1)^{i_{1}+\cdots+i_{q}+j_{1}+\cdots+j_{q}} (ただし I=\{i_{1}, \ldots, i_{q}\},
J=\{j_{1}, . ..,j_{\mathrm{q}}\}) をかけたものを表す。これは (I, J) 余因子という。た
とえば  I=J=\emptyset ならば砺\emptyset=\det(U) である。 1\leq i,j\leq 2n となる
整数 i, j に対して、 D_{ij}=D_{ij}(d) (d=2k) を前と同様に定義する。ま
た 1\leq i,j\leq n に対して、 $\Delta$_{ij}=D_{i,j+n}(d) とおき、微分を成分とする
n 次行列を  $\Delta$=( $\Delta$の で定める。これはつまり  2m 次対称行列 (D_{ij})
を m 次の小ブロックに分けるとき、右上の m 次のブロックを取って
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と m 次ブロックに分けて、また 0 以上の整数 l に対して、
R_{\det^{l}}(T)=\det(T_{\mathrm{i}\mathrm{i}}T_{22}) (d-7n-1)/2+$\iota$_{\det( $\Delta$)^{l}\det(T_{\mathrm{i}\mathrm{i}}T_{22})^{(m+1-d)/2}}
とする。さらに U 以外に、変数 w_{ij} からなる n 次行列 W = (wの を
もう一つ用意する。 1\leq q\leq m-1 となる整数 q に対して、
R_{q}=\displaystyle \sum_{I,J\subset I(rn),|I|=|J|=q}U_{I}W_{J}\tilde{ $\Delta$}_{IJ}
とおく。これは砺の関数への微分作用素と見なしている。さて、 p は
Yoimg 図形 y と1対1に対応している。Young 図形 \mathcal{Y} というのは
というように、 $\lambda$_{1}\geq$\lambda$_{2}\geq\cdots\geq$\lambda$_{m}\geq 0 となるような整数 $\lambda$_{i} 分の個数
の箱を書いて並べた図形である。ここでこのパラメータ $\lambda$_{i} を用いて、
Young 図形に対応して、 T, U, W の成分の関数乃を
P_{\mathcal{Y}}(T, U, W)=\det(UW)^{$\lambda$_{m}}\cdot R_{1}^{$\lambda$_{1}-$\lambda$_{2}}R_{2}^{$\lambda$_{2}-$\lambda$_{3}}\cdots R_{rn-1}^{$\lambda$_{m-1}-$\lambda$_{m}}R_{\det^{$\lambda$_{1}}}(T)
で定義する。ここで R_{\det^{$\lambda$_{1}}}(T) は T の関数であるが、 R_{q}(1\leq q\leq m-1)
は微分作用素であって、これらを最初の関数に順に作用させて P_{\mathcal{Y}} が
得られている。
Theorem 5.1. (1)R_{\det^{l}}(T) は T の成分の多項式である。よって特に
P_{\mathcal{Y}}(T, U, W) も多項式である。
(2) P_{y} の U, W 成分の多項式としての係数は、 T の多項式であり、ま
たこれは \mathcal{P}_{2m}^{(rn,m)}(d) に属する。
(3) 任意の A_{1}, A_{2}\in GL_{m}(\mathrm{C}) に対して、
P_{y}((A_{i}T_{\mathrm{i}j}{}^{t}A_{j})_{1\leq i,\mathrm{j}\leq 2}, U, W)=
=R_{y}(T, UA_{1}, WA_{2})=( $\rho$(A_{1})\otimes $\rho$(A_{2})P_{\mathcal{Y}})(T, U, W)
となる。
少し補足をしておかないとこの定理の意昧がわからないと思うので、
組合せ表現論から少し復習する。今 U の多項式全体を考えると  U\rightarrow
 UA(A\in によりこれは stable であるが、ここで既約表現を
実現する方法を考える。これはたとえば、[24] などにでている。小行
列式防 (I\subset I(m)) で \mathbb{C} 上生成される代数を Plücker algebra と言う。
これも GL_{m}(\mathbb{C}) で不変である。さて、ヤング図形 y に対して、 \displaystyle \prod_{I}U_{I}
で I\subset I(m) が |I|=q となるものが $\lambda$_{q}-$\lambda$_{q+1} 個あるようなものを渉
る積とする。ただし $\lambda$_{m+1}=0 とおく。このような小行列式の単項式
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全体の \mathbb{C} 上の線形結合からなる空間を V(y) と書く。これが \mathcal{Y} に対
応する  $\rho$ の既約表現空間を与える。注意として、このような単項式全
体は別に線形独立ではない。(Plücker関係式がある。)  V(y) の基底は
特に canonical な基底は存在しないが、 y 上の SSYT =\mathrm{s}\mathrm{e}\mathrm{m}\mathrm{i}‐standard
Young tableaux (右には単調非減少、下には単調増大になるように1か
ら m までの数字を埋めた盤) と1対1になるように基底のベクトルを




とえば $\lambda$_{1}=\cdots=$\lambda$_{rn} ならば、 V(y)=\mathbb{C}\det(U)^{$\lambda$_{m}} である。
以上により、もし  $\rho$\otimes $\rho$ を実現したければ、  U, W という2つの独立
な行列を作って、上の単項式どうしの積全体を考えれば良いのである。









\mathrm{D}=P_{y}(\partial Z, U, W) (Z\in H_{2rn})
とおくと、





\end{array}\right) ($\tau$_{1}, $\tau$_{2}\in H_{7n})
は、 $\tau$_{1}, $\tau$_{2} のそれぞれについて、ウェイトがde t^{k}\otimes$\rho$_{\mathcal{Y}} のジーゲル保型
形式である。
ちなみに、 P_{\mathcal{Y}} の定義に於ける R_{\& t^{$\lambda$_{1}}} の部分についてコメントしてお
く。実際には微分作用素としては、ウェイトで \det を増やす部分の巾は





なみに単に det^{$\lambda$_{m}} にあげるだけなのなら、これは $\lambda$_{1}=$\lambda$_{2}=\cdots=$\lambda$_{m}
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