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Preface
This book aims to summarize in a consistent way the authors’ results in at-
tempting to build spatially finite and time-stable models of photon-like objects
through extending Maxwell vacuum equations to local energy-momentum ex-
change relations and making use of modern differential geometry. In partic-
ular, we interpret dynamically Frobenius integrability theory of distributions
on manifolds through an appropriate ϕ-extension along p-vector fields of the
classical Lie derivative, and give interaction interpretation of the nonintegra-
bility of subdistributions of an integrable distribution recognizing physically
these subdistributions as time-stable subsystems of the field object considered
and formally presented by the integrable distribution. The space-time propa-
gation of our photon-like object is, of course, along appropriate symmetry of
the representing distribution.
Such a purpose presumes some clarifying of the following two initial mo-
ments, one from mathematical viewpoint, and one from physical viewpoint.
These two moments are related to the mathematical concept of equality.
Let’s begin with the mathematical one.
Equality : ” = ”, is one of the basic concepts used almost everywhere in
mathematics. Generally speaking, it means that on the two sides of ” = ” stays
the same thing. Formally this concept means that [1] the symbols on the two
sides of ” = ” represent the same element, where the concept of ”element” is
understood as it is introduced in set theory [1]: a set consists of elements which
are capable of possessing certain properties and having certain relations between
themselves or with elements of other sets. This viewpoint allows to define an
element in various ways, since the same element may be considered as element
of different sets. For example, the real number 2 can be expressed as 3− 1 =
6
3
= 2sin(π
2
) = . . . . The important moment here is that if we are preliminary
sure about this, we could write down equation in the sense 3 − x = 6
3
, so
our initial categorical confidence that on the two sides stays the same element
leads to the conclusion x = 1. This is appropriately extended, of course, to
equations/relations where we declare equality of mathematical quantities of
more complicated structure like tensor fields, differential operators, etc.
Let’s turn now to physics.
In theoretical physics the basic two concepts are physical object and physi-
cal interaction, i.e. interaction, or mutual influence, between/among physical
objects. More or less, ”physical objects” are mathematically interpreted as
elements, and ”physical interactions” are mathematically interpreted as inter-
dependences between/among the corresponding mathematical images of the
physical objects considered.
An important ”difference” between mathematical elements and physical
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objects is that the mathematical objects are indestructible in nature, their ex-
istence has nothing to do with time, while physical objects are destructible in
nature, and may transform to different ones, so, they are time-existent enti-
ties. This motivates to work in theoretical physics not directly with ”physical
objects”, but with the mathematical image of their physical appearance, also,
with mathematical images of corresponding physical characteristics of the ob-
jects considered, these mathematical images are called physical quantities,
they represent their dynamical appearance. Therefore, physical quantities may
have various mathematical structure: scalars, tensor fields, curvature forms,
etc., but behind their mathematical nature always stays their physical nature.
So, any relation in theoretical physics must duly respect these both aspects.
And the adequate understanding here does not reduce to the physical dimen-
sion of the quantities we are going to equalize, although in particular cases
physicists make appropriate compromises putting some dimensional constant
on the one side of the relation in question, for example: ∆ϕ = kρ, rotE = k j.
If we ask, for example, ”which physical quantity can be expressed, first, as ∆ϕ,
and, second, as kρ”, we could hardly find satisfactory answer. This aspect of
any relation in theoretical physics should not be neglected, and this is very
important when the relation has the sense of equation, i.e. when an unknown
quantity is meant to be determined by this relation.
In conclusion, we must be preliminary sure, that writing down equality
having physical sense, on the two sides of ” = ” we are putting the same quan-
tity from quantitative and form qualitative point of view, e.g. mass, energy,
momentum change, energy flow, etc. Therefore, the more universal is a physi-
cal quantity, the more useful from theoretical point of view it is, because, we
are able to express it in various ways. This suggests that a reliable principle
of theoretical physics should be: find out such physical quantities, separate
the conservative ones, and when dynamical equations will be of interest, write
down corresponding local balance relations for them.
The above principle suggests to pay due respect to the general problem of
theoretical physics: which relations should be trusted as basic/fundamental
from theoretical point of view, those that express directly verifiable local bal-
ance relations of conservative quantities, or those from which we have been
clever enough to formally deduce directly verifiable by experiment correspond-
ing balance relations of conservative quantities. We illustrate this by the fol-
lowing example. From phenomenological viewpoint, the force fields of the
Coulomb kind qE, where ”q” is the charge of a charged particle and E = Q
r2
∂
∂r
is the external electric field and this system is isolated, work good. But, from
theoretical viewpoint, we can ask:
1. Where in the local balance relation d
dt
(mqv) = qE is the necessarily
available in reality field Eq of the charge ”q”, and close to the q-particle its
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own field Eq can in NO way be neglected?
2. Why the q-particle should detect the external field if its field Eq should
be neglected as local factor? Why we should accept such asymmetry, where
one of the fields, EQ, presents locally, and the other one, Eq, presents through
the integral
∫
S2
∗Eq = q?
3. Why distinguished monographs and textbooks avoid the question : do
both fields Eq and EQ interact locally, at every point where they are well
defined? Such a question seems quite reasonable in view of the same physical
nature of the considered fields.
4. In what sense the relation d
dt
(mqv) = qEQ is considered as local energy-
momentum balance relation in view of the static nature of the external field
EQ, therefore its energy must also be static, i.e. not time-dependent. This
field satisfies the vacuum Maxwell equations, so, it conserves its energy, and
its momentum is zero in the Q-proper frame, because the Poynting vector
is zero! Hence, where the theoretically presupposed and experimentally con-
firmed mechanical energy-momentum change of the (mq)-particle will come
from?
It is intuitively clear that each of the charged particles guarantees its sta-
bility by means of establishing and supporting a permanent interaction with
the environment leading to appropriate dynamical equilibrium with the envi-
ronment, and each of the two fields represents availability of such a dynamical
equilibrium. Clearly, the closer are the particles the stronger will be the mutual
influence of the two fields, so each particle will aim at corresponding compen-
sation of its disturbed equilibrium with the environment, and the observed and
measured change of the mechanical state allows corresponding experimental
study and appropriate theoretical description.
The above remarks show that making use of the term external for one of the
fields, and neglecting the local nature of the other field, theorists, trying to find
corresponding mechanical trajectories of the particles, have transformed the
local interaction between the two fields to action of one of the fields upon the
charge of the other particle, and all this to result in the observed corresponding
change of its mechanical state.
Note that these remarks stay in force in almost all classical mechanics
where, as a rule, the so called force-fields are static, the kinetic energy of the
test particle can not change at the expense of the energy of the external static
field no matter how it is introduced: directly, or through the gradient of the
so called potential function.
One possible way out of these problems seems to be to abandon the inter-
pretation of qE in the equation d
dt
(mqv) = qE as vector field on R
3. It should
be something else that to be constructed out of both fields E and Eq. More-
over, the static nature of what is denoted by E suggests that the induced and
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observed mechanical changes are rather configurational, i.e., caused by integral
for the system factors, than local dynamical.
We turn now to the above mentioned and widely used term potential. In
the Coulomb case it is usually accepted that the field E = Q
r2
∂
∂r
is generated
by differentiating the function U = −Q
r
, but what in these two expressions
is ”r”, is it spatial coordinate so that these quantities E, U to be considered
as local fields? If we assume the coordinate sense of r, then there is not cor-
rect theoretical interpretation of the observable interaction since these fields
are static. Of course, if we have two charges q, Q, there are well defined such
field quantities, but in the balance relation d
dt
(mqv) = qE it seems to par-
ticipate another quantity, which has rather integral sense than local one, so,
in this balance relation local coordinates should not participate. In fact, in
the experimentally established Coulomb law the distance R between the two
charged particles participates, and this R is not coordinate, and one strongly
supporting consideration in this direction is that each of the two fields is not
defined inside the 3-volumes occupied by the particles, otherwise, the topolog-
ical nature of the electric charge as defined by the Gauss-Stokes theorem is
under question.
Although we shall give a detailed consideration of these inconsistencies fur-
ther in the book, our main goal is to find theoretical description of spatially
finite time-stable objects of photon-like nature, i.e. real entities that can exist
only if they propagate in space in a consistent translational and periodically
rotational manner with constant translational speed equal to the speed of light
in vacuum, and constant intrinsically defined action for one period. Classical
Maxwell pure field equations have not such solutions, since each scalar compo-
nent of the electric E and magnetic B fields necessarily satisfies the classical
D’Alembert wave equation ϕ = 0, which does not admit such solutions.
These Maxwell equations a priori assume space-time recognizablity of E,B as
formal tmages of spatially propagating physical subsystems of the field, and
internal local mutual influence, i.e. local energy-momentum exchange, between
the electric and magnetic vector constituents of the electromagnetic field, but
the corresponding local energy density 1
2
(E2+B2) says: each of E and B may
carry energy, the total local energy density is a sum of the two energy densi-
ties, and there is no local interaction energy between E and B. Moreover, if
E,B are time-recognizable and spatially propagating subsystems of a propa-
gating field object, then each of the two vector components E,B should carry
momentum, but the theory does not allow this, the local momentum is propor-
tional to E×B. Finally, the very equations can not be directly verified since
they have not direct energy-momentum balance sense, and physical science
does not have appropriate devices to verify them directly. In the experiment
physics always establishes energy-momentum exchange relations, so it seems
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more reliable to assume as basic theoretical equations namely relations having
energy-momentum exchange nature.
Having in view these remarks, the viewpoint that we shall follow in this
book assumes that we have to pass to dynamical equations having direct local
energy-momentum exchange sense between two (or more) appropriately de-
fined subsystems of the field object considered, and that the way of space-time
propagation has to be defined intrinsically, i.e. along infinitesimal symmetry.
In brief our view on choosing appropriate mathematics is the following:
The geometric theory concerned with symmetries and integra-
bility/nonintegrability of distributions/differential systems on man-
ifolds represents good machinery in this respect. In particular, if
a time-stable and space-time evolving spatially finite physical sys-
tem Σ is represented formally by an integrable distribution ∆ on a
manifold, then the developed in the book ϕ-extended Lie deriva-
tive is used to differentially interconnect the interacting subsys-
tems Σi ⊂ Σ, i = 1, 2, ..., formally represented by the subdistributions
∆i ⊂ ∆, i = 1, 2, .... Now the nonintegrability determined curvature
forms Ωi, i = 1, 2, ... of some subdistributions ∆i ⊂ ∆, i = 1, 2, ... of ∆ ap-
pear as appropriate mathematical tools performing the interconnec-
tions between/among the interacting subsystems Σi ⊂ Σ, i = 1, 2, ....
The interior products of the values of Ωi with the volume forms of the
corresponding Pfaff systems can be interpreted then as local quanti-
ties of available energy-momentum exchange, justifying in this way
the intrinsic dynamical nature of Σ and its space-time evolution.
We shall show that this program of passing to appropriate direct local
energy-momentum balance relations as dynamical field equations is an ade-
quate framework and can be correctly carried out in nonrelativistic and rel-
ativistic approaches to description of electromagnetic field objects. We give
priority to the relativistic approach since we can not consider the absolute
character of time in the nonrelativistic approach as sufficiently motivated. The
time coordinate ξ = ct has to be frame dependent, because this view natu-
rally corresponds to the pragmatic use of ξ in the theory, namely, to compare
the speeds of a class of real processes, relating all of these processes to one
of them that has been chosen for referent one. Therefore, we must know how
to transform the theoretical quantities and relations when passing to another
reference process inside the same class. Moreover, the transversal character of
the time coordinate with respect to the spatial ones allows to introduce directly
additional 1-dimensional space-time subspace, defined by the space-time prop-
agation vector field ζ¯, and to connect with every stress generating vector field
X the 2-dimensional subdistribution X ∧ ζ¯ ⊂ ∆. These naturally arising 2-
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dimensional subdistributions we consider as models of elementary recognizable,
interacting and time-stable subsystems, and their interaction then is naturally
to be described in terms of the corresponding curvature forms. The zero value
of the appropriately introduced and correspondingly constructed ϕ-extended
Lie derivative separates those couples among these 2-dimensional subdistribu-
tions which intercommunicate by means of their curvature forms, on one hand,
and protects the recognizability of each subdistribution, on the other hand.
We pass now to the summary of the contents of this book.
The book consists of four parts, eleven sections, a retrospect and three
appendices.
The first part, ”Algebraic and Geometric Preliminaries”, introduces
the necessary mathematical concepts from modern point of view in a way we
consider as appropriate for mathematically inclined physicists. We followed
the idea that the intrinsic harmony and consistency of (multilinear)algebra and
differential geometry of smooth manifolds appears to be a good mathematical
image of the existing harmony among physical objects and their interactions
that we permanently meet in the physical world. The time-recognizable multi-
aspect nature of any physical object we consider as a sufficient motivation for
making use of appropriate parts of multilinear algebra, such as the symmetric
and antisymmetric ones.
Chapter I is devoted to the quite appropriate for use in theoretical physics
algebraic concepts and relations such as morphisms and isomorphisms of alge-
braic structure(s), subspace, (anti)derivation(s), duality. We mention here the
Poincare isomorphism (Sec.1.4.2.), the interior product of multivectors with ex-
terior forms introducing the physically motivated terms attraction/sensitivity,
the various brackets (Sec.1.4.3), the associated to a projection map algebraic
curvature and cocurvature, and the properties of isometries (Sec.1.5.2).
Chapter II introduces the basic concepts of manifold and bundle theo-
ries. There follow tangent and cotangent bundles, vector and covector fields,
and the associated and very important for physics concept of flow of a vector
field. Then we consider the tensor algebra over a manifold, together with the
extremely important concepts of Lie derivative and its generalizations with
respect to multivector fields and additional multilinear maps for vector val-
ued differential forms (Sec.2.8.4); exterior derivative, coderivative and their
generalizations to vector valued differential forms. Orientation and integra-
tion of differential forms together with the Stokes formula are given in Sec.2.9.
The basics of Lie groups and their actions on manifolds, together with the
corresponding concepts are given in Sec.2.10.
In Chapter III of this part we give the most important math-concepts used
further in the modelling of photon-like objects. These are: distributions and
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codistributions on a manifold, integral manifolds for distributions, integral and
local symmetries of distributions and Frobenius curvature of distributions. In
Sec.3.2.3 we introduce the ”curvature interaction operators”, the correspond-
ing ”local flows of exchange” between two nonintegrable distributions and the
concept of ”dynamical equilibrium” between two such distributions in terms of
the introduced ϕ-extended Lie derivative. Further these concepts are worked
out in terms of projections in tangent bundles explicitly in coordinate bases.
In the sections 3.4 and 3.5 these concepts and relations are made compatible
with the bundle structure in the smooth and principal bundle cases: connec-
tion forms, curvature forms, covariant and exterior covariant derivatives. The
case of vector valued forms together with given representation of the Lie group
are also considered. Sections 3.6 and 3.7 are devoted to linear connections
in vector bundles, corresponding covariant derivatives and curvature relations,
in particular, in Sec.3.7.1 is given the ϕ-extended version of the covariant
Lie derivative. In Sec.3.7.3 we introduce the new concept of generalized par-
allelism. Finally, in Sec. 3.7.4 and 3.7.5 riemannian connections in vector
bundles and in tangent bundles are considered.
The second part of the book, named ”Basics of classical mechanics
and vacuum electrodynamics” consists of 3 chapters and 13 sections. In
Chapter IV we introduce and comment our vision about such basic concepts
in theoretical physics as physical object, physical interaction, admissible and
nonadmissible changes of physical objects, symmetries and corresponding con-
servation laws. We come to the understanding that the concept of energy-
momentum is appropriate enough to be used as universal measure of interac-
tion between/among physical objects, so, every physical object should carry
energy, and every quantity of energy should be carried by some physical ob-
ject. We also come to the conclusion that admissible changes for an object are
those, the projections of which on the very object are not essential, so equal-
izing these projections to zero we obtain some of the dynamical equations
describing admissible evolution of the object considered.
Chapter V begins with geometrical formulation of classical mechanics of
point-like objects in presence of external fields. We note that the beautiful
geometry there does not fully corresponds to some beautiful physics since
the external field usually has static nature, so, its possible influence on the
behavior of the point-like object is under question in view of the required
energy-momentum transfer from the field to the particle, but a static physical
field can NOT do this: all its physical characteristics do not change with time
and it has ZERO intrinsic momentum. Then we discuss the concepts of stress
in terms of stress tensor of Maxwell type, and the concept of strain in terms
of the Lie derivative of the euclidean metric along a vector field defined by the
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stress. Further, after recalling some formal aspects of special Relativity, we
discuss the concept of field, wave, solitary wave and solitons. The subsection
5.4.3. is important since there can be found some realizations of our view
on differential equations describing evolution of a field object consisting of
interacting time-recognizable subsystems of field nature.
Chapter VI presents classical vacuum electrodynamics in a way appropriate
for a future development as we see it. We analyze the Coulomb law and come
to the conclusion that the so called Coulomb potential has not local nature,
that it is rather an integral quantity, namely, an integral interaction energy
U of the fields, topologically generated by each of the two charged particles,
and the observed mechanical behavior of the two particles is a consequence of
the tendency of the whole (isolated) system toward configurations with less
values of U . Then in Sec.6.1.2 we present the vacuum Maxwell equations as
we see them, in Sec.6.2.2 we consider the duality symmetry, in Sec.6.2.3 we
give invariant definitions of the concepts of Amplitude and Phase of a vacuum
solution in terms of the invariants of the introduced electromagnetic frame.
After considering the relativistic (nonvariational) formulation of Maxwell vac-
uum equations in Sec.6.2.4 we pass to more general local conservation relations
and laws in relativistic terms in Sec.6.3 in terms of the extended Lie deriva-
tive and curvature forms. We specially note the final relations/equations in
Sec.6.3.3, which we consider as basic in our approach since, making use of the
ϕ-extended Lie derivative representation of the Frobenius criteria for integra-
bility/nonintegrability of distributions, we can unify in one relation the view
about possible mathematical representation of the physical notion of compati-
ble and consistent coexistence of a number of interacting physical field systems
which we may perceive/apprehend as one composite physical field system. Fur-
ther in Sec.6.4 we give some additional considerations and views on Maxwell
equations and give a glimpse on the gauge idea.
Chapter VII is devoted to the non-relativistic approach to the developed
by the authors Extended Electrodynamics (EED). We formulate and apply
the understanding that any real time dependent and spatially propagating
electromagnetic field object demonstrates physical appearance consisting of
two interacting subsystems (Σ1,Σ2), and each subsystem is described by two
partner-fields inside the α(x, y, z; t)-family
(E ,B) = (E cosα−B sinα; E sinα +B cosα),
Σ1 = (Eα1 ,Bα1),Σ2 = (Eα2,Bα2), giving the same Maxwell stress-energy tensor.
Each partner-field has electric and magnetic constituents, and each partner-
field is determined by the other through (±π
2
) - rotation-like transformation.
Both partner-fields carry the same energy-momentum and minimize the sum
of the two squared invariants: I21+I
2
2 > 0. The dynamical appearance of a free
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real time-dependent electromagnetic field could be considered as establishing
and maintaining local energy-momentum exchange partnership between the
two subsystems, and since these partnering subsystems carry always the same
stress-energy-momentum, the allowed exchange is necessarily simultaneous and
in equal quantities, so, each partner ”conserves” its energy-momentum. The
final equations in nonrelativistic terms are put in a frame at the end of Sec.7.4.
In Sec.7.5 we consider some basic properties of the nonlinear solutions of our
equations, in particular we show in nonrelativistic terms that all nonlinear
solutions have zero invariants, they may have finite spatial carrier, and, so, to
present spatially finite solutions of photon-like nature. In Sec.7.6 we consider
the nonlinear analogs of the classical electric and magnetic fields, introduce
the very important concept of scale factor of a nonlinear solution and show
how a physically understandable analog of the Planck constant as invariant
characteristic of a nonlinear solution naturally arises.
Chapter VIII presents the relativistic approach to EED. First we prove
the well known Rainich identity for the energy-momentum tensor, then recall
some properties of null differential 2-forms on Minkowski space-time, and in
Sec.8.3.2. we deduce the EED-equations in coordinate free way by means of
the ϕ-extended Lie derivative in d-form and in δ-form. Up to the next Sec.8.4
we study the properties of the equations and their nonlinear solutions. Sec.8.4.
is devoted to the homology properties of the energy-momentum tensor for null
fields. Section 8.5 describes all nonlinear solutions. In Sec.8.6 we consider the
duality properties of the equations and their solutions for constant and point-
dependent parameters of the duality matrix. Sec.8.7 represents two other
views on the EED-equations in terms of Λ1(M,G)-valued, and in terms of
appropriately defined LΛ2(M)-valued 1-forms, where G is the Lie algebra of the
duality group. And in Sec.8.8 we give various ways to define the spin for a
nonlinear solution. It is seen that the spin is always generated by the internal
energy-momentum exchange between the two subsystems. Finally, a picture
of a theoretical example with helical-like spatial structure is given.
Part III of the book is named ”Photon-like objects”.
Chapter IX, introduces and comments our physical notion of photon-like
object (PhLO). It reads as follows:
PhLO are real massless time-stable physical objects with an
intrinsically compatible and time-recognizable
translational-rotational dynamical structure.
Chapter X represents one of the key moments of this book , namely, recog-
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nizing the geometrical concept of Frobenius curvature as the most appropriate
mathematical object for theoretical adequate of the physical concept for local
field interaction. So, from physical point of view, Frobenius integrability of a
finite distribution naturally corresponds to a propagating spatially finite field
object along the external (shuffling) null local symmetry of the distribution,
and Frobenius nonintegrability of the subdistributions naturally corresponds to
internal local field interaction between/among the corresponding subsystems
and is fully described in terms of the well defined curvature forms.
Section 10.1 introduces and gives the corresponding exact formulations of
the important concept of local dynamical equilibrium . Section 10.2 presents
the theoretical description of photon-like objects directly in terms of distribu-
tions on Minkowski space-time, gives explicit expressions of the scale factor of
a solution, of the internal curvature forms and their values, and the interior
product projections on the corresponding volume forms, obtaining in this way
the local energy-momentum exchanges between the subsystems. Section 10.3
gives the formulations in terms of nonlinear connections: projections, curva-
ture forms, scale factor, proves the dual invariance of the scale factor, and as-
sociates these geometric quantities to the local energy-momentum exchanges.
Finally, Section 10.4 shows how to obtain the corresponding description in
terms of strain tensors defined by the Minkowski metric and the before intro-
duced space-like 2-dimensional integrable distribution. It deserves noting the
positive definitness of these two covariant symmetric strain tensors.
Chapter XI shows three ways to generate spatially finite photon-like solu-
tions of linear equations under additional conditions on the fields.
A part of the new nonlinear solutions found and called by us photon-like,
carry helical-like space-time structure, i.e. at every moment they fill in a
smoothed out finite part of a spatial tube around a circular helix of height
2πLo and pitch Lo, they propagate along the prolongation of this helical tube
with constant translational velocity c and, of course, with constant period
T = 2πLo
c
, they carry finite total energy E and, so, a specific action h = ET .
In the Retrospect the accent is mainly on the new visions and their real-
izations as appropriate tools for describing essential aspects of mathematical
and physical objects.
Appendix A considers a possible way to extend the theory to not photon-
like objects. The extension made is illustrated with 3-dimensional extension
of some popular (1+1)-soliton solutions.
Appendix B considers an attempt to generalization of EED to an unified
description of photon-like objects propagating along various null directions as
well as possible interaction of overlapping photon-like solutions propagating
along the same null direction.
Appendix C gives various interesting from physical point of view applica-
x
tions of our ”generalized parallelism” approach given in Sec.3.7.3, in particular,
a natural nonlinearization of Yang-Mills theory.
Finally, we give a list of our earlier papers related to the subject.
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Part I
Algebraic and Geometric
Preliminaries
1
Chapter 1
Algebraic concepts and
relations. Morphisms.
1.1 Basic Concepts and Structures
We begin with recalling some initial concepts that are needed before to intro-
duce the basic concept of linear algebra, namely the concept of linear space.
• Mathematics works basically with two kinds of concepts: sets and maps.
A set consists of elements which are able to carry properties and to
participate in relations within the given set or with elements of other
sets. These properties and relations are expressible through the maps.
The set of all admissible maps inside a given set S defines the internal
structure of S. This structure defines how an element x ∈ S exists among
the rest elements of S.
• If the set S consists of the elements (a, b, c, . . . ), then we say that a map
ϕ : S → S : b = ϕ(a) maps/transforms a to b. Such maps are called
sometimes functions. A map ϕ : S × S → S : ϕ(a, b) = c is called
sometimes binary. Maps may compose: ϕ ◦ ϕ(a) = ϕ(ϕ(a)).
• The set ϕ(S) ⊂ S is called image of ϕ : S → S. The set of all elements
of S that are mapped to the same element b ∈ S are called opposite of b
with respect to ϕ and are denoted by ϕ−1(b).
• The map ϕ : S → W , where W is in general another set, is called
injective if different elements of S are mapped to different elements of
W ; and ϕ : S →W is called surjective if every element of W is an image
of some element(s) of S. Now, ϕ : S → W is called bijective if it is
injective and surjective. Every bijective map ϕ : S → W has opposite
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ϕ−1 : W → S : ϕ−1(ϕ(a)) = a, a ∈ S. Every set has identity map:
idS(a) = a.
• If ϕ : S → S, then the sets ϕ−1(x) ⊂ S, x ∈ S, do not intersect and
their union gives the whole S, so, equivalence relation is established:
two elements of S are ϕ-equivalent if they live in the same ϕ−1(x) for
some x ∈ S. Every map f : S → W factors with respect to ϕ if there is
a map g : S → W , such that f = g ◦ ϕ. In such a case f has the same
value on the whole equivalence class ϕ−1(x) of x ∈ S.
• If ϕ : S → S and ψ : W → W are bijective and f : S → W satisfies
f ◦ ϕ = ψ ◦ f then f is called splitting operator for the couple (ϕ, ψ). If
f is bijective we could write equivalently in such case ψ = f ◦ ϕ ◦ f−1,
or ϕ = (f−1) ◦ ψ ◦ f
• The element x ∈ S is called invariant with respect to ϕ : S → S if
ϕ(x) = x.
In algebra binary maps are usually exploited, and specific signs for these maps
are introduced: ” + ”, ”× ”, ”.”, ” ∧ ”, etc. As a rule all such maps are called
”multiplication”.
• If ϕ : S × S → S, and ϕ is defined everywhere in S, let’s denote it
simply by a point: ϕ(x, y) = x.y ∈ S. If x.y = y.x is true for every
couple(x, y) ∈ S × S then ϕ is called symmetric, or commutative. The
map ϕ is called associative if (x.y).z = x.(y.z), and the set S is called
monoid.
• The element a ∈ S is called central for ϕ if a.x = x.a for every x ∈ S.
The element e ∈ S is called neutral with respect to ϕ if e.x = x.e = x
for every x ∈ S. Clearly, a ϕ-neutral element is unique in S. Usually,
the neutral element with respect to additively written law: ϕ = ” + ” is
denoted by 0, and with respect to multiplicatively written law: ϕ = ”.”
it is denoted by 1.
• Two elements x, y are called symmetric/opposite with respect to ϕ if
x.y = e, then the usual notation is y = x−1 or x = y−1.
• Each element a ∈ S defines by means of ϕ : S×S → S a map γa : S → S,
called left/right translation: γa(x) = a.x; δa(x) = x.a. The element
a ∈ S is called ϕ-regular if γa and δa are bijective.
• If ϕ : W × S → S then W is usually called a set of operators on S with
respect to ϕ. The usual notation is ϕ(α, x) = α.x, and we say that the
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set W acts on S. We have two partial maps: varying α ∈ W with fixed
x ∈ S we obtain a subset ϕx(α) ⊂ S called orbit of x ∈ S with respect
to the action of W on S; varying x ∈ S and keeping α fixed we obtain
another subset ϕα(x) ⊂ S.
Definition: We say that on the set S is defined algebraic structure σ(S)
if a set of maps (unary, binary, . . . ) ϕ1, ϕ2, . . . inside S is given, and a set of
operator setsW1,W2, ... for S is given by the maps φi : Wj×S → S, so that all
additional properties of the elements of these sets and maps are compatible.
Let S1 and S2 be two sets with corresponding algebraic structures σ(S1)
and σ(S2), and let f : S1 → S2 be a bijection. Then an operation ψ in S2 and
operation ϕ in S1 are called f -compatible if foϕ = ψof .
Definition: The two algebraic structures σ(S1) and σ(S2) are called f -
isomorphic if the bijection f establishes a bijection between σ(S1) and σ(S2)
in the above sense.
If f is not a bijection, but for every ϕ ∈ σ(S1), denoted by ”.” there is a
ψ ∈ σ(S2), denoted also by ”.”, such that f(x.y) = f(x).f(y), we say that the
structure (S1, σ(S1)) is represented in (S2, σ(S2)) through f . In such a case
the map f is called homomorphism of σ(S1) into σ(S2).
In order to come to the basic concept of linear algebra, namely, linear space,
we need some additional concepts: distributivity, group, ring and field.
• Let ϕ : S × S → S and φ : W × S → S be given. We say that φ is
distributive with respect to ϕ if φ(α, ϕ(x, y)) = ϕ(φ(α, x), φ(α, y)). In
simplified notation: α.(x.y) = (α.x).(α.y). If ϕ is additively written, we
get α.(x+ y) = α.x+ α.y.
• The map ϕ : S × S → S defines a group structure in S if (in simplified
notation):
1. ϕ is associative: x.(y.z) = (x.y).z;
2. there is a neutral element e: e.x = x.e = x;
3. for every element x ∈ S there is symmetric element y ∈ S : x.y =
y.x = e.
A set with a group structure is usually denoted by G. Every element
a ∈ G defines internal isomorphism (automorphism) αa according to:
αa(x) = a.x.a
−1, x ∈ G. A group G is called commutative if for every
two elements we have x.y = y.x, in such a case the sign ”+” is usu-
ally used instead of the point sign. The internal automorphisms in case
of commutative groups are trivialized to identity. If f : G → H is a
map between two groups satisfying f(x.y) = f(x).f(y) then f is called
homomorphism of groups.
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• A ring structure in a set S is defined by two maps ϕ : S × S → S and
ψ : S × S → S, such that:
1. S is a commutative group with respect to ϕ, so we write ϕ = +;
2. ψ is associative: ψ(x, ψ(y, z)) = ψ(ψ(x, y), z)), i.e. x.(y.z) = (x.y).z;
3. ψ is left-right distributive with respect to ”+”:
x.(y + z) = x.y + x.z; (x+ y).z = x.z + y.z.
• If in the above notations the nonzero elements of S define a commutative
group structure with respect to ψ then we say that S is a field. So, a
field has neutral element with respect to ψ, this neutral element is usually
called unity and denoted by 1. It may happen that if we sum up the
unit element k-times: 1 + 1 + · · ·+ 1 = k1 the result to be the neutral
element of ϕ. If there is not such natural number k it is said that the
field has characteristic zero. We shall restrict ourselves further in the
book to work with fields of characteristic zero.
1.2 Linear Spaces
Linear spaces appear mostly as modules and vector spaces.
1. Module structure . It requires two sets (Γ, V ), carrying the following
algebraic structures: Γ is a ring, V is a commutative group, and Γ acts left-right
distributively on V (the action is denoted by the point sign, the zero-elements
of V and Γ are denoted by the same sign ”0”), satisfying: 0.x = 0 ∈ V ,
(α + β).x = α.x + β.x, (α.β).x = α.(β.x), α, β ∈ Γ, x ∈ V . The opposite
elements in the additive group structures in V and in Γ are denoted by ”-”, so
x+ (−x) = 0 ∈ V, x ∈ V , and λ+ (−λ) = 0 ∈ Γ, λ ∈ Γ. If Γ has unit element
1 and 1.x = x, x ∈ V , the module is called unitary.
2. Vector space structure. It differs from the module structure just by
requiring additionally that Γ is a field. As an illustration we recall that the
set of real numbers R is a field, so, λ ∈ R has opposite/symmetric element
with respect to the addition: (−λ), and multiplication: (λ−1), while the set
of continuous real valued functions defined on the interval [0, 1], is a ring, in
general, since if such a function has zero-values it can not have opposite element
with respect to the usual multiplication of two such functions. Note that these
functions define vector space with respect to the usual multiplication by real
numbers. Further the elements of V will be called vectors, and the elements
of Γ will be called scalars.
3. Linear combinations. Let (Γ, E) denote a linear space, x1, x2, . . . , xp
be vectors, and λ1, λ2, . . . , λp be scalars. The expression Σpi=1λ
ixi = λ
1x1 +
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λ2x2 + · · ·+ λpxp is another vector x ∈ E, and is called linear combination of
the xi, i = 1, 2, . . . , p. A subset S ⊂ E is called a system of generators for E if
every vector in E can be represented as a linear combination of vectors in S.
4. Linear dependence. A set of elements xi, i = 1, 2, . . . , p in E is called
linearly dependent if there exist a system of scalars λi such that Σpi=1λ
ixi = 0.
Hence, if we have a system of linearly dependent vectors then each one could
be represented as a linear combination of the others. A family of vectors is
linearly independent if it is not linearly dependent.
5. Basis. A basis of E is a system of linearly independent generators of
E. So, if {ei}, i = 1, 2, . . . , n is a basis of E then every vector x ∈ E can be
represented as a linear combination of the kind x = Σni=1λ
iei. It follows that if
E has finite system of generators it has finite basis, and that every family of
linearly independent vectors can be extended to basis. If E has a basis that
consists of n elements, then E is called n-dimensional since every other basis
is also n-dimensional.
6. Linear mappings - basic terminology. If E and F are linear spaces
with the same set of scalars Γ, then a set mapping ϕ : E → F is called a linear
mapping if ϕ(x+ y) = ϕ(x) +ϕ(y) and ϕ(λ.x) = λ.ϕ(x). The linear mappings
E → Γ are called linear functions. Clearly all linear mappings preserve the
linear combinations. If ϕ : E → F is linear and bijective it is called linear
isomorphism , the two spaces then are called isomorphic and ϕ−1 is the inverse
linear isomorphism. The linear isomorphisms ϕ : E → E are called linear
automorphisms. Clearly, a set of consecutive linear mappings among a set of
linear spaces: ϕ12 : E1 → E2, ϕ23 : E2 → E3,..., ϕn−1,nE(n−1) → En can be
composed to give a linear mapping between the first and the last linear spaces.
A linear mapping ϕ : E → E is called involution if the composition ϕ ◦ϕ gives
the identity of E: ϕ ◦ϕ = idE , and ϕ is called projection if ϕ ◦ϕ = ϕ. If there
exists a linear mapping in E such that ϕ ◦ϕ = −idE , then ϕ is called complex
structure in E, and dimE = 2n. Finally, linear automorphisms transform basis
into basis, i.e. they act inside the set of bases of the linear space considered.
Moreover, the set of linear isomorphisms in an n-dimensional linear space is in
bijective relation with the set of bases in this space.
7. Subspaces and factor spaces. A subset S in a linear space (E,Γ)
is a subspace if for every two elements x, y ∈ S and for every two elements
λ, µ ∈ Γ we get (λ.x + µ.y) is in S, hence (S,Γ) is a linear space. Clearly,
the zero element of E is in S and in fact in every subspace of E. We have
the canonical injection i : S → E. The set of linear combinations of any
subset of E define a linear space, which is a subspace of E. If E1 and E2
are subspaces of E then their intersection E1 ∩ E2 is again a subspace of E.
If E1 and E2 are two subspaces of E then their direct sum is defined by all
vectors z that have unique representation as z = x1 + x2, where x1 ∈ E1 and
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x2 ∈ E2, so the intersection E1 ∩ E2 is empty in this case. If E1 is a subspace
of E then there is another subspace E2 of E such that E is a direct sum of
E1 and E2: E = E1 ⊕ E1, and E1 and E2 are called complimentary in E. It
is possible the space E to be represented as a direct sum of a finite family of
not-intersecting subspaces, so every element x of E acquires the representation
x = x1+x2+ · · ·+xn. We have also corresponding projections πi(x) = xi and
canonical injections ji : Ei → E. Obviously ji(πi(x)) = x.
If E1 is a subspace of E then two vectors of E are called equivalent with
respect to E1 if their difference is in E1. Every element of E lives in unique
equivalence class, so we get the canonical surjective projection π : E → E/E1,
where E/E1 denotes the set of equivalence classes, and there is unique linear
structure in E/E1 with respect to which π is a linear mapping. E1 plays the
role of zero in E/E1, the sum in E/E1 is given by x¯ + y¯ = π(x + y), where
x¯ = π(x) and y¯ = π(y). The space E/E1 is called factor space of E with
respect to E1. Finally, if (ei) is a basis of E then π(ei) defines a basis of E/E1
and the dimension of E/E1 is equal to the difference of the dimensions of E
and E1: dim(E/E1) = dim(E)− dim(E1).
8. Linear mappings - further properties. If ϕ : E → F is a linear
mapping then the elements of E satisfying ϕ(x) = 0 ∈ F define a subspace of
E called kernal of ϕ and denoted by Ker(ϕ). Then ϕ is injective iff Ker(ϕ) is
the zero subspace of F . On the other hand the image Im(ϕ) defines a subspace
in F . Hence, the factor space E/Ker(ϕ) is defined, and the linear mapping ϕ
factorizes to linear isomorphism ϕ¯ : E/Ker(ϕ)→ Im(ϕ).
The set of linear mappings E → F acquires the structure of linear space
under the assumptions: (ϕ + ψ)(x) = ϕ(x) + ψ(x) and (λ.ϕ)(x) = λ.ϕ(x).
This space is denoted by L(E, F ), its zero is the mapping zero: 0(x) = 0.
Hence, the set of linear isomorphisms of E, denoted by GL(E), acquires a
group structure under composition, identity mapping and inverse isomorphism:
(ϕ, ψ)→ ϕ ◦ ψ; id(E) ◦ ϕ = ϕ, (ϕ−1) ◦ ϕ = ϕ ◦ ϕ−1 = id(E).
Recall that he projections P in a linear space E are linear mappings satis-
fying P ◦ P = P. They have the following two remarkable properties:
E = Ker(P )⊕ Im(P ), P = id(ImP )⊕ 0(KerP ).
Since idE ◦ idE = idE, we shall further consider only projections satisfying
P 6= idE. We note that every involution ϕ, ϕ ◦ϕ = id, in E can be represented
by an appropriate projection P in E as follows: ϕ = 2P − id(E).
9. Duality. Let E and F be two linear spaces on the same set of scalars
Γ. A function φ : E × F → Γ satisfying the conditions
φ(λx1 + µx2, y) = λφ(x1, y) + µφ(x2, y), x1, x2 ∈ E, y ∈ F ;
φ(x, λy1 + µy2) = λφ(x, y1) + µφ(x, y2), y1, y2 ∈ F, x ∈ E
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is called bilinear function in E×F . Every such function defines two subspaces
NE ⊂ E and NF ⊂ F as follows:
NE = {x|φ(x, y) = 0} for every y ∈ F ;
NF = {y|φ(x, y) = 0} for every x ∈ E.
These subspaces are called nullspaces for φ. If these two subspaces are zero
spaces: NE = 0, NF = 0, then the function φ is called non-degenerate, and is
usually denoted by 〈 , 〉. If φ is nondegenerate then the two spaces are called
dual (with respect to φ) and instead of (E, F ) we write (E,E∗). It is also
sometimes φ called scalar product between E and E∗. If (E,E∗) is a pair
of dual spaces then two injecitve mappings are defined: φ∗ : E∗ → L(E) and
φ∗ : E → L(E∗) as follows (L(E) means here the space of linear mappings from
E to Γ): φ∗(a∗)(x) = 〈a∗, x〉, a∗ ∈ E∗, x ∈ E; φ∗(a)(x∗) = 〈x∗, a〉, x∗ ∈
E∗, a ∈ E. The injectivity of these mappings follows from the nondegeneracy
of 〈 , 〉.
If ϕ : E → E is a linear mapping, then a dual linear mapping ϕ∗ in E∗
is induced according to 〈ϕ∗(x∗), x〉 = 〈x∗, ϕ(x)〉, x ∈ E, x∗ ∈ E∗, and ϕ∗ is
unique. The dual mappings satisfy:
(ϕ+ ψ)∗ = ϕ∗ + ψ∗, (λϕ)∗ = λ(ϕ)∗; (ϕ ◦ ψ)∗ = ψ∗ ◦ ϕ∗.
If E∗ = L(E) then the injectivity of ϕ : E → E leads to surjectivity of
ϕ∗ : E∗ → E∗. If E is finite dimensional, then dimE = dimE∗. Also, Imϕ∗
annihilates Ker ϕ, and Ker ϕ∗ annihilates Imϕ.
A basis {ei}, i = 1, 2, . . . , n in E and a basis {εj}, j = 1, 2, . . . , n in E∗ are
called dual if 〈εj, ei〉 = δji , where δji is the Kroneker symbol, i.e., the components
of idE. The dual bases are in a one to one correspondence. If x ∈ E has the
representation x = xiei, then 〈εi, x〉 = xi and we get x = 〈εi, x〉ei. To every
linear mapping ϕ in E and to a basis {ei} a (n× n)-matrix ϕji corresponds as
follows: ϕ(ei) = ϕ
j
iej (summation over the repeated indices), i.e., the vector
ϕ(ei) is written as linear combination of the same basis. If ϕ is isomorphism
then the matrix ϕji has nonzero determinant. If (ei) and (ε
j) are dual bases
then the matrix of ϕ∗ with respect to (εj), defined by ϕ∗(εj) = (ϕ∗)jiε
i, is the
transposed to ϕji in the following sense:
〈(ϕ∗)εj, ei〉 = (ϕ∗)jk〈εk, ei〉 = (ϕ∗)jkδki = (ϕ∗)ji
= 〈εj, ϕ(ei)〉 = 〈εj, ϕki ek〉 = ϕki δjk = ϕji .
Note that the upper subscript indicates the rows of the matrix and the lower
subscript indicates the columns of the matrix. So, although ϕji = (ϕ
∗)ji , the
action on {ei} and on {εi} is different.
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If ϕ transforms the basis {ei} to {e′i} and ϕ∗ transforms the cobasis {εi}
to {ε′i}, where {ei} is dual to {εi} and {e′i} is dual to {ε′i}, then the matrix
of ϕ∗ : {εi} → {ε′i} is the inverse to the matrix of ϕ : {ei} → {e′i}, and
these two transformations are called usually contragradient to each other. It
follows also that the components xi of a vector x ∈ E with respect to the
basis {ei} are transformed to x′i under the transformation ϕ in the same way
as the covectors of the dual to {ei} basis {εi}: x′i = ((ϕ∗)−1)ijxj . Clearly,
the inverse isomorphism ϕ−1 of a isomorphism ϕ generates the inverse matrix:
(ϕ−1)ijϕ
k
i = δ
k
j . Finally, if ϕ transforms the basis {ei} to {ki}: ϕ{ei} = ϕjikj;
and transforms the basis {e′i} to {k′i}: ϕ{e′i} = ϕ¯jik′j then ϕji transforms to ϕ¯ji
as follows: ϕ¯ni = A
j
iϕ
m
j (B
−1)nm, where the matrix A
j
i transforms {ei} to {e′i}
and Bji transforms {ki} to {k′i}.
If ϕ is a linear mapping E → F then the dimension of Imϕ is called rank
of ϕ. The isomorphism E/Ker(ϕ)↔ Im(ϕ) leads to rank(ϕ)+dim(Kerϕ) =
dim(E). It is easily shown that rank(ϕ∗) = rank(ϕ).
If V is a n-dimensional vector space and W1 ⊂ V is a subspace, then the
following three spaces can be associate to W1. These are
- its dual W ∗1 ,
- W2 ⊂ V , such that W1 ⊕W2 = V , so W2 is annihilated by W ∗1 ,
- the dual space W ∗2 to W2, which annihilates W1.
So, if {e1, ..., ep}, p < n, is a basis of W1, {ε1, ..., εp} is its dual basis of W ∗1 ,
{ep+1, ..., en} is a basis of W2, and {εp+1, ..., εn} is its dual basis of W ∗2 , then
we have the relations:
〈εi, ej〉 = δij , 〈εm, ej〉 = 0, 〈εi, em〉 = 0, 〈εm, es〉 = δms ,
i, j = 1, ..., p, m, s = p+ 1, ..., n.
1.3 Algebras, Gradations and Homology
1. Algebras. Algebras are linear spaces E endowed with a bilinear mapping
E : E ×E → E, E is called multiplication and the values of E are called prod-
ucts. Let (A,A) and (B,B) be two algebras, then a linear mapping ϕ : A→ B
satisfying ϕ(A(x, y)) = B(ϕ(x), ϕ(y)), x, y ∈ A is called homomorphism of al-
gebras, and if A = B then ϕ is called endomorphism. If ϕ is resp.(injective,
surjective, bijective) homomorphism then ϕ is called resp. monomorphism,
epimorphism, isomorphism of algebras. Every element a ∈ A defines multipli-
cation operator µ(a) given by µ(a)x = A(a, x).
Remark: Further the sign of the bilinear mapping will be dropped, so
µ(x)y will be written just like xy.
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An algebra is called associative if x(yz) = (xy)z, and commutative if xy =
yx. A subset S of an associative algebra A is called a system of generators for
A if every element of A can be represented as a linear combination of products
of elements of S. If an algebra A contains an element e such that ex = xe for
every x ∈ A then e is called unit element, and it is unique. The algebras A that
have unit elements are called division algebras if to each x ∈ A corresponds
unique element a−1 such that aa−1 = e. It deserves noting that the set of linear
isomorphisms of a linear space is an algebra with respect to the composition
of isomorphisms and with unit element the identity map.
A subalgebra A1 of an algebra A is a linear subspace of A which is closed
under multiplication. A subspace I of A is called ideal in A if I.A ⊂ I. If
ϕ : A → B is a homomorphism, then Ker(ϕ) is ideal in A and Im(ϕ) is a
subalgebra in B.
A derivation in an algebra A is a linear mapping θ : A → A satisfying
θ(xy) = θ(x)y+ xθ(y), x, y ∈ A. Clearly a derivation θ sends the unit element
of A to the zero element of A. A derivation θ in A is completely determined
by its action on the basis elements of A: θ(eiej) = θ(ei)ej + eiθ(ej). We
obtain that Ker(θ) is subalgebra and that a linear combination of derivations
is again a derivation. The composition θ1 ◦ θ2 of two derivations θ1 and θ2
is not always a derivation, but the commutator [θ1, θ2] = θ1 ◦ θ2 − θ2 ◦ θ1 is
always a derivation. If ϕ : A → A is a homomorphism and the linear map
f : A→ A satisfies f(xy) = f(x)ϕ(y)+ϕ(x)f(y), then f is called ϕ-derivation.
If ω is an involution in the linear space structure of A : ω ◦ ω = id, and an
endomorphism of A : ω(xy) = ω(x)ω(y), it is called an involution of the algebra
A. A linear mapping Ω : A → A is called antiderivation with respect to the
involution ω (or just ω-antiderivation) if Ω(xy) = Ω(x)y+ω(x)Ω(y). Clearly, if
e is the unit of A then Ω(e) = 0, and linear combinations of ω-antiderivations
is again an ω-antiderivation. It has to be noted that the commutator of two
ω-antiderivations is not always an antiderivation.
An algebra A, satisfying
xy = −yx and (xy)z + (yz)x+ (zx)y = 0
is called Lie algebra and denoted by G. Every associative algebra can be made
into Lie algebra if the product is defined by the commutator, which is usually
denoted by [ , ]: (x, y) → [x, y] = xy − yx. The multiplication operator in
such a Lie algebra G is denoted by Ad(a), Ad(a)(x) = [a, x] = ax − xa and is
a derivation in G. The space of derivations θ1, θ2, . . . in an algebra becomes
Lie algebra with respect to the commutator: [θ1, θ2] = θ1θ2 − θ2θ1. If Der(G)
is the space of derivations in G then the mapping G → Der(G) defined by
a→ Ad(a), a ∈ G is a Lie algebra homomorphism.
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2. Gradation. Let Z denote the natural numbers 0, 1, 2, 3, . . . . If a linear
space E can be represented as a direct sum of the kind E =
∑∞
k−1Ek, k ∈ Z, we
say that E is a graded linear space. The elements in Ek are called homogeneous
of degree k : deg(x ∈ Ek) = k. If ϕ : E → F is a linear mapping between two
graded spaces such that ϕ(Ek) ⊂ Fk+p we say that ϕ is homogeneous of degree
p. If every Ek of a graded space E has finite dimension the Poincare series
Pt(E) of E is defined by PE(t) = Σk(dimEk)t
k.
Let now A be an algebra such that the linear space E is Z-graded. Then
A is called graded algebra if for any two homogeneous elements x, y ∈ A their
product xy is also homogeneous and deg(xy) = deg(x) + deg(y). A graded
algebra A is called anticommutative if for any two homogeneous elements
x, y ∈ A we get xy = (−1)deg(x).deg(y)yx. In every graded algebra we have
the canonical involution ω defined by ω(x) = (−1)kx, x ∈ Ak. This canonical
involution assigns to every derivation Ω an antiderivation DΩ : A → A by
DΩ(xy) = (Ωx).y + (−1)kx.(Ωy), x ∈ Ak.
3. Homology. Consider a linear mapping D in a linear space E having the
property D ◦ D = 0 ∈ LE . Then we have two related subspaces, Ker(D) =
{x ∈ E : D(x) = 0} and Im(D) = D(E). Since in this case Im(D) is
a subspace of Ker(D), we can factor, and the corresponding factor space
H(D,E) = Ker(D)/Im(D) is called the homology space for D. The dual
linear map D∗ in the dual space E∗ has also the property D∗ ◦D∗ = 0, so we
obtain the corresponding cohomology space H∗(D∗, E∗). In such a situation
the map D (resp. D∗) is called boundary operator (resp coboundary
operator). The elements of Ker(D) (resp. Ker(D∗)) are called cycles (resp.
cocycles), and the elements of Im(D) (resp. Im(D∗)) are called boundaries
(resp. coboundaries).
We note the following two important moments connected with a boundary
operator.
First, if α ∈ E∗ is a D∗-cocycle and x ∈ E is a D-boundary, i.e., D∗(α) ∈
Ker(D∗) and x ∈ Im(D) we obtain
〈α,D(x)〉 = 〈D∗(α), x〉 = 〈0, x〉 = 0.
Also, if now α is any element of KerD∗ and x is any element of E, then
0 = 〈D∗(α), x〉 = 〈α,D(x)〉.
These relations show that the duality between E and E∗ generates duality
between the homology/cohomology spaces H(E;D) and H(E∗;D∗).
Second, every linear map ϕ : E → E which commutes with D: D ◦ ϕ =
ϕ ◦D, induces a linear map ϕ# : H(D) → H(D). Under composition we get
(ψ ◦ ϕ)# = ψ# ◦ ϕ#.
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So, a boundary operator realizes the general idea of distinguishing some
properties of a class of objects the properties which are important from a
definite point of view, and to find those transformations which keep invariant
these properties.
If A is an algebra, D is a boundary operator in the linear space A, ω is an
involution of A such that D ◦ω = ω ◦D and that D is antiderivation in A with
respect to ω, then (A,D) is called differential algebra. So, in such a case, the
elements of Ker(D) form a subalgebra of A and the elements of Im(D) form
an ideal in Ker(D). A homotopy operator h in E with respect to D is a linear
mapping in E such that D ◦ h+ h ◦D = id(E), and such an operator exists in
E only if the homology space (under D) is zero: H(D,E) = {0}.
1.4 Multilinear Constructions
1.4.1 Tensor Product. Tensor Algebra
Remark: Further all linear spaces are assumed to be unitary, i.e., the set of
scalars must have unity.
1. Multilinear mappings. Let (p + 1) linear spaces (Ei, G; Γ), i =
1, 2, . . . , p be given. Then a mapping ϕ : E1 × E2 × · · · × Ep → G is called
p− linear if for each i = 1, 2, . . . , p the following relation holds:
ϕ(x1, . . . , xi−1, λxi + µyi, xi+1, . . . , xp) =
λϕ(x1, . . . , xi, . . . , xp) + µϕ(x1, . . . , yi, . . . , xp), xi, yi ∈ Ei, λ, µ ∈ Γ.
If G = Γ then ϕ is called p−linear function. The p−linear mappings may be
summed up and multiplied by scalars:
(ϕ+ ψ)(x1. . . . , xp) = ϕ(x1, . . . , xp) + ψ(x1, . . . , xp);
(λϕ)(x1, . . . , xp) = λϕ(x1, . . . , xp).
If p = 2 we have bilinear mappings.
2. Tensor product. The idea of tensor product of linear spaces is to con-
nect bilinear mappings with linear mappings. It is constructed in the following
way. Let ϕ : E × F → G be a bilinear mapping, and H is any other linear
space.
Definition. The pair (G,ϕ) is called a tensor product for E and F if the
following conditions hold:
⊗1 : Im(ϕ) = G,
⊗2: For every bilinear mapping ψ : E × F → H there exists a linear
mapping f : G→ H such that ψ = f ◦ ϕ.
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If the conditions in the definition are satisfied then instead of G we write
E ⊗ F and ϕ(x, y) = x⊗ y, and from the bilinearity it follows
(λx1 + µx2)⊗ y = λx1 ⊗ y + µx2 ⊗ y;
x⊗ (λy1 + µy2) = λx⊗ y1 + µx⊗ y2.
If (ei) and (kj) are bases in E and F correspondingly, then (ei ⊗ kj) form a
basis of E ⊗ F , therefore, dim(E ⊗ F ) = dim(E).dim(F ) and each element
t ∈ E ⊗ F can be represented by Σi,jtijei ⊗ kj.
Having two linear mappings ϕ : E → E ′ and ψ : F → F ′, a bilinear
mapping E×F → E ′⊗F ′ can be defined by (x, y)→ ϕ(x)⊗ψ(y), so we obtain
a linear mapping χ : E⊗F → E ′⊗F ′: χ(x⊗y) = ϕ(x)⊗ψ(y). Thus we obtain
tensor product of linear mappings: (ϕ⊗ψ)(x, y) = ϕ(x)⊗ψ(y), x ∈ E, y ∈ F .
3. Some properties.
1. Composition property: (ϕ′ ⊗ ψ′) ◦ (ϕ⊗ ψ) = (ϕ′ ◦ ϕ)⊗ (ψ′ ◦ ψ)
2. Image property: Im(ϕ⊗ ψ) = Imϕ⊗ Imψ,
3. Kernel property: Ker(ϕ⊗ ψ) = Ker(ϕ)⊗ F + E ⊗Ker(ψ).
Tensor product of several linear spaces is constructed analogically, just
instead of bilinear mappings we make use of multilinear mappings. So, under
p−linear mappings we obtain:
- (ψ1 ⊗ · · · ⊗ ψp) ◦ (ϕ1 ⊗ · · · ⊗ ϕp) = (ψ1 ◦ ϕ1)⊗ · · · ⊗ (ψp ◦ ϕp)
- Im(ϕ1 ⊗ · · · ⊗ ϕp) = Im(ϕ1)⊗ · · · ⊗ Im(ϕp),
- Ker(ϕ1 ⊗ · · · ⊗ ϕp) = Σpi=1E1 ⊗ · · · ⊗Kerϕi ⊗ · · · ⊗Ep
If E,E∗ and F, F ∗ are two pairs of dual spaces then duality between E∗⊗F ∗
and E ⊗F is established by 〈x∗ ⊗ y∗, x⊗ y〉 = 〈x∗, x〉〈y∗, y〉 . Similarly, in the
p-linear case we obtain
〈x∗1 ⊗ · · · ⊗ x∗p, x1 ⊗ · · · ⊗ xp〉 = 〈x∗1, x1〉 . . . 〈x∗p, xp〉.
In the finite dimensional case we have the isomorphism E∗ ∼= L(E), this
enables to define isomorphism between E∗ ⊗ F and L(E, F ). Denoting this
isomorphism by T : E∗ ⊗ F ∼= L(E, F ) the definition is:
T [(a∗ ⊗ b)](x) = 〈a∗, x〉b, a∗ ∈ E∗, b ∈ F, x ∈ E.
We obtain
ψ ◦ T (a∗ ⊗ b) = T (a∗ ⊗ ψ(b)), ψ ∈ L(F,E);
T (a∗ ⊗ b) ◦ ψ = T (ψ∗a∗ ⊗ b), ψ ∈ L(F,E).
The composition formula for two elements of L(E,E) looks as follows:
T (a∗ ⊗ a) ◦ T (b∗ ⊗ b) = 〈a∗, b〉T (b∗ ⊗ a), a, b ∈ E; a∗, b∗ ∈ E∗ = L(E).
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Clearly, the linear map a∗⊗a sends the whole vector space to the 1-dimensional
subspace defined by a 6= 0. So, if 〈a∗, a〉 = 0 then the corresponding composi-
tion (a∗⊗a)◦(a∗⊗a) is a boundary map, and dim(Ker(a∗⊗a)) = dim(E)−1.
Also, if dim = 2n, and {εi}, {ei} are dual bases, then the combination
J = Σi(−1)i(ε2n+1−i ⊗ ei) defines complex structure in E2n : J ◦ J = −idE .
Finally, we come to the trace formulas:
tr[T (a∗ ⊗ b)] = 〈a∗, b〉 a∗ ∈ E∗, b ∈ E.
tr[T (a∗ ⊗ a) ◦ T (b∗ ⊗ b)] = 〈a∗, b〉tr[T (b∗ ⊗ a)] = 〈a∗, b〉〈b∗, a〉.
Recall that the set of linear mappings L(E,E) has the structure of asso-
ciative algebra (with respect to composition) denoted usually by A. Now a
bilinear mapping Ω : A×A→ L(A,A) is defined by Ω(ϕ⊗ ψ)(χ) = ϕ ◦ χ ◦ ψ,
and the pair (L(A,A),Ω) is a tensor product for A and A.
Another important property of the algebra A = L(E,E) is that every
linear automorphism ϕ of E determines endomorphism hϕ of A according to
hϕ(α) = ϕ ◦ α ◦ ϕ−1, α ∈ A, moreover, every endomorphism of A is obtained
in this way.
4. Tensors. The elements of ⊗p(E) = E ⊗ E ⊗ · · · ⊗ E (p copies of E)
are called p − tensors over E. If an element t ∈ ⊗p(E) can be represented
as t = x1 ⊗ x2 ⊗ · · · ⊗ xp then t is called decomposable . If u ∈ ⊗p(E) and
v ∈ ⊗q(E) are decomposable then the element u ⊗ v ∈ ⊗p+q is the tensor
product of u and v and is given by
u⊗ v = (x1 ⊗ · · · ⊗ xp)⊗ (xp+1 ⊗ · · · ⊗ xp+q).
This product is associative but not commutative except the case dimE = 1.
If (ei) is a basis in E then the products ei1 ⊗ · · · ⊗ eip form a basis of
⊗p(E). If dim(E) = n then dim(⊗p(E)) = np, and we obtain the unique
representation of u ∈ ⊗p(E) as follows:
u = Σiu
i1...ipei1 ⊗ · · · ⊗ip .
Clearly, the direct sum Σnp=1 ⊗p (E) is a graded algebra.
Let ϕ be a linear mapping in E. Then ϕ is extended to ⊗p(E) in two ways.
First, ϕ→ ϕ⊗:
ϕ⊗(x1 ⊗ · · · ⊗ xp) = ϕ(x1)⊗ · · · ⊗ ϕ(xp).
Second, ϕ defines a derivation θ⊗(ϕ) in ⊗p(E) as follows:
θ⊗(ϕ)(x1 ⊗ · · · ⊗ xp) =
p∑
i=1
x1 ⊗ · · · ⊗ ϕ(xi)⊗ · · · ⊗ xp,
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and θ⊗(ϕ) is extended to nondecomposable elements by linearity. Of course,
if ψ is another linear mapping in E then θ⊗(λϕ + µψ) = λ θ⊗(ϕ) + µ θ⊗(ψ).
Finally we note the relation tr(ϕ⊗ ψ) = tr(ϕ).tr(ψ).
If E∗ is the dual to E then duality between ⊗p(E∗) and ⊗p(E) is given by
〈x∗1 ⊗ · · · ⊗ x∗p, x1 ⊗ · · · ⊗ xp〉 = 〈x∗1, x1〉 . . . 〈x∗p, xp〉.
Thus 〈u∗, v〉 = vi1...ipu∗i1...ip. Clearly, the dual to ϕ mapping ϕ∗ generates
derivation θ⊗(ϕ
∗) in ⊗p(E∗) and θ⊗(ϕ∗) is dual to θ⊗(ϕ).
Having ⊗p(E) and ⊗q(E∗) we can form ⊗pq(E,E∗) = (⊗pE) ⊗ (⊗qE∗),
these are tensors of pth contravariant and qth covariant degree. In the bases
{ei} and {εj} an element T of ⊗pq(E,E∗) = (⊗pE)⊗ (⊗qE∗) looks as follows
T = T
i1i2...ip
j1j2...jq
ei1 ⊗ ei2 · · · ⊗ eip ⊗ εj1 ⊗ εj2 ⊗ · · · ⊗ εjq .
The contraction operator Cji in ⊗pq(E,E∗) acts as follows:
Cji (x1 ⊗ · · · ⊗ xp ⊗ x∗1 ⊗ · · · ⊗ x∗q)
= 〈x∗j , xi〉x1 ⊗ · · · ⊗ xˆi ⊗ · · · ⊗ xp ⊗ x∗1 ⊗ · · · ⊗ xˆ∗j ⊗ · · · ⊗ x∗q,
where xˆ means that these ”hatted” elements are missed.
If {ei} and {εj} are dual bases then the (1,1)-tensor t = εi⊗ei (summation
over i=1,. . . ,n) is called unit tensor for (E∗, E). It is independent of the couple
of dual bases, which is due to the fact that if ϕ acts in E then ϕ acts in E∗
by the contragradient (ϕ−1)∗ of ϕ. In fact we have the extension ϕ⊗ ⊗ ϕ−1⊗ ,
where ϕ−1⊗ = (ϕ
−1)∗ ⊗ · · · ⊗ (ϕ−1)∗ of ϕ in ⊗pq(E,E∗): if z ∈ ⊗pq(E,E∗) then
ϕ(z) = (ϕ⊗ ⊗ ϕ−1⊗ )(z), z ∈ ⊗pq(E,E∗).
A linear mapping Φ : ⊗pq(E,E∗) → ⊗rs(E,E∗) is called tensorial if for
every linear automorphism ψ of E we have Φ(ψ(z)) = ψ(Φ(z)), where by the
same letter ψ is denoted the extension of ψ in ⊗pq(E,E∗). For example, the
contraction operator is tensorial.
1.4.2 Exterior and Symmetric Algebras
Recall the elementary concepts from group of permutations. Let a set of p
elements be enumerated by the natural numbers 1, 2, . . . , p : x1, x2, . . . , xp.
Then an rearrangement (σ(1), σ(2), . . . , σ(p)) of the parametrizing numbers
(1, 2, . . . , p) yields permutation in x1, x2, . . . , xp, given by
σ(x1, x2, . . . , xp) = (y1, y2, . . . , yp) = (xσ−1(1), xσ−1(2), . . . , xσ−1(p)).
A permutation is called transposition if it replaces just two elements: xi ⇆ xj .
If a transposition replaces two neighboring elements, i.e. j = i + 1, then it
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is called n-transposition. Clearly, the composition σ ◦ σ of a transposition
σ gives the identity, so transpositions are involutions. It is known that every
permutation can be represented as appropriate composition of n-transpositions,
and there are many such representations. The number of representations of
a given permutation through n-transpositions may be even or odd, so, the
concept of signature εσ of a given permutation σ is introduced such that in the
even case it is assumed εσ = 1, and in the odd case it is assumed εσ = −1.
Consider now an decomposable element (x1⊗x2⊗· · ·⊗xp) ∈ ⊗p(E). Under
the action of a permutation σ we get (xσ−1(1)⊗xσ−1(2),⊗ . . . ,⊗xσ−1(p)). Denote
by Np(E) the space generated by all products x1⊗· · ·⊗xp such that xi = xj for
at least one pair i 6= j. Clearly, every permutation transformsNp(E) into itself.
It can be shown that if u ∈ ⊗p(E) then (u − εσσ(u)) ∈ Np(E). Now, since
every permutation can be represented as a composition of n-transpositions we
obtain that if τ is a n-transposition and σ is represented by m n-transpositions,
then (u − ετστσ(u)) ∈ Np(E). Thus, we have a projection operator πA :
⊗p(E) → ⊗p(E), called alternator : πA = 1p!Σσεσσ. If xi, i = 1, . . . , p are
linearly independent in E then the products (xσ−1(1)⊗ xσ−1(2),⊗ . . . ,⊗xσ−1(p))
are linearly independent and we obtain
πA(x1 ⊗ x2 ⊗ · · · ⊗ xp) = Σσεσ(xσ−1(1) ⊗ xσ−1(2),⊗ . . . ,⊗xσ−1(p)) 6= 0.
We obtain also that Ker(πA) = N
p(E), so, if Xp(E) is the image space of πA
we have the direct decomposition ⊗p(E) = Np(E)⊕Xp(E). The elements of
Xp(E) are called skew symmetric tensors of order p.
If E∗ is the dual space of E we obtain the action of the permutation σ in
E∗ according to the duality relation 〈u∗, σ(u)〉 = 〈σ−1u∗, u〉, u∗ ∈ ⊗p(E∗), u ∈
⊗p(E). Denoting by πA the corresponding alternator in ⊗p(E∗) we obtain that
πA and π
A are dual. This duality leads to the following duality between the
corresponding image spaces:
〈πA(x∗1 ⊗ · · · ⊗ x∗p), πA(x1 ⊗ · · · ⊗ xp)〉 = 1
p!
det(〈x∗i, xj〉).
If ⊗(E) is the tensor algebra over E then the direct sum N(E) =∑Np(E)
is a (graded) ideal in ⊗(E), and for two arbitrary tensors u ∈ ⊗p(E) and
v ∈ ⊗q(E) we obtain (u ⊗ v − (−1)pqv ⊗ u) ∈ Np+q(E). Thus, πA(u ⊗ v) =
(−1)pqπA(v ⊗ u). Forming the factor algebra ⊗(E)/N(E) with canonical pro-
jection π we obtain multiplication in⊗(E)/N(E) by π(a).π(b) = π(a⊗b), a, b ∈
⊗(E). So, for every two homogeneous elements of degree p and q we have
the commutation relation u.v = (−1)pqv.u. Also, denoting by X(E) the
direct sum
∑
pX
p(E), then the isomorphism ρ : X(E) ∼= ⊗(E)/N(E) in-
duces a scalar product between ⊗(E)/N(E) and ⊗(E∗)/N(E∗) by 〈ρu∗, ρu〉 =
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p!〈u∗, u〉, u∗ ∈ Xp(E∗), u ∈ Xp(E). For two decomposable elements x1⊗· · ·⊗xp
and x∗1 ⊗ · · · ⊗ x∗p we obtain
〈π(x∗1 ⊗ · · · ⊗ x∗p), π(x1 ⊗ · · · ⊗ xp)〉 = det(〈x∗i, xj〉).
The composition π◦⊗ is called exterior product, so we have the p-th exterior
product Λp(E) = E ∧ E · · · ∧ E and the p-th exterior product Λp(E∗) =
E∗ ∧ · · · ∧ E∗ correspondingly. The decomposable elements of Λp(E) look
like x1 ∧ · · · ∧ xp and are called p-vectors , and the decomposable elements
x∗1∧· · ·∧x∗p of Λp(E∗) are called p-forms . The direct sums∧(E) =∑p Λp(E)
and
∧
(E∗) =
∑
p Λ
p(E∗) together with the corresponding exterior products
are called exterior algebras over E and E∗ respectively. For example, x ∧ y =
x⊗ y − y ⊗ x, and (x1 ∧ x2) ∧ (x3 ∧ x4) = x1 ∧ x2 ∧ x3 ∧ x4.
It is important to keep in mind that if x1 ∧ x2 ∧ · · · ∧ xp 6= 0 then all
vectors x1, . . . , xp are linearly independent, so they define a p−dimensional
subspace in E. Also, if x∗1, . . . , x∗(n−p) are linearly independent, then x∗1 ∧
· · · ∧ x∗(n−p) 6= 0. Usually, if 〈x∗i, xj〉 = 0 the subspace in E∗ defined by x∗1 ∧
x∗2∧· · ·∧x∗(n−p) 6= 0 is called orthogonal to that defined by x1∧x2∧· · ·∧xp 6= 0.
Following the same logic but ignoring εσ wherever it appears above, we
come to the symmetric tensors. The corresponding projection πs is called
symmetrizer and looks like πs =
1
p!
∑
σ σ. The direct sum of the image space
Y p of πs for p-tensors and the kernal space Ker(πs), denoted byM
p(E), yields
⊗p(E). Hence, if u ∈ ⊗p(E) then πs(u) is its symmetric part. If u∗ = x∗1 ⊗
· · · ⊗ x∗p ∈ ⊗p(E∗) and u = x1 ⊗ · · · ⊗ xp ∈ ⊗p(E) then the duality yields
〈πs(x∗1 ⊗ · · · ⊗ x∗p), πs(x1 ⊗ · · · ⊗ xp)〉 = 1
p!
perm(〈x∗i, xj〉),
where perm(αji ) =
∑
σ α
1
σ(1) . . . α
p
σ(p). Also,M(E) =
∑
pM
p(E) is graded ideal
in ⊗(E). Clearly, if u, v are two arbitrary elements of ⊗(E) then u⊗ v − v ⊗
u ∈ M(E), and in the factor algebra ⊗(E)/M(E) we get the multiplication
π(a).π(b) = π(a ⊗ b), a, b ∈ ⊗(E). Finally, the duality between ⊗(E)/M(E)
and ⊗(E∗)/M(E∗) yields
〈π(x∗1 ⊗ · · · ⊗ x∗p), π(x1 ⊗ · · · ⊗ xp)〉 = perm(〈x∗i, xj〉).
The corresponding composition π◦⊗ is denoted by ∨, so, x1∨· · ·∨xp ∈ Sp(E)
and x∗1 ∨ · · · ∨ x∗p ∈ Sp(E∗) denote symmetric decomposable p-vectors and
symmetric decomposable p-forms respectively. For example, x ∨ y = x ⊗ y +
y ⊗ x, and (x1 ∨ x2) ∨ (x3 ∨ x4) = x1 ∨ x2 ∨ x3 ∨ x4. Finally, the direct sums∨
(E) =
∑
p Sp(E) and
∨
(E∗) =
∑
p S
p(E) are called symmetric algebras over
E and E∗ respectively.
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If (e1, . . . , en) is a basis in E, dimE = n, then all (ei1 ∧ ei2 ∧ · · · ∧ eip), 1 ≤
i1 < i2 < · · · < ip ≤ n form a basis in Λp(E). So, dimΛp(E) = n!/p!(n − p)!,
dimΛn(E) = 1, dim
∧
(E) = 2n. The same rules are used for
∧
(E∗).
In the symmetric case the basis of SP (E) is formed by all (ei1∨ei2∨· · ·∨eip),
1 ≤ i1 ≤ i2 < · · · ≤ ip ≤ n, dimSp(E) = (p+ n− 1)!/p!(n− p)!.
If ϕ is a linear mapping in E then it induces a mapping Λpϕ in Λp(E)
according to:
Λp(ϕ)(x1 ∧ · · · ∧ xp) = ϕ(x1) ∧ · · · ∧ ϕ(xp),
and a mapping ∨p in Sp(E) according to
∨p(ϕ)(x1 ∨ · · · ∨ xp) = ϕ(x1) ∨ · · · ∨ ϕ(xp).
The same is true for ϕ∗ in the dual space(s).
Every such linear mapping induces also derivations and antiderivations in
the same way as in the tensor algebra ⊗(E), just instead of ⊗ we write ” ∧ ”,
or ” ∨ ” correspondingly.
The duality between E and E∗ allows to distinguish the following an-
tiderivation. Let h ∈ E, then we obtain the derivation i(h), or ih, in Λ(E∗)
of degree (−1) (sometimes called substitution/contraction operator, interior
product) according to:
i(h)(x∗1 ∧ · · · ∧ x∗p) =
p∑
i=1
(−1)(i−1)〈x∗i, h〉x∗1 ∧ · · · ∧ xˆ∗i ∧ · · · ∧ x∗p.
Clearly, if u∗ ∈ Λp(E∗) and v∗ ∈ Λ(E∗) then
i(h)(u∗ ∧ v∗) = (i(h)u∗) ∧ v∗ + (−1)pu∗ ∧ i(h)v∗.
Also, we get
i(h)u∗(x1, . . . , xp−1) = u
∗(h, x1, . . . , xp−1),
i(x) ◦ i(y) = −i(y) ◦ i(x).
This antiderivation is extended to a mapping i(h1 ∧ · · · ∧ hp) : Λm(E∗) →
Λ(m−p)(E∗), m ≧ p, according to
i(h1 ∧ h2 ∧ · · · ∧ hp)u∗ = i(hp) ◦ · · · ◦ i(h1) u∗.
Note that this extended mapping is not an antiderivation except for p = 1.
This mapping is extended to multivectors and exterior forms which are
linear combinations: if Ψ = Ψ1+Ψ2+ ... is an arbitrary multivector on E and
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Φ = Φ1 + Φ2 + ... is an arbitrary exterior form on E∗ then iΨΦ is defined as
extention by linearity, e.g.,
i(Ψ1 +Ψ2)(Φ
1 + Φ2) = i(Ψ1)Φ
1 + i(Ψ1)Φ
2 + i(Ψ2)Φ
1 + i(Ψ2)Φ
2.
If the interior product i(Ψ)Φ between the p−vector Ψ and the q−exterior
form Φ is not zero: i(Ψ)Φ 6= 0, then Ψ and Φ may be called partners.
The above relations suggest to talk about attraction/sensitivity between a
couple of partnering p−vector Ψ and a q−form Φ in the following sense. If we
consider the q-form Φ as a volume form on the subspace Eq ⊂ E, and Ψ is
a nonzero p-vector on Eq, p < q, then the expression i(Ψ)Φ is surely different
from zero, so, we could say that Φ and Ψ feel the presence of each other. Now,
if we consider Φ as an usual p-form on the vector space E, i.e., not as a volume
form on a subspace, it is not necessary that, for different Ψ defined on E, we
must always obtain i(Ψ)Φ 6= 0. In view of this we are going to say that if
i(Ψ)Φ 6= 0, then the p-form Φ is Ψ− attractive, or that Ψ is Φ− sensitive, or
that the algebraic flow of Ψ across Φ is not zero.
This concept of partnering, or of attractiveness/sensitivity is easily ex-
tended to vector-valued forms, i.e. to the space Λp(E∗) ⊗ W , where W is
another vector space. In fact, if ϕ : W × W → W is a bilinear map, and
ei, i = 1, 2, ..., dim(W ) is a basis of W we consider the objects Γ = Ψi ⊗ ei,
where Ψi are p-vectors, and Ω = Φ
j⊗ej , where Φj are q-forms, (summing with
respect to (i, j)). Now we form the expression i(Ψi)Φ
j ⊗ ϕ(ei, ej). This sug-
gests to consider Ω as Γ− attractive with respect to ϕ, or, Γ as Φ− sensitive
with respect to ϕ, if at least one of the summonds is not zero, and if all sum-
monds are different from zero we can talk about (Ω ← Γ)−special attraction,
or (Γ→ Ω)-special sensitivity.
Finally we note that the two spaces Λp(E) ⊗ Λn(E∗) and Λn−p(E∗) have
the same dimension, so, every nonzero ω ∈ Λn(E∗) generates isomorphism Dp,
called Poincare isomorphism, between these two spaces according to (u, ω)→
i(u)ω, where u ∈ Λp(E) is a p-vector over E. In particular, if {ei} and {εj}
are dual bases, the corresponding basis elements
eν1 ∧ · · · ∧ eνp, ν1 < ν2 < ... < νp,
and
ενp+1 ∧ · · · ∧ ενn, νp+1 < νp+2 < ... < νn,
are connected according to
Dp(eν1 ∧ · · · ∧ eνp) = (−1)σενp+1 ∧ · · · ∧ ενn,
where σ =
∑p
i=1(νi − i). Also,
Dp(ε
ν1 ∧ · · · ∧ ενp) = (−1)σeνp+1 ∧ · · · ∧ eνn ,
19
Dp(ε
νp+1 ∧ · · · ∧ ενn) = (−1)p(n−p)+σeν1 ∧ · · · ∧ eνp.
Clearly, we have
i(eν1 ∧ · · · ∧ eνp)Dp(eν1 ∧ · · · ∧ eνp) = 0.
Also, we note that in this way every subspace V p ⊂ E leads to defining three
other spaces:
(V p)∗ ⊂ E∗; Dp(V p) ⊂ E∗; Dp((V p)∗) ⊂ E ,
where Dp(V p) is orthogonal to V p and Dp((V
p)∗) is orthogonal to (V p)∗, and
E = V p ⊕ (Dp(V p))∗ ; E∗ = (V p)∗ ⊕Dp(V p).
We can say that V p and V ∗n−p = D
p(V p) are not attractive/sensitive to each
other, and V n−p and V ∗p are not attractive/sensitive to each other.
Finally, we should not forget that these isomorphisms depend on the chosen
element ω ∈ Λn(E∗), but in what follows we shall omit writing ω for clarity.
These last two formulas allow to make use of any isomorphism between E
and E∗ for defining isomorphisms Λp(E) ∼= Λn−p(E), and Λp(E∗) ∼= Λn−p(E∗),
e.g., the Hodge ∗-operator, where the isomorphism used is defined by a metric
tensor.
For these isomorphisms and their duals
Dp : Λp(E)→ Λn−p(E∗), (Dp)∗ : Λn−p(E)→ Λp(E∗)
Dp : Λ
p(E∗)→ Λn−p(E), (Dp)∗ : Λn−p(E∗)→ Λp(E),
the following relations also hold:
(Dp)
∗ = (Dp)−1 = (−1)p(n−p)Dn−p ; (Dp)∗ = (Dp)−1 = (−1)p(n−p)Dn−p ;
Dn−p ◦Dp = (−1)p(n−p)id, Dn−p ◦Dp = (−1)p(n−p)id,
where id denotes the corresponding identity map. So, up to a sign factor,
Dp and Dn−p are inverse linear isomorphisms. It seems important to have
always in mind this possibility to connect with every subspace W three other
subspaces: W ∗, Dp(W ), and (Dp(W ))∗.
We make some remarks concerning the concept of symmetry.
Let E be a n-dimensional linear space over R and x ∈ E, x 6= 0, so, x
generates 1-dimensional subspace of E. If ϕ : E → E is a linear map in E
such that ϕ(x) = x we say that ϕ is a symmetry of x ∈ E. If for each λ ∈ R we
have ϕ(x) = λϕ(x), we say that ϕ is a symmetry of the 1-dimensional subspace
generated by x, or that this 1-dimensional subspace is invariant with respect
to ϕ, and for some λ ∈ R it is an eigen space of ϕ.
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Let Ep denote the p-dimensional space generated by the linearly indepen-
dent elements xi, i = 1, 2, ..., p : x1 ∧ x2 ∧ ... ∧ xp 6= 0, and consider the
corresponding n!
p!(n−p)!
- dimensional space Λp(E) of p-vectors. We say that ϕ
is a symmetry of Λp(E) if
ϕ(xi) ∧ x1 ∧ x2 ∧ ... ∧ xi ∧ ... ∧ xp = 0,
i.e. if every ϕ(xi) is linearly reprsentable by (some or all) of the generators
xi, i = 1, ..., p, of Λp(E).
Consider now the symmetry ϕ of Λp(E) and the two subspaces Er ⊂ Ep
and Es ⊂ Ep, where r, s < p. If the restriction of ϕ to Er ⊂ Ep takes values
in Es ⊂ Ep and the restriction of ϕ to Es ⊂ Ep takes values in Er ⊂ Ep, we
say that the symmetry ϕ generates intercommunication between Er ⊂ Ep and
Es ⊂ Ep. This intercommunication defines also intercommunication between
the corresponding Λr(E) and Λs(E). Hence, having sufficient number of such
symmetries of Ep that intercommunicate the various subspaces of Ep we can
talk about structure of Ep ⊂ E.
Let now Φ : E×E → E be a bilinear map. If for each couple (xi, xj), i, j =
1, 2, ..., p of the generators of Λp(E) we have that Φ(xi, xj) is linearly repre-
sentable by generators of Λp(E) we also say that Φ is a symmetry of Λp(E). We
may also say that a linear combination x = aixi, a
i ∈ R, of generators of Λp(E)
generates symmetry of Λp(E) with respect to Φ if Φ(x, xi) is representable by
generators Λp(E).
Finally, if z ∈ E can NOT be represented linearly by the generators of
Λp(E), i.e. z lives out of Ep, then, if for each x ∈ Ep the value Φ(z, x) is
linearly representable by generators of Λp(E), we say that z ∈ E is external
symmetry of Λp(E) with respect to Φ. This last precision is useful when Lie
algebras are studied and will be of use for us when integrability of distributions
on manifolds will be later considered.
1.4.3 Brackets
The algebraic generalization of the elementary concept of Lie-bracket in a Lie
algebra aims to find those maps in an algebraic structure, which are tensorial
and carry some properties of (anti)symmetry. We recall the purely algebraic
Schouten (or, Schouten-Nijenhuis) bracket (SN bracket) acting in Λ(G), of a
Lie algebra (G, [ , ]). Let U = (x1 ∧ · · · ∧ xp) and V = (y1 ∧ · · · ∧ yq) be
two decomposable elements of Λp(G) and Λq(G) respectively. Then their SN-
bracket [U, V ] ∈ Λp+q−1(G) is defined by
[U, V ] =
∑
i,j
(−1)i+j [xi, yj]x1 ∧ · · · ∧ xˆi ∧ · · · ∧ xp ∧ y1 ∧ · · · ∧ yˆj ∧ · · · ∧ yq,
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where the ”hat” means that this element is skipped. In particular,
[x ∧ y, x ∧ y] = 2[x, y] ∧ x ∧ y, [x ∧ y, z ∧ y] = −[x, y] ∧ y ∧ z − [y, z] ∧ x ∧ y.
This bracket defines a grading and satisfies the following relations:
[U, V ] = −(−1)(p−1)(q−1)[V, U ],
[U, V ∧W ] = [U, V ] ∧W + (−1)(degU−1)degV V ∧ [U ∧W ].
If the SN-bracket [U, V ] is nonzero then (U, V ) may be called SN-partners
since their mutually induced change is not zero.
This example suggests to consider all graded derivations of degree k in∧
(E), where E is a Lie algebra. These are linear mappings D :
∧
(E)→ ∧(E)
satisfying the two properties:
D(Λp(E)) ⊂ Λp+k(E), D(P ∧Q) = D(P ) ∧Q + (−1)kpP ∧D(Q),
where P ∈ Λp(E). If we consider now the space of all derivationsDer(∧(E)) =∑
kDerk(
∧
(E)) it turns out that this space is a graded Lie algebra with respect
to the following bracket:
[D1, D2] = D1◦D2−(−1)k1k2D2◦D1, D1 ∈ Derk1(
∧
(E)), D2 ∈ Derk2(
∧
(E)).
Moreover, Der(
∧
(E)) is (super)anticommutative: [D1, D2] = −(−1)k1k2[D2, D1],
and the graded Jacobi identity holds:
[D1, [D2, D3]] = [[D1, D2], D3] + (−1)k1k2 [D2, [D1, D3]].
Another example, extending the graded operator i(x) of degree (−1) in∧
(E∗), is the following. Consider the space of antisymmetric multilinear map-
pings Λk+1(E)→ E, i.e. the space Λk+1(E∗)⊗E. Now ifK ∈ Λk+1(E∗)⊗E and
ω ∈ Λl(E∗), and if K = α⊗ y, where α ∈ Λk+1(E∗), then iKω = i(α ⊗ y)ω =
α ∧ i(y)ω is of degree (k + l). Hence, iK(ω) satisfies the relation
iKω(x1, . . . , xk+l)
=
1
(k + 1)!(l − 1)!
∑
σ∈Sk+l
ε(σ)ω(K(xσ(1), . . . , xσ(k+1)), xσ(k+2), . . . , xσ(k+l)).
Clearly, iK(ω) is extensible to iK(ω ⊗ y) according to
iK(ω ⊗ y) = iK(ω)⊗ y.
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Thus to every two E-valued multilinear forms K and L on E of degree ”k+1”
and ”l+1” respectively, we can associate their bracket [iK , iL], which satisfies
[iK , iL] = iKL− (−1)kliLK.
Let now K,L ∈ L(G,G) ∼= G∗ ⊗ G. The bracket looks as follows:
[K,L](x, y) = [K(x), L(y)]− [K(y), L(x)]− L
(
[K(x), y]− [K(y), x]
)
−K
(
[L(x), y]− [L(y), x]
)
+ (KL+ LK)([x, y]).
In case a derivation d : Λp(G∗) → Λp+1(G∗) is given, we consider the G-
valued forms: α ⊗ x and β ⊗ y, α ∈ Λp(G∗), β ∈ Λq(G∗), x, y ∈ G. Then
recalling that G is a Lie algebra with a bracket [x, y] and that ∧(G∗)⊗ G is a
module over
∧
(G∗)) we get:
[α⊗ x, β ⊗ y] = α ∧ β ⊗ [x, y]− i(y)dα ∧ β ⊗ x+ (−1)pqi(x)dβ ∧ α⊗ y
−d(i(y)α ∧ β)⊗ x+ (−1)pqd(i(x)β ∧ α)⊗ y.
It deserves noting that [α⊗ x, α⊗ x] is NOT necessarily zero.
Important remark. Note that these relations may be correspondingly
adapted for differential forms on a manifold M , valued in the corresponding
tangent bundle T (M) and usually denoted by Λ(M,TM), since, according to
the above, every such differential form defines a graded algebraic derivation
in Λ(M) with respect to the usual exterior derivative d in Λ(M). The corre-
sponding bracket operation is called Fro¨licher-Nijenhuis bracket. For details
see [7, Sec.16].
If A and R are two algebras then in their tensor product there is a natural
algebraic operation defined by (a1 ⊗ r1).(a2 ⊗ r2) = (a1.a2) ⊗ (r1.r2). As an
example, if R is an associative algebra and L(R) denotes the linear mappings
in R endowed with the commutator, then we obtain the operation [r1⊗ϕ1, r2⊗
ϕ2] = r1.r2 ⊗ [ϕ1, ϕ2]. If
∧
(E∗) is the exterior algebra over E∗, α ∈ Λp(E∗),
β ∈ Λq(E∗), we have
[α⊗ ϕ1, β ⊗ ϕ2] = α ∧ β ⊗ [ϕ1, ϕ2] = α ∧ β ⊗ (ϕ1 ◦ ϕ2 − ϕ2 ◦ ϕ1)
= · · · = (α⊗ ϕ1) ∧ (β ⊗ ϕ2)− (−1)pq(β ⊗ ϕ2) ∧ (α⊗ ϕ1),
i.e., we obtain the so called ”super commutator” in
∧
(E∗)⊗ L(E).
Note that the Lie algebraic structure always requires [A,A] = 0. In order
to define a bracket operation of linear maps such that [ϕ, ϕ] 6= 0 in general, let
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φ and ψ be two arbitrary linear maps in a moduleM, and B : M×M→M be
just a binar map satisfyingB(x + z,y) = B(x,y)+B(z,y) andB(x,y + z) =
B(x,y) +B(x, z), where (x,y, z) are three arbitrary elements of M. Aiming
to define the desired bracket, called B−bracket, for ϕ and ψ , we consider the
expression
A(B;φ, ψ)(x,y) ≡ 1
2
[
B(φ(x), ψ(y)) +B(ψ(x), φ(y)) + φ ◦ ψ(B(x,y))
+ψ◦φ(B(x,y))−φ(B(x, ψ(y)))−φ(B(ψ(x),y))−ψ(B(x, φ(y)))−ψ(B(φ(x),y))
]
.
If now ϕ is a linear map in M, this bracket allows to see how it B-changes
along itself and to build quantities describing intercommunication between the
generated by ϕ subspaces of M. For example, assuming φ = ψ = P , where
P 6= idM is a projection: P ◦ P = P , this expression reduces to
A(B;P )(x,y) = P (B(x,y))+B(P (x), P (y))−P (B(x, P (y)))−P (B(P (x),y)) .
Adding and subtracting now P
[
B
(
P (x), P (y)
)]
, after some elementary trans-
formations we obtain (id is the identity in M).
A(B;P )(x,y) = P
[
B
[
(id− P )(x), (id− P )(y)]]+ (id− P )[B[P (x), P (y]].
Recalling that P and (id− P ) project on two subspaces of M, the direct sum
of which generates M, and naming P as vertical projection denoted by V , then
(id−P ), denoted by H , gets naturally the name horizontal projection. So the
above expression gets the final form of
A(B;P )(x,y) = V
[
B
[
H(x), H(y)
]]
+H
[
B
[
V (x), V (y)
]]
= RP (B;x,y) + R¯P (B;x,y).
As it is seen, the first term on the right, RP (B;x,y), which may be called
B-algebraic curvature of P , measures the vertical component of the B-image
of the horizontal projections of (x,y), and then the second term R¯P (B;x,y),
acquiring the name of B-algebraic cocurvature of P , measures the horizontal
component of the B-image of the vertical projections of (x,y). Hence, the
curvature and cocurvature measure the mutual P -influence between V (M) ⊂
M and H(M) = (id−V )(M) ⊂M generated by the restriction ofB to each of
the two subspaces of M = P (M)⊕ (id−P )(M) binar B-coupling of elements.
Recalling the above Remark, for the case Λ1(M,TM) and the correspond-
ing Fro¨licher-Nijenhuis bracket: B → [ , ](F,N), we couild work out the corre-
sponding Bianchi identities (see [7, Sec.16] for details).
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If Φ = αi⊗ ei and Ψ = βj ⊗ kj are skew symmetric forms on E with values
correspondingly in the linear spaces W1 and W2, and ϕ : W1 ×W2 → W3 is
a bilinear mapping valued in the linear space W3 we can define a W3-valued
form ϕ(Φ,Ψ) on E according to
ϕ(Φ,Ψ) = ϕ(αi ⊗ ei, βj ⊗ kj) = αi ∧ βj ⊗ ϕ(ei, kj).
For example, ifW3 is just E∧E and ϕ is the exterior product E×E → E∧E,
we obtain ϕ(Φ,Ψ) = αi ∧ βj ⊗ ei ∧ kj, while if ϕ is the symmetric product
E×E → E∨E we obtain ϕ(Φ,Ψ) = αi∧βj⊗ei∨kj . As an illustration, if W3
is 2-dimensional, then in the exterior case we obtain ϕ(Φ,Ψ) = α1∧β2⊗e1∧e2
and in the symmetric case we obtain
ϕ(Φ,Ψ) = α1 ∧ β1⊗ e1 ∨ e1 + α2 ∧ β2⊗ e2 ∨ e2 + (α1 ∧ β2+ α2 ∧ β1)⊗ e1 ∨ e2.
Note that if ϕ is a linear mapping in E with the corresponding ϕ∗ in E∗,
ψ is a linear mapping in W , and Φ = αi ⊗ ei is a W -valued skew symmetric
form on E, it may happen that ϕ∗(αi) ⊗ ψ(ei) = αi ⊗ ei. In such a case Φ is
called (ϕ, ψ)− equivariant .
Finally, if (A,+, .) is a graded algebra and F : A → A is NOT a derivation
in A, i.e., F(a.b) 6= F(a).b+ εp a.F(b) in general, then the combination
{a, b} = F(a).b+ εp a.F(b)− F(a.b), a, b ∈ A ,
where εp is the pairity of a ∈ A, is called Leibniz bracket of F(for details see:
arXiv : gr-qc/0306102, or, J.Math.Phys.45(6),p.2405).
1.5 Basic Examples of Algebraic Structures
1.5.1 Determinants.
A determinant function ∆ in a n-dimensional linear space E is a skew sym-
metric n-linear function from E to the scalars Γ . Hence,
∆(x1, x2, . . . , xn) =
∑
σ∈Sn
εσx
σ(1)
1 x
σ(2)
2 . . . x
σ(n)
n .
Clearly, ∆(x1, . . . , xn) will be not zero only if all xi, i = 1, . . . , n are linearly
independent.
If {ei} and {εj} are two dual bases then the element ω = ε1∧ε2∧· · ·∧εn ∈
Λn(E∗) defines determinant function in E. So, the duality relation 〈εi, ej〉 = δij
yields
ω(e1, . . . , en) = 〈ε1 ∧ ε2 ∧ · · · ∧ εn, e1 ∧ e2 ∧ · · · ∧ en〉 = 1.1. . . . .1 = 1.
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If ϕ is a linear mapping in E then ω(ϕ(x1), . . . , ϕ(x2)) = γ.ω(x1, . . . , xn) and
γ is called the determinant of ϕ and is denoted by detϕ. If ϕ = λ.id then
det(λ.id) = λn, so, det(id) = 1. Also, det(ϕ ◦ ψ) = (detϕ).(detψ), so if ψ is a
linear isomorphism, then det(ψ ◦ ϕ ◦ ψ−1) = det(ϕ). If ϕ∗ is dual to ϕ then
detϕ∗ = detϕ.
The solutions of the equation det(ϕ − λ.id) = 0 are called eigen values of
ϕ. We obtain
det(ϕ− λ.id) =
n∑
p=0
αpλ
n−p,
where the coefficients αp are expressed through the principal minors of the
representative matrix ϕij , and these coefficients are invariants:
αp(ϕ) = αp(ψ ◦ ϕ ◦ ψ−1),
where ψ is a linear isomorphism.
A linear mapping is an isomorphism iff detϕ 6= 0.
Any two determinant functions in E may differ from each other just by a
scalar: ∆2 = λ∆1. Two determinant functions are called equivalent if λ >
0, so it is said that each class defines an orientation in E . A basis {ei}
in E is called positive with respect to ∆ if ∆(e1, . . . , en) > 0. Any even
permutation σ : (1, 2, . . . , n) → (σ(1), σ(2), . . . , σ(n)) respects the orientation
chosen. An isomorphism ϕ is orientation preserving if ∆ and ∆ ◦ ϕ have the
same orientation.
If ∆ is a determinant function in E then the equality
n∑
i=1
∆(x1, . . . , ϕ(xi), . . . , xn) = α.∆(x1, . . . , xn),
defines the scalar α, called the trace of ϕ, denoted by tr ϕ. It satisfies
tr(λ.ϕ+ µ.ψ) = λ.trϕ+ µ.trψ and tr(ψ ◦ ϕ) = tr(ϕ ◦ ψ).
With respect to any couple of dual bases {εi}, {ej} : 〈εi, ej〉 = δij, we obtain
trϕ =
∑
i〈εi, ϕ(ei)〉.
In case A is an antisymmetric 2-form on 4-dimensional space, then
A∧A = (A12A34+A13A42+A14A23) e1∧e2∧e3∧e4 =
√
det(Aij) e
1∧e2∧e3∧e4,
where det(A) = (A12A34 + A13A42 + A14A23)
2 ≧ 0.
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1.5.2 Metrics, Pseudo-metrics, Symplectic forms
1. Euclidean metrics. A metric (metric tensor, inner product) g in a real
linear space E is every element of S2(E∗) satisfying additionally the conditions
for nondegeneracy: g(x, y) = 0 if for every y ∈ E it follows x = 0, and
positivity: g(x, x) > 0 for any nonzero x ∈ E. In such a case E is called
inner product space. In finite dimensional case if {ei} is a basis in E then g is
completely determined by its values gij = g(ei, ej). Then the nondegeneracy
condition means det ‖ gij ‖6= 0. Having introduced a metric g in E we define
a norm |x| of x ∈ E by |x| =√g(x, x). A vector x is called unit if |x| = 1. It
follows that g(x, y) can be expressed in terms of the norm: g(x, y) = 1
2
(|x +
y|2 − |x|2 − |y|2).
Two vectors x, y in E are called orthogonal (with respect to g) if g(x, y) = 0.
Correspondingly, two subspaces E1 and E2 of E are called orthogonal if any
two vectors x1 ∈ E1 and x2 ∈ E2 are orthogonal.
Remark. Further, when no misunderstanding will take place, we are going to
write just (x, y) instead of g(x, y).
There is a basic inequality in every inner product space, called Schwarz-
inequality: (x, y)2 ≦ |x|2|y|2. This allows to introduce a real number α by
0 ≦ α ≦ π and an angle between two vectors according to cosα = (x, y)/|x||y|.
Clearly, (x, y) = 0 leads to cosα = 0 and α = π
2
. The cosine theorem asserts
|x−y|2 = |x|2+ |y|2−2|x||y| cosα, and the triangle inequality asserts |x+y| ≦
|x|+ |y|.
A basis {ei} in E is called orthogonal if (ei, ej) = 0, and if additionally
each ei is unit, then the basis is called orthonormal. Linear isomorphisms that
transform orthonormal basis to orthonormal basis are called orthogonal and
satisfy ϕ∗ = ϕ−1. A vector yx is called orthogonal projection of the vector
x into the subspace E1 if yx =
∑
ν(x, kν)kν , where {kν} is an orthonormal
basis in E1 ⊂ E. It follows |yx| ≦ |x|. The number |x − yx| is called the
distance of x from E1. If the linearly independent vectors (x1, x2, . . . , xp),
1 < p < n, generate the subspace E1 ⊂ E and {εν} is an orthonormal basis
in E∗1 then the number |〈ε1 ∧ · · · ∧ εp, x1 ∧ · · · ∧ xp〉| is called volume of the
p−dimensional parallelepiped spanned by the vectors (x1, . . . , xp).
The metric ( , ) defines isomorphism g˜ between E and E∗ according to
〈g˜(x), y〉 = (x, y). We obtain
〈g˜(x), y〉 = (x, y) = (y, x) = 〈g˜(y), x〉 = 〈x, g˜(y)〉.
Thus, g˜∗ = g˜. It follows that the matrices (ei, ej) and (ε
i, εj) are inverse to each
other, i.e. gijg
jk = δki . This allows to raise and lower indices: Aijmkkg
kl = Alijm,
Aijmkgkl = A
ijm
l .
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Finally, a linear mapping ϕ : E → E is called isometry if ϕ∗(g) = g. We
give some properties of isometries:
1. All isometries in E preserve the norm: |ϕ(x)| = |x|.
2. All isometries transform orthonormal basis to orthonormal basis.
3. All isometries ϕ satisfy: det(ϕ) = ±1.
4. All isometries have eigen values λ = ±1, and not all isometries have
eigen vectors.
5. Every isometry ϕ in an odd dimensional space has at least one positive
eigen value equal, of course, to 1. The corresponding eigen vector z is invariant
with respect to ϕ : ϕ(z) = z.
6. Every isometry ϕ in E satisfies tr(ϕ) ≦ (dimE).
7. For every isometry in E there exists an orthogonal decomposition of E
into subspaces of dimension 1 and 2.
8. All isometries of En form a group of dimension 1
2
n(n + 1) and NOT a
linear space.
If {ei} is orthonormal basis with respect to g then g has components geii =
1, gij = 0 for i 6= j, so, det ‖ gij ‖= 1. If {ki} is any other basis with
gkij = A
m
i A
n
j g
e
mn then det ‖ gkij ‖= (det ‖ Amj ‖)2 > 0 and the two volume forms
ω(e) and ω(k) are connected by ω(k) =
√
det ‖ gkij ‖ω(e).
As it is seen from the above properties the isometries define a group O(n),
this group has two components: S+(n) and S−(n). The elements of S+(n)
have determinants equal to 1 and are called proper, and the elements of S−(n)
have determinants equal to (−1) and are called improper. So, the proper
isometries preserve the orientation, and the improper isometries change the
orientation (defined by an orthonormal basis). In the 3−dimensional case every
proper isometry ϕ has unique 1−dimensional eigen (hence, invariant) subspace
with respect to which the isometry is reduced to 2−dimensional rotation, the
corresponding rotation angle θ is defined by cos(θ) = 1
2
(trϕ− 1).
2. Pseudo-Euclidean metrics. These are nondegenerate bilinear forms
η on E admitting positive, zero and negative values when calculated on the
same vector. If η(x, x) > 0 then x is called time-like, if η(x, x) < 0 then x is
called space-like and if η(x, x) = 0 then x is called isotropic/light-like. The set
of all isotropic vectors form the light-cone. Each isotropic vector is orthogonal
to itself. A basis {eν} is called orthonormal if ηµµ = η(eµ, eµ) = ±1. The
number of minuses is called index of η, and the difference pluses−minuses is
called signature of η, but sometimes the signature is denoted just by sign(η) =
(−,−, ...,−,+,+, ...,+), and the number of minuses, or pluses, is preliminary
clear.
If the number of minuses is (n− 1) the following properties hold:
a/. Two time-like vectors are never orthogonal,
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b/. A time-like vector is never orthogonal to an isotropic vector,
c/. Two isotropic vectors are orthogonal only if they are linearly dependent.
A 4-dimensional pseudo-Euclidean space with signature (−,−,−,+) is
called Minkowski space M = (R4, η). The corresponding isometries are called
Lorentz transformations, they form a 6-dimensional group.Together with the
translations we get the 10-dimensional Poincare group. A proper Lorentz
transformation possesses always at least one eigenvector on the light-cone. If
F is a 2-form on M and G is a 3-form on M then
η(F, F ) =
∑
µ<ν
FµνF
µν =
1
2
∑
FµνF
µν ,
η(G,G) =
∑
µ<ν<σ
GµνσG
µνσ =
1
3!
∑
GµνσG
µνσ, µ, ν, σ = 1, ..., 4.
3. Some Structures associated with an exterior form. A non-zero
p−form β on E is decomposable if there exist p linearly independent one-
forms α1, α2, . . . , αp such that β = α1 ∧ α2 ∧ · · · ∧ αp. Inversely, the 1-forms
α1, α2, . . . , αp are linearly independent if α1 ∧ α2 ∧ · · · ∧ αp 6= 0.
With every p-form α a subspace Eα ⊂ E is associated: Eα ⊂ E is gener-
ated by those x ∈ E satisfying i(x)α = 0. Clearly, if α is 1-form, then the
corresponding Eα ⊂ E is a hyperplain in E.
The subspace Eα ⊂ E can be defined by subspace E∗α ⊂ E∗ of 1-forms
which annihilate the whole Eα ⊂ E. So, E∗α ⊂ E∗ is called associated to α
system. If α is a 2-form on E and {ei} is a basis in E then the 1-forms i(ei)α
generate the associated to α system. The dimension of E∗(α) is called rank
of α. Obviously, the rank of α is equal to the codimension of E(α). If α is
decomposable, then its rank is equal to the number of 1-forms that represent
α, e.g. if rank(α) is p, then α = α1∧· · ·∧αp. A nonzero (n−1)-form has rank
(n− 1), and a nonzero (n− 2)-form may have rank equal to n, or to (n− 2).
For any 2-form α there exist even number 2s of 1-forms εi, i = 1, 2, . . . , 2s ≦
n, such that α = ε1 ∧ ε2 + · · ·+ ε2s−1 ∧ ε2s, 2-forms may have only even rank.
A symplectic structure on E is introduced by a 2-form α of rank dimE, so
in such a case dimE = 2m. Hence, the product α∧· · ·∧α, where α is multiplied
by itself m-times, defines a volume form on E2m, and hence, an orientation
called canonical (with respect to α). Moreover, α defines isomorphism between
E and E∗ according to x→ i(x)α, x ∈ E.
A linear mapping ϕ : E2m → E2m satisfying ϕ∗α = α is called symplectic
isomorphism. All symplectomorphisms in E form a m(2m + 1)-dimensional
group Sp(E2m, α), and each element in Sp(E2m, α) has determinant equal to
1, so symplectomorphisms preserve the canonical orientation.
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There are two bases {εi}, i = 1, 2, ..., 2m and {ε˜i}, i = 1, 2, ..., 2m of E2m
being canonical in some sense with respect to the symplectic 2-form α. Making
use of the first one, we get
α = ε1 ∧ ε2 + · · ·+ ε2m−1 ∧ ε2m,
The 1-forms {εi}, i = 1, 2, . . . , 2m form a basis in E∗ and the dual to this basis
{ei} in E is usually called symplectic basis.
In the second basis we get
α = ε˜1 ∧ ε˜m+1 + · · ·+ ε˜m ∧ ε˜2m,
and this basis is usually employed in the frame of symplectic mechanics on the
cotangent bundle of a manifold.
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Chapter 2
Manifolds and Bundles
2.1 Topological and Smooth Manifolds.
We continue under the assumption that all linear spaces to be considered are
real, finite dimensional and endowed with the standard topology, so the concepts
of differentability and smoothness can be introduced and used.
1. Topological manifold. Let M denote a topological space with a
countable set Σα of open sets Uα, so Σα covers the whole M . We say that
M is a n-dimensional topological manifold if every Uα ⊂ M is homeomorphic
to a an open set in Rn. So, the couple (Uα;ϕα : Uα → V ⊂ Rn) is called
a local chart on M and (Σα, ϕα) is called an atlas on M . An atlas is called
maximal if it includes all possible local charts. Under these conditions M is
called topological manifold.
Since ϕα are homeomorphisms between open sets then if we denote the
possible intersection by Uαβ = Uα ∩ Uβ , a homeomorphism
ϕαβ : ϕβ(Uαβ)→ ϕα(Uαβ)
is defined by ϕαβ = ϕα ◦ ϕ−1β , called identification map, or transition function
for Uα and Uβ. Clearly, the inverse of ϕαβ is ϕβα.
2. The Derivative. If E and F are two real, finite dimensional vector
spaces, U ⊂ E is an open subset and ϕ : E → F is a map, then ϕ is called
differentiable at xo ∈ U if there is a linear map ψ : E → F such that
limt→0
ϕ(xo + th)− ϕ(xo)
t
= ψxo(h), h ∈ E,
where t is a real external parameter. If this is true for every xo ∈ U then ϕ
is called differentiable map in U , and the map ϕ′ : U → L(E, F ) defined by
xo → ϕ′(xo), where ϕ′(xo)(h) = ψxo(h) is called the derivative of ϕ.
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Now, L(E, F ) is also real finite dimensional vector space, so ϕ′ : U →
L(E, F ) can be tested for differentability, and if it is differentiable in U its
derivative is denoted by ϕ′′. So, a kth derivative of ϕ on U could be considered
to exist, and if it exists then ϕ is called to be C(k) − map. If this process is
infinite with respect to k, then ϕ is said to be of C∞ − class, or smooth.
If ϕ : U → V ⊂ F has smooth inverse, then ϕ is called a diffeomorphism
between U ⊂ E and V ⊂ F .
If it turns out that ϕ′ is continuous and ϕ′(xo) : E → F is a linear isomor-
phism, then the inverse function theorem states that there are open sets U of
xo and V of ϕ(xo) ⊂ F such that ϕ restricts to diffeomorphism between U and
V .
If all identification maps of an maximal atlas on M are smooth then we
say that on M is defined smooth structure and (Mn, Uα) is called a smooth
n-dimensional manifold. Further under manifold we shall understand always
smooth manifold.
3. Smooth maps. Let M and N be two manifolds with corresponding
atlases (Uα, uα) and (Vi, vi) and ϕ : M → N be a continuous map such that
Uα ∩ ϕ−1(Vi) is not empty. We obtain a continuous map
ϕiα : uα(Uα ∩ ϕ−1(Vi))→ vi(Vi).
defined by ϕiα : vi ◦ϕ ◦u−1α . Then ϕ is said to be smooth if all ϕiα are smooth.
The composition of two smooth maps ϕ :M → N and ψ : N → P is obviously
smooth.
A smooth map ϕ : M → N is called diffeomorphism if it has smooth
inverse. Correspondingly, two manifolds M and N are called diffeomorphic if
there exists a diffeomorphism ϕ : M → N . The set of diffeomorphisms of a
manifold M form a group Diff(M) with respect to the composition of two
diffeomorphisms.
If Mm and Nn are smooth manifolds with corresponding atlases as above,
then the product M ×N becomes a manifold of dimension (m+ n) and atlas
(Uα×Vi, uα×vi) and the two projections πM :M×N →M and πN :M×N →
N are smooth.
The smooth maps f : M → R from a manifold to the real numbers are
called smooth functions and the set of all such functions will be denoted by
J (M). The set J (M) is an (infinite dimensional) algebra with respect to the
real numbers and a (one dimensional) module with respect to itself, where the
function f1 :M → 1 defines a basis.
A smooth path on M is a smooth map ϕ : R → M . A manifold is called
smoothly path connected if for any two points a and b of M there is a smooth
path ϕ such that ϕ(0) = a and ϕ(1) = b. Clearly, if M is connected as a
topological space, then it is a smoothly path-connected.
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Every smooth map ϕ : M → N defines algebra homomorphism ϕ∗ :
J (N) → J (M) through ϕ∗(f) = f ◦ ϕ, f ∈ J (N). The surjectivity of ϕ
leads to injectivity of ϕ∗, and the composition ϕ◦ψ leads to (ϕ◦ψ)∗ = ψ∗ ◦ϕ∗.
The carrier or support of a smooth function f on M is the closure of the
set{x ∈M |f(x) 6= 0}. A smooth function may have finite carrier with respect
to a submanifold S ⊂M .
4. Local coordinates. Let (Uα, uα) be a local chart on M
n and {εi} be a
basis in Rn∗. Then the compositions εi ◦ uα are called coordinate functions, or
just local coordinates for Uα and are denoted usually by x
i|Uα = εi ◦ uα. If the
point p ∈M lays in the intersection Uα∩Uβ , it is endowed with two coordinates,
say xi(p) and yi(p), and we have the smooth functions xi = f i(yj), defining
diffeomorphism between the corresponding regions of Rn. Correspondingly, a
map ϕ : M → N can be represented in corresponding local coordinates xi on
M and yj on N by yj = ϕj(xi), i.e.
εj ◦ vβ = εj ◦ ϕαβ ◦ εi ◦ uα, i = 1, 2, . . . , m, j = 1, 2, . . . , n,
and ϕαβ maps uα(Uα) ⊂ Rm into vβ(Vβ) ⊂ Rn.
2.2 Smooth bundles and vector bundles.
Sections
2.2.1. Local product property. Let E and B be smooth manifolds and
π : E → B be a smooth map. We say that π has the local product property
with respect to the manifold F if there is an open covering {Uα} of B and a
family of diffeomorphisms
ψα : Uα × F → π−1(Uα)
such that
π ◦ ψα(x, y) = x, x ∈ Uα, y ∈ F.
In such a case π is obviously surjective, and the system {Uα, ψα} is called local
decomposition of π.
2.2.2. Smooth fiber bundle. The four-tuple (E, π,B, F ) is called
smooth fiber bundle, and any local decomposition of π is called coordinate
representation for the fiber bundle. The manifold E is called the total space,
B is called the base space, for each x ∈ B the set Fx = π−1(x) is called the
fiber over x ∈ B and F is called standard fiber. Clearly, E is a disjoint union
of the fibers.
A smooth cross-section, or just a section, of the fiber bundle (E, π,B, F )
is a smooth map σ : B → E with property π ◦ σ = idB. Clearly, σ(B) is
diffeomorphic image of B.
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Having a coordinate representation (Uα, ψα) we obtain bijections ψα,x :
F → Fx defined by ψα,x(y) = ψα(x, y), y ∈ F .
If x ∈ B lays in the intersection Uαβ = Uα∩Uβ we obtain a map ψ−1β,x◦ψα,x :
F → F , which is a diffeomorphism. The functions gβα(x) = ψ−1β,x ◦ ψα,x are
in Diff(F ) and are called transition functions for the bundle with respect to
(Uα, ψα).
Let (E ′, π′, B′, F ′) be another fiber bundle. Then a map ϕ : E → E ′ is
called fiber preserving, or homomorphism of bundles if whenever π(z1) = π(z2)
for (z1, z2) ∈ E then π′ ◦ ϕ(z1) = π′ ◦ ϕ(z2). So, we get a map ϕB : B → B′
requiring π′ ◦ ϕ = ϕB ◦ π, and ϕB is smooth.
There may exist various fiber bundles on the same base space B. If ξ =
(E, π,B, F ) and ξ′ = (E ′, π′, B, F ′) are two such bundles then a bundle map
ϕ : ξ → ξ′ is called strong bundle map if the induced map in B is the identity
iB of B.
If A ⊂ B then (π−1(A), π, A, F ) can be endowed with a bundle structure,
called restriction of (E, π,B, F ) on A.
Finally, a fiber bundle is called trivial if the bundle space E is diffeomorphic
to the direct product B × F and π(B × F ) = B.
Roughly speaking, a smooth fiber bundle (E, π,B, F ) is a disjoint union
of diffeomorphic images of the same manifold F , which union is parametrized
smoothly by the points of a manifold B, and the atlases of E are made to
respect this intrinsic structure of E by the requirement that, locally, E is
diffeomorphic to the direct product Uα × F .
2.2.3. Vector bundles. A vector bundle is a quadruple (E, π,B, F ),
where
1. (E, π,B, F ) is a smooth bundle,
2. the spaces F and Fx = π
−1(x), x ∈ B, are real finite dimensional vector
spaces,
3. there is a coordinate representation (Uα, ψα) such that the maps ψα,x :
F → Fx are linear isomorphisms.
The dimension of F is called rank of the vector bundle, and the required in
p.3 coordinate representation is called vector coordinate representation. The
induced by the coordinate representation (Uα, ψα) maps gαβ : Uαβ → GL(F ),
given by gαβ(x) = ψ
−1
α,x ◦ψβ,x are smooth and satisfy gγβ(x)gβα(x) = gγα(x) for
each x ∈ Uγ ∩ Uβ ∩ Uα.
If (Uα, ψα) define a coordinate representation for η then (Uα, ϕα), where
ϕα,x = (ψ
∗
α,x)
−1, define a coordinate representation of the dual vector bundle
η∗ = (E∗, π∗, B, F ∗) where E∗ is the union of all (Fx)
∗, π∗ is obvious, F ∗ is the
dual space of F .
A subbundle of a vector bundle (E, π,B, F ) is any vector bundle (E ′, π, B, F ′)
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with a standard fiber F ′ which is a vector subspace of the vector space F , the
vector spaces Fx are vector subspaces of Fx, and the induced inclusion map
E ′ → E is smooth.
If η and η′ are vector bundles and ϕ : η → η′ is a bundle map with
ψ : B → B” the induced map between the base spaces, let (Uα, ψα) and
(Vi, χi) be coordinate representations for η and η
′. We get smooth maps
ϕiα : ψ
−1(Vi) ∩ Uα → L(F, F ′), ϕiα(x) = χ−1iψ(x) ◦ ϕx ◦ ψα,x.
These smooth maps are called mapping transformations for ϕ with respect to
the two coordinate representations.
A bundle map ϕ : η → η′ is an isomorphism iff the induced ψ : B → B′ is
diffeomorphism and ϕx : Fx → F ′ψ(x) is a linear isomorphism.
We consider now strong bundle maps ϕ between two vector bundles η =
(E, π,B, F ) and η′ = (E ′, π′, B, F ′), recalling that these two bundles have the
same base space B and that each ϕx : x ∈ B is a linear map between the linear
spaces Fx and F
′
x over the same point of the base.
1. If ϕ : η → η′ and ψ : η → η′ are such strong bundle maps then their
sum ϕ+ ψ is defined by (ϕ+ ψ)(z) = ϕ(z) + ψ(z), z ∈ E.
2. If f ∈ J (B) and ϕ is a bundle map then a strong bundle map is defined
by fϕ by (fϕ)(z) = f(x)ϕ(z), x = π(z) = π′(z).
These two properties of the strong bundle maps between vector bundles
make the set of all such maps a module with respect to the algebra J (B)
of smooth functions on the base space B. Since these are in fact the bundle
homomorphisms between η and η′ this set is denoted by Hom(η, η′). Clearly,
if we have three vector bundles η, η′, η′′ on the same base then the composition
of ϕ : η → η′ and ψ : η′ → η′′ is defined and the map (ϕ, ψ) → ψ ◦ ϕ is a
J (B)-bilinear map Hom(η, η′)×Hom(η′, η′′)→ Hom(η, η′′).
If η1, η2, . . . , ηp; η are vector bundles on the same base, then the above
property of strong bundle maps is extended to all multilinear strong bundle
maps Φ(η1, . . . .ηp) → η, again a J (B)-module is defined by the same rule.
This is important when we consider dual bundles, tensor product of vector
bundles; tensor, skew-symmetric and symmetric powers of a vector bundle,
as well as the induced bundles of linear and multilinear mappings between
vector bundles; also bundles with additional algebraic structure like exterior
and symmetric algebra bundles over a vector bundle.
2.2.4. Sections of vector bundles. A section of a vector bundle η =
(E, π,B, F ) is a map σ : B → E with the property π ◦ σ = idB. Since every
fiber Fx is a vector space, clearly, every vector bundle admits the zero section
o(x) = 0x ∈ Fx, x ∈ B. Every section has carrier carr(σ) defined as the
closure of {x ∈ B|σ(x) 6= 0x}.
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The set of sections Sec(η) is a J (B)-module: (fσ)(x) = f(x)σ(x) and
(σ1+ σ2)(x) = σ1(x) + σ2(x). Since locally a vector bundle is diffeomorphic to
Uα × F , then if F is r-dimensional, the sections over Uα ⊂ B acquire a basis
σ(α,1), . . . , σ(α,r) according to σ(α,i)(x) = ψα,x(ei), where {ei} is a basis of the
standard fiber F .
We consider now mappings of sections under bundle maps.
1. Let η = (E, π,B, F ) and η′ = (E ′, π′, B′, F ′) be two vector bundles
with corresponding dual bundles η∗ and η′∗, and let ϕ : η → η′ be a bundle
map inducing ψ : B → B′. Now ϕx : Fx → F ′ψ(x) induces the dual map
ϕ∗x : F
′∗
ψ(x) → F ∗x . If now σ′ is a section in η′∗ then a section ϕ∗(σ) in η∗ is
defined by ϕ∗(σ′)(x) = ϕ∗x(σ
′(ψ(x))). The so defined map between the sections
of η′∗ and η∗ is in fact a morphism of the modules of sections of η′∗ and η∗:
ϕ∗(ρ1 + ρ2) = ϕ
∗(ρ1) + ϕ
∗(ρ2) and ϕ
∗(fρ) = ψ∗f.ϕ∗ρ, where f ∈ J (B′) and
ρ1, ρ2 are sections of η
′∗.
2. If ϕ : η → η′ restricts to isomorphisms in the fibers then every section σ
of η′ is carried to section ϕ#σ in η according to ϕ#σ(x) = ϕ−1x (σ(ψ(x))). The
map ϕ# is also morphism of J (B) modules Sec(η) and Sec(η′).
3. If η and η′ have the same base and ϕ is a strong bundle map then the
sections σ of η are carried to sections ϕ∗σ in η
′ according to ϕ∗σ(x) = ϕx(σ(x)).
Clearly, ϕ∗ is also morphism of the J (B) modules Sec(η) and Sec(η′).
2.3 Vector Bundles with Additional Structure
2.3.1. Orientable vector bundles. Let η = (E, π,B, F ) be a vector bundle
of rank r and η∗ be its dual bundle. Then we have the exterior powers Λp(η)
of η, in particular, Λr(η), which is of rank 1. It is said that η is orientable if
Λr(η) admits nonzero section ∆ ∈ Sec(Λr(η)) : ∆(x) 6= 0, x ∈ B.
Any two nonzero sections of Λr(η) differ from each other by a nonzero
element f of J (B) : ∆2 = f∆1. We say that two such determinant functions
are equivalent if the corresponding f ∈ J (B) is positive: f(x) > 0, x ∈ B.
Each class of equivalence defines orientation in η. If B is a connected space
then η admits just two orientations.
Important result: η is orientable iff it admits coordinate representation
(Uα, ϕα) whose coordinate transformations gαβ(x) = ϕ
−1
α,x ◦ ϕβ,x have positive
determinant.
2.3.2. Riemannian and pseudo-Riemannian vector bundles. A
pseudo-Riemannian metric in η is an element g ∈ Sec(∨2(η∗)) such that g(x)
is nondegenerate for every x ∈ B. Under this condition (η, g) is called pseudo-
Riemannian vector bundle . If g(x) is positive definite for each x ∈ B then η
is called Riemannian vector bundle.
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A section σ ∈ Sec(η) in a pseudo-riemannian vector bundle is called normed
if g(x; σ(x), σ(x)) = 1, x ∈ B.
The metric g in η defines duality, i.e. linear isomorphism, between η and
η∗. Also, η∗ acquires metric represented by the inverse matrix of the matrix of
g(x), x ∈ B.
If η is riemannian then all tensor, exterior and symmetric powers of η are
also Riemannian.
Two pseudo-Riemannian vector bundles are called isometric if there is a
bundle map ϕ between them such that each ϕx is isometry, i.e. it preserves
the metric. Clearly, if the standard fiber F is euclidean space and η is rieman-
nian, then there is a coordinate representation (Uα, ϕα) for η for which the
maps ϕα,x : F → Fx are isometries. Such coordinate representation is called
Riemannian.
If two riemannian bundles are isomorphic then there is an isomorphism
which is isometry.
Every pseudo-Riemannian vector bundle is orientable.
Since F and every fiber Fx in a Riemannian bundle are euclidean spaces,
then there is a unit sphere Sx ⊂ Fx. It is possible to construct a smooth bundle
over the base space B with a standard fiber the unit sphere in F .
We recall a theorem from vector bundle theory, which establishes some
important properties of those vector bundles which admit pseudoriemannian
structure. The theorem says that if a vector bundle Σ with a base manifold
B and standard fiber V admits pseudoriemannian structure g of signature
(p, q), p + q = dimV , then it is always possible to introduce in this bundle a
riemannian structure h and a linear automorphism ϕ of the bundle, such that
two subbundles Σ+ and Σ− may be defined with the following properties:
1. g(Σ+,Σ+) = h(Σ+,Σ+),
2. g(Σ−,Σ−) = −h(Σ−,Σ−),
3. g(Σ+,Σ−) = h(Σ+,Σ−) = 0.
The automorphism ϕ is defined by
gx(ux, vx) = hx(ϕ(ux), vx), ux, vx ∈ Vx, x ∈ B.
In components we have
gij = hikϕ
k
j → ϕki = gimhmk.
In the tangent bundle case this theorem allows to separate a subbundle of the
tangent bundle if the manifold admits pseudoriemannian metric.
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Structure theorem: For every vector bundle η there exists a vector bun-
dle η′ over the same base such that the Whitney sum η⊕ η′ is a trivial bundle.
The proof of this assertion makes use of the following lemma: Sec(η) is a
finitely generated J (B)-module. This theorem enables us to create isomor-
phisms between the spaces Hom(η, η′) and HomB(Sec(η), Sec(η
′)), and this
result can be extended to the multilinear cases by corresponding extension of
the isomorphism.
This structure theorem allows also unit tensor t ∈ Sec(η∗) ⊗B Sec(η) for
(η, η∗) to be introduced: there are finitely many sections σ∗i ∈ Sec(η∗) and
σi ∈ Sec(η) such that
t =
∑
i
σ∗i ⊗B σi, σ =
∑
i
〈σ∗i , σ〉σi, σ ∈ Sec(η).
2.4 Tangent and Cotangent Bundles
2.4.1. Tangent space. LetM be a n-dimensional real smooth manifold with
J (M) be the algebra of real valued smooth functions on M . We shall define
the concept of tangent vector which is one of the basic concepts in differential
geometry.
Definition. A tangent vector of M at the point a ∈ M is a linear map
ξ : J (M)→ R satisfying
ξ(f.g) = ξ(f)g(a) + f(a)ξ(g), f, g ∈ J (M).
All tangent vectors at the point a ∈ M form a real vector space denoted by
Ta(M) with respect to the following rules:
(λ ξ + µ η) f = λ ξ(f) + µ η(f), λ, µ ∈ R, ξ, η ∈ Ta(M), f ∈ J (M).
The so defined linear space Ta(M) is called the tangent space of the manifold
M at the point a ∈M .
If g is the constant function g(x) = λ then the linearity of ξ requires
ξ(g.f) = ξ(λ f) = λξ(f), and the above property requires ξ(g.f) = ξ(λ)f +
λξ(f), so, ξ(λ) = 0: any tangent vector maps constant functions to zero.
2.4.2. Derivative of a smooth map. Recall that a map ϕ between
manifolds induces a homomorphism ϕ∗ between the corresponding algebras of
real valued functions. If ϕ :M → N then ϕ∗ : J (N)→ J (M) according to
(ϕ∗f)(x) = f(ϕ(x)), f ∈ J (N), x ∈M.
Let ξ ∈ Ta(M) and consider the composition ξ ◦ ϕ∗. Clearly, ξ ◦ ϕ∗ is a linear
map from J (N) to R. Let’s see how it acts on product of functions from
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J (N):
(ξ ◦ ϕ∗)(fg) = ξ(ϕ∗f.ϕ∗g) = ξ(ϕ∗f).g(ϕ(a)) + f(ϕ(a)).ξ(ϕ∗g).
We see that ξ ◦ ϕ∗ is a tangent vector in Tϕ(a)(N). Hence, the correspondence
ξ → ξ ◦ϕ∗ defines a R-linear map from Ta(M) to Tϕ(a)(N). This map is called
the derivative of ϕ at a ∈M , and denoted by dϕa. Thus, dϕa(ξ)(g) = ξ(ϕ∗g).
If we have composition of maps ψ ◦ ϕ, then d(ψ ◦ ϕ)a = dψϕ(a) ◦ dϕa for
a ∈M .
The derivative of the identity of M at a ∈M is the identity of Ta(M).
The derivative dϕa of a diffeomorphism ϕ : M → N is a linear isomor-
phism Ta(M)→ Tϕ(a)(N) with inverse linear isomorphism dϕ−1ϕ(a) : Tϕ(a)(N)→
Ta(M).
If U ⊂M is open and j : U →M is the inclusion map, then dja : Ta(U)→
Ta(M) is linear isomorphism.
There is a canonical linear isomorphism between the vector space E and
any Ta(U), where U is an open subset of E. It is given by h → ξh, where
ξh(f) = f
′(a; h), i.e. every element h ∈ E we consider as defining directional
derivative of functions along itself.
The dimension of every Ta(M) is equal to the dimension of M .
The constant map ϕ : M → N has zero derivative, conversely, if dϕa =
0, a ∈M , and the manifold is connected then dϕa = 0, a ∈M .
2.4.3. Tangent and cotangent bundles. If M is a manifold consider
the disjoint union
TM =
⋃
a∈M
Ta(M) and the projection πM : TM →M : πM (ξ) = a, ξ ∈ Ta(M).
Then the quadruple τM = (TM , πM ,M,R
n) is a vector bundle over M with
standard fiber Rn and fiber over a point of x ∈ M given by Tx(M). This
bundle is called tangent bundle ofM . If (Uα, uα) is a coordinate atlas, Uα∩Uβ
is not empty and uβα = uβ ◦ u−1α , then the corresponding transition functions
ψβα : Uα ∩ Uβ × Rn → Uα ∩ Uβ × Rn
are given by
ψβα(x, h) = (x, (duβα)uα(x)(h)), x ∈M, h ∈ Rn.
The above considered derivative dϕa : Ta(M)→ Tϕ(a)N of a map ϕ :M →
N is naturally extended to a set map dϕ : TM → TN just by dϕ(ξ) = (dϕ)x(ξ)
for each x ∈ M and ξ ∈ Tx(M). It follows that considered as a map between
bundles τM and τN it is a homomorphism of bundles, i.e. a bundle map between
39
vector bundles. In particular, the derivative dj of the inclusion map j : U →M
induces such a (strong) bundle map from τU to the restriction of τM to U .
Since τM is a vector bundle then the corresponding dual bundle, called
cotangent bundle and denoted by τ ∗M , is also defined. The standard fiber of τ
∗
M
is again Rn, and the fiber over x ∈M is the dual space T ∗x (M) of Tx(M).
2.4.4. Local properties of smooth maps. Let ϕ : Mn → N r be a
smooth map and a ∈Mn. Then ϕ is called:
Local diffeomorphism at a point a ∈ M if (dϕ)a : Ta(M) → Tϕ(a)(N) is
linear isomorphism. Then there are neighborhoods U ⊂ Mn of a ∈ Mn and
V ⊂ N r of b = ϕ(a) ∈ N r such that ϕ maps U diffeomorphically to V .
Immersion at a point a ∈ M if (dϕ)a : Ta(M) → Tϕ(a)(N) is injective.
Then there are neighborhoods U ⊂Mn of a ∈ Mn, V ⊂ N r of b = ϕ(a) ∈ N r,
W ⊂ Rr−n and a diffeomorphism ψ : U×W → V such that ϕ(x) = ψ(x, 0), x ∈
U . Also, there is a smooth map θ : V → U such that θ ◦ ϕU = idU .
Submersion at a point a ∈ M if (dϕ)a : Ta(M) → Tϕ(a)(N) is surjective.
Then there are neighborhoods U ⊂Mn of a ∈ Mn, V ⊂ N r of b = ϕ(a) ∈ N r,
W ⊂ Rn−r and a diffeomorphism ψ : V×W → U such that ϕ(x) = πV ψ(x), x ∈
U , and πV : V ×W → V . Also, there is a smooth map θ : V → U such that
ϕ ◦ θ = idV .
If the above properties hold at every a ∈ M then ϕ is called local respec-
tively diffeomorphism, immersion, submersion of M into N . If ϕ is smooth
bijective and all (dϕ)a are injective then ϕ is a diffeomorphism.
An imbedded manifold is a pair (N,ϕ) such that the derivative dϕ : TN →
TM is injective, so dim(N) ≤ dim(M). In this case ϕ(N) ⊂ M acquires
smooth structure in which ϕ is a diffeomorphism. If the topology of ϕ(N) is
induced by that of M , then (N,ϕ) is called submanifold. Clearly, if N ⊂ M
and ϕ is the inclusion map, then N is a submanifold.
Rank of ϕ : M → N at a ∈ M is the rank of the linear map (dϕ)a :
Ta(M) → Tϕ(a)(N). If y ∈ N and the rank of ϕ is constant in ϕ−1(y), say
rank(ϕ)ϕ−1(y) = k < dim(N), then ϕ
−1(y) is a submanifold of M . In such a
situation one can choose local coordinates around a ∈ M and ϕ(a) ∈ N such
that in the corresponding neighborhoods
ϕ(x1, x2, . . . , xdim(M)) = (y1, y2, . . . , yk, 0, . . . , 0).
If ϕ :M → M satisfies ϕ ◦ ϕ = ϕ then ϕ(M) is also submanifold of M .
A manifold M is called parallelizable if its tangent bundle is trivial, i.e. if
τ(Mn) =Mn × Rn.
A number of smooth functions (f1, f2, . . . , fp), p ≤ n on a manifold Mn are
called independent at a point x ∈ M if their differentials (df1)x, . . . , (dfp)x are
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linearly independent as elements of T ∗x (M).
Any manifold of dimension n can be embedded into R2n+1 and in R2n
The smooth mappings ϕ1 :M1 → N and ϕ2 :M2 → N are called transver-
sal at y ∈ (ϕ1(M1)∩ϕ2(M2)) if dimTy(N) = dim(dϕ1)x1+dim(dϕ2)x2 whenever
ϕ1(x1) = ϕ2(x2) = y.
2.4.5. The Inclusion map. If U ⊂M is an open subset of the manifold
M and j : U → M is the inclusion map then the linear map (dj)x : Tx(U) →
Tx(M) is a linear isomorphism.
Let now U be an open subset of the vector space F . Then every a ∈ F
defines a linear isomorphism λa : F → Ta(U) by means of the derivative
operation as follows. As we know, the tangent vectors on a manifold act as
derivations in the algebra of smooth real valued functions on the manifold. If
f is such a smooth real valued function on U then its derivative f ′a(h), h ∈ F ,
at the point a ∈ U defines an element ξh ∈ Ta(U) according to
(ξh)a(f) = f
′
a(h) = 〈dfa, h〉, a ∈ U, h ∈ F.
The corresponding Leibniz rule is easily verified. The so defined map λa : h→
ξh is a linear isomorphism between F and Ta(U).
In order to extend this isomorphism to Ta(F ) we make the following con-
sideration. Let j : F → F be the inclusion map considered as identity map,
so, (dj)a is the identity Ta(F ) ↔ Ta(F ), i.e. the differential of the identity
is the identity of the corresponding tangent space. Hence, the composition
(dj)a ◦λa : F → Ta(F ) is a linear isomorphism between F and Ta(F ). Roughly
speaking, the identity map in a vector space F leads to identification of F
and Ta(F ) for each a ∈ F . For example, if ϕ is a projection in F then the
restriction ϕ|ϕ(F ) of ϕ to its image ϕ(F ) is the identity map for ϕ(F ) and the
elements of ϕ(F ) generate the corresponding linear isomorphisms.
2.5 Vector fields
2.5.1. Definition.
A vector field X on a manifold Mn is a smooth section of the tangent
bundle τ(M) of M , so, X : M → TM is smooth and π ◦X = idM . If (Uα, uα)
is an atlas of M then with a vector field X on M are associated the functions
Xα : Uα → Rn, such that
Xα(x) = d(uαu
−1
β )uβ(x)Xβ(x), x ∈ Uα ∩ Uβ.
Further the set of vector fields on M will be denoted by X(M).
2.5.2. Properties. Here are some elementary properties of X ∈ X(M).
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1. X(M) is an infinite dimensional vector space over the real numbers R.
2. X(M) is a module over the algebra of smooth functions J (M).
3. X(M)|Uα is finitely generated.
4. If M is parallelizable then X(M) has finite basis.
5. A vector field X on M can be restricted to U ⊂ M and then the
restriction X|U satisfies (fX)|U(x) = f(x)X(x), x ∈ U .
6. If (Uα, uα) is a local chart onM inducing local coordinates (x
1, x2, . . . , xn)
then the partial derivatives
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xn
are (local) vector fields on U ⊂ M . They form a basis for τ(U) called holo-
nomic. So, a vector field on U can be represented by (summation over the
repeated indices)
X = Xσ
∂
∂xσ
, σ = 1, 2, . . . , n.
6. If M is smooth, then the set of vector fields X(M) is isomorphic to the
derivations in J (M), so every X ∈ X(M) maps J (M) into J (M) linearly
with respect to R and generates derivation:
X(λ f) = λX(f), X(fg) = X(f)g + fX(g),
where λ ∈ R and f, g are two (smooth) functions on M . Such an isomorphism
does NOT hold in the nonsmooth case.
7. If ϕ : M → N is a diffeomorphism and X is a vector field on M , then
(dϕ) ◦X ◦ ϕ−1 is a vector field on N . If ϕ : M → M then (dϕ) ◦X ◦ ϕ−1 is
denoted usually by ϕ∗X . Locally,
(ϕ∗X)(x) = (dϕ)ϕ−1(x)Xϕ−1(x), x ∈ N.
If locally ϕ : M → M is given by yν = ϕν(xσ), and we consider this as
change of coordinates, then the representation of X with respect to the
new coordinates (y1, . . . , yn) is computed as follows:
1o. Represent X locally as X = Xσ(xν) ∂
∂xσ
.
2o. Compute consecutively X(y1(xσ)), X(y2(xσ)), ..., X(yn(xσ)).
3o. Replace xσ according to xσ = (ϕ−1)σ(yν) in the expressions obtained.
4o. The so obtained functions X˜σ(yν) are the components ofX with respect
to the new local basis ∂
∂yν
. So, in coordinates (yν) we obtain X = X˜σ(yν) ∂
∂yσ
.
8. Let ϕ : M → N be a smooth map. Two vector fields X ∈ X(M)
and Y ∈ X(N) are called ϕ − related if: Y (ϕ(x)) = (dϕ)x(X(x)), x ∈ M .
Accordingly, X and Y are ϕ− related iff: ϕ∗(Y (g)) = X(ϕ∗g), g ∈ J (N).
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2.5.3. Lie product of vector fields (Commutator). In view of the iso-
morphism X(M) ∼= DerJ (M) and the fact that DerJ (M) is a Lie algebra
over R with respect to
[θ1, θ2] = θ1 ◦ θ2 − θ2 ◦ θ1, θ1, θ2 ∈ DerJ (M)
we obtain a Lie product structure with respect to R in X(M):
[X, Y ](f) = X(Y (f))− Y (X(f)), f ∈ J (M).
The local expression for [X, Y ] with respect to the local coordinates (x1, x2, . . . , xn)
in the coordinate frame { ∂
∂xν
} is the following:
X = Xν
∂
∂xν
, Y = Y σ
∂
∂xσ
: [X, Y ] =
(
Xν
∂Y σ
∂xν
− Y ν ∂X
σ
∂xν
)
∂
∂xσ
.
This Lie bracket is bilinear with respect to R and satisfies the relations
(X, Y, Z ∈ X(M)):
[X, Y + Z] = [X, Y ] + [X,Z];
[X, Y ] = −[Y,X ];
[X, fY ] = (Xf)Y + f [X, Y ],
[[X, Y ], Z] + [[Y, Z], X ] + [[Z,X ], Y ] = 0 the Jacobi identity.
If X, Y ∈ X(M) and X1, Y1 ∈ X(N) are correspondingly ϕ − related,
λ, µ ∈ R and f ∈ J (N), then: λX +µY is ϕ− related to λX1+µY1; (ϕ∗f).X
is ϕ− related to f.X1 and [X, Y ] is ϕ− related to [X1, Y1].
If ϕ : M → N is a diffeomorphism, then ϕ∗ is an isomorphism of Lie
algebras, in particular,
ϕ∗[X, Y ] = [ϕ∗X,ϕ∗Y ], X, Y ∈ X(M).
2.5.4. The flow of a vector field.
Let X be a vector field on the n-dimensional manifold M and the map
c : I → M , where I = (to, t1) is an open interval in R, defines a smooth
curve in M . Then if Xa are the components of X with respect to the local
coordinates (x1, ..., xn) and the equality c′(t) = X(c(t)) holds for every t ∈ I,
or in local coordinates,
dc
dt
(
d
dt
)
=
dxa
dt
∂
∂xa
= Xa(xb(t))
∂
∂xa
,
c(t) is called integral curve/orbit of the vector field X through the point c(to) ∈
M . The product R ×M is considered and the following important theorem
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for uniqueness and existence of a solution is proved: For every point p ∈ M
and point τ ∈ R there exist a vicinity U of p, a positive number ε and a
smooth map Φ : (τ − ε, τ + ε) × U → M , Φ : (t, x) → ϕt(x), such that for
every point x ∈ U the following conditions are met: ϕτ (x) = x, t → ϕt(x)
is an integral curve of X , passing through the point x ∈ M ; besides, if two
such integral curves of X have at least one common point, they coincide.
Moreover, if (t′, x), (t + t′, x) and (t, ϕt′(x)) are points of a vicinity U
′ of
{0} × R in R × M , we have ϕt+t′(x) = ϕt(ϕt′(x)). This last relation gives
the local group action: for every t ∈ I we have the local diffeomorphism
ϕt : U → ϕt(U). So, through every point of M there passes only one integral
curve of X and in this way the manifold M is foliated to non-crossing integral
curves - 1-dimensional manifolds, and these 1-dimensional manifolds define all
trajectories of the defined by the vector field X system of ordinary differential
equations.
If the vicinity U ′ coincides with the whole R × M then the group ϕt is
called global, and it satisfies: ϕo = idM , ϕt+t′ = ϕt ◦ ϕt′, ϕ−t = (ϕt)−1. In such
a case the corresponding vector field is called complete.
On compact manifolds all vector fields are complete.
If X is not complete it is possible to find positive function f > 0 on M
such that the field fX is complete.
Around every nonsingular point y for X : X(y) 6= 0, there exists a coordi-
nate system (x1, x2, . . . , xn) such that locally X =
∂
∂x1
.
Simplifying, we can say that every vector field X defines 1-parameter group
ϕt of local diffeomorphisms of M : for each couple (to, t), varying the ”initial
conditions” xa(to) inside an open set U ⊂M , we can define the diffeomorphic
image ϕt(U) of U , and this is true for any U ⊂ M . This one-parameter
group of local diffeomorphisms is called the flow defined by X ∈ X(M), and
characterizes the dynamical nature of the concept of vector field.
If X and Y are φ− related, then ϕYt ◦ φ = φ ◦ ϕXt . If [X, Y ] = 0, then the
corresponding flows commute: ϕYt ◦ ϕXt = ϕXt ◦ ϕYt . Also, (ϕX−t)∗(Y ) = Y .
Finally, if X is tangent to some submanifold N ⊂M then its orbit through
a point in N lays entirely in N .
Let now look at the situation inversely: If ψt is 1-parameter group of dif-
feomorphisms of the smooth manifoldM then does there exist a vector field on
M such that its flow ϕXt to coincide with the given ψt? The answer is positive:
there exists a vector field X on M such that ϕXt = ψt. The corresponding to
ψt vector field is defined by the following relation:
(Xf)(x) = limt→0
f(ψt(x))− f(x)
t
, f ∈ J (M).
The group ψt defines a curve on M : t → ψt(x), passing through the point
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x = ψ0(x) ∈M , and the corresponding vector field X is tangent to this curve,
e.g. X(ψt(x)) is tangent to t→ ψt(x) at the point ψt(x).
Now, if the function f ∈ J (M) is invariant with respect to the group ϕt:
ϕ∗tf = f then f(ϕt(x)) = f(x) for any x ∈ M , so the generated by ϕt vector
field kills f : X(f) = 0. This means that f is constant on every integral curve
of X , therefore it is called first integral of X .
2.6 Covector fields
2.6.1. One-forms. Recall the cotangent bundle τ ∗(M) of the manifold M .
The sections of τ ∗(M) are called covariant vector fields, co-vector fields or
one-forms. Hence, if α is one-form then α(x), x ∈M , is an element of T ∗x (M).
The one-forms define a J (M)-module over M : (f, α)→ fα. This module
will be denoted further by Λ1(M). The duality between Tx(M) and T
∗
x (M)
induces duality between Λ1(M) and X(M): Λ1(M)×X(M)→ J (M) given by
〈α,X〉(x) = 〈α(x), X(x)〉, α ∈ Λ1(M), X ∈ X(M), x ∈M.
Clearly, Λ1(M) is isomorphic to HomM(X(M),J (M)).
If ϕ :M → N is a smooth map with corresponding bundle map dϕ : τM →
τN , then (dϕ)
∗ : Sec(τ ∗N ) → Sec(τ ∗M ), and (dϕ)∗ is usually denoted just by
ϕ∗ : Λ1(N)→ Λ1(M). Explicitly,
(ϕ∗α)(x; ξ) = α(ϕ(x); dϕx(ξ)), x ∈M, ξ ∈ Tx(M).
Also,
ϕ∗(fα + gβ) = (ϕ∗f).ϕ∗α + (ϕ∗g).ϕ∗β, f, g ∈ J (N), α, β ∈ Λ1(N).
2.6.2. The gradient of a function. Every f ∈ J (M) determines a
homomorphism ϕf : X(M) → J (M) according to ϕf : X → X(f). So, there
is unique one-form df ∈ Λ1(M) such that X(f) = 〈df,X〉, and df is called
gradient of f ∈ J (M). We obtain
d(λ f + µ g) = λ df + µ dg; d(f.g) = g.df + f.dg, λ, µ ∈ R, f, g ∈ J (M).
If ϕ : M → N is a smooth map then ϕ∗(df) = d(ϕ∗f), f ∈ J (N). If f is a
constant function then df = 0, conversely, if df = 0 and M is connected, then
f = const on M .
The following result is important: The J (M)-module Λ1(M) is generated
by gradients. Locally, the gradients (dx1, dx2, . . . , dxn) of the coordinate func-
tions on U ⊂ M define basis of Λ1(M)|U , so any one-form α has the local
representation of the kind α = αµ(x
1, . . . , xn)dxµ.
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If ∂
∂x1
, . . . . ∂
∂xn
is local basis in X(M)|U then the duality yields〈
dxµ,
∂
∂xν
〉
=
∂
∂xν
(xµ) = δµν .
2.7 Tensor and Exterior algebras over a
manifold.
2.7.1. Tensor algebras. Having the J (M)-modules Sec(τM ) and Sec(τ ∗M)
on a manifold M we can construct the tensor products
Sec(τM )⊗M Sec(τM )⊗M · · · ⊗M Sec(τM ),
Sec(τ ∗M)⊗M Sec(τ ∗M)⊗M · · · ⊗M Sec(τ ∗M)
and the (p + q)-product ⊗pX(M) ⊗ ⊗qΛ1(M) over M in the point-wise way
with respect to the base space. Thus, for Φ ∈ ⊗pX(M) and Ψ ∈ ⊗qΛ1(M) we
have
(Φ⊗Ψ)(x) = Φ(x)⊗Ψ(x), x ∈ M.
The duality between ⊗pX(M) and ⊗pΛ1(M) is also introduced in the same
point-wise way:
〈Φ,Ψ〉(x) = 〈Φ(x),Ψ(x)〉, x ∈M.
So, a mixed tensor field of type (p, q) is a section of τ p(M)⊗τ ∗q (M). In particu-
lar, the unit tensor field t overM is defined by t(x;Xx, αx) = 〈αx, Xx〉, x ∈M .
If {αµ} and {Xν} are local dual bases we can write t = ασ ⊗Xσ, and in coor-
dinate bases we have
t = dxσ ⊗ ∂
∂xσ
, so, t(X,α) =
(
dxσ ⊗ ∂
∂xσ
)
(X,α)
= 〈dxσ, X〉.
〈
α,
∂
∂xσ
〉
= Xσασ.
Local coordinate bases for ⊗pX(M) are given by all products
∂
∂xk1
⊗ · · · ⊗ ∂
∂xkp
.
2.7.2. Exterior algebra over X(M). The J (M)-module X(M) naturally
determines its exterior p-powers Xp(M) = X(M) ∧ X(M) ∧ · · · ∧X(M). Then
the direct sum (which is in fact Whitney sum of vector bundles)
n∑
p=0
Xp(M) = X0(M)⊕MX1(M)⊕MX2(M)⊕M · · ·⊕MXn(M), X0(M) = J (M),
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is anticommutative graded algebra (with respect to the wedge-product) called
exterior algebra of multivectorfields over M .
An element of the kind X1 ∧X2 ∧ · · · ∧Xp is called decomposable, it is not
zero only if the Xi, i = 1, 2, . . . , p are linearly independent. Thus, a nonzero
decomposable p-vector field defines at every point x ∈ M a p-dimensional
subspace of Tx(M). Here, in the same way as in the algebraic case, but making
use of the Lie product of vector fields, the Schouten bracket of a p-vector field
and a q-vector field is defined. If Φ = X1∧X2∧· · ·∧Xp and Ψ = Y1∧Y2∧· · ·∧Yq
the bracket [Φ,Ψ] is a (p+ q − 1)-vector field and is given by
[Φ,Ψ] =
∑
i,j
(−1)i+j [Xi, Yj]∧X1 ∧ · · · ∧ Xˆi ∧ · · · ∧Xp ∧ Y1 ∧ · · · ∧ Yˆj ∧ · · · ∧ Yq,
with the corresponding properties:
[Φ,Ψ ∧ Ω] = [Φ,Ψ] ∧ Ω + (−1)(p−1)qΨ ∧ [Φ,Ω],
[Ω ∧ Φ,Ψ] = Ω ∧ [Φ,Ψ] ∧+(−1)(q−1)p[Ω,Ψ] ∧ Φ.
Since the coordinate basis elements are of the kind
∂
∂xk1
∧ · · · ∧ ∂
∂xkp
, with k1 < k2 < · · · < kp,
for a p-multivector field Φ we obtain
Φ(x1, . . . , xn) =
∑
σ1<···<σp
Φσ1σ2...σp(x1, . . . , xn)
∂
∂xσ1
∧ ∂
∂xσ2
∧ · · · ∧ ∂
∂xσp
.
2.7.3. Exterior algebra over Λ1(M). In the same algebraic way we
form the Whitney sum of the wedge powers of antisymmetric covector fields.
∧
(M) =
n∑
p=o
= Λ0(M)⊕ Λ1(M)⊕ Λ2(M)⊕ · · · ⊕ Λn(M)
where Λ0(M) = J (M). The wedge product, defined point-wise, makes this
space into anticommutative graded algebra. The elements of Λp(M) are called
differential p-forms overM . Explicitly we have for Φ ∈ Λp(M) and Ψ ∈ Λq(M)
that Φ ∧Ψ ∈ Λp+q(M) given by at x ∈M
(Φ ∧Ψ)(x; ξ1, . . . , ξp+q)
=
1
p!q!
∑
σ
εσΦ(x; ξσ(1), . . . , ξσ(p))Ψ(x; ξσ(p+1), . . . , ξσ(p+q)), p, q > 1.
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The property Φ∧Ψ = (−1)pqΨ∧Φ follows, so the wedge product of odd forms
with itself yields zero: α(2k+1) ∧ α(2k+1) = 0.
If ϕ :M → N is a smooth map, then a p-form Ψ on N determines a p-form
ϕ∗Ψ on M according to
(ϕ∗Ψ)(x; ξ1, . . . , ξp) = Ψ(ϕ(x); (dϕ)ξ1, . . . , (dϕ)ξp), x ∈M, ξ1, . . . , ξp ∈ Tx(M).
In coordinate basis for a p-form Φ we obtain
Φ = Φσ1σ2...σpdx
σ1 ∧ · · · ∧ dxσp , with σ1 < · · · < σp.
If we consider the diffeomorphism ϕ : M → M as change of coordinates:
(x1, . . . , xn) → (y1, . . . , yn), then in the canonical basis p-forms (dxσ1 ∧ · · · ∧
dxσp) we consider xσ as functions of (y1, . . . , yn), compute the differentials dx
σ
through the corresponding derivatives of xσ(yρ) and the new differentials dyσ,
and replace in the component functions xσ by xσ(y1, . . . , yn).
Consider now the tensor product Λn(τ ∗M) ⊗ Xp(M) and denote the space
of sections of this bundle by Sp(M). The elements of Sp(M) are called p −
densities.
Let Φ = X1∧X2∧· · ·∧Xp be a nonzero decomposable p-vector field, i.e. a
decomposable section of the bundle Xp(M), and ω be a nonzero section of the
1-dimensional determinant bundle Λn(τ ∗M). Then the p-density ω ⊗ Φ defines
a (n− p)-differential form according to
i(Φ)ω = i(Xp) ◦ i(Xp−1) ◦ · · · ◦ i(X1)ω.
Hence, after extension by linearity, we obtain a map
P : Sp(M)→ Sec(Λ(n−p)(M)),
or
P : Sec(Λn(τ ∗M )⊗ Xp(M))→ Sec(Λ(n−p)(M)),
which is an J (M)-isomorphism. It could be said that every nonzero section of
Λn(τ ∗M) defines an isomorphism between Sec(X
p(M)) and Sec(Λn−p(M)), this
isomorphism is called Poincare isomorphism.
2.8 Calculus on manifolds
2.8.1. The substitution operator (interior product). This operator
was introduced from pure algebraic point of in sec.1.4.2. In the context of
algebraic structure over a manifold it is defined in the algebraic structure of
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the graded algebra
∧
(M). It is antiderivation of degree (−1), and is defined
by the relation
(i(X)α)(X1, . . . , Xp−1) = α(X,X1, . . . , Xp−1)
for X ∈ X(M) and α ∈ Λp(M). It satisfies
i(X) ◦ i(Y ) = −i(Y ) ◦ i(X), and
i(X)(α ∧ β) = (i(X)α) ∧ β + (−1)p ∧ i(X)β,
for α ∈ Λp(M). It is extended to J (M) by i(X)f = 0 for any smooth function
f , and for 1-forms α it yields i(X)α = 〈α,X〉, which in case of gradients turns
to i(X)df = 〈df,X〉 = X(f).
2.8.2. The Lie derivative in Sec(τM), Sec(τ
∗
M), Sec(τM ⊗ τ ∗M). This
is a very important operator, it describes how a tensor object on a manifold
changes along a vector field X ∈ X(M) taking into account also the local
changes of the very X . It is a derivation in the tensor algebra over M of
degree 0.
The idea is very simple. Every vector field X generates a flow ϕt, where
t ∈ U ⊂ R is external to the manifold M parameter. Since for each t the flow
ϕt is a local diffeomorphism, then every tensor object T is being transformed
to ϕ∗T in the contravariant case and to ϕ
∗T in the covariant case. Also
in the mixed case T = A ⊗ B where A is covariant tensor field and B is
contravariant tensor field we get T→ ϕ∗(A)⊗ϕ∗(B), and on a smooth function
f it acts as f → ϕ∗f . Therefore, at every point x ∈ M we can compare
T (x) with (ϕ∗T )(x)/(ϕ
∗T )(x) just by subtracting T (x) from (ϕ∗T )(x) in the
covariant case and subtracting (ϕ∗T )(x) from T (x) in the contravariant case,
and then to consider how these differences behave at t→ 0. The corresponding
”limes” we call the derivative of T with respect to X . In general the Lie
derivative of T is denoted by LXT. Also, it is linear with respect to reals:
LX(λ T1 + µT2) = λLXT1 + µLXT2, moreover LX(fT ) = (LXf)T + fLXT .
In case of a function f this procedure looks like this
LXf(x) = limt→0
ϕ∗tf(x)− f(x)
t
= limt→0
f(ϕt(x))− f(x)
t
.
In case of a vector field Y the Lie derivative LX(Y ) reduces to the commu-
tator: LX(Y ) = [X, Y ], and LX(fY ) = X(f)Y + f [X, Y ].
If T = T1 ⊗ T2 ⊗ T3 ⊗ . . . , then from the derivation property it follows
LXT = (LXT1)⊗ T2⊗ T3⊗ · · ·+ T1⊗LXT2⊗ T3⊗ · · ·+ T1⊗ T2⊗LXT3⊗ . . . .
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In coordinate basis vectors and one-forms for X = Xσ ∂
∂xσ
we obtain:
LX
(
∂
∂xµ
)
= −∂X
σ
∂xµ
∂
∂xσ
; LX(dx
σ) =
∂Xσ
∂xµ
dxµ.
In view of this for contravariant and covariant tensors in components we obtain
respectively:
(LXT )
αβγ... = Xµ
∂T αβγ...
∂xµ
− T µβγ...∂X
α
∂xµ
− T αµγ...∂X
β
∂xµ
− T αβµ...∂X
γ
∂xµ
− . . .
(LXT )αβγ... = X
µ∂Tαβγ...
∂xµ
+ Tσβγ...
∂Xσ
∂xα
+ Tασγ...
∂Xσ
∂xβ
+ Tαβσ...
∂Xσ
∂xγ
+ . . .
When restricted to
∧
(M) the Lie derivative satisfies also:
LX(df) = dLXf = dX(f);
i([X, Y ]) = [LX , i(Y )] = LX ◦ i(Y )− i(Y ) ◦ LX ;
LX(α ∧ β) = (LXα) ∧ β + α ∧ LXβ;
L[X,Y ] = [LX , LY ] = LX ◦ LY − LY ◦ LX ;
LfXα = fLXα + df ∧ (i(X)α).
A tensor field T on M is called invariant with respect to the vector field
X if LX(T) = 0. Because of the derivation property of LX the set of all
X-invariant tensor fields form a subalgebra of the R-algebra ⊗(M).
2.8.3. Exterior derivative in
∧
(M). The exterior derivative in
∧
(M) is
the R-linear map d :
∧
(M)→ ∧(M) homogeneous of degree 1. On functions
it coincides with d : df = df , and on p-forms acts as follows:
dα((X0, . . . , Xp) =
p∑
k=0
(−1)kXk(α(X0, . . . , Xˆk, . . . , Xp))
+
∑
06i<j6p
(−1)i+jα([Xi, Xj], . . . , Xˆi, . . . , Xˆj, . . . , Xp), α ∈ Λp(M), Xk ∈ X(M).
If α is one-form then
dα(X, Y ) = X(〈α, Y 〉)− Y (〈α,X〉)− α([X, Y ]).
If α is of the kind: α = fdxi1 ∧ dxi2 ∧ · · · ∧ dxip in coordinate basis, we get
dα = df ∧ dxi1 ∧ dxi2 ∧ · · · ∧ dxip.
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The exterior derivative d has the following properties:
1. LX = i(X) ◦ d+ d ◦ i(X)
2. d(α ∧ β) = dα ∧ β + (−1)pα ∧ dβ, α ∈ λp(M),
3. d ◦ d = 0,
4. LX ◦ d = d ◦ LX ,
5. ϕ∗ ◦ d = d ◦ ϕ∗, ϕ− smooth.
If {eα} and {εβ} are dual bases on open set ofM correspondingly for vector
fields and 1-forms, and [eα, eβ] = C
σ
αβeσ then the following relations hold:
Leνε
β = −Cβνσεσ; dεσ = −
1
2
Cσαβε
α ∧ εβ.
Recalling the algebraic isomorphism (Sec.1.4.2)
Dp(x) : Λn(M)⊗ Xp(M)(x)→ Λn−p(M)(x), x ∈M
we can define the divergence operator (with respect to a definite volume form
ω on M)
δω = (−1)pDn−p+1 ◦ d ◦Dp : Xp(M)→ Xp−1(M).
Clearly, δω ◦ δω = 0. Note that a similar formula can be established for any
q-graded (anti)derivation Dq : Λp(M)→ Λp+q(M) in Λ(M).
Making use of this δω, of the above defined Schouten bracket inside the
exterior algebra on X(M) and of the extended by linearity insertion operator
with respect to a q-multivector field Φ, the Lie derivative of differential forms
is naturally extended to q−multivector fields Φ in the following two ways:
LΦ α := d iΦα− (−1)degΦiΦ dα, L(Φ,ω) α := i(δωΦ)α− (−1)degΦiΦ dα.
If LΦ α = 0, then α is called invariant with respect to Φ. Clearly, if α is
Φ-invariant: LΦ α = 0, and not Φ-sensitive: i(Φ)α = 0, then this invariance
reduces to the requirement that dα is not Φ-sensitive. The second above
relation can be similarly characterized in these terms. Additionally, if i(Φ)α
is closed: di(Φ)α = 0 and LΦ α 6= 0 then (Φ, α) may be called d-partners.
The forms LΦ α and L(Φ,ω) α are (deg α − q + 1)-forms. If (Φ,Ψ) are cor-
respondingly r and s multivector fields, making use of the Schouten bracket
inside the exterior algebra on X(M), we obtain (arXiv: math-ph/0202043v1):
dLΦα = (−1)(r−1)LΦ dα,
i[Φ,Ψ]α = (−1)(r−1)sLΦ iΨα− iΨ LΦα,
L[Φ,Ψ]α = (−1)(r−1)(s−1)LΦ LΨα− LΨ LΦα,
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LΦ∧Ψα = (−1)siΨ LΦα + LΨ iΦα.
If now Ω is a m-multivector field we have:
i[Φ,Ψ∧Ω]α = (−1)(r−1)(s+m)LΦ i[Ψ∧Ω]α− i[Ψ∧Ω] LΦ,
i[Φ∧Ψ,Ω]α = (−1)(r+s−1)mLΦ∧Ψ iΩα− iΩ LΦ∧Ψα.
2.8.4. Vector valued differential forms. Let E be a real finite dimen-
sional vector space. We consider the skew symmetric p-linear maps Ωx from
Tx(M) to E, smoothly depending on x ∈M :
Ωx : Tx(M)× Tx(M)× · · · × Tx(M)→ E.
These objects are called E-valued differential forms on M and will be denoted
by Λp(M,E). They form a module over the smooth functions J (M). The
direct sum of these modules is denoted by
∧
(M,E)
Clearly, we have the isomorphism
∧
(M) ⊗ E → ∧(M,E) : α ⊗ v → Ω,
where v ∈ E, and
Ω(x; ξ1, . . . , ξp) = α(x; ξ1, . . . , ξp).v, x ∈M, v ∈ E, ξi ∈ Tx(M).
The operators i(X), LX ,d are naturally generalized to
∧
(M) ⊗ E by
i(X) ⊗ idE , LX ⊗ idE , d ⊗ idE. So the above stated properties of these
operators are naturally carried to
∧
(M,E).
Also, with respect to a smooth map M → N we get ϕ∗(α⊗v) = (ϕ∗α)⊗v.
Another property of
∧
(M) ⊗ E is that it is a graded module over the
algebra of differential forms
∧
(M) on M : α ∧ (β ⊗ v) = (α ∧ β) ⊗ v. So, if
Φ ∈ ∧(M)⊗ E and α ∈ Λp(M), then we have the relations
i(X)(α ∧ Φ) = (i(X)α) ∧ Φ+ (−1)pα ∧ i(X)Φ,
LX(α ∧ Φ) = (LXα) ∧ Φ+ α ∧ LXΦ,
d(α ∧ Φ) = dα ∧ Φ + (−1)pα ∧ dΦ.
If F is another linear space and ψ : E → F is a linear map then the space∧
(M,E) is transformed to
∧
(M,F ) according to ψ∗(Φ) = ψ ◦ Φ, and the
commutations
ψ∗ ◦ i(X) = i(X) ◦ ψ∗, ψ∗ ◦ LX = LX ◦ ψ∗, ψ∗ ◦ d = d ◦ ψ∗
are obvious.
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Another interesting case is when E is an algebra (multiplication denoted
just by ”.”). Then we can multiply the elements in
∧
(M,E) according to
(α⊗ v).(β ⊗ w) = α ∧ β ⊗ v.w; v, w ∈ E, i.e.
(Φ.Ψ)(x; ξ1, . . . , ξp+q) =
1
p!q!
∑
σ
εσΦ(x; ξσ(1), . . . , ξσ(p)).Ψ(x; ξσ(p+1), . . . , ξσ(p+q))
where Φ ∈ Λp(M,E), Ψ ∈ Λq(M,E), x ∈ M and ξi ∈ Tx(M). If E is a
commutative algebra then Φ.Ψ = (−1)pqΨ.Φ, if E is skew-commutative then
Φ.Ψ = (−1)pq+1Ψ.Φ, finally, if E is a Lie algebra, then
(−1)pq(Φ.Ψ).Ω + (−1)rp(Ω.Φ).Ψ + (−1)qr(Ψ.Ω).Φ = 0,
where Φ ∈ Λp(M,E), Ψ ∈ Λq(M,E), Ω ∈ Λr(M,E). Clearly, for Φ ∈
Λp(M,E) we have
0 = (−1)p.p
(
(Φ.Φ).Φ + (Φ.Φ).Φ + (Φ.Φ).Φ
)
= 3(−1)p.p(Φ.Φ).Φ,
i.e. (Φ.Φ).Φ = 0.
In general if ϕ : (E, F ) → G is a bilinear map, αi ⊗ ei and βj ⊗ kj are
correspondingly from
∧
(M,E) and
∧
(M,F ), where {ei} is a basis in E and
{kj} is basis in F , we get a G-valued form according to
(αi ⊗ ei).(βj ⊗ kj) = αi ∧ βj ⊗ ϕ(ei, kj).
For example, if ϕ is respectively: symmetrized: E ∨ E, and antisymmetrized:
E ∧ E, tensor product, we obtain
n∑
i=1
αi ∧ βi ⊗ (ei ∨ ei) +
∑
i<j
(αi ∧ βj + αj ∧ βi)⊗ (ei ∨ ej),
n∑
i<j=1
(αi ∧ βj − αj ∧ βi)⊗ (ei ∧ ej).
We construct the ϕ-extended insertion operator on M . Let T = ti ⊗ ei
be a E1-valued q-vector, Φ = α
j ⊗ kj be a E2-valued p-form with q ≤ p and
ϕ : E1 × E2 → F be a bilinear map. Now we define iϕTΦ ∈ Λp−q(M,F ):
iϕTΦ = itiα
j ⊗ ϕ(ei, kj), i = 1, 2, ..., dim(E1), j = 1, 2, ..., dim(E2).
Hence, we can define the ϕ-extended Lie derivative
LϕT : Λp(M,E1)× Xq(M,E2)→ Λp−q+1(M,F )
as follows
LϕT (Φ) = d ◦ iϕTΦ− (−1)deg(T ).deg(d)iϕT ◦ dΦ.
Accordingly, T will be called (Lie, ϕ)-symmetry of Φ if LϕT (Φ) = 0, and al-
gebraic ϕ - symmetry of Φ if iϕTΦ = C, where C is a constant element of
Λp−q(M,F ), leading to d ◦ iϕTΦ = 0. Surely, the case C = 0 is admissible.
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2.9 Orientation and Integration on manifolds
2.9.1. Orientation of vector spaces. Let (V, V ∗) be a couple of two dual
n-dimensional real vector spaces.
If ω is a basis in Λn(V ∗) then for all λ > 0, λ ∈ R, the relation ω = λ.ω
defines equivalence relation on the nonzero elements of Λn(V ∗), so we have
just two classes of equivalence. It is said that the choice of each class of
equivalence defines orientation in V , and if the choice is done, it is said that
the space V is oriented. If {ε1, . . . , εn} is a basis of V ∗ and ϕ ∈ GL(V ), then
the class of the nonzero n-form ω = ε1∧ε2∧· · ·∧εn defines an orientation in V
since ω(ϕ(e1), . . . , ϕ(en)) = det(ϕ)ω(e1, . . . , en). Clearly, the basis {e1, . . . , en}
defines orientation in V . We say that the linear isomorphism ϕ of V preserves
the orientation in V if for every nonzero ω ∈ Λn(V ∗) the n-forms ω and ϕ∗ω
define the same orientation in V . The standard orientation in Rn is defined by
the standard basis {e1 = (1, 0, . . . , 0), e2 = (0, 1, . . . , 0), . . . , en = (0, 0, . . . , 1)}.
2.9.2. Orientation of manifolds. Let M be a n-dimensional real
(smooth) manifold, and (U, ψ : U → Rn) be a local chart on U ⊂ M . Let
{e1, . . . , en} be a local frame on U ⊂ M , so, at every point x ∈ U we have
a basis {e1(x), . . . , en(x)} of the corresponding tangent space Tx(M), so, the
tangent space Tx(M) is oriented.
Two intersecting local charts ((Uα, ϕα); (Uβ, ϕβ)) on M are called orienta-
tionally consistent if the corresponding change of coordinates ϕβ◦ϕ−1α preserves
the orientations of the corresponding tangent spaces, i.e. the corresponding
Jacobians of dx(ϕβ ◦ ϕ−1α ) on (Uα ∩ Uβ) are positive for each x ∈ (Uα ∩ Uβ).
The manifold M is called orientable if there exists an atlas (Uα, ϕα) on
M such that every two intersecting local charts are orientationally consistent.
Thus, every orientable manifold can be oriented by means of choosing appro-
priate atlas of local charts.
Hence, an orientable manifold admits a nonzero section ∆(x) 6= 0 of the
1-dimensional (co)bundle Λn(T ∗M) usually called orientation representing n-
form, the corresponding class is said to orient the manifold, and the elements of
the orientation class are called positive n-forms. All bases {e1(x), . . . , en(x)} of
a Tx(M) are called positive with respect to ∆(x) if ∆(x; e1(x), . . . , en(x)) > 0.
If M is oriented with ∆ then any restriction of ∆ on U ⊂ M defines
orientation of U .
In view of the above we can say that the manifold M is orientable if its
tangent bundle τ(M) is orientable vector bundle.
All orientable manifoldsM have trivial (co)bundles Λn(T ∗M), and they are
called parallelizable. This means that these 1-dimensional (co)bundles admit
global nonzero sections.
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If M and N are two n-dimensional oriented manifolds and ϕ :M → N is a
diffeomorphism, then ϕ is called orientation preserving if each dϕx : Tx(M)→
Tϕ(x)(N) respects the introduced orientations of Tx(M) and Tϕ(x)(N).
2.9.3. Manifolds with boundary. An upper half space, denoted by Hn,
of Rn is called the closed subset
Hn = {(x1, x2, . . . , xn) ∈ Rn|xn ≥ 0}.
The subset {x ∈ ∂Hn : xn = 0} is called boundary of Hn and is obviously
isomorphic to Rn−1. Now, the subset Int(Hn) = Hn − ∂Hn is called the
interior of Hn.
The boundary ∂Hn is endowed with the corresponding subset topology
and may be used as a model space instead of Rn for constructing manifolds
with boundary. The smoothness of a map ϕ between open subsets U and W
of Hn can be defined if ϕ has an extension ϕ˜ to open subsets U˜ ⊇ U and
W˜ ⊇W in Rn. The so obtained manifolds are called manifolds with boundary.
Now, the boundary ∂M of a manifold-with-boundary consists of those points
z ∈ M for which there is a chart (Uα, ψα) such that z ∈ Uα and ψα(z) ∈
∂Hn. Correspondingly, the set of all points living in Int(M) = (M − ∂M) is
called interior ofM . Clearly, the (standard) manifolds have empty boundaries,
and the interior of a manifold with boundary is a smooth manifold without
boundary.
It can be shown that the boundary ∂M of a n-dimensional manifold with
boundary admits a smooth structure of (n− 1)-dimensional manifold.
2.9.4. Integration. A subset U ⊂M of a manifold is called compact if it
is compact as a topological space.
A tensor field t onM is said to have a compact carrier (or support) U ⊂M
if t(x) 6= 0 only on the closure of U .
We consider the space
∧
c(M) of differential forms on M with compact
support, they form a graded ideal in the space of all differential forms on M
and
∧
c(M) is invariant with respect to the operators iX , LX , and d:
iX(Λ
p
c(M)) ⊂ Λp−1c (M), LX(Λpc(M)) ⊂ Λpc(M), d(Λpc(M)) ⊂ Λp+1c (M).
If U ⊂ Rn and dµ = dx1dx2 . . . dxn is the Lebesque measure we have the
integral of a n-form α ∈ Λnc (Rn) :
∫
U
αdµ, which is a real number. Thus we
have a linear form on the space Λnc (R
n).
Let V = {Vi} be locally finite open cover of U ⊂ Rn and the functions
θi represent a partition of unity that is subordinate to V. Then we have∫
U
α =
∑
i
∫
Vi
θiα. If f is a smooth function on U with compact carrier and
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ϕ : V → U is an orientation preserving diffeomorphism: det(dϕ) > 0, then∫
U
f dµ =
∫
V
(f ◦ ϕ) det(ϕ)dµ, i.e.,
∫
U
α =
∫
V
ϕ∗α.
Now, since every n-dimensional smooth manifold is locally diffeomorphic to an
open set in Rn, we can carry the integration of a n-form α onMn to integration
of the n-form ϕ∗α, where ϕ : U → V realizes the corresponding orientation
preserving local diffeomorphism ϕ : (U ⊂ Rn)→ (V ⊂Mn). So, by definition,
if α ∈ Λnc (Mn) ∫
M
α =
∫
U
ϕ∗α.
This definition is easily made consistent (when needed) with the case when
the carrier of α is covered by a local open covering V subordinate to the
corresponding coordinate atlas of orientation preserving charts.
If Mn and Nn are two oriented manifolds and ϕ :M → N is an orientation
preserving/reversing diffeomorphism then for α ∈ Λnc (N) we obtain∫
N
α =
∫
M
ϕ∗α ,
∫
N
α = −
∫
M
ϕ∗α.
If M is an oriented manifold-with-boundary, ∂M is its boundary canoni-
cally imbedded in M by j : ∂M → M , and ∂M is endowed with the induced
orientation, then for any differential form α ∈ Λn−1c (M) the following impor-
tant relation (the Stokes formula) holds:∫
M
dα =
∫
∂M
j∗α.
As a consequence from this formula, if M has no boundary, then for every
α ∈ Λn−1c (M) we obtain
∫
M
dα = 0.
2.10 Lie Groups and Lie group actions on
manifolds .
2.10.1. Lie groups. A Lie group is a set G which carries algebraic and
topological (smooth) structures, which are compatible as follows:
(i) The group multiplication f : G×G→ G, written as
(a, b)→ ab, a, b ∈ G;
is a smooth map.
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(ii) The inversion map u : G→ G, given by
u : a→ a−1, a ∈ G,
is smooth. So, a Lie group is a smooth manifold, such that the above maps
are also smooth.
The unit element of G will be denoted further by e.
If G and H are two Lie groups and ϕ : G → H is smooth and satis-
fies ϕ(ab) = ϕ(a)ϕ(b) then ϕ is called homomorphism of Lie groups. If ϕ is
additionally a diffeomorphism then it is called isomorphism of Lie groups.
Each a ∈ G defines smooth maps La : G→ G and Ra : G→ G by
La(x) = ax, Ra(x) = xa, x ∈ G
called left/right translations by a ∈ G. Thus we have:
La ◦ Lb = Lab, Ra ◦Rb = Rba, La ◦Rb = Rb ◦ La.
So, La and Rb are diffeomorphisms with corresponding inverses (La)
−1 = La−1
and (Rb)
−1 = Rb−1.
The derivatives dLa and dRb of La and Rb map T (G) into T (G). We obtain
the relations (Xa ia a tangent vector at a ∈ G):
(dLa)b(Xb) = XLa(b) = Xab, dLa ◦ dLb = dLab,
dRa ◦ dRb = dRba, dLa ◦ dRb = dRb ◦ dLa.
If ϕ : G→ H is a Lie group homomorphism, then
ϕ ◦ La = Lϕ(a) ◦ ϕ, ϕ ◦Rb = Lϕ(b) ◦ ϕ;
dϕ ◦ dLa = dLϕ(a) ◦ dϕ, dϕ ◦ dRb = dLϕ(b) ◦ dϕ.
In particular (dϕ)x : Tx(G) → Tϕ(x)(H), x ∈ G, is injective/surjective if (dϕ)e
is injective/surjective.
The derivatives of the two algebraic operations f and u are given by
df : TG × TG → TG :
df(X, Y ) = dRb(X) + dLa(Y ), X ∈ Ta(G), Y ∈ Tb(G).
du : TG → TG :
du(X) = −(dLa−1)e ◦ (dRa−1)a(X) = −(dRa−1)e ◦ (dLa−1)a(X), X ∈ Ta(G).
2.10.2. Vector fields and differential forms. Some of the vector fields
on a Lie group G form the corresponding Lie algebra X(G) of vector fields. The
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left and right translations by a a ∈ G induce automorphisms (La)∗ and (Ra)∗
of X(G). A vector field X ∈ X(G) is called left invariant if (La)∗X = X , i.e. if
(dLa)x(X(x)) = X(ax). All left invariant vector fields on G form a subalgebra
XL(G) ⊂ X(G) since every (La)∗ preserves the Lie bracket in X(G).
Every a ∈ G defines a linear isomorphism between Te(G) and Ta(G) by
(dLa)e. So, every left invariant vector field on G is determined by unique
element of h ∈ Te(G). We obtain an isomorphism between the Lie algebra
of left invariant vector fields XL(G) and the tangent space Te(G) at the unit
element e ∈ G. An isomorphism between X(G) and XL(G) ⊗ J (G) is also
induced.
Each h ∈ Te(G) defines unique Xh ∈ XL(G).
The Lie algebra of GL(V ), V is a vector space, is the set of all linear maps
LV in V . A left-invariant vector field Xα on GL(V ), defined by α ∈ LV , at
the point σ ∈ GL(V ), is the couple (σ, σ ◦ α).
In what follows the Lie algebra XL(G) will be denoted just by g when it is
clear the connection with the corresponding Lie group.
In the same way a Lie subalgebra XR(G) of right-invariant vector fields
on G can be constructed. Now, if X ∈ XL(G) and Y ∈ XR(G) then the
corresponding Lie bracket is zero: [X, Y ] = 0, so, the corresponding flows
commute.
Since the inversion map u has the property u ◦ u = idG, it is a diffeomor-
phism of G, satisfying the following relations:
u ◦ La = Ra−1 ◦ u, du ◦ dLa = dRa−1 ◦ du,
and u∗ restricts to isomorphism between XL(G) and XR(G) given by u∗(Xh) =
−Yh. Also, for h, k ∈ Te(G) we get [Xh, Xk](e) = −[Yh, Yk](e).
If α is a differential form on G then it is called lelt/right invariant if
L∗aα = α, R
∗
aα = α, a ∈ G.
Let’s write this for a 1-form in a more detail:
〈(L∗aα)b, (Xb)〉 = 〈αLa(b), (dLa)b(Xb)〉 = 〈αab, (dLa)b(Xb)〉 = 〈αb, Xb〉.
For a = b−1 we obtain
〈αb, Xb〉 = 〈αe, (dLb)−1b (Xb)〉.
Clearly, this relation says that every left-invariant 1-form is completely de-
termined by its value at the unity e ∈ G. Moreover, since (dLb)−1b (Xb) ∈ g,
it follows that if α is left-invariant 1-form and X is left-invariant vector field
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then 〈α,X〉 = 〈αe, Xe〉 = const. Hence, denoting the left invariant 1-forms by
Λ1L(G) we obtain the isomorphism of Λ
1
L(G) with T
∗
e (G) = g
∗.
Recalling the action of the exterior derivative on 1-forms and in view of
the above observation for the constancy of 〈α,X〉 for left-invariant objects we
obtain
dα(X, Y ) = −〈α, [X, Y ]〉, α ∈ g∗, X, Y ∈ g.
Let now G be r-dimensional, so g and g∗ are also r-dimensional. Let
{X1, . . . , Xr} and {ω1, . . . , ωr} be two dual bases of g and g∗ respectively. We
have
[Xi, Xj] =
r∑
i,j=1
Ckij Xk,
where Ckij = −Ckji are constants, called structure constants for G. It is easily
obtained that
dωk = −
r∑
i<j=1
Ckijω
i ∧ ωj.
These remarks allow to introduce the so called g-valued Maurer-Cartan
1-form ωMC on G. It is defined by
(ωMC)a = (dLa−1)a, a ∈ G.
Clearly, (ωMC)e = idg, so, ωMC = ω
i ⊗ Xi, where 〈ωi, Xj〉 = δij. This 1-form
satisfies the following relations:
R∗aωMC = Ad(a
−1) ◦ ωMC , dωMC + 1
2
[ωMC , ωMC ] = 0,
where [ωMC , ωMC] = ω
i ∧ ωj ⊗ [Xi, Xj ], i < j.
2.10.3. Representations. Let W be a finite dimensional vector space
and GL(W ) be its linear group of automorphisms. Then GL(W ) is a Lie group
and the space LW of all linear transformations of W is the corresponding Lie
algebra. Let G be a Lie group. Then, a homomorphism
P : G→ GL(W )
is called a representation of G in W .
The derivative of P at e ∈ G: P ′ : g→ LW is a Lie algebra homomorphism.
This Lie algebra homomorphism P ′ is called a representation of g in W .
The representation P is called faithful if Ker(P ′) = 0 ∈ g.
The subspace WI ⊂W consisting of all elements x ∈ W that satisfy
P (a)(x) = x, a ∈ G,
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is called invariant subspace of P .
Similarly, the invariant subspace Wo for P
′ is given by
Wo = {x ∈ W |P ′(h)x = 0}, h ∈ g.
These two invariant subspaces satisfy WI ⊂ Wo, and if G is connected then
WI =Wo.
A representation P of G in W generates representation P ♮ of G in the dual
space W ∗, called contragradient to P , according to
P ♮(x) = [(P (x))−1]∗, x ∈ G.
Accordingly, a representation P ′♮ of g in W ∗ that is dual to P ′ is given by
(P ′)♮(h) = −(P (h))∗, h ∈ g.
Each a ∈ G defines inner automorphism θa of G by
θa(x) = a x a
−1, x ∈ G.
Since θa = La ◦Ra−1 the derivative θ′a of θa is given by
θ′a = dLa ◦ dR−1a = dR−1a ◦ dLa, a ∈ G,
and is denoted by Ad(a), Obviously, Ad(a) is an automorphism of g. This
representation of G in g is called adjoint representation. The corresponding
coadjoint representation is given by [Ad(a−1)]∗.
Now each h ∈ g induces representation ad of the Lie algebra g in the linear
space g according to
ad(h)(k) = [h, k], h, k ∈ g.
It can be shown that ad is the derivative of Ad.
Finally we note that all these representations induce representations and
derivations in the tensor, exterior and symmetric algebras over g and g∗, as well
as, over the tensor, exterior and symmetric algebras built on the corresponding
vector space W where the representation is initially defined.
2.10.4. Action of a Lie group on a manifold.
This important subsection will be represented as divided to four parts. As
usual, all manifolds are assumed to be finite dimensional and smooth.
2.10.4.1 Definition and basic properties. Let M be a n-dimensional
real manifold and G be a r-dimensional Lie group. Then a right action of G
on M is called every smooth map
Φ :M ×G→M, denoted by (z, a)→ z.a
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satisfying the following condition:
z.(a b) = (z.a).b, and z.e = z, z ∈ M, a, b ∈ G.
The action is called transitive if every two points of M can be transformed to
each other by an element of G, i.e. if z1, z2 ∈M , then there exists an element
a ∈ G such that z1.a = z2. Clearly, then z1 = z2.a−1.
The action Φ defines two partial maps:
1o. Each (fixed) a ∈ G determines a diffeomorphism Ra :M →M accord-
ing to the action: Ra(z) = Φ(z, a) = z.a, z ∈M . Clearly, (Ra)−1 = Ra−1 .
2o. Each (fixed) z ∈ M determines a smooth map φz : G → M given by
φz(a) = Φ(z, a), a ∈ G.
Recalling the notations La, Ra, θa(b) = a.b.a
−1 from the preceding (sub)section
we obtain the following relations fulfilled:
Rb ◦ φz = φz ◦Rb, φz.b = φz ◦ Lb = Rb ◦ φz ◦ θb, Ra ◦ φz = φz.a ◦ θ−1a .
Let now Φˆ : N ×G be an action of G on the manifold N . Then a smooth map
ϕ :M → N is called equivariant with respect to Φ and Φˆ if
ϕ ◦ Φ(z, a) = Φˆ ◦ (ϕ× idG)(z, a), z ∈M, a ∈ G.
The so defined equivariance is equivalent to the following relations:
ϕ(z.a) = ϕ(z).a, z ∈M, a ∈ G;
ϕ ◦ Ra = Rˆa ◦ ϕ, a ∈ G;
ϕ ◦ φz = φˆϕ(z), z ∈M.
Now, a left action of G on M is called every smooth map
Φ : G×M →M, denoted by (a, z)→ a.z
satisfying the following condition:
(a b).z = a.(b.z), and e.z = z, z ∈ M, a, b ∈ G.
The corresponding equivariance condition looks like
ϕ(a.z) = a.ϕ(z), a ∈ G, z ∈M.
Every representation P defines a left action of G in a vector space W by
a.w = P (a).w, a ∈ G, w ∈ W .
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Every action of G on a manifold M defines an action of G on T (M) by
X.a = dRa(X), X ∈ T (M), a ∈ G. For a vector field X and a ∈ G we obtain
(Ra)∗X(z) = dRa(X(z.a−1)).
A subset S ⊂ M is called stable with respect to the action Φ :M×G→M
if z.a ∈ S for each a ∈ G.
2.10.4.2 Orbits of an action. An isotropy subgroup Gz of G with respect
to the point z ∈ M is given by all elements a ∈ G such that z.a = z, a ∈ G.
If for each z ∈ M the corresponding isotropy subgroup is reduced to the unit
element e ∈ G then the action is called free.
The Lie algebra gz of Gz is given by : gz = Ker(dφz)e.
An orbit of G with respect to the point z ∈M is called the subset z.G, i.e.
the images of z when transformed by all elements of G. The orbits through
different z ∈M are nonintersectable, or coincide with each other. A transitive
action makes the whole M in an orbit. The isotropy group of the point z.a is
equal to a−1Gz a.
2.10.4.3 Induced vector fields. Consider the map φz : G → M . Its
derivative (dφz)e at e ∈ G maps g into Tz(M). So, each h ∈ g determines a
tangent vector Zh(z) ∈ Tz(M).
Let’s now fix h ∈ g and vary z ∈M . In this way we obtain a vector field
Zh(z) = (dφz)e(h), z ∈M,
called fundamental vector field generated by h. Clearly, every function f :
M → g generates vector field Zf on M according to Zf(z) = Zf(z).
Differentiating the formula Ra ◦ φz = φz.a ◦ θ−1a we obtain
(Ra)∗(Zh)(z) = ZAda−1(h)(z.a), h ∈ g, a ∈ G, z ∈M.
Since the differential of Ad is the Lie bracket in the Lie algebra g of G, the
obtained map g→ X(M) given by h→ Zh is a homomorphism of Lie algebras:
Z[h,k] = [Zh, Zk].
A vector field X on M is called invariant with respect to the action Φ of G
on M if (Ra)∗X = X, a ∈ G. The set XI(M) of all invariant vector fields is a
subalgebra of X(M). The invariant vector fields are generated by those h ∈ g
satisfying Ad a(h) = h, a ∈ G. For connected Lie groups this is equivalent to
[h, k] = 0, k ∈ g, i.e. when h is in the center of g.
The Lie bracket of a fundamental and invariant vector fields is zero.
When the action of G on M is free, then:
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-M gets a fiber bundle structure with G as a standard fiber.
-the fundamental vector fields have no zeros, and they are tangent to the
fibers
In this case the correspondence f → Zf defines isomorphism between the
set J (M, g) of g-valued functions and the sections of this fiber bundle.
2.10.4.4 Differential forms under Lie group action. Since every Ra
is a diffeomorphism ofM then (Ra)∗ is an automorphism of the graded algebra∧
(M). It follows
(Rab)∗ = (Ra)∗ ◦ (Rb)∗, (Re)∗ = id∧(M), a, b ∈ G.
Other important relations are the following:
iX ◦ (Ra)∗ = (Ra)∗ ◦ i(Ra)∗(X);
LX ◦ (Ra)∗ = (Ra)∗ ◦ L(Ra)∗(X);
(Ra)∗ ◦ d = d ◦ (Ra)∗.
A differential form α ∈ ∧(M) is called invariant with respect to the action
of G if for any a ∈ G we have (Ra)∗α = α.
The following properties hold:
- The invariant differential forms form a graded subalgebra∧
I(M) ⊂
∧
(M);
- The invariant functions JI(M) form a subalgebra of J (M);
- The invariant vector fields X(M) form a module over JI(M);
- The subalgebra
∧
I(M) is stable under the exterior derivative d;
- If X ∈ X(M) is G-invariant then ∧I(M) is stable under iX and LX .
A differential form α is called horizontal with respect to the action of G
if i(Zh)α = 0, h ∈ g. The horizontal forms on M form a graded subalgebra
of
∧
(M), it is stable under LZh, h ∈ g, but it is not stable under the exterior
derivative d.
All invariant differential forms satisfy LZhα = 0, h ∈ g, they form a subal-
gebra which is stable under the exterior derivative d.
The intersection of horizontal and invariant differential forms is stable un-
der d. In general, the set of horizontal forms is a subset of the set of invariant
forms, and on connected manifolds these two sets coincide.
If G acts also on another manifold N and ϕ : M → N is equivariant and
smooth map, i.e. ϕ commutes with the two actions: Φˆ ◦ϕ = ϕ ◦Φ, then every
two fundamental vector fields are ϕ-related. Moreover:
ϕ∗ ◦ i(ZNh ) = i(ZMh ) ◦ ϕ∗, ϕ∗ ◦ LNZh = LMZh ◦ ϕ∗.
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Also, since d commutes with ϕ∗, then ϕ∗ restricts to a homomorphism∧
I(N)→
∧
I(M).
Let now P be a (linear) representation of G in the vector space W . Con-
sider the W -valued differential forms
∧
(M,W ). Then, if Ψ ∈ ∧(M,W ), the
composition P (a)◦Ψ is well defined. We obtain a left action of G in ∧(M,W )
according to
a.Ψ = (P (a) ◦ φ∗a)(Ψ) = (φ∗a ⊗ P (a))Ψ, Ψ ∈
∧
(M,W ), a ∈ G.
Clearly, d(a.Ψ) = a.dΨ.
A W -valued differential form Ψ on M is called P-equivariant if a.Ψ = Ψ,
which is equivalent to φ∗a(Ψ) = P (a
−1) ◦Ψ.
Recalling the induced representation P ′ of g in W we find the relation
LZhΨ = −P ′(h) ◦Ψ, h ∈ g.
In particular, the adjoint representation gives
φ∗aΨ = (Ad a
−1) ◦Ψ, and LZhΨ = −ad(h) ◦Ψ, h ∈ g.
Also, the corresponding contragradient representation P ♮ of G in W ∗ gives the
left action of G in
∧
(M,W ∗)
Finally, in view of further use (Sec.6.1.1), we’d like to specially note that
every spherically symmetric, i.e. SO(3)-invariant, with respect to the origin
of the space R3 differential 2-form Ω looks like in corresponding spherical
coordinates (r, θ, ϕ) as Ω = f(r)sinθ dθ ∧ dϕ. Therefore, the only spherically
symmetric representative of the cohomological class of the space Σ = R3 \ {0}
looks as Ω0 = Const. sinθ dθ ∧ dϕ.
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Chapter 3
Integrability, Curvature,
Connections
3.1 Distributions on manifolds. Morphisms
and Symmetries
3.1.1 Integrability conditions. The problem for integration of a system of
partial differential equations of the kind
∂ya
∂xi
= fai (x
k, yb), i, k = 1, ..., p ; a, b = 1, ..., q,
where fai (x
k, yb) are given functions, obeying some definite smoothness con-
ditions, has contributed to the formulation of a number of concepts, which
in turn have become generators of ideas and research directions, and most of
them have shown an wide applicability in many branches of mathematics and
mathematical physics. A particular case of the above system (nonlinear in
general) of equations is when there is only one independent variable, i.e. when
all xi are reduced to x1, which is usually denoted by t and the system acquires
the form
dya
dt
= fa(yb(t), t), a, b = 1, ..., q.
We recall now some of the concepts used in considering the integrability
problems for these equations, making use of the geometric language of manifold
theory. Let X be a vector field on the q-dimensional manifold M and the map
c : I →M , where I = (to, t1) is an open interval in R, defines a smooth curve
inM . Then if Xa, a = 1, 2, . . . , q, are the components of X with respect to the
local coordinates (y1, ..., yq) and the equality c′(t) = X(c(t)) holds for every
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t ∈ I, or in local coordinates,
dya
dt
= Xa(yb(t)),
c(t) is an integral curve of the vector field X through the point c(to), i.e. c(t)
defines a 1-dimensional manifold such that X is tangent to it at every point
c(t).
As it is seen, the difference between the above two systems of ODE is in the
additional dependence of the right side of first one on the independent variable
t. Mathematics approaches such situations in an unified way as follows. The
product R ×M is considered and the important theorem for uniqueness and
existence of a solution is proved: For every point p ∈M and point τ ∈ R there
exist a vicinity U of p, a positive number ε and a smooth map Φ : (τ − ε, τ +
ε)× U → M , Φ : (t, y)→ ϕt(y), such that for every point y ∈ U the following
conditions are met: ϕτ (y) = y, t → ϕt(y) is an integral curve of X , passing
through the point y ∈M ; besides, if two such integral curves of X have at least
one common point, they coincide. Moreover, if (t′, y), (t + t′, y) and (t, ϕ(y))
are points of a vicinity U ′ of {0}×R in R×M , we have ϕt+t′(y) = ϕt(ϕt′(y)).
This last relation gives the local group action: for every t ∈ I we have the
local diffeomorphism ϕt : U → ϕt(U). So, through every point of M there
passes only one trajectory of X and in this way the manifold M is foliated to
non-crossing trajectories - 1-dimensional manifolds, and these 1-dimensional
manifolds define all trajectories of the defined by the vector field X system
of ODE. This fibering of M to nonintersecting submanifolds, the union of
which gives the whole manifold M , together with considering t and y(t) as 1-d
submanifolds of the same manifold, is the leading idea in treating systems of
partial differential equations, where the number of the independent variables is
more than 1, but finite. For example, if we consider two linearly independent
vector fields on M , then through every point of M two trajectories will pass
and the question: when a 2-dimensional surface, passing through a given point
can be built, and such that the representatives of the two vector fields at every
point of this 2-surface to be tangent to the surface, naturally arises. The
answer to this problem in the case of more than one independent variables is
given by corresponding integrability conditions.
For simplicity, further we consider regions of the space Rp×Rq, but this is
not essentially important since the integrability conditions are local statements,
so the results will hold for any (p+ q)-dimensional manifold.
Let U be a region in Rp × Rq, and (x1, ..., xp, y1 = xp+1, ..., yq = xp+q) are
the canonical coordinates. We set the question: for which points (xo, yo) of U
the above written system of equations has a solution ya = ϕa(xi), defined for
points x, sufficiently close to xo and satisfying the initial condition ϕ(xo) = yo?
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The answer to this question is: for this to happen it is necessary and sufficient
the functions fai on the right hand side to satisfy the following conditions:
∂fai
∂xj
(x, y) +
∂fai
∂yb
(x, y).f bj (x, y) =
∂faj
∂xi
(x, y) +
∂faj
∂yb
(x, y).f bi (x, y).
This relation is obtained as a consequence of two basic steps: first, equalizing
the mixed partial derivatives of ya with respect to xi and xj , second, replacing
the obtained first derivatives of ya with respect to xi on the right hand side
of the system again from the system. If the functions fai satisfy the above
equations for each point of the region U the system is called completely inte-
grable on U . In order to give a coordinate free formulation of the situation
mathematics comes to the concept of distribution.
3.1.2. Distributions and co-distributions. Let M be an arbitrary
n = p + q dimensional manifold. At every point x ∈ M the tangent space
Tx(M) is defined. The union of all these spaces with respect to the points of
M defines the tangent bundle. On the other hand, the union of the co-tangent
spaces T ∗x (M) defines the co-tangent bundle. At every point now of M we
separate a p dimensional subspace ∆x(M) of Tx(M) in a smooth way, i.e. the
map x→ ∆x ix smooth. If this is done we say that a p-dimensional distribution
∆ on M is defined. Clearly, a distribution defines a subbundle of the tangent
bundle of M , and the sections of this subbundle define a module with respect
to the algebra J (M).
From the elementary linear algebra we know that every p-dimensional sub-
space ∆x of Tx(M) defines unique (n− p) = q dimensional subspace ∆˜x of the
dual to Tx(M) space T
∗
x (M), such that all elements of ∆˜x annihilate (i.e. send
to zero) all elements of ∆x. In this way we get a ∆-insensitive q-dimensional
co-distribution ∆˜x on M . We consider those vector fields, the representatives
of which at every point are elements of the distribution ∆, and those 1-forms,
the representatives of which at every point are elements of the co-distribution
∆˜x. We note that, every system of p independent and non-vanishing vector
fields, belonging to ∆, may define ∆ equally well, and in this case we call such
a system a differential p-system P on M . The corresponding system P˜ of q
independent 1-forms is called q-dimensional Pfaff system. Clearly, if α ∈ P˜
and X ∈ P, then 〈α,X〉 = 0.
This allows to look at distributions as represented by a nonvanishing de-
composable p-vector(s), or by a nonvanishing (n − p)-differential form(s). If
P ⇔ {X1, X2, . . . , Xp} then the p-vector field P = X1 ∧X2 ∧ · · · ∧Xp 6= 0 de-
fines the distribution since at every point the representatives of Xi, i = 1, ..., p
define the corresponding subspace ∆x ⊂ Tx(M). An appropriate decompos-
able nonvanishing and not P-attractive (n−p)-form Ω = αp+1∧αp+2∧· · ·∧αn,
i.e. such that i(P)Ω = 0, also defines ∆x(M) through its restriction to x ∈M .
67
A derivative of a distribution defined by the vector fields (X1, X2, . . . , Xp)
is a new distribution P ′ defined by the given Xi, i = 1, 2, . . . , p plus all Lie
brackets [Xi, Xj], i < j = 1, 2, . . . , p. In the same way higher derivatives of
a given distribution can be defined. The corresponding SN-bracket [∆,∆′]
presents how ∆ changes along ∆′.
It deserves noting, that the above definition of a distribution ∆ on a man-
ifold M allows definite freedom in choosing appropriate local bases of ∆, but,
on the other hand, it requires basis independence of all essential statesments
concerning ∆.
3.1.3. Morphisms of distributions. Let nowM andN be two manifolds
and ∆(M) and ∆(N) be two distributions on M and N respectively. Let
ϕ : M → N be a smooth map. If Xx ∈ ∆x(M), we consider its image
(dϕ)x(Xx) ∈ Tϕ(x)(N). If for every x ∈M every image of elements of ∆x(M) is
in ∆ϕ(x)(N) we say that the coupe (ϕ, dϕ) realize a morphism ∆(M)→ ∆(N).
If ϕ : M → N is a diffeomorphism and ∆(M) and ∆(N) have the same
dimension then the image Im(∆(M)) = (ϕ, dϕ)|∆(M) of ∆(M) is a well defined
distribution on N .
Correspondingly, every diffeomorphism ϕ : M → M sends a distribution
on M into another (in general) distribution on M .
3.2 Integral manifolds, symmetries and
curvature of distributions
3.2.1. Integral manifolds. The concept of integral manifold for a p-dimen-
sional distribution, or differential system, is introduced as follows. Namely,
we call an integral manifold through the point x ∈ M for the p-dimensional
differential system P, or for the p-dimensional distribution ∆p(M), to which
P belongs, any (q ≤ p)-dimensional submanifold V q ofM if the tangent spaces
at every point of V q are subspaces of the same dimension of the corresponding
subspaces of the distribution ∆p(M) at this point. If P admits at least one
integral manifold of dimension r : 1 < r ≤ p, then it is called integrable.
An integral manifold of ∆p(M) is called maximal, if its dimension q satisfies
q ≤ p and there are NO other integral manifolds of dimension r > q.
If through every point of M there passes an integral manifold for P of
dimension equal to dim∆p(M), then P is called completely integrable. In this
case the various integral manifolds do NOT intersect and we say that the
manifold M foliates to corresponding to ∆p(M) lists.
A smooth function f ∈ J (M) is called first integral for P if df ∈ P˜ .
It can be shown that P is completely integrable if and only if it has n−p =
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dim(P˜) functionally independent first integrals, i.e. locally P˜(df1, df2, . . . , dfn−p).
Remark: Our further considerations will be connected mainly with completely
integrable distributions, unless the oposite is specially mentioned.
3.2.2. Symmetries of distributions. A diffeomorphism ϕ : M → M is
called a symmetry of the distribution ∆ on M if
(dϕ)x(∆x) = ∆ϕ(x), x ∈M.
If ∆ is defined by the linearly independent 1-forms {α1, α2, . . . , αn−p} then we
obtain the transformed by ϕ 1-forms {ϕ∗α1, ϕ∗α2, . . . , ϕ∗αn−p}, which are also
linearly independent, so, we have the relations
ϕ∗(αm) = Amn α
n,
where the matrix Amn is non-degenerate at every point x ∈ M . These last
relations may be written as follows:
ϕ∗(αm) ∧ α1 ∧ α2 ∧ · · · ∧ αn−p = 0, m = 1, 2, ..., (n− p).
i.e. without making use of the matrix Amn .
A vector field X ∈ X(M) is called infinitesimal symmetry of the distribu-
tion ∆ if the corresponding flow ϕt is a symmetry of ∆. This is equivalent to
say that
LX(P) ⊂ P, or, LX(P˜) ⊂ P˜.
In other words, the Lie derivative LXZ of every Z ∈ P is again in P and the
Lie derivative LXα of every α ∈ P˜ is again in P˜, so, P and P˜ are locally
X-attractive, or X is (P, P˜)-sensitive.
Also, a q−vector Ψ = Y1 ∧ ... ∧ Yq is a local symmetry of P if every linear
combination over (Y1, . . . , Yq) is a symmetry of P. If Ψ = Y1∧...∧Yq represents
distribution ∆1, then ∆1 is a local symmetry of ∆ if every linear combination
Z = Σpi=1f
iYi is a local symmetry of P. In a similar way these definitions are
extended for codistributions.
Clearly, the set of infinitesimal symmetries of the distribution ∆ is a Lie
algebra (over R), i.e. if X, Y are infinitesimal symmetries of ∆, then X + Y ,
λX , λ Y , λ ∈ R, and [X, Y ] are also infinitesimal symmetries of ∆.
There are two naturally identified subsets of all (i.e. infinitesimal) symme-
tries of ∆. The first subset, denoted by Char(P), includes those vector fields
which live in P, and the second subset includes all the rest. SinceX ∈ Char(P)
can be represented as a linear combination of elements of P it is tangent to
every integral manifold of ∆. From the general relation [LX , iY ] = i[X,Y ] it fol-
lows that the set Char(P) is an ideal of the Lie algebra of all local symmetries
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of ∆. Also, the set Char(P) is a module over J (M), and if ∆ is 1-dimensional
then Char(∆) = ∆.
The other subset of local symmetries, denoted by Shuf(P), live entirely
outside P and are called shuffling symmetries of ∆, the corresponding flows
transform an integral manifold of ∆ to another integral manifold of ∆, i.e.
they shuffle the lists of the corresponding foliation. The vector fields that
represent these local symmetries have constant coefficients along every list. For
example, on principle bundles, the fundamental, i.e vertical, vector fields are
shuffling symmetries of any horizontal distribution, and the basic/projectable
vector fields are shuffling symmetries of the vertical distribution. Another
example, consider the 2-manifold (R2 − {0}) with standard coordinates (x, y)
and define a distribution by the 1-form α = xdx + ydy, which can also be
defined by the vector field X = −y∂x + x∂y. The integral manifolds are the
circles x2+y2 = const. The vector field Z = x∂x+y∂y is a shuffling symmetry
since X ∧ Z 6= 0, 〈α, Z〉 6= 0 and [X,Z] = 0.
3.2.3. Curvature of distributions. The concept of curvature of a dis-
tribution ∆p(M) on a manifold M is a local measure of the integrability prop-
erties of ∆p(M), i.e. when ∆p(M) admits a p−dimensional integral manifold.
This problem is solved by the following theorem of Frobenius, which can be
formulated as follows:
Frobenius theorem: A distribution ∆p(M) is completely integrable iff
every Lie bracket [X, Y ] of two vector fields in ∆p(M) stays in ∆p(M).
If {Xi, i = 1, ..., p} are constituents of ∆p(M) then this theorem says that
∆p(M) is integrable only if all Lie brackets [Xi, Xj], i < j = 1, ..., p can be
represented as J (M)-linear combinations of Xi, i = 1, ..., p :
[Xi, Xj] = f
k
ijXk, i < j, k = 1, ..., p, f
k
ij ∈ J (M).
Therefore, if at least one of the following exterior products
[Xi, Xj] ∧X1 ∧X2 ∧ · · · ∧Xp, i, j = 1, ..., p
is different from zero, then ∆p(M) is not completely integrable.
Hence, integrability means that the differential system defined by ∆p(M)
is, in fact, an algebra with respect to the Lie bracket, and nonintegrability
means that the differential system defined by ∆p(M) is just a J (M)-module,
and is not an algebra with respect to the Lie bracket.
The following idea comes now to mind from this view on integrability/nonin-
tegrability of distributions. For a mathematical model of a time-stable continu-
ous physical system Σ that consists of several time-recognizable and interacting
subsystems Σi to choose an appropriate distribution ∆ on a pseudoriemannian
manifold, to every subsystem Σi to juxtapose an appropriate subdistribution
70
∆i ⊂ ∆, and to every couple (Σi,Σj , i 6= j) of interacting subsystems to juxta-
pose an appropriate couple of subdistributions (∆i,∆j , i 6= j) such, that some
Lie brackets of sections of ∆i to live in the module of sections of ∆j , and, vice
versa, some Lie brackets of sections of ∆j to live in the module of sections of
∆i. So, the subspace linear structure of ∆i and ∆j to be formally responsi-
ble for the time-recognizability of Σi and Σj , and their available Lie bracket
intercommunication to be formally responsible for the available local physical
interaction between Σi and Σj .
The following important result holds:
If ∆p(M) is completely integrable and X ∈ Shuf(∆p(M)) is nowhere zero,
then the distribution ∆p(M) ⊕ X is also completely integrable. This obser-
vation we consider as a suggestive one for theoretical physics in the following
sense.
Let the distribution ∆p(M) be completely integrable. Clearly, since the
elements of Shuf(∆p(M)) generate flows that transform an integral manifold
of ∆p(M) to another integral manifold of ∆p(M), in theoretical physics, if the
distribution ∆p(M) is meant to represent a propagating in space spatially finite
and time-stable physical object, then every element ζ ∈ Shuf(∆p(M)) with
unremovable time component (in Minkowski space-time these are the time-like
and the isotropic vector fields) is appropriate to define admissible dynamical
behaviour, i.e. propagation, of the physical object represented by ∆p(M).
Let’s see now how the above integrability criterion looks in terms of the
co-distribution ∆∗n−p. Recall that if {αp+1, αp+2, . . . , αn} are constituents of
∆∗n−p, then
〈αm, Xi〉 = 0, m = (p+ 1), ..., n, i = 1, 2, ..., p.
Remark. Note that the linear maps defined by all αm⊗Xi, are boundary
maps: (αm ⊗Xi) ◦ (αm ⊗Xi) = 0.
Further, since all αm are 1-forms, then we obtain
dαm(Xi, Xj) = −αm([Xi, Xj]), m = (p+ 1), ..., n.
Thus, if ∆p(M) is completely integrable then the restriction of every dαm to
∆p(M) has to be zero, i.e., all dαm will not be attractive for products Y ∧ Z,
where Y, Z ∈ ∆p(M). In terms of the constituents of ∆∗n−p(M) the complete
integrability of ∆p(M) reads
dαm ∧ αp+1 ∧ αp+2 · · · ∧ αn = 0, m = (p+ 1), ..., n.
Recalling relations in Sec.1.4.2, on every coordinate chart subset U ⊂ M
we can introduce transversal to ∆p(U) distribution ∆n−p(U), i.e. linearly in-
dependent and nonvanishing vector fields {Xp+1, Xp+2, ...Xn}, and transversal
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to ∆∗n−p(U) codistribution ∆
∗
p(U), i.e. linearly independent and nonvanishing
1-forms {α1, α2, ..., αp} such that the following direct sum representations and
duality relations to hold at every x ∈ U :
Tx(M) = ∆
p
x(M)⊕∆n−px (M), T ∗x (M) = (∆∗p)x(M)⊕ (∆∗n−p)x(M),
〈αi, Xj〉 = δij, 〈αm, Xs〉 = δms ,
〈αi, Xm〉 = 〈αm, Xj〉 = 0, i, j = 1, 2, ..., p ; m, s = p+ 1, ..., n.
The nonintegrability of ∆p(U) requires NONexistence of functions fkij such
that
[Xi, Xj]− fkij(x)Xk = 0, x ∈M, i < j, k = 1, ..., p ,
or, equivalently, NONexistence of functions fmsl , such that
dαm + fmsl (x)α
s ∧ αl = 0, x ∈ (M), m, (s < l) = p+ 1, . . . , n.
As an example, consider the manifold R3 (with the corresponding identifi-
cation of forms and vector fields by the euclidean metric g) and a distribution
of codimension 1 defined by the 1-form α. The integrability condition looks
like dα ∧ α = 0. In terms of vector analysis this condition is equivalent to
~A.curl ~A = 0, α = g˜( ~A). Hence, the nonintegrability of the distribution de-
fined by α requires that ~A to be non-orthogonal to curl ~A, we recall that in
hydrodynamics ~A.curl ~A is called local helicity of the vector field ~A.
Let ∆n−1(M) be a completely integrable distribution onMn. Then we have
the corresponding 1-dimensional completely integrable codistribution, so, there
exists nonvanishing 1-form ω onMn satisfying dω∧ω = 0. The corresponding
Pfaff system is defined up to a nonvanishing function: fω, f(x) 6= 0, x ∈ M .
Obviously, fω also satisfies d(fω)∧ fω = 0. From this last equation it follows
that there is 1-form θ such, that dω = θ∧ω. Now, the Godbillon-Vey theorem
says that the 3-form Γ = dθ ∧ θ is closed:
dΓ = d(dθ ∧ θ) = 0.
Moreover, varying θ and ω in an admissible way:
θ → (θ + gω); ω → fω, g ∈ J (M),
leads to adding an exact 3-form to Γ, so we have a cohomological class Γ defined
entirely by the integrable 1-dimensional Pfaff system. From physical point
of view this could happen to be very important, because finding appropriate
completely integrable 1-dimensional Pfaff system on Minkowski space-time will
give a conservation law when the restriction of Γ to R3 is not zero, which
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conservation law will depend entirely on the integrability properties of the
physical system considered.
In order to come to the explicit expressins for the curvature and cocurvature
forms we note that αi ⊗Xi and αm ⊗ Xm are two projections in T (M) such,
that the unit tensor to on M is given by
to =
n∑
j=1
(αj ⊗Xj) =
p∑
i=1
(αi ⊗Xi) +
n∑
m=p+1
(αm ⊗Xm).
Now, since the coupling between two vector fields is given by the Lie bracket
[ , ] and in view of the relations
i[Xi,Xj ](α
m ⊗Xm) = αm([Xi, Xj])Xm
= −dαm(Xi, Xj)Xm = −iXi∧Xj(dαm ⊗Xm)
it is natural to define the objects
Ω = −dαm ⊗Xm, m = p + 1, ..., n
and
Ω˜ = −dαi ⊗Xi, i = 1, 2, ..., p.
The restriction Ω|∆p(U) of Ω to ∆p(U) will be called curvature form for ∆p(U),
and the restriction Ω˜|∆˜n−p(U) of Ω˜ to ∆˜n−p(U) will be called co-curvature form
for ∆p(U), or just curvature form for ∆˜n−p(U) .
Clearly, Ω selects those Lie brackets in P(U) which ”stick out” of ∆p(U),
and so, having NON-zero projections in ∆˜n−p(U), and Ω˜ selects those Lie
brackets in P˜(U) which ”stick out” of ∆˜n−p(U) and having NON-zero pro-
jections in ∆p(U). So, nonintegrability of ∆p(U) means Ω is attractive for
some elements of [P(U),P(U)], and nonintegrability of ∆n−p(U) means Ω˜ is
attractive for some elements of [P˜(U), P˜(U)].
It is important to note that a completely integrable distribution ∆p on M
may contain many non-integrable subdistributions ∆p11 ,∆
p2
2 , ... , p1, p2, ... < p.
Clearly, the corresponding curvature forms Ωp11 ,Ω
p2
2 , ... of these subdistribu-
tions do NOT take values outside ∆p, but, for example, Ωpii may take values
in ∆
pj
j , i 6= j, now Ωpjj may take values in ∆pkk , so, some of the values of Ωpii
may be retransferred to ∆pii , and so on. So, generally speaking, the initial
completely integrable distribution may consist of many nonintegrable and in-
tercommunicating by their curvature forms, subdistributions, which deserve to
be called interacting partners .
Such a picture of available ”intercommunication” between subdistributions
of a higher dimensional completely integrable distribution by means of their cur-
vature forms suggests the idea to try this geometrical ”intercommunication”
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as an appropriate mathematical ”picture” of local physical interaction among
physical systems. Hence, if a time-stable continuous physical system hav-
ing dynamical structure may be mathematically represented by an integrable
distribution ∆, and if it is built of relatively time-stable and continuously rec-
ognizable subsystems, existing through some permanent energy-momentum
inter-exchange so that these subsystems are representable by corresponding
nonintegrable subdistributions of ∆, then the corresponding curvature forms
may be interpreted as ”internal interacting agents”. The nonzero flows of the
values of these internal interacting agents through the volume forms of the
corresponding co-subdistributions appear as natural formal measures of the
local energy-momentum exchanges.
Following the above direct sum representation we are going to give the
corresponding formal expressions in the simple case of two interacting distri-
butions. We have the two sets of nonvanishing vector fields {Xi, i = 1, 2, ..., p}
and {Xm, m = p + 1, ..., n}, as well as two codistributions defined by the two
corresponding sets of nonvanishing 1-forms {αi, i = 1, 2, ..., p} and {αm, m =
p + 1, ..., n} : 〈αi, Xs〉 = 0, 〈αm, Xj〉 = 0, So, we have the two representing
multivectors
P(1,p) = X1 ∧X2 ∧ ... ∧Xp, P(p+1,n) = Xp+1 ∧Xp+2 ∧ ... ∧Xn,
and the two differential forms (considered here as corresponding volume forms)
ω(1,p) = α
1 ∧ α2 ∧ ... ∧ αp, ω(p+1,n) = αp+1 ∧ αp+2 ∧ ... ∧ αn.
Differentiating ω1,p and ωp+1,n, we obtain
dω1,p =
p∑
k=1
(−1)k−1dαk ∧ α1 ∧ ... ∧ αˆk ∧ ... ∧ αp,
dωp+1,n =
n−p∑
k=1
(−1)k−1dαp+k ∧ αp+1 ∧ ... ∧ αˆp+k ∧ ... ∧ αn,
where the hat means ”omission” as usually. Now the curvature of ∆(1,p) is
measured by the values of (−1)dαm⊗Xm on the 2-dimensional subdistributions
{Xi, Xj}, and the curvature of ∆(p+1,n) is measured by the values of (−1)dαi⊗
Xi on the 2-dimensional subdistributions {Xm, Xs}. So, for each couple (i 6= j)
and m 6= s the flows of the vector fields
Ω(Xi, Xj) = −dαm(Xi, Xj)Xm = αm([Xi, Xj])Xm,
Ω˜(Xm, Xs) = −dαi(Xm, Xs)Xi = αi([Xm, Xs])Xi
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across the corresponding volume forms ωp+1,n and ω1,p, respectively, are
D
(p+1,n)
(1,p) =
n−p∑
k=1
(−1)kαp+k([Xi, Xj])αp+1 ∧ ... ∧ αˆp+k ∧ ... ∧ αn,
D
(1,p)
(p+1,n) =
p∑
k=1
(−1)kαk([Xm, Xs])α1 ∧ ... ∧ αˆk ∧ ... ∧ αp.
We call them Curvature Interaction (CI) operators . Note that the NONzero
values of these operators guarantee the correspnding nonintegrabilities.
Summing up on all (i, j), i < j, and on all (m, s), m < s, we obtain formal
expressions of the total local flow of the corresponding quantity that the distri-
bution ∆(1,p) transfers to ∆(p+1,n), and that the distribution ∆(p+1,n) transfers
to ∆(1,p), respectively, by means of their curvature forms. These operators
suggest also to say that nonintegrability of ∆(1,p) means that dωp+1,n is at-
tractive for (at least some of) the 2-dimensional subdistributions of ∆(1,p), and
nonintegrability of ∆(p+1,n) means that dω(1,p) is attractive for (at least some
of) the 2-dimensional subdistributions of ∆(p+1,n). On the other hand, the two
expressions, which we call internal balance operators , generated by (Xi ∧Xj)
and (Xm ∧Xs)
i(Xi ∧Xj)dω(1,p), i(Xm ∧Xs)dω(p+1,n)
will measure for each i < j;m < s the internal for each of the two distribu-
tions local exchange that take place inside ∆(1,p) and ∆(p+1,n) correspondingly,
and the corresponding sums for i < j;m < s will measure the total internal
exchanges taking place inside each of ∆(1,p) and ∆(p+1,n) .
Recalling the Lie derivative of a p-form with respect to a q-vector field
(Sec.2.8.3) and the above relations, connecting the representatives of these
distributions and codistributions, we observe that
LXi∧Xjω(p+1,n) = −i(Xi ∧Xj)dω(p+1,n), LXm∧Xsω(1,p) = −i(Xm ∧Xs)dω(1,p),
These last relations suggest a dynamical interpretation of the above relations.
For example, we can say that the two distributions ∆(1,p) and ∆(p+1,n) are in
a local dynamical equilibrium if p = n − p and the following relations hold
(i,j=1,...,p ; m,s=p+1,...,n):
LXi∧Xjω(1,p) = d〈iXi∧Xj , ω1,p〉, i.e., iXi∧Xjdω1,p = 0,
LXm∧Xsω(p+1,n) = d〈iXm∧Xs, ωp+1,n〉, i.e., iXm∧Xsdωp+1,n = 0,
D
(1,p)
(p+1,n) = −D(p+1,n)(1,p) .
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The first two equations require recognizability of each of the two distri-
butions during evolution when dynamical equilibrium, required by the third
equation, is guaranteed. So, if a spatially finite, time stable and space prop-
agating physical object is mathematically represented by an integrable distri-
bution ∆p+1 = {X1, ..., Xp, Z}, being extension of the integrable distribution
∆p = {X1, ..., Xp} along a local shuffling symmetry Z, [Xi, Z] ∈ ∆p, then every
new recognizable 2-dimensional subdistribution of the kind {Xi, Z}, i = 1, ..., p,
should be either integrable, or in a state of dynamical equilibrium with appro-
priate partner(s) inside ∆p. In such a case the evolution along a symmetry
admits a natural dynamical interpretation.
This idea we are going to work out on the example of photon-like objects
in Part IV of this book.
3.3 Projections, Nonlinear connections,
Curvature and Cocurvature
3.3.1. Projections in a linear space. The projections are linear maps P
in a linear space W n (under linear space we mean here module over a ring,
or vector space over a field) sending all elements of W n to some subspace
P (W n) ⊂ W n, such that P ◦ P = P . We assume further P 6= idWn. Let
(e1, . . . , ep, . . . , en) and (ε
1, . . . , εp, . . . , εn) be two dual bases: < εµ, eν >=
δµν , µ, ν = 1, . . . , n, and let N
a
i , i = 1, . . . , p ; a = p + 1, . . . , n be the corre-
sponding to P [p× (n− p)] matrix of rank (n− p). We define another couple
of dual bases (Berwald bases):
kµ = (ei+N
a
i ea, ea) ; ω
ν = (εi, εb−N bj εj), j = 1, . . . , p ; a, b = p+1, . . . , n.
Clearly, the (sub)basis (εb − N bj εj) annihilates the (sub)basis (ei + Nai ea), as
well as, the (sub)basis (εi −N ibεb) annihilates the (sub)basis (ea +N jaej):
〈εb −N bj εj, ei +Nai ea〉 = 0, 〈εi −N ibεb, ea +N jaej〉 = 0.
Now the identity map idWn = ω
ν ⊗ kν acquires the form
idWn = ω
ν ⊗ kν = ωi ⊗ ki + ωb ⊗ kb = εi ⊗ (ei +Nai ea) + (εb −N bj εj)⊗ eb.
We obtain two vertical projections: P p+1,nV and P
1,p
V . The first one is
P p+1,nV = (ε
b −N bj εj)⊗ eb,
and the projection property PV ◦ PV = PV is readily verified. Clearly, this PV
projects onto the subspace generated by {ep+1, . . . , en}. So the image PV (x)
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of any vector x ∈ W n acquires the form PV (x) = Aa ea, a = p + 1, . . . , n, in
particular, P p+1,nV (ei) = −Nai ea, P p+1,nV (ea) = ea.
If we want the image space to be generated by the first p basis vectors
{e1, . . . , ep} the projection should look like
P 1,pV = (ε
i −N ia εa)⊗ ei,
and the image of x ∈ W n will in general looks like P 1,pV (x) = Aiei, i =
1, 2, . . . , p. In particular, P 1,pV (ei) = ei and P
1,p
V (ea) = −N iaei.
Remark: Here ”i” numbers the rows, and ”a” numbers the columns and PV
acts from the right on the basis {e1, e2, . . . , ep}. Also, the index ”V” means
here ”vertical”.
The corresponding horizontal projections, denoted by PH , are defined for
any of the above two cases by PH = idWn − PV . The projection property
PH ◦PH = PH is also readily verified. If the image space of PV is {ep+1, . . . , en},
then for the corresponding P 1,pH we obtain
P 1,pH = ε
i ⊗ (ei +Nai ea), PH(ei) = ei +Nai ea, PH(ea) = 0,
and if the image space of PV is {e1, . . . , ep}, then
P p+1,nH = ε
a ⊗ (ea +N iaei), PH(ei) = 0, PH(ea) = ea +N iaei.
It is seen that
KerPV = ImPH , and KerPH = ImPV .
Hence,
W n = KerPV ⊕ ImPV = KerPH ⊕ ImPH .
The projection P acquires the corresponding forms:
P = P p+1,nV ⊕ P 1,pH =
[
(εb −N bj εj)⊗ eb
]
⊕
[
εi ⊗ (ei +Nai ea)
]
,
P = P 1,pV ⊕ P p+1,nH =
[
(εi −N iaεa)⊗ ei
]
⊕
[
εa ⊗ (ea +N iaei)
]
.
Finally we note that with every involution ϕ, ϕ ◦ ϕ = id, two projections
are associated: P−ϕ =
1
2
(id− ϕ) and P+ϕ = 12(id+ ϕ).
3.3.2. Projections in tangent bundles. Let’s now turn to manifolds.
Recalling the concept of distribution on a manifold M we see that every dis-
tribution ∆p(M) in TM defines a projection Px;Tx(M)→ Tx(M), x ∈M , and
inversely, every section P of TM ⊗ T ∗M , i.e. P ∈ Λ1(M,TM), with constant
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kernel: Ker(Px) = p < n , defines a p-dimensional distribution ∆
p(M) on M
and corresponding (n− p)-codistribution ∆∗n−p(M).
Let P
(1,p)
V (x) projects on the subspace generated by { ∂∂x1 , . . . , ∂∂xp}, then the
vertical subspace at x ∈M is the image of P (1,p)V (x), or the kernel of P (1,p)H (x),
and all dxa, a = p + 1, p + 2, ..., n are horizontal. The local horizontal vector
fields Xa and vertical 1-forms α
i are given by
Xa =
∂
∂xa
+N ia(x)
∂
∂xi
, αi = dxi −N ia(x)dxa.
The corresponding projections are
P
(1,p)
V (x) = α
i ⊗ ∂
∂xi
=
[
dxi −N ia(x)dxa
]
⊗ ∂
∂xi
,
P
(1,p)
H (x) = dx
a ⊗Xa = dxa ⊗
(
∂
∂xa
+N ja(x)
∂
∂xj
)
Clearly, P
(1,p)
H (x) projects on the subspace generated by
(
∂
∂xa
+N ja
∂
∂xj
)
, so,
the horizontal subspace at x ∈ M is the image of P (1,p)H (x), or the kernel of
P
(1,p)
V (x), and we have 〈αi, Xa〉 = 0.
If we want to call the subspace generated by { ∂
∂xp+1
, . . . , ∂
∂xn
} vertical, then
all dxi, i = 1, 2, ..., p, are horizontal, the local horizontal vector fields Xi and
vertical 1-forms αa are given by
Xi =
∂
∂xi
+Nai (x)
∂
∂xa
, αa = dxa −Nai (x)dxi.
The corresponding projections will look like
P
(p+1,n)
V (x) = α
a ⊗ ∂
∂xa
=
[
dxa −Nai (x)dxi
]
⊗ ∂
∂xa
,
P
(p+1,n)
H (x) = dx
i ⊗Xi = dxi ⊗
(
∂
∂xi
+Nai (x)
∂
∂xa
)
.
In both cases, of course, we have P = PV ⊕ PH .
Definition. The projections in TM of constant rank are called nonlinear,
or general, connections.
According to Sec.1.4.3 every projection generates curvature R and co-
curvature R¯ forms, where in our case here the binary map B is given by
the Lie bracket of vector fields since P takes values in X(M). Explicitly we
have
A([ , ];P )(X, Y ) = PV
([
PH(X), PH(Y )
])
+ PH
([
PV (X), PV (Y )
])
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= RP ([ , ];X, Y ) + R˜P ([ , ];X, Y ).
Recalling the introduced curvature and co-curvature of a distribution as in-
troduced in the previous subsection and identifying KerPV with ∆
p(M), and
ImPV with ∆
n−p(M) we can write
RP = Ω|∆p(M), R˜P = Ω|∆n−p(M).
We are going now to see how these curvature forms look locally in terms
of the projection components N ia(x), or N
a
i (x). In the first case we have to
compute Ωjab = α
j([Xa, Xb]), a < b, and in the second case we have to compute
Ωaij = α
a([Xi, Xj]), i < j, here and further i, j, k run from 1 to p, while a, b
run from p+ 1 to n and for clarity we write just N ia instead of N
i
a(x).
We obtain
Ωjab =
∂N jb
∂xa
− ∂N
j
a
∂xb
+Nka
∂N jb
∂xk
−Nkb
∂N ja
∂xk
,
Ωaij =
∂Naj
∂xi
− ∂N
a
i
∂xj
+N bi
∂Naj
∂xb
−N bj
∂Nai
∂xb
.
If we’d like to obtain the two curvature forms directly from the correspond-
ing vertical 1-forms αi, i = 1, 2, ..., p, or from αa, a = p+ 1, ..., n, then we have
to compute the corresponding horizontal projections of dαi and dαa.
First, consider the case αi = dxi − N iadxa are vertical 1-forms, so dxi, i =
1, 2, ..., p have non-zero vertical and horizontal projections. For dαi we obtain
dαi = −d(N iadxa) = −
∂N ia
∂xj
dxj ∧ dxa − ∂N
i
a
∂xb
dxb ∧ dxa.
Now, in this case dxa are horizontal: 〈dxa, ∂xi〉 = 0, so we have to find the
horizontal projection of dxj . Since the restriction of dxj to ∆n−p(M) is equal
to N ja(x
i(xb), xb) dxa, for the horizontal projection of dαi we obtain
dαi|∆n−p(M) = −
(
∂N ia
∂xb
− ∂N
i
b
∂xa
+
∂N ia
∂xj
N jb −
∂N ib
∂xj
N ja
)
xi(xa)
dxb ∧ dxa, b < a.
In the same way for the case αa = dxa − Nai dxi, i = 1, 2, ..., p are vertical
and the horizontal projections of dxa are Nai (x
j , xb(xj))dxi we obtain
dαa|∆p(M) = −
(
∂Nai
∂xj
− ∂N
a
j
∂xi
+
∂Nai
∂xb
N bj −
∂Naj
∂xb
N bi
)
xa(xi)
dxj ∧ dxi, j < i.
Hence, for Ω|∆p(M) and Ω|∆n−p we obtain respectively:
Ω|∆p(M) = −
(
dαa|∆p(M)
)⊗ ∂
∂xa
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=(
∂Nai
∂xj
− ∂N
a
j
∂xi
+
∂Nai
∂xb
N bj −
∂Naj
∂xb
N bi
)
xa(xi)
dxj ∧ dxi ⊗ ∂
∂xa
, j < i.
Ω|∆n−p(M) = −
(
dαi|∆n−p(M)
)⊗ ∂
∂xi
=
(
∂N ia
∂xb
− ∂N
i
b
∂xa
+
∂N ia
∂xj
N jb −
∂N ib
∂xj
N ja
)
xi(xb)
dxb ∧ dxa ⊗ ∂
∂xi
, b < a.
3.4 Connections and Curvature on Smooth
Bundles
3.4.1. Tangent Structure of Smooth Bundles.
Let (E, π,M, F ) be a smooth bundle with dim(M) = n, dim(F ) = r. The
derivative dπ of the projection map π is a bundle map between the tangent
bundles of E and M : dπ : τE → τM . For every z ∈ E we have dπz : Tz(E)→
Tπ(z)(M). Since π is surjective then Ker(dπz) is not empty. The elements in
Ker(dπz) are called vertical vectors and the subspace Vz = Ker(dπz) ⊂ Tz(E)
is called vertical subspace at z ∈ E. From the surjectivity of each dπz, z ∈ E,
it follows that the dimension of Vz, z ∈ E is equal to the dimension of F .
Now the union VE =
⋃
z∈E Vz acquires a structure of subbundle of the tangent
bundle of E: VE ⊂ τE , and is called vertical subbundle of τE . The dimension
of VE is (n+ 2r).
The sections of VE are called vertical vector fields. If Z ∈ Sec(VE), clearly
π∗Z = 0. It follows that the Lie bracket of two vertical vector fields is again a
vertical vector field: π∗[Z1, Z2] = [π∗Z1, π∗Z2] = 0, so the vertical vector fields
on E form a Lie subalgebra XV (E) of the Lie algebra X(E) of all vector fields
on E. It follows that
1o. XV (E) is finitely generated module over J (E);
2o. the vertical subbundle defines a completely integrable distribution.
Since Vz(E) is a subspace of Tz(E) then there exist other subspacesHz(E) ⊂
Tz(E) such that Tz(E) = Vz(E)⊕Hz(E) = Ker(dπz)⊕Hz(E), z ∈ E. The sub-
spaces Hz(E), z ∈ E are called horizontal. If at every z ∈ E such a subspace is
chosen then the union HE =
⋃
z∈E Hz is defined and HE is a subbundle of τE ,
called horizontal subbundle. Clearly τ(E) = VE ⊕ HE, and the dimension of
HE is equal to (2n+ r). The sections of HE are called horizontal vector fields,
they form a submodule XH of X(E) = Sec(τE) but NOT a Lie subalgebra of
X(E). Every horizontal vector field ZH on E is projectable, i.e. there is a
vector field X on M such that π∗ZH = X .
The surjectivity of dπz leads to the fact that dπz|Hz(E) is a linear isomor-
phism between Hz(E) and Tπ(z)(M). So, HE is isomorphic to the pullback of
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τ(M) via π∗. We obtain that every choice of HE leads to the decomposition
of the vector fields on E: Z = ZV + ZH , ZV ∈ XV , ZH ∈ XH .
Finally it deserves noting that VE is connected only with the bundle struc-
ture of (E, π,M, F ), while HE depends on our choice, and if chosen, the cor-
responding n-dimensional distribution should be checked about integrability.
3.4.2. Cotangent Structure of Smooth Bundles.
The corresponding cotangent structure of (E, π,M, F ) inherits the follow-
ing specific properties.
A differential form φ ∈ ∧(E) is called horizontal if it is annihilated by
the vertical vector fields, i.e. i(ZV )φ = 0, ZV ∈ XV . Clearly, in view of
the antiderivation properties of i(Z) the horizontal differential forms form a
graded algebra denoted by
∧
H(E), and this graded algebra depends only on
the bundle structure of E. The corresponding n-dimensional codistribution of
1-forms Λ1H(E) is, of course, completely integrable.
If a horizontal subbundle HE is defined, then a differential form φ ∈
∧
(E)
is called vertical if every horizontal vector field ZH annihilates φ: i(ZH)φ = 0.
The corresponding graded algebra
∧
V (E) is called vertical subalgebra of
∧
(E),
it depends on the choice of HE . The obtained r-dimensional codistribution of
vertical 1-forms Λ1V (E) should be checked about integrability.
The following basic property holds: The anticommutative tensor product
of the algebras
∧
V (E) and
∧
H(E): φ ⊗ ψ → φ ∧ ψ defines the (pointwise)
isomorphism
∧
H(E)⊗E
∧
V (E)↔
∧
(E) of graded algebras.
3.4.3. Connections and Curvature on Smooth Bundles.
As we mentioned the above properties of the tangent and cotangent struc-
ture of a smooth bundle (E, π,M, F ) obviously define a completely integrable
vertical distribution ∆V (E) in T (E), and the corresponding completely in-
tegrable horizontal codistribution ∆∗H(E) in T
∗(E). Hence, every choice of
HE sets the problem of the integrability of the corresponding distribution ∆H .
Usually, only such distributions are considered which are additional to the nat-
urally existing vertical distributions. In terms of projections P this means that
the general connections considered on smooth bundles are required to be com-
patible with the existing specific bundle structure of TE , i.e. ImPz = Vz(E).
From local point of view, let (xi, ya) = (x1, ..., xn; y1, ..., yr) be local coordi-
nates on U × π−1(U), where U ⊂M is a coordinate neighborhood on M , and
the connection, i.e. the horizontal distribution, is defined by the projection
P: Pz(Nai (z)) : Tz(E) → Vz(E), where Nai are the components of P, so that
the image of Pz coincides with Vz(E), z ∈ E. Let Xi, i = 1, 2, ..., n represent
the horizontal distribution, and αa, a = 1, 2, ..., r represent the corresponding
codistribution, so 〈αa, Xi〉 = 0. If the curvature is not zero, then:
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1o. At least one of the expressions
[Xi, Xj] ∧X1 ∧X2 ∧ ... ∧Xn, Xi ∈ XH(M), i, j = 1, 2, ..., n
is NOT equal to zero.
2o. At least one of the expressions
dαa ∧ α1 ∧ α2 ∧ ... ∧ αr, αa ∈ Λ1V (E), a = 1, 2, ..., r
is NOT equal to zero.
3o. The corresponding curvature form
Ω(HE) = − (dαa|HE)⊗
∂
∂ya
=
=
(
∂Nai
∂xj
− ∂N
a
j
∂xi
+
∂Nai
∂yb
N bj −
∂Naj
∂yb
N bi
)
yb(xk)
dxj ∧ dxi ⊗ ∂
∂ya
, j < i.
is NOT equal to zero.
3.5 Connections and Curvature on Principal
Bundles.
3.5.1. Principal Bundles.
Let G be a r-dimensional Lie group with corresponding Lie algebra g and
B be a n-dimensional manifold. A smooth bundle P = (P, π, B,G) satisfying
the following conditions
1. R : P ×G→ P is a smooth right action of G on P .
2. There is a coordinate representation (Uα, ψα) of P such that
ψ(x, ab) = ψ(x, a).b, x ∈ B, a, b ∈ G
is called a principal bundle with a structure group G and the group action R is
called principal action of G on P . The following properties of P are obvious:
-π(z.a) = π(z)→ dπ ◦ dRa = dπ, z ∈ P, a ∈ G,
-the action of G on P is free,
-the orbit through z ∈ P is the fiber through z ∈ P ,
-the fibers Gx = π
−1(x), x ∈ B are submanifolds of P .
If Pˆ = (Pˆ , πˆ, Bˆ, G) is a second principal bundle with a principal action Rˆ then
a smooth map ϕ : P → Pˆ is called a homomorphism of principal bundles if
ϕ is G-equivariant with respect to the two actions of G. The induced map
ψ : B → Bˆ satisfies πˆ ◦ ψ = ψ ◦ π. Also, every ϕx : Gx → Gψ(x) satisfies
ϕx(z.a) = ϕx(z).a, z ∈ Gx, x ∈ B.
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Every local section σ : U → P, U ⊂ B of P defines isomorphism between
the trivial bundle U×G and the restriction of P to U , so if P admits a (global)
section, it is trivial.
If V ⊂ B is another open subset in B such that the intersection U ∩ V
is not empty and τ is a section over V , then there is unique smooth map
gUV : U ∩ V → G such that ϕ(x, gUV (x)) = τ(x), and gUV (x) ∈ Gx can be
determined by the equation τ(x) = σ(x).gUV (x), x ∈ U ∩ V . 3.5.2. Vector
fields on principal bundles.
Recall that a free action of a Lie group G on a manifold P defines corre-
sponding fundamental subbundle FP of TP with a fiber over z ∈ P the corre-
sponding image of the Lie algebra g over z. The important observation is that
FP coincides with the vertical subbundle VP of a principal bundle (P, π, B,G),
so the map
P × g→ VP
is a bundle isomorphism.
There are two aspects of this isomorphism deserving to be mentioned.
The first aspect is to consider it as isomorphism between J (P ) ⊗ g and
XV P according to the map f ⊗ h → f.Zh, f ∈ J (P ), h ∈ g. The second
view is to consider the g-valued functions on P , i.e. the space J (P ; g), and
the map J (P ; g)→ XV (P ) defined by (φ→ Zφ), where Zφ(z) = Zφ(z)(z).
Another important class of vector fields on the bundle space P consists of
vector fields satisfying the condition (dRa)zZz = Zz.a, a ∈ G, they are called
G-invariant, or just - invariant and are denoted by XI(P ). These vector fields
are projectable, i.e. for every invariant vector field Z ∈ XI(P ) there is a vector
field X ∈ X(B) such that
π∗Z = X, Z ∈ XI(P ), X ∈ X(B).
Thus, π∗|XI(P ) is surjective with kernel the intersection XI(P ) ∩ XV (P ). It
follows that the Lie bracket between invariant and vertical vector fields is
vertical because
π∗[Z, Y ] = [π∗Z, π∗Y ] = [π∗Z, 0] = 0, Z ∈ XI(P ), Y ∈ XV (P ).
Also,
-the Lie bracket between two projectable vector fields is projectable,
-the module of vector fields on P is generated by the vertical and projectable
vector fields,
-the vector field Z on P is projectable iff (Z − (Ra)∗Z) is vertical for every
a ∈ G.
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3.5.3. Differential forms on a principal bundle.
A differential form α ∈ ∧(P ) is called invariant if
R∗α = α, a ∈ G.
All invariant differential forms on P form a R-algebra denoted by
∧
I(P ).
A differential form α ∈ ∧(P ) is called horizontal if
i(ZV )α = 0, ZV ∈ XV (P ),
i.e. if α is horizontal with respect to the action of G on P . All horizontal
differential forms on P form a R-algebra denoted by
∧
H(P ).
The following result holds:
The homomorphism π∗ :
∧
(B) → ∧(P ) is injective. The image of π∗
consists of those elements of
∧
(P ) which are horizontal and invariant.
The differential forms that are both invariant and horizontal form a subal-
gebra
∧
B(P ) ⊂
∧
(P ), so, π∗ can be considered as isomorphism between
∧
(B)
and
∧
B(P ).
If Pˆ is another principal bundle with the same group G and (ϕ, ψ) : P → Pˆ
is a homomorphism then, because of the equivariance of ϕ, the fundamental
vector fields on P and Pˆ, generated by the same h ∈ g, are ϕ-related.
ϕ∗Zh = Zˆh, h ∈ g.
This leads to the following commutation relations (h ∈ g, a ∈ G):
ϕ∗ ◦ LZˆh = LZh ◦ ϕ∗; ϕ∗ ◦ i(Zˆh) = i(Zh) ◦ ϕ∗; ϕ∗ ◦ Rˆa
∗
= R∗a ◦ ϕ∗.
3.5.4. Vector-valued differential forms on a principal bundle.
Recall that ifW is a vector space then theW -valued differential forms on P
form a
∧
(P ) graded module, usually denoted by
∧
(P,W ) which is isomorphic
to
∧
(P )⊗W . Every such differential form Φ is written down as
Φ = αm ⊗ em, m = 1, 2, ..., dimW,
where {em} form a basis of W and αm ∈
∧
(P ). If β is a p-form on P then the
product (β.Φ) is given by
β.Φ = β.(αm ⊗ em) = (β ∧ αm)⊗ em.
The operators d, i(Z), LZ and R∗a, a ∈ G, are extended to
∧
(P,W ) according
to
d(αm ⊗ em) = (dαm)⊗ em; i(Z)(αm ⊗ em) = (i(Z)αm)⊗ em;
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LZ(α
m ⊗ em) = (LZαm)⊗ em; R∗a(αm ⊗ em) = (R∗aαm)⊗ em.
A W -valued form Φ is called horizontal if i(Zh)Φ = 0, h ∈ g. Horizontal forms
form a graded subspace of
∧
(P,W ) denoted by
∧
H(P,W ) which is isomorphic
to ΛH(P )⊗W .
If ρ : G → W is a representation, and ρ′ : g → W is the corresponding
derived representation then a W -valued form on P is called ρ-equivariant if
R∗aΦ = ρ(a−1) ◦ Φ, a ∈ G,
and if G is connected this is equivalent to
LZhΦ = −ρ′(h) ◦ Φ, h ∈ g.
The G-invariant W -valued forms are denoted by ΛI(P )⊗W . The forms that
are at the same time horizontal and invariant are called basic and are denoted
by
∧
B(P,W ).
Every linear map ϕ : W → W1 generates a map ϕ∗ : (
∧
(P ) ⊗ W ) →∧
(P )⊗W1 given by
ϕ∗(α
m ⊗ em) = αm ⊗ ϕ(em).
This rule is extended to multilinear maps ϕ : W1×W2×...×Wp →W according
to
ϕ∗(α
m1
1 ⊗ em1 , αm22 ⊗ em2 , ..., αmpp ⊗ emp) =
(αm11 ∧ αm22 ∧ ... ∧ αmpp )⊗ ϕ(em1 , em2 , ..., emp),
where mi is the dimension of Wi and {emi}, i = 1, 2, ..., pi is a basis of Wi.
In particular, if ϕ is: tensor product, symmetrized tensor product, exterior
product, we obtain respectively
(αm11 ∧ αm22 ∧ ... ∧ αmpp )⊗ (em1 ⊗ em2 ⊗ ...⊗ emp),
(αm11 ∧ αm22 ∧ ... ∧ αmpp )⊗ (em1 ∨ em2 ∨ ... ∨ emp),
(αm11 ∧ αm22 ∧ ... ∧ αmpp )⊗ (em1 ∧ em2 ∧ ... ∧ emp).
Every representation ρ : G → W generates the bilinear map ρ′ : g×W → W
given by (h, w)→ ρ′(h)w. For the corresponding map of differential forms we
obtain
(Φ,Ψ)→ ρ′(Φ,Ψ) = αi ∧ βm ⊗ (ρ′(Ei)(em).
If ρ = Ad, then ρ′(h)(k) = [h, k], so if Φ = αi ⊗ Ei and Ψ = βj ⊗ Ej are
g-valued we obtain
(Φ,Ψ)→ ad(Φ,Ψ) ≡ [Φ,Ψ] = αi ∧ βj ⊗ (ρ′(Ei)(Ej) = αi ∧ βj ⊗ [Ei, Ej].
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It follows from this relation that if Φ ∈ Λ1(P, g) then
[Φ,Φ](X, Y ) = [αi ⊗ Ei, αj ⊗ Ej ](X, Y )
= (αi(X)αj(Y )− αi(Y )αj(X))[Ei, Ej ]
= αi(X)αj(Y )[Ei, Ej]− αj(X)αi(Y )[Ei, Ej]
= αi(X)αj(Y )[Ei, Ej] + α
j(X)αi(Y )[Ej, Ei]
= αi(X)αj(Y )[Ei, Ej] + α
i(X)αj(Y )[Ei, Ej]
= 2(αi(X)αj(Y ))[Ei, Ej] = 2(α
i ∧ αj)(X, Y )[Ei, Ej ]
= 2[Φ(X),Φ(Y )].
For the case ρ′([Φ,Ψ],Ω), where (Φ,Ψ) are g-valued and Ω is W -valued, in
view of the relation
ρ′([h, k]) = ρ′(h) ◦ ρ′(k)− ρ′(k) ◦ ρ′(h)
we obtain
ρ′([Φ,Ψ],Ω) = ρ′(Φ, ρ′(Ψ,Ω))− (−1)pqρ′(Ψ, ρ′(Φ,Ω)),
where Φ ∈ Λp(P, g) and Ψ ∈ Λq(P, g). Clearly, if Φ = Ψ and (p = q) is even
number we obtain ρ′([Φ,Φ],Ω) = 0, and if (p = q) is odd, then
ρ′([Φ,Φ],Ω) = 2ρ′(Φ, ρ′(Φ,Ω)).
3.5.5. Principal connections
Note that from the above mentioned relation dπ ◦dRa = 0, a ∈ G it follows
that the vertical subbundle VP of P is stable under the action of the group G.
This suggests to introduce connections on a principal bundle P as follows:
Definition. A principal connection on P is every bundle map (Γ, idP ) :
TP → TP which satisfies the following conditions:
1o. Γ ◦ Γ = Γ, so Γz is a projection in every tangent space Tz(P ), z ∈ P ;
2o. Γ(Tz(P )) = Vz, z ∈ P , so, Γ projects every tangent space Tz(P ) on the
vertical subspace Vz ⊂ Tz(P ) ;
3o. dRa ◦ Γ = Γ ◦ dRa, a ∈ G, i.e. Γ is equivariant with respect to the
action of G on P .
We see that the difference between connections on smooth bundles and con-
nections on principal bundles is in the additional compatibility condition with
the action of G on P . Therefore, the above equivariance condition guarantees
additionally that every choice of horizontal subspaces Hz(P ) at every z ∈ P ,
i.e. such that Tz(P ) = Vz(P )⊕Hz(P ), leads to stability of the corresponding
horizontal subdistribution HP ⊂ τ(P ).
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The corresponding to Γ horizontal projection Hz at z ∈ P is, of course,
given by
Hz = idTz(P ) − Vz, z ∈ P,
and this decomposes the tangent bundle τ(P ) to the direct sum
τ(P ) = VP ⊕HP .
We obtain the module decomposition of the vector fields on P :
X(P ) = XV (P )⊕ XH(P ),
and this decomposition commutes with the action of G:
(Ra)∗ ◦ V∗ = V∗ ◦ (Ra)∗, (Ra)∗ ◦H∗ = H∗ ◦ (Ra)∗, a ∈ G.
This decomposition leads to the decomposition of invariant vector fields on P :
XI(P ) = XIH(P )⊕ XIV (P ),
where
XIH(P ) = X
I(P ) ∩ XH(P ) and XIV (P ) = XI(P ) ∩ XV (P ).
Recalling the surjective homomorphism π∗ : X
I
H(P ) → X(B) and that
Ker(π∗) = X
I(P ) ∩ XV (P ), we obtain that the restriction of π∗ to XIH(P )
is an isomorphism. The inverse isomorphism χ : X(B) → XIH(P ) is called
horizontal lifting isomorphism for the connection Γ. The following important
relation holds:
χ([X, Y ]) = H∗([χ(X), χ(Y )]), X, Y ∈ X(B).
3.5.6. The Connection Form.
Recall the bundle isomorphism P × g↔ VP , it is given by
(z, h)↔ Zh(z) = (dΦz)e(h), h ∈ g, z ∈ P.
Since (dΦz)e is a linear isomorphism for each z ∈ P we can consider its inverse
(dΦz)
−1
e : Vz(P )→ g.
Now we compose (dΦz)
−1
e with the projection Γ, so at each z ∈ P we get a
map from Tz(P ) to the Lie algebra g.
Definition. The g-valued differential 1-form ω on P defined by
ω(z;Zz) = (dφz)
−1
e ◦ Γz(z, Zz), Zz ∈ Tz(P ), z ∈ P
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is called the connection form for Γ.
Clearly, ω(Z) = 0 iff Z is horizontal.
The connection form ω has the following two properties:
1. i(Zh)ω = h, h ∈ g,
2. R∗aω = Ad(a−1) ◦ ω, a ∈ G.
The first property is almost obvious, since
ω(Zh) = ω((dφz)e(h)) = (dφz)
−1
e ◦ Γ(Zh) = (dφz)−1e (Zh) = h, h ∈ g.
The second property, which means that ω is Ad equivariant, follows from
differentiating the relation Ra ◦ φz = φz.a ◦ θa−1 and from the equivariance of
Γ with respect to the action of the differential of each Ra, a ∈ G.
From property 2. it follow also that locally we have
LZhω = −ad(h) ◦ ω, h ∈ g.
Another interesting fact is that the Lie bracket of a fundamental and hori-
zontal vector fields is horizontal. In fact, if Y is a horizontal vector field, then
from the last relation and from the general relation
i([X, Y ]) = [LX , i(Y )] = LX ◦ i(Y )− i(Y ) ◦ LX , X, Y ∈ X(P ),
we obtain
−i(Y )LZhω = −ad(h) ◦ ω(Y ) = 0
= (LZh ◦ i(Y )− i(Y ) ◦ LZh)ω = i([Zh, Y ])ω.
3.5.7. The Covariant Exterior Derivative with respect to principal
connection.
Having a principal connection Γ on P with connection form ω we have in
every tangent space the horizontal projection Hz = idTz(P ) − Γz. The cor-
responding dual linear map H∗z is a projection in T
∗
z , and these projections
are extended to the whole tensor algebra on P . Moreover, H∗ is naturally
extended to the space of W -valued differential forms
∧
(P,W ) on P , where W
is a finite dimensional vector space. If Φ ∈ ∧(P,W ), this extended projection
is defined by
(H∗Φ)(z;Z1, Z2, ..., Zp) = Φ(z;Hz(Z1), Hz(Z2), ..., Hz(Zp)), Zi ∈ Tz(P ),
and carries the following properties:
1. H∗ projects on the space of horizontal W -valued differential forms;
2. H∗(α ∧ Φ) = (H∗α) ∧ (H∗Φ), α ∈ ∧(P );
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3. H∗ω = 0;
4. H∗ ◦ R∗a = R∗a ◦H∗, a ∈ G;
5. H∗ ◦ LZh = LZh ◦H∗, h ∈ g;
6. H∗ ◦ π∗ = π∗.
Definition. The operator
∇ := H∗ ◦ d : Λp(P,W )→ Λp+1H (P,W )
is called covariant exterior derivative.
The covariant exterior derivative ∇ has the following properties:
1. ∇(α ∧ Φ) = ∇α ∧H∗Φ+ (−1)pH∗α ∧ ∇Φ, α ∈ Λp(P ), Φ ∈ ∧(P,W );
2. i(Zh) ◦ ∇ = 0, h ∈ g;
3. ∇ ◦R∗a = R∗a ◦ ∇, a ∈ G;
4. ∇ ◦ LZh = LZh ◦ ∇, h ∈ g;
5. ∇ ◦ π∗ = d ◦ π∗.
From 5. it follows that ∇ reduces to ∇H :
∧
H(P,W )→
∧
H(P,W ).
Note that in general ∇ ◦∇ 6= 0.
Note also, that restricted to the algebra of smooth functions J (P ) the
operator ∇ satisfies:
∇ f = df ; ∇(f.g) = f.∇(g) + g.∇(f).
Consider now the basic W -valued differential forms on P , and let ρ be a
representation of G in W with ρ′ the corresponding representation of the Lie
algebra g in W . Let ∇ be the covariant exterior derivative with respect to the
connection ω. Then the following relation holds:
∇(Φ) = dΦ + ρ′(ω,Φ).
If ρ is the adjoint representation with ρ′ its derivative then the above relation
takes the form
∇(Φ) = dΦ + [ω,Φ],
where Φ is basic and g-valued.
These last formulae suggest that with every connection ω on P , and repre-
sentations ρ and corresponding ρ′ of (G, g) in a finite dimensional vector space
W we can associate the operator
D : Λp(P,W )→ Λp+1(P,W ) : D(Φ) = dΦ + ρ′(ω,Φ),
and on ΛB(P, g) D reduces to ∇. This operator has the following important
property. Let 〈 , 〉 be a bilinear map in W which is invariant under the deriva-
tive ρ′ of the representation considered (e.g. scalar product), and denote by
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〈〈Φ,Ψ〉〉 the corresponding map of differential forms:
〈〈Φ,Ψ〉〉 = 〈〈αi ⊗ ei, βj ⊗ ej〉〉 = αi ∧ βj〈ei, ej〉.
The invariance of 〈 , 〉 leads to
d〈〈Φ,Ψ〉〉 = 〈〈DΦ,Ψ〉〉+ (−1)p〈〈Φ,DΨ〉〉, Φ ∈ Λp(P,W ).
3.5.8. Curvature of a Principal Connection.
Let ω and∇ be the connection form and the covariant exterior derivative on
a principal bundle P = (P, π, B,G) defined by the principal connection Γ. In
terms of the NF-bracket the curvatureR of Γ should look likeR = 1
2
[Γ,Γ]. The
values of R are in the vertical subbundle TV (P ) ⊂ T (P ). So, the composition
(dφz)
−1 ◦ R defines a g-valued 2-form on P .
Definition. The g-valued 2-form Ω ∈ Λ2(P, g) on P defined by
Ω := ∇ω
is called curvature form of the connection Γ.
As we shall see this definition of curvature of a principal connection is the
negative of (dφz)
−1 ◦ R, i.e.
Ω = −(dφz)−1 ◦ R.
The curvature form Ω enjoys the following properties:
1. Ω is horizontal;
2. Ω is equivariant: R∗aΩ = Ad(a−1) ◦ Ω. The proof is based on the
commutativity of ∇ and R∗a, a ∈ G. From this property it follows the relation:
LZhΩ = −ad(h) ◦ Ω, h ∈ g.
3. If (Y1, Y2) are horizontal vector fields, then
ZΩ(Y1,Y2) = −Γ∗[Y1, Y2].
4. If χ is the lifting isomorphism for Γ then
[χ(X1), χ(X2)] = χ([X1, X2])− ZΩ(χ(X1),χ(X2)), X1, X2 ∈ X(B).
From property 4. it follows that the curvature form Ω is zero only if the Lie
bracket of every two horizontal vector fields is horizontal, i.e. if the horizontal
distribution defined by Γ is completely integrable.
5. The structure equation of Maurer-Cartan:
Ω = dω +
1
2
[ω, ω].
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To proof this we consider the three cases:
5.a the vector fields X, Y are horizontal: then [ω, ω](X, Y ) = 0. So,
Ω(X, Y ) = (H∗ ◦ dω)(X, Y ) = dω ◦H∗(X, Y ) = dω(X, Y )
= X(ω(Y ))− Y (ω(X))− ω([X, Y ]) = −ω([X, Y ]).
On the other hand, according to the general formula for curvature of a distri-
bution we must have
R(X, Y ) = 1
2
[Γ,Γ](X, Y ) = Γ([H∗X,H∗Y ]) = Γ([X − Γ(X), Y − Γ(Y )])
= Γ([X, Y ]− [X,Γ(Y )]− [Γ(X), Y ] + [Γ(X),Γ(Y )]).
But [X,Γ(Y )] and [Γ(X), Y ] are horizontal so Γ sends them to zero, also
Γ(X) = Γ(Y ) = 0 since X, Y are horizontal. We obtain
R(X, Y ) = Γ([X, Y ]) = Zω([X,Y ])
So,
Ω(X, Y ) = −(dφz)−1 ◦ R(X, Y ) = (dω + 1
2
[ω, ω])(X, Y ) = −ω([X, Y ]).
5.b: (X = Zh, Y = Zk) are vertical: then
Ω(Zh, Zk) = 0
and
−(dφz)−1 ◦ 1
2
[Γ,Γ](Zh − Γ(Zh), Zk − Γ(Zk)] = −(dφz)−1 ◦ 1
2
[Γ,Γ](0, 0) = 0.
Also,
dω(Zh, Zk) +
1
2
[ω, ω](Zh, Zk)
= Zhω(Zk)− Zkω(Zh)− ω([Zh, Zk]) + [ω(Zh), ω(Zk)]
= Zh(k)− Zk(h)− ω([Zh, Zk]) + [h, k]
= −ω(Z[h,k]) + [h, k] = −[h, k] + [h, k] = 0.
5.c: X-horizontal, Y = Zh-vertical:
Ω(X,Zh) = 0, [ω(X), ω(Zh)] = 0,
dω(X,Zh) = −ω([X,Zh]) = 0, since [X,Zh] is horizontal.
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Also,
R(X,Zh) = Γ([X − Γ(X), Zh]) = Γ([X,Zh]) = 0
since [X,Zh] is horizontal.
6. The Bianchi identity; ∇Ω = 0:
∇Ω = ∇(dω + 1
2
[ω, ω]) = H∗d(dω) +
1
2
H∗d[ω, ω]
= H∗[dω, ω] = [H∗dω,H∗ω] = 0.
In terms of R this Bianchi identity looks like: [Γ,R] = 0. To prove it, from
the graded Jacobi identity applied to Γ and R = 1
2
[Γ,Γ], we obtain
[Γ,R] = 1
2
[Γ, [Γ,Γ]] =
1
2
[[Γ,Γ],Γ] +
1
2
(−1)1.1[Γ, [Γ,Γ]],
i.e.
2[Γ,R] = 1
2
[[Γ,Γ],Γ].
On the other hand, from the corresponding commutator we obtain
1
2
[[Γ,Γ],Γ] = −1
2
[Γ, [Γ,Γ]].
Hence
2[Γ,R] = −[Γ,R] = 0.
7. If Φ ∈ ΛB(P,W ), and ρ is a representation of G in W , then
∇(∇Φ) = ρ′(Ω,Φ).
Recalling the operator D (Sec.3.5.7) we get the formula
Dω = Ω +
1
2
[ω, ω].
Finally, if P = (B × G, π,B,G) is a trivial principal bundle, then with
every connection form ω on P it is possible to associate a g-valued 1-form θ
on B according to
ω(x, e;Xx, h) = h + θ(x;Xx), x ∈ B, h ∈ g,
where e is the unit element of G. The horizontal projection H(x,a) in this case
is given by
H(x,a)(Xx, Ya) = (Xx,−(dRa)eθ(x;Xx)),
where x ∈ B, a ∈ G, Xx ∈ Tx(B), Ya ∈ Ta(G).
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3.6 Linear connections.
Linear connections in vector bundles are special kind of first order differential
operators acting on the crossections of the bundles. They can induce vari-
ous differential operators on the sections of the corresponding tensor algebras,
therefore, we first shall consider briefly some of the properties of the induced
tensor bundles and their crossections.
3.6.1. Vector bundle valued differential forms.
Let η = (E, π,B, F ) be a vector bundle with crossections Sec(η). We
consider all smooth screw-symmetric multilinear maps Φx : Tx(B) → Fx, x ∈
B, they form a linear space. The union
⋃
x Φx, x ∈ B defines a new bundle
space over B with obvious projection π : Φx → x, denoted by
∧
(B, η), and its
crossections are denoted by Λ(B, η) = Σnp=0Λ
p(B, η), Λ0(B, η) = Sec(η). The
elements of Λ(B, η) are called η-valued differential forms on B.
According to the usual isomorphisms we get the isomorphism
Λ(B, η)↔ Λ(B)⊗B Sec(η).
So, Λ(B, η) is a Λ(B)-graded module with multiplication (in the decomposable
case)
α ∧ Φ = α ∧ (β ⊗ σ) = (α ∧ β)⊗ σ, α, β ∈ Λ(B), σ ∈ Sec(η).
The substitution operator in Λ(B) with respect to a vector field X ∈ X(B) is
naturally extended to Λ(B, η) according to
i(X)σ = 0, σ ∈ Sec(η), i(X)Φ = i(X)(α⊗ σ) = (i(X)α)⊗ σ.
Recalling from Sec.2.2.4 the bundle maps ϕ∗, ϕ#, ϕ∗ generated by the bun-
dle map ϕ : η = (E, π,B, F ) → η′ = (E ′, π′, B′, F ′) and the induced map
ψ : B → B′ between the two base-spaces, we obtain their natural extension
to the corresponding bundle-valued differential forms (everywhere σ denotes
corresponding section of η or η∗):
ϕ∗(σ)(x) = ϕ∗x(σ(ψ(x)), ϕ
∗Φ(x; h1, ..., hp) = ϕ
∗
x(Φψ(x)(dψ(h1), ..., dψ(hp)),
so, ϕ∗(α ∧ Φ) = (ψ∗α) ∧ ϕ∗Φ.
(ϕ#σ)(x) = ϕ−1x (σ(ψ(x)), (ϕ
#Φ)(x, h1, ..., hp) = ϕ
−1
x (ψ(x); dψ(h1), ..., dψ(hp).
Also, we obtain ϕ#(α ∧ Φ) = ψ∗α ∧ ϕ#Φ.
Finally, when the two vector bundles are on the same base B and the
induced ψ reduces to the identity map of B
(ϕ∗Φ)(x; h1, ..., hp) = ϕ(Φ(x; h1, ..., hp)).
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In the above formulae hi, i = 1, 2, ..., p are elements of the corresponding tan-
gent spaces.
If ηi = (E
i, πi, B, F i), i = 1, 2, ..., p and η′ = (E ′, π, B, F ′) are vector bun-
dles on the same base B then every m-linear map Ax
Ax : F 1x × F 2x × ...× F px → F ′x
determines a map
A∗ : Λp(B, η1)× ...× Λp(B, ηp)→ Λmp(B, η′),
and in the case of decomposable forms Φi = αi ⊗ σi (no summation on i)
reduces to
A∗(α1 ⊗ σ1, α2 ⊗ σ2, ..., αp ⊗ σp) = (α1 ∧ α2 ∧ ... ∧ αp)⊗A∗(σ1, σ2, ..., σp),
where αi are p-forms on B and σi ∈ Sec(ηi). Thus we have
A∗(α ∧ Φ1,Φ2, ...,Φm) = α ∧ A∗(Φ1,Φ2, ...,Φm),
and if α is a p-form on B then
A∗(Φ1, ...,Φp, α ∧ Φp+1, ...,Φm) = (−1)qpα ∧A∗(Φ1, ...,Φm),
where q is equal to the sum of the degrees of Φ1,Φ2, ...,Φp.
Here are some examples (we shall consider just decomposable bundle-valued
forms).
1. Dual vector bundles, the bilinear map given by 〈 , 〉.
A∗(α⊗ σ, β ⊗ σ∗) = α ∧ β〈σ∗, σ〉.
2. If (ϕ, ψ) defines isomorphism between η and η′, η∗ and η′∗ being the
corresponding dual bundles, then
A∗(ϕ∗(α⊗ σ∗), ϕ#(β ⊗ σ)) = ψ∗ ◦ A∗(α⊗ σ∗, β ⊗ σ) = ψ∗(α ∧ β)〈σ∗, σ〉.
3. A : η × η → η is bilinear. Then if A is symmetric, we obtain for
α ∈ Λp(B) and β ∈ Λq(B)
A∗(α⊗ σ, β ⊗ τ) = α ∧ β ⊗A(σ, τ)
= (−1)pqβ ∧ α⊗A(σ, τ) = (−1)pqβ ∧ α⊗A(τ, σ) = (−1)pqA∗(β ⊗ τ, α⊗ σ).
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If A is antisymmetric, then
A∗(α⊗ σ, β ⊗ τ) = (−1)pq+1A∗(β ⊗ τ, α⊗ σ).
4. With every vector bundle η = (E, π,B, F ) can be associated the bundle
Lη = (E , π, B, LF ), where the standard fiber LF is the set of all linear trans-
formations E → E. The compositions of linear transformations ϕx ◦ψx, x ∈ B
is a bilinear map, so, the corresponding map A∗ : (Λ(B,Lη), (Λ(B,Lη)) →
Λ(B,Lη) of Lη -valued differential forms naturally arises. It looks like (at the
point x ∈ B)
A∗(αx ⊗ ϕx, βx ⊗ ψx) = αx ∧ βx ⊗A∗(ϕx, ψx) = αx ∧ βx ⊗ (ϕx ◦ ψx).
On the other hand, there is a bilinear map (Lη, η) → η defined by the action
of a linear map on its argument: (ϕ, y) → ϕ(y). The corresponding map of
Lη-valued and η-valued differential forms looks like
A∗(αx ⊗ ϕx, βx ⊗ σx) = αx ∧ βx ⊗A(ϕx, σx) = αx ∧ βx ⊗ ϕx(σx).
Also, if ϕx, x ∈ B, is a linear isomorphism then we obtain the map
ψx → ϕx ◦ ψx ◦ ϕ−1x ,
which in turn defines corresponding map of bundle valued differential forms.
The same thing happens with respect to tensor powers of η, with respect to
the exterior powers of η and with respect to the symmetric powers of η. The
corresponding explicit expressions for differential forms are easy to deduce, so
we shall not reproduce them here.
3.6.2. Definition and elementary properties of linear connections.
Let η = (E, π,B, F ) be a vector bundle with Sec(η) - the corresponding
J (B)-module of sections, and (e1, e2, ..., er)-be the (local) basis sections, so,
locally, every section of η gets the representation σ = σi ei, σ
i ∈ J (B).
Definition. A linear connection in η is a differential operator
∇ : Sec(η)→ Λ1(B, η),
satisfying the following conditions:
1.∇(λ σ + µ τ) = λ∇(σ) + µ∇(τ), λ, µ ∈ R, σ, τ ∈ Sec(η); (3.1)
2.∇(fσ) = df ⊗ σ + f∇(σ), f ∈ J (B), σ ∈ Sec(η). (3.2)
Note: The term df ⊗ σ does NOT depend on ∇, so it is the same for all
linear connections in η.
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Now, since ∇(ei) must be 1-form with values in η, we may write
∇(ei) = Γjµidxµ ⊗ ej ,
where Γjµi are called components of ∇ (in the corresponding bases).
Conclusion: The components Γjµi are arbitrary and determine ∇ com-
pletely.
Definition: A section σ ∈ Sec(η) is called parallel with respect to ∇ if
∇(σ) = 0.
Let now X ∈ X(B) be a vector field on B. The above property 2. allows
to form the interior product i(X)∇(σ):
i(X)(∇(σiei)) = (i(X)dσi)⊗ ei + (i(X)dxµ)Γjµiεi ⊗ ej
=
(
X(σi) + σiXµΓjµi
)
ej.
Note: The operator ∇X := i(X) ◦∇ does NOT depend on the derivatives
of X , so ∇Xσ(x), x ∈ B depends only on the representative Xx of X at the
point x ∈ B, i.e.
∇Xσ(x) = ∇Xxσ.
If Γjµi are components of a linear connection in η and Ψ ∈ Λ1(B,Lη) is a
Λ1(B,Lη) valued 1-form, the map
σ → ∇(σ) +A∗(Ψ, σ)
is another linear connection in η. Conversely, every two linear connections ∇1
and ∇2 define an element Ψ ∈ Λ1(B,Lη) by Ψ = ∇1 −∇2.
The linear connections in the tangent bundle τ(B) are usually called linear
connections in B. With every linear connection in B is associated the so called
torsion 2-form S, valued in τ(B), according to
S(X, Y ) := ∇X(Y )−∇Y (X)− [X, Y ].
The components of a linear connection ∇ in B in canonical (coordinate)
bases are given by
∇
(
∂
∂xµ
)
= Γσµν dx
ν ⊗ ∂
∂xσ
.
So, in coordinate bases the components of the torsion form are given by
Sσµν = Γ
σ
µν − Γσνµ.
The linear connections in B with zero torsion forms are called symmetric.
Two connections ∇1 and ∇2 in B are called conjugate if S∇1 = −S∇2 .
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If ∇ is a linear connection in η then there is unique linear connection ∇∗
in the dual bundle η∗, satisfying the condition :
A∗(∇∗σ∗, σ) +A∗(σ∗,∇σ) = d〈σ∗, σ〉.
In components this looks like
A∗(∇∗(εi), ej) +A∗(εi,∇(ej)) = d〈εi, ej〉
where {εi} and {ej} are dual bases, so, the righthand side is zero. In fact
A∗(∇∗(εi), ej) = 〈(Γ∗)iµkdxµ ⊗ εk, ej〉 = (Γ∗)iµkdxµδkj = (Γ∗)iµjdxµ.
Also
A∗(εi,∇(ej)) = 〈εi,Γkµjdxµ ⊗ ek〉 = Γkµjdxµδik = Γiµjdxµ.
So, (Γ∗)iµj = −Γiµj . This allows to induce linear connection ∇ˆ in the bundle
Lη of linear maps (ϕ, idB) according to
(∇ˆϕ)(σ) = ∇(ϕ(σ))− ϕ(∇(σ)),
where ∇ is linear connection in η.
If ∇η and ∇ζ are linear connections in the bundles η and ζ , then connection
∇η⊗ζ in the tensor product bundle η ⊗ ζ is induced according to
∇η⊗ζ(σ ⊗ τ) = A∗(∇ησ, τ) +A∗(σ,∇ζτ).
So, if X is a vector field on B we get
∇η⊗ζX (σ ⊗ τ) = ∇ηX(σ)⊗ τ + σ ⊗∇ζX(τ),
where σ and τ are corresponding sections.
In the same way every linear connection ∇ in η induces linear connections
in each ⊗pη, in ∧pη and in ∨pη, p = 1, 2, ...n. In particular, in view of the
isomorphism between Lη and η ⊗ η∗, the induced connection in the tensor
product η ⊗ η∗ operates well enough in Lη.
3.6.3. Change of the local basis in Sec(η).
Let {ei} and {eˆj} be two local bases in Sec(η) corresponding to two in-
tersecting local trivializations U × F and V × F , U ⊂ B, V ⊂ B and U ∩ V
is not empty, of our vector bundle η = (E, π,B, F ). We want to see how the
connection components Γjµi change when passing from {ei} to {eˆj} at the point
x ∈ U ∩ V .
We can write
eˆi(x) = ϕ
j
i (x)ej(x), det||ϕji (x)|| 6= 0, x ∈ U ∩ V.
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According to the action of the linear connection Γ we can write
∇(ei) = Γjµidxµ ⊗ ej , ∇(eˆi) = Γˆjµidxµ ⊗ eˆj .
So, in view of the above transformation for the bases (we omit writing argument
x for clarity)
∇(eˆi) = ∇(ϕjiej) = dϕki ⊗ ek + ϕki∇(ek)
=
∂ϕki
∂xµ
dxµ ⊗ ek + ϕjiΓkµjdxµ ⊗ ek
=
(
ϕjiΓ
k
µj +
∂ϕki
∂xµ
)
dxµ ⊗ ek = Γˆkµidxµ ⊗ eˆk
= Γˆkµidx
µ ⊗ ϕjkej = Γˆjµiϕkjdxµ ⊗ ek.
It follows
Γˆjµiϕ
k
j = ϕ
j
iΓ
k
µj +
∂ϕki
∂xµ
.
Multiplying by (ϕmk )
−1 and restoring the x-dependence we obtain finally
Γˆmµi(x) = ϕ
j
i (x)Γ
k
µj(x)(ϕ
m
k (x))
−1 + (ϕmk (x))
−1∂ϕ
k
i
∂xµ
(x),
so, Γjµi do not define a vector bundle 1-form on M .
3.6.4. Linear connections in η and connections in τ(η).
We are going to show how a linear connection in η = (E, π,B, F ) defines a
connection, i.e. a projection operator, in τ(η).
Recall the relations obtained in Sec.3.3.2 and define locally the correspond-
ing projections in the tangent bundle of a manifold, and the identification of
a linear space F with the tangent space of F at h ∈ F . In our context now we
consider the differential djσ(x), x ∈ B of the inclusion map jσ(x) : Fx → E as
given in Sec.2.4.5.
Let σ be a section in η, so, locally, σ(x) = (x, σa(x)ea(x)). Its differential
dσx sends Tx(B) to Tσ(x)(E). If ∇ is a linear connection in η then we can form
the expression
ψx := dσx − djσ(x) ◦ ∇σ
Let {xµ}, µ = 1, 2, ..., n, be local coordinates on U ⊂ B, and {ea}, a = n +
1, n+2, ..., n+r, give basis local sections in the restriction of η on U ⊂ B. If Γaµb
are the corresponding components of ∇ we obtain (omitting the dependence
on x wherever possible)
ψx = −σbΓaµb dxµ ⊗ djσ(x)(ea) = −σbΓaµb dxµ ⊗ ea,
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where we have identified djσ(x)(ea(x)) with ea(x).
Now, let {εa} be the dual basis for {ea}, correspondingly identified with
the dual to djσ(x)(ea(x)). The corresponding vertical V
∇ and horizontal H∇
projections in τ(E) are given by:
V ∇(σ) = (εa + σbΓaµbdx
µ)⊗ ea, H∇(σ) = dxµ ⊗
(
∂
∂xµ
− σbΓaµbea
)
.
It is easily verified that V ∇(σ) ◦H∇(σ) = 0.
Vice versa, if we know the vertical projection V , we can define the covariant
derivative of every σ ∈ Sec(η). For σ ∈ Sec(η) the linear connection map is
given by the combination
(djσ(x))
−1 ◦ Vσ(x) ◦ (dσ)x.
In fact, respecting the above mentioned identifications and the explicit expres-
sion for dσx
dσx = dx
ν ⊗ ∂
∂xν
+
∂σa
∂xν
dxν ⊗ ea,
we obtain
(dσ)x
(
∂
∂xµ
)
=
∂
∂xµ
+
∂σa
∂xµ
ea.
Now,
Vσ(x)
(
∂
∂xµ
+
∂σa
∂xµ
ea
)
= (εa + σbΓaµbdx
µ)⊗ ea
(
∂
∂xµ
+
∂σb
∂xµ
eb
)
=
(
∂σb
∂xµ
+ σaΓbµadx
µ
)
eb.
Following our identification convention we come to
(djσ(x))
−1 ◦ Vσ(x) ◦ (dσ)x
(
∂
∂xµ
)
=
(
∂σb
∂xµ
+ σaΓbµadx
µ
)
eb.
3.7 Curvature of Linear Connections
3.7.1. Covariant exterior derivative with respect to a linear
connection.
Let’s recall how the Leibnitz differential has been developed so far.
d(f.g) = df.g + f.dg, f, g ∈ J (M),
d(fα) = df ∧ α + f dα, α ∈ Λp(M),
d(f iei) = df
i ⊗ ei, f iei ∈ J (M,F ),
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d(α⊗ (f iei)) = dα⊗ f iei + (−1)pα ∧ df i ⊗ ei,
d(α ∧ (βi ⊗ ei)) = (dα ∧ βi)⊗ ei + (−1)p(α ∧ dβi)⊗ ei, βi ∈ Λ(M)
Dϕ(α
i ⊗ ei, βj ⊗ kj) = d(αi ∧ βj)⊗ ϕ(ei, kj)
We are going now to extend the exterior derivative d in Λ(M) to exterior co-
variant derivative D in vector bundle valued differential forms Λ(M, η), where
we make use of our usual notation for the vector bundle η = (E, π,M, F ) and
for the linear connection ∇. We recall that Λ(M, η) is a module with respect
to J (M) and a graded module with respect to the graded algebra Λ(M).
Recall the defining property for ∇:
∇(fσ) = df ⊗ σ + f∇σ, f ∈ J (M), σ ∈ Sec(η) = Λ0(M, η).
Let now Φ ∈ Λp(M, η) be decomposable: Φ = α⊗σ. We define DΦ as follows:
DΦ = D(α⊗ σ) := dα⊗ σ + (−1)pα ∧∇(σ).
If in this relation α is 1-form on B then we obtain
D(Φ)(X, Y ) = DXΦ(Y )−DYΦ(X)− Φ([X, Y ]).
Since D(fα⊗ σ) = D(α⊗ fσ) the definition is correct. If {ei} is a local basis
for Sec(η) then
DΦ = D(αi ⊗ ei) = dαi ⊗ ei + (−1)pαi ∧ Γjµidxµ ⊗ ej .
We note the following important property of D:
D ◦D(α ∧ Φ) = α ∧D ◦DΦ.
The proof is elementary, in fact
D ◦D(α ∧ Φ) = D(dα ∧ Φ+ (−1)pα ∧DΦ)
= (ddα) ∧ Φ + (−1)p+1dα ∧DΦ+ (−1)pdα ∧DΦ+ (−1)2pα ∧D ◦DΦ
= α ∧D ◦DΦ.
Therefore,
D ◦D(fΦ) = f D ◦DΦ,
i.e. D ◦D is J (M)-linear, and in this way it defines an element of
Sec(η∗)⊗ Λ2(M, η) = Sec(η∗)⊗ Λ2(T ∗M)⊗ Sec(η)
= Λ2(T ∗M)⊗ (Sec(η∗)⊗ Sec(η)) = Λ2(T ∗M ; η∗ ⊗ η).
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The exterior covariant derivative allows the usual Lie derivative LX in
Λp(M) to be extended to covariant Lie derivative with respect to a q-vector
Z ∈ Xq(M), q ≤ p, denoted by L∇Z : Λp(M, η)→ Λ(p−q+1)(M, η) according to
L∇ZΦ = D ◦ iZΦ− (−1)deg(Z).deg(D)iZ ◦DΦ, deg(D) = 1.
The corresponding generalization with respect to a bilinear map ϕ : η1× η2 →
Σ, where Σ is another vector bundle onM , Z = Z i⊗ei is a η1-valued q-vector,
Φ = αj ⊗ kj is a η2-valued p-form, will look like (deg(D) = 1)
L(∇,∇′,ϕ)Z Φ = D′ ◦ iϕZΦ− (−1)deg(Z)iϕZ ◦DΦ,
where D′ is defined by a linear connection ∇′ in Σ. So, Z may be called
(∇,∇′, ϕ) - symmetry of Φ if L(∇,∇′,ϕ)Z Φ = 0.
3.7.2. Curvature of a linear connection
Definition. The element R := D ◦ D is called curvature of the linear
connection ∇. The following relation holds:
R(X, Y ) = ∇X∇Y −∇Y∇X −∇[X,Y ], X, Y ∈ X(M).
We obtain also
R(fX, Y ) = R(X, fY ) = f R(X, Y ).
So, R : (X, Y, σ)→R(X, Y, σ) is 3-linear map.
In components:
R = Rjµν,idxµ ∧ dxν ⊗ εi ⊗ ej , µ, ν = 1, 2, ..., dim(B), i, j = 1, 2, ..., dim(F ).
As an example let’s compute the curvature of the connection
∇ = d+Ψ, Ψ = Ψjµidxµ ⊗ εi ⊗ ej
in the trivial bundle η = B × F . Omitting the index µ we obtain
A∗(Ψ,Ψ) = Ψkj ∧Ψnm ⊗ (εj ⊗ ek) ◦ (εm ⊗ en)
= Ψkj ∧Ψnmδjn ⊗ (εm ⊗ ek) = Ψkj ∧Ψjm ⊗ (εm ⊗ ek).
Hence, A∗(Ψ,Ψ)(ei) = Ψkj ∧Ψji ⊗ ek.
Computing ∇(ei) = D(ei) we obtain Ψki ⊗ ek, since ei are constant basis
vectors in F . Now for D(D(ei)) we obtain
D(D(ei)) = D(Ψ
k
i ⊗ ek) = dΨki ⊗ ek + (−1)1Ψki ∧∇(ek)
= dΨki ⊗ ek −Ψki ∧Ψmk ⊗ em = (dΨji +Ψjk ∧Ψki )⊗ ej .
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Therefore, for the curvature R we obtain
R = dΨ +A∗(Ψ,Ψ).
We are going to prove the Bianchi identity satisfied by the curvature 2-
form. Recall from Sec.3.6.2. that a linear connection ∇ in η induces linear
connection ∇ˆ in η∗ ⊗ η, i.e. in Lη, according to
(∇ˆ(ϕ))(σ) = ∇(ϕ(σ))− ϕ(∇(σ)), ϕ ∈ Sec(Lη),
and corresponding exterior covariant derivative Dˆ in Λ(B,Lη) according to
(Dˆ(α⊗ ϕ))(σ) = D(α⊗ ϕ)(σ))−A∗(α⊗ ϕ,Dσ).
The curvature 2-form R, defined by ∇ in η, takes values in Lη, so, we can
ask how much is ∇ˆR = Dˆ(R). Recalling that (D ◦D) is linear with respect
to Λ(B), we obtain for a decomposable η-valued form α ⊗ σ, α ∈ Λ(B), σ ∈
Sec(η):
(Dˆ(R))(α⊗ σ) = D(D ◦D(α⊗ σ))−D ◦D(D(α⊗ σ))
= D(α ∧D ◦D(σ))−D(α ∧D ◦D(σ)) = 0.
Finally, consider the tangent bundle τ(B) and a linear connection ∇ in
τ(B). In every tangent bundle there is a canonical τ(B)-valued 1-form ω,
defined by ω(X) = X,X ∈ X(B). We obtain
D(ω)(X, Y ) = ∇Xω(Y )−∇Y ω(X)− ω([X, Y ])
= ∇XY −∇YX − [X, Y ] = S(X, Y ),
where S is the torsion of ∇. So, we can write
Dω = S, and D ◦Dω = A∗(R, ω).
We note also, that if we consider ω as an element in Lτ(B), in fact the identity
map in τ(B), then with respect to the induced connection ∇ˆ in Lτ(B) we easily
obtain
∇ˆω = ∇ˆ(idτ(B)) = 0.
3.7.3. Generalized parallelism
We give here a more general view on the concept of parallelism. Recall
that a section σ in a vector bundle is called parallel with respect to the linear
connection ∇ if ∇σ = 0.
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We start with the algebraic structure to be used further in the bundle
picture. The basic concepts to be used are the tensor product ⊗ of two linear
spaces (we shall use the same term linear space for a vector space over a field,
and for a module over a ring, and from the context it will be clear which case
is considered) and bilinear maps.
Let (U1, V1), (U2, V2) and (U3, V3) be three couples of linear spaces, and let
Φ : U1 × U2 → U3 and ϕ : V1 × V2 → V3
be two bilinear maps. Then we can form the tensor products
U1 ⊗ V1, U2 ⊗ V2, U3 ⊗ V3.
Consider now the elements
(u1 ⊗ v1) ∈ U1 ⊗ V1 and (u2 ⊗ v2) ∈ U2 ⊗ V2.
Apply now the given bilinear maps Φ, ϕ as follows:
(Φ, ϕ)(u1 ⊗ v1, u2 ⊗ v2) = Φ(u1, u2)⊗ ϕ(v1, v2).
The obtained element Φ(u1, u2)⊗ ϕ(v1, v2) is in U3 ⊗ V3.
We give now the corresponding bundle picture. Let M be a smooth n-
dimensional real manifold. We assume that the following vector bundles over
M are constructed: ξi, ηi, with standard fibers Ui, Vi and sets of sections
Sec(ξi), Sec(ηi), i = 1, 2, 3.
Assume the two bundle maps are given: (Φ, idM) : ξ1 × ξ2 → ξ3 and
(ϕ, idM) : η1×η2 → η3. Then if σ1 and σ2 are sections of ξ1 and ξ2 respectively,
and τ1 and τ2 are sections of η1 and η2 respectively, we can form an element of
Sec(ξ3 ⊗ η3):
(Φx, ϕx)(σ1(x)⊗ τ1(x), σ2(x)⊗ τ2(x))
= Φx(σ1(x), σ2(x))⊗ ϕx(τ1(x), τ2(x)), x ∈M.
Let now ξ˜ be a new vector bundle on M and σ2 ∈ Sec(ξ2) be obtained by
the action of the differential operator
D : Sec(ξ˜)→ Sec(ξ2)
on a section σ˜ of ξ˜, so we can form the section (instead of σ1 we write just σ)
Φ(σ,Dσ˜)⊗ ϕ(τ1, τ2) ∈ Sec(ξ3 ⊗ η3).
We give now the following
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Definition: The section σ˜ will be called (Φ, ϕ;D)-parallel with respect to σ if
(Φ, ϕ;D)(σ ⊗ τ1, σ˜ ⊗ τ2) = (Φ, ϕ)(σ ⊗ τ1, Dσ˜ ⊗ τ2)
= Φ(σ,Dσ˜)⊗ ϕ(τ1, τ2) = 0.
The map Φ ”projects” the ”changes” Dσ˜ of the section σ˜ on the section
σ (σ may depend on σ˜), and ϕ ”works” usually on the (local) bases of the
bundles where σ and Dσ˜ take values.
Here are two examples.
1. Let ξ1 = τ(M) = ξ˜, ξ2 = Λ
1(M) ⊗M ξ1, and η1 = η2 = M × R. Also,
Φ(X,∇σ) = ∇Xσ and ϕ(f, g) = f.g. Hence, we obtain
(Φ, ϕ;∇)(X ⊗ 1, σ ⊗ 1) = (Φ, ϕ)(X ⊗ 1, (∇σ)⊗ 1) = ∇Xσ ⊗ 1 = ∇Xσ,
and the section σ is called shortly ∇-parallel with respect to X if ∇Xσ = 0.
2. Consider the case ξ˜ being the bundle of g-valued exterior p-forms on
M with the available differential operator exterior derivative d : Λp(M, g) →
Λp+1(M, g), where g is a Lie algebra. Let ”Φ” be the exterior product in
Λp(M), and ”ϕ” be the Lie bracket [ , ] in g. Let finally
ξ1 = Λ
p(M), ξ˜ = Λr(M), ξ2 = Λ
q(M), η1 = η2 =M × g,
σ1 = α
i ⊗ Ei ∈ Λp(M, g), σ˜ = βj ⊗Ej ∈ Λr(M, g)
where {Ei} is a basis of g, and a summation over the repeated indices is
understood.
In this case our definition acts as follows:
(∧, [ , ];d)(αi ⊗Ei, βj ⊗ Ej) = αi ∧ dβj ⊗ [Ei, Ej ] = 0,
meaning that βj ⊗Ej is (∧, [ , ];d)-parallel with respect to αi ⊗Ei.
3.7.4. Riemannian connections and curvature in a vector bundle
Recall that a vector bundle η = (B, π, F, B) is called riemannian if a sym-
metric nondegenerate bilinear form gx : Fx ×Fx → R, smoothly dependent on
x ∈ B is introduced, so, g ∈ Sec(∨2 η∗).
Let now ∇ is a linear connection in η (further ∇ will denote all induced
connections). The covariant derivative of g lives in the space Λ1(B,
∨2 η∗),
and we have
d(g(σ, τ)) = (∇g)(σ, τ) + g(∇σ, τ) + g(σ,∇τ), σ, τ ∈ Sec(η).
Remark: Following our previous notation we should write e.g. A∗(g;∇σ, τ),
but in order to simplify notation we write just g(∇σ, τ), since it is clear what
is meant here. This simplified notation will be use throughout this subsection.
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Definition. The connection ∇ is called riemannian if g is constant (par-
allel) with respect to ∇, i.e. if ∇g = 0. Thus, for riemannian connections we
can write
d(g(σ, τ)) = g(∇σ, τ) + g(σ,∇τ).
Clearly, all induced riemannian metrics are constant with respect to the
corresponding induced linear connections.
If σ ∈ Sec(η) satisfies g(σ, σ) = 1 then d(g(σ, σ)) = 0, so
g(∇σ, σ) + g(σ,∇σ) = 2g(σ,∇σ) = 0.
If {ei} are local basis vectors in η we obtain
d(g(ei, ej)) = g(Γ
k
i ek, ej) + g(ei,Γ
k
j ek) = Γ
k
i ekg(ek, ej) + Γ
k
jekg(ei, ek)
= (Γkµigkj + Γ
k
µjgik)dx
µ =
∂gij
∂xµ
dxµ.
Since g(σ, τ) is a function on B its differential d(g(σ, τ)) is an exact 1-form,
so d ◦ dg(σ, τ) = 0. On the other hand
d ◦ d(g(σ, τ)) = d(g(∇σ, τ)) + d(g(σ,∇τ))
= g(∇ ◦∇σ, τ) + 2g(∇σ,∇τ) + g(σ,∇ ◦∇τ).
Making use again of the local basis vectors {ei} we get
g(∇ei,∇ej) = g(Γki ⊗ ek,Γmj ⊗ em) = Γki ∧ Γmj g(ek, em) = 0.
Therefore
g(∇ ◦∇ei, ej) + g(ei,∇ ◦∇ej) = g(Rki ek, ej) + g(ei,Rkj ek)
= Rki gkj +Rkj gik = Rij +Rji = 0.
Hence, the Riemann curvature tensor Rµνik satisfies
Rµν,ik = −Rµν,ki = −Rνµ,ik = Rνµ,ki,
µ, ν = 1, 2, ..., dim(B), i, k = 1, 2, ..., dim(F ).
3.7.5. Riemannian connections and curvature in a tangent bundle
The above obtained relation connecting g in the vector bundle η with the
components of ∇,∇(g) = 0, reduces in the case η = τ(B) to
Γαµνgαβ + Γ
α
µβgνα =
∂gνβ
∂xµ
.
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Now if the torsion of ∇ is zero, i.e. Γαµν = Γανµ, then Γαµν can be represented in
terms of the derivatives of gµν . The solution looks like
Γαµν =
1
2
gασ
(
∂gσν
∂xµ
+
∂gµσ
∂xν
− ∂gµν
∂xσ
)
, gµσgσν = δ
µ
ν .
The following result (Ricci lemma) is important:
If S ∈ Λ2(B, τ(B)) then there is just one riemannian connection ∇ in τ(B)
with torsion equal to S.
The riemannian connection with torsion S = 0, i.e. with symmetric con-
nection coefficients: Γαµν = Γ
α
νµ, is called Levi-Civita connection.
The Riemann curvature tensor defined by the Levi-Civita connection ac-
quires the following additional properties:
Rµν,αβ = Rαβ,µν
Rµν,αβ +Rνα,µβ +Rαµ,νβ = 0 .
The first of these two properties can be interpreted as a symmetric linear map
R : X(M) ∧ X(M)→ X(M) ∧ X(M).
The Bianchi identity looks in components as follows:
∇σRµν,αβ +∇µRνσ,αβ +∇νRσµ,αβ = 0.
The number N of algebraically independent components of R in this case is
N =
n2(n2 − 1)
12
, n = dim(B).
Recall now the divergence operator δ from Sec.2.8.3. Choosing a vol-
ume form ωo on our (pseudo)riemannian manifold (M, g) (note our notation:
(−1)ind(g) = κg, where ind(g) denotes the number of minuses of the signature
of g), according to
ωo =
√
|det(gµν)|dx1 ∧ ... ∧ dxn,
we orient M by ωo and make use of the induced by g isomorphism g˜
p :
Xp(M) → Λp(M) to define the isomorphism ∗ between Λp(M) and Λn−p(M)
according to
∗p := κgDp ◦ (g˜p)−1 : Λp(M)→ Λn−p(M).
We obtain now the g-modified Poincare isomorphism Dpg = κg ∗p ◦ (g˜p), and
note that the quantity iΦ(D
p
gΦ),Φ ∈ Xp(M), is NOT now always zero.
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Another approach to defining the ∗-operator is based on the relation
α ∧ ∗β = κgg(α, β)ωo,
where α and β are p-forms. We note that, the coefficient κg is introduced here
for convenience in view of our future work with Minkowski space-time (M, η)
with signature sign(η) = (−,−,−,+). Having the ∗-operator, we can define
the corresponding divergence operator δ and laplacian operator ∆ according
to
δ := (−1)p ∗−1 d ∗ : Λp(M)→ Λp−1(M),
∆ = dδ + δd : Λp(M)→ Λp(M).
Having in view this definition of ∗ it can be shown that on p-forms we obtain
δp = κg(−1)(pn+n+1) ∗ d ∗p .
If α is a p-form, in components we obtain
(δα)ν1ν2...νp−1 = −∇σασ ν1ν2...νp−1,
where ∇ is the Levi-Civita covariant derivative.
If the vector field X is an infinitesimal isometry : LXg = 0, then X satisfies
the equations
∆(g˜(X)) = 2RµνXµdxν ; δ(g˜(X)) = 0,
where Rµν = Rσ µ,σν is the corresponding Ricci tensor. Conversely, if the
vector field X satisfies these equations it is local isometry.
From the above relations it follows that if the Ricci tensor is zero, Rµν = 0,
which is the case of vacuum gravitational fields in General relativity, then every
local isometry X defines closed (n− 2)-form. In fact, in such a case
∆(g˜(X)) = δ dg˜(X) = −κg ∗ d ∗ dg˜(X) = 2RµνXµdxν = 0.
So, the (n− 2)-form α = ∗dg˜(X) satisfies dα = d ∗ dg˜(X) = 0.
Finally we note that if a p-form α on a Riemannean manifold satisfies the
equation α ∧ ∗dα = 0, which is equivalent to i(g˜−1(α))dα = 0, it was called
autoclosed (see paper No.7 in the List of studies of the authors, p.377).
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Part II
Basics of classical mechanics
and vacuum
electrodynamics
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Chapter 4
General Notions about Physical
Objects and Interactions
4.1 The concept of Physical Object
When we speak about physical objects, e.g. classical particles, solid bodies,
elementary particles, fields, etc., we always suppose that some definite proper-
ties of the object under consideration do not change during its time-evolution
under the influence of the existing environment. The availability of such time-
stable features of any physical object makes it recognizable among the other
physical objects, on one hand, and guarantees its proper identification dur-
ing its existence in time, on the other hand. Without such an availability of
constant in time properties (features), which are due to the object’s resistance
and surviving abilities, we could hardly speak about objects and knowledge
at all. So, for example, two classical mass particles together with their own
gravitational fields survive under the mutual influence of their gravitational
fields through changing their states of motion: change of state compensates
the consequences of the violated dynamical equilibrium that each of the two
particles had been established with the physical environment before the two
gravitational fields have begun perturbating each other.
The above view implies that three kinds of quantities will be necessary to
describe as fully as possible the existence and the evolution of a given physical
object:
1. Proper (identifying) characteristics, i.e. quantities which do NOT
change during the entire existence of the object. The availability of such
quantities allows to distinguish a physical object among the other ones.
2. Kinematical characteristics, i.e. quantities, which describe the al-
lowed space-time evolution, where ”allowed” means consistent with the con-
stancy of the identifying characteristics.
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3. Dynamical characteristics, i.e. quantities which are functions (ex-
plicit or implicit) of the proper and of the kinematical characteristics.
Some of the dynamical characteristics must have the following two impor-
tant properties: they are in a definite degree universal, i.e. a class of physical
objects (may be all physical objects) carry nonzero value of them (e.g. energy-
momentum), and they are conservative, i.e. they may just be transferred
from one physical object to another (in various forms) but no loss is allowed.
Hence, the evolution of a physical object subject to bearable/acceptable
exterior influence (perturbation), coming from the existing environment, has
three aspects:
1. constancy of the proper (identifying) characteristics,
2. allowed kinematical evolution,
3. exchange of dynamical quantities with the physical environment.
Moreover, if the physical object under study is space-extended (continu-
ous) and demonstrates internal structure and dynamics, i.e. available interac-
tion of time-stable subsystems, it should be described by a many-component
mathematical object, e.g., vector valued differential form, therefore, we must
consider this internal exchange of some dynamical characteristics among the
various subsystems of the object as essential feature, determining in a definite
extent object’s integral appearance. For example, the relativistically described
electromagnetic field respects two subsystems, formally represented by two dif-
ferential 2-forms (F, ∗F ), so, internal energy-momentum exchange between F
and ∗F should be considered as possible, and to be appropriately taken into
account.
The above features suggest that the dynamical equations, describing locally
the evolution of the object, may come from giving an explicit form of the quan-
tities controlling the local internal and external exchange processes i.e. from
writing down corresponding local balance equations. Hence, denoting the local
quantities that describe the external exchange processes by Qi, i = 1, 2, . . . ,
the object should be considered to be Qi-free, i = 1, 2, . . . , if the correspond-
ing integral values are time constant, which can be achieved only if Qi obey
differential equations presenting appropriately (implicitly or explicitly) corre-
sponding local versions of the conservation laws (continuity equations). In case
of absence of external exchange similar equations should describe correspond-
ing internal exchange processes. The corresponding evolution in this latter
case may be called proper evolution.
Summarizing, we may assume the rule that the available changes of a phys-
ical field system, or a recognizable subsystem of a given field system, must be
refered/related somehow to the very system, or to some of the susbsystems, in
order to evaluate their significance:
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-if the value of the refered quantity is zero, then the changes are admissible
and the system/subsystem keeps its identity;
-if the mutually refered quantities among subsystems establish dynamical
equilibrium, i.e., each subsystem gains as much as it loses, then the whole
system keeps its identity;
-if the value of the refered quantity is not zero, then the identity of the
system is partially, or fully, lost, so, our system undergoes essential changes
leading to becoming subsystem of another system, or to destruction, giving
birth to new system(s).
In trying to formalize these views it seems appropriate to give some initial
explicit formulations of some most basic features (properties) of what we call
physical object, which features would lead us to a, more or less, adequate
theoretical notion of our intuitive notion of a physical object. Anyway, the
following properties of the theoretical concept ”physical object” we consider
as necessary:
1. It can be created during finite period(s) of time.
2. It can be destroyed during finite period(s) of time.
3. It occupies finite 3-volume at any moment of its existence, so it has
spatial structure and may be considered as a system consisting of two or more
interconnected subsystems.
4. It has a definite stability to withstand definite external disturbances.
5. It has definite conservation properties.
6. It necessarily carries sufficiently universal measurable quantities, e.g.,
energy-momentum.
7. It exists in an appropriate environment (called usually vacuum), which
provides all necessary existence needs. Figuratively speaking, every physical
object lives in a dynamical equilibrium with the outside world, which dynam-
ical equilibrium may be realized in various regimes.
8. It can be detected by other physical objects through allowed exchange
of appropriate physical quantities, e.g., energy-momentum exchange.
9. It may combine/coexist through interaction with other appropriate phys-
ical objects to form new objects/systems of higher level structure. In doing
this it may keep its identity and can be recognized and identified throughout
the existence of the system as its constituent/subsystem.
10. Its destruction gives necessarily birth to new objects, and this process
respects definite rules of conservation. In particular, the available interaction
energy among its subsystems may transform entirely or partly to kinetic one,
and carried away by the newly created objects/systems.
The property to be spatially finite we consider as a very essential one. So,
the above features do NOT allow the classical ”material points” and ”infinite
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classical fields” (e.g. plane waves) to be considered as appropriate theoretical
notions, since the point-likeness excludes any structure and forbids destruc-
tion, and the spatially infinite fields, even if they carry finite energy, they
cannot be finite-time-created. Hence, the Born-Infeld ”principle of finiteness”
[1] stating that ”a satisfactory theory should avoid letting physical quantities
become infinite” may be strengthened as follows:
All real physical objects are spatially finite entities and NO infi-
nite values of the physical quantities carried by them are allowed.
Clearly, together with the purely qualitative features physical objects carry
important quantitatively described physical properties, and any external inter-
action may be considered as an exchange of the corresponding quantities pro-
vided both the object and the corresponding environment carry them. Hence,
the more universal is a physical quantity the more useful for us it is, and
this moment determines the exclusively important role of energy-momentum,
which modern physics considers as the most universal one, i.e., it is more or
less assumed that:
All physical objects necessarily carry energy-momentum and most
of them are able in a definite extent to lose and gain energy-momentum.
The above notes clearly say that we make use of the term ”physical ob-
ject” when we consider it from integral point of view, i.e. when its stabil-
ity against external perturbations is guaranteed. We make use of the term
”physical system” when time-stable interacting subsystems are possible to be
recognized/identified, and the behavior of the system as a whole, i.e. con-
sidered from outside, we try to consider as seriously dependent on its inter-
nal dynamical structure, i.e. on an available stable interaction of its time-
recognizable/time-identifiable subsystems. Therefore we shall follow the rule:
Physical recognizability of time-stable subsystems of a physical
system requires corresponding mathematical recognizability in the
theory.
From pure formal point of view a description of the evolution of a given
continuous physical object/system must include obligatory two mathematical
objects:
1. The mathematical object Ψ, having in general various vector compo-
nents, is meant to represent as fully as possible the wholeness and integrity of
the object under consideration: when subject to appropriate operators, Ψ must
reproduce explicitly all important information about the structure, admissible
changes and admissible dynamical evolution of the physical object;
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2. The mathematical object DΨ which represents the admissible recog-
nizable changes, where D is appropriately chosen differential operator acting
mainly on the kinematical and dynamical characteristics. The object DΨ must
have tensor nature in order to be used to define appropriate physical quantities.
If D does not depend on Ψ and its derivatives, and, so, on the corresponding
proper characteristics of Ψ, the relation DΨ = 0 then would mean that those
kinematical and dynamical properties of Ψ, which feel the action of D, are
constant with respect to D, so the evolution prescribed by DΨ = 0, would
have ”constant” character and would not say much about possible changes of
those characteristics, which do not feel D. From principle point of view, it does
not seem so important if the changes DΨ are zero, or not zero. The signifi-
cantly important point is that the changes DΨ are admissible, and appropriate
combinations of DΨ and Ψ may represent quantitavely corresponding changes
of physically important quantities, e.g., energy-momentum changes, while the
very Ψ is not obliged, in general, to represent phisical quantities.
The changes are admissible in the following two cases:
First, when related to the very object Ψ through some ”projection” P upon
Ψ, the ”projections” P (DΨ,Ψ) vanish, and then the object may be called free
(with respect to those characteristics which feel D);
Second, when the projections P (DΨ,Ψ) do not vanish, but the object
still survives, then the object is called not free (with respect to the same
characteristics).
In the first case the corresponding admissible changes DΨ have to be con-
sidered as having an intrinsic for the object nature, and they should be gen-
erated by some necessary for the very existence of the object internal energy-
momentum redistribution during evolution (recall point 6 of the above stated
10 properties of a physical object). In the second case the admissible changes
DΨ, in addition to the intrinsic factors, depend also on external factors, so,
the corresponding projections P (DΨ,Ψ) should describe explicitly or implic-
itly some energy-momentum exchange with the environment.
These views correspond in some sense to mathematics, where we always
meet coupling between mathematical structure and corresponding set of trans-
formations, or group of invariance of this structure.
Following this line of considerations we come to a conclusion that every
description of a free physical object must include some mathematical expres-
sion of the kind F(Ψ, DΨ;S) = 0, specifying (through the additional quantities
S) what and how changes, and specifying also what is projected and how it
is projected. If the object is not free but survives when subject to the ex-
ternal influence, then it is very important the quantity F(Ψ, DΨ;S) 6= 0 to
have, as much as possible, universal character and to present a change of a
conservative quantity, so that this same quantity to be expressible through
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the characteristics F of the external object(s). Hence, specifying differentially
some conservation/balance properties of the object under consideration, and
specifying at every space-time point the corresponding admissible exchange
processes with the environment through an equation of the form
F(Ψ, DΨ;S) = G(F , dF ; Ψ, DΨ, ...)
we obtain corresponding equations of motion being consistent with the corre-
sponding integral conservation properties.
This notion of a (finite continuous) physical object sets the problem to try
to consider and understand its integral characteristics through its local dynam-
ical characteristics, i.e., as we mentioned above, to try to understand its nature
and integral appearance as determined and caused by its dynamical structure.
The integral appearance of the local features may take various forms, in par-
ticular, it might influence the spatial structure of the object. In view of this,
the propagational behavior of the object as a whole, considered in terms of
its local translational and rotational components of propagation, which, in
turn, should be related to the internal energy-momentum redistribution dur-
ing propagation, could be stably consistent only with some distinguished and
time-recognizable spatial structures. We note that available local rotational
components of propagation does NOT always produce integral rotation of the
object, but if they are available, time stable, and consistent with the trans-
lational components of propagation, some specific conserved quantity should
exist. And if the rotational component of propagation shows some consis-
tent with the object’s spatial structure periodicity, clearly, the corresponding
frequency may be used to introduce such a quantity.
Finally we note that the rotational component of propagation of a (con-
tinuous finite) physical object may be of two different origins: relative and
intrinsic. In the ”relative” case the corresponding physical quantity, called
angular momentum, depends on the choice of some external to the system fac-
tors, usually these are relative axis and relative point. In the ”intrinsic” case
the rotational component (if it is not zero) is meant to carry intrinsic informa-
tion about the internal dynamics of the object, considered now as a system, so,
the corresponding physical quantity, usually called spin, should NOT depend
on any external factors as far as the object survives.
References
1. M.Born, L.Infeld, Proc.Roy.Soc., A 144 (425), 1934
115
4.2 The concept of Interaction
We recall that this idea of change-conservation nature of a physical object has
been used firstly by Newton in his momentum balance equation
p˙ = F, p = mv,
which is the restriction of the nonlinear partial differential system
∇pp = mF, or pi∇ipj = mFj
on some trajectory, under the assumption to make use of time as parameter
on the trajectory. This Newton’s system of equations just says that there are
physical objects in Nature which admit the ”point-like” approximation, and
which can exchange energy-momentum with ”the rest of the world” but keep
unchanged their identification properties, and this allows these objects to be
recognized in space-time and studied as a whole, i.e., as point-like ones.
In macrophysics, as a rule, the external influences are such that they
do NOT destroy the system, and in microphysics a full restructuring is al-
lowed: the old ingredients of the system may fully vanish, or fully transform
to new ones, (e.g., the photon destruction) provided energy-momentum and
may some other conservation laws hold. The essential point in this second
case is that it always results in appearing of relatively stable objects, carrying
energy-momentum and some other particular physically measurable quantities,
demonstrating in such a way their recognizability. This conclusion emphasizes
once again the importance of having an adequate notion of what is called phys-
ical object, and of the rules that regulate the admissible transformations of a
set of objects to a set of new objects.
As it becomes clear from the above, we consider physical objects as per-
manently interacting entities with the rest of the world according to their
individual structure and exchange abilities. A physical object we call free if
the exchange with the outside world is optimal in the sense that all intrinsic
exchanges among its subsystems guarantee its time-existence as an individ-
ual recognizable entity. If the optimal regime of exchange with the outside
world is violated by an external factor, the object is no more free. In trying
to protect itself from destruction, the object may attempt two initiatives: to
appropriately change the rates of the internal exchange processes, and, in order
to restore its dynamical equilibrium with the physical environment, to change
its state as a whole.
Classical physics recognizes two kinds of interaction of a physical object
with the outside world: direct and indirect. The basic examples of direct kind
of interaction come from mechanics, where we consider as admissible one ma-
terial body to push another material body without any kind of intermediates.
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Since in the point-like approximation this does not lead to destruction of any
of the two bodies this process is regulated by the momentum conservation law.
If the two bodies begin changing their state of motion when they are distant
from each other, physics introduces the concept of field, continuous physical
object associated with every one of the bodies, and the mutual throughout
space influence between these two fields is considered as responsible for vio-
lating the dynamical equilibrium of each of the bodies with the outside world,
which causes the observed change of state, e.g., appearance of acceleration, of
the two bodies.
We note that two continuous systems may interact, i.e. exchange energy-
momentum, and in this way considered as recognizable subsystems of a larger
system, in two ways: with available interaction energy and without available
interaction energy. In the first case we have to define locally the interac-
tion energy density, which may be positive or negative, and this ”hidden”, or
”potential” energy must always be taken into account in the energy balance
relations. In the second case there is no interaction energy, so if the system is
isolated, then any energy-momentum loss of one of the subsystems is gained
by the other. In particular, if each of the two subsystems keeps its integral en-
ergy unchanged, then the two subsystems are in dynamical equilibrium: each
one gains as much as it loses. We shall see that electromagnetic photon-
like objects make use namely of this second way of interaction: in order to
keep their nature, the electro-magnetic and the magneto-electric components
(mathematically expressible correspondingly by F and ∗F ) carry always the
same stress-energy-momentum, so, the local energy-momentum exchange be-
tween them during propagation may take place only in equal quantities, i.e.,
F and ∗F appear as partners living always in dynamical equilibrium.
4.3 Further remarks on objects and
interaction
Modern science seeks and aims at a good adequacy between the real objects
and the corresponding mathematical model objects. So, the mathematical
model objects Ψ must necessarily be spatially finite, and even temporally fi-
nite if the physical object considered has by its intrinsic nature finite life-time.
This most probably means that Ψ must satisfy partial differential equation(s),
together with its derivatives it should be able to define in a consistent way the
interaction instruments, the admissible changes and the conservation proper-
ties of the object under consideration. Hence, talking about physical objects
we shall mean the following:
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Physical objects are time-stable spatially finite entities which
have a well established internal and external dynamical balance
between change and conservation, and this balance is kept by a
permanent and strictly fixed interaction with the environment.
As an idealized (mathematical) example of an object as outlined above,
let’s consider a spatial region D of one-step piece of a helical cylinder with
some proper (or internal) diameter ro, and let D be winded around some
straightline axis Z. Let at some (initial) moment to our mathematical model-
object Ψ be different from zero only inside D. Let now at t > to the object
Ψ, i.e. the region D, begin moving as a whole along the helical cylinder with
some constant along Z (translational) velocity c in such a way that every
point of D follows its own (helical) trajectory around Z and never crosses
the (helical) trajectory of any other point of D. Obviously, the rotational
component of propagation is available, but the object does NOT rotate as a
whole. Moreover, since the translational velocity c along Z is constant, the
spatial periodicity λ, i.e., the height of D along Z, should be proportional to
the time periodicity T , and for the corresponding frequency ν = 1/T we obtain
ν = c/λ. Clearly, this is an idealized example of an object with a space-time
compatible dynamical structure, so, any physical interpretation would require
to have explicitly defined D, Ψ, corresponding dynamical equations, local and
integral conserved quantities, λ, c and, probably, some other parameters.
We repeat now what the sign of equality ” = ” means:
On the two sides of the equality sign stays the SAME
element/quantity, which can be defined in different terms.
One of the basic in our view lessons that we more or less have been
taught is that any detection and further study of a physical object requires
some energy-momentum exchange. So, every physical object necessarily car-
ries energy-momentum, every quantity of energy-momentum needs a carrier,
and every interaction between two physical objects has an energy-momentum
exchange aspect. The second lesson concerning any interaction is that, beyond
its universality, energy-momentum is conserved quantity, so NO loss of it is
allowed: it may only pass from one object to another. This means also, that
an annihilation process may cause creation process(es), and the full energy-
momentum that has been carried by the annihilated objects, must be carried
away by the created ones. Energy-momentum always needs carriers,
as well as, every physical object always carries energy-momentum.
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Hence, the energy-momentum exchange abilities of any physical object realize
its protection against dangerous external influence on one side, and reveal its
intrinsic nature, on the other side. Therefore, our knowledge about the entire
complex of properties of a physical object relies on getting information about
its abilities in this respect and finding out corresponding quantities describing
quantitatively these abilities.
The above views make us think and assume the standpoint that the most
reliable dynamical equations, describing locally or integrally the time-evolution
of a physical system, should express energy-momentum balance relations.
4.4 Symmetries, Conservative Quantities and
Isometries
The conservation properties of an object manifest themselves through corre-
sponding symmetry properties, and these physical symmetry properties appear
as mathematical symmetries of the corresponding equations F(Ψ, DΨ;Q) = 0
in the theory. Usually, responsible for these symmetries are some new (ad-
ditional) mathematical objects defining the explicit form of the equation(s),
e.g., the Minkowski pseudometric tensor η in the relativistic mechanics and
relativistic field theory, the symplectic 2-form ω in the Hamilton mechanics,
etc. Knowing such symmetries we are able to find new solutions from the
available ones, and in some cases to describe even the whole set of solutions.
That’s why the Lie derivative operator (together with its generalizations and
prolongations) and the integrability conditions for the corresponding equa-
tion(s) F(Ψ, DΨ;Q) = 0 play a very essential and hardly overestimated role
in theoretical physics. Of course, before to start searching for symmetries of
an equation, or of a mathematical object Ψ which is considered as a model of
some physical object, we must have done some preliminary work of specifying
the mathematical nature of Ψ, and the necessary information may come only
from an initial data analysis of appropriately set and carried out experiments.
The mathematical concept of symmetry has many faces and admits various
formulations and generalizations. The simplest case is a symmetry of a real
valued function f :M → R, where M is a manifold, with respect to a map ϕ :
M → M : ϕ is a symmetry (or a symmetry transformation) of f if f(ϕ(x)) =
f(x), x ∈ M . If ϕt, t ∈ (0, 1) ⊂ R is 1-parameter group of diffeomorphisms
of M , then the symmetry f(ϕt(x)) = f(x) may be locally expressed through
the Lie derivative LX(f) = 0, where the vector field X on M generates ϕt.
If T is an arbitrary tensor field on M then the Lie derivative is naturally
extended to act on T and we call T symmetric, or invariant with respect
to X , or with respect to the corresponding (local, in general) 1-parameter
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group of diffeomorphisms of M , if LXT = 0. In this way the Lie derivative
represents an universal tool to search symmetries of tensor fields on M with
respect to the diffeomorphisms of M . Unfortunately, this universality of LX
does not naturally extend to sections of arbitrary vector bundles on M , where
we need additional structures in order to introduce some notion of symmetry
or invariance.
In classical field theory integral conserved quantities, i.e. time-independent
integral characteristics of the system considered, are usually constructed by
means of a symmetric second rank tensor, called stress-energy-momentum ten-
sor of the corresponding physical system, Qµν , with zero divergence ∇νQνµ = 0,
by making use of isometries, i.e., symmetries of the metric tensor, in the fol-
lowing way. The local symmetries of the metric tensor are also called Killing
vector fields. The equation LXg = 0, where g is given, looks as follows
(LXg)µν = ∇µXν +∇νXµ = 0,
where ∇ is the corresponding to g Levi-Civita connection. If now Qµν is a
conservative tensor field, i.e. ∇νQνµ = 0, and X is a local isometry, we obtain
∇ν(QνµXµ) = (∇νQνµ)Xµ +Qµν∇νXµ = Qµν∇νXµ.
Because of the symmetry of Q, in the sum Qµν∇µXν only the symmetric part
of ∇µXν may contribute, but this symmetric part is zero since X is a local
isometry. In this way with every local isometry X of the metric the 1-form
QµνX
µdxν is associated, and this 1-form has zero divergence. This means that
the 3-form ∗(QµνXµdxν) is closed: d ∗ (QµνXµdxν) = 0, so according to the
Stokes theorem, the integral over R3 of the restriction of this 3-form to R3 will
not depend on time. Of course, from physical point of view, these considera-
tions make sense only for finite valued such 3-integrals, which corresponds to
the natural view that physical objects are spatially finite, so the corresponding
field functions should be spatially finite too.
The role of a local isometry here is two-sided: quantitative and qualita-
tive, namely, besides its use to define quantitatively the conserved quantity,
the nature of the corresponding Killing vector field determines the nature of
the corresponding conserved quantity. For example, on Minkowski space-time
the four translations along the standard coordinates define the three integral
momentums and energy:∫
R3
j∗(∗(Qµ,idxµ)),
∫
R3
j∗(∗(Qµ,4dxµ)),
where j : R3 → R4 is the canonical embedding (x, y, z)→ (x, y, z, 0).
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In general, in order to compute an integral conserved quantity for a con-
tinuous physical system on Minkowski space-time we always need a closed dif-
ferential 3-form α : dα = 0, such that its restriction j∗α on R3 to be different
from zero, and the integral
∫
j∗α over R3 to be finite.
4.4.1 A note on Angular momentum and Helicity
In classical mechanics on (R3, g), g-is the euclidian metric, one of the important
constants of motion of a particle is the so called angular momentum. This
can be traced, for example, in celestial mechanics where the external field
is assumed to be spherically symmetric, and the center of symmetry of the
external field is chosen for reference point, i.e. for center of spherical coordinate
system (r, θ, ϕ). Introducing the so called radius-vector r with respect to the
symmetry center and denoting the momentum vector of a particle by p, the
angular momentum m of the particle is defined by
m = r× p,
where it is assumed that r is parallely transported from the origin to the point
where the particle is at the moment considered. So, at this point we have two
vector fields, which in canonical coordinates look like
r = x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
, p = p1
∂
∂x
+ p2
∂
∂y
+ p3
∂
∂z
·
It is shown now that under static external fields the quantity m = r × p is
conserved, i.e. the particle moves inside a fixed plane passing through the
symmetry center, and |m| keeps its value. So, any other point that is out of
this plane will define another such plane through the symmetry center.
Our purpose now is to find the most general condition on a vector field
X , such that its representative at a given point and r at this point to define
unique such plane through the center (0, 0, 0), and to find the corresponding
equivalent condition in terms of the helicity concept. We shall work in standard
spherical coordinates (r, θ, ϕ) given by
r =
√
x2 + y2 + z2, θ = arccos
z√
x2 + y2 + z2
, ϕ = arctg
y
x
,
where (x, y, z) are that canonical cartesian coordinates on the manifold R3. In
these coordinates we obtain
dr =
xdx+ ydy + zdz√
x2 + y2 + z2
, so, rdr = xdx+ ydy + zdz,
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therefore, since the metric has components (1, r2, r2sin2θ), we have
r = g˜(rdr) = r
∂
∂r
·
We are looking now for conditions on a vector field X(r, θ, ϕ), such that
any trajectory of X to lie in a plane passing through the zero point (0, 0, 0),
through a given initial point po outside the zero point, and of course, through
the straight line passing through these two points.
The above conditions imply that the two vector fields (r, X) must be tan-
gent to the plane we are searching for whatever the initial point po is. This
means that this 2-plane must be integral surface for the 2-dimensional distri-
bution defined by (r, X), hence, the Lie bracket [r, X ] must also be tangent to
this plane. Therefore, the condition we are searching for is equivalent to the
Frobenius integrability relation
[r, X ] ∧ r ∧X = 0
meaning that these three vector fields are linearly dependent, so, each of them
can be represented as a linear combination of the other two.
We obtain consecutively:[
r
∂
∂r
,X
]
=
(
r
∂X1
∂r
−X1
)
∂
∂r
+ r
∂X2
∂r
∂
∂θ
+ r
∂X3
∂r
∂
∂ϕ
r
∂
∂r
∧X = rX2 ∂
∂r
∧ ∂
∂θ
+ rX3
∂
∂r
∧ ∂
∂ϕ
.
Therefore,
[r, X ] ∧ r ∧X = r2
(
−X3∂X
2
∂r
+X2
∂X3
∂r
)
∂
∂r
∧ ∂
∂θ
∧ ∂
∂ϕ
.
Thus, the condition [r, X ] ∧ r ∧X = 0 is equivalent to
X3
∂X2
∂r
−X2∂X
3
∂r
= 0, i.e.
∂
∂r
(
ln
X3
X2
)
= 0.
In view of this we can assume
X1 = X1(r, θ, ϕ), X2 = f(r)φ(θ, ϕ), X3 = f(r)ψ(θ, ϕ).
We give now the helicity-form of this condition, i.e. we have to find 1-form
α on R3, such that the equation dα ∧ α = 0 to be equivalent to the above
condition:
dα ∧ α = 0 ⇔ [r, X ] ∧ r ∧X = 0.
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An arbitrary such 1-form α = hdr + fdθ + gdϕ gives
dα∧α =
[
g
(
−∂h
∂θ
+
∂f
∂r
)
− f
(
−∂h
∂ϕ
+
∂g
∂r
)
+ h
(
−∂f
∂ϕ
+
∂g
∂θ
)]
dr∧dθ∧dϕ.
Choosing h = 0, f = X2, g = X3 and putting the result equal to zero we obtain
dα ∧ α =
(
X3
∂X2
∂r
−X2∂X
3
∂r
)
dr ∧ dθ ∧ dϕ = 0,
which is equivalent to ∂
∂r
(ln (X3/X2)) = 0.
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Chapter 5
Classical Mechanics and
Classical Fields
5.1 Classical mechanics
Our aim in this section of the chapter is to point out those moments of classical
mechanics, which lead to the conclusion that, from theoretical point of view,
the potential approach to description of interaction between point-like particles
and external fields has to be reconsidered.
5.1.1 Symplectic View on Mechanics
The symplectic formulation of classical mechanics presents a rigorous geometric
formulation of the hamiltonian formulation of dynamical equations of a particle
in an external field, where the external field is represented as a rule by a scalar
(real or complex) function, together with the corresponding conservation laws
[1]. The basic mathematical object in this approach is the concept of symplectic
manifold.
Definition: An even dimensional smooth manifoldM2n is called symplectic
if a closed nondegenerate 2-form ω ∈ Λ2(M2n),dω = 0, det||ωµν(x)|| 6= 0, x ∈
M2n, is defined.
So, every tangent space Tx(M,ω) is a symplectic 2n-dimensional vector
space. Also, (M2n, ω) is orientable, and the orientation is given by the volume
form (−1)n(n−1)/2ωn.
The nondegeneracy of ω allows to introduce ω−1 such that ωµσ(ω
−1)σν = δνµ,
so, the cotangent space at x ∈ M2n becomes also symplectic vector space.
Thus, a linear isomorphism ω˜ between the tangent and cotangent spaces is at
hand: locally we have, if X ∈ Tx(M) then ω˜(X)µ = ωνµXν and if α ∈ T ∗x (M)
then ω˜(α)µ = (ω−1)νµαν . Hence, we obtain an isomorphism between the vector
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fields X(M) and 1-forms Λ1(M) according to X → i(X)ω. Clearly, to the Lie
bracket [X, Y ] corresponds unique 1-form i([X, Y ])ω.
A diffeomorphism ϕ : (M2n, ω)→ (M2n, ω) is called symplectic if ϕ∗ω = ω.
The following result holds: On every symplectic manifold (M,ω) there is a
local coordinate system (y1, ..., y2n) such that ω is represented locally as
ω = dy1 ∧ dyn+1 + ...+ dyn ∧ dy2n.
The cotangent bundle (M,π,Rn) of every manifold is a symplectic mani-
fold, where the symplectic 2-form ωx,αx, x ∈M at the point (x, αx) ∈ Tα(T ∗(M))
is defined by the differential of the canonically defined 1-form λ on T ∗(M) ac-
cording to λ(Xα) := α(π∗(Xα). Now, the symplectic 2-form is given by dλ. If
(qµ, pµ = ∂
∂qµ
are local coordinates on T ∗(U ⊂ M) then, usually, dλ is chosen
to be represented locally as dλ =
∑
µ dp
µ ∧ dqµ.
If Xα corresponds to α and Xβ corresponds to β then the bracket of α and
β is the 1-form [α, β] defined by [α, β] = i([Xα, Xβ])ω. It is easily verified that
if α and β are closed, then the bracket [α, β] is an exact 1-form:
[α, β] = −d(ω(Xα, Xβ)).
This equality allows to introduce bracket in the algebra of smooth functions
on a symplectic manifold. In fact, if f, g ∈ J (M), then the bracket (f, g) of f
and g is defined as −dω(Xdf , Xdg), so we have the relations
(f, g) = −ω(Xdf , Xdg) = Xdf(g) = −Xdg(f), d(f, g) = (df, dg).
Locally, if ω is represented as ω = dpµ ∧ dqµ and α = aµdqµ + bµdpµ, then
Xα = −bµ ∂
∂qµ
+ aµ
∂
∂pµ
, (f, g) =
∂f
∂qµ
∂g
∂pµ
− ∂g
∂qµ
∂f
∂pµ
.
From the above it is seen that f will be a first integral of Xdg and g will be
a first integral of Xdf if (f, g) = 0, which motivates the introduction of the
concept of involution: two 1-forms (α, β) on a symplectic manifold are called
to be in involution if ω(Xα, Xβ) = 0. Hence, two functions on a symplectic
manifold are in involution if their differentials are in involution.
Definition: The vector fields X on a symplectic manifolds which corre-
spond to closed 1-forms, i.e., di(X)ω = 0, are called hamiltonian systems. If
i(X)ω is exact, i.e., i(X)ω = −dH , then H is called hamiltonian for X .
The above implies that X is a hamiltonian system iff the Lie derivative
of ω along X vanishes: LXω = 0. Clearly the hamiltonian for X is a first
integral of X , called integral energy of the corresponding dynamical system,
i.e., it keeps the same value along any fixed trajectory of X . We could also
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say that every local symmetry X of the symplectic 2-form ω, i.e., LXω = 0,
generates first integral of X . Therefore, if the Lie group G acts as a group of
symmetries of ω then a map M → g∗ can be constructed unifying all integrals
corresponding to the local symmetries of ω generated by the corresponding to
the action fundamental vector fields on M .
If α ∈ Λ1(M) is closed, and nonvanishing on the open subset U ⊂M , then
dα ∧ α = 0, so, α generates 1-dimensional completely integrable Pfaff system.
Denoting its (2n−1)-dimensional integral manifold by (N, h), where h denotes
the corresponding embedding: h : N → M , we have the following properties:
• Xα is tangent to h(N) ⊂M .
• h∗ω is entirely described by the coordinates on N .
Locally, in coordinates (qµ, pµ), if H is a hamiltonian, then the corresponding
dynamical equations look as follows :
dqµ
dt
=
∂H
∂pµ
,
dpµ
dt
= −∂H
∂qµ
,
where t is a parameter along the trajectories and has nothing to do in general
with the physical time parameter.
The following result due to E.Cartan deserves to be specially noted. If
(M,ω) is symplectic manifold and H is a function onM×R, then on the (odd
dimensional) manifold (M × R) there exists unique vector field Y having the
properties:
Yx,t = Xt(x) +
∂
∂t
, i(Y )(p∗1ω − dH ∧ dt) = 0,
where (t) is a coordinate on R, and p1 :M × R→ M is the projection on M .
If H does not depend on t, then Xt also does not depend on t and coincides
with the hamiltonian vector field defined by dH on M . Moreover, the relation
Y (H) = ∂H
∂t
always holds, so in general the function H depends on t and is
not a first integral of Y .
Finally it deserves noting that symplectic geometry gives just an appropri-
ate scheme: every smooth function f defines through its symplectic gradient
a vector field Xf , and f is constant along each trajectory of Xf , but finding
appropriate from physical point of view such functions, i.e. hamiltonians, is
not its engagement, it must come from physics. This goes along also with
the role of the variational principle in theoretical physics, where the optimal
nature of this principle leaves the choice of lagrangians free of answer.
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5.1.2 Contact Structures and Invariant Forms
Let M be a manifold.
Definition. A contact structure onM is defined by any (n−1)-dimensional
distribution ∆(n−1) such that the corresponding curvature form Ω is nondegen-
erate [2] .
Since this ∆(n−1) can be defined by a nonvanishing 1-form α, α(x) 6= 0, x ∈
M , such that 〈α,∆(n−1)〉 = 0, this is equivalent to say that dα restricted
on ∆(n−1) is nondegenerate. There is unique vector field X on M satisfying
〈α(x), X(x)〉 = 1, x ∈M , X is nonvanishing on M , and Ω = dα⊗X .
The nondegeneracy of Ω on ∆(n−1) requires the nondegeneracy of dα on
∆(n−1) = Ker(α), so, every tangent space Tx(M) admits the splitting
Tx(M) = Kerx(α)⊕Kerx(dα), x ∈M.
Therefore, (dα)x is a symplectic structure in Kerx(α), and the integral man-
ifold of ∆(n−1) becomes symplectic manifold. We conclude that our initial
manifold M has odd dimension, say dim(M) = 2n+1. Moreover, M becomes
orientable, and the orientation is given by the volume form α ∧ (dα)n−1.
It is also important to note that iXdα = 0. In fact, around every point
x ∈ M there exists a local coordinate system (y, x1, ..., xn) such that in this
coordinate system we have
X =
∂
∂y
, α = dy + βj(x
i)dxj, i, j = 1, 2, ..., 2n.
Obviously, iXdα = 0, and LXα = LXdα = 0. Moreover, for every differen-
tiable function f on M it is easily obtained that LfXα = df and LfXdα = 0.
We continue to consider the general concept of invariance of geometric
objects on a manifold and its application to conservation laws in mechanics.
Definition. A tensor field T on a manifold Mn (further we shall assume
that M is n-dimensional) is called invariant with respect to a vector field
X ∈ X(M) if its Lie derivative LXT with respect to X vanishes: LXT = 0.
So if ϕt is the flow of X the invariance of T means that ϕ
∗
tT = T.
Clearly, every function f satisfying LXf = 0 is a first integral of X , i.e., f
does not change along any integral line of X .
Since LX is a derivation in the exterior algebra of differential forms on M :
LX(α ∧ β) = LXα ∧ β + α ∧ LXβ, all invariant forms with respect to X form
a subalgebra of Λ(M).
Locally, the invariance of α ∈ Λ(M) with respect to X means that around
some point x ∈ M the field α does not depend on one of the corresponding
local coordinates.
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For example, the symplectic structure ω is invariant with respect to any
hamiltonian vector field, and the generated by a contact structure forms α
and dα are invariant with respect to the unique corresponding vector field
X, 〈α,X〉 = 1.
If ω ∈ Λn(M) and X ∈ X(M) have compact support then we can form the
integral
I(t) =
∫
M
ϕ∗tω <∞.
Now, the invariance of ω with respect to X leads to
dI(t)
dt
=
∫
M
ϕ∗tLXω = 0.
Hence, the integral has constant value along any trajectory of X . Vice versa,
if the above integral keeps its value with respect to any differentiable map
h :M →M , then the integral ∫
M
(ϕt ◦ h)∗ω
does not depends on t, so, ω is invariant with respect to X .
If the invariant with respect to X differential form α satisfies in addition
iXα = 0, then α is called absolute integral invariant of X . Examples for such
forms are the reductions of the symplectic forms to any integral manifold of
the corresponding Pfaff system, and the corresponding to a contact structure
2-form dα with respect to the generated vector field X, 〈α,X〉 = 1. Of course,
the corresponding integral I(t) also does not depend on t.
This concept of invariance of a differential form with respect to a vector
field X admits the following two extensions.
A differential form α on M is called relative integral invariant with respect
to X if iX(dα) = 0. As an example, we recall that the 1-form α defined by a
contact stricture, satisfies iXdα = 0, 〈α,X〉 = 1.
A differential form α on M is called integral invariance relation for the
vector field X if iXα = 0.
The above concepts are used in continuous mechanics also, where one tries
to compute how much of the energy carried by the vector field X on R3 passes
throughout an infinitesimal 2-volume defined by some 2-form, and how much
energy X has lost locally during this process.
Finally we note that denoting the parameter along the trajectories of the
vector fields considered by t, we do NOT engage ourselves with the presump-
tion to interpret physically this parameter as time.
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5.1.3 Analytical Mechanics
The geometric view on Analytical mechanics [1] (AnMech) makes use of the
tangent bundle T (M) of a manifold, in particular, on the tangent bundle of
the manifold R3. So, the basic space of AnMech is T (M), it is always even
dimensional, so a symplectic approach is possible in general. If the local coor-
dinates on U ⊂ M are denoted by (q1, ..., qn) and the projection T (M) → M
is denoted by pM , then these coordinates canonically induce coordinates on
p−1M (U) ⊂ T (M) according to (qµ ◦ pM , q˙µ = dqµ). Now the projection pT (M) of
T (T (M)) to T (M) is given by (qµ, q˙µ, dqµ, dq˙µ)→ (qµ, q˙µ), and the differential
of pM is given by (q
µ, q˙µ, dqµ, dq˙µ)→ (qµ, dqµ).
On the other hand the vector bundle p∗M(T (M)) is always available and its
projection π to T (M) is given locally by π : (qµ, q˙µ, dq˙µ)→ (qµ, q˙µ).
The following morphisms now can be defined:
π′ : p∗M(T (M))→ T (M) : π′(qµ, q˙µ, dqµ)→ (qµ, dqµ),
H : p∗M(T (M))→ T (T (M)) : H(qµ, q˙µ, dqµ)→ (qµ, q˙µ, 0, dqµ),
K : T (T (M))→ p∗M(T (M)) : K(qµ, q˙µ, dqµ, dq˙µ)→ (qµ, q˙µ, dqµ).
From the above local relations is seen that the composition v = H◦K generates
a inear map of every tangent space of T (TM), called vertical endomorphismsm,
it satisfies v ◦ v = 0. Locally, we get
v = dqµ ⊗ ∂
∂q˙µ
→ v
(
fµ
∂
∂qµ
+ gµ
∂
∂q˙µ
)
= fµ
∂
∂q˙µ
·
Clearly, if V = q˙µ ∂
∂q˙µ
is the Liouville vector field on T (M) then a vector field
X on T (M) defines differential equation of second order if v(X) = V .
The dual map v∗ : Λ(T (M)) → Λ(T (M)) to v is called vertical operator ,
and at every point of T (TM)) is given by
v∗(f) = f, v∗(dqµ) = 0, v∗(dq˙µ) = dqµ, f ∈ J (T (M)).
So we can write
v∗(fµdq
µ + gµdq˙
µ) = gµdq
µ.
From the above expressions it is seen that the endomorphism v transforms
the p∗M(T (M))-part of a tangent vector to T (M) to ”vertical” one, i.e. to
tangent to the fibers of T (T (M)). Accordingly, the dual map v∗ transforms
the ”vertical” part of a differential form over T (M), i.e. the one developed
along dq˙µ, to a p∗M(T (M))-part, i.e. to a one developed along dq
µ.
129
Similarly, we can consider the ”horizontal” endomorphism
vt = dq˙µ ⊗ ∂
∂qµ
→ vt
(
fµ
∂
∂qµ
+ gµ
∂
∂q˙µ
)
= gµ
∂
∂qµ
·
Of course, the components of these ”horizontal/vertical” parts of the objects
may depend on all coordinates (qµ, q˙µ) of T (M). So, the components of a form
living in the image of v∗ will look like
αµ1...µp(q
µ, q˙µ)dqµ1 ∧ dqµ2 ∧ ... ∧ dqµp, µ1 < µ2 < ... < µp.
Such forms on T (M) are called semibasic which comes from the fact that every
form α on M generates a form p∗Mα on T (M) of this kind. Every semibasic
form annihilates the vectors living in the image of the endomorphism v.
The endomorphism v transforms every p-form α on T (M) to a new p-form
ivα according to
ivα(X1, X2, ..., Xp) =
∑
k
α(X1, ..., vXk, ...Xp).
Since, assuming ivf = 0, we obtain that iv is derivation (of degree zero) in
Λ(T (M)), we can consider the commutator
dv = [iv,d] = iv ◦ d− d ◦ iv,
which is obviously an (anti)derivation of degree 1. Locally we have
dvf =
∂f
∂q˙µ
dqµ, dv(dq
µ) = 0, dv(dq˙
µ) = 0.
Clearly, dv ◦ p∗M = 0.
Now, in these terms, a mechanical system M is defined by the triple
(M,T, α), where M is a manifold called configuration space, T is a differ-
entiable function on T (M) and α is a semibasic 1-form on T (M)). In physical
terms, T is called kinetic energy and α is called force-generating field of M.
The exact 2-form ω := ddvT is called fundamental form of the mechanical
system M. If ω is nondegenerate, which we shall further assume, then M is
called regular, so, in such a case we have a symplectic 2-form on T (M). Locally
we have
dvT =
∂T
∂q˙µ
dqµ, ddvT =
∂2T
∂qµ∂q˙ν
dqµ ∧ dqν + ∂
2T
∂q˙µ∂q˙ν
dq˙µ ∧ dqν .
Clearly, the regularity of M is equivalent to
det
(
∂2T
∂q˙µ∂q˙ν
)
6= 0.
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Since ω is nonsingular we have the one to one correspondence between vector
fields and 1-forms. We consider the 1-form
β := d
(
T − q˙µ ∂T
∂q˙µ
)
+ α.
The corresponding vector field X defined by
iXω = β = d
(
T − q˙µ ∂T
∂q˙µ
)
+ α
determines a dynamical system on the symplectic manifold T (M). Moreover,
this dynamical system is described in fact by a second order differential equa-
tion on M . Since
α(X) = X
(
q˙µ
∂T
∂q˙µ
− T
)
we obtain that the function (
q˙µ
∂T
∂q˙µ
− T
)
satisfies the following relation along any trajectory c : (a, b)→ T (M) of X :∫
(a,b)
c∗α =
(
q˙µ
∂T
∂q˙µ
− T
)c(b)
c(a)
.
We easily obtain in these terms that the Lagrange equations for the trajectories
of X look like:
Xµ =
d
dt
(
∂T
∂q˙µ
)
− ∂T
∂qµ
.
The mechanical system (M, T, α) is called conservative if the semibasic 1-
form α is closed: dα = 0. Under this condition the corresponding vector field
X is hamiltonian and corresponds to the 1-form β as given above, so, β is a
first integral of X . If there is a function U on M such that β = d(p∗MU), then
the mechanical system is called lagrangian. All lagrangian mechanical systems
are conservative. The corresponding hamiltonian H looks like
H =
∂T
∂q˙µ
q˙µ − T − U.
We easily obtain the relation iXω = −dH , and that H is first integral of X .
The function T + p∗M(U) is called lagrangian of the corresponding mechan-
ical system. Introducing the function L according to
H =
∂L
∂q˙µ
q˙µ − L,
we get a new look at the Lagrange equations : d
dt
(
∂L
∂q˙µ
)
− ∂L
∂qµ
= 0.
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5.1.4 The role of potential function in mechanics
The considerations in the last three subsections suggest that no coordinate
on the basic manifold should be physically interpreted in general as a time-
coordinate, otherwise, the hamiltonian function H will NOT be a conservative
quantity, so, the presumption that it could be interpreted as energy of an
isolated physical system fails. This observation leads to the undesirable con-
clusion, that in case of the standard classical symplectic manifold T ∗(R3) where
H = 1
2
mv2+U(x, y, z), the particle can not change its kinetic energy since the
so called potential U(x, y, z) is traditionally interpreted as a static field object,
i.e. as a continuously distributed physical object. Therefore, all its physically
meaningful characteristics, in particular its differential dU , or grad U , been
usually understood as the real energy-momentum transfer agent called force,
shall NOT change with time at any point. It deserves noting, also, that its
change from point to point, in particular along a trajectory, does NOT allow
to conclude that the particle moving along a fixed trajectory should change its
energy-momentum at the expense of the field U , otherwise, according to the
universal energy conservation law, the field U must change its energy, which
requires its explicit and essential time dependence.
Recalling that the energy of the particle is a quadratic function of its mo-
mentum, we also meet with something very strange: the particle changes its
momentum at the expense of a static external field. This strongly contradicts
the momentum conservation law since every static field has zero momentum.
Traditionally, the systems considered in classical mechanics consist of two
interacting subsystems: the point-like particles identified by their masses m
and their behaviour, on one hand, and the so called external field identified
by its ability to change the state of the particles through changing their ki-
netic energy, on the other hand. Let’s note that this understanding presumes
that the field carries energy. Now the problem is that any static physical ob-
ject, no matter is it particle or field, can not interact with other objects since
from local as well as from integral viewpoints its energy does not change with
time, so, the particles presented can not exchange energy-momentum with the
physical field represented mathematically by the static function U(x, y, z) or
dU , where (x, y, z) are supposed to be coordinates in the spatial region un-
der consideration. This contradicts the observable fact that particles change
their energy and momentum, although this external field has zero momentum,
so, the question where the particles take energy and momentum from stays
unanswered.
All this suggests that the physical interpretation of the potential function
in classical mechanics as representing a continuous physical field object, and
so as necessarily carrying an energy-momentum resource to be at disposal for
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exchange with other physical objects (like particles), has to be reconsidered.
This problem is quite clearly seen when we try to understand, for example,
what happens in the case of two R-distant charged particles with charges
(q, Q). The potential there is given by qQ/R, and the usual view is based on
the assumption that each of the particles moves in the field of the other one,
so that the force field is written as qEQ, or as QEq. Now, the Gauss theorem
requires existence of field every time when a charge is available, so, where is
the field associated with the charge q in the first force field, and with charge
Q in the second force field? Moreover, if there are two fields in the space away
from the two particles, no answer to the natural question ”do and how these
physical fields of the same nature interact” can be found in the literature.
It seems to us that U has rather integral sense, a sense of integral interac-
tion energy, i.e., carrying information about the system through presenting the
integral interaction energy of the system considered in terms of the configura-
tional parameters (Q, q, R) at a given moment of the system of particles+fields.
Such a view would suggest that U should have sense only at the spatial points
being occupied by the particles at every moment of time. However, if this is
so, then how to understand the values of U outside these occupied points it
is not quite clear. In particular, how to understand the concept of force as
grad U 6= 0, i.e., as constructed by the three partial derivatives of U , which re-
quires U to be well defined and differentiable function outside the trajectories
of the particles?
Our vision towards a correct theoretical view on these problems is that
from theoretical point of view the point-like notion about particles has to be
left off/abandoned, and the theoretical concept of field object has to be duly
clarified and correspondingly respected throughout all theoretical studies. The
very basic principles of physics say that any real interaction in Nature requires
direct energy-momentum exchange between the interacting objects, including
vanishing of some of the initially presented ones provided energy conservation.
So, every adequate view on physical interaction among particles in mechanics
must take care to explain what happens in the external space, in the space out
of the points/regions occupied by the particles.
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5.2 Stress and Strain
5.2.1 Preliminary notes
The concepts of stress and strain arise in classical mechanics of continuous
physical media as a first step towards finding an adequate approach to describ-
ing possible propagation and interaction, i.e. energy-momentum exchange, be-
tween the propagating in the corresponding medium physical field F , on one
hand, and the medium, considered as physical object that is able to detect F
and to keep its identity during this interaction, on the other hand. The stress
concept is engaged mainly with the notion ”F acts upon the medium”, and the
strain concept is engaged mainly with the notion ”the medium feels that it is
acted upon, but it deforms in order to survive”. Hence, there is action-reaction
process but no destructions are allowed. It should be noted also, that here, as
in all classical mechanics, time, as far it is involved in the process, is external
parameter not depending on the described physical processes.
It should be noted, that the further assumed in continuum mechanics lin-
ear relation between the stress and strain tensors reduces the initial ambition
for dynamical understanding of what locally happens inside the material, to
parametrization of the admissible static configurations of the material subject
to the external field F . The introduced Lame coefficients as characteristics of
the ability of the attacked material not to be destroyed by the action of F ,
give in fact the necessary knowledge from application point of view.
Hence, no local dynamical understanding of the process of passing from
one admissible configuration of the material to another admissible one, i.e.
how the admissible local energy-momentum exchange is realized, is achieved.
Therefore, we could not get directly in such a way some knowledge about
the propagation of the attacking field F inside the material from local point of
view. Moreover, no understanding of the problem ”what really happens locally
inside each of the two interacting objects” seems to has been really obtained.
If we want to understand dynamically and describe mathematically the
propagation with no destruction of a finite continuous object in appropriate
vacuum, i.e. in a media admitting this propagation by means of keeping a
permanent dynamical equilibrium with the object so that we may speak about
”propagation in vacuum”, then, we have to set the question: ”how an exter-
nal observer would understand the propagational appearance of a continuous
object as determined by its internal dynamical structure?”
This problem requires new visions/insight and, therefore, new mathemat-
ical objects in order to extend appropriately the old concepts of stress tensor
and strain tensor, which, more or less, are based on an elementary notion about
action and reaction. And this is due to the fact that the whole dynamics and
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surviving of our propagating object, been in permanent dynamical equilibrium
with the environment, should be understood and explained only in terms of its
interacting subsystems, which subsystems may be not able to exist separately,
but only as interacting ones.
One of the greatest, from our point of view, achievements of Maxwell is
mainly in this direction: he found the way to attack this problem by construct-
ing a stress tensor for a vacuum electromagnetic field, although not directly,
but through making use of the hypothesis that the electromagnetic field is well
defined in the media of continuously distributed electric charges. Nevertheless,
writing down this tensor only in terms of the electric and magnetic fields, he
showed the right way in approaching this problem.
Our purpose in this section is to try to look at Maxwell’s results as ap-
propriate tools suggesting how to define corresponding quantities in terms of
which to understand the internal dynamics of propagating time-stable and spa-
tially finite field objects. The main idea will be based on the understanding
that all the necessary surface and volume elements across which the internal
energy-momentum exchange should take place have to be constructed out of
the very field (vector) components, and not of concepts connected with the ex-
ternal world. In some sense we shall try to peep into the field object’s internal
structure, considered as static, but thought of as being in dynamical equilib-
rium. The line of extension of the classical quantities will be directed by the
theoretical comprehension that our propagating, finite and time-stable object
carries smart enough dynamical structure in order to present itself to the rest
of the world as an appropriately self-organized dynamical system knowing how
to deserve the qualification of ”free object”.
5.2.2 Stress
From formal point of view the most natural mathematical object to be con-
sidered as stress generating, seems to be any vector field, because every vector
field defined on an arbitrary manifold M generates 1-parameter family ϕt of
(local in general) diffeomorphisms of M . Therefore, having defined a vector
field X on M we can consider for each t ∈ R the corresponding diffeomorphic
image ϕt(U) of any region U ⊂ M . Hence, if the spatially finite object under
consideration occupies for each t the finite region Ut ⊂ R3, carries dynamical
structure and propagates in the 3-space, should stay identical to itself dur-
ing propagation, the available 1-parameter group of diffeomorphisms can be
considered as the appropriate mathematical tool to describe its propagation
as a whole, as well as from local point of view, since every admissible change
described by ϕt has unique opposite, described by ϕ−t, i.e. nothing essential
has been lost irreversibly and the object stays identical to itself.
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Let now X be a vector field on the euclidean space (R3, g), where g is the
euclidean metric in TR3 having in the canonical global coordinates (x1, x2, x3 =
x, y, z) components g11 = g22 = g33 = 1 and g12 = g13 = g23 = 0. The induced
euclidean metric in T ∗R3 has in the dual bases the same components and will be
denoted further by the same letter g. The corresponding isomorphisms between
the tangent and cotangent spaces and their tensor, exterior and symmetric
products will be denoted by the same letter g˜, so
g˜
(
∂
∂xi
)
= gik
(
∂
∂xk
)
= dxi, (g˜)−1(dxi) =
∂
∂xi
· · ·
Having another vector field Y on R3 we can form their scalar product
g(X, Y ) ≡ X.Y = gijX iY j = XiY i = X1Y 1 +X2Y 2 +X3Y 3.
According to classical vector analysis on R3 for the differential of the function
g(X, Y ) we obtain
dg(X, Y ) = (X.∇)Y + (Y.∇)X +X × rot (Y ) + Y × rot (X),
where in our coordinates
X.∇ = ∇X = X i ∂
∂xi
, (X.∇)Y = ∇XY = X i∂Y
j
∂xi
∂
∂xj
,
”×” is the usual vector product, and
(rotX)i =
(
∂X3
∂x2
− ∂X
2
∂x3
,
∂X1
∂x3
− ∂X
3
∂x1
,
∂X2
∂x1
− ∂X
1
∂x2
)
·
The Hodge ∗-operator acts in these coordinates as follows:
∗dx = dy ∧ dz, ∗dy = −dx ∧ dz, ∗dz = dx ∧ dy,
∗(dx ∧ dy) = dz, ∗(dx ∧ dz) = −dy, ∗(dy ∧ dz) = dx,
∗(dx ∧ dy ∧ dz) = 1, ∗1 = dx ∧ dy ∧ dz.
Corollary. The following relation holds:
rotX = (g˜)−1 ∗ d g˜(X), or g˜(rotX) = ∗d g˜(X).
Assume now that in the above expression for dg(X, Y ) we put X = Y . We
obtain
1
2
d(X2) =
1
2
dg(X,X) = X × rotX + (X.∇)X = X × rotX +∇XX.
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In components, the last term on the right reads
(∇XX)j = X i∇iXj = ∇i(X iXj)−Xj∇iX i = ∇i(X iXj)−XjdivX,
where
divX = ∗LX (dx ∧ dy ∧ dz) = ∗
(
∂X i
∂xi
dx ∧ dy ∧ dz
)
=
∂X i
∂xi
.
Substituting into the preceding relation, replacing d(X2) by (∇iδijX2)dxj and
making some elementary transformations we obtain
∇i
(
X iXj − 1
2
gijX2
)
=
[
(rotX)×X +XdivX]j .
The symmetric 2-tensor
M ij = X iXj − 1
2
gijX2 =
1
2
[
X iXj +
(
g˜−1 ∗ g˜(X))ik( ∗ g˜(X))
k
j
]
we shall call further Maxwell stress tensor generated by the (arbitrary) vec-
tor field X ∈ X(R3). Clearly, when we raise and lower indices in canonical
coordinates with g we shall have the following component relations:
Mij = M
j
i =M
ij
which does not mean, of course, that we equalize quantities being elements of
different linear spaces.
We note now the easily verified relation between the vector product ”×”
and the wedge product in the space of 1-forms on R3:
X × Y = (g˜)−1 (∗ (g˜(X) ∧ g˜(Y )))
= (g˜)−1 ◦ i(X ∧ Y )(dx ∧ dy ∧ dz), X, Y ∈ X(R3).
We shall prove now the following
Proposition. If α = g˜(X) then the following relation holds:
g˜(rotX ×X) = i(X)dα = − ∗ (α ∧ ∗dα).
Proof.
g˜(rotX ×X) = g˜ ◦ (g˜)−1 ∗ (g˜(rotX) ∧ g˜(X)) = − ∗ (α ∧ ∗dα).
For the component of i(X)dα before dx we obtain
−X2
(
∂α2
∂x1
− ∂α1
∂x2
)
−X3
(
∂α3
∂x1
− ∂α1
∂x3
)
,
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and the same quantity is easily obtained for the component of [−∗ (α ∧ ∗dα)]
before dx. The same is true for the components of the two 1-forms before dy
and dz. The proposition is proved.
Hence, dα = dg˜(X) is the 2-form across which the vector field X will drag
the points of the finite region U ⊂ R3, and local interaction will take place if
i(X)dα is not zero.
As for the second term XdivX of the divergence ∇jM ji , since d ∗ α =
divX(dx ∧ dy ∧ dz) we easily obtain
i(g˜−1(∗α))d ∗ α = g˜(X) divX.
Hence, additionally, the 2-vector g˜−1(∗α) will drag the points of U ⊂ R3 across
the 3-form d ∗ α.
We can write now
∇iM ijdxj =
[
i(X)dα + i(g˜−1(∗α))d ∗ α]
j
dxj .
Physically this may be understood in the sense, that our physical field is
represented by two objects: α = g˜(X) and ∗α, and each of them interacts with
itself only, so that there is no stress exchange between α and ∗α, as well as,
there is no available local nonzero interaction stress between α and ∗α. The
static nature of the situation and the naturally isolated two terms in ∇iM ijdxj
suggest the following equations to hold
i(X)dα = 0, i(g˜−1(∗α))d ∗ α = 0, i.e. X × rotX = 0, divX = 0,
the solutions of which are known as Beltrami vector fields .
In the above consideration the role of the euclidean metric g was somehow
overlooked since no derivatives of g appeared explicitly. We are going now to
come to these equations paying due respect to g and showing its significance
in the problem of constructing conservative quantities, a point that will be of
crucial importance when we consider time-dependent and propagating in the
3-space real field objects.
First, we recall the invariance of any definite integral on U ⊂ R3 with
respect to orientation preserving diffeomorphisms. Let ω be a 3-form on R3
with compact support U ⊂ R3. Then the invariance of the integral with respect
to the diffeomorphism ϕ means∫
U
ϕ∗ω =
∫
ϕ(U)
ω.
If the 1-parameter group of diffeomorphisms ϕt is generated by the vector field
Y ∈ X(R3), then for each t ∈ [0, 1] ⊂ R the quantity
I(t) =
∫
U
ϕ∗tω
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is well defined, and the following relation holds:
dI(t)
dt
=
∫
U
ϕ∗tLY ω.
We shall work further in this part of the section with the 1-form α = g˜(X),
where the vector field X represents our finite field object as in the previous
part of the section, and generates stress according to the Maxwell stress tensor
M ij(X). We want to see how the 3-form α ∧ ∗α = i(X)α dx ∧ dy ∧ dz =
〈α,X〉ω changes along an arbitrary vector field Y 6= X , so we have to find the
corresponding Lie derivative.
LY (α ∧ ∗α) = (LY α) ∧ ∗α + α ∧ LY (∗α)
= (LY α) ∧ ∗α + α ∧ ∗LY α + α ∧ [LY , ∗1]α = 2(LY α) ∧ ∗α+ α ∧ [LY , ∗1]α,
where [LY , ∗1] is the commutator LY ◦ ∗1−∗1 ◦LY , and the index of ∗ denotes
the degree of the form it is applied to. Further we get
(LY α) ∧ ∗α = (iY dα) ∧ ∗α− < α, Y > .d ∗ α + d(< α, Y > . ∗ α).
Noting that LY (α ∧ ∗α) = d(α2iY ω) and the relation between the exterior
derivative d and the coderivative δ in euclidean case for p-forms, given by
(−1)p(n−p)δp ◦ ∗n−p = ∗(n−p+1) ◦ d(n−p)
we obtain consecutively
d
(
1
2
αiα
iiY ω− < α, Y > ∗α
)
= −[αi(dα)ij + αj divX ]Y jω + 1
2
α ∧ [LY , ∗1]α,
δ◦∗2
(
1
2
αiα
i iY ω− < α, Y > ∗α
)
= −[αi(dα)ij+αj divX ]Y j+ 1
2
α∧ [LY , ∗1]α,
∗2 < α, Y > ∗α = α < α, Y >,
δ
(
1
2
αiα
igjk − αjαk)Y jdxk
)
= −∇j
[(
1
2
αiα
iδjk − αkαj
)
Y k
]
.
So we get
∇j
[(
1
2
αiα
iδjk − αkαj
)
Y k
]
= [αi(dα)ij + αj divX ]Y
j +
1
2
∗ (α ∧ [LY , ∗1]α).
Hence, if α ∧ [LY , ∗1]α = 0, then the equations for our 1-form α = g˜(X) are
αi(dα)ij = 0, αj divX = 0, i, j = 1, 2, 3
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and the co-closed 1-form MijY
idxj defines the closed 2-form ∗(MijY idxj),
so, its integral over a closed 2-surface that separates the 3-volume where α
is different from zero, gives a conservative quantity and the nature of this
conservative quantity is connected with the nature of the vector field Y . Of
course, the term ”conservative” here is, more or less, trivial, since everything
is static, no propagation of the field α takes place.
Finally we note that if the vector fields X1, X2, ..., Xp describe non-interac-
ting physical objects, we can form the sum of their Maxwell stress tensors
M ij(X1) +M
ij(X2) + ... +M
ij(Xp) =
p∑
k=1
[
(Xk)
i(Xk)
j − 1
2
(Xk)
2gij
]
,
which is not equal to the Maxwell stress tensor of their sumM ij(X1+ ...+Xp).
As for solutions of the above equations, we see two classes of solutions:
1. Linear, i.e. those generated by a function f satisfying the Laplace
equation ∆f = 0 with α = df .
2. Those, satisfying dα 6= 0 but αidαij = 0 and d ∗ α = 0. Note that for
such solutions the determinant det||(dα)ij||, i, j = 1, 2, 3, is always zero, so the
homogeneous linear system
αi(x, y, z)dαij(x, y, z) = 0
allows to express explicitly X through the derivatives of its components.
Of course, all these solutions are static, so they can not serve as models of
spatially propagating finite physical objects with dynamical structure.
5.2.3 Strain
The concept of strain is introduced in studying elastic materials subject to
external forces of different nature: mechanical, electromagnetic, etc. In non-
relativistic continuum physics the local representatives of the external forces
in this context are usually characterized in terms of stresses, considered briefly
above. Since the force means energy-momentum transfer leading to corre-
sponding mutual energy-momentum change of the interacting objects, then
according to the energy-momentum conservation law the material must react
somehow to the external influence in accordance with its structure and reac-
tion abilities. The classical strain describes mainly the abilities of the material
to bear force-action from outside through deformation, i.e. through changing
its shape, or, configuration. The term elastic now means that any two allowed
configurations can be deformed to each other without appearance of holes and
breakings, in particular, if the material considered has deformed from con-
figuration C1 to configuration C2, it is able to return smoothly to its initial
configuration C1.
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The general geometrical description starts with the assumption that an
elastic material is a continuum B ⊂ R3 which can smoothly deform inside the
space R3, so, it can be endowed with differentiable structure, i.e. having an
elastic material is formally equivalent to have a smooth real 3-dimensional
submanifold B ⊂ R3. The deformations are formally considered as smooth
maps ϕ : B→ R3. The spaces B and R3 are endowed with riemannian metrics
G and g respectively (and corresponding riemannian co-metrics G−1 and g−1),
and induced isomorphisms G˜ and g˜ between the corresponding tangent and
cotangent spaces . Now, an important combination is the difference
Ex :=
1
2
(ϕ∗g −G)x : TxB× TxB→ R,
where ϕ∗g denotes the induced on B metric from the metric g (usually eu-
clidean) on R3.
We could look at the problem from a more general formal point of view as
follows. The mathematical counterparts of the allowed deformations are the
diffeomorphisms ϕ of a riemannian manifold (M, g), and every ϕ(M) represents
a possible configuration of the material considered. But some diffeomorphisms
may not lead to deformation (i.e. to shape changes), so, a criterion must be
introduced to separate those diffeomorphisms which should be considered as
essential. For such a criterion is chosen the distance change: if the distance
between any two fixed points does not change during the action of the external
force field, then we say that there is no deformation. Now, every essential
diffeomorphism ϕ must transform the metric g to some new metric ϕ∗g, such
that g 6= ϕ∗g. The naturally arising tensor field e = (ϕ∗g − g) 6= 0 appears as
a measure of the physical abilities of the material to withstand external force
actions. It deserves to be noted that if g does not induce nonzero rieman-
nian curvature, then ϕ∗g also does not induce riemannian curvature for any
diffeomorphism ϕ of M .
Since the external force is assumed to act locally and the material con-
sidered gets the corresponding to the external force field final configuration
in a smooth way, i.e., passing smoothly through a family of allowed configu-
rations, we may introduce a localization of the above scheme, such that the
isometry diffeomorphisms to be eliminated. This is done by means of introduc-
ing 1-parameter group ϕt, t ∈ [a, b] ⊂ R of local diffeomorphisms, so, ϕa(M)
and ϕb(M) denote correspondingly the initial and final configurations. Now
ϕt generates a family of metrics ϕ
∗
t g, and a corresponding family of tensors
et = ϕ
∗
tg− g. According to the local analysis every local 1-parameter group of
diffeomorphisms is generated by a vector field on M . Let the vector field X
generate ϕt. Then the quantity
1
2
LXg :=
1
2
lim
t→0
ϕ∗t g − g
t
,
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i.e. one half of the Lie derivative of g along X , is called infinitesimal strain
tensor, or just deformation tensor, or deformation velocity tensor . Clearly,
the tensor LXg is different from zero only if X is not local isometry, i.e., if g
is locally X-attractive. In local coordinates we have in general
(LXg)ij = X
k∂gij
∂xk
+ gik
∂Xk
∂xj
+ gjk
∂Xk
∂xi
,
so, in the euclidean case in standard coordinates, where gij are constants, we
get
(LXg)ij = gik
∂Xk
∂xj
+ gjk
∂Xk
∂xi
=
∂Xi
∂xj
+
∂Xj
∂xi
·
If we assume the mentioned above linear relation between stress and strain to
hold also between our generated by the arbitrary vector field X stress tensor
M(X) = X ⊗ X − 1
2
g−1X2 and the corresponding infinitesimal strain tensor
LXg, it would look like
M(X)ij = C
kl
ij (LXg)kl, or, (LXg)kl = S
ij
klM(X)ij .
Considering X as formal image of a physical field, we note, that the tensors
C/S connect a quadratic function of its components X i with a linear function
of the derivatives of its components, i.e., the value of field at a point depends
on the values of the field around this point. This goes along somehow with the
static nature of the field, but still there is no time change and no propagation
in space, i.e., there is no dynamics. In our view, in these terms, a dynamics
suggesting relation should connect the divergence ofM(X) with some projection
of LXg, for example, along the expected direction of propagation.
There is another moment to be pointed out. In our view, an internal
dynamics may take place only between/among time-recognizable subsystems,
which we mathematically understand as coordinate-free recognized/identified
objects. The components of a vector field do not satisfy such a condition: by
a coordinate change we could nullify a given component of a vector field at a
given space point. This suggests that to any real object, existing through a
permanent internal dynamics, in the theory should correspond a mathematical
object with vector components. Thus, to every recognizable subsystem of
the physical object considered the theory should juxtapose a coordinate free
mathematical object. Such mathematical objects are, for example, the vector
valued differential forms. This is the reason why we paid special attention to
α and ∗α above.
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5.3 Some Formal Relativity
The relativistic approach in mechanics and field theory appeared as a neces-
sary generalization of classical approach in order to incorporate formally and
appropriately in the theories the time aspect of all real physical processes.
According to it time is not external and depending on nothing theoretical pa-
rameter, on the contrary, a physical process acquires time characteristics when
related to another physical process. In order to compare real time periods
this approach assumes the frame invariance of the speed of light in vacuum
c and introduces the concept of 4-dimensional space-time in the theory as a
basic manifold in which every physical process must be considered. Moreover,
a basic assumption in this approach is that no physical frame object should
propagate translationally in the 3-space with speed greater than or equal to
the speed of light c in vacuum.
A basic mathematical object that controls all this is the space-time pseu-
dometric η, defined on the mathematical manifold R4, and having components
in the canonical coordinates
xµ = (x, y, z, ξ = ct), µ = 1, 2, 3, 4
as
η11 = η22 = η33 = −η44 = −1, ηµν = 0 for µ 6= ν, ind(η) = 3.
Hence, the space-time (R4, η) is a flat 4-dimensional pseudo-riemannian man-
ifold, usually called Minkowski space-time, which will be denoted further by
M4, or just by M when no misunderstanding may happen.
All diffeomorphisms ϕ :M →M that respect the canonical values of η and
are not translations are called Lorentz transformations. These transformations
are linear, they admit physical interpretation as relatively moving frames with
respect to each other with constant translational velocity v < c, and these
frames are usually called inertial . The classical principle of inertia says now,
that all physical processes proceed in the same way with respect to any inertial
frame.
Of course, the concept of inertial frame does not require to work only in
canonical coordinates, it only allows to make use of such coordinates. For,
example, in any inertial frame we can pass to coordinates (r, θ, ϕ, ξ), where
(r, θ, ϕ) are the standard spherical coordinates on R3. Passing to canonical
coordinates is guaranteed by the existing possibility to separate the time co-
ordinate in an invariant way. In fact, making use of any euclidean metric h on
R4 we can form the linear map ψνµ = ηµσh
σν which has just one time-like eigen
direction.
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If the frame we work in is not inertial we can not pass to canonical coor-
dinates, i.e. to coordinates where η acquires its canonical values. This does
not mean, however, that we can not pass to another noninertial frame where
η will have the same components as in the preceding noninertial frame.
A vector field X ∈ X(M) is called geodesic, or autoparallel, if it satisfies
the nonlinear equation ∇XX = 0, where ∇ is defined by the η-determined
Levi-Civita connection in TM . Clearly, all mass bodies of an inertial frame
are parallely transported along the geodesic trajectories of the same geodesic
vector field.
A natural extension of the concept of inertial frame reads: if Γ is a linear
connection in TM then every Γ-geodesic vector field defines a Γ-inertial frame,
corresponding classes of Γ-inertial frames and corresponding principle of iner-
tia, which principle differs seriously, of course, from the η-defined principle of
inertia.
Since the η-metric is not positively definite the sets of vector fields X and
one-forms α on M admit time-like ones:
X2 = η(X,X) > 0, α2 = η−1(α, α) > 0;
space-like ones:
X2 = η(X,X) < 0, α2 = η−1(α, α) < 0;
and isotropic (frequently called null) ones:
X2 = η(X,X) = 0, α2 = η−1(α, α) = 0.
The time-like vector fields are physically interpreted as momentum vector fields
of mass particles, the isotropic vector fields are physically interpreted as mo-
mentum vector fields of massless (i.e. photon-like) particles, and the space-like
ones are interpreted as stress generating.
It deserves to be noted that these classes are NOT corresponding subspaces.
Since these are invariant properties, we obtain three classes of curves on
M : time-like, space-like and isotropic. The above property of vector fields and
one-forms is correspondingly extended to the whole tensor algebra on M , i.e.,
we can talk about space-like, time-like and isotropic symmetric tensor fields,
differential forms, etc.
The flow of a geodesic time-like or isotropic vector field started from a
region U ⊂M fills up a subset called geodesic tube. If a geodesic tube is filled
up by a spatially finite physical object then this object is called free.
The manifold M has natural η-defined volume form
ωo =
√
|det(ηµν)|dx1 ∧ dx2 ∧ dx3 ∧ dx4 = dx ∧ dy ∧ dz ∧ dξ.
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So, we can introduce the Poincare isomorphisms Dp : Xp(M)⊗ωo → Λ4−p(M).
For decomposable p-vectors we obtain:
D1(X ⊗ ωo) = i(X)ωo; D2(X ∧ Y ⊗ ωo) = i(Y ) ◦ i(X)ωo;
D3(X ∧ Y ∧ Z ⊗ ωo) = i(Z) ◦ i(Y ) ◦ i(X)ωo.
For example, in canonical coordinates we obtain
D1(X⊗ωo) = X1dy∧dz∧dξ−X2dx∧dz∧dξ+X3dx∧dy∧dξ−X4dx∧dy∧dz.
D2(X ∧ Y ⊗ ωo) = (X3Y 4 −X4Y 3)dx ∧ dy + (X4Y 2 −X2Y 4)dx ∧ dz
+ (X1Y 4 −X4Y 1)dy ∧ dz + (X2Y 3 −X3Y 2)dx ∧ dξ
+ (X3Y 1 −X1Y 3)dy ∧ dξ + (X1Y 2 −X2Y 1)dz ∧ dξ.
The Hodge ∗-operator defined by η acts as follows in canonical coordinates:
α ∧ ∗β = β ∧ ∗α = (−1)ind(η)η(α, β)ωo, α, β ∈ Λp(M), ind(η) = 3.
α ∧ β = −α ∧ ∗(∗β) = −(−1)ind(η)η(α, β)ωo = η(α, β)ωo, α, β ∈ Λ2(M).
∗(4−p)∗p = (−1)ind(η)+p(4−p)id, (∗−1)p = (−1)ind(η)+p(4−p)∗p, ∗ωo = 1, ∗1 = (−1)ind(η)ωo,
∗dx = dy ∧ dz ∧ dξ ∗dx ∧ dy ∧ dz = dξ
∗dy = −dx ∧ dz ∧ dξ ∗dx ∧ dy ∧ dξ = dz
∗dz = dx ∧ dy ∧ dξ ∗dx ∧ dz ∧ dξ = −dy
∗dξ = dx ∧ dy ∧ dz ∗dy ∧ dz ∧ dξ = dx
∗dx ∧ dy = −dz ∧ dξ ∗dx ∧ dξ = dy ∧ dz
∗dx ∧ dz = dy ∧ dξ ∗dy ∧ dξ = −dx ∧ dz
∗dy ∧ dz = −dx ∧ dξ ∗dz ∧ dξ = dx ∧ dy.
We give the corresponding relations for the euclidean case where ind(η) = 0.
∗dx = dy ∧ dz ∧ dξ ∗dx ∧ dy ∧ dz = dξ
∗dy = −dx ∧ dz ∧ dξ ∗dx ∧ dy ∧ dξ = −dz
∗dz = dx ∧ dy ∧ dξ ∗dx ∧ dz ∧ dξ = dy
∗dξ = −dx ∧ dy ∧ dz ∗dy ∧ dz ∧ dξ = −dx
∗dx ∧ dy = dz ∧ dξ ∗dx ∧ dξ = dy ∧ dz
∗dx ∧ dz = −dy ∧ dξ ∗dy ∧ dξ = −dx ∧ dz
∗dy ∧ dz = dx ∧ dξ ∗dz ∧ dξ = dx ∧ dy.
We continue with pseudoeuclidean case and specially note the following prop-
erty of ∗2:
∗2 ◦ ∗2 = −idΛ2(M),
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which means that ∗2 is a complex structure in the space Λ2(M). The matrix
J of ∗2 in this basis looks like (J acts from the left on the basis 2-forms)
J =
∥∥∥∥∥∥∥∥∥∥∥∥
0 0 0 0 0 −1
0 0 0 0 1 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 −1 0 0 0 0
1 0 0 0 0 0
∥∥∥∥∥∥∥∥∥∥∥∥
,
We see that
η(∗(dxµ ∧ dxν), dxµ ∧ dxν) = 0, µ < ν,
but this does not mean that every ∗-corresponding 2-forms (F, ∗F ) ∈ Λ2(M)
are always orthogonal to each other. Also, if we order the above canonical
basis elements as
(dx ∧ dy, dx ∧ dz, dy ∧ dz, dx ∧ dξ, dy ∧ dξ, dz ∧ dξ),
we get the following signature of the induced by η metric in Λ2(M):
sign(ηΛ2(M)) = (+,+,+,−,−,−).
The Poincare isomorphism Dp : Λ
p(M) → X4−p(M) is connected to the
isomorphism (η˜−1)p : Λ
p(M)→ X4−p(M) defined by the metric η as follows:
(η˜−1)p = (−1)p−1D4−p ◦ ∗p, p = 1, 2, 3.
For example, if ωo is the basis 4-vector in X4(M) dual to ωo so that < ωo, ω
o >=
1, we obtain
D3 ◦ ∗1(dx) = D3(dy ∧ dz ∧ dξ) = i(dξ) ◦ i(dz) ◦ i(dy)ωo
= i(dξ) ◦ i(dz) ◦ i(dy)
(
∂
∂x
∧ ∂
∂y
∧ ∂
∂z
∧ ∂
∂ξ
)
= − ∂
∂x
= η˜−1(dx),
D2 ◦ ∗(dx ∧ dξ) = D2(dy ∧ dz) = i(dz) ◦ i(dy)ωo = ∂
∂x
∧ ∂
∂ξ
= −η˜−1(dx ∧ dξ).
We are going now to find the local symmetries of the Hodge ∗-operator, i.e the
vector fields X on M satisfying [LX , ∗] = 0 . First we recall the relation
LX(α ∧ ∗β) = (LXα) ∧ ∗β + α ∧ [LX , ∗]β + α ∧ ∗LXβ,
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where α, β are arbitrary forms on M . On the other hand we obtain
LX (α ∧ ∗β) = −(LXη)(α, β)ωo − η(LXα, β)ωo − η(α, LXβ)ωo − η(α, β)LXωo
= −(LXη)(α, β)ωo + (LXα) ∧ ∗β + α ∧ ∗LXβ − η(α, β)divX.ωo
= −(LXη)(α, β)ωo + LX (α ∧ ∗β)− α ∧ [LX , ∗]β − η(α, β)divX.ωo.
Since α and β are arbitrary p-forms from this relation it follows that [LX , ∗] = 0
iff
LXη = −divX.η, p = 1, 2, 3, 4.
From this relation we obtain the following (independent) equations for the
components of any local symmetry X of the Hodge ∗.
2
(
∂X1
∂x
+
∂X2
∂y
)
= divX, 2
(
∂X1
∂x
+
∂X1
∂ξ
)
= divX,
2
(
∂X1
∂x
+
∂X3
∂z
)
= divX, 2
(
∂X2
∂y
+
∂X4
∂ξ
)
= divX,
2
(
∂X2
∂y
+
∂X3
∂z
)
= divX, 2
(
∂X3
∂z
+
∂X4
∂ξ
)
= divX,(
∂X2
∂x
+
∂X1
∂y
)
= 0,
(
∂X4
∂x
− ∂X
1
∂ξ
)
= 0,(
∂X3
∂x
+
∂X1
∂z
)
= 0,
(
∂X4
∂y
− ∂X
2
∂ξ
)
= 0,(
∂X3
∂y
+
∂X2
∂z
)
= 0,
(
∂X4
∂z
− ∂X
3
∂ξ
)
= 0.
These equations have the following solutions:
1. Translations:
X =
∂
∂x
, X =
∂
∂y
, X =
∂
∂z
, X =
∂
∂ξ
,
as well as any linear combination with constant coefficients of these four vector
fields;
2. Spatial rotations:
X = y
∂
∂x
− x ∂
∂y
, X = z
∂
∂y
− y ∂
∂z
, X = x
∂
∂z
− z ∂
∂x
;
3. Space-time rotations:
X = x
∂
∂ξ
+ ξ
∂
∂x
, X = y
∂
∂ξ
+ ξ
∂
∂y
, X = z
∂
∂ξ
+ ξ
∂
∂z
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4. Dilatations:
X = x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
+ ξ
∂
∂ξ
, or X = xµ
∂
∂xµ
;
5. Conformal (with respect to η) vector fields:
Xµ =
(
ηαβx
αxβ
) ∂
∂xµ
− 2ηµνxν
(
xσ
∂
∂xσ
)
, µ = 1, . . . , 4.
Let’s consider the flows generated by the above vector fields.
1. The translation vector fields generate flows as follows:
xµ
′
= xµ + aµ, aµ are 4 constants.
2. The spatial rotations generate ”rotational” flows inside the three planes
(x, y), (x, z) and (y, z) as follows:
x′ = x cos(s) + y sin(s) , x′ = x cos(s) + z sin(s) , y′ = y cos(s) + z sin(s)
y′ = −x sin(s) + y cos(s), z′ = −x sin(s) + z cos(s) z′ = −y sin(s) + z cos(s).
3. The space-time rotations generate the following flows:
x′ = x ch(s) + ξ sh(s), y′ = y ch(s) + ξ sh(s), z′ = z ch(s) + ξ sh(s),
ξ′ = x sh(s) + ξ ch(s), ξ′ = y sh(s) + ξ ch(s), ξ′ = z sh(s) + ξ ch(s).
Let’s concentrate for a while on the flow in the plane (x, ξ). It is obtained by
solving the equations
dx
ds
= ξ,
dξ
ds
= x.
Let xs=0 = x◦, ξs=0 = ξ◦. Then the solution is
x = x◦ch(s) + ξ◦sh(s) =
x◦ + th(s)ξ◦√
1− th2(s)
=
x◦ + βct◦√
1− β2 ,
ξ = x◦sh(s) + ξ◦ch(s) =
x◦th(s) + ct◦√
1− th2(s)
=
x◦β + ct◦√
1− β2 ,
where β2 = th2(s) ≤ 1, and s is fixed. The standard physical interpretation of
these relations is that the frame (x◦, ξ◦) moves with respect to the frame (x, ξ)
along the common axis x ≡ x◦ with the velocity v = βc, and since |β| ≤ 1
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then |v| ≤ c. It is important to have in mind that this interpretation requires
that c has the same value in all such frames.
4. The dilatation vector field generates the flow:
xµ
′
= axµ, a = exp(s) = const.
5. The conformal (with respect to η) vector fields generate the nonlinear
flows
xµ
′
=
xµ + dµη(x, x)
1 + 2η(d, x) + η(x, x).η(d, d)
,
where d is a 4-vector and its four components dµ are the four constants-
parameters of the special conformal transformations. Note that these trans-
formations may be considered as coordinate transformations only if the corre-
sponding denominators are different from zero.
These symmetry considerations show undoubtedly some analogy with the
symplectic mechanics: the canonical (q, p)-transformations defined as symme-
tries of the symplectic 2-form on T ∗(R3) determine symmetries of the hamilton
equations; in the same way, the transformations of R4, defined as (or generated
by) symmetries of the Hodge ∗-operator, are possible symmetry generators of
the equations where it participates.
5.4 Classical fields - general notions
5.4.1 Wave fields
From physical point of view when we talk about waves we mean propagation of
some disturbance, or perturbation, in a given medium. It is also assumed that
the perturbation does not alter the characteristic properties of the medium,
and the time-evolution of the perturbation depends on the medium properties
as well as on the specificities of the very perturbation. The waves are divided
to 2 classes: elementary (linear) and intrinsically coordinated (nonlinear). The
elementary waves are observed in homogeneous media and are generated by
perturbing the equilibrium state of the medium by means of small quantities
of external energy and momentum. The important properties of linear waves
come from the condition, that during the propagation of the initial distur-
bance throughout the medium the structure of the medium does not change
irreversibly, and the various such propagating perturbations do not interact
with each other substantially. From mathematical point of view this means
that the corresponding evolution equations, which are partial differential equa-
tions, describing such phenomena, are linear, so any linear combination with
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constant coefficients of solutions gives again a solution. In other words, the
set of solutions of such equations forms a real (finite or infinite dimensional)
vector space. Clearly, any attemt to use these waves as models of real spatially
finite time-stable physical objects having dynamical structure should be made
with great attention.
The intrinsically coordinated, or nonlinear, waves disturb more deeply the
medium structure, but the corresponding changes of the medium structure stay
reversible. When subject to several such perturbations, the medium responses
to the various disturbances are different in general, so the medium reorganiza-
tion requires more complicated intrinsic coordination. All this demonstrates
itself in various ways, depending on the medium properties and the initial per-
turbation. What we observe from outside is, that some important properties of
the initial perturbations are changed in result of the interaction. In some cases
we observe a time-stable coordination among the responding reactions of the
medium and if the corresponding formation is finite and time recognizable, we
may consider it as a new object. If this object keeps its energy and momentum
we frequently call the corresponding medium vacuum (with respect to the ob-
ject). Clearly, such objects can exist only in appropriate media. In such cases,
studying the objects, we get some information about the medium itself. From
mathematical point of view these waves are described by nonlinear equations,
so that a linear combination of solutions is not, as a rule, a new solution. The
huge variety of various such cases could hardly be looked at from a single point
of view, except when some most general features are under consideration.
It is important to note, that in both cases, linear and nonlinear, the per-
turbations are bearable for the medium in the sense, that they do not destroy
it. We are not going to consider here unbearable perturbations.
One common for every kind of waves characteristic is the polarization . The
polarization determines the relation between the direction of propagation (at
some point of the medium) and the direction of deviation from the equilibrium
state of the medium point considered. If these two directions are parallel we
say that the polarization is longitudinal, and if these directions are not parallel
(e.g. orthogonal) we say that the polarization is transverse. In general the
polarization depends on the space-time point, i.e., it is a local characteristic.
When the wave passes through some region of the medium, the points inside
this medium commit some displacements along some (usually closed) trajecto-
ries. If these trajectories are straight lines we say that the polarization is linear,
if they are circles we say the polarization is circular, etc. It is important to
note that the polarization is an intrinsic property of the system wave-medium,
therefore it is a very important characteristic for the corresponding theory. In
particular, the mathematical character of the object (scalar, tensor, spinor,
differential form, etc.), describing the wave, depends substantially on it. If the
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wave is linear, and the corresponding equation admits solutions with various
polarizations, then summing up solutions with appropriate polarizations we
can obtain a solution with a desired polarization.
Other common characteristics of the waves are the propagation velocity,
determining the energy transfer from point to point of the medium, and the
phase surface , built of all points, being in the same state with respect to the
equilibrium state at a given moment.
5.4.2 Solitary waves and solitons
The concepts of solitary wave and soliton appeared in physics as a nonlinear
elaboration - physical and mathematical - of the general notion for propagating
excitation in a medium. The following features will be mentioned:
I. PHYSICAL.
1. The medium is homogeneous, isotropic and has definite properties of
elasticity.
2. The excitation does not destroy the medium.
3. The excitation is physically finite and flexible:
-at every moment it is concentrated in a comparatively small volume of the
medium,
-it carries finite quantities of energy-momentum and of any other physical
quantity too,
-it keeps its spatial stress-strain structure, and may have appropriate time-
periodical dynamical structure,
4. The excitation is time-stable, i.e. at lack of external perturbations its
evolution does not lead to a self-ruin. In particular, the spatial shape of the
excitation does not (significantly) change during its propagation.
The above 4 features outline the physical notion of a solitary wave. A
solitary wave becomes a soliton if it has in addition the following property of
stability:
5. The excitation survives when collides with another excitation of the
same nature.
We make some comments on the features 1-5.
Feature 1 requires homogeneity and some elastic properties of the medium,
which means that it is capable to bear the excitation, and every region of it,
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subject to the excitation, i.e. dragged out of its natural (equilibrium) state, is
capable to recover entirely after the excitation leaves that region.
Feature 2 puts limitations on the excitations considered in view of the
medium properties: they should not destroy the medium.
Feature 3 is very important, since it requires finite nature of the excitations,
it enables them to represent some initial level self-organized physical objects
with dynamical structure, so that these objects ”feel good” in this medium.
This finite nature assumption admits only such excitations which may be cre-
ated and destroyed ; no point like and/or physically infinite excitations are
admitted. The excitation interacts permanently with the medium and if time
periodicity is available it can be interpreted as a measure of this interaction.
Feature 4 guarantees the very existence of the excitation in this medium,
and the shape keeping during propagation allows its recognition and identifi-
cation when observed from outside. This feature 4 carries in some sense the
first Newton’s principle from mechanics of particles to dynamics of continu-
ous finite objects, it implies conservation of energy-momentum and of other
characteristic quantities of the excitation.
The last feature 5 is frequently not taken in view, especially when one
considers single excitations. But in presence of many excitations in a given
region it allows only such kind of interactions between/among the excitations,
which do not destroy them, so that the excitations get out of the interaction
region (almost) the same. This feature is some continuous version of the elastic
collisions of particles.
II. MATHEMATICAL
1. The excitation defining functions Φa are components of one mathemati-
cal object (usually a section of a vector/tensor bundle), and for the soliton case
it depends most frequently on one spatial and one time independent variables.
2. The components Φa satisfy some system of nonlinear partial differential
equations (except the case of (1+1) linear wave equation), and admit some
”running wave” dynamics as a whole. Compatible with its spatial structure
internal dynamics is not excluded as a rule.
3. There are many, even infinite many in some cases, conservation laws.
4. The components Φa are usually localized functions with respect to the
spatial coordinate, and the conservative quantities are finite.
5. The multisoliton solutions, describing elastic interaction (collision), tend
to many single soliton solutions at t→∞.
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Comments:
1. Feature 1 introduces some notion of integrity: one excitation - one
mathematical object, although having many algebraically independent but dif-
ferentially interrelated (through the equations) components Φa.
2. Usually, the system of PDE is of evolution kind : the initial stress
configuration is kept during the evolution. The ”running wave” character of
the evolution may result in bringing Galilei/Lorentz invariance in correspon-
dence to the physical feature 4. The nonlinearity of the equations is meant to
guarantee the spatially localized (finite) nature of the solutions.
3. The infinite many conversation laws frequently lead to complete inte-
grability of the equations.
4. The spatially localized Φa represents the finite nature of the excitation.
5. The asymptotic behaviour at t → ∞ of a multisoliton solution mathe-
matically represents the elastic character of the allowed interactions, and so it
takes care of the stability of the physical objects being modelled.
The above physical/mathematical features are not always strictly accounted
for in the literature. For example, the word soliton is frequently used for a
solitary wave excitation. Another example, in optics the soliton behavior is
described by the corresponding amplitude of the solution.
We would like to note the following. As we mentioned above, one usually
makes use of this soliton terminology for spatially localized, i.e. going to zero
just at spatial infinity, but not spatially finite Φa, i.e. when the spatial support
of Φa is a compact set. In fact, all soliton solutions of the well known KdV,
SG, NLS equations are spatially localized and not spatially finite. This feature
may motivate, from theoretical point of view, some lack of satisfaction since
the creation of any soliton-like excitation would require infinite time in view
of the finite speed of propagation of any physical signal: there is no way to go
to infinity during finite time intervals. So, soliton solutions are rather approx-
imations than entirely correct models of real physical excitations, and, apart
from their (1 + 1)-dimensionality, they could hardly serve as adequate enough
models of real physical objects. Nevertheless, they may be used in the frame
of accuracy required by the corresponding application. It should be noted
however that the corresponding mathematics, developed during the past half
century, opens new directions and insights in the mathematical comprehension
of the physical world.
Finally, it is curious, that the linear (1+1) wave equation admits spatially
finite solitary wave and even soliton solutions of arbitrary spatial shape.
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5.4.3 Dynamical equations and conservation laws
Following our earlier considerations (Sec.4.1) we assume further that dynam-
ical equations must relate dynamical quantities. Recall that the dynamical
quantities, considered as characteristics of physical objects, must depend on
their proper/identifying characteristics, on one hand, and on their kinematical
characteristics, which describe their space-time evolution abilities, on the other
hand. The important moment is that these two kind of propertiesmust be com-
patible, i.e., consistent with each other, so, the first problem to face when we
want to build a theoretical description of a spatially structured physical object
is to point out the corresponding to its structure stress-strain characteristics,
and the time evolution of the corresponding dynamical quantities must keep the
initial stress-strain structure recognizable.
Looking back in time we see that the introduced about century and a
half ago energy-momentum quantities appear to be the most reliable and the
most universal ones. Besides their dynamical nature these quantities have the
exclusively important property to be conservative. The importance of this
property consists in its theoretical power: it allows to write down dynamical
equations according to the principle:
If some quantity of energy-momentum is lost by the physical
object A, the same quantity of energy-momentum must be
gained by another physical object B.
Accepting this principle as universally valid we must find the needed charac-
teristics of the two objects in terms of which to express the energy-momentum
lost by the object A and gained by the object B, and to write them on the
two sides of the equality sign ”=”.
When we apply this principle to spatially finite objects having dynamical
structure and propagating in the space as a whole we must have available its
corresponding local version. Every dynamical structure requires at least two
time-recognizable and interacting subsystems, so that the corresponding local
energy-momentum exchange to be appropriately understood and formally well
defined. Our view is based on the understanding that the time stability of the
dynamical structure rests on the time stability of the corresponding internal
exchange process(es). Moreover, these internal local exchange processes must
be strong enough in order to withstand the possible harm-causing disturbances
coming from the outside world.
We are going now to consider and comment some examples of field theories
as given in many textbooks and monographs.
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1. Scalar field Φ.
Let (M = R4, η) denote the Minkowski space-time manifold with sign(η) =
(−,−,−,+), standard coordinates, volume form and corresponding Hodge ∗-
operator as given in Sec.5.4. From formal point of view the usual approach
passes through defining lagrangian L and corresponding action integral A (in
standard coordinates) according to:
L = dΦ ∧ ∗dΦ = −η(dΦ,dΦ)ωo = −(dΦ)µ(dΦ)µdx ∧ dy ∧ dz ∧ dξ.
A =
∫
D
L = −
∫
D
(dΦ)µ(dΦ)
µωo,
where Φ(x, y, z, ξ), D is an appropriately defined space-time region. Now the
principle for minimal (or stationary) action requires δA = 0, where δA is
computed with respect to the variation of the field Φ. The commutation
between d and δ leads to the equation
ηµν
∂Φ
∂xµ∂xν
= 0, i.e. d ∗ dΦ = 0.
This is the well known D’Alembert wave equation. We are interested in
the following: Does this equation admit spatially finite and time-stable solu-
tions, so that such solutions to serve as models of propagating as a whole and
spatially finite real objects?. The positive answer to this question would be a
serious virtue from the point of view of its adequacy as model equation for
an important class of real objects, while the negative answer would make us
searching for new equations, having solutions with the desired properties. This
problem has been essentially solved in the 19-th century, and because of its
importance we shall give some explanatory comments.
Before to go to the general solution of the corresponding Cauchy problem
we give the following suggesting consideration. Since we aim to describe free
time-stable spatially finite propagating as whole in the 3-space with the speed
of light c objects, the simplest solution would look like Φ(x, y, z±ct), where, Φ
has to be spatially finite, and since the object is free, it may be assumed that
the propagation shall follow some straight line direction in the 3-space, so, it
is assumed this direction to be the z-coordinate. Substituting this function in
the equation we see that the second derivatives along z and along ξ = ct cancel
each other, so, with respect to (x, y) the function Φ must satisfy the equation
Φxx + Φyy = 0. From harmonic function theory, however, is known that such
finite and smooth functions do not exist.
Let’s consider the general case. We are interested in the Caushy problem,
i.e. in the behaviour of Φ at t > 0, if at t = 0 the function Φ satisfies the
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following initial conditions
Φ|t=0 = f(x, y, z), ∂Φ
∂t
∣∣∣∣
t=0
= F (x, y, z).
Further we assume that the functions f(x, y, z) and F (x, y, z) are finite, i.e.
they are different from zero in some finite connected region D ⊂ R3, which
corresponds to the above introduced concept of a real object. Besides, we
assume also that f is continuously differentiable up to third order, and F is
continuously differentiable up to the second order. Under these conditions an
unique solution Φ(x, y, z, t) of the above wave equation is defined, and it is
expressed by the initial conditions f and F by the following formula (called
sometimes Poisson’s formula):
Φ(x, y, z, t) =
1
4πc
{
∂
∂t
[∫
Sct
f(P )
r
dσr
]
+
∫
Sct
F (P )
r
dσr
}
,
where P is a point on the sphere S centered at the point (x, y, z) and a radius
r = ct, dσr is the surface element on Sr=ct.
The above formula shows the following. In order to get the solution at the
point (x, y, z), being at an arbitrary position outside the spatially finite and
usually topologically trivial region D, where the initial condition, defined by
the two functions f and F , is concentrated, it is necessary and sufficient to
integrate these initial conditions over a 2-sphere S, centered at (x, y, z) and
having a radius of r = ct. Clearly, the solution will be different from zero only
if the sphere Sr=ct crosses the region D at the moment t > 0. Consequently, if
r1 = ct1 is the shortest distance from (x, y, z) to D, and r2 = ct2 is the longest
distance from (x, y, z) to D, then the solution will be different from zero only
inside the interval (t1, t2).
From another point of view this means the following. The initially concen-
trated perturbation in the region D begins to expand radially , it comes to
the point (x, y, z) at the moment t > 0, makes it ”vibrate” ( i.e. our devices
show the availability of a field) during the time interval ∆t = t2− t1, after this
the point goes back to its initial condition and our devices find no more the
field. Through every point out of D there will pass a wave, and its forefront
reaches the point (x, y, z) at the moment t1 while its backfront leaves the same
point at the moment t2. Figuratively speaking, the initial condition ”blows
up” radially and goes to infinity with the velocity of light.
This mathematical result shows that every spatially finite initial condition
for this equation generates time-unstable solution, so this equation has no
smooth enough time-dependent solutions, which could be used as models of
time stable real objects. As for the static solutions, as it was mentioned earlier,
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such solutions also can not describe real time-stable finite physical objects
having dynamical structure.
Although the above action integral does not give direct physically sensible
solutions for the scalar field Φ, its optimal nature should not be neglected at
all. In fact, it is suggestive in the following sense.
First, it shows how in an optimal way we can come to a null 1-form
dΦ, η(dΦ,dΦ) = 0, or null vector field η˜(dΦ), on M in a quite general way,
and to associate with such a field corresponding dynamical quantities.
Second, it directly leads to a 1-dimensional completely integrable Pfaff
system defined by dΦ : d(dΦ) ∧ dΦ = 0.
Third, it suggests how to construct a completely integrable 3-dimensional
distribution (X1, X2, X3) on M , where 〈dΦ, Xi〉 = 0, and shows the way how
to choose one of the three vector fields representing this distribution, namely,
we can assume X3 = η˜
−1(dΦ), since 〈dΦ, η˜−1(dΦ)〉 = 0.
Finally, choosing the couple {X1, X2} to define space-like completely in-
tegrable distribution orthogonal to the spatial projection of the null vector
η˜−1(dΦ) we can easily come to a 3-dimensional distribution of special kind:
-{X1, X2} to be integrable,
-{X1, η˜−1(dΦ} and {X2, η˜−1(dΦ} to be NONintegrable.
Hence, if we put in {X1, X2} the essential physical information and require
η˜−1(dΦ) to be a local symmetry of {X1, X2}, then the 3-dimensional com-
pletely integrable distribution {X1, X2, η˜−1(dΦ)} may represent a propagating
along η˜−1(dΦ) physical object consisting of two recognizable subsystems math-
ematically represented by the subdistributions {X1, η˜−1(dΦ)} and {X2, η˜−1(dΦ)},
and dynamical structure, represented by the corresponding two curvature
forms measuring the nonintegrability of {X1, η˜−1(dΦ)} and {X2, η˜−1(dΦ)}.
If such a suggestion seems realistic in some cases, it should not be underesti-
mated from theoretical point of view.
2. Vector bundle valued differential p−forms
Here we are going to consider two vector bundles: V, dimV = r, and
W, on a manifold M, dimM = n. The field will be represented by a V-valued
differential p−form Φ onM , so we can say that Φ has r recognizable subobjects,
which are meant to represent the recognizable interacting subsystems of our
physical object. Note that every such subobject is a p−form, so, it can be
locally interpreted as a volume form through which something, e.g. a q−vector
denoted further by Z, may/will flow.
Locally, Z = Z i ⊗ ei is represented by
Z = Zσ1σ2...σq;i(x1, ..., xn)
∂
∂xσ1
∧ ∂
∂xσ2
∧· · ·∧ ∂
∂xσq
⊗ei(x1, ..., xn), σ1 < ... < σq,
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and Φ = αi ⊗ ei is represented by
Φ = Φiµ1µ2...µp(x
1, ..., xn)dxµ1 ∧ ... ∧ dxµp ⊗ ei(x1, ..., xn), µ1 < ... < µp ,
where i = 1, 2, ..., r, {e1, ..., er} is a local basis in Sec(V). A linear connection
∇ in V is given with exterior covariant derivative D in the Λ(M)-module ofV-
valued differential forms denoted further by Λ(M,V). Additionally, a bilinear
map ϕx : Vx ×Vx →Wx for every x ∈M is given, determining the algebraic
couplings between the subobjects of Φ. From physical point of view we could
say that ϕ determines which couples of subsystems of a larger complicated
physical system interact.
Recalling now the concept of attractiveness/sensitivity between vector val-
ued vectors and forms (Sec.1.4.2), we are ready to see how Φ changes along aV-
valued q-vector Z on M , with q ≤ p, computing the covariant ϕ-extended Lie
derivative L(∇,∇′,ϕ)Z (Φ) of Φ with respect to Z as given at the end of Sec.3.7.1.
Let {rm, m = 1, 2, ..., s} be a local basis of Sec.W, Γ and Γ′ be linear
connections in V and W respectively, with corresponding exterior covariant
derivatives D and D′. The indices k, j will take values {1, 2, ..., dimV}, the
indices m, l will take values {1, 2, ..., dimW}, and the greek indices µ, ν will
take values {1, 2, ..., dim(M)}. Denoting ϕ(ek, ei) = Amkirm we obtain
LϕZΦ = D′iϕZΦ− (−1)deg(Z)iϕZDΦ,
iϕZDΦ = A
m
kj
[
iZkdα
j + (−1)piZk(αi ∧ Γjiµdxµ)
]⊗ rm,
D′iϕZΦ =
[
d(AmkiiZkα
i) + (−1)(p−q)Alki(iZkαi ∧ Γ
′m
lµ dx
µ)
]
⊗ rm.
We consider now the case when Z and Φ are valued in the same vector
space V with basis {ei, i = 1, 2, ..., r}. So, ϕ is bilinear in V:
ϕ = ϕkijek ⊗ εi ⊗ εj, 〈εi, ej〉 = δij ,
and the covariant exterior derivatives reduce to the usual exterior derivative:
(D,D′)→ d on M , and the ϕ-extended Lie derivative becomes
LϕZΦ = d iϕZΦ− (−1)deg(Z)iϕZ dΦ.
Note that if the ϕ-modulated flow of Z across Φ is a closed form: diϕZΦ = 0,
then LϕZΦ reduces to the ϕ-modulated flow of Z across dΦ.
Clearly, if Φ is Z-attractive, then at least one of the corresponding coeffi-
cients ϕkij should be different from zero.
Specializing the bilinear map ϕ as tensor product, symmetrized tensor
product and antisymmetrized tensor product, we obtain respectively:
L⊗ZΦ = d i⊗ZΦ− (−1)degZi⊗Z dΦ,
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L∨ZΦ = d i∨ZΦ− (−1)degZi∨Z dΦ,
L∧ZΦ = d i∧ZΦ− (−1)degZi∧Z dΦ.
We shall give explicitly the cases of symmetrized and antisymmetrized ten-
sor product, dimV = 2, Z = Z1 ⊗ e1 + Z2 ⊗ e2 will be a V-valued 2-vector, so
degZ = 2, and Φ = α1 ⊗ e1 + α2 ⊗ e2 will be a V-valued 2-form.
L∨ZΦ =
[
d〈α1, Z1〉 − iZ1dα1
]⊗ e1 ∨ e1 + [d〈α2, Z2〉 − iZ2dα2〉]⊗ e2 ∨ e2
+
[
d〈α2, Z1〉 − iZ1dα2 + d〈α1, Z2〉 − iZ2dα1
]⊗ e1 ∨ e2,
L∧ZΦ =
[
d
(〈α2, Z1〉 − 〈α1, Z2〉)− (iZ1dα2 − iZ2dα1)]⊗ e1 ∧ e2.
We specialize now the above symmetrized expression for the case of Minkowski
space-time, V will be real 2-dimensional, also, let’s denote the 2-form α1 as F
and choose α2 = ∗F , finally let Z1 = η˜−1(F ) and Z2 = η˜−1(∗F ). So,
Φ = F ⊗ e1 + ∗F ⊗ e2, Z = η˜−1(F )⊗ e1 + η˜−1(∗F )⊗ e2.
The local ” ∨ ”-change of this Φ along the so defined Z looks as follows (ev-
erywhere µ < ν < σ):
L∨ZΦ = [d(F µνFµν)− F µν(dF )µνσdxσ]⊗ e1 ∨ e1
+ {d[(∗F )µν(∗F )µν ]− (∗F )µν(d ∗ F )µνσdxσ} ⊗ e2 ∨ e2
+ {2d[F µν(∗F )µν ]− F µνd(∗F )µνσdxσ − (∗F )µνdFµνσdxσ} ⊗ e1 ∨ e2.
If L∨ZΦ = 0, i.e., if Z is (∨, η)-symmetry of Φ, this mutual interaction between
F and ∗F is rather ”partnership”. In fact, then we have the equations
d(F µνFµν)− F µν(dF )µνσdxσ = 0,
d[(∗F )µν(∗F )µν ]− (∗F )µν(d ∗ F )µνσdxσ = 0
2d[F µν(∗F )µν ]− F µνd(∗F )µνσdxσ − (∗F )µνdFµνσdxσ = 0.
Since in the pseudoeuclidean case F µνFµν = −(∗F )µν(∗F )µν , from the first
two equations follows
F µν(dF )µνσ + (∗F )µν(d ∗ F )µνσ = 0,
which, under electromagnetic interpretation of F would mean, that the diver-
gence of the standard electromagnetic energy-momentum tensor
Qνµ = −
1
2
[FµσF
νσ + (∗F )µσ(∗F )νσ]
is equal to zero.
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In the null-field case, where F µνFµν = 0, F
µν(∗F )µν = 0, the above equa-
tions become equivalent to
LF¯F = 0, L∗¯F ∗ F = 0, LF¯ ∗ F + L∗¯FF = 0.
where F¯ , ∗¯F denote the metric-corresponding bi-vectors, i.e., the above (Z1, Z2).
Clearly, the third equation LF¯ ∗ F + L∗¯FF = 0 represents the idea for ”part-
nership” : what F loses is gained by ∗F , and vice versa : L∗¯FF = −LF¯ ∗ F .
Formally, since deg(d) = 1, we could write generalized equations in the
form
LϕZΦ− d iϕZΦ = (−1)deg ZiϕZdΦ = 0.
5.5 A note on Finiteness and Infinities
Let’s go back to the variational formulation of the description of a physical
object/system through the action integral and lagrangian 4-form. Usually, the
domain of integration looks like R3 × (t2 − t1), t2 > t1. In order this definite
integral to be well defined it is necessary the lagrangian 4-form to have com-
pact support, or to go rapidly enough to zero at spatial infinity. Since the
lagrangian function is built in terms of the corresponding field functions and
their derivatives we must be careful enough not to admit omissions in this
respect: the lagrangian 4-form must not have singularities, on one hand, and
must give non-zero value to the action integral, on the other hand. Unfortu-
nately, this mathematically important detail is not always fully respected: for
example, the widely used classical action integral for individual plane electro-
magnetic waves is zero since the lagrangian function (B2 − E2), been given
relativistically by 1
2
F µνFµν , is equal to zero. Hence, the local and the integral
action of these solutions is zero, and, somehow, this does not seem to generate
any concern in the theoretical physics community.
Another example of the kind comes from variational formulation of classical
mechanics. The lagrangian for a particle moving in an external field described
by the potential function U = U(x, y, z) is given by the expression L = T −U ,
where T is the kinetic energy of the particle. The corresponding equation of
motion requires change of T , so according to the energy conservation law this
change of T must lead to corresponding change in U , but U is static and does
not admit changes with time. Nevertheless, the variational formulation leads
to conservation of (T + U) : d
dt
(T + U) = 0, so, since U does not change with
time where the particle takes energy from? The fact that U may change from
point to point along the trajectory of the particle does not save the situation.
This sets very seriously the question: what essentially is the real/true sense of
U? Is it an integral energy of the external field, or something else. For example,
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in the electrostatic case is it possible to treat U as local/integral energy of the
field created by the central charge? Moreover, where is the field of the charged
particle moving in external field, this question is strongly motivated by the
undisputable fact that around every charge there is always region where the
field strength of the other charge is much weaker?
Assume that we want to compute the integral energy of a continuous free
physical object, and this is motivated by the energy conservation law: since our
object is free its integral energy must be an important integral characteristic
whatever happens inside among the object’s subsystems. According to Sec.4.4
we have to build some 3-form of the kind wdx ∧ dy ∧ dz, where w represents
the energy density of the object, and then to work out the integration over the
3-volume occupied by the object at some fixed moment.
Clearly, the very formulation of this task presumes its mathematical cor-
rectness: since this is definite integral the energy density w must be integrable
function, i.e. the integration to produce a finite number. Otherwise, in case
of infinite value of this integral, as it, for example, is in the case of plane wave
solutions of the Maxwell free equations, why should we trust the equations
giving such ”infinite energy” solutions. Clearly, such ”infinite energy” plane
waves can not be created. Recalling now that these ”infinite energy” electro-
magnetic plane wave solutions generate, according to the action integral, zero
local and integral action, on one hand, and infinite integral action according
to the formula:
”integral action”=”integral energy”×”time interval”=”∞”×”time interval”,
on the other hand, additionally complicates the situation.
We shall mention other two strange, from our point of view, moments
coming from gauge theory.
Every gauge field in theoretical physics is, in fact, a connection 1-form on
a principal bundle been projected on the base space of the bundle by means
of a local section of the bundle. As it is assumed in these theories, the stress-
energy-momentum tensor Tµν of the field is given as a bilinear tensor function
of the corresponding curvature: Tµν(R
i
αβ). This should imply, in accordance
with the rest of theoretical physics, that the gauge field Aiµ can exert influence
on the dynamical behavior of other physical objects only through the curvature
components. Nevertheless, possible direct influence by means of Aiµ is widely
accepted (covariant derivatives, Bohm-Aharonov effect, etc.). May be this is
just kinematical and not dynamical exert. In fact, the existence of normal
frames (i.e. frames with respect to which the connection components are zero
at a point, or along a not-selfintersecting curve) in the module of sections in
every vector bundle no matter if there is an action of the gauge group in the
standard fiber of the bundle, seriously suggests such an interpretation.
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The other moment is connected with the so called self-dual fields Φ = ∗Φ,
and corresponding instanton solutions. Two characteristic properties of these
solutions are:
1. they cannot exist on pseudoeuclidean 4-dimensional manifolds,
2. they have necessarily zero stress-energy-momentum tensor.
So, although their interesting mathematical properties, it is still not clear
if instanton-like physical objects can be physically detected and studied, or to
be just of methaphysical interest, at least for now.
Turning now to General Relativity we see that the situation here is similar
and in some sense more serious. Almost a century past from the appearance
of this theory and we still have no theoretically good enough expression for the
energy density of the free gravitational fields although the theory generically
needs the energy-momentum tensor of the other (nongravitational) fields, and
requires this energy-momentum tensor to be locally conservative, i.e. to have
zero divergence, although this does not lead to integral conservation when
there are no isometries. Moreover, every free gravitational field in this theory
requires zero Ricci scalar curvature R = gµνRµν = 0, and, consequently, zero
local action and zero integral action
Agrav =
∫
R
√
|det(gµν)|dx ∧ dy ∧ dz ∧ dξ = 0.
Another strange looking moment is that the trajectories of a particle, in fact of
a planet, do NOT depend at all on the planet’s real characteristics as a physical
object and on the possible interaction of the planet’s own gravitational field
with the external one, for example, the Sun-Earth system. All this makes it
difficult to understand why, on one hand, the predicted trajectories are so true,
and on the other hand, where the electric energy-momentum produced in a
water-power electric station comes from.
We’d like to note specially, that what quantity we shall talk about, ”en-
ergy” or some else, is not so essential. The important moment is that we must
have corresponding quantities in terms of which to describe the interaction
between physical objects and to understand the stability of a physical object
built of time-recognizable interacting subsystems. The point is that this quan-
tity ”energy” has proved its flexibility and ability to appropriate generalization
when needed, that’s why it is traditionally used as preferable kinematical and
interaction measure. Moreover, its conservative nature allows to write down
corresponding balance relations. In terms of such balance relations we can talk
about dynamical equilibrium, which is a basic concept in trying to understand
how physical objects/systems succeed to keep their identity under the perma-
nent internal interaction among their subsystems, on one hand, and under the
permanent attacks from the external world, on the other hand. In view of this,
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it seems not reasonable to leave off such kind of concepts as theoretical tools,
our view is that we must learn how to appropriately reformulate them in every
new physical situation in order to extend appropriately the existing harmony
among concepts used in the seriously tested theoretical constructions.
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Chapter 6
Classical Vacuum
Electrodynamics
6.1 Basic Concepts
6.1.1 Analysis of the Coulomb Law
This section presents an attempt to reconsider the long stayed problem of lo-
cally performed momentum exchange between a vacuum spherically symmetric
solution of Maxwell equations, which carries NO momentum and necessarily
conserves its energy, and another charged mass-particle which changes its me-
chanical momentum, so: where this mechanical momentum change goes to, or
comes from, if the whole system is assumed to be isolated? The main steps we
follow are:
1. To pay equal respect to both presenting fields connected to the two
charges.
2. Then to introduce a reasonable notion about local interaction between
the two fields at a given moment to in a way allowing to compute the corre-
sponding integral interaction energy U(to) as a function of corresponding
configurational parameters: masses, charges, distances.
3. Then, following the rule that any isolated system tends to con-
figurations with less values of U , the Coulomb force picture to appear as
a quasistatic decreasing of U : U(to) → U(t) < U(to), t > to only through
appropriate changes of some of the configurational parameter(s).
4. Corresponding changes of the kinetic mechanical energies of the two
particles to be considered as responsible for carrying away the decrease of U .
1. The Problem
Usually, theoreticians introduce the Coulomb force field starting with some
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field interpretation of the Coulomb force law: f = qQ
r2
, where q and Q are
the charges of two small bodies (usually considered as point-particles) and r
is the euclidean distance between them. Two fields EQ and Eq, considered as
generated correspondingly by each of the two charges Q and q, in corresponding
spherical coordinates (r, θ, ϕ) and (r¯, θ¯, ϕ¯) connected with each charge Q and
q, are defined by the relations
EQ =
f
q
∂
∂r
=
Q
r2
∂
∂r
and Eq =
f
Q
∂
∂r¯
=
q
r¯2
∂
∂r¯
·
We mention now the following:
• EQ and Eq are considered as vector fields (or identified by the euclidean
metric 1-forms), i.e. local objects, defined outside the regions ocupied
by two mass source objects of charge magnitudes Q and q.
• These fields are interpreted as force-fields in the sense of classical me-
chanics, acting directly on other mass particles carrying unit charges,
hence, the force acting on the (mq)-particle is qEQ and the force acting
on the (mQ)-particle is QEq.
• The mechanical behaviour of the mq−particle in the reference frame con-
nected with theQ-particle is defined by the Newton law p˙q = qEQ, where
pq is the mechanical momentum of themq-particle in this reference frame
(clearly, pQ = 0 in this frame). In the same way, the mQ-particle with
respect to the mq-particle frame, satisfies the corresponding dynamical
equation: p˙Q = QEq.
• Close to the q/Q-particle the field generated by the charge q/Q is much
stronger than the one generated by the Q/q-particle, so neglecting the
proper field of any of the two charges seems not correct.
Looking closer to the sitution we note that each of the dynamical equations
p˙q = qEQ, p˙Q = QEq
presupposes that the change of the mechanical momentum of the q/Q-particle
comes from (or goes to) the corresponding change of the momentum/energy
carried by the field EQ/Eq in accordance with the (presupposed by the local na-
ture of the above differential equations) local character of momentum/energy
transfer and with the universal momentum/energy conservation law. However,
such a justification assumes that each of the fields EQ/Eq carries non-zero
momentum. How much is this field momentum? This question requires corre-
sponding definition of the field momentum, which directs our attention to the
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theory based on Maxwell vacuum equations. Maxwell theory, however, gives
at least three objections to this understanding of the physical situation:
1o. Each of the fields EQ/Eq, considered as local object, i.e. vector
field, is STATIC, it satisfies Maxwell vacuum equations outside its source:
rotE = 0, divE = 0, and according to the theory, every such solution field
conserves its energy, and carries NO momentum with respect to the proper
frame of its generator;
2o. The static nature of the field forbids any time-changes of any field
characteristic;
3o. The field momentum density in Maxwell theory is proportional to the
Poynting vector, so, neither the electric field E nor the magnetic field B which
is missing in the static case, are allowed to carry momentum separately.
In general, every vacuum solution of Maxwell equations conserves its en-
ergy, momentum and angular momentum, so, NO vacuum solution (E,B)
should be allowed to participate directly as force generating agent
in the expression qE+ q
c
v ×B.
We see that from theoretical point of view for vacuum fields the usual
setting ”charged particle in external vacuum field” does not work: any such
field conserves its energy, momentum and angular momentum, therefore, the
”test particle” does NOT have any chance to gain directly from the external
field energy-momentum in a local way as supposed by the above differential
equations.
In view of the above, how to understand the experimentally observed
Coulomb force law from theoretical point of view in the frame of Maxwell
theory?
In an attempt to answer the above stated question we make the following
considerations. First, some clarifications concerning the structure and admis-
sible changes of the physical situation. We have two mass particles carring
electric charges q and Q. The two masses ”generate” two gravitattional fields
which are further neglected as physical field factors. The two charges ”gener-
ate” two electric fields: ωq denoted further just by ω, and ΩQ denoted further
just by Ω. The whole system is isolated and time stable, so, the two fields
and the two particles considered as inertia carrying mechanical objects, exist
consistently with each other.
Remark. We put the term ”generate” in commas no ocasionally, but inten-
tionally, because in this case the charge-field configuration we consider as the
real one, i.e., no charged particle can exist without such a field, and no such
a field can exist without charged particle, so, both the charge and the field
aspects of the situation should be paid equal respect.
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Since we consider electrostatic situation, no magnetic fields are assumed to be
present. The admissible changes, by assumption, do NOT lead to destruction
of any of the objects. Paying now due rspect to the Gauss theorem we have
to assume that each of the two fields is NOT defind inside the small regions
ocupied by the two sources. Therefore, at the moment to, the two fields ω
and Ω are defined on the topologically non-trivial space Σ = R3(Wq ∪WQ),
where Wq andWQ are the two small nonintersecting regions, treated further as
two R-distant balls with boundaries S2q and S
2
Q, occupied by the two particles.
The first question to answer is: how to specify the mathematical nature of ω
and Ω at this moment ?
2. The model structure
The nontrivial topology of Σ, which must be kept unchanged at t > to,
suggests to choose as local representatives of the two physical fields, namely,
the de Rham representatives ΘQ and Θq of the two cohomological classes. In
view of the expected spherical symmetry of the fields far enough from the
charges we may assume ΘQ = Ω+dα1, Θq = ω+dα2, and spherical symmetry
of Ω and ω with dΩ = dω = 0.
In carrying out this idea we introduce two spherical coordinate systems
(r, θ, ϕ) and (r¯, θ¯, ϕ¯), originating at the centers of WQ and Wq respectively,
so, recalling the end of Sec.2.10, the spherical symmetry away from the two
centers leads to assume dα1 = dα2 = 0, therefore, in regions away from the
two centers we may assume
ΘQ = Ω(r, θ) = h(r) sin θdθ ∧ dϕ, Θq = ω(r¯, θ¯) = h¯(r¯) sin θ¯dθ¯ ∧ dϕ¯.
Being representatives of corresponding cohomology classes, Ω and ω must sat-
isfy dΩ = 0 and dω = 0, so, h(r) = Const and h¯(r¯) = const. We denote
Const = Q and const = q. Now, the euclidean Hodge star operator ∗ and the
euclidean identification g˜ of vectors and covectors give
EQ = g˜
−1(∗Ω(r, θ)) = g˜−1
(
Q
r2
dr
)
=
Q
r2
∂
∂r
,
Eq = g˜
−1(∗ω(r¯, θ¯)) = g˜−1
( q
r¯2
dr¯
)
=
q
r¯2
∂
∂r¯
·
Going further we note that at every point of Σ the real stress is built of two
physical fields of the same physical nature, therefore, the resulted stress should
depend on the local mutual influence/interaction between the two stress gen-
erating fields. The point is how to model mathematically this local interaction
of the two fields? At this moment the Maxwell stress tensor
M ji = EiE
j − 1
2
E2δji =
1
4
(∗E)mn (∗E)mnδji − (∗E)im (∗E)jm
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helps us as follows.
Identifying the vector fields and 1-forms on Σ by means of g˜ and omitting
g˜, for the two Maxwell stress tensors we have
Mq ≡M(Eq) = Eq ⊗Eq − 1
2
E2q idTΣ,
MQ ≡M(EQ) = EQ ⊗EQ − 1
2
E2Q idTΣ.
Mathematically, each of these two tensors can be considered as a quadratic
map from the vector fields on Σ to (1, 1)-tensors, i.e. to the linear maps in the
linear space of vector fields. Each of our two fields generates such (1, 1)-tensor
field: M(ω) and M(Ω). Let’s assume that the real field F on Σ that generates
the real stress in Σ is the sum of Eq and EQ: F = Eq + EQ. Recall now that
every quadratic map Φ between two linear spaces generates a bilinear map TΦ
according to TΦ(x, y) = Φ(x+y)−Φ(x)−Φ(y), where (x, y) are corresponding
variables. So, in our case we can define corresponding bilinear map denoted
by T. We obtain
T(F) = T(Eq + EQ)− T(Eq)− T(EQ) = Eq ⊗EQ + EQ ⊗ Eq −EQ.Eq idTΣ.
In components we have correspondingly (here ”bar” means vector)
(Mq)
j
i = (Eq)i(E¯q)
j − 1
2
(E¯q)
2δji =
1
4
ωmn ω
mnδji − ωim ωjm,
(MQ)
j
i = (EQ)i(E¯Q)
j − 1
2
(E¯Q)
2δji =
1
4
Ωmn Ω
mnδji − Ωim Ωjm,
T
j
i (F) = (Eq)i(E¯Q)
j + (EQ)i(E¯q)
j − E¯q.E¯Q δji .
The tensor field (− 1
4π
T) may be called interaction stress tensor. In the
sections of the bundle T ∗Σ⊗ TΣ we have the trace form tr, and on Σ we have
the standard volume form ωo = dx∧dy∧dz. So we can form the object tr⊗ωo.
By definition, the two quantities w and U defined by
w = (tr ⊗ ωo)(− 1
4π
T) = − 1
4π
〈tr,T〉ωo = 1
4π
E¯q.E¯Qωo, and U =
∫
Σ
w
will be called interaction energy density and interaction energy for ω and Ω.
Clearly, w represents the mutual flow of Eq and EQ, and w and U may acquire
positive and negative values.
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3. Introducing admissible changes
Further we shall follow the rule:
An isolated (quasistatic) physical system of this kind tends to
configurations with less values of the integral interaction energy.
Hence, an intrinsically induced drifting should require time-decreasing δU
of U with respect to the configuration parametres (Q, q, R). Since by
assumption the topology of Σ must not change, Q and q must keep their
values. So, the only confgurational parameter allowed to change in time is R,
therefore, δU
δt
= δU
δR
δR
δt
< 0, where t denotes time.
In order to compute U we compute first w and obtain
w =
1
4π
E¯q.E¯Q ωo =
1
8π
(Ω ∧ ∗ω + ω ∧ ∗Ω) = − 1
8π
[
d
(q
r¯
Ω
)
+ d
(
Q
r
ω
)]
.
Remark. The above expression for the local interaction energy w clearly
shows that w has maximum value on the straight line connecting the two
charges. This suggests that the attracting/repelling force could be expected
to be directed along the same line since the derivatve of the interaction energy
is expectable to take its maximum value namely along the same line.
Since w is an exact 2-form we can make use of the Stokes theorem, so,
the integral over Σ is transformed to 2-dimensional surface integral over the
boundary ∂Σ of Σ:
∂Σ = S2(r,r¯)=∞ ∪ S2q ∪ S2Q.
On S2∞ the corresponding integrals have zero values. So, in the induced on ∂Σ
orientation, and denoting by Rq and RQ the radiuses of S
2
q and S
2
Q respectively,
we have
U =
q
2
1
4πR2Q
∫
S2q∪S
2
Q
R2QQ sinθ dθ ∧ dϕ
r¯
+
Q
2
1
4πR2q
∫
S2q∪S
2
Q
R2q q sinθ¯ dθ¯ ∧ dϕ¯
r
.
On S2q we have r¯ = const and
∫
S2q
Ω = 0. Similarly, on S2Q we have r = const
and
∫
S2
Q
ω = 0. Notice further that 1
r
is a harmonic function, so, at every point
p ∈ Σ it can be represented by its avarege value on the corresponding 2-sphere
centered at p. Now, the first integral reduces to integral over the 2-sphere S2Q
and it is equal to qQ
2R
, similarly, the second integral reduces to integral over
the 2-sphere S2q and has the same value,
qQ
2R
, where R is the euclidean distance
between the centers of the two small spheres. Thus, the computation gives
finally U = qQ
R
, where (q, Q,R) are treated as configuration parameters.
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Now, according to the above mentioned rule that δtU < 0, and that q and
Q do not change, we obtain:
1. for the case q.Q > 0 we shall have δtU = − qQR2 δtR < 0, so δtR > 0, i.e.
repulsion should be expected;
2. for the case q.Q < 0 we shall have δtU = − qQR2 δtR < 0, so δtR < 0, i.e.
atraction should be expected.
The above consideration clearly suggests the conclusion:
The Coulomb force law originates from available local interaction
between the two fields EQ and Eq under quasistatic time-changes of
the integral interaction energy U leading to minimization of U .
In fact, if U changes with time, then the change δtU = − qQR2 δtR must be
carried over to the mechanical kinetic energies of the two particles:
δt
(
p21
2m1
+
p22
2m2
)
= −δtU,
since, by assumption, there are no other energy consuming factors in the system
considered. So, the Coulomb force can be understood as an integral character-
istic of the system, therefore its field, i.e., spatially local, interpretation may be
reconsidered. On the other hand, in the corresponding spherical coordinates,
(Q. ∗ ω) and (q. ∗ Ω) look very much as δU , but this first-sight resemblance
should not mislead us. The difference is quite serious: (Q. ∗ ω) and (q. ∗ Ω)
are 1-forms, local objects on Σ by definition, while qQ
R2
δR is not local (with
respect to the coordinates) object, R is not the coordinate r and, contrary to
dr, δR is not 1-form on Σ. We may allow ourselves to call (ω) and (Ω), or
(∗ω) and (∗Ω), Coulomb fields but NOT Coulomb force fields because they
can NOT generate any direct local change of momentum, since as we
mentioned earlier, these fields conserve their energy, and their static
nature requires zero momentum. The local force of stress nature is given
in the theory by the divergence of the Maxwell stress tensor which is a non-
liner object, namely, a bilinear combination of the field components and their
derivatives.
The Coulomb force gets an admissible interpretation as an integral char-
acteristic of the system describing some integral tendences to minimization
of the integral interaction energy U of the two fields. Surely, ω and Ω carry
some local physical information but in a quite indirect manner: except spher-
ical symmetry (which, of course, is not specific only for electric fields) any of
these two local objects can not clarifiy the physical nature of the local changes
in the space when charged particles are around. In other words, from local
point of view, we could not identify ω and Ω as electric fields. Any topolog-
ically nontrivial region of the kind ”R3 minus a point” generates such fields,
170
so, the electric nature of the field can be proved only by means of additional
procedures concerning the integral structure of the system.
Also, the topological interpretation of ω and Ω suggests that the descrip-
tion is rather integral than local: although ω and Ω are local objects, in fact
they are just specially chosen representatives of integral characteristics of the
physical system considered: they specify the topology of the space where the
two fields are defined. For another example, the Newton gravitation force law
looks the same except the different interpretation of the corresponding topo-
logical numbers as masses, assuming only positive values. Following the same
argument, the Newton gravitation force law is of integral nature and shows
corresponding tendences except that the masses are always positive numbers
and repulsion is not allowed: U < 0. But this integral difference says too little
about the local physical nature of the two physically different field structures.
The above consideration makes us think that, from theoretical point of
view, the Maxwell stress tensor field is the right object in terms of which
local force (in fact stress) fields must be defined, namely, through computing
its divergence. If the field is free then this divergence is zero and represents
physically admissible local nonhomogenities, and any additional conditions
must be consistent with this zero divergence. In the static case for just one
field ω we shall have dω = 0, d ∗ ω = 0, so, the divergence must be zero:
∇iM ijdxj =
[
(∗ω)i(d ∗ ω)ik + 1
2
ωij(dω)ijk
]
dxk = (rotE)× E+ E divE = 0,
where
1
2
ωij(dω)ijkdx
k = E divE,
(∗ω)i(d ∗ ω)ikdxk = (rotE)× E, (x1, x2, x3) = (x, y, z),
and vectors and covectors are identified through the euclidean metric.
The situation seriously changes when we are going to consider indepen-
dent, self-consistent time-dependent, time-stable spatially finite and propagat-
ing in space physical objects of electromagnetic nature, namely, we have no
such topologically motivated suggestions to choose adequate mathematical ob-
jects been able to represent appropriately the corresponding physical stresses.
Hence, the mathematical model must be created on the basis of assumptions
of quite different nature, for example: requirements for definite and appropri-
ately defined integrability properties representing the object’s time stability;
experimentally proved and traditionally assumed straight-line propagation of
the energy-density; orthogonality of the electric and magnetic components of
the field suggesting absence of local interaction energy between the electric and
magnetic components or their new versions; some notion for internal energy
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redistribution during time-evolution, etc. In our view, in such cases, the eigen
and other algebraic properties of the corresponding stress-energy-momentum
tensor field should play a basic role, so, not the very fields, but their stress
tensor fields and the corresponding mutual stress tensors seem to be the right
objects in terms of which local force fields should be defined. If there is just
one free field then the divergence of the corresponding stress tensor is zero, rep-
resenting in this way the physically admissible local spatial nonhomogenities.
Any additional conditions must be consistent with this zero divergence. In the
special case of electric field E = g˜−1(∗ω) considered, this divergence is given
above. Note that, even in this very special static case, the field demonstrates
structure consisting of two recognizable subsystems, formally represented by
the differential forms (ω, ∗ω), while represented throughE, such a 2-component
nature is not easily recognizable. Such a 2-component nature of the field may
demonstrate itself as a characteristic property in the above mentioned time
dependent free field case, allowing corresponding time-stabalization through
an internal (ω ↔ ∗ω) energy-momentum exchange.
6.1.2 Interconnecting electric E and magnetic B fields
Following the development of experiment, theoretical and mathemetical physics
of the second half of the 19th century make some serious steps in building cor-
responding model of electromagnetic phenomena. Among these we mention
the following (further we consider only the vacuum case):
1. The electromagnetic phenomena in vacuum have field nature.
2. The mathematical description is based on a couple of two differentially
time-interconnectd vector fields (E,B) defined on the space (g,R3) × (R =
TIME), and having no TIME-directed components.
3. The time-change of each of (E,B) is generated by the spatial nonho-
mogenity of the other.
4. The infinitesimal flow of each of the vector fields (E,B) does not change
the infinitesimal 3-volume element ωo = dx∧dy∧dz =
√
det(gij)dx
1∧dx2∧dx3.
The leading idea in finding how each time-dependence is connected to the
corresponding spatial nonhomogenity is based classically on the assumption
that the time-change of the flow of each of the two vector fields (E,B) across
a finite 2-surface S with boundary ∂S is proportional up to a sign to the line-
integral of the g-corresponding to the other vector field 1-form on the the bound-
ary ∂S. The necessary coefficient c is understood as propagation velocity. The
sign choice comes from correspondence with the experiment. Finally, time is
external parameter not supposed to be involved in coordinate transformations.
In modern notation these assumptions lead to the followling relations.
First, the absolute character of the time parameter allows to write down the
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time changes of (E,B) simply as
E→ ∂E
∂t
=
∂Ei
∂t
∂
∂xi
B→ ∂B
∂t
=
∂Bi
∂t
∂
∂xi
·
Now the corresponding local flows should be represented by corresponding
differential 2-forms, and in terms of the Poincare isomorphism and the Hodge
∗, they are given by reducing the 2-forms
i
(
∂E
∂t
)
ωo =
∂
∂t
i(E)ωo =
∂
∂t
∗ g˜(E), i
(
∂B
∂t
)
ωo =
∂
∂t
i(B)ωo =
∂
∂t
∗ g˜(B)
on the 2-surface S considered, so, if ϕ : S → R3 is the imbedding, then the
two integrands are
ϕ∗
(
i
(
∂E
∂t
)
ωo
)
, ϕ∗
(
i
(
∂B
∂t
)
ωo
)
.
The two boundary line integrals are transformed to surface integrals accord-
ing to the Stokes theorem, so, the two integrands written down as differential
2-forms (as it should be) are just ϕ∗(dg˜(E)) and ϕ∗(dg˜(B)), where g˜(E) and
g˜(B) are the euclidean 1-form images of the two vector fields. Hence, deter-
mining the signs in correspondence with the experiment, the equations read
(we omit ϕ∗ since arbitrary not physical 2-surfaces are considered)
i
(
∂E
∂t
)
ωo = cdg˜(B), i
(
∂B
∂t
)
ωo = −cdg˜(E), LEωo = 0, LBωo = 0.
Remark. In order not to have misunderstanding, we note that the usual
notations we meet in some electrodynamics textbooks : E. ~ds and B. ~ds, which
are interpreted as local flows of E and B across a finite 2-surface and given
by scalar products, are not quite appropriate, since, formally speaking, scalar
product of two vectors does not produce differential 2-form. Moreover, the
2-surface S plays here just a helping role, it does not participate as a physical
exchange partner, and since E and B do not represent real energy flows, the
equations obtained have not local energy-momentum balance sense.
Another note that should be made here is the silent assumption that the
electric and magnetic components are time recognaizable during propagation
in the 3-space, so, the 2-dimensional distribution defined by (E,B) admits
local shuffling symmetry, i.e., a vector field Z such that E ∧ B ∧ Z 6= 0,
and the Lie brackets [E, Z] and [B, Z] are lineary representable by E and B.
Since the distribution (E,B, Z) on R3 is integrable by dimension considera-
tions, this would suggest to consider the integrability properties of the three
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2-dimensional subdistributions (E,B), (E, Z) and (B, Z) in order to obtain
explicit expressions for the expected interaction between E and B through the
corresponding curvature forms, as it is clearly suggested by the above stated
assumptions (1− 4).
6.2 Maxwell Equations: Nonrelativistic and
Relativistic forms
6.2.1 General features
In standard coordinates (x, y, z) the above equations acquire the form
rotE+
1
c
∂B
∂t
= 0, divB = 0,
rotB− 1
c
∂E
∂t
= 0, divE = 0,
further related to as Maxwell vacuum equations (MVE).
First we note, that because of the linearity of these equations if (Ei,Bi), i =
1, 2, ... are a collection of solutions, then every couple of linear combinations
of the form
E = aiEi, B = aiBi
(sum over the repeated i = 1, 2, ...) with arbitrary constants (ai) gives a new
solution.
Following Sec.5.3.2 the local dynamical characteristics are represented by
the Maxwell stress tensor M given as sum of the E-stress and B-stress by
M =M(E) +M(B) = E⊗ E− 1
2
E2.(g−1) +B⊗B− 1
2
B2.(g−1)
= E⊗ E+B⊗B− 1
2
(E2 +B2).(g−1),
or in components (recall the identification of contravariant and covariant tensor
fields by g˜ and g˜−1)
M ij = E
iEj +B
iBj − 1
2
(E2 +B2)δij ,
and by the Poynting vector
S =
1
c
(E×B).
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The energy density w of the field is defined by
w = −tr(M) = 1
2
(E2 +B2)
and the Poynting vector S defines two important features: the direction of
propagation at each point (x, y, z) and the local momentum of the field.
If the field is free then
∇iM ij = 0, and
∂w
∂t
= −div(S).
These definitions tacitly introduce the following important features of the
dynamical behavior of the field:
1. The stress-energy tensor of the electromagnetic field is a sum of the
stress-energy tensors of the electric and magnetic component-fields, so, there
is NO mutual (E,B)-interaction stress and (E,B)-interaction energy.
2. Non of the two component-fields (E,B) is able to carry separately local
momentum, although the two components are time-recognizable.
3. The direction of propagation of the field is orthogonal to each of of the
two component-fields (E,B).
6.2.2 Nonrelativistic duality
The important observation made by clever men at the end of 19th century, is
that the substitution
E→ −B, B→ E
transforms the first couple of the equations into the second couple, and, vice
versa, the second couple is transformed into the first one. This symmetry
transformation is called special duality transformation, or SD-transformation.
It clearly shows that the electric and magnetic components of the vacuum elec-
tromagnetic field are interchangeable and the interchange transforms solution
into solution. This feature of the electromagnetic field reveals its dual nature.
It is important to note that the SD-transformation does not change the
energy density w = 1
2
(E2 +B2), the Poynting vector S = 1
c
(E×B) , and the
(nonlinear) Poynting relation
1
c
∂
∂t
E2 +B2
2
= −div (E×B).
Hence, from energy-momentum point of view two dual solutions are indistin-
guishable.
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Note that this substitution may be considered as a transformation of the
following kind:
(E,B)
∥∥∥∥ 0 1−1 0
∥∥∥∥ = (−B,E).
The following question now arises naturally: do there exist constants (a, b,m, n),
such that the linear combinations
E′ = aE+mB, B′ = bE+ nB,
or in a matrix form
(E′,B′) = (E,B)
∥∥∥∥ a bm n
∥∥∥∥ = (aE+mB, bE+ nB),
form again a vacuum solution? Substituting E′ and B′ into Maxwell’s vacuum
equations we see that the answer to this question is affirmative iff m = −b, n =
a, i.e. iff the corresponding matrix S is of the form
A =
∥∥∥∥ a b−b a
∥∥∥∥ .
The new solution will have now energy density w′ and momentum density S′
as follows:
w′ =
1
2
(
E′
2
+B′
2
)
=
1
2
(a2 + b2)
(
E2 +B2
)
,
S′ = (a2 + b2)
1
c
E×B.
Obviously, the new and the old solutions will have the same energy and mo-
mentum if a2+ b2 = 1, i.e. if the matrix A is unimodular. In this case we may
put a = cosα and b = sinα, where α = const, so the transformation becomes
E˜ = E cosα−B sinα, B˜ = E sinα +B cosα.
This transformation is known as electromagnetic duality transformation, or D-
transformation. Note that the energy density and the Poynting vector stay
the same even if the above parameter α depends on the coordinates.
From physical point of view a basic feature of the D-transformation is,
that the difference between the electric and magnetic fields becomes non-
essential: we may superpose the electric and the magnetic vectors, i.e. vector-
components, of a general electromagnetic field to obtain new solutions. From
mathematical point of view we see that Maxwell vacuum equations , besides
the usual linearity mentioned above, admit also ”cross”-linearity, i.e. linear
combinations of E and B of a definite kind determine new solutions.
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On the other hand, any linear map φ : R2 → R2, having in the canonical
basis of R2 a matrix A, is a symmetry of the canonical complex structure I
of R2; we recall that if the canonical basis of R2 is denoted by (ε1, ε2) then
I is defined by I(ε1) = ε2, I(ε2) = −ε1, so A must satisfy A.I.A−1 = I.
We note also that I(ε1 ∧ ε2) = ε1 ∧ ε2, so, I is unimodular, i.e. it keeps the
volume ε1∧ε2 unchanged. Hence, the electromagnetic D-transformations
coincide with the unimodular symmetries of the canonical complex
structure I of R2. This important in our view remark clearly points out that
the canonical complex structure I in R2 should be considered as an essential
element of classical electromagnetic theory, so we should in no way neglect
it.
Finally we note that D-transformations change the two well known invari-
ants I1 = (B
2 − E2) and I2 = 2E.B in the following way:
I˜1 = B˜
2 − E˜2 = (B2 − E2) cos 2α+ 2E.B sin 2α = I1 cos 2α + I2 sin 2α,
I˜2 = 2E˜.B˜ = (E
2 −B2) sin 2α + 2E.B cos 2α = −I1 sin 2α + I2 cos 2α.
It is seen that even the SD-transformation, where α = π/2, changes these two
invariants: I1 → −I1, I2 → −I2. This shows that if these two invariants define
which solutions should be called different, then by making an arbitrary dual
transformation we will always produce different solutions, no matter if these
solutions carry the same energy-momentum or not. In general we always have
I˜1
2
+ I˜2
2
= I21 + I
2
2 ,
i.e. the sum of the squared invariants is a D-invariant.
These notices are in accordance with the above made assumption, that
the electromagnetic field, considered as one physical object, has two physically
distinguishable interrelated vector components, so the adequate mathematical
model-object must have two vector components and must admit 2-dimensional
linear transformations of its components, which should be closely related to
the invariance properties of the energy-momentum characteristics of the field.
Therefore, in the frame of this nonrelativistic 3-dimensional form of the theory
it seems reasonable to assume the following:
The electromagnetic field is mathematically represented on R3 by an R2-
valued differential 1-form ω, such that in the canonical basis (ε1, ε2) in R2 the
1-form ω looks as follows
ω = g˜(E)⊗ ε1 + g˜(B)⊗ ε2.
We recall that we identify the vector fields and 1-forms on R3 through the
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euclidean metric and we write, e.g., ∗(E∧B) = E×B. Also, we identify (R2)∗
with R2 through the euclidean metric.
Now we have to present Maxwell vacuum equations correspondingly, i.e. in
terms of R2-valued objects.
The above assumption requires a general covariance with respect to trans-
formations in R2, so, the complex structure I has to be introduced explicitly
in the equations. In order to do this we recall that the linear map I : R2 → R2
induces a map
I∗ : ω → I∗(ω) = E⊗ I(ε1) +B⊗ I(ε2) = −B⊗ ε1 + E⊗ ε2.
We recall also that every operator D in the set of differential forms is naturally
extended to vector-valued differential forms according to the rule D → D× id,
and id is usually omitted. Having in mind the identification of vector fields
and 1-forms through the euclidean metric we introduce now I in Maxwell’s
equations through ω in the following way (δ is the coderivative):
∗dω − 1
c
∂
∂t
I∗(ω) = 0, δω = 0.
Two other equivalent forms are:
dω − ∗1
c
∂
∂t
I∗(ω) = 0, δω = 0,
∗dI∗(ω) + 1
c
∂
∂t
ω = 0, δω = 0.
In order to verify the equivalence to Maxwell vacuum equations we compute
the marked operations. We obtain
∗dω − 1
c
∂
∂t
I∗(ω) =
(
rotE+
1
c
∂B
∂t
)
⊗ ε1 +
(
rotB− 1
c
∂E
∂t
)
⊗ ε2,
The second equation δω = 0 is, obviously, equivalent to
divE⊗ ε1 + divB⊗ ε2 = 0
since δ = −div.
We shall emphasize once again that according to our general assumption
the field ω will have different representations in the different bases of R2.
Changing the basis (ε1, ε2) to any other basis (ε1
′
, ε2
′
) by a linear map ϕ,
means, of course, that the field ω changes to ϕ∗ω and the complex structure
I changes to ϕIϕ−1. In some sense this means that we have two fields now:
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ω and I, but I is given beforehand. So, in the new basis the I-dependent
equations will look like
∗dϕ∗ω − 1
c
∂
∂t
(ϕIϕ−1)∗(ϕ∗ω) = 0.
If ϕ is a symmetry of I : ϕIϕ−1 = I, then we transform just ω to ϕ∗ω.
In order to write down the Poynting energy-momentum balance relation
we recall the product of vector-valued differential forms. Let Φ = Φa ⊗ ea and
Ψ = Ψb ⊗ kb be two differential forms on some manifold with values in the
vector spaces V1 and V2 with bases {ea}, a = 1, ..., n and {kb}, b = 1, ..., m,
respectively. Let f : V1 × V2 → W be a bilinear map valued in a third vector
space W . Then a new differential form, denoted by f(Φ,Ψ), on the same
manifold and valued in W is defined by
f(Φ,Ψ) = Φa ∧Ψb ⊗ f(ea, kb).
Clearly, if the original forms are p and q respectively, then the product is a
(p+ q)-form.
Assume now that V1 = V2 = R
2 and the bilinear map is the exterior
product: ∧ : R2 × R2 → Λ2(R2).
Let’s compute the expression ∧(ω,dω).
∧ (ω,dω) = ∧(E⊗ ε1 +B⊗ ε2,dE⊗ ε1 + dB⊗ ε2)
= (E ∧ dB−B ∧ dE)⊗ ε1 ∧ ε2
= −d(E ∧B)⊗ ε1 ∧ ε2 = −d(∗ ∗ (E ∧B))⊗ ε1 ∧ ε2 = ∗δ(E×B)⊗ ε1 ∧ ε2
= − ∗ div(E×B)⊗ ε1 ∧ ε2 = −div(E×B)dx ∧ dy ∧ dz ⊗ ε1 ∧ ε2.
Following the same rules we obtain
∧
(
ω, ∗1
c
∂
∂t
I∗ω
)
=
1
c
∂
∂t
E2 +B2
2
dx ∧ dy ∧ dz ⊗ ε1 ∧ ε2,
So, the Poynting energy-momentum balance relation is given by
∧
(
ω,dω − ∗1
c
∂
∂t
I∗ω
)
= 0.
Since the orthonormal 2-form ε1∧ε2 is invariant with respect to rotations (and
even with respect to unimodular transformations in R2) we have the duality
invariance of the above energy-momentum quantities and relations.
Note the following simple forms of the energy density
1
2
∗ ∧ (ω, ∗I∗ω) = E
2 +B2
2
ε1 ∧ ε2,
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and of the Poynting vector,
1
2
∗ ∧(ω, ω) = E×B⊗ ε1 ∧ ε2.
We make the following remark. Physically, we can get information about
the very fields just studying their physical appearence, i.e. by studying the
stress-energy properties of the field: these properties demonstrate themselves
through allowed losing and gaining stress-energy, i.e. interaction with other
physical objects but keeping the field identity.
From formal point of view, frequently, these propertieis are assumed to
be expressed by quadratic functions of the very field functions. In our case
here important such characteristics are the above mentioned two quantitis
I1 = (B
2 − E2), I2 = 2E.B, which transform under the A-action on the field
(E,B) according to
I ′1 = (a
2 − b2) I1 + 2ab I2, I ′2 = −2ab I1 + (a2 − b2) I2,
and the determinant of this transformation is (a2 + b2)2 6= 0. This shows that
the only case when these two invariants do not change under the action of A
is when they are zero, the so called ”null field”. We can say that NO non-null
field can be transformed to a null field by means of duality transformation,
and, conversely, NO null field can be transformed to a non-null field in this
way. The following two corollaries hold:
Corollary: If any couple inside (I1, I2, I
′
1, I
′
2) is zero, then the other couple
is also zero.
Corollary: If a 6= 0, b 6= 0, and (E,B) and (E′ = aE− bB,B′ = bE+ aB)
satisfy
rotX+
1
c
∂Y
∂t
= 0, divY = 0,
then they satisfy also
rotY − 1
c
∂X
∂t
= 0, divX = 0.
We consider now the problem: is there a joint action of the matrices of the
kind A on (E,B) and on the bases (ε1, ε2) such that the field ω to stay the
same, i.e., ω to be correspondingly equivariant? The answer is positive. In
fact, consider the new basis (e1, e2) given by
e1 =
1
a2 + b2
(aε1 − bε2), e2 = 1
a2 + b2
(bε1 + aε2).
Accordingly, A transforms the basis through right action by means of (A−1)∗ =
A/det(A). Then the ”new” field ω′(E′,B′) is, in fact, the ”old” field ω(E,B):
ω′ = E′ ⊗ e1 +B′ ⊗ e2 = (aE− bB)⊗ aε
1 − bε2
a2 + b2
+ (bE+ aB)⊗ bε
1 + aε2
a2 + b2
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= E⊗ ε1 +B⊗ ε2 = ω,
i.e., the ”new” field ω′(E′,B′), represented in the new basis (e1, e2) coincides
with the ”old” field ω(E,B), represented in the old basis (ε1, ε2).
6.2.3 Amplitude and Phase of a vacuum field
If the component-fields (E,B) are lineary independent, the triple (E,B,E×B)
defines a basis of the tangent (or cotangent) space at every point, where the
field is different from zero. We denote the corresponding frame by R′, so we
can write R′ = (E,−εB,−εE×B), where ε = −1 corresponds to motion from
−∞ to +∞ and ε = 1 corresponds to motion from +∞ to −∞.
Since the physical dimension of the third vector E × B is different from
that of the first two, we introduce the factor α
α =
1√
E2+B2
2
.
Making use of α, we introduce the so called electromagnetic frame :
R = [αE,−εαB,−εα2E×B] .
Hence, at every point we’ve got two frames: R, and the coordinate frame R0 =[
∂x, ∂y, ∂z
]
, as well as the corresponding co-frames R∗ and R∗0 = (dx, dy, dz).
We are interested in the invariants of the corresponding transformation matrix
M : R0 →R. It is defined by the relation R0.M = R. So, we obtain
M =
∣∣∣∣∣∣
αE1 −εαB1 −εα2(E×B)1
αE2 −εαB2 −εα2(E×B)2
αE3 −εαB3 −εα2(E×B)3
∣∣∣∣∣∣ .
We shall try to express the physically important concepts of amplitude and
phase as functions of the invariants of this matrix M. So, in all cases , where
this is possible, the invariant character of the so defined phase and amplitude
will be out of doubt. As it is well known, in general, every square (n×n)-matrix
L has n invariants J1, J2, ..., Jn, where Jk is the sum of all principle minors of
order k. The invariant J1(L) = L11 + ... + Lnn is the sum of all elements on
the principle diagonal, and the invariant Jn = det(L) is the determinant of the
matrix. In our case n = 3, so for the invariant J2 we get
J2 = det
∣∣∣∣m11 m12m21 m22
∣∣∣∣+ det ∣∣∣∣m11 m13m31 m33
∣∣∣∣+ det ∣∣∣∣m22 m23m32 m33
∣∣∣∣ .
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Denoting E = |E|,E = (E1, E2, E3) and B = |B|,B = (B1, B2, B3), for the
invariants we get
J1(M) = αE1 − εαB2 − εα2(E×B)3,
J2(M) = −εα2(E×B)3 + εα3
[
E× (E×B)
]2
+ α3
[
B× (E×B)
]1
,
J3(M) = α4(E×B).(E×B),
obviously, the invariants are physically dimensionless.
Now, if the couple (E,B) represents the field, we introduce the matrix
M(R) of the frame R =
[
αE,−εαB,−εα2(E×B)
]
and define the amplitude
A of the field, considered to have the physical dimension of energy-density, by
A(E,B) =
√
α−4J3(M) = |E×B|.
When the inequality
1
2
∣∣∣∣J1(M)− 1∣∣∣∣ ≤ 1,
holds, then the function arccos is defined on the expression on the left. In
these cases, by definition, the phase θ of the field (E,B) we define by
θ = arccos
[
1
2
[
J1(M)− 1
]]
.
Let’s now see when the basis R is normed, i.e. when
|αE| = 1, |αB| = 1, α2|(E×B)| = 1.
From the first two equations it obviously follows |E| = |B|, and from the third
equation it follows E.B = 0. In fact, writing down the third equation in the
form
|E|2 − 2|E||B||sinβ|+ |B|2 = 0
where β is the angle between E and B and expressing |E| as a function of |B|,
through solving this quadratic equation with respect to |E|, we obtain
0 < |E|1,2 = |B||sinβ| ± |B|
√
sin2β − 1.
This inequality is possible only if |sin2β| = 1, i.e. when E and B are, in
addition, orthogonal. Moreover, both relations |E| = |B|, E.B = 0 follow
from the third equation only: α2|E ×B| = 1. So, the normed character of R
leads to its orthonormal character, consequently, detM(R) = 1. Vice versa,
the requirement detM(R) = 1 leads to the orthonormal character of R.
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Corollary. The condition detM(R) = 1 requires null character of the
field: B2 = E2, E.B = 0.
The relations obtained suggest to define and consider the following 4-linear
map: R : R3 × R3 × R3 × R3 → R.
R(x, y, v, w) = det
∣∣∣∣∣∣
x1 y1 (v × w)1
x2 y2 (v × w)2
x3 y3 (v × w)3
∣∣∣∣∣∣ .
Making use of the vector algebra in R3 we come to the following relations:
R(x, y, v, w) = (x× y).(v × w) =
[
y × (v × w)
]
.x =
[
(v × w)× x
]
.y,
R(x, y, v, w) = −R(y, x, v, w),
R(x, y, v, w) = −R(x, y, w, v),
R(x, y, v, w) +R(x, v, w, y) +R(x, w, y, v) = 0,
R(x, y, v, w) = R(v, w, x, y),
R(x, y, x, y) = (x× y)2.
We note that this 4-linear map has all algebraic properties of the Riemannian
curvature tensor, therefore in the frame of this section, we shall call it det-
algebraic curvature . For the corresponding 2-dimensional curvature K(x, y),
determined by the two vectors (x, y) we obtain
K(x, y) =
R(x, y, x, y)
x2y2 − (x.y)2 =
(x× y)2
x2y2(1− cos2(x, y)) =
x2y2sin2(x, y)
x2y2sin2(x, y)
= 1.
Let (e1, e2, e3) be a basis. We compute the corresponding Ricci tensor Rik and
the scalar curvature R.
Rijkl = R(ei, ej, ek, el) = (ei × ej).(ek × el),
Rik =
∑
l
Rlikl = (ei × e1).(ek × e1) + (ei × e2).(ek × e2) + (ei × e3).(ek × e3),
R =
∑
i
Rii = 2
[
(e1 × e2)2 + (e1 × e3)2 + (e2 × e3)2
]
.
For our electromagnetic frameR we obtain the following non-zero components:
R12,12 = 4
|E|2.|B|2
(|E|2 + |B|2)2sin
2β,
R13,13 = R12,12.
2E2
E2 +B2
,
R23,23 = R12,12.
2E2
E2 +B2
,
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and for the scalar curvature we get
R(E,B) = 24
E2B2
(E2 +B2)2
sin2β.
After this short retreat let’s go back to the quantities phase and amplitude.
The above mathematical consideration suggests to try to relate these two con-
cepts with the notion of curvature in purely formal sense, namely as a 2-form
with values in the bundle LT (R3) of linear maps in the tangent bundle. Most
generally, a 2-form R with values in the bundle LT (R3) looks as follows
R =
1
2
Rkijldx
i ∧ dxj ⊗ ∂
∂xk
⊗ dxl.
We have to determine the coefficients Rkijl, i.e. we have to define a (3 × 3)-
matrix R of 2-forms. We define this matrix in the following way:
R =
∣∣∣∣∣∣
αE1dy ∧ dz −εαB1dy ∧ dz −εα2(E × B)1dy ∧ dz
αE2dz ∧ dx −εαB2dz ∧ dx −εα2(E × B)2dz ∧ dx
αE3dx ∧ dy −εαB3dx ∧ dy −εα2(E × B)3dx ∧ dy
∣∣∣∣∣∣ .
The columns of this matrix are the 2-forms ∗g˜(E), ∗g˜(B), ∗g˜(E×B), multi-
plied by the factor α at some degree in order to obtain physically dimensionless
quantities.
We are going to represent the amplitude and the phase of the field (E,B),
making use of this matrix. In order to get the same above given value for the
amplitude A of the field in these terms we can define it by
A = 1
α2
√
RijklRijkl − 2 =
1
α2
√
α2(E2 +B2) + α4(E×B).(E×B)− 2 = |E×B|.
In order to define the phase we first consider the 2-form tr ◦R. We get
tr ◦R = αE1dy ∧ dz − εαB2dz ∧ dx− εα2(E×B)3dx ∧ dy.
The square of this 2-form is
(tr ◦R)2 = α2
[
(E1)
2 + (B2)
2 + α2
[
(E×B)3
]2]
.
Now the phase θ of the field should be defined by
θ = arccos
[
±
√∣∣∣∣(tr ◦R)2 − 12
∣∣∣∣
]
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whenever the right-hand expression is well defined.
The above definitions are motivated by the null-field case, where the corre-
sponding orthonormal electromagnetic frame looks like (u,p are two functions)
αE =
(
u√
u2 + p2
,
p√
u2 + p2
, 0
)
, αB =
(
εp√
u2 + p2
,
−εu√
u2 + p2
, 0
)
,
α2E×B = (0, 0,−ε), J1 = 2u√
u2 + p2
+ 1.
So, for this case for the phase θ we obtain θ = arccos u√
u2+p2
·
We obtain that every null electromognetic field generates an isometry linear
map in every tangent and cotangent space where it is well defined, with respect
to the euclidean metric there. In fact the corresponding linear transformation
ϕ :
(
∂
∂x
,
∂
∂y
,
∂
∂z
)
→R
in this case is orthogonal, has determinant det(ϕ) = 1, and its trace satisfies
|tr(ϕ)| ≤ 3. As is well known, the euclidean isometries in an odd dimensional
space have at least one positive eigen value, which should be equal to 1. In the
3-dimensional case the corresponding 1-dimensional eigen subspace is unique
and, of course, invariant. So, the isometry ϕ reduces to 2-dimensional rotation,
and the corresponding rotation angle θ satisfies
cos(θ) =
1
2
[tr(ϕ)− 1] = u√
u2 + p2
·
In our case, this invariant subspace is defined, obviously, by α2E × B, so,
the allowed rotation is in the 2-dimensional subspace defined by the couple
(αE, αB).
6.2.4 Relativistic form of Maxwell equations.
The basic difference between the nonrelativistic and relativistic formulations
of the vacuum classical electrodynamics consists in the formal interpretation of
the time variable: while in nonrelativistic formulation the time variable t has
absolute, i.e. not dependent on the frame changes, charachter, in the relativistic
formulation it becomes ξ = ct, a coordinate variable, so, it is treated formally in
the same way as the space coordinates (x, y, z). Hence, the corresponding base
manifold becomes 4-dimensional, and endowed with pseudo-euclidean metric.
This pseudo-euclidean nature of the metric represents the understanding that
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no motions of physical mass objects with velocities v greater than or equal
to the velocity of light in vacuum ”c” are possible. So the corresponding
isometries naturally depend on a parameter β2 = v2/c2 allowing frame changes
with β < 1 only, which is consistent with the assumption that frames consist
of mass objects. This time coordinate we shall further denote by ξ = ct.
This new look at the processes in nature requires new formulation of the
equations in the theory: the 3-dimensional relations in the old theory must
be made consistent with the new mathematical strcture, called Minkowski
space-time, which we shall denote here by M . Moreover, the respect paid
to the objectivity of the physical processes of interaction in Nature requires
coordinate free formulation of the corresponding dynamical equations in the
theory. In view of this we approach the problem as follows.
First, we shall have in view that the free electromagnetic field has six scalar
componenets, i.e. it requires six functions of the space-time coordinates in
general for a full characterization, in standard coordinates they are the classical
components of the electric and magnetic vector feilds (or 1-form fields).
Second, we shall pay due respect to the classical hypotesis that the matem-
atical structure to be used must originate from the very Minkowski space-time,
since the time now is built in it. Formally, we have to look for a mathematical
object constructed form the tangent and cotangent objects on M .
Third, classical Maxwell equations require inter-dependence between the
electric and magnetic components, so, the new formulation must take care of
this. Also, the classical hypothesis that the flows of the electric and magnetic
vector fields do not change the 3-volumes and the course of time should be
carefully reconsidered.
Fourth, the classical understanding that the electric and magnetic inter-
acting partners exist consistently without available non-zero interaction energy,
as we see this in the corresponding Maxwell stress-energy tensor, has to be cor-
respondingly respected.
Fifth, the classical Poynting dynamical relation between the field energy
and momentum densities requires new formal identification of the interact-
ing and time recognizable partners because neither the electric nor the mag-
netic prerelativistic components are able separatly to carry local momentum.
Therefore, the new, relativistic, components must be identified in a manner
consistent with the understanding that each component must be able to carry,
besides energy, also momentum.
Finally, the new formulation should respect also the independence of the
Minkowski pseudo-matric and all objects constructed out of it on the field.
In view of the above mentioned features, presupposing that each new rel-
ativistic time-recognizable component must depend on both, the electric and
magnetic classical components, we identify them as follows. In general, each
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one must have six components, so, on a 4-dimensional manifold such objects
are the differential 2-forms and the 2-multivector fields. In view of the
-strong invariance of the exterior derivative ”d”,
-natural consideration of cotangent objects defined on submanifolds of M
as objects on the whole M ,
-at least local volume-form interpretation of a differential p-form on the
coresponding p-dimensional submanifold,
we choose the first option - the differential 2-forms.
Further in the section we consider R3, parametrized by (x, y, z), as a sub-
manifold of R4, where R3 is endowed with the euclidean metric g, which is the
”minus” of the corresponding induced by the Minkowski pseudometric η on
R4, and sign η = (−,−,−,+). The volume forms in standard coordinates are
correspondingly ω3o = dx ∧ dy ∧ dz and ωo = dx ∧ dy ∧ dz ∧ dξ.
Let E and B denote the electric and magnetic 3-vectors and g˜(E), g˜(B)
denote the corresponding euclidean 1-forms. We define the new mathematical
identification of the relativistic time-recognizable and interacting components
(or, partners) of the free electromagnetic field by means of the following two
differential 2-forms:
F = i(B)ω3o + g˜(E) ∧ dξ, G = i(E)ω3o − g˜(B) ∧ dξ.
So, the component identification is:
Fij = (i(B)ω
3
o)ij = (B3,−B2, B1), Fi4 = (E1, E2, E3), i < j = 1, 2, 3;
Gij = (i(E)ω
3
o)ij = (E3,−E2, E1), Gi4 = (−B1,−B2,−B3), i < j = 1, 2, 3.
Explicitly
F = B3dx∧ dy−B2dx∧ dz +B1dy ∧ dz +E1dx∧ dξ +E2dy ∧ dξ +E3dz ∧ dξ
G = E3dx∧ dy−E2dx∧ dz+E1dy ∧ dz−B1dx∧ dξ−B2dy ∧ dξ−B3dz ∧ dξ.
Also, recalling the isomorphism η˜ : T (M)→ T ∗(M) and its opposite η˜−1, then
E and B may be considered as vector fields on M as follows:
E = −η˜−1 ◦ i
(
∂
∂ξ
)
F, B = η˜−1 ◦ i
(
∂
∂ξ
)
G.
As it is seen, we may identify the vector field components of (E,B) considered
as vector fields on R3 and on M , so, η˜(E) = −g˜(E) and η˜(B) = −g˜(B).
Proposition. The two differential 2-forms F and G are interconnected by
the η-generated Hodge ∗-operator according to G = ∗F .
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Proof. It easily verified making use of the action of ∗-operator on the
canonical basis 2-forms of Λ2(M) (Sec.5.4).
Now, the basic equations for F and G = ∗F on regions where they are well
defined, i.e., away from charges and other continuous physical objects, were
given by H.Minkowski (www.minkowskiinstitute.org), and in modern notation
they read
dF = 0, d ∗ F = 0.
So, the time-recognizable two subsystems of a free electromagnetic field are rel-
ativistically described by two closed differential 2-forms on Minkowski space-
time. Since the components of F and ∗F are just differently arranged compo-
nents of E and B it is naturally to expect that the space-time change of each
will cause change of the other, provided the above equations hold. Locally, we
can always find two interdependent 1-forms A and A∗ such that
F = dA, ∗F = dA∗.
This possibility should not be considered as too arbitrary and not physically
motivated. Any physically justified relations come from experimantal observa-
tions and, therefore, shall be formulated in terms of admissible stress-energy-
momentum changes, i.e. changes which do NOT lead to destruction of the
field.
According to the properties of the ∗-operator (Sec.5.4) we always have the
relation ∗(4−p)◦∗p = −(−1)p(4−p)id. So, for p = 2 we obtain ∗2◦∗2 = −idΛ2(M).
In order always to have in mind some elementary properties of the Hodge ∗
we shall give them in a form of three corollaries:
Corollary. The Hodge ∗-operator on Minkowski space-time when reduced
to the space Λ2(M) of differential 2-forms generates complex structure.
Corollary. The relativistic equations for a free electromagnetic field are
invariant with respect to the transformation F → ∗F .
Corollary. The relativistic equations for a free electromagnetic field are
conformally invariant.
This third corollary holds since ∗2 is conformally invariant, i.e. a conformal
change of η through an arbitraray function : η → exp(f).η gives the same ∗2.
The required space-time recognizability of F and ∗F and the conformal
invariance of ∗2 allow to look at the mathematical identificaion of a free elec-
tromagnetic field in the frame of relativistic consideration as a R2-valued equiv-
ariant differential 2-form Ω in the following sense. Define the object Ω by
Ω = F ⊗ e1 + (∗F )⊗ e2,
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where (e1, e2) are the standard basis vectors in R
2. Since R2 carries the stan-
dard complex structure J : R2 → R2, given by
J(e1) = e2, J(e2) = −e1,
we obtain
(∗, J)Ω = (∗F )⊗ J(e1) + (∗ ∗ F )⊗ J(e2) = ∗F ⊗ e2 + (−F )⊗ (−e1) = Ω,
i.e. Ω is (∗, J)-equivarant: (∗, J)Ω = Ω. This property can also be written as
∗Ω = J−1 ◦ Ω. In terms of Ω the above two equations may be written as
dΩ = 0.
The recognizability of the two components of the field is guaranteed as
follows. Note, that the equation aF + b ∗ F = 0 requires a = b = 0. In fact,
if a 6= 0 then F = − b
a
∗ F . From aF + b ∗ F = 0 we get a ∗ F − bF = 0 and
substituting F , we obtain (a2+ b2) ∗F = 0, which is possible only if a = b = 0
since ∗F 6= 0 and ∗ is isomorphism. In other words, F and ∗F are lineary
independent.
Let now (k1, k2) be another basis of R
2 and let’s consider the 2-form Ψ =
G⊗ k1 + ∗G⊗ k2. We express (k1, k2) through (e1, e2) and obtain
G⊗ k1 + ∗G⊗ k2 = G⊗ (ae1 +me2) + ∗G⊗ (be1 + ne2) =
= (aG+ b∗G)⊗e1+(mG+n∗G)⊗e2 = (aG+ b∗G)⊗e1+∗(aG+ b∗G)⊗e2.
Consequently, mG+n∗G = a∗G− bG, i.e. (b+m)G+(n−a)∗G = 0, which
requires m = −b, n = a, i.e., the transformation matrix A is
A =
∣∣∣∣ a b−b a
∣∣∣∣ .
This matrix is a symmetry of J : J = A.J.A−1, so the class of admissible bases
in R2 must satisfy the condition to be an orbit of the group of invariance of J
through the canonical basis (e1, e2).
Additional requirement comes from physics as follows. In order to come
to it, we recall the product of 2 vector valued differential forms. If Φ and Ψ
are respectively p and q forms on the same manifold N , taking values in the
vector spaces W1 and W2 with corresponding bases (e1, ..., em) and (k1, ..., kn),
and ϕ : W1 ×W2 → W3 is a bilinear map into the vector space W3, then a
(p+ q)-form ϕ (Φ,Ψ) on N with values in W3 is defined by
ϕ (Φ,Ψ) =
∑
i,j
Φi ∧Ψj ⊗ ϕ(ei, kj).
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In particular, if W1 = W2 and W3 = R, and the bilinear map is scalar (inner)
product g, we get
ϕ (Φ,Ψ) =
∑
i,j
Φi ∧Ψjgij.
We introduce now the stress-energy-momentum tensor Q of the field, con-
sidered as a symmetric 2-form on M as follows:
(Q⊗ e1 ∧ e2) (X, Y ) = 1
2
∗ ∧
(
iXΩ, ∗iY J∗Ω
)
,
where X and Y are two arbitrary vector fields, iX is the interior product by
the vector field X , and J∗Ω = F ⊗ J(e1) + (∗F )⊗ J(e2). We obtain
iXΩ = X
µFµνdx
ν ⊗ e1 +Xµ(∗F )µνdxν ⊗ e2,
∗iY J∗Ω = ∗
[
Y µFµνdx
ν
]
⊗ e2 − ∗
[
Y µ(∗F )µνdxν
]
⊗ e1.
∧
(
iXΩ, ∗iY I∗Ω
)
= −XµY ν
[
FµσF
σ
ν + (∗F )µσ(∗F )σν
]
dx∧ dy∧ dz ∧ dξ⊗ e1 ∧ e2.
Finally,
1
2
∗ ∧(iXΩ, ∗iY J∗Ω) = XµY ν
[
−1
2
FµσF
σ
ν −
1
2
(∗F )µσ(∗F )σν
]
e1 ∧ e2.
The symmetric tensor in the brackets is by definition the stress-energy-momentum
tensor of the field.
Remark: Here and further the greek indices run form 1 to 4.
Let now Ω be of the above kind, Qµν be the stress-energy-momentum tensor
introduced above, and g be the canonical euclidean inner product in R2. Then
the class of bases in R2 we shall use will be required to satisfy also the following
equation
QµνX
µY ν =
1
2
∗ g
(
i(X)Ω, ∗i(Y )Ω
)
.
We develop the right hand side of this equation and obtain
1
2
∗ g
(
i(X)Ω, ∗i(Y )Ω
)
=
1
2
∗ g
(
i(X)F ⊗ e1 + i(X) ∗ F ⊗ e2, ∗i(Y )F ⊗ e1 + ∗i(Y ) ∗ F ⊗ e2
)
=
1
2
∗
[(
i(X)F ∧ ∗i(Y )F
)
g(e1, e1) +
(
i(X)F ∧ ∗i(Y ) ∗ F
)
g(e1, e2)+
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+
(
i(X) ∗ F ∧ ∗i(Y )F
)
g(e2, e1) +
(
i(X) ∗ F ∧ ∗i(Y ) ∗ F
)
g(e2, e2)
]
= −1
2
XµY ν
[
FµσF
σ
ν g(e1, e1) + (∗F )µσ(∗F )σνg(e2, e2)+
+
(
Fµσ(∗F )σν + (∗F )µσF σν
)
g(e1, e2)
]
= −1
2
XµY ν
[
FµσF
σ
ν + (∗F )µσ(∗F )σν
]
.
In order this relation to hold it is necessary to have
g(e1, e1) = 1, g(e2, e2) = 1, g(e1, e2) = 0,
i.e., we have to use orthonormal bases in R2. If, however, by some reasons,
we make use of nonorthonormal basis, we see that interaction stress-energy-
momentum between the two components F and ∗F of the form
Fµσ(∗F )σν + (∗F )µσF σν = 2Fµσ(∗F )σν = 2Fνσ(∗F )σµ
=
1
2
Fαβ(∗F )αβηµν = 2E.Bηµν
will appear and has to be taken into account.
6.3 Conserved Quantities
6.3.1 Some relations on Minkowski space-time
1. If α is 1-form on M and F is a 2-form on M the the following relation
holds:
∗(α ∧ ∗F ) = −αµFµνdxν .
We have:
α = α1dx+ α2dy + α3dz + α4dξ.
∗F = −F12dz∧dξ+F13dy∧dξ−F23dx∧dξ+F14dy∧dz−F24dx∧dz+F34dx∧dy.
We obtain:
α ∧ ∗F = (α1F14 + α2F24 + α3F34)dx ∧ dy ∧ dz
+ (α1F13 + α2F23 + α4F34)dx ∧ dy ∧ dξ
+ (−α1F12 + α3F23 − α4F24)dx ∧ dz ∧ dξ
+ (−α2F12 − α3F13 + α4F14)dy ∧ dz ∧ dξ
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∗(α ∧ ∗F ) = (−α2F21 − α3F31 − α4F41)dx
+ (−α1F12 − α3F32 − α4F42)dy
+ (−α1F13 − α2F23 − α4F43)dz
+ (−α1F14 − α2F24 − α3F34)dξ = −αµFµνdxν .
Remark: In the euclidean case we obtain ∗(α ∧ ∗F ) = αµFµνdxν .
2. Let now F be a 2-form and G be a 3-form, so ∗G will be a 1-form.
Making use of the above relation we obtain:
∗(F ∧ ∗G) = ∗(∗G ∧ F ) = − ∗ (∗G ∧ ∗ ∗ F ) = (∗G)ν(∗F )νµdxµ.
On the other hand, since
∗G = G123dξ +G124dz −G134dy +G234dx′
we obtain
∗(F ∧ ∗G) = (F 23G231 + F 24G241 + F 34G341)dx
+ (F 34G342 + F
14G142 + F
13G132)dy
+ (F 12G123 + F
14G143 + F
24G243)dz
+ (F 12G124 + F
13G134 + F
23G234)dz =
1
2
F µνGµνσdx
σ.
3. If G,F are 2-forms, G = ∗F , and recalling that the coderivative δ in
the case of Minkowski space-time satisfies δ = ∗d ∗ we obtain
∗(F ∧ ∗dF ) = − ∗ (F ∧ ∗d ∗ ∗F ) = − ∗ (F ∧ δ ∗ F ) = − ∗ (δ ∗ F ∧ F )
= ∗(δ ∗ F ∧ ∗ ∗ F ) = −(δ ∗ F )ν(∗F )νµdxµ = 1
2
F µν(dF )µνσdx
σ.
Also, replacing F with ∗F in this relation we obtain
∗(∗F ∧ ∗d ∗ F ) = −(δF )νFνµdxµ = 1
2
(∗F )µν(d ∗ F )µνσdxσ.
Finally, we also have
∗(δF ∧ F ) = (δF )ν(∗F )νµdxµ = 1
2
F µν(d ∗ F )µνσdxσ,
∗(δ ∗ F ∧ ∗F ) = −(δ ∗ F )νFνµdxµ = −1
2
(∗F )µν(dF )µνσdxσ.
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Composing the coderivative operator δp = (−1)p ∗−1 d∗p from the left and
from the right correspondingly with ∗p−1 and ∗−1p we obtain the following
commutation relations (the metric here is denoted by g):
∗p−1 ◦ δp = (−1)ind(g)+pd ◦ ∗p,
δ ◦ ∗p = (−1)p+1 ∗p+1 ◦dp → δ ◦ ∗2 = − ∗ ◦d2.
4. We give now the corresponding 3-dimensional form of these relations,
assuming that the two relativistic 2-forms (F, ∗F ) are expressed respectively
by the space-like vectors: (E,B)
δF =
[
−
(
rotB− ∂E
∂ξ
)
, divE
]
,
δ ∗ F =
[
−
(
rotE+
∂B
∂ξ
)
,−divB
]
,
Fµν(δF )
νdxµ =
1
2
(∗F )µν(d ∗ F )µνσdxσ
=
[(
rotB− ∂E
∂ξ
)
×B+ E divE, −E.
(
rotB− ∂E
∂ξ
)]
,
(∗F )µν(δ ∗ F )νdxµ = 1
2
F µν(dF )µνσdx
σ
=
[(
rotE+
∂B
∂ξ
)
× E+B divB, B.
(
rotE+
∂B
∂ξ
)]
Fµν(δ ∗ F )νdxµ = −1
2
(∗F )µν(dF )µνσdxσ
=
[(
rotE+
∂B
∂ξ
)
×B−E divB, −E.
(
rotE+
∂B
∂ξ
)]
(∗F )µν(δF )νdxµ = −1
2
F µν(d ∗ F )µνσdxσ
=
[(
rotB− ∂E
∂ξ
)
× E−B divE, B.
(
rotB− ∂E
∂ξ
)]
.
5. We give some additional relations. Let again F and G be two 2-forms
on Minkowski space-time, then we recall the relations
F ∧ ∗G = −1
2
FµνG
µνωo = −1
2
GµνF
µνωo = −1
2
FµνG
µν dx ∧ dy ∧ dz ∧ dξ.
F ∧G = −F ∧ ∗ ∗G = 1
2
Fµν(∗G)µνωo.
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If X is an arbitrary vector field we obtain
iX(F ∧ ∗G) = iXF ∧ ∗G+ F ∧ iX ∗G = −1
2
FµνG
µνiXωo.
∗iX(F ∧ ∗G) = ∗(iXF ∧ ∗G)− ∗(iX ∗G ∧ ∗ ∗ F )
= −XσFσ νGνµdxµ +Xσ(∗G)σ ν(∗F )νµdxµ
= −Xσ
[
Fσ
νGνµ − (∗G)σ ν(∗F )νµ
]
dxµ = −1
2
FµνG
µν ∗ iXωo.
∗iXωo = X1dx+X2dy +X3dz −X4dξ
= −X1dx−X2dy −X3dz −X4dξ = −Xµdxµ = −ηµνXµdxν .
Remark: For the euclidean case we obtain also ∗iXωo = −ηµνXµdxν .
So, the antisymmetries Fµν = −Fνµ and Gµν = −Gνµ lead to
∗iX(F ∧ ∗G) = Xσ
[
Fσ
νGµν − (∗G)σ ν(∗F )µν
]
dxµ.
Since X is arbitrary we obtain the well known identity
1
2
FαβG
αβηµν = Fµ
σGνσ − (∗G)σµ (∗F )νσ, or
1
2
FαβG
αβδνµ = FµσG
νσ − (∗G)µσ(∗F )νσ.
Substituting G = F and G = ∗F we obtain
1
2
FαβF
αβηµν = Fµ
σFνσ − (∗F )µ σ(∗F )νσ = (B2 − E2)ηµν = I1ηµν
1
2
Fαβ(∗F )αβηµν = 2Fµσ(∗F )ν σ = 2Fνσ(∗F )µ σ = 2E.Bηµν = I2ηµν .
6. Finally, recalling the stress-energy-momentum tensor Qµν for the field
(F, ∗F ), and making use of the above relations we easily obtain the important
and useful Rainich relation (see the proof in Sec.8.1):
QµσQ
νσ =
1
4
[(
1
2
FαβF
αβ
)2
+
(
1
2
Fαβ(∗F )αβ
)2]
δνµ, → QµνQµν = I21 + I22 .
From these Rainich relations it directly follows that the eigen values of the
stress-energy-momentum Qνµ are
λ1,2 = ±1
2
√
I21 + I
2
2 .
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For the eigen value equations for F and ∗F
det||F νµ − λδνµ|| = 0, det||(∗F )νµ − λ∗δνµ|| = 0
we obtain correspondingly
λ4 + I1λ
2 − 1
4
I22 = 0, (λ
∗)4 − I1(λ∗)2 − 1
4
I22 = 0.
The eigen values are
λ1,2 = ±
√
−1
2
I1 +
1
2
√
I21 + I
2
2 , λ3,4 = ±
√
−1
2
I1 − 1
2
√
I21 + I
2
2 ,
λ∗1,2 = ±
√
1
2
I1 +
1
2
√
I21 + I
2
2 , λ
∗
3,4 = ±
√
1
2
I1 − 1
2
√
I21 + I
2
2 .
If we denote for a while the eigen values of Qνµ by γ, the following relations
between (γ, λ) and (γ, λ∗) exist:
γ =
[
1
2
I1 + λ
2
]
, γ =
[
−1
2
I1 + (λ
∗)2
]
.
The formula at the end of Sec.1.5.1 gives the relations:
det‖Fµν‖ = det‖(∗F )µν‖ = 1
4
(I2)
2, det‖(F ± ∗F )µν‖ = (I1)2.
6.3.2 Conservation and dynamics
We are going to consider here what conservation laws one may obtain if the
field is mathematically identified by a vector bundle valued differential form
on the base space under the following conditions.
1. The base spaceMn is endowed with a (pseudo)riemannian metric g, and
the corresponding Levi-Civita covariant derivative ∇.
2. The vector bundle, denoted by τ , is real, r-dimensional and is endowed
with riemannian metric 〈 , 〉, and the corresponding exterior covariant deriva-
tive D and coderivative D.
The τ -valued differential p-forms will be denoted by Λp(M, τ) = Λp(M) ⊗
Sec(τ)), and the J (M)-module Sec(τ) may be denoted sometimes by Λ0(M, τ).
Making use of the notations Φ,Ψ ∈ Λ(M, τ), α ∈ Λp(M); σ, ρ ∈ Sec(τ);X ∈
X(M), and ωo denotes the g-generated volume form on the base manifold M ,
we recall the relations:
〈〈Φ,Ψ〉〉 = 〈〈α⊗ σ, β ⊗ ρ〉〉 = α ∧ β〈σ, ρ〉, 〈〈Φ, ∗Φ〉〉 ∈ Λn(M),
d〈ρ, σ〉 = 〈〈Dσ, ρ〉〉+ 〈〈σ,Dρ〉〉,
D(α⊗ σ) = dα⊗ σ + (−1)pα ∧Dσ, α ∈ Λp(M).
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The covariant coderivative D and the covariant Lie derivative LX are given by
Dp = (−1)ind(g)+np+n+1 ∗D∗p = (−1)p ∗−1 D∗p,
LXΦ = DiXφ+ iXDΦ,
where iXΦ = iX(α⊗ σ) = (iXα)⊗ σ, and ∗Φ = ∗(α⊗ σ) = (∗α)⊗ σ. Clearly,
LXΦ = LX(α⊗ σ) = (LXα)⊗ σ + α⊗DXσ.
Moreover,
LX〈〈Φ,Ψ〉〉 = 〈〈LXΦ,Ψ〉〉+ 〈〈Φ,LXΨ〉〉.
Let now our field be represented by Φ ∈ Λp(M, τ). We note that nowD and
D will respect the same commutation relations with the riemannian Hodge-∗.
We consider a lagrangian L representing the 〈 , 〉-flow of g˜(Φ) across ∗Φ:
L = 〈〈Φ, ∗Φ〉〉 ∈ Λn(M).
Let our field propagate along the (arbitrary) vector field X ∈ X(M). We want
to see how the lagrangian L changes along X .
LX〈〈Φ, ∗Φ〉〉 = 〈〈LXΦ, ∗Φ〉〉+ 〈〈Φ,LX ∗ Φ〉〉
= 〈〈LXΦ, ∗Φ〉〉+ 〈〈Φ, ∗LXΦ〉〉+ 〈〈Φ, [LX , ∗]Φ〉〉
= 2〈〈LXΦ, ∗Φ〉〉+ 〈〈Φ, [LX , ∗]Φ〉〉,
where [LX , ∗] = LX ◦ ∗ − ∗ ◦ LX . Further we obtain
〈〈LXΦ, ∗Φ〉〉 = 〈〈iXDΦ +DiXΦ, ∗Φ〉〉
= 〈〈iXDΦ, ∗Φ〉〉+ 〈〈DiXΦ, ∗Φ〉〉
= (−1)p〈〈DΦ, iX ∗ Φ〉〉+ d〈〈iXΦ, ∗Φ〉〉+ (−1)p〈〈iXΦ,D ∗ Φ〉〉.
(−1)p〈〈iXΦ,D ∗ Φ〉〉 = (−1)p〈〈iXΦ, ∗ ∗−1 D ∗ Φ〉〉 = 〈〈iXΦ, ∗DΦ〉〉,
(−1)p〈〈DΦ, iX ∗ Φ〉〉 = (−1)pn+n+1〈〈iX ∗ Φ,DΦ〉〉
= (−1)pn+n+1〈〈iX ∗ Φ,D ∗−1 ∗Φ〉〉
= (−1)ind(g)+pn+n+1〈〈iX ∗ Φ, ∗D ∗ Φ〉〉.
On the other hand, LX〈〈Φ, ∗Φ〉〉 = d[(∗〈〈Φ, ∗Φ〉〉)iXωo], so,
d
[
1
2
(∗〈〈Φ, ∗Φ〉〉)iXωo − 〈〈iXΦ, ∗Φ〉〉
]
=
1
2
〈〈Φ, [LX , ∗]Φ〉〉
+(−1)ind(g)+pn+n+1〈〈iX ∗ Φ, ∗D ∗ Φ〉〉+ 〈〈iXΦ, ∗DΦ〉〉.
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On the left hand side of this identity stays an exact n-form, so if the right
hand side becomes zero, we can in principle have conserved integral quantities
provided the field functions and the other participating object components
generate integrable integrands. The very physical interpretation could come
from appropriate interpretation of the vector field X .
The first requirment would be [LX , ∗] = 0, and since this requirment is
equivalent to [LX , ∗] = 0, then in order with every local symmetry of the
corresponding Hodge ” ∗ ” to associate a conserved quantity it is sufficient to
require
〈〈iX ∗ Φ, ∗D ∗ Φ〉〉 = 0, 〈〈iXΦ, ∗DΦ〉〉 = 0,
i.e., the two componenets Φ and ∗Φ of the field to have the same relation
to the local symmetry of the Hodge ∗ proposed by the vector field X . The
component form of these equations is
Xµ(∗Φ)aµν1...νn−p−1(D ∗ Φ)ν1...νn−p−1a = 0, XµΦaµν1...νn−p−1DΦν1...νn−p−1a = 0.
Equivalently, omitting the X-participation in the above expressions, these
equations can be written as follows (ν1 < ν2 < .... here and further):
ig˜(D∗Φ)(∗Φ) = 0↔ ig˜(Φ)DΦ = 0, i.e. Φν1...νpa (DΦ)aµν1...νpdxµ = 0
ig˜(DΦ)Φ = 0↔ ig˜(∗Φ)(D ∗ Φ) = 0, i.e. (∗Φ)ν1...νpa (D ∗ Φ)aµν1...νpdxµ = 0,
where the summations with respect to the bundle index a = 1, 2, ..., r and
the base manifold indices ν1 < ν2 < ... < νp are supposed to be made, also,
g˜ acts only on the base-form components of Φ to p-vector components like
this: g˜(Φ) = g˜(α⊗ σ) = (g˜(α))⊗ σ. The equivalent component form of these
equations in terms of the covariant coderivative D is
g˜(D ∗ Φ)ν1...νn−p−1a (∗Φ)aµν1...νn−p−1dxµ = 0, g˜(DΦ)ν1...νp−1a Φaµν1...νp−1dxµ = 0.
Making use of the relations ∗Dn−1 = (−1)nD ∗n−1, ∗iXωo = ±g(X), we obtain
also
∗d
[
1
2
(∗〈〈Φ, ∗Φ〉〉)iXωo − 〈〈iXΦ, ∗Φ〉〉
]
=
(−1)nδ
[1
2
(∗〈〈Φ, ∗Φ〉〉)εg(X)− ∗〈〈iXΦ, ∗Φ〉〉
]
, ε = ±1.
The sign of ε depends on the dimension of M as well as on the signature of
the metric, for dimM = 4 we have ε = −1.
Let’s consider, for example, the case of euclidean metric g, so that at any
point of M we may assume all gkk = 1, also let dim(M) = N = 4n, n =
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1, 2, ... <∞, Φ = ∗Φ, so degΦ = deg(∗Φ) = 2n and ωo = dx1 ∧ dx2 ∧ ...∧ dxN ,
the so called self-dual case. We obtain (”hat” means ommision)
∗iXωo = ∗
(
N∑
k=1
(−1)k+1Xkdx1 ∧ dx2 ∧ ... ∧ ˆdxk ∧ ... ∧ dxN
)
=
N∑
k=1
(−1)k+1(−1)N−kXkdxk =
N∑
k=1
(−1)N+1Xkdxk
= (−1)N+1
N∑
k=1
gkk
(
Xk
∂
∂xk
)
= (−1)N+1g˜(X) = −g˜(X).
Consider now the expression inside the brackets. For the first term we obtain
1
2
(∗〈〈Φ, ∗Φ〉〉)(−g˜(X)) = 1
2
(∗〈〈Φ, ∗Φ〉〉) ∗ iXωo = 1
2
∗ (iX〈〈Φ, ∗Φ〉〉)
=
1
2
[
〈〈iXΦ, ∗Φ〉〉+ 〈〈Φ, iX ∗ Φ〉〉
]
=
1
2
[
〈〈iXΦ, ∗Φ〉〉+ 〈〈iXΦ, ∗Φ〉〉
]
=
1
2
∗ 2〈〈iXΦ, ∗Φ〉〉 = 〈〈iXΦ, ∗Φ〉〉.
So, in this special case we see that the quantity inside the brackets at the end
of the previuos page, which is an analog of the energy-momentum tensor in
the pseudo-euclidean case, is zero by pure algebraic reasons, so it could hardly
represent important characteristics of self-dual fields: Φ = ∗Φ.
Another example, letMn be also of dimension n = 4k, k = 1, 2, ... <∞, but
ind(g) is odd, as in relativistic theories where n = 4 and ind g = 3. (Further
we denote by the same letter the g˜-corresponding objects.) Observe, that in
such a case the restriction of the corresponding Hodge ∗ to 2k-forms satisfies
∗ ◦ ∗2k = (−1)ind(g)+2k(4k−2k)id = −id, so, ∗2k defines a complex structure in
Λ2k(M)(x), x ∈ M . In such a case it is impossible to have Φ ∈ Λ2k(M) to be
equal to ∗Φ, since the equality Φ = ∗Φ leads to Φ = −Φ, i.e. Φ = 0). Since
iXΦ is of odd degree (2k − 1) now, and in view of the easily verified relations
∗〈〈Φ, ∗Φ〉〉 = (−1)ind(g)g(Φ,Φ) ∗ ωo = −Φν1...ν2kΦν1...ν2k , ν1 < ν2 < ... < 2k,
∗〈〈iXΦ, ∗Φ〉〉 = −XσΦσ ν1...ν2k−1Φν1...ν2k−1µdxµ = XσΦσ ν1...ν2k−1Φµν1...ν2k−1dxµ
we obtain in components
δ
[1
2
Φaν1...ν2kΦ
ν1...ν2k
a X
σgσµdx
µ −XσΦaσν1...ν2k−1Φν1...ν2k−1aµ dxµ
]
.
Denoting now
Tµν ≡ 1
2
Φaν1...ν2kΦ
ν1...ν2k
a gµν − Φa ν1...ν2k−1µ Φa νν1...ν2k−1,
198
for the case X is local isometry so that ∇µXν + ∇νXµ = 0, i.e. ∇µXν is
antisymmetric and LX(∗) = 0, on the solutions of the above equations, in
view of the symmetry of Tµν , we obtain
Xµ∇νT νµ = 0, i.e. d ∗ (XµTµνdxν) = 0,
which is standard relation in classical field theories on Minkowski space-time.
So, on Minkowski space-time we can always construct such closed 3-forms
∗(XµTµνdxν), and to interpret correspondingly the computed integral con-
served quantities, provided the spatial 3-integrals are finite.
Making use of the easily extension to 2k-forms of the above identity, proved
in the previous section for 2-forms on Minkowski space, (ν1 < ν2 < ...)
1
2
Φaν1...ν2kΦ
ν1...ν2k
a δ
β
α = Φ
a
αν1...ν2k−1
Φβν1...ν2k−1a − (∗Φ)aαν1...ν2k−1(∗Φ)βν1...ν2k−1a ,
we can write
T νµ = −
1
2
[
Φaµν1...ν2k−1Φ
νν1...ν2k−1
a + (∗Φ)aµν1...ν2k−1(∗Φ)νν1...ν2k−1a
]
.
Assume the metric g does not depend on the field, then this form of T νµ clearly
suggests the following:
1. Our field is mathematically represented by two recognizable components:
Φ and ∗Φ.
2. The full stress-energy-momentum is a sum of the stress-energy-momentum
carried by each of the two components Φ and ∗Φ.
3. There is NO internal interaction stress-energy-momentum.
Conclusion: If the two components Φ and ∗Φ satisfy the above equations
and exchange energy-momentum at all, then the exchange process must realize
local dynamical equilibrium: each of the components must gain locally the same
energy-momentum from the other as it gives to it locally.
In fact, the local energy-momentum changes of the two components are
given by the flows of the two components considered as vector bundle valued
p-multivector fields Φ and ∗Φ through the corresponding (p+1)-formsDΦ and
D ∗ Φ and are given by the 1-forms Φν1...νpa (DΦ)aµν1...νpdxµ and (∗Φ)ν1...νpa (D ∗
Φ)aµν1...νpdx
µ. The zero values of these two flows say that the ballance between
loss and gain of each component is zero.
On the other hand, the components of Φ participate in ∗Φ too, so, some
kind of interaction is expectable, and the important problem is how much is
the corresponding inter-exchanged energy-momentum along both directions,
from Φ to ∗Φ and from ∗Φ to Φ. A natural answer to this question-problem
is to consider the flows of each component-field g˜(Φ) and g˜(∗Φ) across the
generated by the other component-field τ -valued (p + 1)-forms, respectively,
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DΦ and D ∗ Φ, which flows, making use of the bundle metric, shall be given
by
Φν1...νpa (D ∗ Φ)aµν1...νpdxµ, (∗Φ)ν1...νpa (DΦ)aµν1...νpdxµ, p = 2k.
Hence, if our base manifold has a distinguished time direction so that we
could speak about dynamical behaviour of the field considered, the possible
consistent system of dynamical equations for the field represented by (Φ, ∗Φ)
could read (p = 2k, ν1 < ν2 < ... < ν2k+1)
Φν1...νpa (DΦ)
a
µν1...νpdx
µ = 0,
(∗Φ)ν1...νpa (D ∗ Φ)aµν1...νpdxµ = 0,
Φν1...νpa (D ∗ Φ)aµν1...νpdxµ + (∗Φ)ν1...νpa (DΦ)aµν1...νpdxµ = 0.
So, Φ and ∗Φ are D-autoclosed.
6.3.3 External and internal local interaction through
curvature forms
We are going to describe a possible formal approach to local physical interac-
tion taking place inside a spatially distributed physical object, formally rep-
resented by a distribution. The basic idea of the corresponding mathematical
scheme is: the initial spatial stress-strain structure of the object to be appropri-
ately integrable, and the internal Frobenius curvature forms to be identified as
energy-momentum transfering agents between any two interacting, i.e., energy-
momentum exchanging and time-recognizable, subsystems. So, the mathemat-
ical concept of integrability of distributions we are going to physically interpret
as dynamical equilibrium between the physical system and the outside world,
and in this sense, guaranteeing its time stability. If such a dynamical equi-
librium exists and is time stable, i.e., if all existence needs of the system are
provided and it can keep itself ricognizable, we could speak about isolated or
free system. On the other hand, the energy-momentum exchange between any
two subsystems of our physical field we are going to mathematically interpret
in terms of the corresponding curvature forms that can be associated with
available nonintegrability of the corresponding subdistributions.
The first thing that we have to explain seems to be why distributions? The
answer is based on the dynamical nature of a vector field, i.e., on its ability to
generate flows, or families of local diffeomorphisms, in other words, transfor-
mations which preserve all properties of the corresponding manifold. In the
physical world we detect energy-momentum flows from one physical system
to another, and any such flow we are going to mathematically interpret as
generated locally by an appropriate vector field. So, an isolated (in the above
sense) and time-evolved physical system appears to us as an appropriately
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interconnected system of such energy-momentum flows, and this time-stable
interconnection among the flows guarantees the system’s recognizability and
time stability. Therefore, we consider the mathematical concept of distribu-
tion, or differential system, on an appropriate manifold as a good mathematical
concept to start with.
Let’s sketch now the formal picture. We denote by Mn, or just by M , a
n-dimansional real manifold. Let the vector fields {X1, X2, ..., Xp} define a
p-dimensional distribution ∆p(M) on M , and the corresponding dual codistri-
bution ∆∗p(M) be represented by the 1-forms {α1, α2, ..., αp}. So, at every point
x ∈ M we have two dual spaces with corresponding bases Xi(x), i = 1, 2, ..., p
and αj(x), j = 1, 2, ..., p.
On the other hand, let the (n − p)-dimensional system of vector fields
∆n−p(M) = {Y1, Y2, ..., Yn−p} be such that at every point x ∈M the following
relation to hold: Tx(M) = ∆
p(x) ⊕ ∆n−p(x), x ∈ M . In such a case we can
write also T ∗x (M) = ∆
∗
p(x) ⊕ ∆∗n−p(x), x ∈ M , where ∆∗n−p(x) is generated
by {β1(x), β2(x), ..., βn−p(x). Hence, we obtain another couple of dual spaces
at x ∈ M , namely, {Y1(x), Y2(x), ..., Yn−p(x)} and {β1(x), β2(x), ..., βn−p(x)}.
These objects satisfy
〈βm, Xi〉 = 0, 〈αi, Ym〉 = 0 , i = 1, ..., p , m = 1, ..., n− p.
If now our physical system is represented by ∆p(M) = {X1, X2, ..., Xp}, we
always can build the other three distributions ∆n−p(M), ∆∗p(M) and ∆
∗
n−p(M).
The corresponding curvature forms ΩX and ΩY are given by (Sec.3.2.3)
Ω(X) = −dβk ⊗ Yk, k = 1, ..., n− p
Ω(Y ) = −dαi ⊗Xi, i = 1, ..., p.
The quantity
D
(p+1,n)
(1,p) =
p∑
i<j=1
iXi∧XjΩ(X) =
p∑
i<j=1
βk([Xi, Xj])Yk,
represents the sum of the flow generators from ∆p(M) to the (n-p)-dimensional
”outside world” ∆n−p(M), and the quantity
D
(1,p)
(p+1,n) =
n−p∑
k<l=1
iYk∧YlΩ(Y ) =
n−p∑
k<l=1
αi([Yk, Yl])Xi
represents the sum of the flow generators from the ”outside world” ∆n−p(M)
into ∆p(M).
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The introduced in Sec.3.2.3 CI-operators, representing the corresponding
transfers of the quantities carried by the flow generators, for example energy-
momentum, are given by the flows of D
(p+1,n)
(1,p) and D
(1,p)
(p+1,n) through the corre-
sponding volume forms, i.e. the corresponding interior products:
D
(p+1,n)
(1,p) ≡ iD(p+1,n)
(1,p)
(β1 ∧ β2 ∧ ... ∧ β(n−p))
D
(1,p)
(p+1,n) ≡ iD(1,p)
(p+1,n)
(α1 ∧ α2 ∧ ... ∧ αp).
We assume further that a dynamical equilibrium with the external world
will always hold. Our purpose now is to see what happens inside the physical
system ∆p(M). Generalizing the classical concept ”flow of a vector field across
a 2-surface”, we introduce some terminology.
Let Z be a p-multivector field and Φ be a q-differential form on the manifold
M , and let p ≤ q.
- the quantity iZ(Φ) will be called algebraic flow of Z across Φ, and if
iZΦ 6= 0 then Φ is Z-attractive, or, Z is Φ-sensitive,
- the quantity iZ(dΦ) will be called differential flow, or dynamical flow of
Z across Φ, and if iZdΦ 6= 0 then dΦ is Z-attractive, or, Z is dΦ-sensitive.
-the quantity LZΦ will be called Lie flow of Z across Φ. If LZΦ = 0 then
Z will be called symmetry of Φ, and if LZΦ 6= 0 then Φ is (Lie, Z)-attractive,
or, Z is (Lie,Φ)-sensitive.
Note the very suggestive relation between Lie flow and differential flow
(Sec.2.8.3):
LZΦ− d(iZΦ) = −(−1)deg ZiZdΦ.
These concepts are naturally extended to E1-valued p-vectors and E2-valued
differential forms with respect to a bilinear map ϕ : E1 ×E2 → F (Sec.2.8.4).
Let now the two, may nontrivially intersected, distributions ∆p1 and ∆
p
2 be
represented by the two p-multivector fields Z1 and Z2 respectively, and the
p-forms Φ1 and Φ2 represent the corresponding codistributions, i.e. at every
point x ∈ M the space Φ1x is the dual space to (∆p1)x and Φ2x is the dual space
to (∆p2)x. So, we can form the expressions i(Z1)Φ
1, i(Z2)Φ
2, i(Z1)Φ
2, i(Z2)Φ
1.
It seems convenient the general concept of ϕ-symmetry between two dis-
tributions (Sec.2.8.4) to be called dynamical equilibrium between two distribu-
tions ∆p1 and ∆
p
2 when ϕ → ∨: two distributions ∆p1 and ∆p2 will be called to
be in dynamical equilibrium, or partners in equilibrium, if
L∨Z1⊗e1+Z2⊗e2(Φ1 ⊗ e1 + Φ2 ⊗ e2) = 0,
where (e1, e2) is a basis in R
2.
If the two distributions ∆p1 and ∆
p
2 satisfy additionally the relations
i(Z1)Φ
1 = const, i(Z2)Φ
2 = const, i(Z1)Φ
2 = −i(Z2)Φ1.
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we shall say that these two distributions ∆p1 and ∆
p
2 are in full equilibrium.
We shall show further that among the distributions in dynamical equilib-
rium there are many that are in full equilibrium, in particular, these are all
nonlinear solutions of the corresponding equations.
The system of p-dimensional distributions Σp = (∆p1, ...,∆
p
k) will be said
to be in dynamical equilibrium if every distribution gains as much as it loses
locally during the exchange processes with all its partners.
If our manifold M is endowed with a riemannian or pseudoriemannian
metric g then the Hodge star ∗g and the explicit isomorphisms g˜ between
distributions and codistributions are naturally to be in use.
For example, on Minkowski space-time M = (R4, η) every two isotropic
2-dimensional codistributions, defined by the 2-forms (Φ, ∗Φ) and the corre-
sponding 2-vectors (Φ¯, ∗¯Φ) = (η˜(Φ), η˜(∗φ)) will be in full equilibrium if
i(Φ¯) ∗Φ = const, i(Φ¯)dΦ = 0, i(∗¯Φ)d ∗Φ = 0, i(Φ¯)d ∗Φ+ i(∗¯Φ)dΦ = 0.
Note that we may come to understand the dynamical behavior of the field
Ω = Φ⊗ e1+ ∗Φ⊗ e2 by means of assuming that Ω keeps its identity along its
η˜-image Ω¯, i.e. assuming L∨
Ω¯
Ω = 0. This suggests some analogy with, e.g., the
autoparallelisim of vector fields with respect to a given linear connection, where
the vector field Z is projected on its own ∇-change ∇Z, and the projection is
iZ(∇Z) = ∇ZZ = 0. So, if ∇ is riemannian, then ∇Z g˜(Z) = 0.
Four serious differences with ”action-variational” approach in field theory
are seen:
-first, the above ϕ-extended Lie derivative does not make use of any addi-
tional local structure, like, for example, linear connection,
-second, it is applicable, in principle, without available metric,
-third, unlike the standard variational approach to field equations, NO
derivatives of the field functions are necessary for coming to dynamical equa-
tions, but extension to corresponding jet-spaces is always possible,
-fourth, if metric presents, then explicit interaction Φ ⇆ ∗Φ terms can be
obtained.
In view of the further application of the above concepts and relations to
real systems we give some preliminary considerations coming from relativistic
physics, where (M, g) = (R4, η), sign η = (−,−,−,+).
First, the physical system we are going to model by an appropriate inte-
grable distribution ∆p(M), should be allowed to propagate in space keeping its
identity, as every real system does, so, the distribution must admit (at least
one) external/shuffling symmetry along time-like or null vector field(s) to be
additionally introduced. Let ζ¯, with the η-corresponding local 1-form ζ , be
such one, in which case ∆p(M) may be called η-adaptable. Hence, any vector
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X ∈ ∆p(M) is naturally extended to a two dimensional distribution X ∧ ζ¯,
such that [Xi, ζ¯] ∈ ∆p(M), and the distribution ∆p(M) ∧ ζ¯ is integrable.
Second, it seems naturally to require the integrability of the 1-dimensional
codistribution defined by ζ in view of the integrability of ∆p(M).
Third, the internal dynamics of the system is allowed to be carried out
only in time, so, the vector fields that are meant to generate the internal
dynamics of the system may fulfill such a function only through allowed space-
time propagation of the system, i.e. only through some coupling with the
vector field ζ¯. Since at every moment each of the vector fields of ∆p(M) must
represent definite stress, we may assume that in the Minkowski space-time case
∆p(M) is space-like: η(Xi, Xi) < 0. Further, the time-coupling between each
η˜(Xi) and ζ defines the 2-forms F
i := η˜(Xi) ∧ ζ , and the Hodge ∗-operator
assigns the corresponding (4 − 2)-forms ∗F i. So, it seems natural to expect
the 2-forms (F i, ∗F i) to play essential role in describing the internal dynamics
of the system considered.
The time-recognizability of our physical system during propagation and
the assumed dynamical equilibrium with the outside world require correspond-
ing time-stability of its entire structure and dynamics, so the integrability of
∆p(M) and ∆p(M) ∧ ζ¯ should be considered as natural, while the internal
interaction among the subsystems suggests available nonintegrability of most
of the 2-dimensional subdistributions Fi = Xi ∧ ζ¯ .
Also, the assumed time-stability and time-recognizability of any subsystem
Fi during propagation suggests with each Fi to associate a dimension in an
external vector space, such that the number of its dimensions to be equal to the
number of the time recognizable subsystems Fi. So, if N is the number of time-
recognizable subsystems Fi, i = 1, 2, ..., N , we can associate with our system
the quantity
∑N
i=1 Fi ⊗ ei, where {ei}, i = 1, ..., N is a basis of an appropriate
N -dimensional vector space, and the space propagation and time-stability of
the system to interpret formally as requirement for dynamical equilibrium:
N∑
j>i=1
LϕFi⊗ei+(∗F )j⊗ej
(
F i ⊗ ei + (∗F )j ⊗ ej
)
= 0,
under appropriate ϕ, e.g., ϕ = ∨. This relation can be interpreted in the
sense, that the internal interaction does not violate the consistency and com-
patability of the subsystems of our system, on the contrary, it supports these
consistency and compatability, and guarantees the surviving of each subsystem
and the whole system, mathematicaly represented by ∆p(M)∧ ζ¯, by means of
corresponding space-time propagation along the shuffling local symmetry ζ¯ .
From a more general viewpoint, if our system is decribed by N1 p -vectors
Ψi, i = 1, 2, ..., N1, and N2 q -forms Φ
j , j = 1, 2, ..., N2, p ≤ q, satisfying
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d(iΨjΦi) = 0, i.e., 〈Φj,Ψi〉 are closed forms, then a possible extension of the
above equation on any manifold would read
∑N
i,j=1LϕΨi⊗ei(Φj ⊗ ej) = 0.
The connection of these ϕ-extended Lie derivatives with the internal cur-
vature forms Ωi associated with each Φi/Fi will be further used.
Fanally, these structures can be extended to vector bundles, where the
p-forms should be replaced by corresponding bundle-valued p-forms, and the
exterior derivative d should be replaced by corresponding covariant exterior
derivative D.
6.4 The Gauge idea for field interaction and
Maxwell equations
6.4.1 The interaction in mechanics.
The very idea for field interaction, i.e. local interaction of two continuous
physical objects, has proved to be a serious problem in theoretical physics, and
this is understandable. In mechanics, as introduced by the second Newton law,
interaction is represented in a very simple form, it just says that two mechanical
objects can keep their identities under mutual influence, if at least one of them,
changes its behavior as a whole, which theoretically is noted by changing its
relative velocity and all dynamical characteristics that are functions of the
velocity. The proper characteristics are those that do not change under this
influence, and so, the observer is allowed to think that he continues observation
of the same object(s). As an universal such proper characteristic of a body has
been assumed themass, been understood as a measure of its inertial properties.
The inertial properties of a body have been identified with its gravitational
abilities to feel external influence from other distant mass bodies, and, of its
side, to exert on the other distant mass bodies corresponding influence. In
result, from theoretical viewpoint, all these mass bodies that participate in
the interaction, keep their identities through changing their behavior, i.e. their
momentum, kinetic energy, etc. The principle of inertia defines a change of
behavior through identifying all states characterised by straight-line constant
velocity of the body as a whole. Also, the concept of inertial frame of reference
has been introduced as a system of bodies being in relative rest with respect
to each other and may moving as a whole along straight lines with constant
velocity.
From historical perspective, the most important theoretical quantity been
used to take care about availability of interaction in mechanics, i.e. of chang-
ing its mechanical state of motion as a whole, has been the so called potential
energy. This quantity measures the final and integral balance between energy
205
losses and gains when a mechanical system suxessfully withstands transitions
between two admissible configurations. The corresponding quantity charac-
terising the total energy change has been named work against the external
influence, and the Newton force F measures this work for a unit distance,
so F acquires in modern terms the mathematical sense of covariant tangent
vector, or 1-form. The integral of this 1-form along the road-curve from infin-
ity, where the mass body is considered to be in inertal condition, to a given
point where the external influence acts, gives quantitatively the corresponding
energy balance.
The further mathematical development of classical mechanics has been
based on the assumption that this integral in nature concept of potential en-
ergy, can be universelized to the concept of potential, or potential function
U(x, y, z), and considered as a local energy measure of external influence, and
its differential dU , reduced on the trajectory, as a local force field. This view,
together with the assumption that the measured time can always be used as
a parameter along any trajectory, has been utilised further in the lagrangian
and hamiltonian formulations of mechanics.
We would specially note at this point two things.
First, as far as the potential depends only on the spatial coordinates
(xa, ya, za) of the mass particles with masses ma, a = 1, 2, ..., it is rather con-
figurational characteristic of the mechanical system considered, and in no way
a local one. Hence, the external parameter ”time” parametrizes family of ad-
missible configurations of the mechanical system considered.
Second, if even we consider U as function of the coordinates inside the
region not ocupied by the mass particles, it stays quite unknown how this
potential function should be defined in the various cases arising in practice, in
other words, the problem of understanding what really happens in the space
out of the volumes occupied by the bodies, stays unanswered. That’s why the
theoretical concept of mechanical system consisting of interacting point-like
objects has been formulated, where the interaction is formulated in terms of
potential function depending on the coordinates of the points where the mass
points stay at a given moment. The total interaction energy is then defined
as a sum of the interaction energies of all couples of point like mass objects.
Now, stepping on one of these mass objects, i.e. choosing it as a reference
frame (with assuming absolute time parameter) we study the behavior of all
the rest point-like mass objects on the base of supposition that the potential
function for each observed mass point depends mainly on the distances to the
other mass points, and this dependence is speculatively treated as local, i.e.
the potential function has transformed from configurational integral parameter
to a field parameter.
Such a speculative transformation of the potential, together with the ap-
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proximation for point-like mass object, has braught the researchers to the idea
for 3-dimensional spherical symmetry of the potential function connected with
any two mass points. Relative to one of the points the other has to feel influence
through a spherically symmetric potential function U(r), this dependence must
decrease with the distance treated now as coordinate on R3, and this function
should not be defined at the reference mass point. So, from mathematical point
of view, the potential function U(r) will be defined on topologically nontrivial
subspace of R3, around every mass point the corresponding cohomological class
is defined by the unique spherially symmetric representative - the closed 2-form
ω = const.sinθdθ∧dϕ, so the force acting on unit mass, or unit electric charge,
becomes F = ∗ω = const
r2
dr and U(r) = ± const
r
+ const. The confugurational
nature of such a consideration presumes two kinds of interaction: repulsion
and attraction, so, the ”-” sign of U is chosen when attraction takes place, and
the ”+” sign of U is chosen when repulsion takes place by obvious reasons.
We dare thinking that the universality of this potential, proving its strength
from classical gravity and electricity through quantum mechanics and intra-
nuclear interaction, lies namely in its topological nature and applicability of
the point-like approximation concerninig sources.
The important point we’d like to specially note is that the interpretation
neither of U nor of dU as mathematical images of physical field objects is
posible while they do not depend on time, because static means that all their
characteistics do NOT change with time, so they can NOT participate in any
dynamical physical process connected with energy exchange since the energy is
conserved quantity, and, therefore, the energy change of the distant to each
other mass points has no where to come from: static physical fields can
not act upon other physical objects by means of transfering energy
and whatever in view of their static nature. So, when such potentials
are introduced in physical equations, they determine just the admissible con-
figurations of the system and, most probably, they can not determine local
energy-momentum exchange between/among recognizeble subsystems.
In conclusion, if we’d like to define local interaction making use of such
potential approach, the very contents of the concept of potential should be
appropriately modified.
6.4.2 Field interaction in classical electrodynamics.
1. The Maxwell vacuum equations (MVE) case.
Recall MVE from Sec.6.2.1:
rotE+
1
c
∂B
∂t
= 0, divB = 0,
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rotB− 1
c
∂E
∂t
= 0, divE = 0.
These equations obviously imply that the vacuum electromagnetic field con-
sists of two locally recognizable subsystems/components represented by the
space-like vector fields E and B, and that there is a permanent mutual phys-
ical influence between E and B, which we understand physically as energy-
momentum exchange between the individualized E and B components: E acts
upon B and B acts upon E. Now, according to the above equations, each of
these two components propagates and keeps its individualization during prop-
agation, so, E and B should be able to carry energy (because each of them is
assumed to be able to act upon), and momentum (because each of them prop-
agates in space as individualizable system), separately. On the other hand,
the energy concept of the theory excludes nonzero interaction energy between
these two components to exist since the energy density w is given by the sum of
the energies carried by E and B: w = 1
2
(E2+B2), so, how does the presumed
by the equations energy exchange take place?
Further, the local momentum concept in the theory is defined and exper-
imentally proved quantitatively to be given by 1
c
(E × B), so neither of the
assumed in the theory electric and magnetic components is allowed to carry
momentum separately, while each component is allowed to carry energy sep-
arately. But the equations require some kind of mutual influence, which we
measure locally by local energy-exchange. Recall now the null-field solutions,
where the relations E2 = B2 and E2 + B2 = 2|E × B| always hold. The
assumed by the equations permanent space-time identification of E and B as
propagating physical subsystems of the field obviously implies besides energy
also momentum exchange. So, how this implied internal energy-momentum
exchange between the two space-time recognizable subsystems, mathemati-
cally identified as E and B, is performed? May be we have not made the right
mathematical identification of the subsystems, or may be we have to look, in
analogy with mechancs, for some potential object?
The above remarks set the question : are these equations directly verifiable
by appropriate experiments? Our answer to this question rather ”no”, just
because we have not appropriate devices. What we are able to check directly
is the result of field’s action upon some other physical object which we are able
to watch/observe. This turns our attention to the logic we usually meet in the
textbooks and even in monographs. Let’s recall it, keeping in mind that the
time variable is of external nature in the nonrelativistic approach.
The basic concept introduced there is integral flow of a vector field across
a 2-dimensional surface S. This requires the nature of the integrand to be
differential 2-form on R3 having no singularities on the 2-surface, so that this
definite integral to have well defined finite value. With any vector field Z
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on R3, endowed with euclidean metric g and corresponding volume 3-form
ωo = dx ∧ dy ∧ dz, we can associate natarally two differential 2-forms: iZωo
and ∗g˜(Z). It turns out that in this case these two differential forms coincide:
iZωo = Z
1dy ∧ dz − Z2dx ∧ dz + Z3dx ∧ dy = ∗g˜(Z).
Hence, the flows of E and B across the 2-surface S are just∫
S
∗g˜(E),
∫
S
∗g˜(B).
The next step is to equilize the time derivatives of these integrals to the inte-
grals of dg˜(B) and (−dg˜(E)) respectively (ξ = ct)
d
dξ
∫
S
∗g˜(E) =
∫
S
dg˜(B),
d
dξ
∫
S
∗g˜(B) = −
∫
S
dg˜(E).
The final step is to get free of the 2-surface S on the assumption that S is
arbitrary and does NOT participate in the interaction, it just helps to intro-
duce dynamics, in fact linear equations, which presume interaction but do not
directly describe it in appropriate terms. So, we come to the equations
∂
∂ξ
∗ g˜(E) = dg˜(B), ∂
∂ξ
∗ g˜(B) = −dg˜(E).
The assumption that the 2-surface S is of no-physical nature leads to the
conclusion that the so defined flow of a physical field across a mathemetical 2-
surface is not quite sensible from physical viewpoint since it cannot be observed
and verified. The flows of E and B must be across a physical 2-surface,
in order to expect observable interaction between the vector field and the 2-
surface, considered as section of some physical object been able to interact
with the field flow. Otherwise, we must consider energy-momentum flows, e.g.
flow of the Poynting vector, across imaginable 2-surface.
The two scalar equations divE = 0, divB = 0 say geometrically that the
volume form ωo is not (E,B)-attractive, i.e. the 2-forms ∗g˜(B) and ∗g˜(E) are
closed:
d ∗ g˜(B) = d iBωo = LBωo = 0, d ∗ g˜(E) = d iEωo = LEωo = 0,
a supposition, seeming not sufficiently motivated in view of the fact that direct
experimental proof of the relations LEg = 0, LBg = 0, where g is the euclidean
metric, for the general case, are missing. We note that, these two equations
clearly suggest to look for two potential 1-forms α, β, such, that dα = ∗g˜(E)
and dβ = ∗g˜(B).
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The above consideration suggests to look for additional theoretical moti-
vation for assuming MVE as appropriate local description of time dependent
and space propagating free electromagnetic fields.
In trying to overcome these theoretically motivated difficulties, the cre-
atively thinking men at the beginning of the last century made a very radical
step building a new viewpoint on MVE, called relativistic electrodynamics.
They introduced new point of view: adequate mathematical objects that rep-
resent such two interconnected, time-recognizable and spatially propagating sub-
structures of the general vacuum field are NOT E and B, but two differential
2-forms F(E,B) and ∗F(−B,E) on Minkowski space-time, so, from the new point
of view, any internal energy-momentum exchange should take place between F
and ∗F . However, by some reasons, the next radical step, leading to new equa-
tions, was not made. Namely, the ”new” field equations dF = 0,d ∗ F = 0,
although in terms of F and ∗F , keep the old viewpoint, and in fact, coin-
cide with the old equations and the problems connected with the above men-
tioned internal energy-momentum exchange between the two new components
F and ∗F were not resolved: corresponding local energy-momentum exchange
expressions in terms of F , ∗F and their derivatives, were not appropriately
introduced and used. Nevertheless, the new point of view brought in a quite
clear way the idea how to introduce potential object(s). We shall consider this
new and important step right after a glance at the so called ”quasi-vacuum”
field equations, claiming successes in describing the field evolution in space
regions continuously filled with electrically charged mass particles.
In terms of E and B these equations look like (we omit dimensional con-
stants)
rotE+
1
c
∂B
∂t
= 0 , divB = ρ,
rotB− 1
c
∂E
∂t
= j , divE = 0,
where, usually is assumed j = ρv, ρ(x, y, z, t) is the so called ”charge density”,
and v(x, y, z, t) is the velocity vector of the charged mass particles filling a
small volume around a space point at a given moment of time. The used
term of ”quasi-vacuum” now means that no mechanical collisions among the
charged mass particles are allowed.
The main reason not to trust these equations is that they violate our creed,
according to which on the two sides of ”=” must stay the same quantity. If
we ask which physical quantity may be represented equally well as rotB− ∂E
∂ξ
and at the same time as j, no easy answer could be found. The same motive
works also for the equation divE = ρ. Of course, this does not mean that
these equations should not be used, if they work in various cases and there
are not better ones, let them be used. From theoretical viewpoint, however,
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the introduced quantities have to be duly respected, so quntities of different
physical nature should not be equalized.
2. The gauge view
Let’s go back now to the relativistic formulation of MVE: dF = 0,d∗F = 0.
The suggestion for available two potential 1-forms could hardly be avoided.
However, following the idea that the ”quasi-vacuum” equations should be kept
and the appropriate form for this is d ∗ F = ∗J, where J = (j, ρ) is the
corresponding electric 4-current, the relativists have decided to choose the
following perspective:
- there is just one potential 1-form A on the Minkowski space-time taking
values in the Lie algebra of the abelian group U(1), and such that dA = F ,
- the interaction of the field with the charged mass particles is performed
in accordance with the principle of ”minimal coupling”, i.e. by means of the
induced through an appropriate representation of U(1) in C4 linear connection
in a complex vector bundle with a standard fiber C4 on the Minkowski space
time.
In this way the 2-form F became an image of a curvature form F of a
connection A on the pricipal bundle P = (M,U(1)) through a section σ :
M → P of this bundle: A = σ∗A, F = σ∗F. The sections Ψ of the C4-vector
bundle over M were called spinors, the Dirac matrices γµ, µ = 1, 2, 3, 4 were
introduced through the relation
γµγν + γνγµ = 2 ηµνidC4,
and the 4-current Jµ for an electron with charge e appeared in the form (after
appropriate choice of the γ-matrices)
Jµ ∽ eΨ¯γµΨ, ρ ∽ eΨ+Ψ,
where Ψ+ is the Hermit congugated of Ψ, and Ψ¯ is the Dirac congugated of Ψ.
This simple example brings us to the modern guage theory as the basic
theoretical tool in approaching microsystems. We give now just a brief formal
sketch of this approach since we are not going to make use of it further.
Recall that each closed differential form is locally exact, i.e. if the p-form is
closed: dF = 0, then there are many (p−1)-forms A,A′, A′′, ... giving the same
F through exterior differentiation. In fact, if F = dA and dA′ = dA′′ = ... = 0,
so that we can locally assume A′ = dB′, A′′ = dB′′, ..., where B′, B′′, ... are
(p − 2)-forms, then we obtain many ”potentials” A,A + dB′, A + dB′′, ... for
F : F = dA = d(A + dB′) = ....
Let now F be a 2-form on a manifold M , then A is 1-form, so, A′, A′′, ...
are functions ψ on the corresponding manifold. In such a case we could write
A→ Aψ = A+ dψ.
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Considering A as 1-form, taking values in the Lie algebra u(1) = iR of the Lie
group U(1), we can replace the real valued function ψ with the U(1)-valued
function g = eiψ. Now, with the above identification of u(1) as iR, the above
transformation can be written as
iA→ iAg = g−1(iA)g + g−1dg, g ∈ J (M,U(1)).
Assuming now the Minkowski space-time as base space of principal bundle
with group G = U(1), in view of the above, we obtain relativistic formulation
of electrodynamics in gauge terms if the 2-form F satisfies additionally the
equation d ∗ F = 0. Since the equation dF = 0 is now concequence of the
assumption that the potential A is a projection on M of a connection on the
principal bundle with G = U(1), the desired equation is equivalent to the
requirement for extremum of the integral
∫
M
F ∧ ∗F with respect to variation
of A. In this way we come to the so called gauge formulation of vacuum
classical electrodynamics.
Following the rules and concepts of the geometry of principal bundles, this
scheme is easily carried to connections on principal bundles on an arbitrary
(pseudo)riemannian manifold with a finite dimensional Lie group G. The main
additional requirement is to have well defined metric h on G in order to have
a metric on the bundle, so that, the integrand
F a ∧ ∗F b h(Ea, Eb), a, b = 1, 2, ..., dimG
to be well defined. Of course, the very integral∫
M
F a ∧ ∗F bh(Ea, Eb)ωo
where ωo is a volume form on M , and {Ea}, a = 1, 2, ..., dimG is a basis of
the Lie algebra of G, also should be well defined. In this general situation
with nonabelian Lie group G if the connection form is ω = ωa ⊗ Ea, then the
curvature 2-form
F = F a ⊗Ea = dωa ⊗Ea + ωa ∧ ωb ⊗ [Ea, Eb]
is already a nonlinear function of the components of ω. If dω is the corre-
sponding exterior differential, the variation of the above action integral gives
besides the Bianchi identity dωF = 0, the equation dω ∗ F = 0. Note that
the mentioned nonlinearity of these equations with respect to the components
of ω comes from the presumed nonabelian nature of G, and is not explicitly
connected with some physical understanding of local physical interaction.
Usually, these equations are considered in terms of the projections σ∗ω and
σ∗F of the connection and curvature forms on the base space through the
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section σ ∈ SecP. The values of any such sections are in the diffeomorphic
image Gx of G, so every σ(x) can perform transformations in Gx as well as in
the Lie algebra g and its dual g∗, of G. These are the so called local gauge
transformatons.
The important property of the above action integral is its invariance with
respect to these transformations provided the metric on G is correspondingly
invariant, which holds for the corresponding Killing metric:
〈x, y〉 = Tr[ad(x) ◦ ad(y)], x, y ∈ g.
The solutions of these equations are usually called Yang-MIlls fields.
An extension of these fields are the so called Yang-Mills-Higgs fields. In
order to come to these fields we need a representation of the group G in some
linear space, the natural example is the adjoint representation Ad, of course,
of G in g and in its dual g∗, but the scheme works for any other representation,
even for the case of action of G on a manifold. If such a representaion ρ : G→
GL(Rm) is given we also have the representation ρ′ : g→ GL(Rm). Recall that
with every such representation a vector bundle onM with a standard fiber Rm
can be associated. Now, the principal connection ω on the principal bundle
induces a linear connection in the associated vector bundle, so the sections of
this vector bundle and its tensor extensions can be differentiated covariantly
with respect to this induced linear connection. Now, introducing some metric
M in the vector bundle, the Yang-Mills action is extended as follows:∫
M
[∗(F ∧ ∗F ) + const1M(φ, φ) + const2V (M(φ, φ))]ωo,
where φ is a section of the associated vector bundle, called usually ”matter”
field, and V (M(φ, φ)) is the so called ”self interaction” term. If the represen-
tation ρ is the adjoint Ad, and Dω is the corresponding covariant coderivative,
the equations obtained are
Dω F + const1[φ,∇φ] = 0, D∇ ◦ ∇φ+ const2V ′(M(φ, φ))φ = 0,
where ∇ is the induced by ω covariant derivative in the vector bundle, D∇ is
the covariant coderivative in the vector bundle, M is here the Killing metric,
[φ,∇φ] is induced by the Lie bracket in g, and V ′ is the derivative of V with
respect to the appropriately squared φ.
Finally, the folowing relations are identically satisfied:
dω F = 0, D ◦ ∇φ = [F, φ],
whereD is the exterior derivative in the vector bundle valued differential forms
on the base manifold M .
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Chapter 7
Extended Electrodynamics.
Nonrelativistic approach
In this chapter we present in nonrelativistic terms our nonlinear approach to
vacuum electrodynamics, based on the understanding that the basic equations
must represent direct local energy-momentum balance relations in order to be
directly verifiable in principle, and so, trusted enough. We mention three ref-
erences related somehow to our approach [1],[2],[3].
7.1 Maxwell Stress tensors
Following our considerations and suggestions in Chapters 4,5 we begin with
the mentioned in Sec.5.2 well known differential relation satisfied by the square
of every vector field V on the euclidean space R3. Our attention is directed to
the square of V just because of the experimentally suggested assumption that
E2,B2 should measure the energy-densities correspondingly of the electric and
magnetic components.
Let R3 be related to the standard coordinates (xi = x, y, z), i = 1, 2, 3; we
denote by ”× ” the vector product, and make use of the ∇-operator:
1
2
∇(V 2) = V × rotV + (V.∇)V = V × rotV +∇V V.
Clearly, on the two sides of this relation stay well defined quantities, i.e. quan-
tities defined in a coordinate free way. The first term on the right hand side of
this identity accounts for the rotational component of the change of V , and the
second term accounts mainly for the translational component of the change of
V . Making use of component notation we write down the last term on the
right side as follows (summation over the repeated indices):
(∇V V )j = V i∇iV j = ∇i(V iV j)− V j∇iV i = ∇i(V iV j)− V jdiv V.
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Substituting into the first identity, and making some elementary transforma-
tions we obtain
∇i(M ijV ) = ∇i
(
V iV j − 1
2
δijV 2
)
=
[
(rotV )× V + V div V ]j,
where δij = 1 for i = j, and δij = 0 for i 6= j are the euclidean metric
components. If nowW is another vector field it must satisfy the same identity:
∇i(M ijW ) = ∇i
(
W iW j − 1
2
δijW 2
)
=
[
(rotW )×W +WdivW ]j .
Summing up these two identities we obtain the new identity
∇iM ij(V,W ) ≡ ∇i
(
V iV j +W iW j − δij V
2 +W 2
2
)
=
=
[
(rotV )× V + V div V + (rotW )×W +WdivW ]j.
Let now (a(x, y, z), b(x, y, z)) be two arbitrary functions on R3. We consider
the transformation
(V,W )→ (V a−W b, V b+W a).
Corollary.
The tensor M(V,W ) transforms to (a
2 + b2)M(V,W ).
Corollary.
The transformations (V,W ) → (V a −W b, V b +W a) do not change the
eigen directions structure, i.e the eigen (sub)spaces, of M ij(V,W ).
Corollary.
If a = cos θ, b = sin θ, where θ = θ(x, y, z) then the tensor M(V,W ) stays
invariant:
M(V,W ) =M(V cos θ −W sin θ, V sin θ +W cos θ).
The expression inside the parenteses above, denoted byM ij , looks formally
the same as the introduced by Maxwell tensor from physical considerations con-
cerned with the electromagnetic stress energy properties of continuous media in
presence of external electromagnetic field. Hence, any vector V , or any couple
of vectors (V,W ), defines such tensor which we denote by MV , or M(V,W ), and
callMaxwell stress tensor. The term, ”stress” in this general mathematical
setting is not topologically motivated as in the considerations connected with
the Coulomb case, but could be justified in the following way. Every vector
field on R3 generates corresponding flow by means of the trajectories started
from some domain Ut=0 ⊂ R3, where t is an arbitrary parameter: at t > 0
the domain Ut=0 is diffeomorphically transformed to a new domain Ut ⊂ R3.
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Having two vector fields on R3 we obtain two compatible flows, so, the points
of any domain Ut=0 ⊂ R3 are forced to accordingly move to new positions.
We emphasize the following moments: first, the identity we started with is
purely mathematical and t is arbitrary parameter, not time in general; second,
on the two sides of this identity stay well defined coordinate free quantities;
third, these tensors do not introduce interaction stress: the full stress is the
sum of the stresses generated by each one of the couple (V,W ).
Physically, we say that the corresponding physical medium that occupies
the spatial region Uo and is parametrized by the points of the mathematical
subregion Uo ⊂ R3, is subject to compatible and admissible physical ”stresses”
generated by physical interactions mathematically described by the vector
fields (V,W ), and these physical stresses are quantitatively described by the
corresponding physical interpretation of the tensor M ij . Clearly, we could ex-
tend the couple (V,W ) to more vectors (V1, V2, ..., Vp), but then the mentioned
invariance properties of M(V,W ) may be lost, or appropriately extended.
We note that the stress tensor M ij appears as been subject to the diver-
gence operator, and if we interpret the components of M ij as physical stresses,
then the left hand side of the divergence acquires in general the physical inter-
pretation of force density. Of course, in the static situation as it is given by the
relation considered, no energy-momentum propagation is possible, so at every
point the local forces mutually compensate: ∇iM ij = 0. If propagation is al-
lowed then the force field may NOT be zero: ∇iM ij 6= 0, and we may identify
the right hand side as a real time-change of appropriately defined momen-
tum density P. So, assuming some expression for this momentum density P
we are ready to write down corresponding field equation of motion of New-
ton type through equalizing the spatially directed force densities ∇iM ij with
the momentum density changes along the time variable, i.e. equalizing ∇iM ij
with the ct-derivative of P, where c = const is the translational propagation
velocity of the momentum density flow of the physical system considered. In
order to find how to choose P in case of free EM-field we have to turn to the
intrinsic physical properties of the field, so, it seems natural to turn to the
eigen properties of M ij , since, clearly, namely M ij(E,B) is assumed to carry the
physical properties of the field.
7.2 Eigen properties of Maxwell stress tensor
We consider M ij(E,B) at some point p ∈ R3 and assume that in general the
vector fields E andB are lineary independent, so E×B 6= 0. Let the coordinate
system be chosen such that the coordinate plane (x, y) to coincide with the
plane defined by E(p),B(p). In this coordinate system E = (E1, E2, 0) and
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B = (B1, B2, 0), so, identifying the contravariant and covariant indices through
the Euclidean metric δij (so that M ij = M ij = Mij), we obtain the following
nonzero components of the stress tensor:
M11 = (E
1)2 + (B1)2 − 1
2
(E2 +B2); M12 =M
2
1 = E
1E2 +B1B
2;
M22 = (E
2)2 + (B2)2 − 1
2
(E2 +B2); M33 = −
1
2
(E2 +B2).
Since M11 = −M22 , the trace of M is Tr(M) = −12(E2 +B2).
The eigen value equation acquires the simple form[
(M11 )
2 − (λ)2]+ (M12 )2](M33 − λ) = 0.
The corresponding eigen values are
λ1 = −1
2
(E2 +B2); λ2,3 = ±
√
(M11 )
2 + (M12 )
2 = ±1
2
√
(I1)2 + (I2)2,
where I1 = B
2 −E2, I2 = 2E.B.
The corresponding to λ1 eigen vector Z1 must satisfy the equation
E(E.Z1) +B(B.Z1) = 0,
and since (E,B) are lineary independent, the two coefficients (E.Z1) and
(B.Z1) must be equal to zero, therefore, Z1 6= 0 must be orthogonal to E
and B, i.e. Z1 must be colinear to E×B:
The other two eigen vectors Z2,3 satisfy correspondingly the equations
E(E.Z2,3) +B(B.Z2,3) =
[
± 1
2
√
(I1)2 + (I2)2 +
1
2
(E2 +B2)
]
Z2,3. (∗)
Taking into account the easily verified relation
1
4
[
(I1)
2 + (I2)
2
]
=
(
E2 +B2
2
)2
− |E×B|2,
so that
E2 +B2
2
− |E×B| ≥ 0 ,
we conclude that the coefficient before Z2,3 on the right is always different
from zero, therefore, the eigen vectors Z2,3(p) lie in the plane defined by
(E(p),B(p)), p ∈ R3. In particular, the above mentioned transformation prop-
erties of the Maxwell stress tensor M(V,W ) → (a2 + b2)M(V,W ) show that
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the corresponding eigen directions do not change under the transformation
(V,W )→ (V a−W b, V b+W a).
The above consideration suggests: the intrinsically allowed dynamical abili-
ties of the field are: translational along (E×B), and rotational inside the plane
defined by (E,B), hence, we may expect finding field objects the propagation of
which shows intrinsic local consistency between rotation and translation.
It is natural to ask now under what conditions the very E and B may
be eigen vectors of M(E,B)? Assuming λ2 =
1
2
√
(I1)2 + (I2)2 and Z2 = E
in the above relation (*) and having in view that E × B 6= 0 we obtain that
E(E2)+B(E.B) must be proportional to E, so, E.B = 0, i.e. I2 = 0. Moreover,
substituting now I2 = 0 in that same relation we obtain
E2 =
1
2
(B2 −E2) + 1
2
(E2 +B2) = B2, i.e., I1 = 0.
The case ”-” sign before the square root, i.e. λ3 = −12
√
(I1)2 + (I2)2, leads to
analogical conclusions just the role of E and B is exchanged.
Corollary. E and B may be eigen vectors of M(E,B) only if I1 = I2 = 0.
The above notices suggest to consider in a more detail the case λ2 = −λ3 =
0 for the vacuum case. We shall show, making use of the Lorentz transforma-
tion in 3-dimensional form that, if these two relations do not hold then under
E × B 6= 0 the translational velocity of propagation is less then the speed
of light in vacuum c. Recall first the transformation laws of the electric and
magnetic vectors under Lorentz transformation defined by the 3-velocity vec-
tor v and corresponding parameter β = v/c, v = |v|. If γ denotes the factor
1/
√
1− β2 then we have
E′ = γ E+
1− γ
v2
v(E.v) +
γ
c
v ×B,
B′ = γB+
1− γ
v2
v(B.v)− γ
c
v × E.
Assume first that I2 = 2E.B = 0, i.e. E and B are orthogonal, so, in
general, in some coordinate system we shall have E×B 6= 0 .
If I1 > 0, i.e. |E| < |B|, we shall show that the conditions E′ = 0,v.B =
0,∞ > γ > 0 are compatible. In fact, these assumptions lead to γ v.E+ (1−
γ)(E.v) = 0, i.e. E.v = 0. Thus, c|E| = v|B||sin(v,B)|, and since v.B = 0
then |sin(v,B)| = 1. It follows that the speed v = c |E|
|B|
< c is allowed.
If I1 < 0, i.e. |E| > |B|, then the conditions B′ = 0 and v.E = 0 analogi-
cally lead to the conclusion that the speed v = c |B|
|E|
< c is allowed.
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Assume now that I2 = 2E.B 6= 0. We are looking for a reference frame K ′
such that E′ × B′ = 0, while in the reference frame K we have E × B 6= 0.
We choose the relative velocity v such that v.E = v.B = 0. Under these
conditions the equation E′ ×B′ = 0 reduces to
E×B+ v
c
(E2 +B2) = 0, so,
v
c
= |E×B|/(E2 +B2).
Now, from the above mentioned inequality E2 +B2 − 2|E×B| ≥ 0 it follows
that v
c
< 1.
Physically, these considerations show that under nonzero I1 and I2 the
translational velocity of propagation of the field, and of the stress field energy
density of course, will be less than c. Hence, the only realistic choice for the
vacuum case (where this velocity is assumed by definition to be equal to c),
is I1 = I2 = 0, which is equivalent to E
2 + B2 = 2|E × B|. Hence, assuming
|Tr(M)| to be the stress energy density of the field, the names ”electromagnetic
energy flux” for the quantity cE×B, and ”momentum” for the quantity 1
c
E×B,
seem well justified without turning to any dynamical field equations.
These considerations suggest also that if I1 = 0, i.e. |E|2 = |B|2 during
propagation, then the electric and magnetic components of the field should
carry always the same stress energy density, so, a local mutual energy exchange
between E and B is not forbidden in general, but, if it takes place, it must be
simultaneous and in equal quantities. Hence, under zero invariants I1 = 0 and
I2 = 2E.B = 0, internal energy redistribution among possible subsystems of
the field would be allowed but such an exchange should occur without available
interaction energy because the full energy density is always equal to the sum
of the energy densities carried by the electric and magnetic components of the
field. However, the required time stability and propagation with velocity ”c”
of the field suggest/imply also available internal momentum exchange since
under these conditions the energy density is always equal to |E × B|, and E
and B can not carry momentum separately.
The following question now arizes: is it physically allowed to interprit each
of the two vector fields E,B as mathematical image of a recognizable time-
stable physical subsystem of the EM-field?
Trying to answer this question we note that the relation E2 +B2 = 2|E×
B| and the required time-recognizability during propagation (with velocity
”c”) of each subsystem of the field suggest/imply also that each of the two
subsystems must be able to carry locally momentum and to exchange locally
momentum with the other one, since this relation means that the energy density
is always strongly proportional to the momentum density magnitude 1
c
|E×B|.
Hence, the couple (E,B) is able to carry momentum, but neither of E,B
can carry momentum separately. Moreover, the important observation here
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is that, verious combinations constructed out of the constituents E and B,
e.g., (E cosθ−B sinθ,E sinθ+B cosθ), where θ(x, y, z; t) is a functon, may be
considered as possible representatives of the two recognizable subsystems since
they carry the same energy 1
2
(E2 + B2) and momentum 1
c
|E × B| densities.
Therefore, the suggestion by Maxwell vacuum equations that the very E and B
may be considered as appropriate mathematical images of recognizable time-
stable subsystems of a time-dependent and space propagating electromagnetic
field object does NOT seem adequate and has to be reconsidered.
Hence, which combinations of E and B deserve to represent mathemati-
cally the two subsystems of a time-dependent and space-propagating electro-
magnetic field object?
In view of these considerations we assume the following understanding:
Every real EM-field is built of two recognizable subsystems, the
mathematical images of which are not the very (E,B), but are ex-
pressed in terms of (E,B), both these subsystems carry always the
same quantity of energy-momentum, guaranteeing in this way that
the supposed internal energy-momentum exchange will also be in
equal quantities and simultanious.
7.3 Double field notion about time-dependent
EM-fields
In accordance with the above assumption the description of dynamical and
space-propagating behavior of the field will need two appropriate mathemat-
ical objects to be constructed out of the two constituents (E,B). These two
mathematical objects must meet the required property that the two physical
subsystems of the field carry always the same quantity of energy-momentum,
and that any possible internal energy-momentum exchange between the two
subsystems shall be simultaneous and in equal quantities.
We are going to consider time dependent fields, and begin with noting
once again the assumption that the full stress tensor (and the energy density,
in particular) is a sum of the stress tensors carried separately by the two
subsystems. As we mentiond above, this does NOT mean that there is no
energy exchange between the two subsystems of the field.
Now, following the above stated idea we have to find two appropriate math-
ematical images of the field which images are NOT represented directly by the
electric E and magneticB vectors, but are constructed out of them. In terms of
these two appropriate mathematical representatives of the corresponding two
partnering subsystems we must express the mentioned special kind of energy-
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momentum exchange, respecting in this way the fact that neither of the two
constituents (E,B) is able to carry momentum separately.
In view of the above we have to assume that the field keeps its identity
through adopting some special and appropriate dynamical behavior accord-
ing to its intrinsic capabilities. Since the corresponding dynamical/field be-
havior must be consistent with the properties of the intrinsic stress-energy-
momentum nature of the field, we come to the conclusion that Maxwell stress
tensorM(E,B) should play the basic role, and its zero-divergence in the static
case should suggest how to determine the appropriate structure and allowed
dynamical propagation.
Recall that any member of the family
(E ,B) = (E,B, θ) = (E cos θ −B sin θ; E sin θ +B cos θ), θ = θ(x, y, z; t),
generates the same Maxwell stress tensor. So, the most natural assumption
should read like this:
Any member (E,B, θ1) of this θ-family is looking for an energy-
momentum exchanging partner (E,B, θ2) inside the family, and iden-
tifies itself through appropriate (local) interaction with the partner
found, defining in this way corresponding dynamical behavior of the
field.
Simply speaking, a time-dependent EM-field is formally represented by
two members of the above θ-family, and the coupling (E,B, θ1) ↔ (E,B, θ2)
is unique.
Note that working with θ-invariant quantities, e.g., M ij and E × B, we
may consider the couple (E,B) as any member of the α-family. In view of this
we shall make use of the local divergence of the Maxwell stress tensor and the
time derivative of the local momentum flow of the field in order to find the
corresponding partner-subsystem of (E,B).
Further we shall call these two subsystems just partner-fields.
Recall the divergence
∇iM ij ≡ ∇i
(
EiEj +BiBj − δijE
2 +B2
2
)
=
=
[
(rotE)×E+ EdivE+ (rotB)×B+BdivB]j.
As we mentioned, in the static case, i.e., when the vector fields (E,B) do not
depend on the time ”coordinate” ξ = ct, NO propagation of field momentum
density P should take place, so, at every point, where (E,B) 6= 0, the stress
generated forces must mutually compensate, i.e., the divergence ∇iM ij should
be equal to zero: ∇iM ij = 0. In this static case Maxwell vacuum equations
rotE+
∂B
∂ξ
= 0, rotB− ∂E
∂ξ
= 0, divE = 0, divB = 0 (J.C.M.)
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give: rotE = rotB = 0; divE = divB = 0, so, all static solutions to Maxwell
equations determine a sufficient, but NOT necessary, condition that brings to
zero the right hand side of the divergence through forcing each of the four
vectors there to get zero values.
In the non-static case, i.e. when ∂E
∂t
6= 0; ∂B
∂t
6= 0, time change and propaga-
tion of field momentum density should be expected, so, a full mutual compensa-
tion of the generated by the Maxwell stresses at every spatial point local forces
may NOT be possible, which means ∇iM ij 6= 0 in general. These local forces
generate time-dependent momentum inside the corresponding region. There-
fore, if we want to describe this physical process of field energy-momentum
density time change and spatial propagation we have to introduce explicitly
the dependence of the local momentum vector field P on (E,B), and to express
the flow of the electromagnetic energy-momentum across an arbitrary static
finite 2-dimensional surface S in two ways: in terms of ∇iM ij 6= 0 and in
terms of the time change of P(E,B), and then to appropriately equilize them.
Hence, we have to construct the corresponding two differential 2-forms to be
integrated on S.
Note that compare to classical approach where the flows of the very E,B
through some 2-surface are considered, we consider flows of quantities having
direct stress-energy-momentum change sense.
In terms of Fj = ∇iM ij 6= 0 the 2-form that is to be integrated on S is
given by reducing iFωo = iF(
√|g|dx1 ∧ dx2 ∧ dx3) = ∗g˜(F) on S, where iF
denotes the interior product between the vector field F and the volume 3-form
ωo, i.e. the local flow of F across ωo, and ∗ denotes the euclidean Hodge ∗.
On the other hand, the momentum density flow time change across S should
naturally be represented by d
dt
∫
S
∗g˜(P(E,B)) (recall that t is considered as
external parameter). Restricting now ∗g˜(P(E,B)) and ∗g˜(F) on S we get:
d
dt
∫
S
∗g˜(P(E,B)) =
∫
S
∗g˜(F).
The explicit expression for P(E,B), paying due respect to J.Poynting, and
to J.J.Thomson, H.Poincare, M. Abraham, and in view of the huge, a century
and a half available experience, has to be introduced by the following
Assumption: The entire field momentum density is given by P := 1
c
E×B .
According to this Assumption, to the above interpretation of the relation
∇iM ij 6= 0, in view of the assumed by us local energy-momentum exchange
approach to description of the dynamics of the field, in vector field terms and
in canonical coordinates on R3 we come to the following vector differential
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equation (the 2-surface S is arbitrary and static)
∂
∂ξ
(E×B) = F, ξ ≡ ct, (∗)
which is equivalent to(
rotE+
∂B
∂ξ
)
×E+ EdivE+
(
rotB− ∂E
∂ξ
)
×B+BdivB = 0.
This last equation we write down in the following equivalent way:(
rotE+
∂B
∂ξ
)
× E+BdivB = −
[(
rotB− ∂E
∂ξ
)
×B+ EdivE
]
. (∗∗)
The above relation (*) and its explicit forms we consider as mathematical
adequate in energy-momentum-change terms of the so called electric-magnetic
and magnetic-electric induction phenomena in the charge free case. We re-
call that it is usually assumed these induction phenomena to be described in
classical electrodynamics by the following well known integral equations
d
dξ
∫
S
∗g˜(B)|S = −
∫
S
∗g˜(rotE)|S (the Faraday induction law),
d
dξ
∫
S
∗g˜(E)|S =
∫
S
∗g˜(rotB)|S (the Maxwell displacement current law),
where (...)|S means restriction of the corresponding 2-form to the 2-surface S.
We would like to note that these last Faraday-Maxwell relations have NO
direct energy-momentum change-propagation (i.e. force flow) nature, so they
could not be experimentally verified in a direct way. Our feeling is that, in fact,
they are stronger than needed. So, on the corresponding solutions of these
equations we’ll be able to write down formally adequate energy-momentum
change expressions, but the correspondence of these expressions with the exper-
iment will crucially depend on the nature of these solutions. As is well known,
the nature of the free solutions (with no boundary conditions) to Maxwell
vacuum equations with spatially finite and smooth enough initial conditions
requires strong time-instability (the corresponding theorem for the D’Alembert
wave equation which each component of E and B must necessarily satisfy).
And time-stability of time-dependent vacuum solutions usually requires spa-
tial infinity (plane waves), which is physically senseless. Making calculations
with spatially finite parts of these spatially infinite solutions may be practi-
cally acceptable, but from theoretical viewpoint assuming these equations for
basic ones seems not acceptable since the relation ”time stable physical object
- exact free solution” is strongly violated.
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Before to go further we write down the right hand side bracket expression
of (∗∗) in the following two equivalent ways:[(
rotB+
∂(−E)
∂ξ
)
×B+ (−E)div (−E)
]
;
[(
rot (−B) + ∂E
∂ξ
)
× (−B) + EdivE
]
.
These last two expressions can be considered as obtained from the left hand
side of the above relation (∗∗) under the substitutions (E,B)→ (B,−E) and
(E,B) → (−B,E) respectively. Hence, the subsystem (E,B) chooses as a
partner (−B,E), or (B,−E). We conclude that the subsystem (E,B, α) will
choose as partner-susbsystem (E,B, α+ π
2
) or (E,B, α− π
2
).
We may summarize this nonrelativistic approach as follows:
A real free field consists of two interacting subsystems (Σ1,Σ2),
and each subsystem is described by two partner-fields inside the
θ(x, y, z; t)-family
(E ,B) = (E cos θ −B sin θ; E sin θ +B cos θ),
Σ1 = (Eθ1 ,Bθ1),Σ2 = (Eθ2,Bθ2), giving the same Maxwell stress-energy
tensor, so the full stress energy tensor is the sum: M(Σ1,Σ2) =
1
2
M(Σ1) +
1
2
M(Σ2). Each partner-field has interacting electric and
magnetic constituents, and each partner-field is determined by the
other through (±π
2
) - rotation-like transformation. Both partner-
fields carry the same stress-energy-momentum : M(Σ1) = M(Σ2),
and the field propagates in space through minimizing the relation
I21 +I
2
2 > 0. The intrinsic dynamics of a free real time-dependent field
establishes and maintains local energy-momentum exchange part-
nership between the two partner-fields, and since these partner-fields
carry always the same stress-energy, the allowed exchange is neces-
sarily simultaneous and in equal quantities, so, each partner-field
conserves its energy-momentum during propagation.
7.4 Internal interaction and evolution in energy-
momentum terms
In order to find how much is the locally exchanged energy-momentum we are
going to interpret the above equation in accordance with the view on equa-
tions of motion as stated in Sec.4.1. Our object of interest Φ, representing
the wholeness and integrity of a real time dependent electromagnetic field,
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is the couple
[
(E,B); (−B,E)
]
(the other case
[
(E,B); (B,−E)
]
is consid-
ered analogically). In view of the above considerations our equations should
directly describe admissible energy-momentum exchange between these two
recognizable subsystems. Hence, we have to define the admissible change-
objects D(E,B) and D(−B,E) (having, of course, tensor nature) for each
partner-field, their self-”projections” and their mutual ”projections”, i.e. the
corresponding ”change-field” flows in energy-momentum-change terms.
The explicit forms of non-zero admissible changes and their ”projections”
on the partner-fields, are suggested by the developed form of equation (**).
Following this suggestion, the change object D(E,B) for the first partner-field
(E,B) we naturally define as
D(E,B) :=
(
rotE+
∂B
∂ξ
; divB
)
.
The corresponding ”projection” P : D(E,B)→ (E,B)
P [D(E,B); (E,B)] = P
[(
rotE+
∂B
∂ξ
; divB
)
; (E,B)
]
is suggested by the left hand side of the above energy-momentum exchange
expressions, so we define it by :
P
[(
rotE+
∂B
∂ξ
; divB
)
; (E,B)
]
:=
(
rotE+
∂B
∂ξ
)
× E+BdivB.
For the second partner-field (−B,E), following the same procedure we obtain:
P [D(−B,E); (−B,E)] = P
[(
rot(−B) + ∂E
∂ξ
; divE
)
; (−B,E)
]
=
(
rot (−B) + ∂E
∂ξ
)
× (−B) + EdivE =
(
rotB− ∂E
∂ξ
)
×B+ EdivE.
Hence, relation (**) takes the form
P [D(E,B); (E,B)] +P [D(−B,E); (−B,E)] = 0.
The accepted ”two subsystem” view on a real time dependent electromag-
netic field allows in principle admissible energy-momentum exchange with the
outside world through any of the two partner-fields. The above calculations de-
termine how much each partner-field (E,B), or (−B,E), is potentially able to
give to some other physical object without destroying itself, and these quanti-
ties are expressed in terms of E,B and their derivatives only. In the case of free
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field, since no energy-momentum is lost by the field, there are two possibilities:
first, there is NO energy-momentum exchange between the two partner-fields,
second, each of the partner-fields changes its energy-momentum at the expense
of the other through simultaneous and in equal quantity exchanges. Such kind
of mutual exchange is in correspondence with the mathematical representatives
of the two subsystems: the partner-fields (E,B) and (−B,E) being members of
the above mentioned α(x, y, z; t)-family, obviously carry the same energy and
momentum. If we denote by ∆11 and by ∆22 the allowed energy-momentum
changes of the two partner-fields, by ∆12 the energy-momentum that the first
partner-field receives from the second partner-field, and by ∆21 the energy-
momentum that the second partner-field receives from the first partner-field,
then according to the energy-momentum local conservation law we may write
the following equations:
∆11 = ∆12 +∆21; ∆22 = − (∆21 +∆12) ,
which gives ∆11 +∆22 = 0.
We determine now how the mutual exchange between the two partner-
fields (E,B)⇄ (−B,E), or, (E,B)⇄ (B,−E) is performed, i.e. the explicit
expressions for ∆12 and ∆21, keeping in mind that both subsystems carry
equal energy-momentum densities. The formal expressions are easy to obtain.
In fact, in the case (E,B) → (−B,E), i.e. the quantity ∆21, we have to
”project” the change object for the second partner-field given by
D(−B,E) :=
(
rot(−B) + ∂E
∂ξ
; divE
)
on the first partner-field (E,B). We obtain:
∆21 =
(
rot (−B) + ∂E
∂ξ
)
× E+BdivE = −
(
rotB− ∂E
∂ξ
)
×E+BdivE .
In the reverse case (−B,E) → (E,B), i.e. the quantity ∆12, we have to
”project” the change-object for the first partner-field (E,B) given by
D(E,B) :=
(
rotE+
∂B
∂ξ
; divB
)
on the second partner-field (−B,E). We obtain
∆12 =
(
rotE+
∂B
∂ξ
)
× (−B) + EdivB = −
(
rotE+
∂B
∂ξ
)
×B+ EdivB.
So, the internal local balance is governed by the equations
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(
rotE+
∂B
∂ξ
)
×E+BdivB
= −
(
rotE+
∂B
∂ξ
)
×B+ EdivB−
(
rotB− ∂E
∂ξ
)
× E+BdivE,(
rotB− ∂E
∂ξ
)
×B+ EdivE
=
(
rotB− ∂E
∂ξ
)
×E−BdivE+
(
rotE+
∂B
∂ξ
)
×B−EdivB.
According to these equations the intrinsic dynamics of a free electromag-
netic field is described by two couples of vector fields, [(E,B); (−B,E)], or
[(E,B); (B,−E)], and this intrinsic dynamics could be interpreted as a direct
energy-momentum exchange between two appropriately individualized subsys-
tems mathematically described by these two partner-fields.
A further natural specilization of the above two vector equations could
be made if we recall that this internal energy-momentum exchange realizes a
special kind of dynamical equilibrium between the two partner-fields, namely,
the two partner-fields necessarily carry always the same energy and momentum:
M ij(E,B, α1) = M
ij(E,B, α2), P(E,B, α1) = P(E,B, α2),
so, each partner-field conserves its energy-momentum: ∆11 = ∆22 = 0. In
such a dynamical situation each partner-field loses as much as it gains during
any time period, so, the equations reduce to
∆11 ≡
(
rotE+
∂B
∂ξ
)
× E+BdivB = 0,
∆22 ≡
(
rotB− ∂E
∂ξ
)
×B+ EdivE = 0,
∆12+∆21 ≡
(
rotE+
∂B
∂ξ
)
×B−EdivB+
(
rotB− ∂E
∂ξ
)
×E−BdivE = 0.
The third equation fixes, namely, that the exchange of energy-momentum den-
sity between the two partner-fields is simultaneous and in equal quantities,
i.e. the mutual balance is realized as permanent dynamical equilibrium
between the two partner-fields: P(E,B) ⇄ P(−B,E), or, P(E,B) ⇄ P(B,−E).
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Note that, this double-field viewpoint and the corresponding mutual energy-
momentum exchange described by the last equation are essentially new mo-
ments. The left-hand sides of the first two equations also suggest how the
corresponding fields are able to exchange energy-momentum with other phys-
ical systems. If such an exchange has been done, then the exchanged energy-
momentum quantities can be given in terms of the characteristics of the other
physical system (or in terms of the characteristics of the both systems) and to
be correspondingly equalized to the left hand sides of our three equations in
accordance with the local energy-momentum conservation law.
The above equations can be given the following form in terms of differential
forms. If g is the euclidean metric let’s introduce the following notations:
g˜(E) = η, g˜(B) = β, g˜−1(∗η) = ∗¯η, g˜−1(∗β) = ∗¯β.
Then we obtain (in terms of corresponding flows):
g˜(rotE× E) = i(E)dη, g˜(rotB×B) = i(B)dβ,
g˜(rotE×B) = i(B)dη, g˜(rotB×E) = i(E)dβ,
E div(B) = i(∗¯η)d ∗ β, B div(E) = i(∗¯β)d ∗ η.
Under these notations and relations the above three framed equations are
respectively equivalent to:
i(E)dη + i(∗¯β)d ∗ β = − ∗
(
∂β
∂ξ
∧ η
)
= i
(
∂B
∂ξ
)
∗ η,
i(B)dβ + i(∗¯η)d ∗ η = ∗
(
∂η
∂ξ
∧ β
)
= −i
(
∂E
∂ξ
)
∗ β,
i(B)dη − i(∗¯η)d ∗ β + i(E)dβ − i(∗¯β)d ∗ η = ∗
(
∂η
∂ξ
∧ η − ∂β
∂ξ
∧ β
)
.
Denoting now the Maxwell stress tensors of E and B correspondingly byM(E)
andM(B), and introducing a new stress tensor T = M(E)+M(B)−M(E+B)
we obtain
div
[
M(E) +M(B)
]
= 0, divT =
∂E
∂ξ
× E− ∂B
∂ξ
×B.
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7.5 Properties of the equations and their
solutions
Consider the second equation, ∆22 = 0, and replace (E,B) acording to
(E,B)→ (aE− bB, bE+ aE),
where (a, b) are two constants. After the corresponding computation we obtain
a2
[(
rotB− ∂E
∂ξ
)
×B+ E divE
]
+ b2
[(
rotE+
∂B
∂ξ
)
× E+B divB
]
+
+ab
[(
rotE+
∂B
∂ξ
)
×B− E divB+
(
rotB− ∂E
∂ξ
)
×E−B divE
]
= 0.
Since the constants (a, b) are arbitrary the other two equations follow. The
same property holds with respect to any of the three equations.
Corollary. The system of the three equations is invariant with respect to
the transformation
(E,B)→ (aE− bB, bE+ aE).
Writing down this transformation in the form
(E,B)→ (E′,B′) = (E,B).α(a, b) = (E,B)
∥∥∥∥ a b−b a
∥∥∥∥
= (aE− bB, bE + aB), a = const, b = const,
we get a ”right action” of the matrix α on the solutions. The new solution
(E′,B′) has energy and momentum densities equal to the old ones multiplied
by (a2 + b2). Hence, the space of all solutions factors over the action of the
group of matrices of the kind
α(a, b) =
∥∥∥∥ a b−b a
∥∥∥∥ , (a2 + b2) 6= 0
in the sense, that the corresponding classes are determined by the value of
(a2 + b2).
All such matrices with nonzero determinant form a group with respect
to the usual matrix product. The special property of this group is that it
represents the symmetries of the canonical complex structure in R2.
Clearly, all solutions to Maxwell pure field equations are solutions to our
nonlinear equations, we shall call these solutions linear, and will not further
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be interested of them, we shall concentrate our attention on those solutions of
our equations which satisfy the conditions
rotE+
∂B
∂ξ
6= 0, rotB− ∂E
∂ξ
6= 0, divE 6= 0, divB 6= 0.
These solutions we call further nonlinear.
We consider now some properties of the nonlinear solutions.
1. Among the nonlinear solutions there are no constant ones.
2. E.B = 0; This is obvious, no proof is needed.
3. The following relations are also obvious:(
rotE+
∂B
∂ξ
)
.B = 0;
(
rotB− ∂E
∂ξ
)
.E = 0.
4. It is elementary to see from the last two relations that the classical
Poynting energy-momentum balance equation follows.
5. E2 = B2.
In order to prove this let’s take the scalar product of the first equation from
the left by B. We obtain
B.
{(
rotE+
∂B
∂ξ
)
× E
}
+B2divB = 0. (∗)
Now, multiplying the second equation from the left by E and having in view
E.B = 0, we obtain
E.
{(
rotE+
∂B
∂ξ
)
×B
}
−E2divB = 0.
This last relation is equivalent to
−B.
{(
rotE+
∂B
∂ξ
)
×E
}
− E2divB = 0. (∗∗)
Now, summing up (∗) and (∗∗), in view of divB 6= 0, we come to the desired
relation.
Properties 2. and 5. say that all nonlinear solutions are null fields, i.e. the
two well known relativistic invariants I1 = B
2−E2 and I2 = 2E.B of the field
are zero, and this property leads to optimisation of the inequality I21 + I
2
2 > 0
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(recall the eigen properties of Maxwell stress tensor), which in turn guarantees
α(x, y, z; t)-invariance of I1 = I2 = 0.
6. The helicity property:
B.
(
rotB− ∂E
∂ξ
)
−E.
(
rotE+
∂B
∂ξ
)
= B.rotB− E.rotE = 0.
To prove this property we first multiply (vector product) the third equation
from the right by E, recall property 2., then multiply (scalar product) from the
left by E, recall again E.B = 0, then multiply from the right (scalar product)
by B and recall property 5.
Property 6. suggests the following consideration. If V is an arbitrary
vector field on R3 then the quantity V.rotV is known as local helicity and its
integral over the whole (compact) region occupied by V is known as integral
helicity, or just as helicity of V. Hence, property 6. says that the electric and
magnetic constituents of a nonlinear solution generate the same helicities. If
we consider (through the euclidean metric g) the 1-form g˜(E) and denote by
d the exterior derivative on R3, then
g˜(E) ∧ dg˜(E) = E.rotE dx ∧ dy ∧ dz,
so, the zero helicity says that the 1-form g˜(E) defines a completely integrable
Pfaff system: g˜(E) ∧ dg˜(E) = 0. The nonzero helicity says that the 1-form
g˜(E) defines non-integrable 1-dimensional Pfaff system, so the nonzero helicity
defines corresponding curvature. Therefore the equality between the E-helicity
and the B-helicity suggests to consider the corresponding integral helicity∫
R3
g˜(E) ∧ dg˜(E) =
∫
R3
g˜(B) ∧ dg˜(B)
(when it takes finite nonzero values) as a measure of the spin properties of the
solution.
We specially note that the equality of the local helicities defined by E and
B holds also, as it is easily seen from the above relation, for the solutions of the
linear Maxwell vacuum equations, but appropriate solutions giving well defined
and time independent integral helicities in this case are missing. The next
property shows that our nonlinear solutions admit such appropriate solutions
giving finite constant integral helicities.
7. Example of nonlinear solution(s):
E =
[
φ(x, y, ξ ± z)cos(−κ zLo + const), φ(x, y, ξ ± z)sin(−κ
z
Lo + const), 0
]
;
B =
[
±φ(x, y, ξ ± z) sin(−κ zLo + const), ∓φ(x, y, ξ ± z)cos(−κ
z
Lo + const), 0
]
,
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where φ(x, y, ξ±z) is an arbitrary positive function, 0 < Lo <∞ is an arbitrary
positive constant with physical dimension of length, and κ takes values ±1 .
Hence, we are allowed to choose the function φ to have compact 3d-support,
and since the energy density of this solution is φ2dx∧dy∧dz, then this solution
will describe time-stable and space propagating with the speed of light finite
field objects carrying finite integral energy.
Modifying now the corresponding helicity 3-forms to
2πL2o
c
g˜(E) ∧ dg˜(E) = 2πL
2
o
c
g˜(B) ∧ dg˜(B),
then the corresponding 3d integral gives κTE, where κ = ±1, T = 2πLo/c
and E =
∫
φ2dx ∧ dy ∧ dz is the integral energy of the solution.
7.6 Scale factor and Planck’s constant
We consider the vector fields
~F = rotE+ ∂B
∂ξ
+
E×B
|E×B| divB,
~M = rotB− ∂E
∂ξ
− E×B|E×B| divE,
defined by a nonlinear solution.
It is obvious that on the solutions of Maxwell’s vacuum equations ~F and ~M
are equal to zero. Note also that under the transformation (E,B)→ (−B,E)
we get ~F → − ~M and ~M→ ~F .
We shall consider now the relation between ~F and E, and between ~M
and B on the nonlinear solutions of our equations assuming that ~F 6= 0 and
~M 6= 0.
Recalling E.B = 0 we obtain
(E×B)× E = −E× (E×B) = −[E(E.B)−B(E.E)] = B(E2),
and since |E×B| = |E||B||sin(E,B)| = E2 = B2, we get
~F × E =
(
rotE+
∂B
∂ξ
)
× E+BdivB = 0,
according to our first nonlinear equation.
In the same way, in accordance with our second nonlinear equation, we get
~M× B = 0. In other words, on the nonlinear solutions we obtain that ~F is
co-linear to E and ~M is co-linear to B. Hence, we can write the relations
~F = f1.E, ~M = f2.B,
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where f1 and f2 are two functions, and of course, the interesting cases are
f1 6= 0,∞; f2 6= 0,∞. Note that the physical dimension of f1 and f2 is the
reciprocal to the dimension of coordinates, i.e. [f1] = [f2] = [length]
−1.
Note also that ~F and ~M are mutually orthogonal: ~F . ~M = 0.
We shall prove now that f1 = f2. In fact, making use of the same formula
for the double vector product, used above, we easily obtain
~F ×B+ ~M×E =
=
(
rotE+
∂B
∂ξ
)
×B+
(
rotB− ∂E
∂ξ
)
× E−EdivB−BdivE = 0,
in accordance with our third nonlinear equation. Therefore,
~F ×B+ ~M×E =
= f1E×B+ f2B×E = (f1 − f2)E×B = 0.
The assertion follows.
The relation | ~F| = | ~M| is now obvious.
Note that the two relations | ~F|2 = | ~M|2 and ~F . ~M = 0 and the duality cor-
respondence ( ~F , ~M)→ (− ~M, ~F) suggests to consider ~F and ~M as nonlinear
analogs of E and B respectively.
These considerations suggest to introduce the quantity
L(E,B) = 1|f1| =
1
|f2| =
|E|
| ~F| =
|B|
| ~M| ,
which we call scale factor , and this quantity will appear in various forms
further. Note that the physical dimension of L is length. Hence, every nonlinear
solution defines its own scale factor and, concequently, the nonlinear solutions
factorize with respect to L. It seems natural to connect the constant Lo in the
above given family of solutions with the so introduced scale factor. Assuming
L = Lo = const, this could be done in the following way.
A careful look at the solutions above shows that at a given moment, e.g.
t = 0, the finite spatial support of the function φ is built of continuous sheaf of
nonintersecting helices along the coordinate z. Every such helix has a special
length parameter b = λ/2π giving the straight-line advance along the external
straight-line axis (the coordinate z in our case) for a unit angle, and λ is the
z-distance between two equivalent points on the same helix. So, we may put
λ = 2πLo = const, hence, the z-size of the solution may, naturally, be bounded
by 2πLo.
Consider now a nonlinear solution with integral energy E and scale factor
Lo = const. Since this solution shall propagate in space with the speed of light
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c, we may introduce corresponding time period T = 2πLo/c, and define the
quntity h = E.T , having physical dimension of ”action”. The temptation to
separate a class of solutions requiring h to be equal to the Planck constant h
is great, isn’t it, especially if this T can be associated with some helix-like real
periodicity during propagation?!
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Chapter 8
Extended Electrodynamics.
Relativistic approach
8.1 The Rainich identity
We are going to sketch a proof of the important Rainich identity, mentioned
in Sec.6.3.1, in view of its appropriate use in studying the eigen properties of
the electromagnetic energy-momentum tensor on Minkowski space-time M =
(R4, η). We recall from Sec.6.3.1 the following relations
1
2
FαβF
αβidνµ = Fµ
σF ν σ − (∗F )µ σ(∗F )ν σ = [F ◦ F − (∗F ) ◦ (∗F )]νµ
1
4
Fαβ(∗F )αβidνµ = Fµ σ(∗F )ν σ = [F ◦ (∗F )]idνµ = [(∗F ) ◦ F ]νµ
Qνµ = −
1
2
[F ◦ F + (∗F ) ◦ (∗F )]νµ =
1
4
FαβF
αβidνµ − Fµ σF ν σ.
Now for the composition Q ◦Q we obtain
Q ◦Q = 1
4
[
F ◦ F ◦ F ◦ F + F ◦ F ◦ (∗F ) ◦ (∗F )
+ (∗F ) ◦ (∗F ) ◦ F ◦ F + (∗F ) ◦ (∗F ) ◦ (∗F ) ◦ (∗F )
]
=
1
4
[
F ◦ F ◦ F ◦ F + (∗F ) ◦ (∗F ) ◦ (∗F ) ◦ (∗F ) + 2(∗F ) ◦ (∗F ) ◦ F ◦ F
]
.
Making use of the above identities we obtain
F ◦ F ◦ F ◦ F = 1
4
(F.F )2id+
1
16
(F. ∗ F )2id+ 1
2
(F.F )(∗F ) ◦ (∗F )
(∗F ) ◦ (∗F ) ◦ (∗F ) ◦ (∗F ) = 1
16
(F. ∗ F )2id− 1
2
(F.F )(∗F ◦ ∗F )
2(∗F ) ◦ (∗F ) ◦ F ◦ F = 1
8
(F. ∗ F )2id,
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where (F.F ) = FαβF
αβ and (F. ∗F ) = Fαβ(∗F )αβ. Summing up we get to the
Rainich relation
Q ◦Q = 1
4
[(
1
2
F.F
)2
+
(
1
2
F. ∗ F
)2]
id =
1
4
[
I21 + I
2
2
]
id
Clearly, since tr(id) = 4, we obtain
QµνQ
µν = I21 + I
2
2 .
Now the eigen relation QµνX
ν = λXµ gives the eigen values
λ1,2 = ±1
2
√
I21 + I
2
2 .
We recall now that under the duality transformation
F ′ = F cosα− ∗F sinα
∗F ′ = F sinα + ∗F cosα
the two invariants (I1, I2) keep their values only if they are zero: I1 = I2 = 0.
Hence, the only dually invariant eigen direction ζ¯ of the energy-momentum
tensor must satisfy Qµν ζ¯
ν = 0, where Q must satisfy det||Qνµ|| = 0 and Q◦Q =
0, i.e. Q becomes boundary map. As we have mentioned earlier, under these
conditions the field (F, ∗F ) is usually called null field.
We would like specially to note the conformal invariance of the restriction
of the Hodge ∗ to 2-forms. In fact, η′ = f 2η, f(a) 6= 0, a ∈ M , and η generate
the same ∗:
∗′F = 1
2
Fµν ∗′ (dxµ ∧ dxν) = −1
2
Fµνη
′µση′ντεσταβ
√
|det η′|dxα ∧ dxβ
= −1
2
Fµνf
−4ηµσηντεσταβf
4
√
|det η|dxα ∧ dxβ = ∗F.
It follows that the stress-energy-momentum tensor Qνµ transforms to f
−4Qνµ
under such conformal change of the metric η.
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8.2 Some basic properties of null fields
All null fields (F, ∗F ), by definition, satisfy QµνQµν = 0, i.e.,
I1 = B
2 − E2 = 0, I2 = 2E.B = 0.
(For details see: J.L.Synge,Relativity: The Special Theory, North-Holland,
1956, Ch.IX, § 7). Since the field propagates freely, i.e., E×B defines a sheaf
of straight lines, the results of Sec.7.5 and the Rainich identity allow to con-
sider the mentioned in Sec.4.1 ”appropriate initial stress-strain spatial” struc-
ture that is to be kept during propagation along a straight line, as complete
integrabilty of the space-like 2-dimensional distribution (E,B), since in this
null-field case this 2-dimensional spatial distribution (E,B) is easily verified
to satisfy [E,B]∧E∧B = 0. Thus we have 2-dimensional space-like foliation:
any 2-dimensional spatial planes defined by (E,B) do NOT intersect.
This available 2-dimensional space-like foliation allows to choose a coframe
as follows: dx and dy to determine coframe on each integral 2-dimensional
plane of the distribution (E,B), dz to be spatially orthogonal to dx and dy, i.e.,
to any integral manifold of (E,B), and ξ = ct to denote the time coordinate.
Denoting further η˜(E) ≡ A, η˜(B) ≡ A∗, the above zero values of the invariants
I1, I2 mean that in this coframe we have
A = u dx+ p dy, A∗ = −ε p dx+ ε u dy, ε = ±1.
The corresponding frame looks like
A¯ = −u ∂
∂x
− p ∂
∂y
; A¯∗ = ε p
∂
∂x
− ε u ∂
∂y
;
∂
∂z
;
∂
∂ξ
·
The eigen null direction ζ¯ is defined in this frame by
ζ¯ = −ε ∂
∂z
+
∂
∂ξ
, ε = ±1,
and the corresponding 1-form ζ = η˜(ζ¯) looks like
ζ = ε dz + dξ.
The only non-zero componenets of Qνµ are
Q44 = −Q33 = εQ43 = −εQ34 =
1
2
(|A|2 + |A∗|2) = |A|2 = u2 + p2.
The two 2-forms F and ∗F look as follows
F = A ∧ ζ, ∗F = A∗ ∧ ζ.
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Since we consider free field, according to the relativity principle the energy
density of such field has to propagate along fixed straight line, and since our
field propagates along the Poynting vector, this frame/coframe and the cor-
responding coordinate system (x, y, z, ξ) may be used globally, provided the
relations studied to be written in coordinate free way. Further this coordinate
system will be called ζ-adapted for short.
We note also the following specific properties of a null field:
1. A null field is determined just by two functions, denoted here by
u(x, y, z, ξ), p(x, y, z, ξ).
2. The direction of translational propagation is determined intrinsically,
namely by a null eigen vector, and the trajectories of this null eigen vector are
null straight lines in Minkowski space-time.
3. A null field is represented by two algebraically interconnected through
the Hodge ∗-operator and locally recognizable subfields (F, ∗F ) carrying always
the same stress-energy-momentum:
I1 =
1
2
FµνF
µν = 0 ⇒ FµσF νσ = (∗F )µσ(∗F )νσ.
4. The eigen values of F νµ and (∗F )νµ are also zero (Sec.6.3.1).
5. The following relations hold:
iζ¯F = iζ¯(∗F ) = 0, iA¯(∗F ) = iA¯∗F = 0.
Hence, ζ¯ is eigen vector of F and ∗F , A¯∗ is eigen vector of F , and A¯ is eigen
vector of ∗F .
Other two interesting properties of these F = A ∧ ζ and ∗F = A∗ ∧ ζ are
the folowing. Consider the TM-valued 1-forms A⊗ ζ¯ and A∗⊗ ζ¯ and compute
the corresponding Fro¨licher-Nijenhuis brackets [A⊗ ζ¯ , A∗⊗ ζ¯] = [A∗⊗ ζ¯ , A⊗ ζ¯],
and [A⊗ ζ¯ , A⊗ ζ¯] (see Imp.remark in Sec.1.3.4). We obtain
[A⊗ ζ¯ , A∗ ⊗ ζ¯] = −1
2
ε
[
(u2 + p2)ξ − ε(u2 + p2)z
]
dx ∧ dy ⊗ ζ¯;
[A⊗ ζ¯ , A⊗ ζ¯ ] = −[A∗ ⊗ ζ¯ , A∗ ⊗ ζ¯]
= [u(pξ − ε pz)− p(uξ − ε uz)]dx ∧ dy ⊗ ζ¯ .
The coressponding Schouten brackets [F¯ , F¯ ] and [F¯ , ∗¯F ] give
[F¯ , F¯ ] = [A¯ ∧ ζ¯ , A¯ ∧ ζ¯ ]
= −ε[u(pξ − εpz)− p(uξ − εuz)] ∂
∂x
∧ ∂
∂y
∧ ∂
∂z
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+
[
u(pξ − εpz)− p(uξ − εuz)
] ∂
∂x
∧ ∂
∂y
∧ ∂
∂ξ
,
[F¯ , ∗¯F ] = [A¯ ∧ ζ¯ , A¯∗ ∧ ζ¯]
=
1
2
[
(u2 + p2)ξ − ε(u2 + p2)z
] ∂
∂x
∧ ∂
∂y
∧ ∂
∂z
−1
2
ε
[
(u2 + p2)ξ − ε(u2 + p2)z
] ∂
∂x
∧ ∂
∂y
∧ ∂
∂ξ
.
8.3 Basic Equations and their properties
8.3.1 Mathematical identification of the field
In order to write down relativistic dynamical equations, describing the space-
time evolution of free electromagnetic field-object, we first need to specify the
mathematical object that we consider as mathematical image of the electro-
magnetic field-object considered as physical object.
The physical object we are going to mathematically describe by means of
differential equations on Minkowski space-time, is characterized as follows:
1. It exists through a permanent space-time propagation with the transla-
tional speed equal to the speed of light.
2. It has dynamical structure, represented by two recognizable interacting
subsystems and their η co-images.
3. These two subsystems carry the same stress-energy-momentum.
4. These two subsystems are in a permanent local dynamical equilib-
rium: making use of their η co-images they permanently and directly exchange
energy-momentum in equal quantities without available local interaction en-
ergy.
Following the rule in Sec.4.1, the available two space-time recognizable
subsystems (F, ∗F) of the field we are going to mathematricaly identify by
two subdistributions in the tangent bundle of Minkowski space-time and their
η-codistributions, so that, no admissible coordinate/frame change to result in
nullifying locally or globaly of any of these two components.
The above four conditions suggest formally these two components and their
η co-images to recognize each other in two ways:
a/. Algebraically, i.e. there must exist a one-to-one algebraic map between
them.
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b/. Differentially, i.e. there must exist appropriate relation using the
derivatives of the scalar components of the field vector components.
Of course, these two kinds of contact between the two mathematical rep-
resentatives (we may call them vector components) should be physically mo-
tivated, i.e. they should reflect some physical appearences of the field object
carrying such dynamical structure.
From algebraic point of view we start with the observation that the exte-
rior powers of a vector space naturally separate lineary independent elements:
x ∧ y is not zero only if x 6= λy. So, if our physical object of interest has two
interacting components and each component has p recognizable time-stable
subsystems, it seems natural to turn to the exterior algebras built over cor-
responding couple of dual linear spaces. This view is supported also by the
considered natural definitions and physical interpretations as quantitative mea-
sures of local energy-momentum exchange of the algebraic and differential flows
of p-vectors accros q-forms as given in Sec.6.3.3, where the introduced concepts
of attractivness and sensitivity were illustrated.
Let’s recall also that choosing appropriate p-vector Φ over a linear space En
as a starting mathematical model object, this p-vector defines a p-dimensional
subspace EpΦ ⊂ En. Now, making use of the Poincare isomorphism (Sec.1.4.2)
Dp we can determine the object i(Φ)ω which defines a (n − p)-dimensional
subspace Dp(EpΦ) ⊂ (En)∗, where (En)∗ is the dual for En space. Two more
subspaces, namely, (EpΦ)
∗ ⊂ (En)∗ which is the dual to EpΦ, and (Dp(EpΦ))∗,
which is the dual to Dp(EpΦ), immediately appear.
Let’s see now what Minkowski space-time manifold M may offer in this
direction.
The basic mathematical object on M is its metric tensor η, it defines the
mathematical procedure that corresponds to the experimental procedure for
measuring space distance making use of light signals. In terms of η we alge-
braically define 4-volume on M and appropriate linear isomorphisms in the
tensor algebra over M . Also, the exterior algebra of differential forms can be
equiped with the η-defined linear isomorphism between Λp(M) and Λ4−p(M)
by the so called Hodge ∗p-operator. In view of the pseudoeuclidean nature of
η, we are going to make use of the Hodge-∗ and the η˜-isomorphisms which will
serve as good substitutes of the Poincare isomorphisms Dp.
In view of these remarks and of the considerations in Sec.3.7.5 and Sec.6.3.3
we see that the most natural choice for mathematical images of the two physical
components should be corresponding representatives of the above defined four
subspaces when a p-vector is introduced. What we still have to determine in
our 4-dimensional case is p =?.
In order to find appropriate p we first assume that the Hodge-∗ defines the
242
required algebraic correspondence between the formal representatives of the
two subsystems, so, we have two choices: p = 1 and p = 2, since the choice
p = 3 reduces to p = 1. In the case p = 1 our couple looks as (α, ∗α), where
α is 1-form. The required local dynamical equilibrium formally means that
the two differential flows iη˜(α)d ∗ α and iη˜(∗α)dα shall be nonzero in general,
and shall differ only in sign, i.e., iη˜(α)d ∗ α to be equal to −iη˜(∗α)dα, but such
relation is impossible since −iη˜(∗α)dα is a trivial zero: η˜(∗α) is a 3-vector, and
dα is a 2-form, therefore, the case p = 1 does not work.
The above simple consideration clearly shows that, following H.Minkowski,
we have to choose for mathematical identification of the field a R2-valued
differential 2-form Ω on M and its η co-image Ω¯ as follows:
Ω = F ⊗ e1 + ∗F ⊗ e2, Ω¯ = η˜−1(F )⊗ e1 + η˜−1(∗F )⊗ e2,
where (F, ∗F ) are 2-forms and (e1, e2) is a basis of the vector space R2. There-
fore, the two balance and two interaction differential flows will be, respectively,
i(η˜−1(F )dF, i(η˜−1(∗F ))d ∗ F,
i(η˜−1(F )d ∗ F, i(η˜−1(∗F ))dF.
8.3.2 Dynamical equations
Our field object now must survive through space-time propagation during
which it has to keep its structure, establishing and supporting internal dy-
namical equilibrium between its two recognizable subsystems. Our mathemat-
ical interpretation of this vision differs substantially from that of Maxwell-
Minkowski, simply speaking, it consists in considering Ω¯ as a ∨-extended al-
gebraic and Lie-symmetry of Ω: (Sec.2.8.4; Sec.6.3.3):
i∨Ω¯Ω = C ∈ Λ2const(M,R2), i.e., di∨Ω¯Ω = 0; L∨Ω¯Ω = 0.
Explicitly, denoting F¯ = η˜−1(F ), and ∗¯F = η˜−1(∗F ), the required differential
∨-symmetry gives
L∨Ω¯Ω =
[
d〈F, F¯ 〉 − iF¯ (dF )
]⊗ e1 ∨ e1
+
[
d〈∗F, ∗¯F 〉 − i∗¯F (d ∗ F )
]⊗ e2 ∨ e2
+ {2d〈F, ∗¯F 〉 − [i∗¯F (dF ) + iF¯ (d ∗ F )]} ⊗ e1 ∨ e2 = 0.
Remark. We have chosen the ”∨ ”-extension of the Lie derivative paying
due respect to the entire symmetry between the two components F and ∗F
and to the dynamical inter-equilibrium they keep during propagation.
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The equations we obtain are
d〈F, F¯ 〉 − iF¯ (dF ) = 0,
d〈∗F, ∗¯F 〉 − i∗¯F (d ∗ F ) = 0,
2d〈F, ∗¯F 〉 − [i∗¯F (dF ) + iF¯ (d ∗ F )] = 0.
Since in our case the formal identity 〈F, F¯ 〉 = −〈∗F, ∗¯F 〉 always holds,
summing up the first two equations we obtain
iF¯dF + i∗¯Fd ∗ F = 0, i.e. F αβ(dF )αβµ + (∗F )αβ(d ∗ F )αβµ = 0,
which coincides with the zero divergence of the standard and well trusted
electromagnetic stress-energy-momentum tensor Qνµ (Sec.6.3.1):
∇νQνµ = −∇ν
[1
2
(
FµσF
νσ + (∗F )µσ(∗F )νσ
)]
= 0.
From this explicit expression of Qνµ in terms of F and ∗F it is clearly seen that
the full stress-energy-momentum of the field is the sum of the stress-energy-
momentum carried by F , i.e. 1
2
FµσF
νσ, and the stress-energy-momentum car-
ried by (∗F ), i.e. 1
2
(∗F )µσ(∗F )νσ. Now, the algebraic symmetry equation
i∨Ω¯Ω =
1
2
FµσF
µσe1 ∨ e1 + 1
2
(∗F )µσ(∗F )µσe2 ∨ e2 + Fµσ(∗F )µσe1 ∨ e2 = C
requires
I1 =
1
2
FµσF
µσ = −1
2
(∗F )µσ(∗F )µσ = const, I2 = 1
2
Fµσ(∗F )µσ = const.
Hence, the above two equations, i.e., the ∨-extended algebraic and Lie
symmetry of Ω with respect to Ω¯, give:
(LF¯F )µ = −F αβ(dF )αβµ = 0,→ F is autoclosed,
(L∗¯F ∗ F )µ = −(∗F )αβ(d ∗ F )αβµ = 0,→ ∗F is autoclosed,
(L∗¯FF )µ + (LF¯ ∗ F )µ = −(∗F )αβ(dF )αβµ − F αβ(d ∗ F )αβµ = 0, α < β.
The conformal invariance holds, and every solution (F, ∗F ) realizes the idea
for local equilibrium (Sec.6.3.3). In terms of the coderivative δ = ∗d ∗ we get
Fµν(δF )
ν = 0,
(∗F )µν(δ ∗ F )ν = 0,
(∗F )µν(δF )ν + Fµν(δ ∗ F )ν = 0.
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The coordinate-free form of these equations reads:
(∗F ) ∧ ∗d ∗ F ≡ δF ∧ ∗F = 0,
F ∧ ∗dF ≡ −F ∧ δ ∗ F = 0,
F ∧ ∗d ∗ F + (∗F ) ∧ ∗dF ≡ δF ∧ F − δ ∗ F ∧ ∗F = 0.
Let us not forget that: only time-stable null field solutions with finite
spatial support of the above equations will be of interest further.
We can come to these dynamical equations recalling that vector valued
differential forms can be multiplied according to the rule
ϕ(Φ,Ψ) = ϕ(αi ⊗ ei).(βj ⊗ ej) = αi ∧ βj ⊗ ϕ(ei, ej),
where {ei} is a basis of the vector space W , and ϕ : W ×W →W is a bilinear
map. So, we can form the expression ∨(Ω, ∗dΩ) and to put it equal to zero,
meaning that the change dΩ of the field Ω is not essential for the surviving
of Ω, i.e. the change dΩ is admissible. The same result may be obtained
if we replace the change operator d with the coderivative change operator δ.
Hence, using again the ” ∨ ” operator to fix the equilibrium between the two
subsystems, the equation
∨(δΩ, ∗Ω) = 0
gives the above equations
Fµν(δF )
ν = 0, (∗F )µν(δ ∗ F )ν = 0, (∗F )µν(δF )ν + Fµν(δ ∗ F )ν = 0.
We shall consider now these equations more in detail, in particular, if they
admit spatially finite, time-stable and spin-carrying null solutions.
Clearly, these equations admit linear and nonlinear solutions. The linear
solutions satisfy δF = δ ∗ F = 0, and coincide with the solutions of Maxwell
vacuum equations, so these solutions will be out of consideration.
We turn now to the nonlinear ones, i.e. to those satisfying δF 6= 0, δ∗F 6= 0.
The first important property reads: all nonlinear solutions are null fields,
i.e. C = 0.
It is clearly seen that the first two groups of these equations may be con-
sidered as two linear homogeneous systems with respect to (δF )µ and (δ ∗F )µ
respectively. These homogeneous systems may have non-zero solutions only if
det(Fµν) = det((∗F )µν) = (12Fµν(∗F )µν)2 = 0, i.e. if I2 = 2E.B = 0.
Further, summing up these three systems of equations, we obtain
(F + ∗F )µν(δF + δ ∗ F )ν = 0.
Recall that a 2-form A on M satisfies ∗A ∧ ∗A = −A ∧ A, and
A ∧ A =
√
det(Aµν)ωo, A ∧ A = −A ∧ ∗(∗A) = 1
2
Aµν(∗A)µνωo.
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If (δF + δ ∗ F )ν 6= 0, then
(F + ∗F ) ∧ (F + ∗F ) = F ∧ F + 2F ∧ ∗F − F ∧ F =
√
det[(F + ∗F )µν ]ωo,
so,
0 = det||(F + ∗F )µν || = [−FµνF µν ]2 = (2I1)2.
If δF ν = −(δ ∗ F )ν 6= 0, we sum up the first two systems of equations and
obtain (∗F − F )µν(δ ∗ F )ν = 0. Consequently,
0 = det||(∗F − F )µν || = [FµνF µν ]2 = (2I1)2.
This completes the proof. Hence, the corresponding C is zero.
In view of this, from the identity (Sec.6.3.1)
I1 =
1
2
FαβF
αβδνµ = FµσF
νσ − (∗F )µσ(∗F )νσ
it follows that the two susystems carry the same stress-energy-momentum:
FµσF
νσ = (∗F )µσ(∗F )νσ.
In this way a permanent local dynamical equilibrium between the two sub-
systems, represented by F and ∗F , is established.
Recalling that all null fields have zero eigen values we come to the following
two corollaries:
Corollary. The vector δF µ is an eigen vector of F νµ ; the vector (δ ∗F )µ is
an eigen vector of (∗F )νµ.
Corollary. The vectors δF µ and (δ ∗ F )µ are eigen vectors of the energy
tensor Qµν .
We continue studying the properties of the equations and their solutions
keeping in mind the two properties of the vectors in Minkowski space:
1. There are NO mutually orthogonal time-like vectors in Minkowski space.
2. All eigen vectors of F and ∗F are eigen vectors of Qνµ.
First we look at the invariance properties of our nonlinear system with
respect to the duality transformations:
F → F = aF − b ∗ F, ∗F → ∗F = bF + a ∗ F, a, b ∈ R.
We substitute and obtain:
δF ∧ ∗F = a2(δF ∧ ∗F )− b2(δ ∗ F ∧ F ) + ab(δF ∧ F − δ ∗ F ∧ ∗F )
δ ∗ F ∧ F = a2(δ ∗ F ∧ F )− b2(δF ∧ ∗F ) + ab(δF ∧ F − δ ∗ F ∧ ∗F )
δF∧F−δ∗F ∧∗F = (a2−b2)(δF ∧F −δ∗F ∧∗F )−2ab(δF ∧∗F +δ∗F ∧F ).
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It is seen that if F defines a solution then F also defines a solution. Conversely,
if F defines a solution then subtracting the second equation from the first and
taking in view that a2+b2 6= 0 we obtain δF ∧∗F = (δ∗F )∧F . Now, the case
a2 = b2 directly leads to δF ∧F − δ ∗F ∧∗F = 0 and δ ∗F ∧F = δF ∧∗F = 0.
If a2 6= b2 then, since also δF ∧F − δ ∗F ∧∗F = 0, the compatibility with the
third equation leads to
δF ∧ F − δ ∗ F ∧ ∗F = −a
2 − b2
ab
δF ∧ ∗F,
δF ∧ F − δ ∗ F ∧ ∗F = 4ab
a2 − b2 δF ∧ ∗F.
These two equations require 4a2b2 = −(a2 − b2)2, which is impossible, so
δF ∧F − δ ∗F ∧∗F = 0 and δF ∧∗F = δ ∗F ∧F = 0. The duality invariance
follows.
We recall that in the null field case Qνµ has just one isotropic eigen direction,
defined by the isotropic vector ζ¯, and all of its other eigen directions are space-
like.
We prove now that all nonlinear solutions satisfy the conditions
(δF )µ(δ ∗ F )µ = 0, |δF | = |δ ∗ F | .
From i(η˜−1(δ ∗ F ))(δF ∧ ∗F ) = 0, we get
(δ ∗ F )µ(δF )µ(∗F )− δF ∧ (δ ∗ F )µ(∗F )µνdxν = 0.
Because of the obvious nullification of the second term the first term will be
equal to zero (at non-zero ∗F ) only if (δF )µ(δ ∗ F )µ = 0.
Further we form the interior product i(η˜−1(δ∗F ))(δF ∧F −δ∗F ∧∗F ) = 0
and obtain
(δ ∗ F )µ(δF )µF − δF ∧ (δ ∗ F )µFµνdxν−
−(δ ∗ F )2(∗F ) + δ ∗ F ∧ (δ ∗ F )µ(∗F )µνdxν = 0.
Clearly, the first and the last terms are equal to zero. So, the inner product
by η˜−1(δF ) gives
−(δF )2(δ ∗F )µFµνdxν + [(δF )µ(δ ∗ F )νFµν ] δF − (δ ∗F )2(δF )µ(∗F )µνdxν = 0.
The second term of this equality is zero since δF µFµν = 0. Besides, our third
equation δF ∧ F − δ ∗ F ∧ ∗F = 0 means
(δ ∗ F )µFµνdxν = −(δF )µ(∗F )µνdxν .
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So, [
(δF )2 − (δ ∗ F )2] (δF )µ(∗F )µνdxν = 0.
Now, since by supposition (δF )µ(∗F )µνdxν 6= 0, then the relation |δF | =
|δ ∗ F | follows immediately.
It follows from this result and from the above corollaries that
1. δF and δ ∗ F can NOT be time-like,
2. δF and δ∗F are simultaneously space-like, i.e. (δF )2 = (δ∗F )2 < 0,
or simultaneously isotropic, i.e. |δF | = |δ∗F | = 0. We note that in this last
case the isotropic vectors δF and δ∗F are also eigen vectors of Qνµ, and since Qνµ
has just one isotropic eigen direction, which we denoted by ζ¯, we conclude that
δF, δ∗F and ζ should be collinear. But, the requirement δF∧F = δ∗F∧∗F 6= 0
requires non-null character of δF and δ ∗F , otherwise, since F and ∗F can be
represented respectively as A∧ ζ and A∗ ∧ ζ , if δF and δ ∗F are colinear to ζ ,
obviously, δF ∧ F = δ ∗ F ∧ ∗F = 0. In other words, the space-like nature of
δF and δ ∗F guarantees nonzero equal energy-momentum flows between
F and ∗F , which, in view of the relation FµσF νσ = (∗F )µσ(∗F )νσ, establishes
permanent dynamical equilibrium between F and ∗F .
In our further study of the nonlinear solutions we shall make use of the
above mentioned representation in a ζ-adapted frame:
F = A ∧ ζ, ∗F = A∗ ∧ ζ,
where A and A∗ are 1-forms, ζ¯µ = ηµνζν . It follows that
F ∧ ζ = ∗F ∧ ζ = 0.
Remark. Further we are going to skip the ”bar” over ζ, δF, A,A∗, and from
the context it will be clear the meaning: one-forms, or vector fields.
We establish now some useful properties of these quantities.
1o. Aµζ
µ = A∗µζ
µ = 0
2o. Aσ(∗F )σµ = 0, (A∗)σFσµ = 0
3o. AσA∗σ = 0, A
2 = (A∗)2 < 0.
In order to prove 1o we note
0 = I1 =
1
2
FµνF
µν =
1
2
(Aµζν −Aνζµ)(Aµζν −Aνζµ)
=
1
2
(2AµA
µ.ζνζ
ν − 2(Aµζµ)2) = −(Aµζµ)2.
The second of 1o is proved in the same way just replacing F with ∗F and A
with A∗.
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To prove 2o we notice
0 = ∗(A∗ ∧ A∗ ∧ ζ) = ∗(A∗ ∧ ∗F ) = −(A∗)σFσµdxµ.
Similarly
0 = ∗(A ∧A ∧ ζ) = ∗(A ∧ F ) = Aσ(∗F )σµdxµ.
Hence, A∗ is an eigen vector of F and A is an eigen vector of ∗F . The case
|A| = 0 is not considered since then A is collinear to ζ and F = A ∧ ζ = 0, so
∗F = 0 too.
Now, 3o follows from 2o because
0 = −(A∗)σFσµ = −(A∗)σ(Aσζµ − Aµζσ)
= −(A∗.A)ζµ + Aµ(A∗.ζ) = −(A∗.A)ζµ.
Finally we express Qνµ in terms of A, or A
∗, and ζ . Since I1 = 0,i.e.,
FµσF
νσ = (∗F )µσ(∗F )νσ, we have
Qνµ = −
[
FµσF
νσ
]
= −(Aµζσ − Aσζµ)(Aνζσ − Aσζν) =
−A2ζµζν = −(A∗)2ζµζν .
Hence, since Q44 > 0 and ζ4ζ
4 > 0 we obtain A2 = (A∗)2 < 0.
Noting that ζ and its normalized form Z = ζ/ζ4 define the same integral
lines, we show how the geodesic character of ζ follows from the local conser-
vation law ∇νQµν = 0. In fact,
∇νQµν = ∇ν
(−A2(ζ4)2 Zµ Zν) = −[Zµ∇νA2(ζ4)2 Zν+A2(ζ4)2Zν∇ν Zµ] = 0.
This equation holds for any µ = 1, 2, 3, 4. We consider it for µ = 4 and recall
that for µ = 4 we have Z4 = 1. In our coordinates∇ν = ∂ν , and we obtain that
the second term becomes zero, so ∇νA2(ζ4)2 Zν = 0. Therefore, Zν∇ν Zµ = 0,
which means that all the trajectories of ζ are parallel straight isotropic
lines. Hence, with every nonlinear solution F we are allowed to introduce
ζ-adapted coordinate system by the requirement that the trajectories of ζ to
be parallel to the plane (z, ξ). In such a coordinate system we may assume
ζµ = (0, 0, ε, 1), ε = ±1. From 3-dimensional point of view this means that
the field propagates along the coordinate z, and ε = −1 implies propagation
along z from −∞ to +∞, while ε = +1 implies propagation from ∞ to −∞.
We repeat once again: The translational direction of propagation of any
null-field nonlinear solution is determined intrinsically.
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We note that in Maxwell theory all time stable null-field solutions are
spatially infinite, otherwise they have to blow-up radially according to the
corresponding theorem for D’Alembert equation. We shall see that Extended
electrodynamics (EED) has no problems in this respect, i.e. spatially finite
and time stable null field solutions are allowed.
We express explicitly now F, ∗F,A and A∗ in the corresponding ζ-adapted
coordinate system making use of the relations F = A∧ ζ, ∗F = A∗ ∧ ζ , where
ζ = εdz + dξ, and of the above established properties. We easily obtain:
F12 = F34 = 0, F13 = εF14, F23 = εF24,
(∗F )12 = (∗F )34 = 0, (∗F )13 = ε(∗F )14 = −F24, (∗F )23 = ε(∗F )24 = F14.
Moreover, from A.ζ = A∗.ζ = 0 it follows that in an ζ-adapted coordinate
system we obtain
A = A1dx+ A2dy + f.ζ = (F14)dx+ (F24)dy + f.ζ
A∗ = A∗1dx+ A
∗
2dy + f
∗.ζ = (−F23)dx+ (F13)dy + f ∗.ζ
= −(εA2)dx+ (εA1)dy + f ∗.ζ,
where f and f ∗ are two arbitrary functions.
Having this in mind we prove the following:
All nonlinear solutions satisfy the relations:
ζµ(δF )µ = 0, ζ
µ(δ ∗ F )µ = 0.
We form the interior product i(ζ)(δF ∧ ∗F ) = 0, and recalling that A∗.ζ = 0,
we get
0 = [ζµ(δF )µ] ∗ F − δF ∧ (ζ)µ(∗F )µνdxν = ζµ(δF )µ ∗ F.
So, ζµ(δF )µ = 0. Similarly, from (δ ∗ F ) ∧ F = 0 we get ζµ(δ ∗ F )µ = 0.
We also note that the 3-form δF ∧ F is isotropic: (δF ∧ F )2 = 0. In fact
(δF ∧ F )µνσ(δF ∧ F )µνσ = F µν
[
(δF )2Fµν
]− F µν[δF ∧ i(δF )F ]
µν
= (δF )2F µνFµν = 0, µ < ν < σ.
It deserves noting that there are no nonlinear spherically symmetric so-
lutions, i.e. if F is a spherically symmetric solution then it is a solution of
Maxwell’s equations. In fact, the most general spherically symmetric 2-form
in spherical coordinates (r, θ, ϕ), originating at the symmetry center, is
F = f(r, ξ) dr ∧ dξ + h(r, ξ) sinθ dθ ∧ dϕ.
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Now the equation F ∧ ∗dF = 0 requires h(r, ξ) = const, and the equation
δF ∧ ∗F = 0 requires f(r, ξ) = const/r2. It follows: dF = 0, δF = 0.
Recall that at every point, where the field is different from zero, we have in
fact three coframes: the pseudoorthonormal (ζ-adapted) coframe (dx, dy, dz, dξ),
the pseudoorthonormal coframe χ0 = (A = A/|A|, εA∗ = A∗/|A∗|,R =
−dz,S = dξ), and the pseudoorthogonal frame χ = (A, εA∗,R,S). The matrix
χµν of χ with respect to the coordinate coframe is
χµν =
∥∥∥∥∥∥∥∥
u −p 0 0
p u 0 0
0 0 −1 0
0 0 0 1
∥∥∥∥∥∥∥∥ .
We define now the amplitude φ > 0 of the solution (F, ∗F ) by
φ =
√
|det(χµν)|.
Clearly, in an ζ-adapted coordinate system
φ =
√
u2 + p2 =
√
Q44 = |A|.
Each of these three coframes defines its own volume form:
ω = dx ∧ dy ∧ dz ∧ dξ,
ωχo = A ∧ εA ∧R ∧ S = −ω,
ωχ = A ∧ A∗ ∧R ∧ S = −(u2 + p2)ω.
We proceed further to define the phase of the nonlinear solution in these terms.
We shall need the matrix χ0µν of the frame χ
0 with respect to the coordinate
basis. We obtain
χ0µν =
∥∥∥∥∥∥∥∥∥
u√
u2+p2
−p√
u2+p2
0 0
p√
u2+p2
u√
u2+p2
0 0
0 0 −1 0
0 0 0 1
∥∥∥∥∥∥∥∥∥ .
The trace of this matrix is
tr(χ0µν) =
2u√
u2 + p2
.
Obviously, the inequality |1
2
tr(χ0µν)| ≤ 1 is fulfilled. Now, the phase function
ϕ and the phase ψ of the nonlinear solution are defined by
ϕ =
1
2
tr(χ0µν), ψ = arccos(ϕ) = arccos
(
1
2
tr(χ0µν)
)
.
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Making use of the amplitude function φ, of the phase function ϕ and of the
phase ψ, we can write
u = φ.ϕ = φ cosψ, p = φ (±
√
1− ϕ2) = φ sinψ.
We consider now the 1-forms (A,A∗) on a region U ⊂ M , where A 6=
0, A∗ 6= 0, and since A.A∗ = 0, we have a 2-dimensional Pfaff system on
U . This 2-dimensional Pfaff system (A,A∗) is completely integrable, i.e. the
following equations hold:
dA ∧ A ∧ A∗ = 0, dA∗ ∧ A ∧ A∗ = 0.
In fact, A ∧A∗ = (u2 + p2)dx ∧ dy, and in every term of dA and dA∗ at least
one of the basis covectors dx and dy will participate, so the above exterior
products will vanish. The assertion is proved.
Remark. As we shall see further, this property of Frobenius integrability is
dually invariant for the nonlinear solutions.
Remark. These considerations stay in force also for those time stable linear
solutions, which have zero invariants I1 = I2 = 0. But Maxwell’s equations
require u and p to be infinite running plane waves in this case, so the corre-
sponding amplitudes will NOT depend on two of the spatial coordinates and
the phase functions will be also running waves. As we’ll see further, the phase
functions for the nonlinear solutions are arbitrary bounded functions.
We proceed further to give the relativistic definition of the earlier intro-
duced concept of scale factor Lo for a given nonlinear solution F with |δF | 6= 0.
First we recall a theorem from vector bundle theory, which establishes some
important properties of those vector bundles which admit pseudoriemannian
structure. The theorem says that if a vector bundle Σ with a base manifold
B and standard fiber V admits pseudoriemannian structure g of signature
(p, q), p + q = dimV , then it is always possible to introduce in this bundle a
riemannian structure h and a linear automorphism ϕ of the bundle, such that
two subbundles Σ+ and Σ− may be defined with the following properties:
1. g(Σ+,Σ+) = h(Σ+,Σ+),
2. g(Σ−,Σ−) = −h(Σ−,Σ−),
3. g(Σ+,Σ−) = h(Σ+,Σ−) = 0.
The automorphism ϕ is defined by
gx(ux, vx) = hx(ϕ(ux), vx), ux, vx ∈ Vx, x ∈ B.
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In components we have
gij = hikϕ
k
j → ϕki = gimhmk.
In the tangent bundle case this theorem allows to separate a subbundle of the
tangent bundle if the manifold admits pseudoriemannian metric. In the sim-
ple case of Minkowski space (M, η), sign(η) = (−,−,−,+), introducing the
standard Euclidean metric h on M we may separate 1-dimensional subbundle,
i.e. a couple of vector fields ±Xo, being eigen vectors of ϕ, and to require
η(Xo, Xo) = 1. In our canonical coordinates we obtain Xo = ∂/∂ξ.
Now, the scale factor Lo for a nonlinear solution (F, ∗F ) with |δF | 6= 0,
|δ ∗ F | 6= 0 is defined by
Lo = |i(Xo)F ||δF | =
|A|
|δF | =
|i(Xo)(∗F )|
|δ ∗ F | =
|A∗|
|δ ∗ F | ·
8.4 On the Homology defined by the null fields
energy tensor
8.4.1 Introductory Remarks
From pure algebraic point of view we speak about homology (or, cohomology)
every time when we meet a linear map D in a vector space V over a field (e.g.
R, or C), or in a module W over some ring, having the property D ◦ D = 0.
Then we have two related subspaces, Ker(D) = {x ∈ V : D(x) = 0} and
Im(D) = D(V). Since Im(D) is a subspace of Ker(D), we can factorize,
and the corresponding factor space H(D,V) = Ker(D)/Im(D) is called the
homology space for D. The dual linear map D∗ in the dual space V∗ has also
the property D∗ ◦ D∗ = 0, so we obtain the corresponding cohomology space
H∗(D∗,V∗). In such a situation the map D (resp. D∗) is called boundary
operator (resp coboundary operator). The elements of Ker(D) (resp.
Ker(D∗)) are called cycles (resp. cocycles), and the elements of Im(D) (resp.
Im(D∗)) are called boundaries (resp. coboundaries).
The basic property of a boundary operator D is that every linear map
B : V → V which commutes with D: D ◦ B = B ◦ D, induces a linear
map B∗ : H(D) → H(D). So, a boundary operator realizes the general idea
of distinguishing some properties of a class of objects which properties are
important from a definite point of view, and to find those transformations
which keep invariant these properties.
The basic example for boundary operator used in theoretical physics is the
exterior derivative d (inducing the de Rham cohomology). This operator acts
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in the space of differential forms over a manifold, e.g., the Euclidean space
(R3, g), or the Minkowski space-time M = (R4, η). The above mentioned basic
property of every boundary operator D appears here as a commutation of d
with the smooth maps f of the manifold considered: d ◦ f∗ = f∗ ◦ d. A well
known physical example for cocycles of d (which are called here closed differ-
ential forms) comes when we consider a spherically symmetric gravitational
or electrostatic field generated by a point source. Since the field is defined
only outside of the point-source, i.e. on the space N = R3 − {0}, then a
natural object representing the field is a closed differential 2-form ω,dω = 0.
In view of the obvious spherical symmetry such a (spherically symmetric or
SO(3)-invariant) closed 2-form is defined up to a constant coefficient q, and
in standard spherical coordinates originating at the point-source we obtain
ω = q sin θ dθ ∧ dϕ. The Hodge star on N gives ∗ω = (q/r2)dr, which is usu-
ally called gravitational/electric field generated by the point source m/q. Now,
the Stokes’ theorem establishes the corresponding charge m/q as a topological
invariant, characterizing the nontrivial topology of the space N .
The above mentioned boundary operator d is a differential operator. Pure
algebraic boundary operators in a linear space V also exist and one way to
introduce such operators is as follows. Let V ∗ be the dual to V space and
〈 , 〉 denote the canonical conjugation: (x∗, x) → 〈x∗, x〉, where x∗ ∈ V ∗ and
x ∈ V . Now fix x ∈ V and let x∗ be such that 〈x∗, x〉 = 0. Consider now the
decomposable element x∗⊗x ∈ V ∗⊗V . The isomorphism between V ∗⊗V and
L(V, V ) allows to consider x∗ ⊗ x as a linear map ϕ(x∗,x) : V → V as follows:
ϕ(x∗,x)(y) = (x
∗ ⊗ x)(y) = 〈x∗, y〉x, y ∈ V.
Hence, the linear map ϕ(x∗,x) sends all elements of V to the 1-dimensional space
determined by the non-zero element x ∈ V . Clearly, ϕ(x∗,x) is a boundary
operator since
ϕ(x∗,x) ◦ ϕ(x∗,x)(y) = ϕ(x∗,x)(〈x∗, y〉x)
= 〈x∗, y〉ϕ(x∗,x)(x) = 〈x∗, y〉〈x∗, x〉x = 0, y ∈ V.
So, if {ei} and {εj} are two dual bases in the n-dimensional linear spaces V
and V ∗ respectively, then every couple (εj, ei), i 6= j, determines the linear
boundary operators ϕ(εj ,ei) = ε
j ⊗ ei, i 6= j.
If g is an inner product in V and the two elements (x, y) are g-orthogonal:
g(x, y) = 0, then denoting by g˜ the linear isomorphism g˜ : V → V ∗ (lowering
indices) we can define the linear map g˜(x)⊗ y, which is obviously a boundary
operator in V :
(g˜(x)⊗y)◦(g˜(x)⊗y)(z) = 〈g˜(x), z〉(g˜(x)⊗y)(y) = 〈g˜(x), z〉g(x, y)(y) = 0, z ∈ V.
254
In particular, if (V, η) is the Minkowski space, then every isotropic vector
ζ : η(ζ, ζ) = ζ2 = 0 defines a boundary operator η˜(ζ)⊗ ζ¯ = ζ ⊗ ζ¯. In fact,
(ζ ⊗ ζ¯) ◦ (ζ ⊗ ζ¯)(x) = 〈ζ, x〉〈ζ, ζ¯〉(ζ¯) = 0, x ∈ V.
We note that the duality between V and V ∗ allows to consider the element
x∗⊗x as a linear map in V ∗ as follows (x∗⊗x)(y∗) = 〈y∗, x〉x∗, and to build the
corresponding boundary operators in V ∗. Also, in the finite dimensional case
we always get dim(V )− 2 = dim[Ker(x∗⊗ x)/Im(x∗⊗x)], where 〈x∗, x〉 = 0.
The above mentioned property that the image space of any such boundary
operator x∗ ⊗ x, where 〈x∗, x〉 = 0, is 1-dimensional, implies that the natural
extensions of these boundary operators to derivations in the graded exterior
algebras Λ(V ) and Λ(V ∗) define boundary operators of degree zero in these
graded algebras (see further).
8.4.2 The null field electromagnetic energy tensor as
boundary operator
Let now the 2-forms (F, ∗F ) represent an electromagnetic field on Minkowski
space-time with the corresponding energy tensor
Qνµ = −
1
2
[
FµσF
νσ + (∗F )µσ(∗F )νσ
]
.
We recall the property of the null field electromagnetic stress-energy-momentum
tensor Q(F )νµ established by Rainich
QσµQ
ν
σ =
1
4
(I21 + I
2
2 )δ
ν
µ,
where I1 =
1
2
FµνF
µν and I2 =
1
2
Fµν(∗F )µν are the two invariants.
In the frame of Extended Electrodynamics (EED), the 2-forms (F, ∗F )
satisfiy the nonlinear equations (d denotes the exterior derivative and δ = ∗d∗
denotes the coderivative):
F µν(dF )µνσ = 0, (∗F )µν(d ∗ F )µνσ = 0,
F µν(d ∗ F )µνσ + (∗F )µν(dF )µνσ = 0,
in terms of the coderivative δ these equations are given correspondingly by
(∗F )µν(δ ∗ F )ν = 0, Fµν(δF )ν = 0, Fµν(δ ∗ F )ν + (∗F )µν(δF )ν = 0.
It was shown that all nonlinear solutions, i.e. those satisfying dF 6= 0 and
d ∗ F 6= 0, have zero invariants: I1 = I2 = 0. Therefore, considering Qνµ as a
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linear map in the module of vector fields, or 1-forms, over the Minkowski space-
time, we see that if the two invariants are equal to zero, we obtain a boundary
operator at all points of M where the field is nonzero. Our purpose now is to
consider how the corresponding homology is connected with the structure of
the nonlinear solutions of the vacuum EED equations.
Recalling that in this isotropic case the energy tensor has only one isotropic
eigen direction defined by the vector field ζ¯ , ζ¯2 = 0, and that the 2-forms F and
∗F are represented in an appropriate coordinate system (called ζ-adapted) by
two 1-forms A and A∗ as: F = A∧ζ , ∗F = A∗∧ζ , we have the following result:
The image space Im(QF ) coincides with the only isotropic eigen direction of
QF . In fact, in the ζ-adapted coordinate system we have
A = u dx+ p dy, A∗ = −εp dx+ εu dy, ζ = εdz + dξ, ε = ±1,
so, the linear map QF is given in this ζ-adapted coordinate system by
QF = −φ2dz ⊗ ∂
∂z
+ εφ2dz ⊗ ∂
∂ξ
− εφ2dξ ⊗ ∂
∂z
+ φ2dξ ⊗ ∂
∂ξ
,
where φ2 = u2 + p2. Clearly, QF = φ
2ζ ⊗ ζ¯ , where ζ¯ = −ε∂z + ∂ξ defines
the only isotropic eigen direction of QF . Let in this coordinate system the
arbitrary vector field X be presented by its components (Xµ), µ = 1, . . . , 4.
We obtain
QF (X) = −φ2dz(X) ∂
∂z
+ εφ2dz(X)
∂
∂ξ
− εφ2dξ(X) ∂
∂z
+ φ2dξ(X)
∂
∂ξ
= −φ2X3 ∂
∂z
+ εφ2X3
∂
∂ξ
− εφ2X4 ∂
∂z
+ φ2X4
∂
∂ξ
= εφ2X3ζ¯ + φ2X4ζ¯ = φ2(εX3 +X4)ζ¯ .
If α = αµdx
µ is a 1-form then in the same way we obtain
QF (α) = (QF )
ν
µανdx
µ = φ2(−εα3 + α4)ζ.
Hence the image space of QF coincides with the only isotropic eigen space of
QF . Further we continue denoting the vectors and the η-corresponding forms
by the same letter.
Another important moment is that the kernel space Ker(QF ) coincides
with the 3-space spanned by the A,A∗ and ζ . In fact, we know that QF (A) =
QF (A
∗) = QF (ζ) = 0. Now, if X is an arbitrary vector, then from the above
it follows that QF (X) = φ
2(εX3 +X4)ζ , so we conclude that QF (X) will be
equal to zero only if X is a linear combination of A,A∗ and ζ .
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Hence, we may write Ker(QF ) = {A} ⊕ {A∗} ⊕ {ζ}. The corresponding
factor space
H(QF ) = Ker(QF )/Im(QF )
is isomorphic to {A} ⊕ {A∗}. The classes defined by A and A∗ are given by
[A] = A + fζ and [A∗] = A∗ + f ∗ζ , where f and f ∗ are functions.
Recall now that δF is an eigen vector of F and δ ∗ F is an eigen vector
of ∗F , so, δF and δ ∗ F are eigen vectors of QF corresponding to the 0-eigen
values of QF . Therefore QF (δF ) = QF (δ ∗ F ) = 0, i.e. δF and δ ∗ F define
corresponding homology classes: [δF ] = δF + hζ and [δ ∗ F ] = δ ∗ F + h∗ζ ,
where h and h∗ are functions.
According to the above mentioned property, every symmetry of a bound-
ary operator induces a linear map inside the homology space. Therefore, the
homology spaces are invariant with respect to the linear isomorphisms which
commute with the boundary operators. In our case we have to find those lin-
ear maps Φ in the module of vector fields over M , which commute with QF ,
i.e. Φ ◦QF = QF ◦ Φ. It is readily obtained that in the ζ-adapted coordinate
system every such Φ is given by a matrix of the following kind:
Φ =
∥∥∥∥∥∥∥∥
a b c −εc
m n q −εq
r s w 0
εr εs 0 w
∥∥∥∥∥∥∥∥ ,
where all nine independent entries of this matrix are functions of the coordi-
nates. It follows that the QF - homology spaces are invariant with respect to all
diffeomorphisms ϕ : M → M which generate isomorphisms dϕ : TM → TM
of the tangent bundle of M given in the ζ-adapted coordinate system by a
nondegenerate matrix of the above kind.
An important property of the boundary operator QF is that its image space
Im(QF ) is 1-dimensional. As it was mentioned earlier, this allows to extend QF
as a boundary operator in the graded exterior algebra of differential forms over
M . In fact, recall that a linear map ϕ in a linear space V induces derivation
ϕ∧ in the exterior algebra Λ(V ) according to the rule
ϕ∧(x1 ∧ x2 ∧ · · · ∧ xp)
= ϕ(x1) ∧ x2 ∧ · · · ∧ xp + x1 ∧ ϕ(x2) ∧ · · · ∧ xp + · · ·+ x1 ∧ x2 ∧ · · · ∧ ϕ(xp).
Remark. If we try to extend QF to antiderivation with respect to the usual
involution ω(α) = (−1)pα, α ∈ Λp(M), we’ll find that this is not possible since
the necessary condition for this, given by QF (α)∧α+ω(α)∧QF (α) = 0, does
not hold for every α ∈ Λ1(M).
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Hence, if Im(ϕ) = ϕ(V ) is 1-dimensional, then every summond of ϕ∧ ◦
ϕ∧(x1 ∧ x2 ∧ · · · ∧ xp) will contain two elements of the kind ϕ(xi) and ϕ(xj),
and if these two elements are collinear, their exterior product is zero and the
corresponding summond is zero. In our case ϕ = QF and Im(QF ) = {ζ} is
1-dimensional, so we shall have Q∧F ◦Q∧F (α) = 0, α ∈ Λ(M).
Corollary. The extension Q∧F defines a boundary operator of degree zero
in Λ(M).
Remark. Further the extension Q∧F will be denoted just by QF .
Corollary. The extension of QF to derivation in Λ(M) introduces in
Λ(M) some structure of graded differential algebra with corresponding graded
homology algebra H(QF )(Λ(M)).
The following relations are readily verified:
QF (F ) = 0, QF (∗F ) = 0, QF (δF ∧ F ) = 0.
For example, QF (F ) = QF (A ∧ ζ) = QF (A) ∧ ζ + A ∧ QF (ζ) = 0. So, F, ∗F
and δF ∧ F are QF -cycles.
We recall that every nonlinear solution satsfies the conditions: (δF )2 =
(δ ∗ F )2 < 0, A2 = (A∗)2 < 0, (δF ).(δ ∗ F ) = 0,
Then recalling the scale factor Lo = |A|/|δF | we have the following result:
The scale factor Lo = |A|/|δF | depends only on the classes of A
and δF .
In fact, since |[A]| = |A + fζ | = |A| and |[δF ]| = |δF + hζ | we obtain
Lo = |A|/|δF | = |[A]|/|[δF ]|.
Clearly, ([A], [A∗]) and ([δF ], [δ ∗ F ]) represent two bases of H(QF ) in
Λ1(M).
Consider now the coframe (A/φ,A∗/φ, dz, dξ) and denote by χo its matrix
with respect to the coordinate frame (dx, dy, dz, dξ). Let ψ = arccos(1
2
tr(χo)).
Corollary. The transformation ([A], [A∗])→ ([δF ], [δ ∗ F ]) is given by
([A], [A∗])
∥∥∥∥ 0 εLζ¯ψ−εLζ¯ψ 0
∥∥∥∥ = (−εLζ¯ψ[A∗], εLζ¯ψ[A]) = ([δF ], [δ ∗ F ]).
The above formula shows that the transformation matrix, further denoted by
M, between these two bases is (±εLo)−1J , where J is the canonical complex
structure in a real 2-dimensional space. This fact may give another look on
the duality, because of the invariance of J with respect to the transformation
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J → S.J.S−1, where S is given earlier :
S.J.S−1 =
∥∥∥∥ a b−b a
∥∥∥∥ ∥∥∥∥ 0 1−1 0
∥∥∥∥ ∥∥∥∥a −bb a
∥∥∥∥ 1a2 + b2 =
∥∥∥∥ 0 1−1 0
∥∥∥∥ .
One could say that the duality symmetry of the nonlinear solutions is a con-
sequence of the null-field homology presented. In other words, every initial
null-field configuration given by (A,A∗, ζ), with |δF | 6= 0, |δ ∗ F | 6= 0, ζ2 = 0,
compulsory has rotational-translational dynamical nature, so, it is intrinsically
forced to propagate with rotational component of propagation in space-time,
because, the nonzero Fµν , i.e. the nonzero (A,A
∗), imply nonzero values of
the derivatives of Fµν including the nonzero value of Lζ¯ψ even if ψ is time-
independent, and the basis ([A], [A∗)] is continuously forced to rotate. In fact,
the running-wave character of φ = |A| drags the solution along the coordi-
nate z and the nonzero Lζ¯ψ implies cosψ 6= 0, sinψ 6= 0. The evolution
obtained is strongly connected with the nonzero finite value of the scale fac-
tor Lo = |Lζ¯ψ|−1, which, in turn, determines rotation in the homology space
HF (Q). This rotation is determined entirely by the Lie derivative of the phase
ψ with respect to ζ¯, and it is intrinsically consistent with the running wave
translational propagation of the energy-density φ2. It is seen that the field con-
figuration has a rotational component of propagation, while the energy density
has just translational component of propagation.
It is interesting to see the action of QF as derivation in Λ(M). We shall do
this in a ζ-adapted coordinate system. Let F define a nonlinear solution and
QF : Λ(M) → Λ(M) be the corresponding derivation with φ2 = u2 + p2 the
corresponding energy-density. We give first the action of QF as derivation on
the bases elements.
QF (dx) = QF (dy) = 0, QF (dz) = −εφ2ζ, QF (dξ) = φ2ζ
QF (dx ∧ dy) = 0, QF (dx ∧ dξ) = φ2dx ∧ ζ
QF (dx ∧ dz) = −εφ2dx ∧ ζ, QF (dy ∧ dξ) = φ2dy ∧ ζ,
QF (dy ∧ dz) = −εφ2dy ∧ ζ, QF (dz ∧ dξ) = 0.
QF (dx ∧ dy ∧ dz) = −εφ2dx ∧ dy ∧ ζ, QF (dx ∧ dy ∧ dξ) = φ2dx ∧ dy ∧ ζ,
QF (dx ∧ dz ∧ dξ) = 0, QF (dy ∧ dz ∧ dξ) = 0,
QF (dx ∧ dy ∧ dz ∧ dξ) = 0.
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Let now the arbitrary 2-form G be represented in this coordinate system
by G = Gµνdx
µ ∧ dxν , µ < ν. Making use of the above given explicit form
for the action of QF on the basis elements as derivation we obtain
QF (G) = εφ
2(−εG13 +G14)dx ∧ dz + εφ2(−εG23 +G24)dy ∧ dz
+ φ2(−εG13 +G14)dx ∧ dξ + φ2(−εG23 +G24)dy ∧ dξ.
Since QF (G) is obviously null: [QF (G)]
2 = 0, this result makes possible the
following conclusions concerning 2-forms:
1. The space Im(QF ) consists of null fields, i.e. every nonlinear
solution F determines a subspace Im(QF ) ⊂ Λ2(M) of null-fields.
2. The spaceKer(QF ) consists of 2-forms, which in this coordinate
system satisfy: εG13 = G14, εG23 = G24, and (G12, G34)-arbitrary.
3. The eigen spaces of QF (G) coincide with the eigen spaces of F
for every (nonzero) G ∈ Λ2(M).
If G is a 3-form with components G123, G124, G134, G234 in the same ζ-
adapted coordinate system, we obtain
QF (G) = εφ
2(−εG123 +G124)dx ∧ dy ∧ dz + φ2(−εG123 +G124)dx ∧ dy ∧ dξ.
So, QF (G) is isotropic, and a 3-form G is in Ker(QF ) only if εG123 = G124 in
this coordinate system. Moreover, since QF (G) does not depend on G134dx ∧
dz ∧ dξ and G234dy ∧ dz ∧ dξ we conclude that the kernel of QF in this case
consists of time-like 3-forms.
Finally, if G is a 4-form, then QF (G) = 0.
Corollary. If G ∈ Λ(M) lives in Im(QF ) where F is a nonlinear solution,
then QF (G) is isotropic.
This may be extended to the smooth functions f ∈ C∞(M) if we assume
QF (f) = 0.
Let’s summarize. Every space-like (straight-line) direction may be chosen
for z-coordinate on M , and the 1-form ζ = εdz + dξ determines an isotropic
direction along which a class of null-fields F are defined. The corresponding
linear map QF satisfies QF ◦ QF = 0 and defines homology in the spaces of
1-forms and of vector fields.
Since the image space QF (Λ
1M) is 1-dimensional, QF extends to a bound-
ary operator in the whole exterior algebras over the 1-forms and vector fields.
The image space of the extended QF consists of isotropic (null) objects. If
G is a 2-form then QF (G) has, in general, the same eigen properties as F .
Hence, every 2-form F with zero invariants lives in just one such subclass
and the whole set of these 2-forms divides to such nonintersecting subclasses.
Moreover, every 2-form G has its (null-field) image in every such subclass.
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For every nonlinear solution F (u, p), (|δF | = |δ∗F | 6= 0) the corresponding
φ2 = u2 + p2 propagates translationally, i.e., is a running wave, along the
space-like direction chosen (considered as the coordinate z). The 4-dimensional
versions of the corresponding electric and magnetic fields are presented by the
nonisotropic parts of the homology classes defined by the mutually orthogonal
space-like 1-formsA and (−A∗). The nonlinear solutions with isotropic δ F 6= 0
and δ ∗F 6= 0: |δF | = |δ ∗F | = 0, propagate only translationally, i.e. without
rotation. Rotational components of propagation, or spin-momentum, may have
just those nonlinear solutions having nonzero finite scale factor Lo = |A|/|δF |,
or equivalently, satisfying one of the conditions given erlier. The isotropic
3-form δF ∧ F defines a QF -homology class since QF (δF ∧ F ) = 0, and it
appears as a natural candidate representing locally the spin-momentum if we
assume the additional equation d(δF ∧ F ) = 0, which should reduce to an
equation for the phase ψ. The two mutually orthogonal space-like 1-forms
δF and δ ∗ F define the same homology classes as A∗ and A respectively.
The transformation matrix M between the two bases (A,A∗) and (δ ∗ F, δF )
defines a complex structure in the 2-dimensional homology space through the
scale factor: M[A] =M(A+fζ) =M(A)+fζ = δ∗F+fζ = [δ∗F ] andM =
±εL−1o J , where J is the canonical complex structure in a 2-dimensional space.
The 2-parameter duality symmetry coincides with the symmetries of M and
transforms solutions to solutions inside the subclass of solutions propagating
along the spatial direction chosen.
8.5 Explicit nonlinear solutions
As it is clear from the above with every nonlinear solution F of our nonlinear
equations a class of ζ-adapted coordinate systems is associated, such that F
and ∗F acquire the form :
F = εudx ∧ dz + udx ∧ dξ + εpdy ∧ dz + pdy ∧ dξ
∗F = −pdx ∧ dz − εpdx ∧ dξ + udy ∧ dz + εudy ∧ dξ.
Since we look for non-linear solutions, after substitution of these F and ∗F
and doing some elementary calculations we obtain:
Every couple (F, ∗F ) of the above kind satisfies the equation
δF ∧ F − δ ∗ F ∧ ∗F = 0,
which in terms of the FN-bracket (Sec.8.2) coincides with the equation
[A⊗ ζ¯ , A⊗ ζ¯] = −[A∗ ⊗ ζ¯ , A∗ ⊗ ζ¯ ].
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Further we obtain
δF = (uξ − εuz)dx+ (pξ − εpz)dy + ε(ux + py)dz + (ux + py)dξ,
δ ∗ F = −ε(pξ − εpz)dx+ ε(uξ − εpz)dy − (px − uy)dz − ε(px − uy)dξ,
Fµν(δF )
νdxν = (∗F )µν(δ ∗ F )νdxν =
= ε [p(pξ − εpz) + u(uξ − εuz)] dz + [p(pξ − εpz) + u(uξ − εuz)] dξ,
(δF )2 = (δ ∗ F )2 = −(uξ − εuz)2 − (pξ − εpz)2 = −φ2(ψξ − εψz)2.
We infer that our equations reduce to only one equation, namely
p(pξ − εpz) + u(uξ − εuz) = 1
2
[
(u2 + p2)ξ − ε(u2 + p2)z
]
= 0,
which in terms of FN-bracket (Sec.8.2) is equivalent to
[A⊗ ζ¯ , A∗ ⊗ ζ¯ ] = 0.
The obvious solution to this equation is
u2 + p2 = φ2(x, y, ξ + εz), u = φϕ, p = ±φ
√
1− ϕ2, |ϕ| < 1,
where φ is an arbitrary differentiable function of its arguments. The solution
obtained shows that the equations impose some limitations only on the am-
plitude function φ and that the phase function ϕ is arbitrary except that it
is bounded: |ϕ| < 1. The amplitude φ is a running wave along the specially
chosen coordinate z, which is common for all ζ-adapted coordinate systems.
Considered as a function of the spatial coordinates, the amplitude φ is arbi-
trary, so it can be chosen spatially finite. The time-evolution does not affect
the initial form of φ, so it will stay the same in time, but the whole solution
may change its form due to ϕ . Since |ϕ| < 1 and the two independent field
components are given by F14 = u = φϕ, F24 = p = ±φ
√
1− ϕ2 this shows,
that among the nonlinear solutions of our equations there are (3+1) spatially
finite solutions. The spatial structure of φ can be determined by initial con-
dition, and the phase function ϕ can be used to describe additional structure
features and internal dynamics of the solution.
We compute δF ∧ F = δ ∗ F ∧ ∗F and obtain
δF ∧ F =
[
εp(uξ − εuz)− εu(pξ − εpz)
]
dx ∧ dy ∧ dz
+
[
p(uξ − εuz)− u(pξ − εpz)
]
dx ∧ dy ∧ dξ.
In terms of φ and ψ = arccos(ϕ) we obtain
p(uξ − εuz)− u(pξ − εpz) = −φ2(ψξ − εψz),
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and so
δF ∧ F = −εφ2(ψξ − εψz)dx ∧ dy ∧ dz − φ2(ψξ − εψz)dx ∧ dy ∧ dξ.
Applying ∗ from the left we get
∗(δF ∧ F ) = −φ2(ψξ − εψz)dz − εφ2(ψξ − εψz)dξ = −εφ2(ψξ − εψz)ζ.
Corollary. δF ∧ F is null: |δF ∧ F | = 0, and it is equal to zero iff ψ is a
running wave along z.
Corollary. F is a running wave along z iff ψ is a running wave along z,
i.e. iff δF ∧ F = 0.
Computing the 4-forms dA ∧ A ∧ ζ and dA∗ ∧ A∗ ∧ ζ we obtain
dA ∧ A ∧ ζ = dA∗ ∧A∗ ∧ ζ
= ε
[
u(pξ − εpz)− p(uξ − εuz)
]
dx ∧ dy ∧ dz ∧ dξ
= εφ2(ψξ − εψz)dx ∧ dy ∧ dz ∧ dξ.
Hence, since (δF )2 = −φ2(ψξ − εψz)2, and φ 6= 0 is a running wave, the
nonlinear solutions, satisfying |δF | = |δ ∗ F | = 0, imply ψξ − εψz = 0, i.e.
absence of rotational component of propagation.
The following relations are equivalent:
1. δF ∧ F = 0.
2. |δF | = |δ ∗ F | = 0.
3. ψ is a running wave along z: Lζ¯ψ = 0.
4. dA ∧ A ∧ ζ = dA∗ ∧ A∗ ∧ ζ = 0.
We give now two other relations that are equivalent to the above four.
First, consider a nonlinear solution F , and the corresponding (1, 1) tensor
F νµ = η
νσFσµ. We want to compute the corresponding Fro¨licher-Nijenhuis
tensor SF =
[
F, F
]
, which is a 2-form on M with values in the vector fields on
M . The components of SF in a coordinate frame are given by
(SF )
σ
µν = 2
[
F αµ
∂F σν
∂xα
− F αν
∂F σµ
∂xα
− F σα
∂F αν
∂xµ
+ F σα
∂F αµ
∂xν
]
.
We recall the two unit vector fields A and εA∗, given by (in a ζ-adapted
coordinate system)
A = −ϕ ∂
∂x
−
√
1− ϕ2 ∂
∂y
, εA∗ =
√
1− ϕ2 ∂
∂x
− ϕ ∂
∂y
,
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and we compute SF (A, εA
∗).
(SF )
σ
µνA
µεA∗ν = (SF )
σ
12(A
1εA∗2 −A2εA∗1).
We obtaian
(SF )
1
12 = (SF )
2
12 = 0, (SF )
3
12 = −ε(SF )412 = 2ε{p(uξ − εuz)− u(pξ − εpz)}.
It is easily seen that A1εA∗2 −A2εA∗1 = 1, so, the relation SF (A, εA∗) = 0
is equivalent to the above four.
Second, recall that if
[A, (+, .)] is an algebra (may graded), then the
(anti)derivations D : A → A satisfy: D(a.b) = Da.b+ εaa.Db, where a, b ∈ A
and εa is the parity of a ∈ A. So, the derivations are not morphisms of A, and
satisfy the generalized Leibniz rule. The difference
∆D(a, b) =
[
Da.b+ εaa.Db
]
−D(a.b), a, b ∈ A
is called the Leibniz bracket of the operator D : A → A, and D is a (anti)deri-
vation if its Leibniz bracket vanishes. If A is the exterior algebra of differential
forms on a (pseudo)riemannian manifold (M, g) and D is the coderivative δ
with respect to g, then the corresponding Leibniz bracket is denoted by {, }.
So, if F is a p-form, and G is any form, then
{F,G} = δF ∧G+ (−1)pF ∧ δG− δ(F ∧G).
Note that the brackets {F, F} do not vanish in general.
Now, if the 2-form F on the Minkowski space defines a nonlinear solution,
then F ∧ F = ∗F ∧ ∗F = 0 and
{F, F} = δF ∧ F + (−1)2F ∧ δF − δ(F ∧ F ) = 2δF ∧ F = 2δ ∗ F ∧ ∗F.
So, the above relations 1−4 are equivalent to the requirement that the Leibniz
brackets {F, F}, {∗F, ∗F} vanish.
Remark. In the B.Coll’s paper (arXiv: gr-qc/0302056) the equations
∇σQσµ = 0 and {F, F} + {∗F, ∗F} = 0 have been proposed as new vacuum
field equations, but no further study of the solutions are known to us.
Finally, all these conditions are equivalent to Lo =∞.
We note the very different nature of these seven conditions. The complete
integrability of any of the two Pfaff 2-dimensional systems (A, ζ) and (A∗, ζ)
is equivalent to zero value of |δF | on the one hand, and to the zero value of
the quantity SF (A, εA
∗) on the other hand, and both are equivalent to the
vanishing of this Leibniz bracket and to the infinite value of Lo. This could
hardly be occasional, so, a physical interpretation of these quantities in the
nonzero case, i.e. when ψ is not a running wave, is strongly suggested. In
view of the above conclusion that the condition |δF | = 0 implies absence of
rotational component of propagation, our interpretation is the following:
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A nonlinear solution will carry rotational component of
propagation, i.e. intrinsic angular (spin) momentum, only if ψ is NOT
a running wave along the direction of translational propagation.
Natural measures of this spin momentum appear to be δF ∧ F 6= 0, or
|δF | 6= 0, or SF (A, εA∗). The most attractive seems to be δF ∧ F , because it
is a 3-form, and imposing the requirement d(δF ∧F ) = 0 we obtain both: the
equation for ψ and the corresponding conserved (through the Stokes’ theorem)
quantity H = ∫ i∗(δF ∧ F )dx ∧ dy ∧ dz, where i∗(δF ∧ F ) is the restriction of
δF ∧ F to R3.
Making use of the relations u = φ cosψ and p = φ sinψ, we get
A = φ cosψ dx+ φ sinψ dy + fζ,
A∗ = −εφ sinψ dx+ εφ cosψ dy + f ∗ζ,
δF = −φ sinψ (ψξ − εψz) dx+ φ cosψ (ψξ − εψz) dy + (ux + py)ζ
= −ε(Lζ¯ψ)A∗ + (εf ∗Lζ¯ψ + ux + py)ζ
δ ∗ F = −εφ cosψ (ψξ − εψz) dx− εφ sinψ (ψξ − εψz) dy − ε(px − uy)ζ
= ε(Lζ¯ψ)A− ε(fLζ¯ψ + px − uy)ζ,
where Lζ¯ is the Lie derivative with respect to ζ¯. We obtain also
|δF | = |δ ∗ F | = φ|ϕξ − εϕz|√
1− ϕ2 = φ|ψξ − εψz| = φ|Lζ¯ψ|,
Lo = |A||δF | =
√
1− ϕ2
|ϕξ − εϕz| =
1
|ψξ − εψz| = |Lζ¯ψ|
−1.
Now we can write
δF = ±εA
∗
Lo +
(
∓ε f
∗
Lo + (ux + py)
)
ζ,
δ ∗ F = ∓ε ALo +
(
±ε fLo − ε(px − uy)
)
ζ.
Corollary. Obviously, the following relations hold:
Aµ(δF )
µ = 0, (A∗)µ(δ ∗ F )µ = 0, Aµ(δ ∗ F )µ = ±εφ
2
Lo = −(A
∗)µ(δF )
µ.
Finally we note that since the propagating along the given ζ¯ nonlinear
solutions in canonical coordinates are parametrized by one function φ of 3
independent variables and one bounded function ϕ of 4 independent variables,
the separation of various subclasses of nonlinear solutions is made by imposing
additional conditions on these two functions.
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8.6 Structure of the Nonlinear Solutions
8.6.1 Properties of the duality matrices
We consider the set G of matrices α of the kind
α =
∥∥∥∥ a b−b a
∥∥∥∥ , where a, b ∈ R.
The nonzero matrices of this kind form a 2-dimensional Lie group G with
respect to the usual matrix multiplication. Together with the zero 2×2 matrix
Io they also form a 2-dimensional linear space G = G
⋃{Io} over R, and this
linear space is naturally recognized as the Lie algebra ofG. The linear structure
is with respect to the usual addition of matrices, so every element of G may be
considered as corresponding element of G. As is well known G, endowed with
the matrix multiplication, gives the real representation of the field of complex
numbers.
A natural basis of the linear space G is given by the two matrices
I =
∥∥∥∥1 00 1
∥∥∥∥ , J = ∥∥∥∥ 0 1−1 0
∥∥∥∥ .
The group G is commutative, in fact,∥∥∥∥ a b−b a
∥∥∥∥ . ∥∥∥∥m n−n m
∥∥∥∥ = ∥∥∥∥m n−n m
∥∥∥∥ . ∥∥∥∥ a b−b a
∥∥∥∥ = ∥∥∥∥ am− bn (an + bm)−(an + bm) am− bn
∥∥∥∥ .
Every element α ∈ G can be represented as α = aI + bJ, a, b ∈ R. Recall the
natural representation ρo : G→ LG of G in G given by
ρo(α)(aI + bJ) = a (α
−1)∗(I) + b (α−1)∗(J) =
1
a2 + b2
[
aα(I) + b α(J)
]
.
From now on we shall consider α(I) and α(J) just as matrix product, so we
have
α(I) = α.I = α = aI + bJ, α(J) = α.J = −bI + aJ.
Since (J−1)∗ = J , J generates a complex structure in G: J ◦J(x) = −x, x ∈ G.
The product of two matrices α = aI + bJ and β = mI + nJ looks like
α.β = (am − bn)I + (an + bm)J . The commutativity of G means symmetry,
in particular, every α ∈ G is a symmetry of J : α.J = J.α.
Finally we note, that the inner product ge in G = Te(G), where e is the
identity of G, given by
ge(α, β) =
1
2
tr(α ◦ β∗), α, β ∈ G,
generates a (left invariant) riemannian metric on G by means of the (left)
group multiplication:
gσ = (Lσ−1)
∗ge, σ ∈ G.
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8.6.2 Action of G in the space of 2-forms on M
We consider now the space Λ2(M) - the space of 2-forms on thr Minkowski
space-time M with its natural basis:
dx ∧ dy, dx ∧ dz, dy ∧ dz, dx ∧ dξ, dy ∧ dξ, dz ∧ dξ.
We recall from Sec.5.3 that the Hodge ∗ acts in Λ2(M) as a complex structure
∗ = J and on the above basis its action is given by:
J (dx ∧ dy) = −dz ∧ dξ J (dx ∧ dz) = dy ∧ dξ J (dy ∧ dz) = −dx ∧ dξ
J (dx ∧ dξ) = dy ∧ dz J (dy ∧ dξ) = −dx ∧ dz J (dz ∧ dξ) = dx ∧ dy.
Hence, in this basis the (6 × 6)-matrix of J is off-diagonal with entries
(J16 = −J25 = J34 = −J43 = J52 = −J61 = −1, (i.e. left action).
Let now I be the identity map in Λ2(M). We define a representation ρ of
G ⊂ G in Λ2(M) as follows:
ρ(α) = ρ(aI + bJ) = aI + bJ , α ∈ G.
Every ρ(α) is a linear isomorphism, in fact, its determinant det||ρ(α)|| is equal
to (a2 + b2)3. The unity I of G is sent to the identity transformation I of
Λ2(M), and the complex structure J of the vector space G, considered as
element of G, is sent to the complex structure J of Λ2(M). This map is surely
a representation, because ρ(α.β) = ρ(α).ρ(β), α, β ∈ G. In fact,
ρ(α.β) = ρ
[
(aI + bJ).(mI + nJ)
]
= ρ
[
(am− bn)I + (an + bm)J] = (am− bn)I + (an+ bm)J .
On the other hand
ρ(α).ρ(β) = ρ(aI + bJ).ρ(mI + nJ)
= (aI + bJ ).(mI + nJ ) = (am− bn)I + (an + bm)J .
We consider now the space Λ2(M,G) of G-valued 2-forms on M . Every
such 2-form Ω can be represented as Ω = F1 ⊗ I + F2 ⊗ J , where F1 and F2
are 2-forms. We have the joint action of G in Λ2(M,G) as follows:
[ρ(α)× α](Ω) = ρ(α).F1 ⊗ (α−1)∗(I) + ρ(α).F2 ⊗ (α−1)∗(J).
We obtain
det(α).[ρ(α)× α](Ω)
=
[
(a2I+abJ )F1−(b2J +abI)F2
]⊗I+[(b2J +abI)F1+(a2I+abJ )F2]⊗J.
267
In the special case Ω = F ⊗ I + J .F ⊗ J it readily follows that
[ρ(α)× α] (Ω) = Ω.
In this sense the forms Ω = F ⊗ I + J .F ⊗ J are equivariant with respect to
this joint action of G.
Explicitly for a general 2-form F we have
ρ(α).F = aI.F + bJ .F
= (aF12 + bF34)dx ∧ dy + (aF13 − bF24)dx ∧ dz + (aF23 + bF14)dy ∧ dz
+ (aF14 − bF23)dx ∧ dξ + (aF24 + bF13)dy ∧ dξ + (aF34 − bF12)dz ∧ dξ.
If Fε is a nonlinear solution we modify correspondingly the representation as
follows: ρ(α) = aI + εbJ , and obtain (in the ζ-adapted coordinate system)
ρ(α).Fε = ε(au− bp)dx ∧ dz + ε(ap+ bu)dy ∧ dz
+ (au− bp)dx ∧ dξ + (ap+ bu)dy ∧ dξ.
It follows that if Fε is a nonlinear solution then ρ(α).Fε will be a nonlinear
solution if the quantity[
(ρ(α).Fε)14
]2
+
[
(ρ(α).Fε)24
]2
= (au− bp)2 + (ap+ bu)2
is a running wave along z. But this quantity is equal to (a2 + b2)(u2 + p2)
and since (a2 + b2) = const, we see that ρ(α).Fε is again a nonlinear solution
for any α ∈ G. In other words, the group G acts as group of symmetries
of our nonlinear equations. Moreover, in view of the conclusions at the end
of the preceding section, G acts inside every subclass of solutions defined by
the chosen space-like direction (the coordinate z). Hence, if F is a nonlinear
solution, we may write G.F ⊂ QF (Λ2(M)), i.e. any orbit G.F lives entirely
and always inside the subclass QF (Λ
2(M)).
Since for the phase ψ of a product (α.β) we have ψ(α.β) = ψ(α) + ψ(β),
for the phase ψ of the solution ρ(α).Fε we obtain (in this coordinate system)
ψ = arccos
[
ε(au− bp)√
(a2 + b2)(u2 + p2)
]
= ψ(Fε(u, p)) + ψ(α(a, b)),
where
ψ(Fε(u, p)) = arccos
εu√
u2 + p2
, ψ(α(a, b)) = arccos
a√
a2 + b2
are respectively the phases of Fε(u, p)) and of the complex number α = aI+bJ .
Now, since ψ(α(a, b)) = const we obtain the
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Corollary. The 1-form dψF and the scale factor Lo = |Lζ¯ψ(ρ(α).Fε)|−1
are G-invariants: d(ψF ) = d(ψ(ρ(α).F )), Lo(F ) = Lo(ρ(α).F ).
Corollary. If the scale factor Lo = |Lζ¯ψ)|−1 is constant, then, the defined
by a nonlinear solution (F, ∗F ) 3-form F ∧ δF is closed: d(F ∧ δF ) = 0.
In fact, we recall that
δF ∧ F = −εφ2(ψξ − εψz)dx ∧ dy ∧ dz − φ2(ψξ − εψz)dx ∧ dy ∧ dξ.
So, since ψξ − εψz = const and φ2 is runing wave along the direction of z, i.e.
Lζ¯(φ
2) = 0, we obtain
d(δF ∧ F ) = εLζ¯(φ2)(Lζ¯ψ)dx ∧ dy ∧ dz ∧ dξ = 0.
Hence, when the scale factor Lo is constant we obtain another conservative
quantity, namely, the integral of the restriction of δF ∧F on R3 over the whole
3-space will not depend on time.
We also note that under the action of α(a, b) we have
A→ A′ = [au− bp, ap+ bu, 0, 0], A∗ → (A∗)′ = [−(ap + bu), au− bp, 0, 0],
and this is equivalent to
A′ = aA + bA∗, (A∗)′ = −bA + aA∗.
Hence, in the ζ-adapted coordinate systems the dual transformation, as given
above, restricts to transformations in the (x, y)-plane, so we have
Corollary. The Frobenius integrability of the 2-dimensional Pfaff system
(A,A∗) is a G-invariant property.
Corollary. The Frobenius NONintegrability of the 2-dimensional Pfaff
systems (A, ζ) and (A∗, ζ) is a G-invariant property.
Remark. For a possible connection of δF ∧ F to the Godbillon-Vey closed
3-form Γ = dθ ∧ θ see further.
Point dependent group parameters
We are going now to see what happens if the group parameters become func-
tions of the coordinates: α = u(x, y, z, ξ)I + p(x, y, z, ξ)J , and to try to gen-
erate nonlinear solution by means of defining appropriate action of α ∈ G in
the linear spaces of 2-forms and 2-vectors.
269
Denote by the same letter I the identity maps in Λ2(M) and in X2(M). The
complex structure map in Λ2(M) defined by the Hodge star we shall denote
here by J , and its dual map in X2(M) shall be denoted by J ∗.
Let now a (smooth) map M → G is given by
α(u, p) = u(x, y, z, ξ)I + εp(x, y, z, ξ)J.
We define the following actions:
(α, F )→ ρ(α)(F ) = (u (x, y, z, ξ)I + εp (x, y, z, ξ)J )(F ), F ∈ Λ2(M),
(α, F¯ )→ ρ(α)(F¯ ) = (u (x, y, z, ξ)I + εp (x, y, z, ξ)J ∗)(F¯ ), F¯ ∈ X2(M).
Consider now the following objects:
Fo = dx ∧ ζ = ε dx ∧ dz + dx ∧ dξ, F¯o = ζ¯ ∧ ∂
∂x
= ε
∂
∂x
∧ ∂
∂z
− ∂
∂x
∧ ∂
∂ξ
.
We obtain
ρ(α)(Fo) = F = εu dx ∧ dz + εp dy ∧ dz + u dx ∧ dξ + p dy ∧ dξ,
and
ρ(α)(F¯o) = F¯ = ε u
∂
∂x
∧ ∂
∂z
+ ε p
∂
∂y
∧ ∂
∂z
− u ∂
∂x
∧ ∂
∂ξ
− p ∂
∂y
∧ ∂
∂ξ
.
Similarly, ∗Fo and ¯∗Fo generate
ρ(α)(∗Fo) = ∗F = −p dx ∧ dz + u dy ∧ dz − εp dx ∧ dξ + εu dy ∧ dξ
and
ρ(α)( ¯∗Fo) = ∗¯F = −p ∂
∂x
∧ ∂
∂z
+ u
∂
∂y
∧ ∂
∂z
+ εp
∂
∂x
∧ ∂
∂ξ
− εu ∂
∂y
∧ ∂
∂ξ
.
Introducing now the objects
Ω = ρ(α)(Fo)⊗ e1 + ρ(α)(∗Fo)⊗ e2
and
Ω¯ = ρ(α)(F¯o)⊗ e1 + ρ(α)( ¯∗Fo)⊗ e2,
we can impose our condition L∨
Ω¯
Ω = 0, and to obtain in this way our nonlinear
equations
i(F¯ )dF = 0, i(∗¯F )d ∗ F = 0, i(F¯ )d ∗ F = −i(∗¯F )dF.
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The above consideration suggests to check if we have a solution (F, ∗F )
defined by the two functions u and p, and we consider a map α :M → G ⊂ G,
such that the components a(x, y, z, ξ) and b(x, y, z, ξ) of α = a(x, y, z, ξ)I +
b(x, y, z, ξ)J determine another solution, then whether the 2-form
F˜ = α(x, y, z, ξ).F =
[
a(x, y, z, ξ)I + εb(x, y, z, ξ)J ].F will define a solution?
For F˜ we obtain
F˜ = ρ(α).F = (aI + εbJ ).F =
ε(au−εbp)dx∧dz+ ε(ap+ εbu)dy∧dz+(au−εbp)dx∧dξ+(ap+ εbu)dy∧dξ,
where a and b are functions of the coordinates.
Now, F˜ will define a solution iff[
(au− εbp)2 + (ap+ εbu)2]
ξ
− ε[(au− εbp)2 + (ap+ εbu)2]
z
= 0.
This relation is equivalent to[
(a2 + b2)ξ − ε(a2 + b2)z
]
(u2 + p2) +
[
(u2 + p2)ξ − ε(u2 + p2)z
]
(a2 + b2) = 0.
This shows that if F (u, p) defines a solution, then F˜ (u, p ; a, b) = ρ(α(a, b)).F (u, p)
will define a solution iff F (a, b) defines a solution, i.e. iff ρ(α(a, b)).Fo defines
a solution. So we have the
Corollary. Every nonlinear solution (F, ∗F )(a, b) defines a map
Φ(a, b) : (F, ∗F )(u, p)→ Φ(F, ∗F )(u, p ; a, b)
such that if (F, ∗F )(u, p) is a nonlinear solution then Φ(F, ∗F )(u, p ; a, b) is also
a nonlinear solution.
The above corollary says that the set Σ(Fo, ∗Fo) of nonlinear solutions,
defined by the chosen (Fo, ∗Fo), has a commutative group structure with group
multiplication
F (a, b).F (u, p) = ρ(α(a, b))Fo.ρ(β(u, p))Fo
= ρ(α.β)Fo = ρ(β.α)Fo = F (u, p).F (a, b),
and a similar relation for ∗F .
In terms of the F -component of a nonlinear solution (F, ∗F )(u, p) with the
corresponding map Φ(u, p) = ρ(α(u, p)) = uI + εpJ we can introduce in an
obviously invariant way the concept of amplitude of a nonlinear solution. In
fact, F (u, p) determines the first component F (u,−p) of a congugate solution.
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Making use of the two corresponding linear maps Φ(u, p) and Φ(u,−p) we
compute the quantity 1
6
tr
[
Φ(u, p) ◦ Φ(u,−p)].
1
6
tr
[
Φ(u, p) ◦ Φ(u,−p)] = 1
6
tr
[(
uI + εpJ ) ◦ (uI − εpJ )]
=
1
6
tr
[
(u2 + p2)I] = u2 + p2 = φ2(u, p).
In the general case α = αp.αp−1 . . . α1 we readily obtain
F (α) = F (αp).F (αp−1) . . . F (α1),
and for the corresponding amplitude and phase
φ(Fp.Fp−1 . . . F1), and ψ(Fp.Fp−1 . . . F1)
we obtain
φ(Fp.Fp−1 . . . F1)) = φ(Fp).φ(Fp−1) . . . φ(F1),
ψ(Fp.Fp−1 . . . F1) =
p∑
i=1
(ψi).
The corresponding scale factor is
Lo(Fp.Fp−1 . . . F1) = 1|Lζψ| =
1
|∑pi=1(ψi)ξ − ε∑pi=1(ψi)z| .
Clearly ψ(Fo) = 0, which corresponds to Lo(Fo) =∞.
It deserves noting the following. If α(a, b) 6= 0 defines a solution then
F−1 = ρ(α−1).Fo and (∗F )−1 = ρ(α−1).(∗Fo) will define a solution given by
(F )−1 =
(
u
u2 + p2
I − εp
u2 + p2
J
)
(Fo), (∗F )−1 =
(
− εp
u2 + p2
I − u
u2 + p2
J
)
(Fo),
carrying energy density of (u2 + p2)−1.
Noting that Fo = dx ∧ ζ , ∗Fo = dy ∧ ζ , F¯o = η˜(Fo) and ¯∗Fo = η˜(∗Fo), the
considerations above allow the following conclusions and interpretations. The
whole set of nonlinear solutions divides to subclasses, every such subclass is
determined by the spatial direction along which the solution propagates trans-
lationally, it is the coordinate z in our consideration, or by the corresponding
ζ . Every solution (F, ∗F )(u, p) of a given ζ-subclass is obtained by means of
the action of a corresponding matrix α(u, p) on the corresponding (Fo, ∗Fo)
through the representation ρ. We also note that every such subclass divides
to subsubclasses G.F , determined by the two functions (u, p), and the action
of G with constant coefficients on the corresponding (F, ∗F )(u, p). Every such
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subsubclass may be considered as one solution represented in different bases
of G.
Clearly, since any α ∈ G can be represented in various ways in terms of
other elements of G, we see that every solution (F, ∗F ) of a given subclass
may be represented in various ways in terms of other solutions of this class in
the same domain D, i.e., we have an example of a nonlinear ”superposition”
inside a given subclass (let’s not forget also about the Moivre relations in C).
We could also say that the whole set of nonlinear solutions consists of orbits of
the (multiplicative) group of those complex valued functions α(x, y, z, ξ) (the
product is point-wise), the module |α| = √a2 + b2 of which is a running wave
along some fixed null direction ζ¯.
We see also that the amplitude and the phase of a solution in a natural way
acquire the interpretations of amplitude and phase φ = |α| = √a2 + b2, ψ =
arccos(ϕ) of the corresponding complex field α(x, y, z, ξ) = (φ cosψ, φ sinψ).
Finally, a suggestion comes to mind to consider the couple
Ωo = Fo ⊗ e1 + ∗Fo ⊗ e2, Ω¯o = F¯o ⊗ e1 + ¯∗Fo ⊗ e2,
where (e1, e2) is the canoncal basis of R
2, and (Fo, ∗Fo) and (F¯o, ¯∗Fo) depend
on the chosen null direction ζ¯, as vacuum state, appropriate to be acted upon
by the creation operators ρ(α), and the corresponding annihilation operators
ρ(α−1), considered as sections of the principal bundle M ×G.
The considerations made so far were limited, more or less, inside a given
subclass of (nonlinear) solutions, which propagate translationally along the
same isotropic 4-direction in M , or along a given spatial direction which we
choose for z-coordinate. A natural question arises: is it possible to write down
equations which would simultaneously describe a set of N such non-interacting
solutions, which propagate translationally along different spatial directions.
The answer to this question is positive, and the equations look like:
N∑
k=1
(
δF 2k−1 ∧ ∗F 2k−1)⊗ e2k−1 ∨ e2k−1 − N∑
k=1
(
δ ∗ F 2k−1 ∧ F 2k−1)⊗ e2k ∨ e2k+
N∑
k=1
(−δF 2k−1 ∧ F 2k−1 + δ ∗ F 2k−1 ∧ ∗F 2k−1)⊗ e2k−1 ∨ e2k = 0,
where the index k enumerates the 2-space (R2)k for the corresponding couple
(F k, ∗F k). So, for every k = 1, 2, . . . , N we obtain the corresponding system
of equations, i.e. the corresponding couple of fields (e2k−1, e2k), which defines
the direction of translational propagation of the solution (F k, ∗F k).
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8.7 Two other views
8.7.1 Λ1(M,G) - view
We recall that on a principal bundle the triviality of the vertical distribution
allows the horizontal distribution to be defined by a connection form ω on
the bundle space P, which is G-valued 1-form and satisfies the conditions:
ω(Zh) = h, h ∈ G; ω ◦ H∗ = 0 and R∗aω = Ad(a−1) ◦ ω, a ∈ G. Then the
curvature Ω of the connection ω is given by Ω = dω ◦H∗ = dω + 12 [ω, ω]. If
the group is abelian, as it will be in our case, then Ω = dω.
If the bundle is trivial, i.e. P = M × G then the projection π is the
projection on the first member: π(x, a) = x, x ∈ M, a ∈ G. In this case with
every connection form ω can be associated a G-valued 1-form θ on the base
space such, that ω(x, e;X,Zh) = h + θ(x;X), where x ∈ M,X ∈ TxM,h ∈ G
and e is the identity of G. For the curvature in the abelian case we obtain
Ω = π∗dθ.
This observation suggests to make use of the ”connection-curvature machi-
nary” provided a G-valued 1-form θ is at hand.
We consider the Lie algebra G of the group G, given by the (2 × 2)-real
matrices
α(u, p) =
∥∥∥∥ u p−p u
∥∥∥∥ , u2 + p2 6= 0.
This Lie algebra has the natural basis (I, J) (Sec.8.6.1) and, as a set, it differs
from G just by adding the zero (2×2)-matrix. Recalling now that a nonlinear
solution (F, ∗F ) in the ζ-adapted coordinate system is determined by two
functions (u, p), we define θ as
θ = uζ ⊗ I + p ζ ⊗ J.
For the ”curvature” we obtain
Ω = Ω1 ⊗ I + Ω2 ⊗ J = dθ = [uxdx ∧ ζ + uydy ∧ ζ − ε(uξ − εuz)dz ∧ dξ]⊗ I
+
[
pxdx ∧ ζ + pydy ∧ ζ − ε(pξ − εpz)dz ∧ dξ
]⊗ J.
So, we can find ∗Ω with respect to the Minkowski metric in M :
∗Ω = (∗Ω1)⊗ I + (∗Ω2)⊗ J = ε[uxdy ∧ ζ − uydx∧ ζ − ε(uξ − εuz)dx∧ dy]⊗ I
+ε
[
pxdy ∧ ζ − pydx ∧ ζ − ε(pξ − εpz)dx ∧ dy
]⊗ J.
We recall that the canonical conjugation α → α∗ in G, given by (I, J) →
(I,−J), defines the inner product in G by 〈α, β〉 = 1
2
tr(α ◦ β∗). We have
〈I, I〉 = 1, 〈J, J〉 = 1, 〈I, J〉 = 0. We compute now the expressions
∗〈Ω, ∗Ω〉, 〈θ, ∗Ω〉, ∧(θ, ∗Ω),
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and obtain respectively:
∗〈Ω, ∗Ω〉 = ∗(Ω1 ∧ ∗Ω1)〈I, I〉+ ∗(Ω2 ∧ ∗Ω2)〈J, J〉
= (uξ − εuz)2 + (pξ − εuz)2 = −(δF )2.
〈θ, ∗Ω〉 = −[u(uξ − εuz) + p(pξ − εpz)]dx ∧ dy ∧ dz
−ε[u(uξ − εuz) + p(pξ − εpz)]dx ∧ dy ∧ dξ,
∧(θ, ∗Ω) =
{[
p(uξ − εuz)− u(pξ − εpz)
]
dx ∧ dy ∧ dz
+ε
[
p(uξ − εuz)− u(pξ − εpz)
]
dx ∧ dy ∧ dξ
}
⊗ I ∧ J
= δF ∧ F ⊗ I ∧ J = δ ∗ F ∧ ∗F ⊗ I ∧ J.
Corollary. Equations FµνδF
ν = 0, (∗F )µνδ(∗F )ν = 0 are equivalent to
the equation 〈θ, ∗Ω〉 = 0; a non-linear solution may have rotational component
of propagation only if 〈Ω, ∗Ω〉 6= 0; the equation d(δF ∧ F ) = 0 is equivalent
to d
[ ∧ (θ, ∗Ω)] = 0.
The two elements ZI = uI + pJ ; ZJ = −pI + uJ of G have the following
modules with respect to the above mentioned inner product in G: |ZI | = |ZJ | =√
u2 + p2. Therefore, for the scale factor Lo we readily obtain
Lo = |ZI ||Ω| =
|ZJ |
|Ω| .
Corollary: The scale factor Lo is invariant with respect to the group action
(M ×G,G)→ (M ×G.G).
Finally we note that we could write the 1-form θ in the form
θ = uζ ⊗ I + pζ ⊗ J = ζ ⊗ uI + ζ ⊗ pJ = ζ ⊗ ZI .
If we start with the new 1-form
θ′ = ζ ⊗ ZJ = ζ ⊗ (−pI) + ζ ⊗ (uJ) = −pζ ⊗ I + uζ ⊗ J
then, denoting dθ′ = Ω′, we obtain
∗ < Ω′, ∗Ω′ > = ∗ < Ω, ∗Ω >,
< θ′, ∗Ω′ > = − < θ, ∗Ω >,
∧(θ′, ∗Ω′) = − ∧ (θ, ∗Ω).
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Hence the last corollary holds with respect to θ′ too.
Remark. The group G acts on the right on the basis (I, J) of G. So, the
transformed basis with β(u, εp) ∈ G is Rβ(I, J) = (uI − εpJ, εpI + uJ). Now
let ω be 1-form onM such that ω2 < 0 and ω∧∗ζ = 0. Then the corresponding
generalized field is given by
Fω ⊗ I + ∗Fω ⊗ J == (ω ∧ ζ)⊗ (uI − εpJ) + ∗(ω ∧ ζ)⊗ (εpI + uJ).
In particular, ω = dx defines the field in an F -adapted coordinate system.
8.7.2 Λ1(M ;LΛ2(M)) - view
Recall that linear connections ∇ are 1st-order differential operators in vector
bundles. If in a vector bundle Σ = (M,π, V r), such a connection ∇ is given
and σ is a section of the bundle, then ∇σ is 1-form on the base space valued
in the space of sections of the vector bundle, so if X is a vector field on
the base space then i(X)∇σ = ∇Xσ is a new section of the same bundle.
If f is a smooth function on the base space then ∇(fσ) = df ⊗ σ + f∇σ,
which justifies the differential operator nature of ∇: the components of σ are
differentiated and the basis vectors are lineary transformed. So, ∇ is R-linear
map Sec(Σ)→ Λ1(M,Sec(Σ)) respecting the above differential property.
Let ea and ε
b, a, b = 1, 2, . . . , r be two dual local bases of the corresponding
spaces of sections of Σ and its dual: 〈εb, ea〉 = δba, then we can write
σ = σaea, ∇(ea) = Γbµadxµ ⊗ eb, ∇(σmem) =
[
dσb + σaΓbµadx
µ
]⊗ eb.
The components Γbµa with respect to the coordinates {xµ} on the base
space and with respect to the bases {ea} and {εb} are, in general, arbitrary
functions, they necessarily satisfy corresponding NON-tensor transformation
law under diffeomorphisms of M , and by appropriate choice of the base space
coordinates these components Γbµa can be made equal to zero at an arbitrary
point p ∈M . But the very construction of the curvature of ∇ suggests to use
LV -valued 1-forms on M in the following sense.
If Ψ1 and Ψ2 are two Λ
1(M ;LV )-valued 1-forms, then a map (Ψ1,Ψ2) →
(∧,⊚)(Ψ1,Ψ2) is defined by (we shall write just ⊚ for (∧,⊚) and the usual ◦
will mean just composition)
⊚(Ψ1,Ψ2) = (Ψ1)
b
µa(Ψ2)
n
νmdx
µ ∧ dxν ⊗ [ ◦ (εa ⊗ eb, εm ⊗ en)]
= (Ψ1)
b
µa(Ψ2)
n
νmdx
µ ∧ dxν ⊗ [〈εa, en〉(εm ⊗ eb)]
= (Ψ1)
b
µa(Ψ2)
a
νmdx
µ ∧ dxν ⊗ (εm ⊗ eb), µ < ν.
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Now, the ”curvature” of such a Ψ, would read[
d(Ψbµadx
µ)
]⊗ (εa ⊗ ea) +⊚(Ψ,Ψ).
We go back now to EED. The vector bundle under consideration is the
(trivial) bundle Λ2(M) of 2-forms on the Minkowski space-timeM . If α(u, p) ∈
G then ρ′(α) is a linear map in Λ2(M) (Sec.8.6.2). We recall the two linear
maps in Λ2(M) defined by the images of the matrices I, J ∈ G, which were
denoted by I and J (Sec.8.6.2). Making use now of the 1-form ζ = εdz + dξ
we can define three LΛ2(M)-valued 1-forms on M of the above kind:
Ψ = ζ ⊗ χ, Ψ¯ = ζ ⊗ χ¯, Ψ∗ = ζ ⊗ χ∗,
where
χ = uI + pJ , χ¯ = uI − pJ , χ∗ = −pI + uJ .
These LΛ2(M)-valued 1-forms satisfy
⊚(Ψ,Ψ) = ⊚(Ψ, Ψ¯) = ⊚(Ψ,Ψ∗) = 0.
Now, since
Ψ = uζ ⊗ I + p ζ ⊗ J ,
Ψ¯ = uζ ⊗ I − p ζ ⊗J ,
Ψ∗ = −p ζ ⊗ I + u ζ ⊗J ,
for the corresponding ”curvatures” we obtain
R = d(u ζ)⊗ I + d(p ζ)⊗ J ,
R¯ = d(u ζ)⊗ I − d(p ζ)⊗ J ,
R∗ = d(−p ζ)⊗ I + d(u ζ)⊗ J .
Remark. We have omitted here ε in front of pJ , but this is not essential
since, putting p→ εp in the expressions obtained, we easily restore the desired
generality.
By direct calculation we obtain:
∗1
6
Tr
[
⊚(Ψ¯, ∗dΨ)] = −ε[u(uξ − εuz) + p(pξ − εpz)]dz
− [u(uξ − εuz) + p(pξ − εpz)]dξ;
1
6
Tr [⊚(Ψ∗, ∗dΨ)] = ε
[
p(uξ − εuz)− u(pξ − εpz)
]
dx ∧ dy ∧ dz
+
[
p(uξ − εuz)− u(pξ − εpz)
]
dx ∧ dy ∧ dξ = δF ∧ F ;
277
Denoting by |R|2 the quantity 1
6
| ∗ Tr [⊚(R ∧ ∗R¯)] | we obtain
|R|2 = 1
6
| ∗ Tr [⊚(dΨ, ∗dΨ¯)] | = (uξ − εuz)2 + (pξ − εpz)2 = |δF |2.
Finally, since in our coordinates
1
6
tr(χ) =
1
6
tr(uI + pJ ) = u,
1
6
tr
[
(χ ◦ χ¯)] = 1
6
tr
[
(uI + pJ ) ◦ (uI − pJ )] = u2 + p2,
for the phase ψ and for the scale factor Lo we obtain respectively
ψ = arccos
1
6
trχ√
1
6
tr(χ ◦ χ¯)
, Lo =
√
1
6
tr(χ ◦ χ¯)√
1
6
|R|
=
√
tr(χ ◦ χ¯)
|R| .
These results allow to say that choosing such LΛ2(M)-valued 1-forms then our
nonlinear equations are given by Tr
[
⊚(Ψ¯, ∗dΨ)] = 0, and that the non-zero
value of the squared ”curvature” invariant |R|2 guarantees availability of ro-
tational component of propagation.
As a brief comment to these aspects of our basic relations we would like
to especially note the basic role of the isotropic 1-form ζ . It also partic-
ipates in defining the 2-form Fo = dx ⊗ ζ , which gives the possibility to
identify a nonlinear solution F (u, p) with an appropriately defined linear map
ρ′(α(u, p)) = uI + pJ in Λ2(M).
This special importance of ζ is based on the fact that it defines unique
direction of translational propagation of the solution, and its uniqueness is
determined by our equations: all nonlinear solutions have zero invariants:
FµνF
µν = Fµν(∗F )µν = 0.
For all nonlinear solutions we have (δF )2 < 0, and all finite nonlinear
solutions have finite amplitude φ: 0 < φ2 = 1
6
tr(F ◦ F¯ ) = 1
6
tr(χ ◦ χ¯) < ∞.
The scale factor Lo separates the finite nonlinear solutions to two subclasses:
if Lo = ∞, i.e. |δF | = |Ω| = |R| = 0, the solution has no spin properties; if
0 < Lo <∞, i.e. |δF | = |Ω| = |R| 6= 0, the solution carries spin momentum.
Hence, we can say that, the corresponding invariants |Ω| and |R| are re-
sponsible for availability of rotational, or spin, component of propagation.
8.8 Nonlinear solutions with spin
Before to start with spin-carrying solutions we briefly comment the nonlinear
solutions with running wave character, these solutions require |δF | = |δ ∗F | =
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0, so, for the two spatially finite functions u and p we get in the ζ-adapted
coordinate system u = u(x, y, ξ + εz) and p = p(x, y, ξ + εz). Whatever the
spatial shape and spatial structure of these two finite functions could be the
whole solution will propagate only translationally along the coordinate z with
the velocity of light c without changing its shape and structure. In this sense
this class of nonlinear solutions show soliton-like behavior: finite 3d spatial
light-like formations propagate translationally in vacuum. If we forget about
the spin properties of electromagnetic radiation, we can consider such solutions
as mathematical models of classical finite electromagnetic macro-formations
of any shape and structure, radiated by ideal parabolic antennas. Maxwell
equations can NOT give such solutions.
Now we turn to spin-carrying solutions. The crucial moment here is to
find reasonable additional conditions for the phase function ϕ, or for the phase
ψ = arccosϕ.
8.8.1 The Basic Example
The reasoning here follows the idea that these additional conditions have to
express some internal compatibility among the various characteristics of the
solution. A suggestion what kind of internal compatibility to use comes from
the observation that the amplitude function φ is a first integral of the vector
field ζ¯, i.e.
ζ¯(φ) =
(
−ε ∂
∂z
+
∂
∂ξ
)
(φ) = −ε ∂
∂z
φ(x, y, ξ + εz) +
∂
∂ξ
φ(x, y, ξ + εz) = 0.
In order to extend this compatibility between ζ¯ and φ we require the phase
function ϕ to be first integral of some of the available F -generated vector fields.
Explicitly, we require the following (recall R,S from Sec.8.3.2, also, S = ∂
∂ξ
and R = ∂
∂z
in ζ-adapted frame):
The phase function ϕ is a first integral of the three unit vector fields A,A∗,S:
A(ϕ) = A∗(ϕ) = S(ϕ) = 0,
and the scale factor Lo is a first integral of R : R(Lo) = 0.
The first two requirements A(ϕ) = A∗(ϕ) = 0 define the following system
of differential equations for ϕ:
−ϕ∂ϕ
∂x
−
√
1− ϕ2∂ϕ
∂y
= 0,
√
1− ϕ2∂ϕ
∂x
− ϕ∂ϕ
∂y
= 0.
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Noticing that the matrix ∥∥∥∥ −ϕ −√1− ϕ2√1− ϕ2 −ϕ
∥∥∥∥
has non-zero determinant, we see that the only solution of the above system
is the zero-solution:
∂ϕ
∂x
=
∂ϕ
∂y
= 0.
We conclude that in the coordinates used the phase function ϕ may depend
only on (z, ξ). The third equation S(ϕ) = 0 requires ϕ not to depend on ξ in
this coordinate system, so, ϕ = ϕ(z). For Lo = |Lζ¯ψ|−1 in terms of ϕ we get
Lo =
√
1− ϕ2
|ϕz| .
Now, the last requirement, which in these coordinates reads
R(Lo) = ∂Lo
∂z
=
∂
∂z
√
1− ϕ2
|ϕz| = 0,
means that the scale factor Lo is a pure constant: Lo = const. In this way the
defining relation for Lo turns into a differential equation for ϕ:
Lo =
√
1− ϕ2
|ϕz| →
∂ϕ
∂z
= ∓ 1Lo
√
1− ϕ2.
The obvious solution to this equation is
ϕ(z) = cos
(
κ
z
Lo + const
)
,
where κ = ±1. We note that the naturally arising in this case spatial period-
icity 2πLo and characteristic frequency ν = c/2πLo have nothing to do with
the corresponding concepts in classical vacuum electrodynamics. In fact, our
scale factor Lo can not be defined in Maxwell’s theory.
The above considerations may be slightly extended and put in terms of the
phase ψ, and in these terms they look simpler. In fact, we have the equation
ψξ − εψz = κ 1Lo , κ = ±1,
where Lo = const. So, we get the two basic solutions
ψ1 = −εκ zLo + const, ψ2 = κ
ξ
Lo + const.
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We get two kinds of periodicity: spatial periodicity along the coordinate z
and time-periodicity along the time coordinate ξ. The two values of κ = ±1
determine the two possible rotational structures: left-handed (left polarized),
and right-handed (right polarized). Further we are going to concentrate on
the spatial periodicity because it is strongly connected with the spatial shape
of the solution. In particular, it suggests to localize the amplitude function φ
inside a helical cylinder of height 2πLo, so, the solution will propagate along the
prolongation of this finite initial helical cylinder in such a way that all points of
the spatial support shall follow their own helical trajectories without crossings.
For such solutions with |δF | 6= 0 we are going to consider various ways for
quantitative description of the available intrinsic rotational momentum, or the
spin momentum, of these solutions. We call it spin-momentum by obvious
reasons: it is of intrinsic nature and does not depend on any external point or
axis as it is the case of angular momentum.
8.8.2 The G-Approach
In this approach we make use of the corresponding scale factor Lo = const, of
the isotropic 1-form ζ and of the two objects ZI = uI+pJ and ZJ = −pI+uJ ,
considered as G-valued functions on M . By these quantities we build the
following G ∧ G-valued 1-form H :
H = κ
2πLo
c
ζ ⊗ (ZI ∧ ZJ).
In components we have
Habµ = κ
2πLo
c
ζµ(Z
a
IZ
b
J − ZbIZaJ).
In our system of coordinates we get
H = κ
2πLo
c
φ2 (εdz + dξ)⊗ I ∧ J,
hence, the only non-zero components are
H123 = κε
2πLo
c
φ2, H124 = κ
2πLo
c
φ2.
It is easily seen that the 3-form ∗H is closed: d ∗H = 0. In fact,
d ∗H = κ2πLo
c
[(
φ2
)
ξ
− ε(φ2)
z
]
(dx ∧ dy ∧ d ∧ dξ)⊗ (I ∧ J) = 0
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because φ2 is a running wave along the coordinate z. We reduce now ∗H to
R3 and obtain
(∗H)R3 = κ2πLo
c
φ2(dx ∧ dy ∧ dz)⊗ (I ∧ J).
According to Stokes theorem, for finite solutions, we obtain the finite (con-
served) quantity
H =
∫
R3
(∗H)R3 = κ2πLo
c
E = κET I ∧ J,
which is a volume form in G, T = 2πLo/c, and E is the integral energy of the
solution. The module |H| of H is |H| = ET .
We see the basic role of the two features of the solutions: their spatially
finite/concentrated nature, giving finite value of all spatial integrals, and their
translational-rotational dynamical nature with |δF | = |δ ∗ F | 6= 0, allowing
finite value of the scale factor Lo.
8.8.3 The FN-Bracket Approach
We proceed to the next approach to introduce spin-momentum. We recall
the components of the Fro¨liher-Nijenhuis bracket SF of the finite nonlinear
solution (F, ∗F ):
(SF )
σ
µν = 2
[
F αµ
∂F σν
∂xα
− F αν
∂F σµ
∂xα
− F σα
∂F αν
∂xµ
+ F σα
∂F αµ
∂xν
]
.
When evaluated on the two unit vector fields A and εA∗ we obtain
(SF )
σ
µνA
µεA∗ν = (SF )
σ
12(A
1εA∗2 −A2εA∗1).
For (SF )
σ
12 we get
(SF )
1
12 = (SF )
2
12 = 0, (SF )
3
12 = −ε(SF )412 = 2ε{p(uξ − εuz)− u(pξ − εpz)}.
It is easily seen that the following relation holds: A1εA∗2−A2εA∗1 = 1. Now,
for the above obtained solution for ϕ we have
u = φ(x, y, ξ+εz) cos
(
κ
z
Lo + const
)
, p = φ(x, y, ξ+εz) sin
(
κ
z
Lo + const
)
.
We obtain
(SF )
3
12 = −ε(SF )412 = −2ε
κ
Loφ
2,
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(SF )
σ
µνA
µεA∗ν =
[
0, 0,−2ε κLoφ
2, 2
κ
Loφ
2
]
.
Since φ2 is a running wave along the z-coordinate, the vector field SF (A, εA
∗)
has zero divergence: ∇ν [SF (A, εA∗)]ν = 0. Now, defining the helicity 1-form
of the solution F by
ΣF =
Lo
2
2πLo
c
η˜(SF (A, εA
∗)),
then ∗ΣF is closed 3-form, and the integral of the R3-reduced ∗ΣF∫
R3
(∗ΣF )R3 =
∫
R3
(ΣF )4dx ∧ dy ∧ dz
does not depend on time and is equal to κET .
A coordinate free version of this approach makes use of the bracket relation
for A⊗ ζ¯ with itself as given in Sec.1.4.3. In fact, the computation gives
[A⊗ ζ¯ , A⊗ ζ¯]
=
[
u(pξ − ε uz)− p(uξ − ε uz)
]
dx ∧ dy ⊗ ζ¯ = Rdx ∧ dy ⊗ ζ¯ .
Computing now the quantity
2πL2o
c
1
2
[A⊗ ζ¯ , A⊗ ζ¯](A¯ ∧ εA¯∗)
we come to the same ΣF .
8.8.4 The d(F ∧ δF ) = 0 Approach
Here we make use of the equation d(F ∧ δF ) = 0 and see what restrictions
this equation imposes on ψ, and what conservation law this closed 3-form will
give. In our system of coordinates this equation reeds
d(F ∧ δF ) = εΦ2 (ψξξ + ψzz − 2εψzξ) dx ∧ dy ∧ dz ∧ dξ = 0,
i.e.
ψξξ + ψzz − 2εψzξ = (ψξ − εψz)ξ − ε (ψξ − εψz)z = 0.
This equation has the following solutions:
1o. Running wave solutions ψ = ψ(x, y, ξ + εz),
2o. ψ = ξ.g(x, y, ξ + εz) + b(x, y),
3o. ψ = z.g(x, y, ξ + εz) + b(x.y),
4o. Any linear combination of the above solutions with coefficients which
are allowed to depend on (x, y).
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The functions g(x, y, ξ + εz) and b(x, y) are arbitrary in the above expres-
sions.
The running wave solutions ψ1, defined by 1
o, lead to F ∧ δF = 0 and to
|δF | = 0.
The solutions ψ2 and ψ3, defined respectively by 2
o and 3o, give the scale
factors Lo = 1/|g|, and since Lo is invariant with respect to the rotation action
of G on the plane (x, y), it should not depend on (x, y) in this coordinate
system. Hence, we obtain g = g(ξ + εz), so, the most natural choice seems
g = const, which implies also Lo = const. A possible dependence of ψ on
(x, y) may come only through b(x, y). Note that the physical dimension of Lo
is length and b(x, y) is dimensionless.
We turn now to the integral spin-momentum computation. In this approach
its density is given by the correspondingly normalized Leibniz bracket {F, F} =
δF ∧ F = δ ∗ F ∧ ∗F = {∗F, ∗F} (Sec.8.5). We normalize it as follows:
β = 2π
L2o
c
δF ∧ F
= 2π
L2o
c
[−εφ2(ψξ − εψz)dx ∧ dy ∧ dz − φ2(ψξ − εψz)dx ∧ dy ∧ dξ].
The physical dimension of β is ”energy-density × time”. Since β is closed:
dβ = 0, we may use the Stokes’ theorem. The restriction of β to R3 is:
βR3 = 2π
L2o
c
[−εφ2(ψξ − εψz)dx ∧ dy ∧ dz] .
We note that on the nonlinear solutions the 3-form δF ∧ F = δ ∗ F ∧ ∗F is
dually invariant:
δF ∧ F = δ(Fcos α− ∗Fsinα) ∧ (Fsinα + ∗Fcos α), α = const.
Let’s consider first the solutions 3o above with Lo = const and b(x, y) = const.
The corresponding phase ψ = κ z
Lo
+const, κ = ±1, requires spatial periodicity
along the coordinate z with period 2πLo. So, if we restrict the spatial extension
of the solution along z to one such period 2πLo, our solution will occupy
at every moment a smoothed out one-step part of a helical tube. Its time
evolution will be a translational-rotational propagation along this helical tube.
So, we have an example of an object with helical spatial structure and with
intrinsical rotational component of propagation, and this rotational component
of propagation does NOT come from a rotation of the object as a whole around
some axis.
On the contrary, the solutions defined by 2o, are NOT obliged to have
spatial periodicity. Their evolution includes z-translation and rotation around
the z-axis as a whole.
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For the case 3o with Lo = const we can integrate
βR3 = 2π
Lo
c
κφ2dx ∧ dy ∧ dz
over the 3-space and obtain∫
R3
βR3 = κE
2πLo
c
= κET = ±ET,
where E is the integral energy of the solution, T = 2πLo/c is the intrinsically
defined time-period, and κ = ±1 accounts for the two polarizations. According
to our interpretation this is the integral spin-momentum of the solution for one
period T .
8.8.5 The Nonintegrability Approach
Here we make use of the observation that the two Pfaff systems (A, ζ) and
(A∗, ζ) are nonintegrable when Lo 6= 0. We have
dA ∧ A ∧ ζ = dA∗ ∧A∗ ∧ ζ = ε[u(pξ − εpz)− p(uξ − εuz)]dx ∧ dy ∧ dz ∧ dξ
= εφ2(ψξ − εψz)dx ∧ dy ∧ dz ∧ dξ.
Integrating the 4-form
2πεLo
c
dA ∧ A ∧ ζ
on the 4-volume R3 × Lo we obtain (−κET ).
We recall also that for finite solutions the electromagnetic volume form
ωχ = −1cA ∧ εA∗ ∧ R ∧ S gives the same quantity ET when integrated over
the 4-volume R3 ×Lo, Lo = const.
8.8.6 The Godbillon-Vey 3-form as a Conservative
Quantity
According to the Frobenius integrability theorem having a completely inte-
grable p−dimensional differential system on a n-manifold M is equivalent to
having a suitable completely integrable (n − p)−dimensional Pfaff system on
the same manifold. In case of 1-dimensional Pfaff system it is determined by a
suitable 1-form ω, defined up to a nonvanishing function: fω, f(x) 6= 0, x ∈M ,
and ω satisfies the equation dω ∧ ω = 0 (so obviously, fω also satisfies
d(fω) ∧ fω = 0). From this last equation it follows that there is 1-form θ
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such, that dω = θ ∧ ω. Now, the Godbillon-Vey theorem says that the 3-form
β = dθ∧θ is closed: dβ = d(dθ∧θ) = 0, and, varying θ and ω in an admissible
way:
θ → (θ + gω); ω → fω,
where g is a function, leads to adding an exact 3-form to β, so we have a
cohomological class Γ defined entirely by the integrable 1-dimensional Pfaff
system. From physical point of view the conclusion is that each completely
integrable 1-dimensional Pfaff system on Minkowski space may be tested as
generator of conservation law through the restriction of β on R3.
Recall now the following objects on our Minkowski space-time: A, A∗ and
ζ . These are 1-forms. We form the corresponding vector fields through the
Lorentz-metric and denote them by ~A, ~A∗, ~ζ. Let’s consider the 1-form ω =
fζ = εfdz + fdξ, where f is a nonvanishing function on M . We have the
relations:
ω( ~A) = 0, ω( ~A∗) = 0, ω(~ζ) = 0.
Moreover, since ζ is closed, ω = fζ satisfies the Frobenius integrability condi-
tion:
dω ∧ ω = fdf ∧ ζ ∧ ζ = 0.
Therefore, the corresponding 1-dimensional Pfaff system, defined by ω = fζ ,
is completely integrable, and there exists a new 1-form θ, such that dω = θ∧ω,
and d(dθ ∧ θ) = 0.
From the point of view of generating a conservative quantity through in-
tegrating the restriction i∗β of β = dθ ∧ θ to R3, through the imbedding
i : (x, y, z) → (x, y, z, 0) it is not so important whether Γ is trivial or non-
trivial. The important point is the 3-form β to have appropriate component
β123 in front of the basis element dx ∧ dy ∧ dz, because only this component
survives after the restriction to R3 is performed, which formally means that
we put dξ = 0 in β. The value of the corresponding conservative quantity will
be found provided the integration can be carried out successfully, i.e. when
(i∗β)123 has no singularities and (i
∗β)123 has cimpact finite 3d support in R
3.
In order to find appropriate θ in our case we are going to take advantage
of the freedom we have when choosing θ: the 1-form θ is defined up to adding
to it an 1-form γ = g ω, where g is an arbitrary function on M , because θ is
defined by the relation dω = θ ∧ ω, and (θ + g ω) ∧ ω = θ ∧ ω always. The
freedom in choosing ω consists in choosing the function f , and we shall show
that f may be chosen in such a way: ω = f ζ , that the corresponding integral
of i∗β to present a finite conservative quantity.
Recalling that dζ = 0, we have
dω = d(fζ) = df ∧ ζ + fdζ = df ∧ ζ.
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Since dω must be equal to θ ∧ ω we obtain
dω = df ∧ ζ = θ ∧ ω = θ ∧ (fζ) = fθ ∧ ζ.
It follows
θ ∧ ζ = 1
f
df ∧ ζ = d(ln f) ∧ ζ =
[
d(ln f) + hζ
]
∧ ζ,
where h is an arbitrary function. Hence, in general, we obtain θ = d(ln f)+hζ .
Therefore, since dθ = dh ∧ ζ , for dθ ∧ θ we obtain
dθ ∧ θ = d(ln f) ∧ dh ∧ ζ.
Denoting for convenience (ln f) = ϕ for the restriction i∗β we obtain
i∗β = ε(ϕxhy − ϕyhx)dx ∧ dy ∧ dz.
In order to find appropriate interpretation of i∗β we recall that
∗(δF ∧ F ) = −εφ2(ψξ − εψz)ζ,
so, ∗(δF ∧ F ) is of the kind f ζ , and it defines the same 1-dimensional Pfaff
system as f ζ does. We recall also that if the scale factor Lo = 1/|ψξ−εψz| is a
nonzero constant then φ2(ψξ−εψz) is a running wave and the 3-form δF ∧F is
closed. Hence, the interpretation of i∗β as i∗(δF ∧ F ) = − 1
Lo
εκφ2dx∧ dy ∧ dz
requires appropriate definition of the two functions f and h. So we must have
ϕxhy − hxϕy = − κLoφ
2.
If we choose
f = exp(ϕ) = exp
[∫
φ2dx
]
, h = − κLoy + const
all requirements will be fulfilled, in particular, ϕxy = ϕyx = (φ
2)y and hxy =
hyx = 0.
Hence, the above choice of f and h allows the spatial restriction of the
Godbillon-Vey 3-form β to be interpreted as the spatial restriction of F ∧ δF .
So, the curvature expressions found in the previous sections, as well as the
corresponding spin-properties of the nonlinear solutions being available when
δF ∧ F 6= 0, are being connected with the integrability of the Pfaff system
ω = f ζ .
Finally, consider the Maxwell-Minkowski ”energy” tensor P νµ generated by
the 2-form S =
√
2γA ∧A∗, where γ is a constant with appropriate physical
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dimension. We get in our coordinates S =
√
2γ dx ∧ dy. Also, PµσP σν = idνµ,
so, P is involution and it is easily verified that P commutes (formally) with
the standard energy tensor Qνµ : P ◦ Q = Q ◦ P . The eigen values of P are
±γ. Hence, assuming dim(γ) = action, then the invariance of the eigen values
and the invariance of P with respect to duality transformations suggest to
introduce the characteristic integral time period T = E
γ
, where E is the full
energy of the solution, i.e. to consider γ as proper integral unit action of the
solution considered.
On the two figures below are given two theoretical examples with κ = −1
and κ = 1 respectively, amplitude function φ filling in a smoothed out tube
around a circular helix of height 2πLo and pitch Lo, and phase function ϕ =
cos(κz/Lo). The solutions propagate left-to-right along the coordinate z.
Figure 8.1: Theoretical example with κ = −1. The Poynting vector is directed
left-to-right.
Figure 8.2: Theoretical example with κ = 1. The Poynting vector is directed
left-to-right.
In the case κ = −1 the magnetic vector is always directed to the rotation
axis, i.e. it is normal to the rotation, and the electric vector is always tangent
to the rotation, so, looking from behind (i.e. along the Poynting vector) we
find clock-wise rotation. In the case κ = 1 the two vectors exchange their
roles and, looking from behind again, we find anti-clock-wise rotation. From
structural point of view the case κ = −1 is obtained from the case κ = 1
through rotating the couple (E,B) anti-clock-wise to the angle of π/2, hence
we get the (dual) transformation (E,B) → (−B,E). The dynamical roles of
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the two vectors are exchanged: now the electric vector drags the points of the
object towards rotation axis, the magnetic vector generates rotation. In both
cases the Poynting vector ”pushes” the object along the rotation axis.
The above pictures suggest the interpretation that the rotation axis di-
rected vectors keep the object from falling apart.
If we project the object on the plane orthogonal to the Poynting vector
we shall obtain a sector between two circumferences with the same center,
and this sector has nontrivial topology. One of the two vectors is always
directed to the center of the circumferences and this stabalizes the solution,
and the other is tangent to the circumferences and correspondingly oriented.
The stability of the construction is in accordance also with the fact that,
when z runs from zero to 2πLo any of the two vectors performs just one full
rotation. Any other rotaional evolution would make the center-directed vector
leave its directional behavior and this would bring to structural changes and,
most probably, to falling apart of the structure. Choosing orientation and
computing the corresponding rotation numbers of E and B we shall obtain,
depending on the orientation chosen, (+1), or (−1), and in definite sense these
values guarantee from mathematical viewpoint the dynamical stability of the
solution-object.
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Part IV
Photon-like Objects
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Chapter 9
Physical Notion
9.1 The Notion of Photon-like Object(s)
9.1.1 Introduction
At the very dawn of the 20th century Planck proposed [1] and a little bit later
Einstein appropriately used [2] the well known and widely used through the
whole last century simple formula E = hν, h = const > 0. This formula
marked the beginning of a new era and became a real symbol of the physical
science during the following years. According to the Einstein’s interpretation
it gives the full energy E of really existing light quanta of frequency ν = const,
and in this way a new understanding of the nature of the electromagnetic field
made first steps: the field consists of individualized recognizable entities, which
does not go along with the description given by Maxwell vacuum equations.
After De Broglie’s suggestion [3] for the particle-wave nature of the electron
obeying the same energy-frequency relation, one could read Planck’s formula
in the following way:
There are physical objects in Nature the very existence of which
is strongly connected to some periodic (with time period
T = 1/ν = const) process of intrinsic for the object nature and
such that the Lorentz invariant product ET is equal to the
Planck constant h.
Such a reading should suggest that these objects do NOT admit point-like
approximation since the relativity principle for free particles requires
straight-line uniform motion, hence, periodicity of any kind should not be
allowed.
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Although the great (from pragmatic point of view) achievements of the
developed theoretical approach, known as quantum theory, the great challenge
to build an adequate description of individual representatives of these objects,
especially of light quanta called by Lewis photons [4], is still to be appropriately
met since the efforts made in this direction, we have to admit, still have not
brought satisfactory results. Recall that Einstein in his late years recognizes
that [5] ”All these fifty years of pondering have not brought me any closer to
answering the question What are light quanta”, and now, more than half a
century later, theoretical physics still needs progress to present a satisfactory
answer to the question ”what are photons”. We consider the corresponding
theoretically directed efforts as necessary and even urgent in view of the grow-
ing amount of definite experimental needs in manipulation with individual
photons, for example, in connection with the experimental advancement in
the ”quantum computer” project.
The dominating modern theoretical view on microobjects is based on the
notions and concepts of quantum field theory (QFT) where the structure of the
photon (as well as of any other microobject) is accounted for mainly through
the so called structural function, and highly expensive and delicate collision
experiments are planned and carried out namely in the frame of these con-
cepts and methods. Going not in details we just note a special feature of this
QFT approach: if the study of a microobject leads to conclusion that it has
structure, i.e., it is not point-like, then the corresponding constituents of this
structure are considered as point-like, so the point-likeness stays in the theory
just in a lower level.
According to our view on photon-like object(s) (PhLO) we follow here, an
approach based on the assumption that the description of the available (most
probably NOT arbitrary) spatial structure of photon-like objects can be made
by continuous finite/localized functions of the three space variables. The dif-
ficulties met in this approach consist mainly, in our view, in finding adequate
enough mathematical objects and solving appropriate PDE. The lack of suffi-
ciently reliable corresponding information made us look into the problem from
as general as possible point of view on the basis of those properties of photon-
like objects which may be considered as most undoubtedly trustful, and in
some sense, identifying. The analysis made suggested that such a property
seems to be the available and intrinsically compatible translational-rotational
dynamical structure, so we shall focus on this property in order to see what
useful for our purpose suggestions could be deduced and what appropriate
structures could be constructed. All these suggestions and structures should
be the building material for a step-by-step creation of a self-consistent system.
From physical point of view this should mean that the corresponding prop-
erties may combine to realize a dynamical harmony in the inter-existence of
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appropriately defined time-recognizable subsystems of a finite and time stable
physical system.
9.1.2 The notion of photon-like object
We begin with recalling our view that any notion of a physical object must
unify two kinds of properties of the object considered: identifying and kinemat-
ical. The identifying properties, being represented by quantities and relations,
stay unchanged throughout the existence, i.e., throughout the time-evolution,
of the object, they represent all the intrinsic structure and relations. The kine-
matical properties describe those changes, called admissible, which do NOT
lead to destruction of the object, i.e., to the destruction of any of the identi-
fying properties. Correspondingly, physics introduces two kinds of quantities
and relations: identifying and kinematical. From theoretical point of view the
more important quantities used turn out to be the dynamical quantities which,
as a rule, are functions of the identifying and kinematical ones, and the joint
relations they satisfy represent the necessary interelations between them in
order this object to survive under external influence. This view suggests to
introduce the following notion of Photon-like object(s)(PhLO):
PhLO are real massless time-stable physical objects with an
intrinsically compatible and time-recognizable
translational-rotational dynamical structure.
We would like to emphasize that this is a notion and not a definition.
We give now some explanatory comments concerning this notion.
9.1.3 Reality
We begin with the term real.
First we emphasize that this term means that we consider PhLO as really
existing physical objects, not as appropriate and helpful but imaginary (theo-
retical) entities. Accordingly, PhLO necessarily carry energy-momentum,
otherwise, they could hardly be detected by physical means/devices, since ev-
ery such physical detection requires energy-momentum exchange.
Second, PhLO can undoubtedly be created and destroyed, so, no point-like
and infinite models are reasonable: point-like objects are assumed to have no
structure, so they can not be destroyed since there is no available structure to
be destroyed; creation of spatially infinite physical objects (e.g. plane waves)
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requires infinite time periods, and, most probably, infinite quantity of energy
to be transformed from one kind to another during finite time-periods, which
seems also unreasonable. Accordingly, PhLO are spatially finite and have to be
modeled like such ones, which is the only possibility to be consistent with their
”created-destroyed” nature. It seems hardly reasonable to believe that PhLO
can not be created and destroyed, and that spatially infinite and indestructible
physical objects may exist at all.
Third, ”spatially finite” implies that PhLO may carry only finite values
of physical (conservative or non-conservative) quantities. In particular, the
most universal physical quantity seems to be the energy-momentum, so the
model must allow finite integral values of energy-momentum to be carried by
the corresponding solutions.
Fourth, ”spatially finite” means also that PhLO do not ”move” like classi-
cal particles along trajectories, PhLO propagate, therefore, partial differential
equations should be used to describe their evolution in space-time.
9.1.4 Masslessness
The term ”massless” characterizes physically the way of propagation in terms
of appropriate dynamical quantities: the integral 4-momentum P of a PhLO
should satisfy the relation PµP
µ = 0, meaning that its integral energy-momen-
tum vectormust be isotropic, i.e., to have zero module with respect to Minkowski
(pseudo)metric η in R4. The object considered has appropriate spatial and
time-stable structure, such that the translational velocity of every point where
the corresponding field functions are different from zero is equal to c and does
not change its direction from point to point, i.e., the 2-planes defined by the
couple (E,B) do not itersect. Thus, we have in fact null geodesic direction in
the space-time intrinsically determined by a PhLO. Such a direction is formally
defined by a null vector field ζ¯ , ζ¯2 = 0. The integral trajectories of this vector
field are isotropic (or null) straight lines as is traditionally assumed in physics,
except in presence of special kind of interaction NOT leading to destruction.
It follows that with every PhLO a null straight line direction is necessarily as-
sociated, so, canonical coordinates (x1, x2, x3, x4) = (x, y, z, ξ = ct) on (R4, η)
may be chosen such that in the corresponding coordinate frame ζ¯ to have only
two non-zero components of magnitude 1: ζ¯µ = (0, 0,−ε, 1), where ε = ±1
accounts for the two directions along the coordinate z (we recall that such a
coordinate system we call ζ¯-adapted, or ζ-adapted).
We’d like to emphasize that our PhLO propagates as a whole along the
ζ¯-direction, so the corresponding energy-momentum tensor field Tµν(x, y, z, ξ)
of the model must satisfy the corresponding local isotropy (null) condition,
namely, TµνT
µν = 0 (summation over the repeated indices is throughout used),
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and this null conditin must be compatible with its time-recognizable dynamical
structure.
9.1.5 Translational-Rotational Compatability
The term ”translational-rotational” means that besides translational com-
ponent along ζ¯, the PhLO propagation necessarily demonstrates some rota-
tional (in the general sense of this concept) component in such a way that both
components are compatible and exist simultaneously, and this is an intrinsic
property. It seems reasonable to expect that such kind of dynamical behavior
should require some distinguished spatial shape and structure. Moreover, if
the Planck relation E = hν must be respected throughout the evolution, the
rotational component of propagation should have time-periodical nature with
time period T = ν−1 = h/E = const, and one of the two possible, left or right,
orientations. It seems reasonable also to expect appropriate spatial structure
of PhLO, which somehow to be related to the time periodicity.
9.1.6 Dynamical Structure. Systems and Subsystems.
The term ”dynamical structure” means that the supposed propagational
kind of existence of PhLO is necessarily accompanied by an internal energy-
momentum redistribution, which may be considered in the model as energy-
momentum exchange between (or among) some appropriately defined time-
recognizable subsystems. It could also mean that PhLO live in a dynamical
harmony with the outside world, i.e. any outside directed energy-momentum
flow should be accompanied by a parallel inside directed energy-momentum flow.
9.1.7 Spin structure
Note that the time periodicity and the possible spatial periodicity could be
consistent with each other somehow, determining in this way corresponding
integral time-stability and constant spin structure through the integral above
mentioned Planck relation ET = h, only if PhLO has appropriate local dy-
namical structure. From integral viewpoint the simplest integral feature of
such compatability would seem like this: the spatial size λ along the trans-
lational component of propagation is equal to cT : λ = cT , where λ is some
finite positive characteristic constant of the corresponding solution. From local
viewpoint, however, this would require appropriate local time-stable dynamical
structure, such that the corresponding intrinsically determined translational-
rotational time-satble compatability to permanently guarantee available and
adequate to our experimental knowledge spin structure.
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All this would mean that every individual nonperturbed PhLO
-carries the same elementary action equal to the Planck constant h,
-determines its own length/time scale,
-keeps its massless nature through propagating translationally with quan-
titatively and directionally constant velocity,
-keeps appropriate local time-stable dynamical structure,
-exists in a permanent equilibrium with the enironment,
-under interaction with classical mass objects no reflection of the same
PhLO should be expected in general, although another PhLO could be created
as a result of the interaction.
It is important to note now the following. As far as we know, today’s
theoretical physics has not come to a well motivated and sufficiently trust-
ful enough oppinion about which mathematical object is most appropriate for
describing individual PhLO. The next Section is devoted namely to find math-
ematical structures that may be considered as adequate enough initial steps
to the above introduced notion for PhLO and carrying rich enough flexabil-
ity to meet all requirements for a field theory of spatially finite and massless
time-stable physical objects with time-recognizable dynamical structure. We
strongly hope that the ideas and concepts connected with the Frobenius inte-
grability theory seem to represent adequate enough part of mathematics for
this purpose.
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Chapter 10
Frobenius Curvature and
Internal Dynamics
10.1 Curvature of Distributions and
Physical Interaction
10.1.1 The general idea for geometrization of local
physical interaction
We begin with a short motivation for this choice of mathematics directed to
the readers already acquainted with Frobenius integrability theory, and right
after this we shall carefully introduce the necessary mathematics.
Any physical system with a dynamical structure is characterized by some
internal energy-momentum redistributions among its subsystems, i.e., inter-
nal energy-momentum fluxes, during evolution. Any time-stable compatible
system of recognizable energy-momentum fluxes (as well as fluxes of other in-
teresting for the case physical quantities subject to change during evolution,
but we limit ourselves just to energy-momentum fluxes here) can be consid-
ered mathematically as a compatible system of vector fields, defining a linear
space. Hence, a physically isolated and interelated time-stable system of energy-
momentum fluxes can be considered to correspond directly or indirectly to a
linear space, defining a completely integrable distribution ∆ of vector fields (or
differential system) according to the principle: some local objects can gener-
ate integral object. The corresponding distribution must contain at least one
completely integrable space-like subdidstribution, determining corresponding
spatial stress-strain structure, i.e., physical appearance. Every nonintegrable
distribution on a manifold defines, as we know, its own curvature form, so, the
nonintegrable subdistributions of ∆ may ”communicate” through their cur-
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vature forms. These ”communications” define the internal dynamics of the
physical system considered.
Let ∆1 and ∆2 be two nonintegrable distributions on the same manifold
with corresponding curvature forms Ω1 and Ω2. Each of them carries couples
of vector fields inside their distributions outside ∆1 and ∆2 correspondingly,
i.e. Ω1(Y1, Y2) 6= 0 is out of ∆1 and Ω2(Z1, Z2) 6= 0 is out of ∆2, where (Y1, Y2)
live in ∆1 and (Z1, Z2) live in ∆2. Let now ∆1 and ∆2 characterize two locally
interacting physical systems, or two locally interacting subsystems of a larger
physical system. It seems reasonable to assume as a working tool the following
geometrization of the concept of local physical interaction:
Two nonintegrable distributions ∆1 and ∆2 on a manifold will be said to
interact infinitesimally (or locally) if some of the nonzero values of the corre-
sponding two curvature forms Ω1/Ω2 live respectively in ∆2/∆1.
The above geometric concept of infinitesimal interaction is motivated by
the fact that, in general, an integrable distribution ∆ may contain various
nonintegrable subdistributions ∆1,∆2, . . . , which subdistributions may be as-
sociated physically with interacting subsystems of a larger time stable physical
system. Any physical interaction between 2 subsystems is necessarily accom-
panied with available energy-momentum exchange between them, this could
be understood mathematically as nonintegrability of each of the two subdis-
tributions of ∆ and could be naturally measured directly or indirectly by the
corresponding curvatures. For example, if ∆ is an integrable 3-dimensional
distribution represented by the vector fields (X1, X2, X3) then we may have,
in general, three non-integrable, i.e. geometrically interacting, 2-dimensional
subdistributions (X1, X2), (X1, X3), (X2, X3). Finally, some interaction with
the outside world can be described by curvatures of distributions (and their
subdistributions) in which elements of ∆ and vector fields outside ∆ are in-
volved (such processes will not be considered in this book).
The above considerations launch the general idea to consider the concept of
Frobenius curvature as a natural and universal mathematical tool for describ-
ing local physical interaction between/among the relatively stable subsystems
of the physical world. In other words, the Frobenius curvature appears
as appropriate mathematical tool describing formally the possible
ability two continuous systems to recognize each other as physically
interacting partners.
Two formal aspects of the above idea will be considered. The first applies
directly the Frobenius integrability machinery, while the second one (been
developed recently) is known as nonlinear connections.
We proceed now with the first one.
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10.1.2 Frobeniuss integrability, curvature and
local physical interaction
We recall some facts from Sec.3.2 and Sec.3.3. A p-dimensional distribution
∆p on a n-dimensional manifold M
n is defined by associating to each point
x ∈ Mn a p-dimensional subspace of the tangent space at this point: ∆px ⊂
TxM
n, x ∈ Mn, 1 ≤ p < n. Let the system of vector fields {X1, X2, . . . , Xp}
represent this distribution, so {X1(x), X2(x), . . . , Xp(x)}, x ∈ Mn, 1 ≤ p < n,
satisfy X1(x)∧X2(x)∧ . . . ,∧Xp(x) 6= 0, x ∈Mn, and represent a basis of ∆px.
According to the Frobenius integrability theorem (further all manifolds are
assumed smooth and finite dimensional and all objects defined on Mn are also
assumed smooth) ∆p is completely integrable, i.e., through every point x ∈Mn
passes a p-dimensional submanifold Np such that all elements of ∆p are tangent
to Np, iff all Lie brackets [Xi, Xj] , i, j = 1, 2, . . . , p, are representable lineary
through the very Xi, i = 1, 2, . . . , p : [Xi, Xj] = C
k
ijXk, where C
k
ij are functions.
Clearly, an easy way to find out if a distribution is completely integrable is to
check if the exterior products
[Xi, Xj ](x) ∧X1(x) ∧X2(x) ∧ . . . ,∧Xp(x), x ∈Mn; i, j = 1, 2, . . . , p
are identically zero. If this is not the case (which means that at least one
such Lie bracket ”sticks out” of the distribution ∆p) then the corresponding
coefficients, which are multilinear combinations of the components of the vector
fields and their derivatives, represent the corresponding curvatures. We note
finally that if two subdistributions contain at least one common vector field it
seems naturally to expect interaction.
In the dual formulation of Frobenius theorem in terms of differential 1-forms
(i.e. Pfaff forms), having the distribution ∆p , we look for (n− p)-Pfaff forms
(αp+1, αp+2, . . . , αn), i.e. a (n− p)-codistribution ∆∗n−p , such that 〈αm, Xj〉 =
0, and αp+1(x) ∧ αp+2(x) ∧ · · · ∧ αn(x) 6= 0, m = p + 1, p + 2, . . . , n, j =
1, 2, . . . , p; x ∈ Mn. Then the integrability of the distribution ∆p is equivalent
to the requirements
dαm ∧ αp+1 ∧ αp+2 ∧ · · · ∧ αn = 0, m = p+ 1, p+ 2, . . . , n,
where d is the exterior derivative.
Since the idea of curvature associated with, for example, an arbitrary 2-
dimensional distribution (X, Y ) is to find out if the Lie bracket [X, Y ](x) has
components along vectors outside the 2-plane defined by (Xx, Yx), in our case
we have to evaluate the quantities 〈αm, [X, Y ]〉, where all lineary independent
1-forms αm annihilate (X, Y ) : 〈αm, X〉 = 〈αm, Y 〉 = 0. In view of the formula
dαm(X, Y ) = X(〈αm, Y 〉)− Y (〈αm, X〉)− 〈αm, [X, Y ]〉 = −〈αm, [X, Y ]〉
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we may introduce explicitly the curvature 2-form for the distribution ∆(X) =
(X1, . . . , Xp). In fact, if ∆(Y ) = (Yp+1, . . . , Yn) define a distribution which
is complimentary (in the sense of direct sum) to ∆(X) and 〈αm, Xi〉 = 0,
〈αm, Yl〉 = δml , l = p + 1, ..., n, i.e., (Yp+1, . . . , Yn) and (αp+1, . . . , αn) are dual
bases, then the corresponding curvature 2-form Ω∆(X) should be defined by
Ω∆(X) = −dαm ⊗ Ym,
since
Ω∆(X)(Xi, Xj) = −dαm(Xi, Xj)Ym = 〈αm, [Xi, Xj]〉Ym,
where it is meant here that Ω∆(X) is restricted to the distribution (X1, . . . , Xp).
Hence, if we call the distribution (X1, . . . , Xp) horizontal and the compli-
mentary distribution (Yp+1, . . . , Yn) vertical, then the corresponding curvature
2-form acquires the status of vertical bundle valued 2-form.
We see that the curvature 2-form distinguishes those couples of vector fields
inside ∆(X) the Lie brackets of which define outside ∆(X) directed flows, and
so, not allowing to find integral manifold of ∆(X).
Clearly, the supposition here for dimensional complementarity of the two
distributions ∆(X) and ∆(Y ) is not essential for the idea of geometrical inter-
action, i.e., the distribution ∆(Y ) 6= ∆(X) may be any other distribution on
the same manifold with dimension less than (n− p), so that m = 1, 2, . . . , q <
(n − p) in general, the important moment is that the two distributions (or
subdistributions) can ”communicate” differentially through their curvature 2-
forms.
Hence, from physical point of view, if the quantities Ω∆(X)(Xi, Xj) are
meant to be used for building the components of the energy-momentum locally
transferred from the system ∆(X) to the system ∆(Y ), naturally, we have
to make use of the quantities Ω∆(Y )(Ym, Yl) to build the components of the
energy-momentum transferred from ∆(Y ) to ∆(X).
It deserves to note that this formalism allows a dynamical equilibrium be-
tween the two systems ∆(Y ) and ∆(X) to be described: each system to gain
from the other as much energy-momentum as it loses, and this to take place
at every space-time point. Therefore, if W(X,Y ) denotes the energy-momentum
transferred locally from ∆(X) to ∆(Y ), W(Y,X) denotes the energy-momentum
transferred locally from ∆(Y ) to ∆(X), and δW(X) and δW(Y ) denote respec-
tively the local energy-momentum changes of the two systems ∆(X) and ∆(Y ),
then according to the local energy-momentum conservation law we can write
δW(X) = W(Y,X) +W(X,Y ), δW(Y ) = −(W(X,Y ) +W(Y,X)) = −δW(X),
i.e. ∆(X) and ∆(Y ) are physically compatible, or able to interact, therefore,
we may call them interacting partners.
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For the case of dynamical equilibrium we have W(X,Y ) = −W(Y,X), so in
such a case we obtain
δW(X) = 0, δW(Y ) = 0, W(Y,X) +W(X,Y ) = 0.
As for how to build explicitly the corresponding representatives of the energy-
momentum fluxes, probably, universal procedure can not be offered. The sim-
plest procedure seems to ”project” the curvature values Ω∆(X)(Xi, Xj) and
Ω∆(Y )(Ym, Yl) on the corresponding co-distribution volume forms, i.e. to con-
sider the corresponding interior products i(Ω(Xi, Xj))(α
p+1 ∧ αp+2 ∧ · · · ∧ αn)
and i(Ω(Ym, Yl))(α
1 ∧ α2 ∧ · · · ∧ αp) (Sec.3.2.3), which we implemented in the
ϕ-extended Lie derivative.
10.2 PhLO Dynamical Structure in Terms of
Frobenius Curvature
We consider the Minkowski space-time M = (R4, η) with signature sign(η) =
(−,−,−,+) related to the standard global coordinates (x1, x2, x3, x4) =
(x, y, z, ξ = ct), the natural volume form ωo =
√|η|dx1 ∧ dx2 ∧ dx3 ∧ dx4 =
dx ∧ dy ∧ dz ∧ dξ, and the Hodge star ∗ defined by α ∧ ∗β = −η(α, β)ωo.
In view of our concept of PhLO which requires the couple (E,B) to de-
fine nonintersecting space-like 2-planes, further identified as the (x, y)-planes,
we introduce the null vector field ζ¯ , ζ¯2 = 0, which must define the transla-
tional space-time propagation. In the ζ¯-adapted coordinates (throughout used
further) ζ¯ shall look as follows:
ζ¯ = −ε ∂
∂z
+
∂
∂ξ
, ε = ±1.
Let’s denote the corresponding to ζ¯ completely integrable 3-dimensional Pfaff
system by ∆∗(ζ¯). Thus, ∆∗(ζ¯) can be generated by any three lineary indepen-
dent 1-forms (α1, α2, α3) which annihilate ζ¯, i.e.
α1(ζ¯) = α2(ζ¯) = α3(ζ¯) = 0; α1 ∧ α2 ∧ α3 6= 0.
Instead of (α1, α2, α3) we introduce the notation (A,A
∗, ζ) and define ζ to be
the η-corresponding 1-form to ζ¯ :
ζ = εdz + dξ, so, 〈ζ, ζ¯〉 = 0,
where 〈 , 〉 is the coupling between forms and vectors.
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Now, since ζ is closed, it defines 1-dimensional completely integrable Pfaff
codistribution, so, we have the corresponding completely integrable distribu-
tion (A¯, A¯∗, ζ¯) : 〈ζ, A¯〉 = 〈ζ, A¯∗〉 = 0. We shall restrict our further study to
PhLO of electromagnetic nature according to the following
Definition: We shall call a PhLO electromagnetic if the following condi-
tions hold:
1. the vector fields (A¯, A¯∗) have no components along ζ¯,
2. (A¯, A¯∗) are η-corresponding to (A,A∗) respectively .
3. 〈A, A¯∗〉 = 0, 〈A, A¯〉 = 〈A∗, A¯∗〉 .
Remark. These relations formalize knowledge from Classical electrodynamics
(CED). In fact, our vector fields (A¯, A¯∗) are meant to represent what we call
in CED electric and magnetic components of a free time-dependent electro-
magnetic field, where, as we have mentioned several times, the translational
propagation of the field energy-momentum along a fixed null direction with the
velocity ”c” is possible only if the two invariants I1 = B
2−E2 and I2 = 2E.B
are zero, because only in such a case the electromagnetic energy-momentum
tensor Tµν satisfies TµνT
µν = 0 and has unique null eigen direction. So it seems
naturally to consider this property as intrinsic for the field and to choose it as a
starting point. Moreover, in such a case the relation TµνT
µν = (I1)
2+(I2)
2 = 0
is equivalent to E2 + B2 = 2|E × B| and this relation shows that this is the
only case when the field momentum can not be made equal to zero by means
of frame change. Together with the fact that the spatial direction of transla-
tional energy-momentum propagation is determined by E×B, this motivates
to introduce the vector field ζ¯ in this form and to assume the properties 1-3
in the above definition.
From the above conditions it follows that in the ζ¯-adapted coordinate sys-
tem we have
A = u dx+ p dy, A∗ = −ε p dx+ ε u dy;
A¯ = −u ∂
∂x
− p ∂
∂y
, A¯∗ = ε p
∂
∂x
− ε u ∂
∂y
,
where ε = ±1, and (u, p) are two smooth functions on M .
The completely integrable 3-dimensional Pfaff system (A,A∗, ζ) contains
three 2-dimensional subsystems: (A,A∗), (A, ζ) and (A∗, ζ). Now, the following
relations can be immediately verified:
dA ∧ A ∧ A∗ = 0;
dA∗ ∧ A∗ ∧A = 0;
dA ∧A ∧ ζ = ε[u(pξ − εpz)− p (uξ − εuz)]ωo;
dA∗ ∧ A∗ ∧ ζ = ε[u(pξ − εpz)− p (uξ − εuz)]ωo.
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These relations say that the 2-dimensional Pfaff system (A,A∗) is completely
integrable for any choice of the two functions (u, p), while the two 2-dimensional
Pfaff systems (A, ζ) and (A∗, ζ) are NOT completely integrable in general, and
the same curvature factor
R = u(pξ − εpz)− p (uξ − εuz)
determines their nonintegrability.
Correspondingly, the 3-dimensional completely integrable distribution (or
differential system) ∆(A¯, A¯∗, ζ¯) contains three 2-dimensional subdistributions:
(A¯, A¯∗), (A¯, ζ¯) and (A¯∗, ζ¯).
The following relations can also be easily verified to hold: (recall that [X, Y ]
denotes the Lie bracket):[
A¯, A¯∗
] ∧ A¯ ∧ A¯∗ = 0,
Lζ¯A¯ =
[
ζ¯ , A¯
]
= −(uξ − εuz) ∂
∂x
− (pξ − εpz) ∂
∂y
,
Lζ¯A¯
∗ =
[
ζ¯ , A¯∗
]
= ε(pξ − εpz) ∂
∂x
− ε(uξ − εuz) ∂
∂y
.
From these last relations it follows that the distribution (A¯, A¯∗) is com-
pletely integrable, and it can be easily shown that the two distributions (A¯, ζ¯)
and (A¯∗, ζ¯) would be completely integrable only if the same curvature factor
R = u(pξ − εpz)− p (uξ − εuz)
is zero (the elementary proof is omitted).
As it should be, the two projections
〈A, [A¯∗, ζ¯]〉 = −〈A∗, [A¯, ζ¯]〉 = −εu(pξ − εpz) + εp(uξ − εuz) = −εR
are nonzero and give (up to a sign) the same factor R. The same curvature
factor appears, of course, as coefficient in the exterior products [A¯∗, ζ¯]∧ A¯∗∧ ζ¯
and [A¯, ζ¯] ∧ A¯ ∧ ζ¯. In fact, we obtain
[A¯∗, ζ¯] ∧ A¯∗ ∧ ζ¯ = −[A¯, ζ¯] ∧ A¯ ∧ ζ¯ = −εR ∂
∂x
∧ ∂
∂y
∧ ∂
∂z
+R
∂
∂x
∧ ∂
∂y
∧ ∂
∂ξ
.
On the other hand, for the other two projections we obtain
〈A, [A¯, ζ¯]〉 = 〈A∗, [A¯∗, ζ¯]〉 = 1
2
[
(u2 + p2)ξ − ε(u2 + p2)z
]
.
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Clearly, the last relation may be put in terms of the Lie derivative Lζ¯ as
1
2
Lζ¯(u
2 + p2) = −1
2
Lζ¯〈A, A¯〉 = −〈A,Lζ¯A¯〉 = −〈A∗, Lζ¯A¯∗〉.
Remark. Further we shall denote
√
u2 + p2 ≡ φ.
We notice now that there is a function ψ(u, p) such, that
Lζ¯ψ =
u(pξ − εpz)− p(uξ − εuz)
φ2
=
R
φ2
.
It is immediately verified that ψ = arctan p
u
is such one.
We note that the function ψ has a natural interpretation of phase because
of the easily verified now relations u = φ cosψ, p = φ sinψ, and φ acquires
the status of amplitude, i.e. energy density. Since the transformation (u, p)→
(φ, ψ) is non-degenerate this allows to work with the two functions (φ, ψ)
instead of (u, p).
From the above we have
R = φ2Lζ¯ψ = φ
2(ψξ − εψz) → Lζ¯ψ =
R
T (∂ξ, ∂ξ)
=
∗ε(dA ∧A ∧ ζ)
T (∂ξ, ∂ξ)
,
where T (∂ξ, ∂ξ) is the coordinate-free definition of the energy density φ
2.
This last formula shows something very important: at any φ 6= 0 the curva-
ture R will NOT be zero only if Lζ¯ψ 6= 0, which admits in principle availability
of rotation. In fact, lack of rotation would mean that φ and ψ are running
waves along ζ¯. The relation Lζ¯ψ 6= 0 means, however, that rotational prop-
erties are possible in general, and some of these properties are carried by the
phase ψ. It follows that in such a case the translational component of propaga-
tion along ζ¯ (which is supposed to be available) must be determined essentially,
and most probably, entirely, by φ. In particular, we could expect the relation
Lζ¯φ = 0 to hold, and if this happens, then the rotational component of prop-
agation will be represented entirely by the phase ψ, and, more specially, by
the curvature factor R 6= 0, so, the objects we are going to describe may have
compatible translational-rotational dynamical structure. Finally, this relation
may be considered as a definition for the phase function ψ.
We are going now to represent some relations, analogical to the energy-
momentum relations in classical electrodynamics, determined by some 2-form
F , in terms of the Frobenius curvatures given above.
The two nonintegrable Pfaff systems (A, ζ) and (A∗, ζ) carry two volume
2-forms:
G = A ∧ ζ and G∗ = A∗ ∧ ζ,
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and by the η-correspondence we define the 2-vectors
G¯ = A¯ ∧ ζ¯ , and G¯∗ = A¯∗ ∧ ζ¯ .
Making use now of the Hodge ∗-operator, we can verify the relation: G∗ = ∗G.
Now G and G∗ define the (1,1)-tensor, called stress-energy-momentum tensor
T νµ , according to the rule
T νµ = −
1
2
[
GµσG¯
νσ + (G∗)µσ(G¯
∗)νσ
]
,
and the divergence of this tensor field can be represented in the form
∇νT νµ =
[
i(G¯)dG
]
µ
+
[
i(G¯∗)dG∗
]
µ
,
where G¯ and G¯∗ coincide with the metric-corresponding contravariant tensor
fields, and i(G¯) = i(ζ¯)◦i(A¯), i(G¯∗) = i(ζ¯)◦i(A¯∗), i(X) is the standard insertion
operator in the exterior algebra of differential forms on R4 defined by the vector
field X . So, we shall need the quantities
i(G¯)dG, i(G¯∗)dG∗, i(G¯∗)dG, i(G¯)dG∗.
Having in view the explicit expressions for A,A∗, ζ, A¯, A¯∗ and ζ¯ we obtain
i(G¯)dG = i(G¯∗)dG∗ =
1
2
Lζ¯
(
φ2
)
. ζ ,
also we obtain
i(G¯∗)dG = −i(G¯)dG∗ =
=
[
u(pξ − εpz)− p(uξ − εuz)
]
dz + ε
[
u(pξ − εpz)− p(uξ − εuz)
]
dξ = εR ζ.
If F and H are correspondingly 2 and 3 forms on M we recall the relation
∗(F ∧ ∗H) = i(F¯ )H = F µνHµνσdxσ, µ < ν.
Therefore, since G∗ = ∗G (Sec.6.3.1),
i(G¯∗)dG = − ∗ (δ ∗G ∧ ∗G), −i(G¯)dG∗ = − ∗ (δG ∧G),
so,
δ ∗G ∧ ∗G = δG ∧G = εR ∗ ζ.
In the following formulae we must keep in mind the relations
dζ = 0, 〈A, A¯∗〉 = 〈A∗, A¯〉 = 〈ζ, A¯∗〉 = 〈ζ, A¯〉 = 0,
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and
(A¯)2 = (A¯∗)2 = 〈A, A¯〉 = 〈A∗, A¯∗〉 =
−(u2 + p2) = −Φ2 = −|A|2 = −|A∗|2 = −|A¯|2 = −|A¯∗|2.
In view of these formulae and the required duality in the definition of the
curvature form, the two distributions (A¯, ζ¯) and (A¯∗, ζ¯) determine the following
two curvature forms Ω and Ω∗:
Ω = −dA∗ ⊗ A¯
∗
|A¯∗|2 , Ω
∗ = −dA⊗ A¯|A¯|2 .
Denoting ZΩ ≡ Ω(ζ¯ , A¯), Z∗Ω ≡ Ω(ζ¯ , A¯∗), ZΩ∗ ≡ Ω∗(ζ¯ , A¯) and Z∗Ω∗ ≡ Ω∗(ζ¯ , A¯∗)
we obtain
ZΩ = −εR
φ2
A¯∗, Z∗Ω = −
A¯∗
2φ2
Lζ¯(φ
2), ZΩ∗ = − A¯
2φ2
Lζ¯(φ
2), Z∗Ω∗ =
εR
φ2
A¯.
The following relations express the connection between the curvatures and the
energy-momentum characteristics.
i(ZΩ)(A ∧ ζ) = 0, i(ZΩ)(A∗ ∧ ζ) = εR.ζ = −i(G¯)dG∗ = i(G¯∗)dG,
i(ZΩ∗)(A
∗ ∧ ζ) = 0, i(Z∗Ω∗)(A ∧ ζ) = −εR.ζ = i(G¯)dG∗ = −i(G¯∗)dG,
i(Z∗Ω)(A ∧ ζ) = 0, i(Z∗Ω)(A∗ ∧ ζ) =
1
2
Lζ¯(φ
2).ζ = i(G¯)dG = i(G¯∗)dG∗,
i(Z∗Ω∗)(A
∗ ∧ ζ) = 0, i(ZΩ∗)(A ∧ ζ) = 1
2
Lζ¯(φ
2).ζ = i(G¯)dG = i(G¯∗)dG∗.
It follows from these relations that in case of dynamical equilibrium we
shall have
Lζ¯(φ
2) = 0, i(G¯)dG = 0, i(G¯∗)dG∗ = 0, i(G¯∗)dG+ i(G¯)dG∗ = 0.
Summerizing, we can say that Frobenius integrability viewpoint suggests
to make use of one completely integrable 3-dimensional distribution (resp.
Pfaff system) consisting of one isotropic and two space-like vector fields (resp.
1-forms), such that the corresponding 2-dimensional spatial subdistribution
(A¯, A¯∗) (resp. Pfaff system (A,A∗)) defines a completely integrable system,
and the rest two 2-dimensional subdistributions (A¯, ζ¯) and (A¯∗, ζ¯) (resp. Pfaff
systems (A, ζ) and (A∗, ζ)) are NON-integrable in general and give the same
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curvature. This curvature may be used to build quantities, physically inter-
preted as energy-momentum internal exchanges between the corresponding two
subsystems (A¯, ζ¯) and (A¯∗, ζ¯) (resp.(A, ζ) and (A∗, ζ)). Moreover, rotational
component of propagation will be available only if the curvature R is nonzero,
i.e. only if an internal energy-momentum exchange takes place. We see that
all physically important characteristics and relations, describing the transla-
tional and rotational components of propagation, can be expressed in terms of
the corresponding Frobenius curvature. We’ll see that this holds also for some
integral characteristics of PhLO.
10.3 Photon-like nonlinear connections
We are going to make use of the concepts and relations from Sec 3.3 in this
subsection, and the usual notations: our manifold is the Minkowski space-time
M = (R4, η), endowed with standard coordinates (x1, x2, x3, x4 = x, y, z, ξ =
ct). We give some preliminary considerations in order to make the choice of
two projections: V, V˜ : TM → TM consistent with the introduced concept of
PhLO.
The intrinsically defined straight-line translational component of propaga-
tion of the PhLO will be assumed to be parallel to the coordinate plane (z, ξ).
Also, ∂
∂x
and ∂
∂y
will be vertical coordinate fields, so every vertical vector field
Y can be represented by Y = u ∂
∂x
+p ∂
∂y
, where (u, p) are two functions onM .
It is easy to check that any two such lineary independent vertical vector fields
Y1 and Y2 define an integrable distribution, hence, the corresponding curvature
will be zero. It seems very natural to choose Y1 and Y2 to coincide correspond-
ingly with the vertical projections V ( ∂
∂z
) and V˜ ( ∂
∂z
), or with V ( ∂
∂ξ
) and V˜ ( ∂
∂ξ
),
since these images are meant to represent the electric and magnetic compo-
nents, which have to be smoothly straight-line translated along the plane (z, ξ)
with the velocity of light. Now we know from classical electrodynamics that
the situation described corresponds to zero invariants of the electromagnetic
field, therefore, we may assume that Y1 and Y2 are orthogonal to each other
and with the same norms with respect to the induced euclidean metric in the
2-dimensional space spent by ∂
∂x
and ∂
∂y
. It follows that the essential compo-
nents of Y1 and Y2 should be expressible only with two independent functions
(u, p). The conclusion is that our projections must have the same image space
and should depend only on (u, p). Finally, we note that these assumptions
lead to the horizontal nature of dz and dξ.
Note that if the translational component of propagation is along the vector
field ζ¯ then we can define two new distributions : (Y1, ζ¯) and (Y2, ζ¯), which do
not seem to be integrable in general even if ζ¯ has constant components as it
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will be in our case. Since these two distributions are nontrivially intersected
(they have a common member ζ¯), it seems natural to consider them as geo-
metrical images of two interacting physical subsystems of our PhLO. Hence,
our two projections will have the same image space, and the components of
both projections must depend only on the two functions (u, p).
Let now (u, p) be two smooth functions on M and ε = ±1 . We introduce
two projections, i.e., two nonlinear connections, V and V˜ in TM as follows:
V = dx⊗ ∂
∂x
+ dy ⊗ ∂
∂y
− ε u dz⊗ ∂
∂x
− u dξ ⊗ ∂
∂x
− ε p dz⊗ ∂
∂y
− p dξ ⊗ ∂
∂y
,
V˜ = dx⊗ ∂
∂x
+ dy ⊗ ∂
∂y
+ p dz ⊗ ∂
∂x
+ εp dξ ⊗ ∂
∂x
− u dz ⊗ ∂
∂y
− εu dξ ⊗ ∂
∂y
.
So, in both cases we consider ( ∂
∂x
, ∂
∂y
) as vertical vector fields, and (dz, dξ) as
horizontal 1-forms. By corresponding transpositions we can determine projec-
tions V ∗ and V˜ ∗ in T ∗M .
V ∗ = dx⊗ ∂
∂x
+ dy⊗ ∂
∂y
− ε u dx⊗ ∂
∂z
− u dx⊗ ∂
∂ξ
− ε p dy⊗ ∂
∂z
− p dy⊗ ∂
∂ξ
,
V˜ ∗ = dx⊗ ∂
∂x
+ dy ⊗ ∂
∂y
+ p dx⊗ ∂
∂z
+ εp dx⊗ ∂
∂ξ
− u dy⊗ ∂
∂z
− εu dy⊗ ∂
∂ξ
.
The corresponding horizontal projections, denoted by (H, H˜;H∗H˜∗) look as
follows:
H = dz ⊗ ∂
∂z
+ dξ ⊗ ∂
∂ξ
+ ε u dz⊗ ∂
∂x
+ u dξ ⊗ ∂
∂x
+ ε p dz⊗ ∂
∂y
+ p dξ ⊗ ∂
∂y
,
H˜ = dz ⊗ ∂
∂z
+ dξ ⊗ ∂
∂ξ
− p dz ⊗ ∂
∂x
− εp dξ ⊗ ∂
∂x
+ u dz ⊗ ∂
∂y
+ εu dξ ⊗ ∂
∂y
,
H∗ = dz ⊗ ∂
∂z
+ dξ ⊗ ∂
∂ξ
+ ε u dx⊗ ∂
∂z
+ u dx⊗ ∂
∂ξ
+ εp dy⊗ ∂
∂z
+ p dy⊗ ∂
∂ξ
,
H˜∗ = dz ⊗ ∂
∂z
+ dξ ⊗ ∂
∂ξ
− p dx⊗ ∂
∂z
− εp dx⊗ ∂
∂ξ
+ u dy⊗ ∂
∂z
+ εu dy⊗ ∂
∂ξ
.
The corresponding matrices look like:
V =
∥∥∥∥∥∥∥∥
1 0 −ε u −u
0 1 −ε p −p
0 0 0 0
0 0 0 0
∥∥∥∥∥∥∥∥ , H =
∥∥∥∥∥∥∥∥
0 0 ε u u
0 0 ε p p
0 0 1 0
0 0 0 1
∥∥∥∥∥∥∥∥ ,
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V ∗ =
∥∥∥∥∥∥∥∥
1 0 0 0
0 1 0 0
−ε u −ε p 0 0
−u −p 0 0
∥∥∥∥∥∥∥∥ , H
∗ =
∥∥∥∥∥∥∥∥
0 0 0 0
0 0 0 0
ε u ε p 1 0
u p 0 1
∥∥∥∥∥∥∥∥ ,
V˜ =
∥∥∥∥∥∥∥∥
1 0 p ε p
0 1 −u −ε u
0 0 0 0
0 0 0 0
∥∥∥∥∥∥∥∥ , H˜ =
∥∥∥∥∥∥∥∥
0 0 −p −ε p
0 0 u ε u
0 0 1 0
0 0 0 1
∥∥∥∥∥∥∥∥ ,
V˜ ∗ =
∥∥∥∥∥∥∥∥
1 0 0 0
0 1 0 0
p −u 0 0
ε p −ε u 0 0
∥∥∥∥∥∥∥∥ , H˜
∗ =
∥∥∥∥∥∥∥∥
0 0 0 0
0 0 0 0
−p u 1 0
−ε p ε u 0 1
∥∥∥∥∥∥∥∥ .
The projections of the coordinate bases are:(
∂
∂x
,
∂
∂y
,
∂
∂z
,
∂
∂ξ
)
.V =
(
∂
∂x
,
∂
∂y
,−εu ∂
∂x
− εp ∂
∂y
,−u ∂
∂x
− p ∂
∂y
)
;
(
∂
∂x
,
∂
∂y
,
∂
∂z
,
∂
∂ξ
)
.H =
(
0, 0, εu
∂
∂x
+ εp
∂
∂y
+
∂
∂z
, u
∂
∂x
+ p
∂
∂y
+
∂
∂ξ
)
;
(dx, dy, dz, dξ) .V ∗ = (dx− εudz − udξ, dy − εpdz − pdξ, 0, 0)
(dx, dy, dz, dξ) .H∗ = (εudz + udξ, εpdz + pdξ, dz, dξ)(
∂
∂x
,
∂
∂y
,
∂
∂z
,
∂
∂ξ
)
.V˜ =
(
∂
∂x
,
∂
∂y
, p
∂
∂x
− u ∂
∂y
, ε p
∂
∂x
− ε u ∂
∂y
)
;(
∂
∂x
,
∂
∂y
,
∂
∂z
,
∂
∂ξ
)
.H˜ =
(
0, 0,−p ∂
∂x
+ u
∂
∂y
+
∂
∂z
,−ε p ∂
∂x
+ ε u
∂
∂y
+
∂
∂ξ
)
;
(dx, dy, dz, dξ) .V˜ ∗ = (dx+ p dz + ε pdξ, dy − u dz − ε udξ, 0, 0)
(dx, dy, dz, dξ) .H˜∗ = (−p dz − ε p dξ, u dz + ε u dξ, dz, dξ) .
We compute now the two curvature 2-forms R and R˜. The components
Rσµν of R in coordinate basis are given by V σρ
([
H ∂
∂xµ
, H ∂
∂xν
]ρ)
, and the only
nonzero components are just
Rxzξ = R134 = −ε(uξ − ε uz), Ryzξ = R234 = −ε(pξ − ε pz).
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For the nonzero components of R˜ we obtain
R˜xzξ = R˜134 = (pξ − ε pz), R˜yzξ = R˜234 = −(uξ − ε uz).
The corresponding two curvature forms are:
R = −ε(uξ − εuz)dz ∧ dξ ⊗ ∂
∂x
− ε(pξ − εpz)dz ∧ dξ ⊗ ∂
∂y
R˜ = (pξ − εpz)dz ∧ dξ ⊗ ∂
∂x
− (uξ − εuz)dz ∧ dξ ⊗ ∂
∂y
.
We obtain (in our coordinate system):
〈V ∗(dx) ∧ V˜ ∗(dy), V
(
∂
∂z
)
∧ V˜
(
∂
∂ξ
)
〉 = u2 + p2 = φ2,
and
V
([
H
(
∂
∂z
)
, H
(
∂
∂ξ
)])
=
[
H
(
∂
∂z
)
, H
(
∂
∂ξ
)]
= −ε(uξ − εuz) ∂
∂x
− ε(pξ − εpz) ∂
∂y
≡ Z1,
V˜
([
H˜
(
∂
∂z
)
, H˜
(
∂
∂ξ
)])
=
[
H˜
(
∂
∂z
)
, H˜
(
∂
∂ξ
)]
= (pξ − εpz) ∂
∂x
− (uξ − εuz) ∂
∂y
≡ Z2,
where Z1 and Z2 coincide with the values of the two curvature forms R and
R˜ on the coordinate vector fields ∂
∂z
and ∂
∂ξ
respectively:
Z1 = R
(
∂
∂z
,
∂
∂ξ
)
, Z2 = R˜
(
∂
∂z
,
∂
∂ξ
)
.
We evaluate now the vertical 2-form V ∗(dx)∧V ∗(dy) on the bivector Z1∧Z2
and obtain
〈V ∗(dx) ∧ V ∗(dy), Z1 ∧ Z2〉 = (uξ − εuz)2 + (pξ − εpz)2.
An important parameter, having dimension of length (the coordinates are as-
sumed to have dimension of length) and denoted by Lo, can be defined by
L2o =
〈V ∗(dx) ∧ V˜ ∗(dy), V ( ∂
∂z
) ∧ V˜ ( ∂
∂ξ
)
〉
〈V ∗(dx) ∧ V ∗(dy), Z1 ∧ Z2〉 =
u2 + p2
(uξ − εuz)2 + (pξ − εpz)2 .
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Clearly, if Lo is finite constant it could be interpreted as some parameter of
extension of the PhLO described, so it could be used as identification parameter
in the dynamical equations and in lagrangians, but only if (uξ − εuz) 6= 0 and
(pξ − εpz) 6= 0. This goes along with our concept of PhLO which does not
admit spatially infinite extensions.
The parameter Lo has the following symmetry. Denote by
Vo = dx⊗ ∂
∂x
+ dy ⊗ ∂
∂y
,
then V = Vo + V1 and V˜ = Vo + V˜1, where, in our coordinates, V1 and V˜1 can
be seen above how they look like. We form now
W = aV1 − bV˜1 and W˜ = bV1 + aV˜1,
where (a, b) are two arbitrary real numbers. The components of the corre-
sponding linear maps PW = Vo+W and PW˜ = Vo+W˜ can be obtained through
the substitutions: u→ (au+εbp); p→ (εbp−ap), and, obviously, PW and PW˜
are projections. Now, it is easily checked that the above Lo-defining relation
stays invariant, so,
Lo(V, V˜ ) = Lo(W, W˜ ).
This corresponds in some sense to the dual symmetry of classical vacuum elec-
trodynamics and of our nonlinear equations. We shall see that this parameter
is in fact our scale factor when it is constant.
We note also that the squared modules of the two curvature forms by means
of the Minkowski metric η satisfy
|R|2 = |R˜|2 = (uξ − εuz)2 + (pξ − εpz)2
in our coordinates, therefore, the nonzero values of |R|2 and |R˜|2, as well as
the finite value of Lo guarantee that the two functions u and p are NOT plane
waves.
Finally, the phase function ψ may be defined by the relations
Lζ¯ψ =
η(V ( ∂
∂ξ
), Z2)
φ2
= −η(V˜ (
∂
∂ξ
), Z1)
φ2
=
u(pξ − εpz)− p(uξ − εuz)
φ2
=
R
φ2
,
where φ2 is defined above .
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10.3.1 Electromagnetic PhLO in terms of nonlinear
connections
Recall that the relativistic formulation of classical electrodynamics in vacuum
(ρ = 0) is based on the following assumptions. The configuration space is the
Minkowski space-timeM = (R4, η) where η is the pseudometric with sign(η) =
(−,−,−,+) with the corresponding volume 4-form ωo = dx∧dy ∧dz ∧dξ and
Hodge star ∗ defined by α∧∗β = −η(α, β)ωo. The electromagnetic filed is de-
scribed by two closed 2-forms (F, ∗F ) : dF = 0, d∗F = 0. The physical char-
acteristics of the field are deduced from the following stress-energy-momentum
tensor field
Tµ
ν(F, ∗F ) = −1
2
[
FµσF
νσ + (∗F )µσ(∗F )νσ
]
.
In the non-vacuum case the allowed energy-momentum exchange with other
physical systems is given in general by the divergence
∇ν T νµ =
1
2
[
F αβ(dF )αβµ + (∗F )αβ(d ∗ F )αβµ
]
= Fµν(δF )
ν + (∗F )µν(δ ∗ F )ν ,
where δ = ∗d∗ is the coderivative. If the field is free: dF = 0,d ∗ F = 0,
this divergence is obviously equal to zero on the vacuum solutions. Therefore,
energy-momentum exchange between the two partner-fields F and ∗F , which
should be expressed by the terms (∗F )αβ(dF )αβµ and F αβ(d ∗ F )αβµ is NOT
allowed on the solutions of dF = 0,d ∗ F = 0. This shows that the widely
used 4-potential approach (even if two 4-potentials A,A∗ are introduced so
that dA = F, dA∗ = ∗F locally) to these equations excludes any possibility
to individualize two energy-momentum exchanging time-stable subsystems of
the field that are mathematically represented by F and ∗F .
On the contrary, as we have mentioned several times, our concept of PhLO
does NOT exclude such two physically interacting subsystems of the field to
really exist, and therefore, to be mathematically individualized. The intrinsi-
cally connected two projections V and V˜ and the corresponding two curvature
forms give the mathematical realization of this idea: V and V˜ individual-
ize the two subsystems, and the corresponding two curvature 2-forms R and
R˜ represent the instruments by means of which the available mutual local
energy-momentum exchange between these two subsystems could be described.
We should not forget that, as we have already emphasized several times, the
energy-momentum tensor for a PhLO must satisfy the additional local isotropy
(null) condition Tµν(F, ∗F )T µν(F, ∗F ) = 0.
So, we have to construct appropriate quantities and relations having direct
physical sense in terms of the introduced and considered two projections V
and V˜ . The above well established in electrodynamics relations say that we
need two 2-forms to begin with.
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Recall that our coordinate 1-forms dx nd dy have the following V -vertical
and H-horizontal projections:
V ∗(dx) = dx− εu dz − u dξ, H∗(dx) = εu dz + u dξ ,
V ∗(dy) = dy − εp dz − p dξ, H∗(dy) = εp dz + p dξ.
We form now the 2-forms V ∗(dx) ∧H∗(dx) and V ∗(dy) ∧H∗(dy):
V ∗(dx) ∧H∗(dx) = ε u dx ∧ dz + u dx ∧ dξ,
V ∗(dy) ∧H∗(dy) = ε p dy ∧ dz + p dx ∧ dξ.
Summing up these last two relations and denoting the sum by F we obtain
F = ε u dx∧ dz + u dx ∧ dξ + ε p dy ∧ dz + p dy ∧ dξ.
Doing the same steps with V˜ ∗ and H˜∗ we obtain
F˜ = −p dx ∧ dz − ε p dx ∧ dξ + u dy ∧ dz + εu dy ∧ dξ.
Noting that our definition of the Hodge star requires (∗F )µν = −12 εµν σρFσρ,
it is now easy to verify that F˜ = ∗F . Moreover, introducing the notations
A = u dx+ p dy, A∗ = −ε p dx+ ε u dy, ζ = ε dz + dξ,
we can represent F and F˜ in the form
F = A ∧ ζ, F˜ = ∗F = A∗ ∧ ζ.
From these last relations we see that F and ∗F are isotropic:
F ∧ F = 0, F ∧ ∗F = 0,
i.e. the field (F, ∗F ) has zero invariants: FµνF µν = Fµν(∗F )µν = 0. The
following relations are now easy to verify:
V ∗(F ) = H∗(F ) = V ∗(∗F ) = H∗(∗F )
= V˜ ∗(F ) = H˜∗(F ) = V˜ ∗(∗F ) = H˜∗(∗F ) = 0,
i.e. F and ∗F have zero vertical and horizontal projections with respect to
V and V˜ . Since, obviously, ζ is horizontal with respect to V and V˜ it is
interesting to note that A is vertical with respect to V˜ and A∗ is vertical with
respect to V : V˜ ∗(A) = A, V (A∗) = A∗. In fact, for example,
V˜ ∗(A) = V˜ ∗(u dx+ p dy) = uV˜ ∗(dx) + pV˜ ∗(dy) =
u[dx+ p dz + εp dξ] + p[dy − u dz − εu dξ] = u dx+ p dy.
We are going to establish now that there is real energy-momentum ex-
change between the F -component and the ∗F -component of the field, com-
puting i(Z1)F, i(Z2) ∗ F, i(Z1) ∗ F, i(Z2)F , where Z1, Z2 are given in the
preceding section (10.2, p.306). We obtain:
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i(Z1)F = i(Z2) ∗ F = 〈A,Z1〉ζ = 〈A∗, Z2〉ζ = 1
2
[
(u2 + p2)ξ − ε (u2 + p2)z
]
ζ
=
1
2
F σρ(dF )σρµdx
µ =
1
2
(∗F )σρ(d ∗ F )σρµdxµ = 1
2
∇ν T νµ (F, ∗F )dxµ,
i(Z1)∗F = −i(Z2)F = 〈A∗, Z1〉ζ = −〈A,Z2〉ζ =
[
u(pξ−ε pz)−p(uξ−ε uz)
]
ζ
= −1
2
F σρ(d ∗ F )σρµdxµ = 1
2
(∗F )σρ(dF )σρµdxµ.
If our field is free then ∇ν T νµ (F, F˜ )dxµ = 0. Moreover, in view of the
divergence of the stress-energy-momentum tensor given above, these last re-
lations show that some real energy-momentum exchange between F and ∗F
takes place: the magnitude of the energy-momentum, transferred from F to
∗F and given by
i(Z1) ∗ F = 1
2
(∗F )σρ(dF )σρµdxµ,
is equal to that, transferred from ∗F to F , which is given by
−i(Z2)F = −1
2
F σρ(d ∗ F )σρµdxµ.
On the other hand, as it is well known, in case of zero invariants we have
FµσF
νσ = (∗F )µσ(∗F )νσ,
so, F and ∗F dynamically keep the stress-energy-momentum they carry.
We interpret physically this as follows. The electromagnetic PhLO ex-
ist through a special internal dynamical equilibrium between the two subsys-
tems of the field, represented by V and V˜ , namely, both subsystems carry the
same stress-energy-momentum and the mutual energy-momentum exchange
between them is simultanious and always in equal quantities. This individual-
ization does NOT mean that any of the two subsystems can exist separately,
independently on the other. Moreover, NO spatial ”part” of PhLO should be
considered as potentially able to represent a real physical object.
10.4 Strain and Photon-like Objects.
The mathematical concept of (infinitesimal) strain was introduced in Sec.5.2.3
as Lie derivative of the metric tensor on a manifold with respect to a vec-
tor field X on the same manifold. The physics behind this definition is to
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introduce a local measure of the change of distance in a continuous material
when it is subject to external action by a physical field and this action does
not lead to some irreversible changes in the material, like wholes for example.
In other words, the external action leads to bearable perturbation, meaning
mathematically to smooth and reversible deformations of the metric tensor.
Such deformations of the material are called in physics elastic, they transform
one admissible configuration of the material to another admissible configura-
tion. Since these configuration transformations are reversible, they can not
transform a flat metric tensor g, i.e., R(g) = 0, to a new metric tensor g′
giving non-zero Riemann curvature tensor R(g′) 6= 0.
The concept of curvature, however, considered as a measure of noninte-
grability of a system of partial differential equations, has much more general
sense, as we have presented it and treated so far. Our aim now is to show that
the Lie derivatives of our flat Minkowski metric η on M with respect to the
naturally arized vector fields A¯ and A¯∗ in our approach to formal description of
photon-like objects, generate non-zero curvature as a measure of noninterga-
bility of the distributions (A¯, ζ¯) and (A¯∗, ζ¯). Hence, the metric changes along
these vector fields, but does not ”get curved” in riemannian sense. The reason
for this we see in the very nature of the Lie derivatve: it accounts for the in-
finitesimal changes of both, the differentiated object-the metric η in our case,
as well as the referent object(s)-the just mentioned vector fields (A¯, A¯∗) in our
case.
In our further study we shall call the infinitesimal strain tensors LA¯η, LA¯∗η
and Lζ¯ η just strain tensors for breavity. We have to note, however, that the
term ”material” is not quite appropriate for PhLO because no static situations
are admissible, our objects of interest are of entirely dynamical nature, so the
corresponding relativistic strain tensors must take care of this.
According to the preliminary considerations important vector fields in our
approach to describe electromagnetic PhLO are ζ¯ , A¯, A¯∗, so, we consider the
corresponding three strain tensors: Lζ¯ η; LA¯ η; LA¯∗ η.
The three strain tensors look in our coordinates as follows:
Lζ¯ η = 0,
(LA¯ η)µν ≡ Dµν =
∥∥∥∥∥∥∥∥
2ux uy + px uz uξ
uy + px 2py pz pξ
uz pz 0 0
uξ pξ 0 0
∥∥∥∥∥∥∥∥ ,
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(LA¯∗ η)µν ≡ D∗µν =
∥∥∥∥∥∥∥∥
−2εpx −ε(py + ux) −εpz −εpξ
−ε(py + ux) 2εuy εuz εuξ
−εpz εuz 0 0
−εpξ εuξ 0 0
∥∥∥∥∥∥∥∥ .
The following two relations are immediately verified:
det‖Dµν‖ = det‖D∗µν‖ = (pξuz − uξpz)2 ≥ 0.
We give now some important from our viewpoint relations.
D(ζ¯ , ζ¯) = D∗(ζ¯ , ζ¯) = 0,
D(ζ¯) ≡ D(ζ¯)µdxµ ≡ Dµν ζ¯νdxµ = (uξ − εuz)dx+ (pξ − εpz)dy,
D(ζ¯)µ
∂
∂xµ
≡ Dµν ζ¯ν
∂
∂xµ
= −(uξ − εuz) ∂
∂x
− (pξ − εpz) ∂
∂y
= −[A¯, ζ¯],
DµνA¯
µζ¯ν = −1
2
[
(u2 + p2)ξ − ε(u2 + p2)z
]
= −1
2
Lζ¯φ
2,
DµνA¯∗
µ
ζ¯ν = −ε
[
u(pξ − εpz)− p(uξ − εuz)
]
= −εR = −εφ2 Lζ¯ψ.
We also have:
D∗(ζ¯) = ε
[
− (pξ − εpz)dx+ (uξ − εuz)dy
]
,
D∗(ζ¯)µ
∂
∂xµ
≡ (D∗)µν ζ¯ν
∂
∂xµ
= −ε(pξ − εpz) ∂
∂x
+ (uξ − εuz) ∂
∂y
= [A¯∗, ζ¯],
D∗µνA¯
∗µζ¯ν = −1
2
[
(u2 + p2)ξ − ε(u2 + p2)z
]
= −1
2
Lζ¯φ
2,
D∗µνA¯
µζ¯ν = ε
[
u(pξ − εpz)− p(uξ − εuz)
]
= εR = εφ2 Lζ¯ψ.
Clearly, D(ζ¯) and D∗(ζ¯) are lineary independent in general:
D(ζ¯)∧D∗(ζ¯) = ε
[
(uξ−εuz)2+(pξ−εpz)2
]
dx∧dy = εφ2(ψξ−εψz)2 dx∧dy 6= 0.
Recall now that every 2-form F defines a linear map F˜ from 1-forms to 3-forms
through the exterior product: F˜ (α) := α∧F , where α ∈ Λ1(M). Moreover, the
Hodge ∗-operator, composed now with F˜ , gets F˜ (α) back to ∗F˜ (α) ∈ Λ1(M).
In the previous section we introduced two 2-forms G = A∧ ζ and G∗ = A∗ ∧ ζ
and noticed that G∗ = ∗G. We readily obtain now
D(ζ¯) ∧G = D∗(ζ¯) ∧G∗ = D(ζ¯) ∧A ∧ ζ = D∗(ζ¯) ∧A∗ ∧ ζ
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= −ε
[
u(pξ−εpz)−p(uξ−εuz)
]
dx∧dy∧dz−
[
u(pξ−εpz)−p(uξ−εuz)
]
dx∧dy∧dξ
= −φ2 Lζ¯ψ (ε dx∧dy∧dz+ dx∧dy∧dξ) = −R (ε dx∧dy∧dz+ dx∧dy∧dξ),
D(ζ¯) ∧G∗ = −D∗(ζ¯) ∧G = D(ζ¯) ∧A∗ ∧ ζ = −D∗(ζ¯) ∧A ∧ ζ
=
1
2
[
(u2 + p2)ξ − ε(u2 + p2)z
]
(dx ∧ dy ∧ dz + ε dx ∧ dy ∧ dξ).
Thus we get
∗
[
D(ζ¯) ∧ A ∧ ζ
]
= ∗
[
D∗(ζ¯) ∧ A∗ ∧ ζ
]
= −εR ζ = −i(G¯∗)dG = i(G¯)dG∗,
∗
[
D(ζ¯) ∧ A∗ ∧ ζ
]
= − ∗
[
D∗(ζ¯) ∧ A ∧ ζ
]
=
1
2
Lζ¯φ
2 ζ = i(G¯)dG = i(G¯∗)dG∗.
The above relations show various dynamical aspects of the energy-momentum
redistribution during evolution of our PhLO. In particular, we see that it is pos-
sible the translational and rotational components of the energy-momentum re-
distribution during propagation to be represented in form depending on the ζ¯-
directed strains D(ζ¯) and D∗(ζ¯). So, the admissible local translational changes
of the energy-momentum carried by the two field components G and G∗ of our
PhLO are given by the two 1-forms
∗[D(ζ¯) ∧A∗ ∧ ζ] and ∗ [D∗(ζ¯) ∧ A ∧ ζ]),
and the admissible local rotational ones are given by the 1-forms
∗[D(ζ¯) ∧A ∧ ζ] and ∗ [D∗(ζ¯) ∧A∗ ∧ ζ].
In fact, the 1-form ∗[D(ζ¯) ∧A ∧ ζ] determines the strain that ”leaves” the 2-
plane defined by (A¯, ζ¯) and the 1-form ∗[D∗(ζ¯)∧A∗∧ ζ] determines the strain
that ”leaves” the 2-plane defined by (A¯∗, ζ¯). Since the PhLO is free, i.e., it
does not lose or gain energy-momentum, this means that the two (null-field)
components G and G∗ exchange locally equal energy-momentum quantities:
∗
[
D(ζ¯) ∧ A ∧ ζ
]
= ∗
[
D∗(ζ¯) ∧ A∗ ∧ ζ
]
.
Now, the local energy-momentum conservation law
∇ν
[
GµσG¯
νσ + (G∗)µσ(G¯
∗)νσ
]
= 0
requires Lζ¯φ
2 = 0, and the corresponding strain-fluxes
∗[D∗(ζ¯) ∧ A ∧ ζ] = D∗(ζ¯)µ(A ∧ ζ)µνdxν ,
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∗[D(ζ¯) ∧ A∗ ∧ ζ] = D(ζ¯)µ(A∗ ∧ ζ)µνdxν
become zero.
It seems important to note that, only dynamical relation between the local
energy-momentum change and strain fluxes exists, so NO analog of the as-
sumed in elasticity theory generalized Hooke law, (i.e., linear relation between
the stress tensor and the strain tensor) seems to exist. This clearly goes along
with the fully dynamical nature of PhLO, i.e., linear relations exist between
the divergence terms of our stress tensor 1
2
[−GµσG¯νσ− (G∗)µσ(G¯∗)νσ] and the
ζ¯-directed strain fluxes as given above.
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Chapter 11
PhLO as Solutions of linear
equations
In this chapter instead of ∗F we write F˜ , and show that appropriate solutions
for PhLO can be obtained by solving linear equations.
11.1 The approach based on the notion for
PhLO
Every system of equations describing the time-evolution of some physical sys-
tem should be consistent with the very system in the sense that all identifi-
cation characteristics of the system described must not change. In the case
of electromagnetic PhLO we assume the couple (F, F˜ ) to represent the field,
and in accordance with our notion for PhLO one of the identification charac-
teristics is straight-line translational propagation of the energy-density with
constant velocity ”c”, therefore, with every PhLO we may associate appro-
priate direction, i.e. a geodesic null vector field ζ¯ , ζ¯2 = 0 on the Minkowski
space-time. On the other hand, the complex of field functions (Fµν , F˜µν) ad-
mits both translational and rotational components of propagation. We choose
further ζ¯ = −ε ∂
∂z
+ ∂
∂ξ
, which means that we have chosen the coordinate system
in such a way that the translational propagation is parallel to the plane (z, ξ).
For another such parameter we assume that the finite longitudinal extension
of any PhLO is fixed and is given by an appropriate positive number λ. In ac-
cordance with the ”compatible translational-rotational dynamical structure”
of PhLO we shall assume that no translation is possible without rotation, and
no rotation is possible without translation, and in view of the constancy of the
translational component of propagation we shall assume that the rotational
component of propagation is periodic, i.e. it is characterized by a constant
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frequency. The natural period T suggested is obviously T = λ
c
. An obvious
candidate for ”rotational operator” is the linear map J transforming F to
F˜ , which map coincides with the reduced to 2-forms Hodge-∗. Geometrically,
∗ rotates the 2-frame (A,A∗) to π
2
, so if such a rotation is associated with
a translational advancement of Lo, then a full rotation should correspond to
translational advancement of 2πLo = λ. The simplest and most natural trans-
lational change of the field (F, F˜ ) along ζ¯ should be given by the Lie derivative
of the field along ζ¯. Hence, the simplest and most natural equations should
read
κLo Lζ¯(F ) = εF˜ ,
where F and F˜ are given in Sec.10.3., κ = ±1 is responsible for left/right
orientation of the rotational component of propagation, and Lo = const. Vice
versa, since ∗2 ◦ ∗2 = −id and ∗−12 = −∗2 the above equation is equivalent to
κLo Lζ¯(F˜ ) = −εF.
It is easy to show that these equations are equivalent to
κLo Lζ¯(V − Vo) = ε(V˜ − Vo),
where V is given in Sec.10.3.1, and Vo = dx⊗ ∂∂x + dy ⊗ ∂∂y in our coordinates
is the identity map in Im(V ) = Im(V˜ ). Another equivalent form is given by
κLoZ1 = A¯∗, or κLoZ2 = −A¯,
where A¯∗ and A¯ are η-corresponding vector fields to the 1-forms A∗ and A,
and Z1, Z2 are given in Sec.10.3.
11.2 The Lagrangian Approach
Appropriate lagrangian for the above equations (Lo=const.) is
L =
(
κLoζ¯σ ∂Fαβ
∂xσ
+ F˜αβ
)
F˜ αβ −
(
κLoζ¯σ ∂F˜αβ
∂xσ
− Fαβ
)
F αβ, α < β,
F and F˜ are considered as independent, κ = ±1. The corresponding Lagrange
equations read
κLoζ¯σ ∂F˜αβ
∂xσ
− Fαβ = 0, κLoζ¯σ ∂Fαβ
∂xσ
+ F˜αβ = 0, α < β.
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Note that on the solutions the lagrangian becomes zero: L(solutions) = 0.
The null character of the objects described require
F ∧ F = F ∧ F˜ = −F˜ ∧ F˜ = 0,
which lead to
ζ¯σ
∂Fαβ
∂xσ
F˜ αβ = ζ¯σ
∂F˜αβ
∂xσ
F αβ = 0.
The stress-energy-momentum tensor, in view of the null character of F and
F˜ , is the same, where ∗F has to be replaced by F˜ . It deserves noting that the
above null conditions lead to FµσF
νσ = F˜µσF˜
νσ and to FµσF˜
νσ = 0. Hence,
the two subsystems represented by F and F˜ carry the same stress-energy-
momentum, therefore, F ⇄ F˜ energy-momentum exchange is possible only in
equal quantities.
In our coordinates the above equations reduce to
εκLo(uξ − ε uz) = p, εκLo(pξ − ε pz) = −u,
it is seen that the constant Lo satisfies the corresponding relation in Sec.10.3.
From these last equations we readily obtain the relations
(u2 + p2)ξ − ε (u2 + p2)z = 0, u (pξ − ε pz)− p (uξ − ε uz) = κLo (u
2 + p2),
which represent our equations in energy-momentum terms. Now, the substi-
tution u = Φcos ψ, p = Φsin ψ, leads to the relations
Lζ¯Φ = 0, Lζ¯ψ =
κ
Lo .
11.3 Translational-rotational compatability
approach
In order to look at the translational-rotational compatability as a generating
tool for writing equations of motion we recall first the concept of local sym-
metry of a distribution: a vector field Y is a local (or infinitesimal) symmetry
of a p-dimensional distribution ∆ defined by the vector fields (Y1, . . . , Yp) if
every Lie bracket [Z, Y ] is in ∆: [Z, Y ] ∈ ∆, where Z = f iYi ∈ ∆. Clearly, if
∆ is completely integrable, then every Yi is a symmetry of ∆, and the flows of
these vector fields move the points of each integral manifold of ∆ inside this
integral manifold, that’s why they are called sometimes internal symmetries.
If Y is outside ∆ then it is called shuffling symmetry , and in such a case the
flow of Y transforms a given integral manifold to another one, i.e. the flow of
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Y ”shuffles” the lists of the corresponding foliation. We are going to find the
conditions for our vector field ζ¯ = −ε ∂
∂z
+ ∂
∂ξ
to define a shuffling symmetry for
the distribution ∆o defined by the vector fields (A¯, A¯
∗). The suggestion comes
from the observation that ∆o coincides with our vertical distribution generated
by ( ∂
∂x
, ∂
∂y
). From physical point of view this should be expected in view of the
intrinsically required stability of our PhLO under translational propagation
along null straight lines: this propagation just transforms the 2-plane (x, y)
passing through the point (z1, ξ1) to a parallel to it 2-plane passing through
the point (z2, ξ2), and these two points lay on the same straight line trajectory
of our field ζ¯.
The corresponding Lie brackets are
[ζ¯ , A¯] = −(uξ − ε uz) ∂
∂x
− (pξ − ε pz) ∂
∂y
,
[ζ¯ , A¯∗] = ε (pξ − ε pz) ∂
∂x
− ε (uξ − ε uz) ∂
∂y
.
We see that [ζ¯ , A¯] ∧ [ζ¯ , A¯∗] 6= 0, and that they are generated by ( ∂
∂x
, ∂
∂y
).
We notice now that at each point we have two different time-changing
frames: (A¯, A¯∗, ∂z, ∂ξ) and ([A¯, ζ¯], [A¯∗, ζ¯], ∂z, ∂ξ). Since physically we have in-
ternal energy-momentum redistribution during propagation, we could try to
interpret formally this physical process in terms of these two intrinsically con-
nected time-changing frames. Taking into account that only the first two
vectors of these two frames change during propagation we may write down the
corresponding linear transformation as follows:
([ζ¯ , A¯], [ζ¯ , A¯∗]) = (A¯, A¯∗)
∥∥∥∥α βγ δ
∥∥∥∥ .
Denoting Φ2 = u2 + p2 and solving this system with respect to (α, β, γ, δ) we
obtain ∥∥∥∥α βγ δ
∥∥∥∥ = 1Φ2
∥∥∥∥12Lζ¯Φ2 εR−εR 1
2
Lζ¯Φ
2
∥∥∥∥
=
1
2
Lζ¯Φ
2
Φ2
∥∥∥∥1 00 1
∥∥∥∥+ εLζ¯ψ ∥∥∥∥ 0 1−1 0
∥∥∥∥
=
1
2
Lζ¯Φ
2
Φ2
I + εLζ¯ψJ,
so,
[ζ¯ , A¯] =
1
2Φ2
Lζ¯Φ
2 A¯+ ε
R
Φ2
A¯∗, [ζ¯ , A¯∗] = −εR
Φ2
A¯+
1
2Φ2
Lζ¯Φ
2 A¯∗,
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where R = u (pξ − ε pz) − p (uξ − ε uz) is the Frobenius curvature and ψ
is the phase. Hence, ζ¯ is infinitesimal shuffling symmetry of the distribu-
tion (A¯, A¯∗). If the translational propagation respects by the conservation
law Lζ¯Φ
2 = 0, then we obtain that the rotational component of propagation
is governed by the matrix εLζ¯ψ J , where J denotes the canonical complex
structure in R2, and since R = Φ2 Lζ¯ψ = u (pξ − ε pz) − p (uξ − ε uz) 6= 0
we conclude that the rotational component of propagation would be avail-
able in such a case if and only if R 6= 0. We may also say that a compati-
ble translational-rotational dynamical structure is available if the amplitude
Φ2 = u2+p2 is a running wave along ζ¯ and the phase ψ is NOT a running wave
along ζ¯ : Lζ¯ψ 6= 0. Physically this means that the rotational component of
propagation is entirely determined by the available internal energy-momentum
exchange: i(η−1(F˜ ))dF = −i(F )dη−1(F˜ ).
Now, assuming Lζ¯Φ
2 = 0, if we have to guarantee the intrinsic com-
patability between the translational and rotational aspect of the PhLO na-
ture, we should assume Lζ¯ψ = const = κL−1o , κ = ±1. Thus, the frame
rotation (A¯, A¯∗, ∂z, ∂ξ) → ([A¯, ζ¯], [A¯∗, ζ¯], ∂z, ∂ξ), i.e. [ζ¯ , A¯] = εA¯∗ Lζ¯ψ and
[ζ¯ , A¯∗] = −εA¯ Lζ¯ψ, gives the following equations for the two functions (u, p):
uξ − εuz = εκLo p, pξ − εpz = −
εκ
Lo u .
The quantityR = u (pξ−ε pz)−p (uξ−ε uz) = Φ2Lζ¯ψ = κL−1o Φ2 suggests to
find an integral characteristic of the PhLO rotational nature. In fact, the two
co-distributions (A, ζ) and (A∗, ζ) define the two (equal in our case) Frobenius
4-forms dA ∧ A ∧ ζ = dA∗ ∧ A∗ ∧ ζ . Each of these two 4-forms is equal to
εRωo = εRdx ∧ dy ∧ dz ∧ dξ. Now, multiplying by Lo/c each of them we
obtain:
Lo
c
dA ∧ A ∧ ζ = Lo
c
dA∗ ∧ A∗ ∧ ζ = Lo
c
εRωo = εκ
Φ2
c
ωo .
Integrating over the 4-volume R3×(λ = 2πLo) (and having in view the spatially
finite nature of PhLO) we obtain the finite quantity H = εκET , where E is
the integral energy of the PhLO, T = λ
c
, which clearly is the analog of the
Planck formula E = hν, i.e. h = ET . The combination εκ means that the
two orientations of the rotation, defined by κ = ±1, may be observed in each
of the two spatial directions of translational propagation of the PhLO along
the z-axis: from −∞ to +∞, or from +∞ to −∞.
Finally, we can easily see that in case of Lζ¯ψ = κL−1o and Lζ¯Φ2 = 0 the
3-form δF ∧ F = εR ∗ ζ = εκ
Lo
Φ2 ∗ ζ becomes closed: d(δF ∧ F ) = 0, which
also gives an integral conservation law. In fact, the 3-integral of the reduced
on R3 3-form L
2
o
c
(δF ∧ F ) gives εκET , where E is the integral energy, so, the
Planck formula holds.
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11.4 Photon-like Solutions
11.4.1 Analytical form
We consider the equations obtained in terms of the two functions Φ =
√
u2 + p2
and ψ = arctg p
u
. The equation for Φ in our coordinates is Φξ−εΦz = 0, there-
fore, Φ = Φ(x, y, ξ + εz), where Φ is allowed to be spatially finite, as assumed
further, or spatially localized function. The equation for ψ is ψξ − εψz = κLo .
Two families of solutions for ψ, depending on an arbitrary function ϕ can be
given by
ψ1 = −εκLo z + ϕ(x, y, ξ + εz), and ψ2 =
κ
Lo ξ + ϕ(x, y, ξ + εz).
Since Φ2 is a spatially finite function representing the energy density we see
that the translational propagation of our PhLO is represented by a spatially
finite running wave along the z-coordinate. Let’s assume that the phase is
given by ψ1 and, for simplicity, ϕ = 0. The form of this solution suggests
to choose the initial condition ut=0(x, y, εz), pt=0(x, y, εz) in the following way.
Let for z = 0 the initial condition be located on a disk D = D(x, y; a, b; ro)
of small radius ro, the center of the disk to have coordinates (a, b), and the
value of Φt=0(x, y, 0) =
√
u2t=0 + p
2
t=0 to be proportional to some appropriate
for the case bump function f > 0 on D of the distance
√
(x− a)2 + (y − b)2
between the origin of the coordinate system and the point (x, y, 0), such that
it is centered at the point (a, b), so, f(x, y) = f(
√
(x− a)2 + (y − b)2 ), D is
defined by D = {(x, y)|√(x− a)2 + (y − b)2 ≤ ro}, and f(x, y) is zero outside
D. Let also the dependence of Φt=0 on z be given by be the corresponding
bump function θ(z;λ) > 0 of an interval (z, z + λ) of length λ = 2πLo on the
z-axis. If γ > 0 is the proportionality coefficient we obtain
u = γ f(x, y; a, b) θ(ct+ εz;λ) cos(ψ1),
p = γ f(x, y; a, b) θ(ct+ εz;λ) sin(ψ1).
We see that because of the available z-dependent sine and cosine factors in the
solution, the initial condition for the solution will occupy a 3d-spatial region
of shape that is close to a helical tube of height λ, having internal radius of
ro and wrapped up around the z-axis. Also, its central helix will always be√
a2 + b2-distant from the z-axis. Hence, the solution will propagate transla-
tionally along the coordinate z with the velocity c, and, rotationally, inside
the corresponding infinitely long helical tube because of the z-dependence of
the available periodical multiples.
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11.4.2 Figures
We recall the figures from Sec.8.8.6 giving a solution with amplitude function
Φ filling in at every moment a smoothed out finite tube H around a circular
helix, the pitch of the central helix is Lo, and phase ψ = −εκ zLo . The solutions
with ε = −1 will propagate left-to-right along the coordinate z.
Figure 11.1: Theoretical example with κ = −1. The Poynting vector is directed
left-to-right.
Figure 11.2: Theoretical example with κ = 1. The Poynting vector is directed
left-to-right.
The curvature K and the torsion τ of the helix line inside H through the
point (x, y, 0) ∈ D will be
K =
γ fθ
(γ fθ)2 + b2o
, τ =
κ bo
(γ fθ)2 + b2o
,
where bo = Lo. The rotational frequency ν will be ν = c/2πLo, so we can
introduce period T = 1/ν and elementary action h = E.T , where E is the
(obviously finite) integral energy of the solution defined as 3d-integral of the
energy density Φ2 = (γ fθ)2.
Finally we recall that for photon-like solutions
u = Φ(x, y, ξ + εz) cos
(
−εκ zLo + const
)
,
p = Φ(x, y, ξ + εz) sin
(
−εκ zLo + const
)
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the matrices Dµν and D
∗
µν from Sec.10.4 have positive determinants,
det‖Dµν‖ = det‖D∗µν‖ =
1
L2o
(Φ.Φξ)
2 > 0,
so they define on the Minkowski space-time two definite bilinear forms .
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Retrospect
Modern differential geometry has become a very powerful branch of mathe-
matics ranging its applicability from simple derivative to differential topology,
so, we would not mistake to call it also invariant analysis, local, as well as,
global. Extracting trustful integral properties of an object through studying
its local properties is a great step in positive science, and the serious role of
modern differential geometry in this respect could be hardly disputed and in
no way neglected. Its 20th century development has brought a real intelectual
pleasure to all people being able to feel its wonderful logical harmony, so theo-
retical physics should make all necessary efforts to make use of this harmony in
trying to understand and describe the harmony of the physical world. Being
part of this physical world we, the people, building mathematical harmony,
we create in fact a very little part of the real world, called intelectual human
knowledge, and in this way we, more or less, justify ourselves as reality build-
ing creatures. Such kind of activity suggests, and even requires, to pay due
respect to every scientific truth and never to turn scientific truths into dogmas.
One of the most interesting and fruitful initiatives in the development of
20th century mathematics was to formulate, introduce and appropriately use
the concept of mathemetical structure. So, the mathematical sets now reveal
their nature through the relations among their elements and with elements of
other sets. Moreover, some elements may belong to various sets according to
their properties, such elements may suggest how to connect the corresponding
mathematical structures and to realize the important idea for compatibility of
structures carried by a given set. In this way, mathematics sets a real claim to
be used as appropriate logical world for creating adequate models of the real
world.
Let’s peep into some of these structures that have demonstrated corre-
sponding adequacy.
The mostly studied and used such algebraic structure seems to be that of
linear/vector space V over a field/ring R. Inside such a space we can represent
each element/vector in terms of other vectors through the adding/subtracting
and scalar multiplication machinery, but we can not get out of the space in
this way. However, this structure allows to consider subspaces of V , and to
introduce additional algebraic structure, usually called multiplication, such
that the corresponding product of two vectors of a given subspace W ⊂ V to
leave this subspace. Moreover, the products of vector spaces have also been
introduced and used. Paying due respect to the idea for compatibility and
trying to resolve all arising problems, mathematics has built the so called tensor
algebra over V , and its antisymmetric/exterior and symmetric subalgebras.
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A very important moment in the whole mathematics is to find procedures
to produce elements of R from such structures. In these algebraic structures
this is achieved mainly through the concept of duality : to every linear space
(V,R) is associated another linear space (V ∗,R), the elements of which are
linear mappings from V to R. If V is finite dimensional, we can find a basis
(e1, e2, ..., en) of V , and unique basis (ε
1, ε2, ..., εn) of V ∗ satisfying the relation
〈εi, ej〉 = (idV )ij , i, j = 1, 2, ..., n. The identity map of V acquires the repre-
sentation idV = ε
i ⊗ ei, and this representation of idV has the same form for
every couple of such dual bases.
Considering now the two nonintersecting subspaces W1 ⊂ V and W2 ⊂ V
we immediately see that two other subspeces W ∗1 and W
∗
2 of V
∗ appear: these
are the corresponding duals for W1 and W2, with corresponding dual bases
(k1, ..., kp), (ε
1, ..., εp) for (W1,W
∗
1 ) and (r1, ..., rq), (θ
1, ..., θq) for (W2,W
∗
2 ).
If we have a multiplication ”× ” in V , and for some x, y ∈ W1 we get x× y
is out of W1, then in order to check if x × y is in W2 we have to find if some
of the terms of the kind 〈θ1, x× y〉, ..., 〈θq, x× y〉 are not zero, or equivalently,
to check if ix×y(θ
1 ∧ θ2 ∧ ... ∧ θq) is different from zero. If ”× ” is the exterior
product we can check also if ix1∧...∧xr(θ
1 ∧ θ2 ∧ ... ∧ θq), r < q, is different from
zero.
The same check can be made if the restriction of ”×” toW2 takes values in
W1, and if so, then we may consider ”× ” as ”communication agent” between
W1 ⊂ V and W2 ⊂ V . Hence, with respect to the linear structure in V the
subspaces W1 and W2 keep their identities and do not recognize each other,
while with respect to the new algebraic sructure ” × ” these two subspaces
intercommunicate, i.e. they recognize each other: the q-form θ1 ∧ θ2 ∧ ... ∧ θq
is attractive for at least some of the products (x × y), where x, y,∈ W1, and
the p-form ε1∧ε2∧ ...∧εp becomes attractive for at least some of the products
(u× v), where u, v ∈ W2. In the 3-dimensional case the 4-linear map R (Sec.
6.2.3) represents (with respect to the usual ”vector cross product”) a measure
of such algebraic intercommunication between subspaces.
Recall now that each subspace in V , resp.V ∗, can be represented by cor-
responding multivector Ψ, resp.Φ, and since the action of the communication
agent ” × ” does not lead to destruction of any subspace of V , we can anu-
merate those couples of subspaces of (Vi, V
∗
j ), which are interesting for us from
a definite point of view, by the basis vectors J1, J2, ... of another appropriate
vector space H . Let now Ψi = Xi1 ∧ Xi2 ∧ ... ∧ Xip represent Vi, and let
Φj = αj1 ∧ αj2 ∧ ... ∧ αjq represent V ∗j and p ≤ q. In this way we come to
objects of the kind (Ψ1⊗J1,Ψ2⊗J2, ...) and (Φ1⊗J1,Φ2⊗J2, ...). This allows
to separate some of the ” × ”-intercommunicating subspaces of V by means
of appropriate multiplication in the space H , e.g., by means of an appropriate
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bilinear map ϕ : H ×H → H , according to
iΨiΦ
j ⊗ ϕ(Ji, Jj), i, j = 1, 2, ...dim(H).
So, two subspaces W1,W2 of V will intercommunicate if the corresponding
(W1,W2)-representing H-valued multivectors Ψa⊗Ja, a = 1, 2 (no summation)
have nonzero flows across the (W ∗2 ,W
∗
1 )-representing H-valued exterior forms
Φb ⊗ Jb, b = 2, 1, and the corresponding value of ϕ(Ja, Jb) is nonzero: if p < q
then we expect iΨ1Φ
2 6= 0, ϕ(J1, J2) 6= 0, and if q < p, then we expect iΨ2Φ1 6=
0, ϕ(J2, J1) 6= 0. This suggests to talk about ϕ-algebraic equilibrium between
two intersecting subspaces of the same dimension if the mutual flows differ just
in sign:
iΨaΦb = −iΨbΦa, a 6= b.
Clearly, every element x of a subspace W ⊂ V can be considered as a
symmetry generator of W with respect to the linear structure of W , since
the sum (x + v), v ∈ W , is always in W . If ” × ” is a product in V , then
x ∈ W may, or may not, be a ” × ”-symmetry generator of W , i.e., the set
x × v, v ∈ W , shortly denoted by x ×W , may, or may not, coinside with W .
A similar question may be raised also for some x outside W .
Let now all elements of the series x1, x2, ... be outside W ⊂ V and the
subsets
Wo = W, W1 = x1 ×Wo, W2 = x2 ×W1, W3 = x3 ×W2, ...
be isomorphic subspaces of V with nonzero consecutive intersection between
Wi and Wi−1, , i.e., the elements x1, x2, x3, ... generate through the introduced
product ” × ” a number of correspondingly intersected isomorphic subspaces
of V . In such a case we may say that the series x1, x2, ... defines an external
series of isomorphic to W subspaces, or, that W ⊂ V is algebraically, or
discontinuously, extensible along the series x1, x2, ... ∈ V .
We turn now to the corresponding addaptation of this purely algebraic
picture of subspace intercommunication to the manifold case, i.e., to available
smooth structure on appropriate topological spaces, where tensor algebras in
the tangent/cotangent bundles over the manifold are considered. Making use of
the corresponding differential geometric structures and relations we can con-
struct mathematical objects, carrying appropriate infinitesimal symmetries.
Then, an adequate riemannian, or pseudo-riemannian, structure would allow
such mathematical objects to be interpreted as models of really existing, time-
stable and carrying dynamical structure physical objects. The basic idea that
we have followed throughout the book is to extend available Frobenius in-
tegrability of space-like distributions (X1, X2, ..., Xp) along appropriate from
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physical viewpoint infinitesimal symmetry ζ¯
(X1, X2, ..., Xp)→ (X1, X2, ..., Xp ; ζ¯),
where the new integrable distribution (X1, X2, ..., Xp ; ζ¯) will represent the en-
tire space-time propagational nature of the physical object, and the object’s in-
ternal local dynamical structure, i.e. local energy-momentum exchange among
recognizable time-stable subsystems of the object, will be represented by the
curvature forms of available nonintegrable subdistributions, including elemen-
tary ones of the kind (Xi, ζ¯). This opens the door before the curvature object
as a measure of nonintegrability to enter theoretical physics as adequate and
appropriate tool for local measure of field interaction, i.e. of local energy-
momentum exchange.
We briefly present now the main steps we have made.
The starting point we have paid due respect was the intrinsic dynamical
nature of a vector field X on a manifold: every vector field determines a flow,
i.e., a family of local (in some cases global) diffeomorphisms ϕt of the manifold,
and, conversely, every such family of diffeomorphisms is determined by a vector
field.
The next point we have paid due respect was the interior product (some-
times called substitution operator, or contraction operator, or insertion oper-
ator) of a vector field X and a differential form α on the manifold denoted by
i(X)α, or iXα. This interior product we called local flow of X across α, and
we paid equal respect to both: the vector field and the differential form. The
(anti)derivation property of this product with respect to the exterior product
in the algebra of differential forms we’d like to specially mention. The natural
extention of this interior product to p-vectors according to
i(X1 ∧X2 ∧ ... ∧Xp)α = i(Xp) ◦ i(Xp−1) ◦ ... ◦ i(X1)α, p 6= 1,
however, loses this (anti)derivation property.
In view of the supposed purpose to make use of this extension in defining
local physical interaction, or field interaction, we made additional ϕ-extension
of the interior product to vector valued p-vectors Ψi ⊗ ei and vector valued
q-forms αj ⊗ kj according to
iϕ(Ψi ⊗ ei)(αj ⊗ kj) := i(Ψi)(αj)⊗ ϕ(ei, kj),
where {ei} is a basis of a vector space V1; {kj} is a basis of a vector space V2.
The values ϕ(ei, kj) of the bilinear map ϕ : V1×V2 →W, i = 1, 2, ..., dimV1, j =
1, 2, ..., dimV2, distinguish those local flows i(Ψi)(α
j) which are nonzero, and
in this way define local interaction.
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Recalling the existing extension of the Lie derivative of differential forms
with respect to p-vectors Ψ (Sec.2.8.3), denoted by LΨα, this ϕ-extension of
the interior product allowed to define ϕ-extended Lie derivative Lϕ of a V2-
valued differential form Φ = αj⊗kj with respect to a V1-valued p-vector Ψi⊗ei
according to
LϕΨi⊗ei(αj ⊗ kj) := (LΨiαj)⊗ ϕ(ei, kj).
In particular, such extension is, clearly, applicable to Lie algebra g valued Φ
and Ψ, and ϕ may, or may not, coincide with the available Lie bracket in g.
So, the Yang-Mills theories are easily extensible to g-valued multivectors Ψ
and differential forms Φ provided some connection form A is given.
This ϕ-extended Lie derivative was further extended to ϕ-extended covari-
ant Lie derivative of vector bundle valued differential forms, where ϕ is a vector
bundle morphism ϕ : η1×η2 → η3, these three vector bundles are on the same
base manifold and are endowed with linear connections (Sec.3.7.1).
The next step was to connect the Frobenius integrability of distributions
with the extended Lie derivative (Sec. 3.2.3) by means of the introduced there
explicit expressions for the values of the associated to the distribution two cur-
vature forms, whose values we called in Sec.6.3.3 flow generators D
(p+1,n)
(1,p) and
D
(1,p)
(p+1,n) of the intercommunication between the distribution considered and its
transversal, and finally, the CI-operators D
(n−p)
(1,p) and D
(p)
(1,n−p) giving explicitly
the local values of the exchanged quantities between the two distributions, i.e.,
characterizing quantitatively the intercommunication between the two distri-
butions. In particular, if ϕ is the symmetrized tensor product we may obtain a
picture of ”partnership”: each distribution to gain locally as much as it localy
loses, in this way both distributions protect their individuality and recogniz-
ability.
The next important moment was to make use of the concept of infinitesimal
shuffling symmetry ζ¯ of an integrable distribution ∆p and to interprit such a
symmetry as a generator of allowed formal propagation of our distribution
along the flow of diffeomorphisms defined by ζ¯ .
We extended the concept of infinitesimal symmetry of a distribution ∆
with respect to a vector field to infinitesimal (or, local) symmetry of ∆ with
respect to a p−vector field, and, finally, with respect to another distribution
∆1 (Sec.3.2.2).
The above mentioned intercommunication among the nonintegrable 2-dimen-
sional subdistributions of ∆p of the kind (Fi = Xi∧ ζ¯) through the correspond-
ing curvature forms and CI-operators, we considered as appropriate mathe-
matical picture of the interaction of time recognizable subsystems of a time-
stable and space propagating along ζ¯ physical object, the subsystems of which
are represented by the communicating partners among these Fi through the
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corresponding subcodistributions F ∗j = η
−1(Xj) ∧ ζ .
The zero value of each balance-operator: i(Fi)dF
∗
i = 0, (no summation
along i), (Sec.3.2.3), we consider as appropriate formal requirement for a per-
manent recognizability of the subsystem formaly described by Fi. Under this
assumption, in terms of the ϕ-extended Lie derivative, the equation (summa-
tion on i and j)
LϕFi⊗ei(F ∗j ⊗ ej) = 0
will reduce to corresponding mutual local ϕ-balance among the interacting
couples of subsystems.
Let’s turn now to physics.
The viewpoint we paid due respect in this book consists in the following.
Physical reality demonstrates itself through creating spatially finite entities
called by us physical objects. These entities show two aspect nature: physical
appearance and time existence and recognizability. The physical appearance of
a physical object is understood as corresponding stress-strain abilities present-
ing the spatial structure of the object. The time existence and recognizabil-
ity require survival abilities, which demonstrate the dynamical appearance of
the oblect through building stress-energy-momentum potential, formally rep-
resented by the tensor Qµν on one hand, and corresponding acting instruments,
i.e., local flows, formally represented by the interior products of vector valued
p-vector fields across appropiate vector valued differential forms, on the other
hand. A distinguished part of these local flows appear as constituents of the
divergence ∇µQµν .
Following this view, in trying to understand our observational knowledge
of the real world we must be able to separate the important structural and
behavioral properties of the real objects, i.e., their physical appearance and
their time existence and recognizability, i.e., their dynamical appearance.
One of the basic in our view lessons that we more or less have been taught
is that the physical objects demonstrate physical appearance as spatially finite
entities, and that for their detection and further study we must get knowl-
edge of their dynamical appearence making use of some sufficiantly universal
physical quantities. Historically, the physical quantity called stress-energy-
momentum, has proved to satisfy the basic needed requirements, since it is
universal, i.e., every physical object necessarily carries energy-momentum and
every interaction between two physical objects has such an energy-momentum
exchange aspect. The second lesson concerning any interaction is that, be-
yond its universality, energy-momentum is a conserved quantity, so NO loss
of it is allowed: it may only pass from one object to another. This means
that annihilation processes shall give birth to creation processes, and the full
energy-momentum that has been in posession of the annihilated objects, to
be carried away by the newly created ones. Energy-momentum always needs
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carriers, as well as every physical object always carries energy-momentum.
Hence, the energy-momentum exchange abilities of any physical object realize
its protection against external influence on one hand, and reveal its intrinsic na-
ture when appropriately viewed, on the other hand. Therefore, our knowledge
about the entire complex of properties of a physical object relies on getting
information about its abilities in this respect and on finding corresponding
quantities describing quantitatively these abilities.
The spatially finite nature of a physical object implies spatial structure
and finite quantity of energy-momentum needed for its creation, so NO struc-
tureless and infinite objects may exist. The approximations for ”point object”
and ”infinite field”, although useful in some respects, seem theoretically inad-
equate [1], and we follow the opinion that they should not be considered as
basic ones. More reliable appears to be the notion for finite continuous ob-
ject being in continuous dynamical equilibrium with the physical environment,
that is guaranteed by the time stable compatibility of an appropriate internal
dynamical structure, which we tried to follow throughout this book. This view
suggested that nonlinear partial differential equations should not be ignored as
basic tools for building mathematical models of local nature of such objects.
The natural physical sense of these equations is, therefore, supposed to be local
energy-momentum exchange.
Keeping in mind that physical objects aremany-aspect entities, we paid due
respect to the complicated structure they may have, and that their very exis-
tence should be connected with internal energy-momentum exchange/redistri-
bution among the various structural and time-recognizable components/subsys-
tems. So, the mathematical model objects should be many-component ones,
and with appropriate mathematical structure. Of basic help in finding ap-
propriate mathematical objects is having knowledge of the internal symmetry
properties of the physical object under consideration. This ”step by step”
process of getting and accumulating important information about the physical
properties of natural objects reflects in the ”step by step” process of further
refining the corresponding mathematical models.
The supposed many-aspect nature of a physical object Φ sets the question:
which aspects are identifying for the object, and which aspects are allowed to
change without influencing the nature of the object? In other words, which
changes are admissible, i.e., leaving the object recognizable as the same after
been subject to external influence, and which changes concern the object’s
nature, i.e., leading to object(s) of different nature. In order to answer this
question theoreticians must elaborate theoretical rule(s). One of the ways that
mathematics approaches this problem is by means of building appropriate for
the case coupling : from the change object DΦ and the initial object Φ (both
having tensor nature) is built another object P(DΦ,Φ), and if P(DΦ,Φ) = 0
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it is said that the change DΦ is admissible, otherewise, the change is not
admissible, so, P(DΦ,Φ) = Φ′, where Φ′ 6= Φ. For example, the Lie bracket
[X,X ] = 0 always, and the Lie bracket [X, Y ] may be not zero. Also, if the
covariant derivative ∇σ of a vector bundle section σ is zero, it is said that
the section is parallel with respect to the corresponding linear connection, if
∇σ 6= 0 but ∇Xσ = 0, it is said that σ is ∇-parallel with respect to X , finally,
if ∇Xσ 6= 0, then a new object has been produced. The general idea here is
that the object and its change must be refered somehow to each other in order
to find corresponding compatibility, or noncompatibility. This view made us
make use of the concept of flow of a p-vector field Ψ across a differential
form α : iΨα, or iΨdα, and its ϕ-extension i
ϕ
Ψα; i
ϕ
Ψdα, as measures of local
mathematical influence, and to physically interpret the result as local physical
interaction, i.e., when the physical influence between two recognizable physical
objects, formally represented by Ψ and α, may be ignored, and when it may
not be ignored. The happy moment here is, that similar quantities are used in
the Frobenius integrability theory, so, the Frobenius curvature forms appear
as natural formal quantities to be used for describing available local physical
interaction. In this way we came to the above mentioned ϕ-extended Lie
derivative LϕΨi⊗ei(αj ⊗ kj) as a basic mathematical tool able to represent local
dynamical interaction between/among appropriate subsystems of a time-stable
and, possibly, space-time propagating real physical field system.
The concept of field object entered theoretical physics through correspond-
ing interpretation of the Newton law of gravitation and through the Coulomb
law of interaction of two electric charges. According to the traditional view
these laws say that each mass/charge particle generates field around it, this
field has vector nature, it depends on the distance r from the source object as
r−2, it is spherically symmetric with respect to the source object, it is static
and is able to physically act on other appropriate mass/charged objects. As
discussed in Sec.6.1.1, we can not accept the theoretical assumption that a
static field object can act upon other physical objects when the whole system
is isolated. With respect to the corresponding source-frame, such a field can
not carry momentum at all, so, in our view, the still met in textbooks standard
way of inroducing the concepts of static electric, magnetic and gravitational
fields as able to realize direct mechanical action, is not adequate to the real-
ity and, therefore, has to be reconsidered. Another open question is: why in
such an interpretation of Coulomb law: F = qEQ, only one of the two fields
presents, so, isn’t it a theoretical absurd to ignore the really existing physical
field Eq in terms of which the charge q is theoretically defined according to the
Gauss-Stokes theorem, recognizing at the same time the field EQ of the other
particle? Isn’t it clear that close enough to each of the particles the field of
the other one is much weaker than its proper, so that no neglect is admissible?
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From a slightly more general point of view when we consider an isolated
mechanical system consisting of time-recognizable subsystems like particles
and potential fields theoretical physics should answer mainly two questions:
first, what is the physical reason making this isolated system develop from one
configuration to another following the least action principle; second, what is
the nature of the physical factor determining the direction of the configura-
tional changes, so that corresponding time parametrization to be adequatly
introduced.
Our approach to electrostatic fields allowed to pay equal respect to both
fields when we consider regions away enough from the two charged particles.
The introduced integral character of the quantity qQ/R, considered as integral
interaction energy of the two fields, gives two things: equal treating of the two
particles and the two fields, and suggestion to associate the required relation
d
dR
qQ
R
< 0, when the system is isolated, with the idea that the system as a
whole aims at configurations with less integral interaction energy. We must not
forget, however, that such a consideration is made under the supposition ”far
enough from the charges”. We do not consider as appropriate to approach in
this same way charged microsystems like, for example, electron-proton system,
where the hypoteses for spherical symmetry and time-independence of the two
fields should be reconsidered. It is hardly believable that the available spin
structure of such objects as electrons is not of dynamical nature.
Let’s turn now to the concept of field as presented in classical electrodynam-
ics by means of Maxwell equations. The great discovories of Faraday, Ampere
and others in 19th century have been theoretically summarized in a system
of partial differential equations known as Maxwell equations. These equations
clearly say : the electromagnetic field has two recognizable constituents, for-
mally represented by : electric E(x, y, z; t) and magnetic B(x, y, z; t) vector
fields on R3. According to the equations
-the propagation of the field is its intrinsic property and it does not affect
the standard euclidean volume in the 3-space: divE = 0, divB = 0,
-these two constituents represent corresponding stresses, they have vector
nature and their time evolution is strongly interdependent: the time change of
each presumes appropriate spatial nonhomogenity of the other:
rotE+
1
c
∂B
∂t
= 0, rotB− 1
c
∂E
∂t
= 0.
These equations have the following two features:
-they can not be directly verified since they do not represent verifiable rela-
tions between/among appropriate physical quantities, e.g., energy-momentum
exchange sense,
-every scalar component of each of the two vector fields (E,B) necessarily
satisfies the D’Alembert wave equation, so, no time stability of a spatially
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finite initial condition in free space should be expectable, and no lightray-like
propagation of a finite impuls could be understood.
Moreover, the recognition of the vector 1
c
E×B as momentum density of a
propagating field object does not allow any of the two space-time recognizable
constituents (E,B) to carry momentum separately from the other, which, on
one hand, does not go along with the assumption for space-time recognizability
of E and B, i.e., as real and propagating subsystems of the field, on the other
hand, suggests reconsideration of the question: which are the real and keeping
their identity during propagation components/subsystems of the field.
The greatest discovery at the very beginning of the last century was that
the notion of electromagnetic field as suggested by the vacuum solutions of
Maxwell equations is inadequate: the time dependent electromagnetic field
is not an infinite smooth perturbation of the aether, on the contrary, it con-
sists of many individual time-stable objects, called later photons, which are
created/destroyed mainly during intra-atomic state-transition processes. Pho-
tons are finite objects, they carry energy-momentum, and after they have been
radiated outside their atom-creator, they propagate as a whole translationally
by the speed of light. Moreover, their propagation is not just translational, it
includes rotational component, been appropriatly compatible with the transla-
tional one, and which is of intrinsic and periodical nature. The corresponding
intrinsic action for one period T is h = ET , where E is the full energy of
the photon, and all photons carry the same intrinsic action h. During the
entire 20th century physicists have tried to understand the dynamical struc-
ture/nature of photons from various points of view, and this process is still
going on today.
The developed by the authors Extended Electrodynamics and presented in
this book, is an attempt in this direction. The basic starting observation for
approaching the problem is that the energy-momentum local quantities and
relations of Maxwell-Minkowski mathematical approach do agree with the ex-
periment, but the free field equations dF = 0, d∗F = 0 give non-realistic free
time-dependent solutions: they are either strongly time-unstable, or infinite.
Hence, these solutions can not be used as mathematical models of photons,
since the latter are time-stable and spatially finite objects. The basic idea of
writing down new nonlinear equations was to pass to local energy-momentum
relations, describing how the internal energy-momentum exchanges during
propagation are carried out. The formal structure of Maxwell-Minkowski equa-
tions and local conservation relations allowed the extension procedure to be
used, so the new nonlinear equations we came to, contain all Maxwell solutions
as exact solutions, a feature that we consider important from the point of view
of applications, but surely not from theoretical point of view.
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In order to come to the new equations we paid due and equal respect to
the R2-valued differential 2-form Ω = F ⊗e1+∗F ⊗e2 and its η˜ 2-vector image
Ω¯ = F¯ ⊗ e1 + ∗¯F ⊗ e2. We had in view also the dual symmetry F → ∗F
of the Maxwell-Minkowski stress-energy-momentum tensor Qνµ which satisfies
the isotropy (null field) condition QµνQ
µν = 0, and the mentioned symmetry
is obvious from its apparent form
Qνµ = −
1
2
[
FµσF
νσ + (∗F )µσ(∗F )νσ
]
.
This form of Qνµ clearly suggested also to consider the field as having two dy-
namically interconnected vector components represented by the two differential
2-forms (F, ∗F ) on Minkowski space-time. The divergence of this tensor
∇νQνµ =
[
Fµν(δF )
ν + (∗F )µν(δ ∗ F )ν
]
=
1
2
[
F αβdFαβµ + (∗F )αβd(∗F )αβµ
]
consists also of two recognizable summond-components:
FµνδF
ν =
1
2
(∗F )αβ(d ∗ F )αβµ and (∗F )µν(δ ∗ F )ν = 1
2
F αβ(dF )αβµ.
In the free field case these two components are zero:
FµνδF
ν = (∗F )µν(δ ∗ F ν) = 0,
they determine and guarantee in energy-momentum exchange terms the time-
recognizability for each of the two subsystems, formally represented by F and
∗F , during propagation. The available internal local process of losing and gain-
ing energy-momentum in equal quantities between F and ∗F is quantitatively
described by the third equation:
Fµν(δ ∗ F )ν = −(∗F )µνδF ν , or, F µν(d ∗ F )µνσ = −(∗F )µν(dF )µνσ.
So, the dynamics described by these equations is of intrinsic for the field na-
ture, it respects the recognizability of each of the two subsystems, and estab-
lishes local dynamical equilibrium between them. These relations represented
the dynamical appearance of PhlO.
It was found that such an internal local recognizability and local dynamical
equilibrium, i.e., physical and dynamical appearance, was successfully repre-
sented formally as constant value of the ”∨”-flow of Ω¯ across Ω, and zero value
of the ” ∨ ”-flow of the introduced by the authers extended Lie derivative of
Ω = F ⊗ e1 + ∗F ⊗ e2 along its η¯ image Ω¯ = F¯ ⊗ e1 + ∗¯F ⊗ e2:
i∨Ω¯Ω is constant, L∨Ω¯Ω = 0.
337
In studying the nonlinear solutions to these equations with |δF | 6= 0 and
|δ ∗ F | 6= 0, we found their basic property: every nonlinear solution has zero-
invariants: FαβF
αβ = (∗F )αβF αβ = 0. The formal identity (Sec.6.3.1)
1
2
FαβF
αβδνµ = FµσF
νσ − (∗F )µσ(∗F )νσ
now requires the two components F and ∗F to carry always equal energy-
momentum, so energy-mementum exchange between F and ∗F during prop-
agation is allowed only simultaneously and in equal quantities. Moreover, the
eigen properties of such F , ∗F and of the corresponding energy-momentum
tensor Qνµ determine unique isotropic eigen direction ζ¯ along which the solu-
tion necessarily propagates translationally as a whole, which fits well with the
photons’ way of propagation. The corresponding simple form of F = A ∧ ζ
and ∗F = A∗ ∧ ζ allowed a complete analysis of the nonlinear solutions to
be made. The whole set of nonlinear solutions consists of nonintersecting
subsets, and each subset is characterized by the corresponding isotropic eigen
direction. Every solution of a given subclass is uniquely determined by two
functions: the amplitude function φ which is arbitrary with respect to the
spatial variables and is a running wave along ζ¯; the phase function ϕ, where ϕ
may depend arbitrarily on all space-time variables (we made use of the func-
tion ψ = arccos(ϕ)). The field scalar components have the form φ cosψ and
φ sinψ, so, finite solutions with photon-like behavior are allowed.
Two basic characteristics of these nonlinear solutions deserve noting. First,
nonlinear analogs ~F and ~M (Sec.7.6) of classic electric and magnetic compo-
nents (E,B) were found such, that our nonlinear equations were represented
as
~F × E = 0, ~M×B = 0, ~F ×B = − ~M× E.
Second, the natural appearence of the scale factor Lo, which we showed that
may be introduced in theory in various ways. When defined by the relation
Lo = |A|/|δF | its physical dimension of [length] becomes obvious. Hence,
every such nonlinear solution defines its own scale, and the relation Lo 6= 0
guarantees available rotational component of propagation. As it was shown
further, the case Lo = const is allowed, which we consider as intrinsic consis-
tency with the constant translational velocity. So, corresponding intrinsically
defined time-period T = 2πLo/c and frequency ν = T−1 can be introduced,
and the corresponding finite solutions with integral energy E acquire the char-
acteristic intrinsic action given by ET .
Hence, the natural question ”do there exist nonlinear spatially finite solu-
tions with compatible rotational and translational components of propagation”
was answered positively. Seven equivalent conditions of quite different nature,
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determining when this is possible, were found. It is remarkable that the condi-
tion Lo 6= 0 is one of them. So, for spatially finite solutions with Lo = const, we
have a natural and intrinsically defined measure of this rotational component
of propagation, namely, the elementary action ET , which recalls the corre-
sponding invariant characteristic of photons, the Planck constant h. Anyway,
these solutions deserve to be called ”photon-like”.
It was very interesting to find that the energy-momentum tensor Q of a
nonlinear solution defines an algebraic boundary operator in the tangent and
cotangent bundles of the Minkowski space-time. The corresponding homol-
ogy/cohomology spaces are 2-dimensional, the classes represented by the elec-
tric and magnetic components of the field form a basis of the corresponding
homology/cohomology space. Moreover, since for each nonlinear solution the
corresponding image spaces of Q are 1-dimensional, Q is extensible to bound-
ary operator in the whole algebra of exterior forms and multivectors. The
Q-image of any differential 2-form is collinear to the nonlinear solution that
generates Q, and the Q-image Q(α) of any p-form α is isotropic: [Q(α)]2 = 0.
The natural representation of the dual group G in the space of 2-forms
leaves the scale factor Lo = const invariant. As a consequence we obtained
that the 3-form δF ∧F is closed : d(δF ∧F ) = 0, which generates a conserved
quantity through Stokes theorem, and this conserved quantity is proportional
to the elementary action ET . If the group parameters depend on the space-
time points, then the commutative group structure of G generates a group
structure inside the subset of solutions with the same ζ¯. In such a case a ”vac-
uum state” (Fo, ∗Fo) can be defined such, that every solution of the subclass is
defined by an action upon (Fo, ∗Fo) of a point-dependent group element with
determinant (a2 + b2) having running wave character along the intrinsically
defined direction ζ¯ .
It worths specially noting that among the seven ways to compute the in-
tegral spin ET of a nonlinear solution an appropriate representative of the
Godbillon-Vey class determined by the completely integrable 1-dimensional
Pfaff system ζ , or fζ , can be made equal to δF ∧ F , and so it can be used to
compute the elementary action ET .
Finally, in presence of external fields (see Apendix A), we showed that
our general system of nonlinear equations (together with the additional Pfaff
equations) is compatible, and we found a large family of solutions. This family
is parametrized by one function of one-space (say z) and one-time independent
variables: V (z, ξ), and two other functions g(x) and h(y). So, choosing V (z, ξ)
to be any (one, or many)-soliton solution of any soliton equation, and g(x) and
h(y) to be finite, we obtain its (3+1) image as a finite/concentrated solution
of our nonlinear equations with well defined energy-momentum quantities. We
illustrated our approach with examples from the 1-soliton solutions of the well
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known Sine-Gordon, KdV and NLS equations.
We would like to note also that the nonlinear vacuum equations obtained
follow the idea that the admissible changes (in our case δ ∗F and δF , or corre-
spondingly, dF and d∗F ) are metrically projected upon the field components
(F, ∗F ), and these projections are assumed to be zero, or intrinsically con-
nected. This leads directly to nonlinear equations with corresponding physical
sense of local energy-momentum balance relations. From mathematical point
of view this resulted in finding a natural ϕ-extension of the Lie derivative,
on one hand, and to generalization of the geometrical concept of parallelism
(Sec.3.7.3), on the other hand, as worked out and illustrated with many exam-
ples from differential geometry and theoretical physics in Appendix C. This,
in turn, suggests natural ways to nonlinearization of important physical linear
and nonlinear equations.
The development of theoretical physics during the last century, and espe-
cially during the last 60 years, shows growing interest to nonlinearization of
the widely used linear equations. At the beginning of the last century Ein-
stein declared that the fundamental equation of optics φ = 0, and linear
field equations at all, must be replaced by nonlinear equation(s) [1], more-
over, he launched the creed that a particle may appear only as a bounded
space region where the field intensity and the energy density are particularly
big. It deserves noting that he worked hard in trying to find such appropriate
equations, General Relativity made a decisive step along the road of nonlin-
earization. The well known Mie’s [2] and Born-Infeld’s [3] nonlinearizations
of CED are also steps in this direction. One of the serious later achievements
was the Yang-Mills approach, which dominates nowadays the various models
of field theory. Nevertheless, spatially finite solutions of the vacuum field equa-
tions with appropriate spatial structure and time behaviour are still rarely met
today.
The most frequently met way to nonlinearization usually follows the rule:
”add nonlinear interaction term to the ”free” lagrangian giving linear equa-
tions, and see what happens”. We do not share the view that this is the right
way to pass to appropriate (3+1)-dimensional nonlinear equations. We showed
that our approach: ”pass to local energy-momentum exchange relations”, works
in the important case of the vacuum photon-like finite solutions, as well as, in
presence of media(Appendix A). Another, in some sense re general approach
to find appropriate nonlinarizations of the available linear field equations, was
launched (Sec.3.7.3) and tested as working tool in Appendix C.
If physisists acknowledge that all free and not-free time-stable objects
in Nature are spatially finite entities carrying dynamical structure,
they should pay due respect to this philosophy in building theories and must
be very grateful to modern mathematics which gives everything necessary.
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In short, our physical visions and their formal presentation read:
The Visions:
Physical reality demonstrates itself through creating spatially
finite entities called by us physical objects. Each of these entities
exists among the other ones, keeping its identity and showing
two aspect nature: physical appearance and time existence and
recognizability. The physical appearance of a physical object is
understood as corresponding stress-strain abilities, presenting
the spatial structure and corresponding abilities for internal
dynamics. The time existence and recognizability require
survival abilities, which demonstrate the dynamical appearance
of the oblect through building corresponding acting instruments,
called local flows, presenting its interaction abilities with the rest
of the world.
The Formal Presentation:
Space propagation of a physical system as a whole corresponds to
mathematical integrability of symmetry-extended spatial
integrable geometric distribution ∆, and any consistent with this
spatial propagation internal dynamical structure corresponds to
curvature intercommunication among the nonintegrable
subdistributions of ∆.
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Appendix A
Extended Electrodynamics in presence of media
1. Introduction.
Let’s recall how this situation is treated in standard classical electrody-
namics (CED). In this case of propagation of EM-field inside macroscopic
bodies/media the approximation physically small volume is introduced. Let l
denote the average distance among the particles, creating a given medium, and
let ∆V denote the so called physically small volume, now if L denotes some
typical linear scale of the macroscopic object/medium, the following relations
are required to hold:
l3 ≪ ∆V ≪ L3.
Further we assume these conditions satisfied. It is important, however, to un-
derstand, to realize and to be conscious of the concequences of this assumption
because it strongly changes the region of valididty of concepts like continu-
ity, differentiability and smoothnes, compare to the use of these concepts in
the pure field case. Therefore, under these conditions, the very concept of
EM-field is seriously changed and some well known and widely used invariant
characteristics of pure EM-fields may be fully lost.
From practical point of view important class of media are those, which can
be electrified and magnetized when placed in external EM-fields. Such media
are called dielectrics. According to classical electrodynamics this additional
electrifying is due to the presence of bound charges in these media. Subject to
the action of the external field these charges perform limited in small regions
displacements, which leads to appearance of additional charges, of currents
and dipole moments. After an averaging over the volume ∆V , they are de-
noted respectively by ρb-bound charge density, jb-bound current density, and
P-polarization vector. The additional magnetization is due to the circle-like
displacements of the charges, generating in this way new magnetic moments.
The corresponding averaging of these new magnetic moments over the volume
∆V defines the magnetization vector M. Further we assume that E,B,P,M
have the same dimension.
In analogy with the case free charges in vacuum the following relations
among these new quantities are assumed:
ρb = −divP, jb = rotM+ 1
c
∂P
∂t
.
After replacing in Maxwell equations j and ρ by (j+jb) and (ρ+ρb) respectively,
the Maxwell’s equations for continuous media are obtained:
1
c
∂D
∂t
= rotH− j, divB = 0,
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1c
∂B
∂t
= −rotE, divD = ρ,
where
H = B−M, D = E+P.
When passing from one medium to another, the dielectric properties of
which strongly differ from each other, it is naturally to expect a violation of
the continuous properties of H and D. Therefore it is necessary to define the
behaviour of these quantities on the corresponding boundary surfaces. To this
end, two new quantities are introduced: surface density of the electric charge-σ
and surface density of the current-i. Then the analysis of the above equations
brings us to the following relations:
(Dn)2 − (Dn)1 = σ, (En)2 − (En)1 = 0,
(Hn)2 − (Hn)1 = i, (Bn)2 − (Bn)1 = 0,
where the index ”n” denotes the normal to the boundary surface component
of the corresponding vector at some point.
Assuming that the quantity of electromagnetic energy, transformed to me-
chanical work or heat during 1 second in the volume V is equal to
∫
V
(j.E)dV ,
and making use of the above Maxwell’s equations for medium, we get
(j.E) = −1
c
[(
E.
∂D
∂t
)
+
(
H.
∂B
∂t
)]
− div
[
E×H
]
.
Replacing now D = E+P and H = B−M in this relation we obtain
(j.E) = −1
c
∂
∂t
E2 +B2
2
− div
[
E×B
]
−
−1
c
[
E.
∂P
∂t
−M.∂B
∂t
]
+ div
[
E×M
]
.
These relations describe the local energy-momentum balance.
The above 2-vector and 2-scalar equations have to determine 15 functions
Ei, Bi, Hi, Di, ji. Clearly, more relations among these functions are needed, in
order to determine them. The usual additional relations assumed are of the
kind
P i = P i
(
Ej ,
∂Ej
∂xk
, ...;Bj,
∂Bj
∂xk
, ...
)
, M i =M i
(
Ej,
∂Ej
∂xk
, ...;Bj ,
∂Bj
∂xk
, ...
)
.
The most frequently met additional assumption is P = P(E), M =M(B)
together with the requirement P(0) = 0, M(0) = 0. A series development
gives
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P i = κijE
j +
1
2
κijkE
jEk + ...; M i = αijB
j +
1
2
αijkB
jBk + ...
The tensors κij, κ
i
jk, ... are called polarization tensors (of corresponding rank),
and αij, α
i
jk, ... are called magnetization tensors (of corresponding rank). For
Di and H i we obtain respectively
Di = Ei + (κijE
j +
1
2
κijkE
jEk + ...) = (δij + κ
i
j)E
j + ...
H i = Bi − (αijBj +
1
2
αijkB
jBk + ...) = (δij − αij)Bj − ...
If the medium is homogeneous and isotropic and the EM-field is weak, the
nonlinearities in these developments are neglected, so, for such menium,
Di = (1 + κ)δijE
j = εijE
j = εδijE
j
and
H i = (1− α)δijBj = αijBJ = αδijBj .
The constants ε and µ = α−1 are called dielectric and magnetic perme-
abilities respectively. In case of nonisotropic media the two tensors εij and
µij = (α
i
j)
−1 are used.
In the relativistic formulation on Minkowski space-time M = (R4, η; ∗η)
besides the 2-form F , a new 2-form S is introduced, namely
S = M3dx∧ dy−M2dx∧ dz +M1dy ∧ dz−P1dx∧ dξ−P2dy ∧ dξ−P3dz ∧ dξ
as well as a new 4-current
Jµb = (jb, ρb).
With these notations the ”medium part” of the equations acquires the following
compact form
∂Sσν
∂xσ
= −Jνb .
If we introduce now the 2-form G = F − S, then the equations look as follows
(J denotes the vacuum 4-current)
δ ∗ F = 0, δG = J.
The two relations Di = εijE
j and Bi = µijH
j may be unified in one relation of
the kind
Gµν = R
..αβ
µν Fαβ , µ < ν, α < β.
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Obviously, R..αβµν = −R..αβνµ , R..αβµν = −R..βαµν . Explicitly,
R..kli4 = 0, R
..j4
kl = 0, R
..j4
i4 = ε
j
i ,
R..mnkl = ε˜klrχ
r
sε˜
smn, χrs = (µ
r
s)
−1, k < l, m < n.
The equations εij = ε
j
i , µ
i
j = µ
j
i lead to R
..αβ
µν = R
..µν
αβ . It is immediately verified
that
R..αβµν +R
..βν
µα +R
..να
µβ = 0.
The (6× 6) matrix R..αβµν looks as follows:
R..αβµν =
∥∥∥∥∥∥∥∥∥∥∥∥
χ33 −χ32 χ31 0 0 0
−χ23 χ22 −χ21 0 0 0
χ13 χ
1
2 χ
1
1 0 0 0
0 0 0 ε11 ε
2
1 ε
3
1
0 0 0 ε12 ε
2
2 ε
3
2
0 0 0 ε13 ε
2
3 ε
3
3
∥∥∥∥∥∥∥∥∥∥∥∥
For the invariant R = R..µνµν we obtain
R = 2(ε11 + ε
2
2 + ε
3
3 + χ
1
1 + χ
2
2 + χ
3
3).
These algebraic properties of the tensor R..αβµν are the same as those of the
Riemann curvature tensor. Since for vacuum we have εji = χ
j
i = δ
j
i for the
vacuum R..αβµν we get
R..αβµν = δ
α
µδ
β
ν − δβµδαν ,
or
Rµν,αβ = ηµαηνβ − ηµβηνα,
which is exactly the induced by η metric in the bundle of 2-forms over the
Minkowski space-time.
Now we are going to consider the energy-momentum distribution of the
field in presence of an active medium. Recall that in case of vacuum, these
quantities are described by the energy-momentum tensor
Qνµ =
[
1
4
FαβF
αβδνµ − FµσF νσ
]
=
1
2
[
−FµσF νσ − (∗F )µσ(∗F )νσ
]
.
The natural generalization of this tensor in presence of a new 2-form S, or G,
looks as follows
W νµ =
1
2
[
1
2
FαβG
αβδνµ − FµσGνσ −GµσF νσ
]
.
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Using the identity, which holds for any two 2-forms (F,G) in the Minkowski
space
1
2
FαβG
αβδνµ = FµσG
νσ − (∗G)µσ(∗F )νσ,
for W νµ is obtained
W νµ =
1
2
[
−FµσGνσ − (∗F )µσ(∗G)νσ
]
=
1
2
[
−GµσF νσ − (∗G)µσ(∗F )νσ
]
.
Obviously, Wµν = Wνµ, and if Sµν → 0, or equivalently, G = F , we get
W νµ→ Qνµ. Here are the explicit expressions ofW νµ by means of the components
of the 3-vectors E,B,D,H:
W ji =
1
2
[
EiDj + EjDi +BiHj +BjHi + δ
j
i (B.H−E.D)
]
,
W 4i =
1
2
[
(E×H)i + (B×D)i
]
, W 44 =
1
2
(E.D+B.H).
It is easily verified the following relation
∇νW νµ =
1
2
[
Fµν(δG)
ν +Gµν(δF )
ν + (∗F )µν(δ ∗G)ν + (∗G)µν(δ ∗ F )ν
]
.
Note that, if we require at J = 0, i.e., δG = 0, the following local conservation
law to hold:
∇νW νµ = 0,
then, making use of the above introduced definitions, we come to the equation
Sµν(δS)
ν = Fµν(δS)
ν − (∗F )µν(δ ∗ S)ν ,
or in coordinate free form (F¯ , ∗¯F, ∗¯S denote the corresponding bivectors)
i(∗¯S)d ∗ S = i(∗¯F )d ∗ S − i(F¯ )dS.
One of the informations that we get from this last relation is, that some
of the energy-momentum exchange between the field and the medium is per-
formed through the flows of the vector fields δ¯S and ¯δ ∗ S across the 2-forms
F and ∗F . In view of the following general relation on Minkowski space-time
M = (R4, η)
FµνX
ν = (∗F )αβ(∗η˜(X))αβµ, so, i(δ¯S)F = −i(∗¯F ) ∗ δS,
where i(.) denotes the interior product by a (multi)vector, this relation suggests
also an alternative view: the field subsystems, represented by the 2-vectors
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(F¯ , ∗¯F ) flow across appropriately generated by the medium 3-forms β1, β2, ...,
and since the medium survives during this interaction, these 3-forms should
generate, in turn, appropriate 1-forms α1, α2, ... , in terms of which this survival
to be formally expressed by corresponding Frobenius integrability relations.
Further we are going to consider how this view to be explicitly realized.
2. The new equations.
We assume here that our field (F, ∗F ), although seriously modified, prop-
agates suxessfully inside a medium, and a permanent local energy-momentum
exchange between the field (F, ∗F ) and the medium takes place. In order
to describe formally this exchange we need the mathematical image(s) of the
medium’s ability instruments in this respect. The corresponding local quan-
tities describing the local balance between flow-out and flow-in of the energy-
momentum concerning both partners, in accordance with the local energy-
momentum conservation law, might be expressible in terms of (F, ∗F ), in terms
of the mathematical images of the medium’s instruments, or in terms of both
(F, ∗F ) and the medium’s instruments.
As we mentioned above, Classical electrodynamics (CED) approaches this
situation following the assumption that most of the interesting in this respect
media react to the ”invasion” of the external (F, ∗F )-field through creating
appropriate proper field (S, ∗S) in terms of two space-like vector fields (P,M),
and (S, ∗S) are expressed in terms of (P,M) almost in the same way as (F, ∗F )
are expressed in terms of (E,B):
S = M3dx∧ dy−M2dx∧ dz+M1dy ∧ dz−P1dx∧ dξ−P2dy∧ dξ−P3dz ∧ dξ,
∗S = −P3dx∧dy+P2dx∧dz−P1dy∧dz−M1dx∧dξ−M2dy∧dξ−M3dz∧dξ.
It is seen that (−P) plays the role of electric constituent, andM plays the role
of magnetic constituent inside (S, ∗S). Also, it is assumed that (S, ∗S) appear
and change only in presense and change of (F, ∗F ), and (S, ∗S)→ 0 when the
external field (F, ∗F ) is absent. From this viewpoint, it seems more natural the
flows of F¯ and ∗¯F across the differentials dS and d∗S to be considered as local
energy-momentum characteristics of the local physical interaction between the
field and the medium.
It is important to specially stress that CED allows energy-momentum ex-
changes between the external field and the medium to be performed only with
one of the two field constituents (F, ∗F ). The traditional justification/motivation
for this is the absence of magnetic charges. In our view this motivation is in-
sufficient and has to be reconsidered.
In our approach, based on Extended electrodynamics (EED), we shall keep
in mind the following:
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1o. Compare to the free field case, the nature of the field (F, ∗F ) may now
significantly change.
2o. The interaction, i.e. the energy-momentum exchange field ↔ medium,
must NOT destroy the medium.
So, according to 1o, admitting significant change of the nature of the field
(F, ∗F ), the two vacuum ivariants 1
2
FµνF
µν and 1
2
(∗F )µνF µν may be NOT
zero. In view of the great diversity of electromagnetically active media, we
are going to consider for now only those media, the structure of which allows
to establish a local time-stable energy-momentum exchange with the field just
by means of the nonzero flows of the two 2-vectors F¯ and ∗¯F accross cor-
responding 3-forms of the medium considered. Fomally this means that the
available nonzero differential flows of F¯ and ∗¯F accross dF and d ∗ F must
be accompanied now by nonzero flows of F¯ and ∗¯F accross two 3-forms βi:
F µνβ1µνσdx
σ, (∗F )µνβ2µνσdxσ, µ < ν, describing the (F, ∗F )-attractive abilities
of the medium, or, the corresponding sensitive abilities of the field (F, ∗F ). As
we mentioned above, such 3-forms in the frame of CED may be represented
by the differentials dS and d ∗ S. In the frame of EED, we admit also new
criteria for choosing such 3-forms, in particular, these 3-forms (βi, β2) will not
be required to be exact differentials in general.
Also, according to 2o, definite integrability properties of the medium MUST
be available during interaction and propagation of the field inside the medium.
These intergability properties, (futher under integrability properties we un-
derstand complete integrability in the sense of Frobenius) include ”preinterac-
tion” part, ”interaction extending” part and ”interaction” part. The ”prein-
teraction” part of these integrability properties should necessarily establish
some kind of initially existing dynamical stress-equilibrium among the inter-
nal stress components of the media, the ”interaction extending” part should
suggest these stress components to be naturally extensible to incorporate in an
integrable way the interaction components, and the ”interaction” part should
guarantee the internal stability of the newly created components. In CED,
where the charged particles represent through the sum J = jfree + jbound any
medium, this integrability property implicitly presents through the implied
stability of the charged particles, and it is mathematically represented by the
local conservation: δJ = 0, on one hand, and by integrability of the electric
current vector field J : the vector field J always generates (local) 1-parameter
family of diffeomorphisms, on the other hand.
Another difference with CED which we’d like to stress is that, in our ap-
proach, a medium is allowed to exchange energy-momentum with the field
through F , as well as, through ∗F . Moreover, it is not forbidden, in general,
some media to influence the intra-field energy-momentum exchange between F
and ∗F , but further we assume NO such influence to be present, so, possible
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flows of F¯ across β2, and of ∗¯F across β1, as well as, possible entropy and
temperature effects, will be neglected.
We briefly sketch now our approach.
The field instruments, describing its abilities for admissible energy-momen-
tum change are assumed to look formally the same as in the vacuum case :
FµνδF
ν ≡ (∗F )αβ(d ∗ F )αβµ, (∗F )µν(δ ∗ F )ν ≡ F αβ(dF )αβµ,
(∗F )µνδF ν ≡ −F αβ(d ∗ F )αβµ, Fµν(δ ∗ F )ν ≡ −(∗F )αβ(dF )αβµ, α < β.
In view of the above assumptions the medium generates TWO 3-forms
β1, β2, which will regulate the corresponding energy-momentum exchange with
field. So, our equations, describing this local energy-momentum exchange in
terms of the flows of (F¯ , ∗¯F ) across (dF,d ∗ F ) and (β1, β2), acquire the
following general form:
i(F¯ )(dF − β1) = 0, i(∗¯F )(d ∗ F − β2) = 0,
i(F¯ )(d ∗ F ) + i(∗¯F )(dF ) = 0.
The sense of the equations is obvious: what the field loses goes to the medium.
The equations say also that the resulted field still keeps 2-component structure:
the interaction with the media changes in general the nature of the field, but
does not destroy the recognizability of the two field subsystems (F, ∗F ).
Denoting the corresponding ∗-duals of these 3-forms β1, β2 as (−α, β):
(∗β1 = −α, ∗β2 = β), these equations are respectively equivalent to:
δ ∗ F ∧ F = α ∧ F, δF ∧ ∗F = β ∧ ∗F,
δ ∗ F ∧ ∗F − δF ∧ F = 0.
The 1-forms α, β represent now the abilities of the corresponding medium,
on one hand, to ”protect itself against the external invasion” through building
a ”self-guarding” local system, on the other hand, to ”friendly” communicate
with the external field by means of appropriate local energy-momentum ex-
change. Moreover, these differential 1-forms represent the interaction part of
the corresponding to the medium integrability/nonintegrability properties.
Here is the 3-dimensional form of the above equations (the bold a,b de-
note the spatial parts of η˜−1(α) and η˜−1(β), and (a4, b4) denote their time
components): (
rotE+
∂B
∂ξ
)
×E+BdivB = a× E−Ba4,
B.
(
rotE+
∂B
∂ξ
)
= B.a,
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(
rotB− ∂E
∂ξ
)
×B+ EdivE = b×B+ E.b4,
E.
(
rotB− ∂E
∂ξ
)
= E.b,(
rotE+
∂B
∂ξ
)
×B+
(
rotB− ∂E
∂ξ
)
× E−BdivE− EdivB = 0.
If the physical system ”electromagnetic field in medium” is energy-momen-
tum isolated, and the field and the medium considered survive in definite
sense during interaction, in order to pay due respect to the medium surviving,
we shall assume the following rule/principle, determining the ”interaction”
integrability/nonintegrability properties of the medium:
The couple of 1-forms (α, β) defines a completely integrable
2-dimensional Pfaff system.
This assumption means that the following equations holds:
dα ∧ α ∧ β = 0, dβ ∧ β ∧ α = 0
This integrability system and the above system connecting (F, ∗F ) with
α, β, constitute the basic system of equations in case of ”field ⊕ medium”.
Of course, the various special cases can be characterized by adding some new
consistent with these equations new relations.
3. Solutions
3.1. Remarks.
Turning to searching solutions with nonzero α, β, we must keep in mind
that the field (F, ∗F ) now will certainly be of quite different nature compare
to the vacuum case, and its interpretation as electromagnetic field is much
conditional. Any solution is meant to represent a field interacting continuously
with other continuous physical system, so the situation is quite different and,
correspondingly, the properties of the solution may differ drastically from the
vacuum solutions’ properties. For example, contrary to the nonlinear vacuum
case where the solutions propagate translationally with the velocity of light,
here it is not excluded to find solutions which do not propagate at all with
respect to an appropriate Lorentz frame. In integrability/nonintegrability terms
this would mean that at least some of the proper integrability properties of
the vacuum solutions have been lost. On the other hand, the interaction
integrability properties of the medium are, at least partially, guaranteed to hold
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through the requirement for the Frobenius integrability of the 2-dimensional
Pfaff systems (α, β).
From purely formal point of view finding a solution, whatever it is, le-
gitimizes the equations considered as a compatible system. Our purpose in
looking for solutions in the nonvacuum case, however, is not purely formal,
we’d like to consider the corresponding solutions as physically meaningful, in
other words, we are interested in solutions, which can be, more or less, phys-
ically interpretable, i.e. presenting more or less reasonable properties of real
objects and processes. That’s why we’ll try to meet the following.
First, the solutions must be somehow physically clear, which means that
the anzatz assumed should be comparatively simple and its choice should be
made on the base of a preliminary analysis of the physical situation in view of
the mathematical model used.
Second, it is absolutely obligatory the solutions to have well defined local
and integral energy and momentum.
Third, existence of solutions of soliton-like nature is, of course, highly de-
sirable, especially if (3+1)-extension of ”popular” and well known soliton so-
lutions of ”well liked” equations could be established.
3.2. On the preinteraction an interaction integrability
In order to illustrate what is meant under preinteraction and interaction in-
tegrability, we give the following consideration. We work on Minkowski space-
time M = (R4, η) and shall use the previously used notations.
Let the stress in the medium considered be represented by the following two
lineary independent space-like vector fields (the field (F, ∗F ) is still abcent)
P¯ = − f
f 2 + g2
∂
∂x
− g
f 2 + g2
∂
∂y
, Q¯ =
g
f 2 + g2
∂
∂x
− f
f 2 + g2
∂
∂y
,
where (f, g) are two nonvanishing at least on an open set U ⊂ M functions.
The corresponding 1-forms (P,Q) that form dual to (P¯ , Q¯) basis are
P = −f dx− g dy, Q = g dx− f dy,
〈P, P¯ 〉 = 1, 〈P, Q¯〉 = 0, 〈Q, P¯ 〉 = 0, 〈Q, Q¯〉 = 1.
Since P¯ ∧ Q¯ 6= 0, these two vector fields define a 2-dimensional distribution on
M . Moreover, a direct check shows [P¯ , Q¯] ∧ P¯ ∧ Q¯ = 0, so this distribution
is integrable, the dual codistribution {P,Q} is also integrable: dP ∧ P ∧Q =
0, dQ ∧Q ∧ P = 0.
Assuming that our medium is homogeneous with respect to the stress,
generated by the above integrable distribution, we assume that the course of
time is the same throughout the 3d-volume occupied by the medium, so, let
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∂
∂ξ
be the time-like vector field along the time coordinate. We consider now
the integrability properties of the two distributions {P¯ , ∂
∂ξ
} and {Q¯, ∂
∂ξ
}. It
turns out that these two distributions are nonintegrable in general, and the
corresponding curvature forms are
R(P¯ , ∂∂ξ ) = −dQ⊗ Q¯ , R(Q¯, ∂∂ξ ) = −dP ⊗ P¯ ·
We evaluate now these curvature forms on the representing vector fields and
obtain
Z1 ≡ R(P¯ , ∂∂ξ )
(
P¯ ,
∂
∂ξ
)
=
gfξ − fgξ
f 2 + g2
Q¯,
Z2 ≡ R(Q¯, ∂∂ξ )
(
Q¯,
∂
∂ξ
)
=
fgξ − gfξ
f 2 + g2
P¯ ·
Now, the two Pfaff forms (Q, dz) annihilate
(
P¯ , ∂
∂ξ
)
, and the two Pfaff forms
(P, dz) annihilate
(
Q¯, ∂
∂ξ
)
. For the flows of Z1 and Z2 across Q∧dz and P ∧dz
we obtain:
iZ1(P ∧ dz) = iZ2(Q ∧ dz) = 0, iZ1(Q ∧ dz) = −iZ2(P ∧ dz).
So, these two distributions are in dynamical equilibrium .
Noticing that ∂
∂ξ
is local symmetry of the distribution {P¯ , Q¯} : L ∂
∂ξ
{P¯ , Q¯}
is inside {P¯ , Q¯}, we come to the conclusion that the 3-dimensional distribution
(P¯ , Q¯, ∂
∂ξ
} is integrable, and this is the preinteraction integrability: the medium
is time-stable.
If under the attack of (F, ∗F ) our medium creates another distribution
(X¯, Y¯ ), such that the corresponding 3-dimensional distributions (P¯ , Q¯, X¯) and
(P¯ , Q¯, Y¯ ) are integrable, in this sense we talk about interaction extensible
integrability.
Finally, the above required Frobenius integrability of the codistribution
(α, β) we call interaction integrability, since it describes the surviving abilities
of the medium just during interaction.
3.3. A class of solutions
Let our attacked by (F, ∗F ) medium creates the ”self-guarding” distribu-
tion (X¯, Y¯ ), and let’s choose α = η˜(Y¯ ), β = η˜(X¯).
Let now the medium’s self-guarding and additional stress generating system
be formally represented by the 2-dimensional distribution X¯, Y¯ , where
X¯ = −b ∂
∂y
+B
∂
∂z
, Y¯ = A
∂
∂ξ
,
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correspondingly,
β = η˜(X¯) = b dy −B dz, α = η˜(Y¯ ) = Adξ,
and (A, b, B) are three functions. Clearly, the nontrivial function A(x, y, z, ξ)
is meant to take care of the different impact of the attacking field (F, ∗F ) on
the local time course through making the referent time measuring process to
be point-dependent.
It is easily verified that the two 3-dimensional distributions (P¯ , Q¯, X¯) and
(P¯ , Q¯, Y¯ ), where X¯, Y¯ are given above, are integrable, so, we have the case of
interaction extensible integrability.
Fanally we recall that according to our assumption the two 1-forms (α, β)
must define integrable 2-dimensinal codistribution.
We turn now to the difficult problem to find how the surviving field will
look like when it propagates inside this medium. We shall need the field to
keep the following two properties:
1. Since propagation inside the medium is allowed, we shall be interested
in time-dependent solutions.
2. The ”electric” and the ”magnetic” constituents of the field must be
present.
The simplest (F, ∗F ), meeting these requirements, look as follows (we use
the above assumed notations):
F = −udy ∧ dz − vdy ∧ dξ, ∗F = vdx ∧ dz + udx ∧ dξ,
where u(x, y, z, ξ) and v(x, y, z, ξ) are two functions on Minkowski space-time
M = (R4, η) satisfying u2 6= v2, so F ∧ ∗F 6= 0, and F ∧ F = 0.
We begin now studying the compatibility of the assumptions made.
At these conditions our equations
δ ∗ F ∧ F = α ∧ F, δF ∧ ∗F = β ∧ ∗F, δ ∗ F ∧ ∗F − δF ∧ F = 0,
dβ ∧ β ∧ α = 0, dα ∧ α ∧ β = 0
take the form: δ ∗ F ∧ ∗F − δF ∧ F = 0 reduces to
−vuy + uvy = 0, −uvx + vux = 0,
so, δ ∗ F ∧ ∗F = 0, δF ∧ F = 0.
The Frobenius equations dα ∧ α ∧ β = 0, dβ ∧ α ∧ β = 0 reduce to
(−bxB +Bxb) .A = 0,
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δ ∗ F ∧ F = α ∧ F reduces to
u (uξ − vz) = 0, v (uξ − vz) = 0, uux − vvx = Au,
finally, δF ∧ ∗F = β ∧ ∗F reduces to
v (vξ − uz) = −bv, u (vξ − uz) = −bu, uuy − vvy = Bu.
In this way we obtain 7 equations for 5 unknown functions u, v, A,B, b.
The two equations
−vuy + uvy = 0, −uvx + vux = 0
have the following solution:
u(x, y, z, ξ) = f(x, y)U(z, ξ), v(x, y, z, ξ) = f(x, y)V (z, ξ).
That’s why
AU = fx
(
U2 − V 2) , BU = fy (U2 − V 2) , f (Vξ − Uz) = −b, Uξ − Vz = 0.
It follows that b(x, y, z, ξ) should be of the kind f(x, y)bo(z, ξ), so the equation
Bxb−Bbx = 0 takes the form
ffxy = fxfy.
The general solution of this last equation is f(x, y) = g(x)h(y). The equation
gh (Vξ − Uz) = −b reduces to
Vξ − Uz = −bo.
The relations obtained show how to build an appropriate for us solution
of this class. Namely, first, we choose the function V (z, ξ) to be z-finite or
z-localized, then we determine the function U(z, ξ) by
U(z, ξ) =
∫
Vzdξ + l(z),
where l(z) is an arbitrary function, which may be assumed equal to 0. After
that we define bo = Uz−Vξ. The functions g(x) and h(y) are chosen also finite
or localized, and for A and B we find
A(x, y, z, ξ) = g′(x)h(y)
U2 − V 2
U
, B(x, y, z, ξ) = g(x)h′(y)
U2 − V 2
U
·
In this way we obtain a family of solutions, which is parametrized by one func-
tion V of the two variables (z, ξ) and two functions g(x), h(y), each depending
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on one variable. Clearly, the spatial dependence of these functions is arbitrary,
so they are allowed to be finite/localized.
In order to find corresponding conserved quantities we sum up the nonzero
right-hand sides of the equations and obtain (α ∧ F + β ∧ ∗F ). The ∗-image
of this expression is representable in divergence form as follows:
∗(α ∧ F + β ∧ ∗F ) = Audx−Budy − budz − bvdξ
=
1
2
(U2 − V 2) [(gh)2]
x
dx− 1
2
(U2 − V 2) [(gh)2]
y
dy
−(gh)2
(∫
Ubodz
)
z
dz − (gh)2
(∫
V bodξ
)
ξ
dξ = −
{
∂
∂xν
Hνµ
}
dxµ,
where the interaction energy-momentum tensor is defined by the matrix
Hνµ =
∥∥∥∥∥∥∥∥
−1
2
(gh)2Z 0 0 0
0 1
2
(gh)2Z 0 0
0 0 (gh)2
∫
Ubodz 0
0 0 0 (gh)2
∫
V bodξ
∥∥∥∥∥∥∥∥ ,
and the notation Z ≡ U2 − V 2 is used. From the equations it follows that the
divergence of the tensor T νµ = Q
ν
µ +H
ν
µ must be zero, where
T νµ = −
1
2
[
FµσF
νσ + (∗F )µσ(∗F )νσ)
]
+Hνµ .
For the components we obtain
T 33 = (gh)
2
[∫
Ubodz − 1
2
(U2 + V 2)
]
,
T 43 = −T 34 = (gh)2UV,
T 44 = (gh)
2
[∫
V bodξ +
1
2
(U2 + V 2)
]
,
and all other components are zero.
3.4. Examples
Here we consider some of the well known and well studied (1+1)-dimensional
soliton equations as generating tools for choosing explicit forms of the func-
tion V (z, ξ), and only some 1-soliton solutions will be explicitly elaborated. Of
course, there is nothing standing in our way to consider other (e.g. breather,
multisoliton) solutions.
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We turn to the soliton equations mainly because of three reasons. First,
many of the solutions have clear physical sense in definite parts of physics
and, according to our opinion, they are attractive for building models of real
physical objects with internal structure. Second, all soliton solutions are in-
trinsically connected to the concept of integrability. Third, soliton solutions
may describe interacting field objects with no dissipation of energy and mo-
mentum.
1. Nonlinear (1+1) Klein-Gordon Equation. In this example we define our
functions U and V through the derivatives of the function k(z, ξ) = k(z, ct) in
the following way: U = kz, V = kξ. Then the equation Uξ−Vz = kzξ−kξz = 0
is satisfied automatically, and the equation Uz − Vξ = bo takes the form kzz −
kξξ = b
o. Since bo is unknown, we may assume bo = bo(k), which reduces the
whole problem to solving the general nonlinear (1,1)-Klein-Gordon equation
when bo depends nonlineary on k. Since in this case V = kξ we have∫
V bo(k)dξ =
∫
kξb
o(k)dξ =
∫ [
∂
∂ξ
∫
bo(k)dk
]
dξ =
∫
bo(k)dk.
For the full energy density we get
T 44 =
1
2
(gh)2
{
k2z + k
2
ξ + 2
∫
bo(k)dk
}
.
Choosing bo(k) = m2sin(k), m = const, we get the well known and widely used
in physics Sine-Gordon equation [2], and accordingly, we can use all solutions
of this (1+1)-dimensional nonlinear equation to generate (3+1)-dimensional
solutions of our equations following the above described procedure. When
we consider the (3+1) extension of the soliton solutions of this equation, the
functions g(x) and h(y) should be localized too. The determination of all five
functions in our approach is straightforward, so we obtain a (3+1)-dimensional
version of the soliton solution chosen. As it is seen from the above given
formulas, the energy density of the solution differs from the energy density
of the corresponding (1+1)-dimensional solution just by the (x, y)-localizing
factor [g(x)h(y)]2.
For the 1-soliton solution (kink) we have (c is the velocity of light):
k(z, ξ) = 4arctg
{
exp
[
±m
γ
(z − w
c
ξ)
]}
, γ =
√
1− w
2
c2
U(z, ξ) = kz =
1
γ
±2m
ch
[
±m
γ
(
z − w
c
ξ
)] , V (z, ξ) = kξ = 1cγ ±2mwch [±m
γ
(
z − w
c
ξ
)] ,
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A = g′(x)h(y)
±2mγ
ch
[
±m
γ
(
z − w
c
ξ
)] , B = g(x)h′(y) ±2mγ
ch
[
±m
γ
(
z − w
c
ξ
)] ,
bo = Uz − Vξ =
−2m2sh
[
±m
γ
(
z − w
c
ξ
)]
ch
[
±m
γ
(
z − w
c
ξ
)] , T 44 = 1γ2 (gh)24m2ch2 [±m
γ
(
z − w
c
ξ
)]
and for the 2-form F we get
F = −1
γ
±2mg(x)h(y)
ch
[
±m
γ
(z − w
c
ξ)
] dy ∧ dz + w
cγ
±2mg(x)h(y)
ch
[
±m
γ
(z − w
c
ξ)
] dy ∧ dξ.
From symmetry considerations, i.e. at homogeneous and isotropic media, we
come to the most natural (but not necessary) choice of the functions g(x) and
h(y):
g(x) =
1
ch(mx)
, h(y) =
1
ch(my)
·
2.Korteweg-de Vries equation. This nonlinear equation has the following
general form:
fξ + a1ffz + a2fzzz = 0,
where a1 and a2 are two constants. The well known 1-soliton solution is
f(z, ξ) =
ao
ch2
[
z
L
− w
cL
ξ
] , L = 2√ 3a2
aoa1
, w =
caoa1
3
,
where ao is a constant. We choose V (z, ξ) = f(z, ξ) and get
U = −aoc
w
1
ch2
[
z
L
− w
cL
ξ
] , bo = Uz − Vξ = ( c
Lw
− w
c
) 2ao
ch3
[
z
L
− w
cL
ξ
] ,
T 44 = (gh)
2 a
2
oc
2(1 + L)
2w2Lch4
[
z
L
− w
cL
ξ
] .
3. Nonlinear Schro¨dinger equation [1]. In this case we have an equation
for a complex-valued function, i.e. for two real valued functions. The equation
reads
ifξ + fzz + 2|f |2f = 0,
and its 1-soliton solution, having oscillatory character, is
f(z, ξ) = 2β
exp [−2iαz − 4i(α2 − β2)ξ − iθ]
ch (2βz + 8αβξ − δ) ,
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where α, β, δ and θ are constants. Further computations with
f(z, ξ) =
√
ρ(z, ξ).exp (iϕ(z, ξ))
we leave to the reader.
Following this procedure we can generate a spatially finite solution to our
system of equations making use of every known soliton solution to any (1+1)-
soliton equation, as well as to compute the corresponding conserved quantities.
We are not going to do this here, payng due respect to all interested in the
subject and creatively inclined readers.
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Appendix B
Do PhLO solutions interfere?
1. Remarks
Having at hand the photon-like solutions a natural next step is to try to
describe the situation when two such solutions occupy the same (or partially
the same) 3-region in some period of time. It is clear, that if such two photon-
like solutions meet somewhere, i.e., their cilinder-like world-tubes intersect
appropriately, the interesting case is when they move along the same spatial
straight line and in the same direction. Since they move by the same velocities
they will continue to overlap each other until some outer agent causes a change.
What kind of an object is obtained in this way, is it photon-like or not, what
kind of interaction takes place, what is its integral energy , its momentum and
its angular momentum? Many challenging and still not answered questions
may be set in this direction before the theoretical physics. And this section
is devoted to consideration of some of these problems in the frame of our
approach to electrodynamics.
Almost all experiments set to find some immediate mutual interaction of
two (or more) electromagnetic fields in vacuum, causing some observable effects
(e.g. frequency or amplitude changes), as far as we know, have faild, exept
when the two fields satisfy the so called coherence conditions. In the frame
of classical electrodynamics (CED) and working with plane waves this simply
means, that their phase difference must be a constant quantity. The usual
way of consideration is limited to cosine-like running waves with the same
frequency. The physical explanation is based on the linearity of Maxwell’s
equations, which require any linear combination of solutions to be again a
solution, so the ”building points” of the medium, subject to the field pres-
sure of the two independent fields, go out of their equilibrium state obeying
simoultaneously the two forces applied in the overlaping 3-region. After get-
ting out of this overlaping 3-region the fields stay what they have been before
the interaction. In order to describe the interaction, i.e. the observed re-
distribution of the energy-momentum density inside the overlaping 3-region,
CED uses the corresponding mathematical expressions in Maxwell’s theory
and gets comparetively good results. Most frequently the Poynting vector
S ∼ [(E1 + E2)× (B1 +B2)] is used and the cross-terms (E1×B2)+(E2×B1)
are held responsible for the interaction, in fact, the very interference is defined
by the condition that these cross-terms, usually called ”interference terms”,
are different from zero.
Our nonlinear equations make us approach this physical situation in a
new way. First, let’s specify the situation more in detail and in terms of
the notion for EM-field in our approach. Roughly speaking, this notion is
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based on the idea for discreteness, i.e., the real electromagnetic fields consist of
many noninteracting, or very weakly interacting, photon-like objects (PhLO),
propagating as a whole in various directions. Because of the great velocity
of their straight line motion it is hardly possible to observe and say what
happens when two photons meet somewhere. The experiment suggests that
in most cases they pass through each other and forget about the meeting. As
we mentioned above, the interesting case is when they move along the same
direction and the regions, they occupy, overlap nontrivially.
The nonlinear solutions we have obtained can not describe such set of
PhLO, moving in various directions. Even if we choose the amplitude function
φ of a solution to consist of many ”3-bubles” these ”bubles” have to move in
the same direction, which is a special, but not the general, case of the situation
we consider here. So, in order to incorporate for description more general situ-
ations, some perfection is needed. As before, this perfection shall consist of two
steps: first, elaboration of the algebraic character of the mathematical field,
second, elaboration of the equations. The second step, besides its dynamical
task, must define also the necessary conditions for interference of photon-like
solutions, which should coincide with the above mentioned, experimentally
established and repeatedly confirmed coherence conditions.
2. Elaborating the mathematical object
Recall that our mathematical object that represents the field is a 2-form Ω
with values in R2. We want to elaborate it in order to reflect more fully the
physical situation. The new moment is that inside the 3-region under consid-
eration we have many photon-like objects. Each of these photon-like objects,
considered as independent object, is described by a pfoton-like solution as
given in the preceding sections, i.e., each of them has its own spatial structure,
its own scale factor (or frequency) and its own direction of motion as a whole.
Of course, the velocity of motion is the same for all of them. To this physical
situation we have to juxtapose one mathematical object, which have to gener-
alize in a natural way our old object Ω. The idea for this generalization is very
simple and consists in the following. With every single PhLO we associate its
own R2-space, so if the number of the presenting PhLO is N , we’ll have N
such spaces. Denoting this vector space by N , our object becomes a 2-form Ω
with values in the vector space R2 ⊗N : Ω ∈ Λ2 (M,R2 ⊗N ). We recall now
how this vector space N is explicitly built [1].
If K is an arbitrary set, finite or infinite, we consider those mappings of
this set into a given field, e.g. R, which are different from zero only for finite
number of elements of K. Such kind of mappings will be the elements of the
space N . A basis of this space is built in the following way. We consider the
elements f ∈ N , having the property: if a ∈ K then f(a) = 1 and f has zero
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values for all othe elements of K. So, with every element a ∈ K we associate
the corresponding element fa ∈ N , therefore, an arbitrary element f ∈ N is
represented as follows:
f =
N∑
i=1
(
λifai
)
,
where λi, i = 1, 2, ..., N , are the values, aquired by f , when i runs from 1 to
N (of course, some of the λ’s may be equal to zero). The linear structure in
N is naturally introduced, making use of the linear structure in R in the well
known way. The linear independence of fai is easily shown. In fact, assuming
the opposite, i.e. that there exist such λi, among which at least one is not zero
and the following relation holds
N∑
i=1
λifai = 0,
then for any j = 1, 2, ..., N we’ll have
N∑
i=1
λifai(aj) = λ
j = 0,
which contradicts the assumption. Hence, fai define really a basis of N . Now
we form the injective mapping iN : N → N , defined by
iN(a) = fa, a ∈ N,
so the set N turns into a basis of N . If such a construction is made, then N is
called a free vector space over the set N . Further on the corresponding basis
of our set of PhLO will be denoted by Ea. So, our mathematical object will
look as follows (summing up over the repeating index a)
Ω = Ωa ⊗Ea = [F a ⊗ ea1 + (∗F )a ⊗ ea2]⊗ Ea,
where (ea1, e
a
2) is the associated with the field (F
a, ∗F a) basis. If we work in an
arbitrary basis of R2, the full writing reads (i=1,2)
Ω = Ωa ⊗Ea = Ωai ⊗ kia ⊗Ea.
We define now the ” ∨ ” product of two 2-forms of this kind. For erxample, if
Φ = Φai ⊗ kia ⊗ Ea,Ψ = Ψbj ⊗ ljb ⊗ Eb, we’ll have
(∨,∨)(Φ,Ψ) = (∨,∨)(Φai ⊗ kia ⊗ Ea,Ψbj ⊗ ljb ⊗ Eb) =
361
=N∑
a=1
[
Φa1 ∧Ψa1 ⊗ k1a ∨ l1a + Φa2 ∧Ψa2 ⊗ k2a ∨ l2a+
+(Φa1 ∧Ψa2 + Φa2 ∧Ψa1)⊗ k1a ∨ l2a
]
⊗Ea ∨ Ea+
+
N∑
a<b=1
[
(Φa1 ∧Ψb1 + Φb1 ∧Ψa1)⊗ k1a ∨ l1b + (Φa2 ∧Ψb2 + Φb2 ∧Ψa2)⊗ k2a ∨ l2b+
+(Φa1 ∧Ψb2 + Φa2 ∧Ψb1 + Φb1 ∧Ψa2 + Φb2 ∧Ψa1)⊗ k1a ∨ l2b
]
⊗Ea ∨ Eb.
Let now Ω be of the kind Ω = (F a ⊗ e1a + ∗F a ⊗ e2a)⊗ Ea. Then, forming
∗Ω and δΩ, for (∨,∨)(δΩ, ∗Ω) we obtain
(∨,∨)(δΩ, ∗Ω) =
N∑
a=1
[
δF a ∧ ∗F a ⊗ e1a ∨ e1a + δ ∗ F a ∧ ∗ ∗ F a ⊗ e2a ∨ e2a+
+(δF a ∧ ∗ ∗ F a + δ ∗ F a ∧ ∗F a)⊗ e1a ∨ e2a
]
⊗ Ea ∨ Ea+
+
N∑
a<b=1
[
(δF a∧∗F b+δF b∧∗F a)⊗e1a∨e1b+(δ∗F a∧∗∗F b+δ∗F b∧∗∗F a)⊗e2a∨e2b
+(δF a∧∗∗F b+ δ ∗F a∧∗F b+ δF b∧∗∗F a+ δ ∗F b∧∗F a)⊗e1a∨e2b
]
⊗Ea∨Eb.
3. Elaborating the field equations
If we want to consider a set of independent solutions, then in the above
expression we take the trace tr over the indeces of Ea ∨ Eb. The compact
writing of this condition reads
tr(∨,∨)(δΩ, ∗Ω) = 0,
which is equivalent to the equations
δF a ∧ ∗F a = 0, δ ∗ F a ∧ ∗ ∗ F a = 0, δF a ∧ ∗ ∗ F a + δ ∗ F a ∧ ∗F a = 0.
Clearly, in this case the full energy-momentum tensor Qνµ will be a sum of all
energy tensors (Qa)νµ of the single solutions.
The general equations are written down as follows:
(∨,∨)(δΩ, ∗Ω) = 0.
The equivalent (component-wise) form reads
δF a ∧ ∗F a = 0, δ ∗ F a ∧ ∗ ∗ F a = 0, δF a ∧ ∗ ∗ F a + δ ∗ F a ∧ ∗F a = 0,
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δF a ∧ ∗F b + δF b ∧ ∗F a = 0, δ ∗ F a ∧ ∗ ∗ F b + δ ∗ F b ∧ ∗ ∗ F a = 0,
δF a ∧ ∗ ∗ F b + δ ∗ F b ∧ ∗ ∗ F a + δ ∗ F a ∧ ∗F b + δ ∗ F b ∧ ∗F a = 0.
Let now F a, a = 1, 2, ..., N define a solution of the above system of equa-
tions. We are going to show that the linear combination with constant coeffi-
cients λa
F =
N∑
a=1
λaF
a
satisfies the equations:
δF ∧ ∗F = 0, δ ∗ F ∧ ∗ ∗ F = 0, δF ∧ ∗ ∗ F + δ ∗ F ∧ ∗F = 0.
In fact
δF ∧ ∗F =
N∑
a=1
(λa)
2(δF a ∧ ∗F a) +
N∑
a<b=1
λaλb(δF
a ∧ ∗F b + δF b ∧ ∗F a),
δ∗F∧∗∗F =
N∑
a=1
(λa)
2(δ∗F a∧∗∗F a)+
N∑
a<b=1
λaλb(δ∗F a∧∗∗F b+δ∗F b∧∗∗F a),
δF ∧ ∗ ∗ F + δ ∗ F ∧ ∗F =
N∑
a=1
(λa)
2(δF a ∧ ∗ ∗ F a)+
+
N∑
a<b=1
λaλb(δF
a ∧ ∗ ∗ F b + δF b ∧ ∗ ∗ F a)+
+
N∑
a=1
(λa)
2(δ ∗ F a ∧ ∗F a) +
N∑
a<b=1
λaλb(δ ∗ F a ∧ ∗F b + δ ∗ F b ∧ ∗F a) =
=
N∑
a=1
(λa)
2(δF a ∧ ∗ ∗ F a + δ ∗ F a ∧ ∗F a)+
+
N∑
a<b=1
λaλb(δF
a ∧ ∗ ∗ F b + δF b ∧ ∗ ∗ F a + δ ∗ F a ∧ ∗F b + δ ∗ F b ∧ ∗F a).
Obviously, the component-wise writing down of the equations shows that every
addend is equal to zero. This result can be interpreted as some particular
”superposition principle”, i.e. if we have finite number of solutions F a of the
system
δF ∧ ∗F = 0, δ ∗ F ∧ ∗ ∗ F = 0, δF ∧ ∗ ∗ F + δ ∗ F ∧ ∗F = 0,
which solutions satisfy additionally the equations
δF a ∧ ∗F b + δF b ∧ ∗F a = 0, δ ∗ F a ∧ ∗ ∗ F b + δ ∗ F b ∧ ∗ ∗ F a = 0,
δF a ∧ ∗ ∗ F b + δ ∗ F b ∧ ∗ ∗ F a + δ ∗ F a ∧ ∗F b + δ ∗ F b ∧ ∗F a = 0,
then the 2-form F =
∑N
a=1 λaF
a is again a solution. Then, clearly, if F and
G are 2 solutions of all the equations, the new solution (F + G) is naturally
endowed with the following energy-momentum tensor
Qµν =
1
4π
[
− (F +G)µσ(F +G)σν
]
.
In the general case we’ll have
Qµν =
1
4π
−( N∑
a=1
λaF
a
)
µσ
(
N∑
a=1
λaF
a
)σ
ν

In this way we can compute the corresponding ”interference terms”. In
particular, the ”interference” energy density is obtained proportional
to −2F4σG4σ.
4. Spatial coherence and interference
We consider now two photon-like solutions determined by F1 and F2, prop-
agating along the same direction. We choose this direction for the z-axis of
our coordinate system. We are going to find what additional conditions on
these solutions come from the additional equations. We assume also, that the
3-regions, where the two amplitudes φ1 and φ2 are different from zero have
non-empty intersection, because otherwise, the interference term is equal to
zero. Explicitly,
F1 = ε1u1dx ∧ dz + u1dx ∧ dξ + ε1p1dy ∧ dz + p1dy ∧ dξ
F2 = ε2u2dx ∧ dz + u2dx ∧ dξ + ε2p2dy ∧ dz + p2dy ∧ dξ,
where
u1 = φ1cos
(
−κ1 zL1o
+ const1
)
, p1 = φ1sin
(
−κ1 zL1o
+ const1
)
,
u2 = φ2cos
(
−κ2 zL2o
+ const2
)
, p2 = φ2sin
(
−κ2 zL2o
+ const2
)
,
and κ1 = ±1, κ2 = ±1. Assuming further const1 = 0 = const2 for the first
additional equation we obtain
δF1 ∧ ∗F2 + δF2 ∧ ∗F1 =
(
−κ1L1o
+
κ2
L2o
)
(u1p2 − u2p1)dx ∧ dy ∧ dz+
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+(
−ε1 κ1L1o
+ ε2
κ2
L2o
)
(u1p2 − u2p1)dx ∧ dy ∧ dξ+
+ [p1 (u1x + p1y) + p2 (u2x + p2y)] (ε1ε2 − 1)dx ∧ dz ∧ dξ+
+ [u1 (u1x + p1y) + u2 (u2x + p2y)] (1− ε1ε2)dy ∧ dz ∧ dξ = 0.
Since
u1p2 − u2p1 = φ1φ2sin
[(
κ2
L2o
− κ1L1o
)
.z
]
6= 0,
the coefficient before dx ∧ dy ∧ dz will be equal to zero only if
κ1
L1o
=
κ2
L2o
+ kπ, k = 0, 1, 2, ....
Under this condition the coefficient in front of dx ∧ dy ∧ dξ will become zero
if ε1 = ε2. From this last relation it follows that the other two coefficients,
obviously, are also zero. A corresponding computation shows that for k = 0
the so obtained conditions
L1o = L2o, ε1 = ε2, κ1 = κ2
are sufficient for F1 and F2 to satisfy the additional equations. Hence, if the
2-form
Ω = (F1 ⊗ e1 + ∗F1 ⊗ e2)⊗ E1 + (F2 ⊗ k1 + ∗F2 ⊗ k2)⊗E2
satisfies the full system of equations, then the 2-form F = F1 + F2 could be
further studied as a possible solution of our initial equations
δF ∧ ∗F = 0, δ ∗ F ∧ ∗ ∗ F = 0, δF ∧ ∗ ∗ F + δ ∗ F ∧ ∗F = 0.
Some spatial analog of coherence conditions appears and the ”interference” of
the two fields F1 and F2 has some chance, provided the other two additional
equations will also be satisfied. As for the ”interference” energy density W12,
if const1 6= const2, the conditins obtained lead to
W12 = φ
2
1 + φ
2
2 + 2φ1φ2cos(const2 − const1),
which suggests that some spatial analog of the classical interference picture
could be expected.
Reference
1. W.H. Greub, Linear Algebra, third edition, Springer, 1967
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Appendix C
Generalized parallelism - examples
We begin studying the potential strength of theGeneralized parallelism
(GP) as formulated in Sec.3.7.3.
1. Integral invariance relations
These relations have been introduced and studied from the point of view
of applications in mechanics by Lichnerowicz.
We specify the bundles over the real finite dimensional manifold M intro-
duced in Sec.3.7.3.:
ξ1 = TM ; ξ2 = T
∗(M); η1 = η2 = ξ3 = η3 = M×R, denote Sec(M×R) ≡
C∞(M)
Φ=substitution operator, denoted by i(X), X ∈ Sec(TM);
ϕ=point-wise product of functions.
We denote by 1 the function f(x) = 1, x ∈M . Consider the sections
X ⊗ 1 ∈ Sec(TM ⊗ (M ×R)); α⊗ 1 ∈ Sec(T ∗M ⊗ (M ×R)). Then the GP
leads to
(Φ, ϕ)(X ⊗ 1, α⊗ 1) = i(X)α⊗ 1 = i(X)α = 0.
We introduce now the differential operator d: if α is an exact 1-form, α = df ,
so that ξ˜ = M × R, and obtain
i(X)α = i(X)df = X(f) = 0,
i.e. the derivative of f along the vector field X is equal to zero. So, we obtain
the well known relation, defining the first integrals f of the dynamical system
determined by the vector field X . In this sense f may be called (Φ, ϕ,d)-
parallel with respect to X , where Φ and ϕ are defined above. If α is a p-form,
α ∈ Sec(Λp(T ∗M)), but this does not change the validity of the above relation.
2. Absolute and relative integral invariants
These quantities have been introduced and studied in mechanics by Cartan.
By definition, a p-form α is called an absolute integral invariant of the vector
field X if i(X)α = 0 and i(X)dα = 0. And α is called a relative integral
invariant of the field X if i(X)dα = 0. So, in our terminology (the same
bundle picture as above), we can call the relative integral invariants of X
(Φ, ϕ;d)-parallel with respect to X , and the absolute integral invarians of X
have additionally (Φ, ϕ)-parallelism with respect to X , with (Φ, ϕ) as defined
above. A special case is when p = n, and ω ∈ Λn(M) is a volume form on M .
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3. Symplectic mechanics
Symplectic manifolds are even dimensional and have a distinguished non-
degenerate closed 2-form ω, dω = 0. This structure may be defined in terms of
the GP in the following way. Choose ξ1 = η1 = η2 = M × R, ξ2 = Λ2(T ∗M),
and d as a differential operator. Consider now the section 1 ∈ Sec(M × R)
and the section ω⊗1 ∈ Sec(Λ2(T ∗M))⊗Sec(M ×R), with ω - nondegenerate.
The map Φ is the product f.ω and the map ϕ is the product of functions. So,
we have
(Φ, ϕ;d)(1⊗ 1, ω ⊗ 1) = 1.dω ⊗ 1 = dω = 0.
Hence, the relation dω = 0 is equivalent to the requirement ω to be (Φ, ϕ;d)-
parallel with respect to the section 1 ∈ Sec(M × R).
The hamiltonian vector fields X are defined by the condition LXω =
di(X)ω = 0. If Φ = ϕ is the point-wise product of functions we have
(Φ, ϕ;d)(1⊗1, i(X)ω⊗1) = (Φ, ϕ)(1⊗1,di(X)(ω)⊗1) = LXω⊗1 = LXω = 0.
In terms of the GP we can say that X is hamiltonian if i(X)ω is (Φ, ϕ;d)-
parallel.
The induced Poisson structure {f, g}, is given in terms of theGP by setting
Φ = ω−1, where ω−1.ω = idTM , ϕ=point-wise product of functions, and 1 ∈
Sec(M × R). We get
(Φ, ϕ)(df ⊗ 1,dg ⊗ 1) = ω−1(df,dg)⊗ 1.
A closed 1-form α, dα = 0, is a first integral of the hamiltonian system Z,
di(Z)ω = 0, if i(Z)α = 0. In terms of theGP we can say that the first integrals
α are (i, ϕ)-parallel with respect to Z: (i, ϕ)(Z ⊗ 1, α ⊗ 1) = i(Z)α ⊗ 1 = 0.
From LZω = 0 it follows LZω
−1 = 0. The Poisson bracket (α, β) of two first
integrals α and β is equal to (−dω−1(α, β)) [5]. The well known property that
the Poison bracket of two first integrals of Z is again a first integral of Z may
be formulated as: the function ω−1(α, β) is (i, ϕ;d)-parallel with respect to Z,
(i, ϕ;d)(Z ⊗ 1, ω−1(α, β)⊗ 1) = i(Z)dω−1(α, β)⊗ 1 = 0.
4. Frobenius integrability theorems
Let ∆ = (X1, . . . , Xr) be a differential system on M , i.e. the vector fields
Xi, i = 1, . . . , r define a locally stable submodule of Sec(TM) and at every
point p ∈ M the subspace ∆rp ⊂ Tp(M) has dimension r. Then ∆r is called
integrable if [Xi, Xj] ∈ ∆r, i, j = 1, . . . , r. Denote by ∆n−rp ⊂ Tp(M) the
complimentary subspace: ∆rp ⊕∆n−rp = Tp(M), and let π : Tp(M)→ ∆n−rp be
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the corresponding projection. So, the corresponding Frobenius integrability
condition means π([Xi, Xj]) = 0, i, j = 1, . . . , r.
In terms of the GP we set D(Xi) = π ◦ LXi , Φ=”product of functions
and vector fields”, and ϕ again the pruduct of functions. The integrability
condition now is
(Φ, ϕ;D(Xi))(1⊗ 1, Xj ⊗ 1)
= (Φ, ϕ)(1⊗ 1, π([Xi, Xj]⊗ 1)) = 1.π([Xi, Xj])⊗ 1.1 = 0, i, j = 1, . . . , r.
In the dual formulation we have the Pfaff system ∆∗n−r, generated by
the lineary independent 1-forms (α1, . . . , αn−r), such that αm(Xi) = 0, i =
1, . . . r;m = 1, . . . n − r. Then ∆∗n−r is integrable if dα ∧ α1 ∧ · · · ∧ αn−r =
0, α ∈ ∆∗n−r. In terms of GR we set ϕ the same as above, Φ = ∧ and d as
differential operator.
(Φ, ϕ;d)(α1 ∧ · · · ∧ αn−r ⊗ 1, α⊗ 1) = dα ∧ α1 ∧ · · · ∧ αn−r ⊗ 1 = 0.
5. Linear connections
The concept of a linear connection in a vector bundle has proved to be of
great importance in geometry and physics. In fact, it allows to differentiate
sections of vector bundles along vector fields, which is a basic operation in
differential geometry, and in theoretical physics the physical fields are repre-
sented mainly by sections of vector bundles. We recall now how one comes to
it.
Let f : Rn → R be a differentiable function. Then we can find its dif-
ferential df . The map f → df is R-linear: d(κ.f) = κ.df , κ ∈ R, and it
has the derivative property d(f.g) = fdg + gdf . These two properties are
characteristic ones, and they are carried to the bundle situation as follows.
Let ξ be a vector bundle over M . We always have the trivial bundle
ξo = M × R. Consider now f ∈ C∞(M) as a section of ξo. We note that
Sec(ξo) = C
∞(M) is a module over itself, so we can form df with the above
two characteristic properties. The new object df lives in the space Λ1(M) of
1-forms on M , so it defines a linear map df : Sec(TM) → Sec(ξo),df(X) =
X(f). Hence, we have a map ∇ from Sec(ξo) to the 1-forms with values in
Sec(ξo), and this map has the above two characteristic properties. We say that
∇ defines a linear connection in the vector bundle ξo.
In the general case the sections Sec(ξ) of the vector bundle ξ form a module
over C∞(M). So, a linear connection ∇ in ξ is a R-linear map ∇ : Sec(ξ) →
Λ1(M, ξ). In other words, ∇ sends a section σ ∈ Sec(ξ) to a 1-form ∇σ valued
in Sec(ξ) in such a way, that
∇(k σ) = k∇(σ), ∇(f σ) = df ⊗ σ + f ∇(σ),
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where k ∈ R and f ∈ C∞(M). If X ∈ Sec(TM) then we have the composition
i(X) ◦ ∇, so that
i(X) ◦ ∇(f σ) = X(f) σ + f ∇X(σ),
where ∇X(σ) ∈ Sec(ξ).
In terms of the GP we put ξ1 = TM = ξ˜ and ξ2 = Λ
1(M) ⊗ ξ, and
η1 = η2 = ξo. Also, Φ(X,∇σ) = ∇Xσ and ϕ(f, g) = f.g. Hence, we obtain
(Φ, ϕ;∇)(X ⊗ 1, σ ⊗ 1)(Φ, ϕ)(X ⊗ 1, (∇σ)⊗ 1) = ∇Xσ ⊗ 1 = ∇Xσ,
and the section σ is called ∇-parallel with respect to X if ∇Xσ = 0.
6. Covariant exterior derivative
The space of ξ-valued p-forms Λp(M, ξ) on M is isomorphic to Λp(M) ⊗
Sec(ξ). So, if (σ1, . . . , σr) is a local basis of Sec(ξ), every Ψ ∈ Λp(M, ξ) is
represented by ψi ⊗ σi, i = 1, . . . , r, where ψi ∈ Λp(M). Clearly the space
Λ(M, ξ) = Σnp=0Λ
p(M, ξ), where Λo(M, ξ) = Sec(ξ), is a Λ(M) = Σnp=0Λ
p(M)-
module: α.Ψ = α ∧Ψ = (α ∧ ψi)⊗ σi.
A linear connection ∇ in ξ generates covariant exterior derivative D :
Λp(M, ξ)→ Λp+1(M, ξ) in Λ(M, ξ) according to the rule
DΨ = D(ψi ⊗ σi) = dψi ⊗ σi + (−1)pψi ∧ ∇(σi)
= (dψi + (−1)pψj ∧ Γiµjdxµ)⊗ σi = (DΨ)i ⊗ σi.
We may call now a ξ-valued p-form Ψ∇-parallel ifDΨ = 0, and (X,∇)-parallel
if i(X)DΨ = 0. This definition extends in a natural way to q-vectors with
q ≤ p. Actually, the substitution operator i(X) extends to (decomposable)
q-vectors X1 ∧X2 ∧ · · · ∧Xq as follows:
i(X1 ∧X2 ∧ · · · ∧Xq)Ψ = i(Xq) ◦ i(X)q−1 ◦ · · · ◦ i(X1)Ψ,
and extends to nondecomposable q-vectors by linearity. Hence, if Θ is a section
of Λq(TM) we may call Ψ (Θ,∇)-parallel if i(Θ)DΨ = 0.
Denote now by Lξ the vector bundle of (linear) homomorphisms (Π, id) :
ξ → ξ, and let Π ∈ Sec(Lξ). Let χ ∈ Sec(Λq(TM) ⊗ Lξ) be represented as
Θ⊗ Π. The map Φ will act as: Φ(Θ,Ψ) = i(Θ)Ψ, and the map ϕ will act as:
ϕ(Π, σi) = Π(σi). So, if ∇(σk) = Γjµkdxµ⊗σj , we may call Ψ (∇)-parallel with
respect to χ if
(Φ, ϕ;D)(Θ⊗ Π,Ψ = ψi ⊗ σi)
= (Φ, ϕ)(Θ⊗Π, (DΨ)i ⊗ σi) = i(Θ)(DΨ)i ⊗ Π(σi) = 0.
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If we have isomorphisms ⊗pTM ∽ ⊗pT ∗M, p = 1, 2, . . . , defined in some natu-
ral way (e.g. through a metric tensor field), then to any p-form α corresponds
unique p-vector α˜. In this case we may talk about ”∽”- autopaparallel ob-
jects with respect a (point-wise) bilinear map ϕ : (ξ × ξ) → η, where η is
also a vector bundle over M . So, Ψ = αk ⊗ σk ∈ Λp(M, ξ) may be called
(i, ϕ;∇)-autoparallel with respect to the isomorphism ”∽” if
(i, ϕ;∇)(α˜k ⊗ σk, αm ⊗ σm)
= i(α˜k)dαm ⊗ ϕ(σk, σm) + (−1)pi(α˜k)(αj ∧ Γmµjdxµ)⊗ ϕ(σk, σm)
=
[
i(α˜k)dαm + (−1)pi(α˜k)(αj ∧ Γmµjdxµ)
]⊗ ϕ(σk, σm) = 0.
Although the above examples do not, of course, give a complete list of the
possible applications of the GP (2), they will serve as a good basis for the
physical applications we are going to consider further.
7. Autoparallel vector fields and 1-forms
In nonrelativistic and relativistic mechanics the vector fields X on a mani-
fold M are the local representatives (velocity vectors) of the evolution trajec-
tories for point-like objects. The condition that a particle is free is mathemat-
ically represented by the requirement that the corresponding vector field X
is autoparallel with respect to a given connection ∇ (covariant derivative) in
TM :
i(X)∇X = ∇XX = 0, or in components, Xσ∇σXµ + ΓµσνXσXν = 0.
In view of the physical interpretation of X as velocity vector field the usual
latter used instead ofX is u. The above equation presents a system of nonlinear
partial differential equations for the components Xµ, or uµ. When reduced to
1-dimensional submanifold which is parametrised locally by the appropriately
chosen parameter s, we get a system of ordinary differential equations:
d2xµ
ds2
+ Γµσν
dxν
ds
dxν
ds
= 0,
which are known as ODE defining the geodesic (with respect to Γ) lines in
M . When M is reimannian with metric tensor g and Γ the corresponding
Levi-Civita connection, i.e. ∇g = 0 and Γµνσ = Γµσν , then the solutions give the
extreme (shortest or longest) distance
∫ b
a
ds between the two points a, b ∈M :
δ
(∫ b
a
ds
)
= δ
(∫ b
a
√
gµν
dxµ
ds
dxν
ds
)
= 0.
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A system of particles that move along such solutions with g-the Minkowski
metric and gµν
dxµ
ds
dxν
ds
> 0, is said to form an inertial frame of reference.
It is interesting to note that the above system ∇XX = 0 has (3+1)-soliton-
like (even spatially finite) solutions on Minkowski space-time (R4, η) with re-
spect to the corresponding to η Levi-Civita connection Γ. In fact, in canon-
ical coordinates (x1, x2, x3, x4) = (x, y, z, ξ = ct) we have Γσµν = 0, and let
uµ = (0, 0,±v
c
f, f) be the components of u, where 0 < v = const < c, and
c is the velocity of light, so v
c
< 1 and uσuσ =
(
1− v2
c2
)
f 2 > 0. Then every
function f of the kind
f(x, y, z, ξ) = f
(
x, y, α.(z ∓ v
c
ξ)
)
, α = const, for example α =
1√
1− v2
c2
,
defines a slution. If uσu
σ = 0 then the equations are equivalent to uµ(du)µν =
0, where d is the exterior derivative. In fact, since the connection used is
riemannian, we have 0 = ∇µ 12(uνuν) = uν∇µuν , so the relation uν∇νuµ −
uν∇µuν = 0 holds and is obviously equal to uµ(du)µν = 0. The soliton-like
solution is defined by u = (0, 0,±f, f) where the function f is of the form
f(x, y, z, ξ) = f(x, y, z ∓ ξ).
Clearly, for every autoparallel vector field u (or one-form u) there exists a
canonical coordinate system on the Minkowski space-time, in which u takes
such a simple form: uµ = (0, 0, αf, f), α = const. The dependence of f on
the three spatial coordinates (x, y, z) is arbitrary , so it is allowd to be chosen
soliton-like and, even, finite.
The properties described give a connection between free point-like ob-
jects and (3+1) soliton-like autoparallel vector fields on Minkowski space-
time. Moreover, they suggest that extended free objects with more compli-
cated space-time dynamical structure may be described by some appropriately
generalized concept of autoparallel mathematical objects.
8. Electrodynamics
8.1 Maxwell equations
The Maxwell equations dF = 0,d ∗ F = 0 in their 4-dimensional formula-
tion on Minkowski space-time (M, η), sign(η) = (−,−,−,+) and the Hodge ∗
is defined by η, make use of the exterior derivative as a differential operator.
The field has, in general, 2 components (F, ∗F ), so the interesting bundle is
Λ2(M)⊗V , where V is a real 2-dimensional vector space. Hence the adequate
mathematical field will look like Ω = F ⊗ e1+ ∗F ⊗ e2, where (e1, e2) is a basis
of V . The exterior derivative acts on Ω as: dΩ = dF ⊗ e1 + d ∗ F ⊗ e2, and
the equation dΩ = 0 gives the vacuum Maxwell equations.
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In order to interpret in terms of the above given general view (GP) on
parallel objects with respect to given sections of vector bundles and differential
operators we consider the sections (see the above introdused notation) (1 ×
1,Ω× 1) and the differential operator d. Hence, the GP acts as follows:
(Φ, ϕ;d)(1× 1,Ω× 1) = (Φ, ϕ)(1× 1,dΩ× 1) = (1.dΩ⊗ 1.1)
The corresponding (Φ, ϕ;d)-parallelism leads to dΩ = 0. In presence of electric
j and magnetic m currents, considered as 3-forms, the parallelism condition
does not hold and on the right-hand side we’ll have non-zero term, so the full
condition is
(Φ, ϕ)(1×1, (dF ⊗ e1+d∗F ⊗ e2)×1) = (Φ, ϕ;d)(1×1, (m⊗ e1+ j⊗ e2)×1)
The case m = 0, F = dA is, obviously a special case.
8.2 Extended Maxwell equations
The extended Maxwell equations (on Minkowski space-time) in vacuum
read:
F ∧ ∗dF = 0, (∗F ) ∧ (∗d ∗ F ) = 0, F ∧ (∗d ∗ F ) + (∗F ) ∧ (∗dF ) = 0.
They may be expressed through the GP in the following way. On (M, η)
we have the bijection between Λ2(TM) and Λ2(T ∗M) defined by η, which we
denote by F˜ ↔ F . So, the equations are equivalent to
i(F˜ )dF = 0, i(∗˜F )d ∗ F = 0, i(F˜ )d ∗ F + i(∗˜F )dF = 0.
We consider the sections Ω˜ = F˜ ⊗ e1 + ∗˜F ⊗ e2 and Ω = F ⊗ e1 + ∗F ⊗ e2
with the differential operator d. The maps Φ and ϕ are defined as: Φ is the
substitution operator i, and ϕ = ∨ is the symmetrized tensor product in V .
So we obtain
(Φ, ϕ;d)(F˜ ⊗ e1 + ∗˜F ⊗ e2, F ⊗ e1 + ∗F ⊗ e2)
= i(F˜ )dF ⊗ e1 ∨ e1 + i(∗˜F )d ∗ F ⊗ e2 ∨ e2
+ (i(F˜ )d ∗ F + i(∗˜F )dF )⊗ e1 ∨ e2 = 0.
9. Yang-Mills theory
9.1 Yang-Mills equations
In this case the field is a connection, represented locally by its connection
form ω ∈ Λ1(M) ⊗ g, where g is the Lie algebra of the corresponding Lie
group G. If D is the corresponding covariant derivative, and Ω = Dω is the
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curvature, then Yang-Mills equations read D ∗ Ω = 0. The formal difference
with the Maxwell case is that G may NOT be commutative, and may have, in
general, arbitrary finite dimension. So, the two sections are 1⊗ 1 and ∗Ω⊗ 1,
the maps Φ and ϕ are product of functions and the differential operator is D.
So, we may write
(Φ, ϕ;D)(1⊗ 1, ∗Ω⊗ 1) = D ∗ Ω⊗ 1 = 0.
9.2 Extended Yang-Mills equations
The extended Ynag-Mills equations are written down in analogy with the
extended Maxwell equations. The field of interest is an arbitrary 2-form Ψ on
(M, η) with values in a Lie algebra g, dim(g) = r. If {Ei}, i = 1, 2, . . . , r is a
basis of g we have Ψ = ψi⊗Ei and Ψ˜ = ψ˜i⊗Ei. The map Φ is the substitution
operator, the map ϕ is the corresponding Lie product [, ], and the differential
operator is the exterior covariant derivative with respect to a given connection
ω: DΨ = dΨ+ [ω,Ψ]. We obtain
(Φ, ϕ;D)(ψ˜i ⊗ Ei, ψj ⊗ Ej) = i(ψ˜i)(dψm + ωj ∧ ψk Cmjk)⊗ [Em, Ei] = 0,
where Cmjk are the corresponding structure constants. If the connection is the
trivial one, then ω = 0 and D→ d, so, this equation reduces to
i(ψ˜i)dψj Ckij ⊗ Ek = 0.
If, in addition, instead of [, ] we assume for ϕ some bilinear map f : g×g→ g,
such that in this basis f is given by f(Ei, Ei) = Ei, and f(Ei, Ej) = 0 for i 6= j
the last relation reads
i(ψ˜i)dψi ⊗ Ei = 0, i = 1, 2, . . . , r.
The last equations define the components ψi as independent 2-forms (of course
ψi may be arbitrary p-forms). If the bilinear map ϕ is chosen to be the sym-
metrized tensor product ∨ : g⊗ g→ g ∨ g, we obtain
i(ψ˜i)dψj ⊗Ei ∨ Ej = 0, i ≦ j = 1, . . . , r.
These equations may be used to model bilinear interaction among the com-
ponents of Ψ. If the terms i(ψi)dψj ⊗ Ei ∨ Ej have the physical sense of
energy-momentum exchange we may say that every component ψi gets locally
as much energy-momentum from ψj as it gives to it. Since Ckij = −Ckji, the for-
mer equations consider only the case i < j, while the latter equations consider
i ≤ j, in fact, for every i, j = 1, 2, . . . , r we obtain
i(ψ˜i)dψi = 0, and i(ψ˜i)dψj + i(ψ˜j)dψi = 0.
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Clearly, these last equations may be considered as a natural generalization of
the extended electrodynamics equations, so spatial soliton-like solutions are
expectable.
10. General Relativity
In General Relativity the field function of interest is in a definite sense
identified with a pseudometric g on a 4-dimensional manifold, and only those
g are considered as appropriate to describe the real gravitaional fields which
satisfy the equations Rµν = 0, where Rµν are the components of the Ricci
tensor. The main mathematical object which detects possible gravity is the
Rieman curvature tensor Rαµ,βν , which is a second order nonlinear differential
operator R : g → R(g). The map Φ is just a contraction:
Φ : (gαβ, Rαµ,βν) = g
αβRαµ,βν = Rµν
and is obviouly bilinear. The map ϕ is a product of functions, so the GP gives
(Φ, ϕ;R)(g ⊗ 1, g ⊗ 1) = Φ(g, R(g))⊗ 1 = Ric(R(g))⊗ 1 = 0.
In presence of matter fields Ψa, a = 1, 2, . . . , r, the system of equations is
Rµν − κ
(
Tµν − 1
2
gµνT
)
= 0.
It is easily obtained through the GP if we modify the differential operator
Rαµ,βν to
Rαµ,βν − κ
2
(Tαβgµν + Tµνgαβ − Tανgµβ − Tµβgαν) + κ
3
(gαβgµν − gανgµβ)T,
where κ is the gravitational constant, Tµν(Ψ
a) = Tνµ(Ψ
a) is the corresponding
stress energy momentum tensor, and T = gµνTµν .
11. Schro¨dinger equation
The object of interest in this case is a map Ψ : R4 → C, and R4 = R3×R is
parametrized by the canonical coordinates (x, y, z; t), where t is the (absolute)
time ”coordinate”. The operator D used here is
D = i~
∂
∂t
−H,
where H is the corresponding hamiltonian. The maps Φ and ϕ are products
of functions, so the GP gives
(Φ, ϕ;D)(1⊗ 1,Ψ⊗ 1) =
(
1⊗
(
i~
∂Ψ
∂t
−HΨ
))
⊗ 1 = 0.
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12. Dirac equation
The original free Dirac equation on the Minkowski space-time (M, η) makes
use of the following objects: C4 - the canonical 4-dimensional complex vector
space, LC4-the space of C-linear maps C
4 → C4, Ψ ∈ Sec(M × C4), γ ∈
Sec(T ∗M ⊗ LC4), and the usual differential d : ψi ⊗ ei → dψi ⊗ ei, where
{ei}, i = 1, 2, 3, 4, is a basis of C4. We identify further LC4 with (C4)∗ ⊗ C4
and if {εi} is a basis of (C4)∗, dual to {ei}, we have the basis εi ⊗ ej of LC4 .
Hence, we may write
γ = γjµidx
µ ⊗ (εi ⊗ ej),
and
γ(Ψ) = γjµidx
µ ⊗ (εi ⊗ ej)(ψk ⊗ ek)
= γjµidx
µ ⊗ ψk < εi, ek > ej = γjµidxµ ⊗ ψkδikej = γjµiψidxµ ⊗ ej .
The 4 matrices γµ satisfy γµγν + γνγµ = ηµνidC4, so they are nondegenerate:
det(γµ) 6= 0, µ = 1, 2, 3, 4, and we can find (γµ)−1 and introduce γ−1 by
γ−1 = ((γµ)
−1)jidx
µ ⊗ (εi ⊗ ej)
We introduce now the differential operators D± : Sec(M ×C4)→ Sec(T ∗M ⊗
C4) through the formula: D± = id± 1
2
mγ−1, i =
√−1, m ∈ R. The correspond-
ing maps are: Φ = η, ϕ : LC4 × C4 → C4 given by ϕ(α∗ ⊗ β, ρ) =< α∗, ρ > β.
We obtain
(Φ, ϕ;D±)(γ,Ψ)
= (Φ, ϕ)(γjµidx
µ ⊗ (εi ⊗ ej), i∂ψ
k
∂xν
dxν ⊗ ek
±1
2
m(γ−1ν )
s
rdx
ν ⊗ (εr ⊗ es)ψmem)
= iγjµi
∂ψk
∂xν
η(dxµ, dxν) < εi, ek > ej
±1
2
mγjµi(γ
−1
ν )
s
rψ
rη(dxµ, dxν) < εi, es > ej
= iηµνγjµi
∂ψk
∂xν
δikej ±
1
2
mηµνγjµi(γ
−1
ν )
s
rψ
rδisej
= iγµji
∂ψi
∂xµ
ej ± 1
2
m(−2δjrψr)ej =
(
iγµji
∂ψi
∂xµ
∓mψj
)
ej = 0.
In terms of parallelism we can say that the Dirac equation is equavalent to
the requirement the section Ψ ∈ Sec(M × C4) to be (η, ϕ;D±)-parallel with
respect to the given γ ∈ Sec(M ×LC4). Finally, in presence of external gauge
field A = Aµdx
µ the differential operators D± modify to
D± = id− eA⊗ idC4 ± 1
2
mγ−1,
where e is the corresponding charge.
In conclusion, it was shown that the GP defined, naturally generalizes
the geometrical concept of parallel transport, and that it may be successfully
used as a unified tool to represent formally important equations in theoretical
physics.
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