Abstract-The Leftover Hash Lemma states that the output of a two-universal hash function applied to an input with sufficiently high entropy is almost uniformly random. In its standard formulation, the lemma refers to a notion of randomness that is (usually implicitly) defined with respect to classical side information. Here, we prove a (strictly) more general version of the Leftover Hash Lemma that is valid even if side information is represented by the state of a quantum system. Furthermore, our result applies to arbitrary δ-almost two-universal families of hash functions. The generalized Leftover Hash Lemma has applications in cryptography, e.g., for key agreement in the presence of an adversary who is not restricted to classical information processing.
I. INTRODUCTION
Consider a random variable X that is partially known to an agent, i.e., the agent possesses side information E correlated with X. One may ask whether it is possible to extract from X a part Z that is completely unknown to the agent, i.e., uniform conditioned on E. If yes, what is the maximum size of Z? And how is Z computed?
The Leftover Hash Lemma answers these questions. It states that extraction of uniform randomness Z is possible whenever the agent's uncertainty about X is sufficiently large. More precisely, the number of extractable bits is approximately equal to the min-entropy of X conditioned on E, denoted H min (X|E) (see below for a definition and properties). Furthermore, Z can be computed as the output of a function f selected at random from a suitably chosen family of functions F, called a two-universal family of hash functions (see Definition 3) . Remarkably, the family F can be chosen without knowing the actual probability distribution of X and only depends on the alphabet X of X and the number of bits ≈ H min (X|E) to be extracted.
Lemma 1 (Classical Leftover Hash Lemma). Let X and E be random variables and let F be a two-universal family of hash functions with domain X and range {0, 1} . Then, on average over the choices of f from F, the distribution of the output Z := f (X) is Δ-close to uniform conditioned on E, where
The lemma immediately implies that for a fixed joint distribution of X and E, there is a fixed function f that extracts almost uniform randomness. More precisely, given any Δ > 0, there exists a function f that produces
bits that are Δ-close to uniform and independent of E.
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The Leftover Hash Lemma plays an important role in a variety of applications in computer science and cryptography (see, e.g., [1] for an overview). A prominent example is privacy amplification, i.e., the task of transforming a weakly secret key (over which an adversary may have partial knowledge E), into a highly secret key (that is uniform and independent of the adversary's information E). The use of two-universal hashing for randomness distillation was first proposed in this context [2] . Originally, the analysis was however restricted to situations where X is uniform and E is bounded in size. Later, versions of the Leftover Hash Lemma similar to Lemma 1 above have been proven independently in [3] and [4] . The term leftover hashing was coined in [5] , where the use of the Leftover Hash Lemma for recycling the randomness in randomized algorithms and for the construction of pseudorandom number generators is discussed (see also [3] , [6] ).
II. QUANTUM SIDE INFORMATION
The majority of the original work on universal hashing is based entirely on probability theory and side information is therefore (often implicitly) assumed to be represented by a classical system E (modeled as a random variable). 2 In fact, since hashing is an entirely classical process (a simple mapping from a random variable X to another random variable Z), one may expect that the physical nature of the side information is irrelevant and that a purely classical treatment is sufficient. This is, however, not necessarily the case. It has been shown, for instance, that the output of certain extractor functions may be partially known if side information about their input is stored in a quantum device of a certain size, while the same output is almost uniform conditioned on any side information stored in a classical system of the same size (see [7] for a concrete example and [8] for a more general discussion). 3 Here, we follow a line of research started in [9] - [11] and study randomness extraction in the presence of quantum side information E (which, of course, includes situations where E is partially or fully classical.) More specifically, our goal is to establish a generalized version of Lemma 1 which holds if the system E is quantum-mechanical. For this purpose, we first need to quickly review the notion of uniformity as well as of the notion of min-entropy, which need to be extended accordingly.
The definition of uniformity in the context of quantum side information E is rather straightforward. Let Z be a classical random variable which takes any value z ∈ Z with probability p z and let E be a quantum system whose state conditioned on Z = z is given by a density operator ρ
on H E . This situation is compactly described by the classical-quantum (CQ) state 
The trace distance is a natural choice of metric because it corresponds to the distinguishing advantage. 4 Furthermore, in the purely classical case, the trace distance reduces to the statistical distance.
Next, we generalize the notion of min-entropy to situations involving quantum side information. Before we do this, note that the min-entropy H min (X|E) has an operational interpretation as the guessing probability of X given E, namely
Here, p guess (X|E) denotes the probability of correctly guessing the value of X using the optimal strategy with access to E. The optimal strategy in the classical case is to guess, for each 3 Note that there is no appropriate notion of a conditional probability distribution where the conditioning is on the state of a quantum (as opposed to a classical) system. An implicit treatment of side information E, where one considers all probability distributions to be conditioned on a specific value of E, as explained in the previous footnote, is therefore not possible in the general case. 4 Let psucc be the maximum probability that a distinguisher, presented with a random choice of either the state ρ or the state σ, can correctly guess which of the two he has seen. The distinguishing advantage is then defined as the advantage compared to a random guess, which is given by psucc − ρ − σ 1 (see e.g. [12] ) value e of E, the X with the highest conditional probability P X|E=e . The guessing probability is thus
The definition of the conditional min-entropy (4) naturally extends to the case where the side information E is a quantum state and the optimal strategy is potentially a quantum strategy. The quantum conditional min-entropy was first proposed in [10] , where the following equivalent definition of the minentropy for arbitrary bipartite quantum states was introduced. Definition 1. Let ρ AB be a bipartite quantum state on A and B. Then, the min-entropy of A given B is given by
where the maximum is taken over all states σ B on B.
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The operational interpretation of the min-entropy for CQ states as a guessing probability (4) was established in [13] . Its definition via the guessing probability already indicates that the quantum min-entropy naturally extends the well known classical notion of min-entropy to the quantum domain. However, in order to convincingly argue that H min (X|E) is indeed the right quantity to characterize randomness extraction, we need to show that it accurately quantifies the total amount of uniform randomness that can be extracted from X.
For this purpose, let ρ XE be fixed and assume that f is a function that maps X to a string Z = f (X) ∈ {0, 1} of length that is uniform conditioned on the side information E. Then, the probability of guessing Z correctly given E is equal to 2 − and, by virtue of (4), we find that
Furthermore, the probability of guessing Z = f (X) correctly cannot be smaller than the probability of guessing X correctly. This fact can again be expressed in terms of min-entropies,
i.e., the min-entropy can only decrease under the action of a function. Combining (5) and (6) immediately yields
We conclude from this that the number of uniform bits (relative to E) that can be extracted from data X is upper bounded by the min-entropy of X conditioned on E. This result may be seen as a converse of (1). So far, the claim (7) is restricted to the extraction of perfectly uniform randomness. In order to extend this concept to the more general case of approximately uniform randomness, we need to introduce the notion of smooth min-entropy. Roughly speaking, for any ε ≥ 0, the ε-smooth min-entropy of X given E, denoted H ε min (X|E), is defined as the maximum value of H min (X|E) evaluated for all density operatorsρ that are ε-close to ρ. 5 We omit the index ρ in H min (A|B)ρ if it is clear which state is meant. Definition 2. Let ρ AB be a bipartite quantum state on A and B and let ε ≥ 0. Then, we define the ε-smooth min-entropy of A given B as
The maximization is taken over quantum states in an ε-ball of statesρ AB that satisfy P (ρ AB , ρ AB ) ≤ ε, where P denotes the purified distance (see [14] for a definition and properties).
The above argument leading to (7) can be generalized to smooth min-entropy and results in the bound ≤ H 2 √ Δ min (X|E) for the maximum number of extractable bits that are Δ-close to uniform conditioned on E. Crucially, our extended version of the Leftover Hash Lemma (Lemma 2) implies that this bound can be reached, up to additive terms of order log(1/Δ). We thus conclude that the min-entropy of X conditioned on E, in particular its "smoothed" version, is an accurate measure for the amount of uniform randomness (conditioned on E) that can be extracted from X.
III. TWO-UNIVERSAL FAMILIES OF HASH FUNCTIONS
The notion of two-universal hashing has been introduced by Carter and Wegman [15] . A family F of functions from X to Z is said to be two-universal if, for any pair of distinct inputs x and x , and for f chosen uniform at random from F, the probability of a collision f (x) = f (x ) is not larger than 1/|Z|. Note that this value for the collision probability corresponds to the one obtained by choosing F as the family of all functions with domain X and range Z.
Later, the concept of two-universal hashing has been generalized to arbitrary collision probabilities δ [16] .
Definition 3. A family of functions
for any x = x and for F chosen uniformly from F.
A two-universal family as above simply corresponds to the special case δ = 1/|Z|.
The classical Leftover Hash Lemma (Lemma 1) can be generalized to δ-almost two-universal hash functions [1] . More precisely, when extracting an -bit string from data X, its distance from uniform conditioned on E is bounded by
IV. MAIN RESULT
Our main result is a generalization of the Leftover Hash Lemma for δ-almost two-universal hash functions which is valid in the presence of quantum side information. While the statement is new for general δ-almost two-universal hash functions, the special case where δ = 2 − has been proved previously by one of us [10] .
Lemma 2 (General Leftover Hash Lemma). Let X be a random variable, E be a quantum system, and F be a δ-almost two-universal family of hash functions from X to {0, 1} . Furthermore, let ε ≥ 0 be a smoothing parameter. Then, on average over the choices of f from F, the output Z := f (X) is Δ-close to uniform conditioned on E, where
Note that inserting δ = 2 − into the first expression for Δ yields a formula which is less tight than (9) . The latter, therefore, requires a separate proof.
V. PROOF IDEA
The full proof of Lemma 2 will be detailed in a forthcoming paper [17] . The main ideas of the proof of the statement for δ-almost two-universal families follow.
1) Let Δ f be the distance from uniform (cf. (3)) and ρ
[f ]
ZE be the quantum state (cf. (2)) after applying a particular choice of hash function f . The average distance from uniform, Δ, is bounded by
where we introduced the state
ZE , its marginals ρ E and ρ F , and a Hilbert space H F with orthonormal basis {|f f | F } f ∈F .
2) The trace distance on the r.h.s. can now be bounded by a quantum generalization of the collision entropy (Rényi-entropy of order 2) of Z given E and F, i.e.
where the collision entropy is given by
for a bipartite quantum state ρ AB on A and B. 3) Next, we use the fact that the collision probability, classically given by
does not increase by more than δ under the application of a hash function chosen uniformly at random from a δ-almost two-universal family. Formally, we have
where · denotes the expectation value over f ∈ F. Note that substituting a classical state into (10) leads to H c (X|E) = − log p coll (X|E). Hence, the quantum generalization of the above statement yields a bound on the collision entropy after hashing, H c (Z|EF), in terms of the collision entropy before hashing, H c (X|E):
Summarizing the above results, we have a first bound on the distance to uniform as
4) The resulting inequality can now be smoothed by considering a stateρ XE of the form (2) that is (ε +ε)-close to ρ XE in terms of the purified distance, where we take ε ≥ 0 andε > 0. We apply the hashing onρ XE to defineρ FZE , which is then (ε +ε)-close to ρ FZE due to the monotonicity under quantum operations of the purified distance (see Lemma 7 in [14] ). Using the triangle inequality of the trace distance and the fact that the trace distance is upper bounded by the purified distance (see Lemma 6 in [14] ), we find
We now apply the same considerations that lead to (11) to the r.h.s. of the above inequality. This leads to
5) Finally, we use the fact that the min-entropy lower bounds the collision entropy. Classically, the relation
follows directly from the definition of H c and H min as Rényi-entropies [18] of order 2 and ∞, respectively. The generalization of this inequality to our definitions of the quantum min-entropy and the quantum collision entropy is a main technical contribution of this work. 6 It states that there exists a stateρ XE of the form (2) that is (ε+ε)-close to ρ XE and satisfies
Together with (12) , this implies the first statement of Lemma 2.
VI. APPLICATIONS AND RELATED WORK
Quantum versions of the Leftover Hash Lemma [10] for two-universal families of hash functions have been used in the context of privacy amplification against a quantum adversary [8] , [11] . This application has gained prominence with the rise of quantum cryptography and quantum key distribution in particular. There, the side information E is gathered during a key agreement process between two parties 6 Note that other generalizations using slightly different definitions of the quantum min-entropy or the quantum collision entropy are known (see, for example, Renner [10] ) and can be used to prove (9) but not the statement for δ-almost two-universal families. Furthermore, these generalization do not require the introduction of the additional smoothing parameterε, which leads to the simpler bound of (9) .
by an eavesdropper who is not necessarily limited to classical information processing. The quantum generalization of the Leftover Hash Lemma is then used to bound the amount of secret key that can be distilled by the two parties.
The restriction to two-universal families of hash functions leads to the need for a random seed of length Θ(n), where n is the length in bits of the original partially secret string. This seed is used to choose f from a two-universal family F. The main result of this paper, Lemma 2, and a suitable construction of a δ-almost two-universal family of hash functions 7 allow for a shorter seed of length proportional to , log n and log 1 Δ . The length of secret key that can be extracted with this method is only reduced by a term proportional to log 1 Δ compared to the extractor using two-universal hashing. Furthermore, the generalized Leftover Hashing Lemma allows for an extension of existing cryptographic security proofs to δ-almost twouniversal families of hash functions and may lead to a speed-up in practical implementations. 8 Recently, the problem of randomness extraction with quantum side information has generated renewed interest. For example, XORing a classical source about which an adversary holds quantum information with a δ-biased mask (as in [22] ) results in a uniformly distributed string even when conditioned on quantum side information [23] 9 . However, to achieve even shorter seed lengths, more advanced techniques such as Trevisan's [25] extractor have been studied in [26] - [28] . In [27] , it is shown that a seed of length O(polylog n) is sufficient to generate a key of length ≈ H min (X) − log dim H E , where dim H E is a measure of the size of the adversary's quantum memory. In [28] , the result was extended to the formalism of conditional min-entropies. They attain a key length of ≈ H ε min (X|E), which can be arbitrarily larger than H min (X) − log dim H E . Furthermore, as we show in (7), this key length is almost optimal. Our result may be useful to further improve the performance of these extractors (see discussion in [28] ).
Furthermore, our result should be used instead of the classical Leftover Hashing Lemma whenever randomness is extracted in a context governed by the laws of quantum physics. For example, consider a device that needs a seed that is random conditioned on its internal state. In this case the use of the classical Leftover Hashing Lemma instead of its quantum version, Lemma 2, corresponds to the implicit and potentially unjustified assumption that the device does not make use of quantum mechanics.
