As haditional shot segmhtation may not produce video segments that possess one-to-one correspondence to semantic views, we present an integrated segmentation and classification approach to label soccer video into semantic units in this paper. In our system, each P frame is divided to a 6 by 4 blocks with color and motion features extracted on both block and h e levels. First, a threshold is used to divide the video stream into relatively static parts and active parts. Then every active part is segmented into subparts according to 4 view types and the motion features are used to classify segments with Support Vector Machines. Finally, static parts are merged with classified active sub parts to form labeled segments. Four 10-minute test clips from the World Cup 2002 are used to evaluate our system resulting in a promising classification rate of 79.8%.
INTRODUCTION
A lot of effort has been put into video retrieval and classification in the past few years. Low-level features such as color, motion and texture are used, but the results are not satisfactory. Researchers are still looking for effective way to bridge the gap between low-level features and semantic meanings. In [I] , a soccer video analysis system was presented to classify soccer video into p l a y h a k structure by rules. The broad semantic structure extracted is only a good start. In [2], the color, edge and domain rules were used to detect events in tennis. The color-based adaptive filtering is impressive, but comparing unknown events with well-defined sample events in database is rather simplistic.
In [3], the authors used energy redistribution functions and 3 templates to extract motion feature for event detection. The complexity of computing energy for each macro block is high and using motion features alone may make the system less robust.
In this paper, we present a novel system to segment and class@ soccer video based on color and motion features (Fig. 1) . A key objective is to use the labeled segments for event detection later [4] . There are three main phases, namely, preprocessing, segmentation and classification and Premocessinq: a short training video is used to compute field colors automatically. post-processing:
1. The paper is organized as follow. In Section 2, the motivation and definition of visual keywords for soccer video is presented Our approach is detailed in Section 3 followed by experimental results in Section 4.
VISUAL KEYWORDS AND VIEW TYPES

Definition of Visual Keywords
Traditionally, the Erst step to process a video stream is to perform shot segmentation. A shot is defined as a sequence of frames generated between the start and end of a continuous camera operation, and the main purpose of doing this is to simplify computational complexity in processing. But a shot may not correspond w e l l to semantic meaning.
For example, when the image frame sequence in a typical soccer video in Fig.2 is segmented using color histogram into shots, the sequence will be divided into at least two segments due to the significant changes in the backgrounds between two consecutive frames. However as the sequence in Fig. 2 shows the successfully defend by the player, one would prefer to label them as one semantic segment. Another example is shown in Fig.3 . The whole shot includes three areas in the field penalty boxes of both side and the area between them. Because most of important events such as shooting, scoring happened withii or around penalty box, a sequence of frames including penalty box to show actions happened around it should be considered a semantic segment, which is different kom a sequence of frames showing actions around the m t e r circle, which should be regarded as another semantic segment. But traditional method for shot segmentation will not segment in this case. Hence we argue that shots are not the most appropriate semantic Units in soccer video. On the other hand, the authors of [6] defined some semantic labels for shots. But some of them are not consistent enough. For example, "Corner Kick" is rather considered
as an event than a meaningful label for certain shot. Thus a consistent and comprehensive set of semantic labels is necessary for soccer video. In this paper, our intent is to define a set of simple and atomic semantic labels called visual keywords for soccer video ( Table 1) . As an intermediate representation to bridge the semantic gap between low-level features and semantic understinding, these visual keywords can form the basis for event detection in soccer video [4] . Hence the objective of our system is to segment and classify a soccer video stream into semantic Units labeled with visual keywords as defined in Table 1 . GCT) , the system keeps it in the Upper Green Table ( UGT) if this block is believed to be colored with field color and is within the upper half of a P frame; or keeps it in the Lower Green Table ( LGT) if it is colored with a green color and is withiin the lower half of a P W e . In order to reduce effects of noise (field green colors could be found in audience too; also a field green color appears different under different camera shooting positions), the size of UGT (m) is set to be larger than that of LGT (n). In ourexperiments, m = 11 andn = 6.
Video Segmentation and Classification
A video stream is first divided into relatively static parts and active parts. For active parts, they are further segmented into subparts according to 4 view types using color histogram. Next for those sut-parts, motion features (means and standard deviations of magnitudes and angles of motion vectors at block level and distribution of motion directions) are used to classify them with help of S V U M e r this phase, each subpart is assigned with a Visual Key Word
Static uarts and Active uarts:
For each P Game, sum of all motion vectors' magnitudes, Mag, is calculated Setting a certain threshold, a video stream can be divided into relatively static parts and active parts (shown as 'AI' and 'A2' in Fig. 1) . The motion features in a static part are ignored and the key frames extracted are considered as its representative. The threshold is determined empirically. In our system, the threshold is set to 60. Shown as 'D' in Fig. 1 , static parts are processed again in post-processing phase.
Serrmentation by view Wes and color h i s t o m :
As mentioned above, the 4 view types correspond to 4 different green I non-green kame types. The system 
2.
Get the dominant color (Cd) of a block; If Cd is in the upper half of a P frame, the block is converted to non-green unless its Cd is in the UGT. If so, it is converted to green cola. 3. If c d is in the lower half of a P frame, the block is converted to non-green unless its Cd is in the LGT. If so, it is converted to green color. Then f a each of the four rows of a P frame, the number of colors (except colors in UGT or LGT) is computed and the decision d e s shown in Fig. 7 are used to do segmentation ('B' in Fig. 1 ).
Green non- For testing purpose, we segmented the two soccer videos into subparts and labeled each subpart according to the VKWs in Table 1 manually and used them as test data, Our experimental results (Table 2) show that green / non-green frames and color numbers are adequate to do segmentation, which can provide a good foundation for further classification. Table 2 Results of view type classification Classification bv motion features: When converting a P frame to a grdnon-green frame, the motion features of each block of this frame are also
From Table 3 , we see that it is not easy to recognize M A / S segments from others, because the motion pattern between each two of 'WNS W S ' and "AIS W S ' are not discriminative enough. And also, replays may effect the results. For example, given a frame showing a standing player in the field with lots of other players' legs at the upper part of this frame, it is possible to be labeled it as WNS.
Post-processing
In this phase, shown as 'D' in Fig. 1 , both relatively static parts and active subparts processed Generally speaking, a static part may contain several meaningful subparts. So, the system lint segments a static part by color histogram. In practice, we adjust the threshold so that a static part contains no more than two subparts. The last S* &me of its left neighbor and 5* frame of its right neighbor are selected as their comparable references. The fifth frame of a static subpart is extracted as its key frame. The differences between the key frame and comparable references are computed to decide which neighbor a subpart is to merge with, if the difference is below a threshold Otherwise, the subpart is to be abandoned. As a result, segments labeled 'MA/S, 'HAIS', or 'WAJS', are divided into relatively active and static subsegments by a threshold set manually.
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EXPERIMENTAL RESULTS
As mentioned above, the segmentation and classification methods are shown to be effective. We used 4 10-minute clips (no replays and commercials) fiom the second halves of the 2 videos to test the whole system. The results are shown in Table 4 . and active subparts are processed to produce final labeled segments.
As the system uses color features to segment relatively active parts and if the field colors of a game are very different fiom those in our test data, the results of segmentation by color will be worse, hence affecting the results of classification by motion features.
In future, we would focus on makiig the system more robust with more features, such as audio and texture. Last but not least, we would compare different motion representations for better motion features.
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WORK
In this paper, we have presented a novel method for segmenting and classifying soccer video segments using color and motion features. It will form the basis for further event detection in soccer video [4]. The video stream is first divided into relatively static parts and active parts. For active parts, they are segmented into four view types by using color features (green I non-green colors and color histogram). Then, for those sub-parts belonging to one view type, motion features are used to further classify them using SVM. In the post-processing phase, relatively static parts 
