Additive regression models have a long history in multivariate nonparametric regression. They provide a model in which each regression function depends only on a single explanatory variable allowing to obtain estimators at the optimal univariate rate. Beyond backfitting, marginal integration is a common procedure to estimate each component. In this paper, we propose a robust estimator of the additive components which combines local polynomials on the component to be estimated and marginal integration. The proposed estimators are consistent and asymptotically normally distributed. A simulation study allows to show the advantage of the proposal over the classical one when outliers are present in the responses, leading to estimators with good robustness and efficiency properties.
Introduction
Several authors have dealt with the dimensionality reduction problem in non-parametric regression models. In particular, additive models allow the modelling of a response Y as a sum of smooth functions of individual covariates X = (X 1 , . . . , X d ) t . The advantage of additive models over general non-parametric regression models is that they allow to circumvent the so-called curse of dimensionality, which is caused by the fact that the expected number of observations in local neighbourhoods decreases exponentially as a function of the dimension d of the covariates. More precisely, Stone (1985) defined the curse of dimensionality as "being that the amount of data required to avoid an unacceptably large variance increases rapidly with increasing dimensionality". This results in the poor convergence rate of the estimators which, as it is well known, depends exponentially on the dimension and on the degree of smoothness of the regression function. To be more precise, let (X t , Y ) be a random vector where Y ∈ R is the dependent variable and X ∈ R d is the vector of explanatory variables. Consider the non-parametric regression model Y = g(X) + σ(X)ε where the error ε is independent of X and centered at zero and g : R d → R is the function to be estimated. Stone ( , 1982 showed that the optimal rate for estimating g is n −ℓ/(2ℓ+d) where ℓ is the degree of of smoothness of g.
To face this problem, Stone (1985) and Hastie and Tibshirani (1990) considered additive models which generalize linear models, solve the problem of the curse of dimensionality and provide easily interpretable models. Additive models assume that g(x) = µ + d j=1 g j (x j ) where µ is the location parameter and the additive components g j : R → R satisfy some additional condition to be identifiable such as Eg j (X j ) = 0. One of the advantages of additive models is that they allow for independent interpretation of the effect of each variable on the regression function g, as in linear regression models. Besides, as shown by Stone (1985) , for such regression models the optimal rate for estimating g is the one-dimensional rate of convergence n −ℓ/(2ℓ+1) leading to dimensionality reduction through additive modelling.
Several estimation procedures to fit additive models have been proposed in the literature. The iterative method called backfitting proposed by Buja, Hastie and Tibshirani (1989) and Hastie and Tibshirani (1990) is one of the most popular procedures. Even if the procedure converges quickly, its iterative nature makes difficult to analyse its statistical properties. Besides, the backfitting algorithm does not allow to estimate derivatives since it does not give a closed form for the estimator. On the other hand, the marginal integration procedure proposed by Tjøstheim and Auestad (1994) and Linton and Nielsen (1995) and generalized by Chen et al. (1996) allows for the derivation of a closed form for the estimator and has been shown to work very well in simulation studies, see Sperlich et al. (1999) . In particular, Severance-Lossin and combine the integration procedure with a local polynomial approach to estimate simultaneously the additive components and its derivatives. When first moments exist, the idea beyond marginal integration is to estimate the marginal effects defined as the expectation of Y with respect to the random error ε and all the covariates except the X α which is fixed. The marginal effect says how Y varies in average when X α varies. If the true multivariate function g is additive, the marginal effects match with the additive components g α , except for the constant µ, allowing for precise estimations under an additive model. The estimators are obtained estimating, in a first step, the multivariate function g and then, using the marginal integration procedure to obtain the marginal effects.
As in other non-parametric settings, the estimators obtained through marginal integration can be seriously affected by a relatively small proportion of atypical observations if the smoother chosen to estimate the multivariate function g is not resistant to outliers in the response variable. As is well known, in a non-parametric framework outlying observations can be even more dangerous than in a parametric model, since extreme points affect the scale and the shape of any estimate of the regression function based on local averaging, leading to possible wrong conclusions. This has motivated the interest in combining the ideas of robustness with those of smoothed regression, to develop procedures which will be resistant to deviations from the central model in non-parametric regression models. In this paper, we go further and we focus on robust estimators for additive models leading to reliable non-parametric regression estimators when atypical responses arise and which attain a univariate rate of convergence. Indeed, we seek for consistent estimators of the regression function g without requiring moment conditions on the errors ε i so as to include the well-known α-contaminated neighbourhood for the errors distribution. More precisely, in a robust framework, one looks for procedures that remain valid when ε i ∼ F 0 ∈ F α = {G : G(y) = (1 − α)G 0 (y) + αH(y)}, with H any symmetric distribution and G 0 a central model with possible first or second moments. No moment conditions are required to the errors so that outliers correspond to deviations on the errors distribution.
In this framework, some resistant procedures for additive models based on M −smoothers have been considered previously in the literature. Bianco and Boente (1998) considered robust estimators for additive models using kernel regression. Their approach, which is a robust version of that considered in Baek and Wehrly (1993) , has the drawback of assuming that Y −g j (X j ) is independent from X j , which is difficult to justify or verify in practice. Robust estimators based on backfitting and penalized splines M −estimators have been proposed for generalized additive models by Alimadad and Salibian-Barrera (2012) and Wong et al. (2014) . In the particular case of the non-parametric regression model Y = g(X) + σ(X)ε, with g(x) = µ + d j=1 g j (x j ), the procedures considered in Alimadad and Salibian-Barrera (2012) and Wong et al. (2014) assume that the scale function is known. For generalized additive models with nuisance parameters, Croux et al. (2011) provides a robust fit using penalized splines, while recently combines the backfitting algorithm with robust univariate scale equivariant smoothers to provide robust estimators under an additive model with unknown scale. However, up to our knowledge, except for the estimators considered in Bianco and Boente (1998) , the asymptotic distribution of the estimators mentioned above has not been obtained.
On the other hand, Li et al. (2012) introduced robust estimators of the additive components g j using local linear regression and marginal integration and derived their asymptotic behaviour. Besides assuming that the scale is known, the main disadvantage of the procedure defined in Li et al. (2012) is that the estimators solve the curse of dimensionality only when d ≤ 4, since the local multivariate polynomial considered is of order one. This effect has also been described for the classical estimators, based on a local least squares approach, by Hengartner and Sperlich (2005) and Kong et al. (2010) who noted that to solve the curse of dimensionality the order of the local polynomial approximation should increase with the dimension of the covariates, leading to a higher numerical complexity. To avoid this problem, Severance-Lossin and modified the initial estimators used in the integration procedure, using higher order kernels and local polynomials that depend only on the covariate X j related to the j−th additive component to be estimated.
In this paper, we introduce robust estimators of the additive components using local polynomials on the component to be estimated and marginal integration. In this sense, our approach can be viewed as a robust version of the estimators defined in Severance-Lossin and Sperlich (1999) . Besides, our proposal allows to provide also robust estimators of the derivatives of the marginal components. Taking into account that in some studies, specially in many biological situations, missing responses may arise, we will provide a unified approach for complete data sets and for data sets in which responses are missing at random. The rest of the paper is organized as follows. Section 2 introduce the family of estimators to be considered. Consistency results and the asymptotic distribution are derived in Sections 3 and 4, respectively. Finally, the results of a numerical experiment conducted to evaluate the performance of the proposed procedure with respect to its classical counterpart defined in Severance-Lossin and are reported in Section 5. Proofs relegated to the Appendix.
The estimators
We will consider robust inference with an incomplete data set ( 
where the error ε is independent of X with symmetric distribution F 0 (·), that is, we assume that the error's scale equals 1 to identify the scale function. Hence, when second moments exist, we have that
is the conditional variance function. Some additional conditions to be discussed below on the marginal components need to be require in order to guarantee identifiability.
Our aim is to estimate the non-parametric regression components g j and its derivatives in a robust way with the data set at hand. An ignorable missing mechanism will be imposed by assuming that δ and Y are conditionally independent given X, i.e.,
To define the conditions needed for identifiability, we begin by fixing some notation. We will partition X i and x into a scalar and a (d − 1)−dimensional sub-vectors. To avoid burden notation, we denote X i = (X i,α , X t i,α ) t and x = (x α , x t α ) t , respectively where x α and x α are the directions of interest and not of interest, respectively. As in Linton and Nielsen (1995) and Nielsen and Linton (1998) , let Q be a given probability measure with density q(x). Denote as q α (x) dx = dQ α (x) and q α dx α = dQ α (x α ) where Q α stands for the α-th marginal of the measure Q and Q α corresponds to the marginal of x α . From now on, the additive components will be identified using the condition
In particular, when q = f X the density of X, equation (2) corresponds to Eg α (X α ) = 0 for α = 1, . . . , d. However, to define the estimators we assume that the marginal q α is known and so the choice q = f X is not a valid one. It is worth noting that the location parameter µ equals g(x)dQ(x), so it can be estimated with a root−n rate of convergence using a preliminary regression estimator. For that reason, throughout this paper, we assume that µ = 0, i.e., g(x)dQ(x) = 0. Hence, the model to be considered throughout this paper is
where the error ε is independent of X and has a symmetric distribution F 0 .
The estimators to be defined are based on initial local polynomial M −estimators of order q for the regression function g, where the polynomial to be considered is expanded only on the component of interest. More precisely, if we are interested in estimating g α (x) the α-th additive component, the estimator to be considered treat differently the covariate X α which corresponds to the direction of interest and the other ones, calculating a robust local polynomial of order q only on the α−th direction. As for the estimators introduced in Severance-Lossin and , the use of higher order kernels will allow to obtain resistant estimators of the additive component which achieve the optimal univariate rate of convergence.
To reduce the effect of outliers on the regression estimates, we replace the square loss function in Severance-Lossin and Sperlich (1999) by a function ρ with bounded derivative. Usually, the loss function depends on a tuning constant c allowing to achieve a given efficiency, so that it can be written as ρ(u) = ρ c (u) = c 2 ρ 1 (u/c). Typical choices for the loss function are the Huber-loss function defined as ρ 1 (u) = ρ h (u) = (u 2 /2) I |u|≤1 + (|u| − 1/2) I |u|>1 otherwise. The Tukey's loss defined as ρ 1 (u) = ρ t (u) = min 3u 2 − 3u 4 + u 6 , 1 provides an example of bounded loss function. The bounded derivative of the loss function controls the effect of outlying values in the responses. As it is well known, to obtain robust scale invariant estimators, the residuals must be standardized using a robust scale estimator. For that reason, from now on, s(x) stands for a preliminary robust consistent scale estimator which can be taken, for instance, as the local mad defined in Boente and Fraiman (1989) . If the additive model has homoscedastic errors, i.e., if σ(x) ≡ σ for all x, the estimator s(x) ≡ s to be considered below can be defined as the mad of the residuals obtained with a simple and robust nonparametric regression estimator, such as the local median.
Assume that we are interested in estimating g α which is assumed to be a continuously differentiable function up to order q. Denote as g (ν) α (x α ) the derivative of order ν of the component g α and let
. . , h q ) is diagonal bandwidth matrix. When there is no confusion, we will avoid the superscript (α) to avoid burden notation.
The preliminary estimator of the regression function g(x) denoted g mq,α (x) is defined as g mq,α (x) = β 0 (x), where the letter M indicates that we are using a local M −estimator and the subscripts "q, α" indicate the order of the local polynomial used on the α-th component of x.
Finally, the robust estimator of the α-th component is obtained through the marginal integration procedure as
an estimator of the derivative of order ν, 1 ≤ ν ≤ q of g α is given by
Finally, the robust estimator of the multivariate regression function g is defined as
When µ = 0, in the expressions of the marginal component estimators an estimator µ of µ should be substracted in order to obtain consistent estimators, that is, the estimator of g α equals g α,mq,α (x α ) = g mq,α (x α , u α )q α (u α ) du α − µ, while the estimator of the multivariate regression function g is g mq,α (x) = µ+ d α=1 g α,mq,α (x α ). A possible choice for µ is to compute a robust location estimator a of the residuals
However, this estimator does not necessary have a root−n order of convergence, a fact which has already been mentioned by Sperlich et al. (1999) for the classical estimators.
It is worth noting that when ρ is continuously differentiable with derivative
satisfies the following system of equations
where
Consistency
In this section, we will show that the estimators defined in Section 2 are strongly consistent. Recall that the preliminary local M −estimator based on local polynomials of order q, g mq,α (x), is adapted to the additive component α we want to estimate. Hence, we fix α = 1, . . . , d and to derive strong consistency results for the estimator of the additive component g α , we state the conditions adapted to the choice of α. The kernels to be used are also adapted to this framework. However, in order to allow more flexibility, we will not restrict the bandwidth choice to h α,n = h n and h j,n = h n for j = α allowing different bandwidths for each component.
In what follows, C stands for any compact set and for any function m : R d → R we denote as i(m) = inf x∈C m(x). Let 1 ≤ α ≤ d be fixed and denote as s
The following set of assumptions will be needed.
A0
The product measure Q has compact support S Q contained in the support S f of f X . 
A2
The density function, f X (x), of X and the missingness probability p (x) are bounded over the compact C ⊂ S f and such that i(p) > 0. i(f X ) > 0. Moreover, p and f X are continuous in a neighbourhood of C.
A3 σ(x) and g(x) are continuous functions of x in a neighbourhood of C and i(σ) > 0.
A4 a) For all j = 1, . . . , d, the marginal component g j is continuously differentiable in a neighbourhood of the support, S j , of the density of X j with derivative g ′ j = g b) The matrix
A6
The bandwidth sequences are such that h j,n → 0 and n d j=1 h j,n /log n → ∞.
A7
The function ρ is an even and three times continuously differentiable function with bounded derivatives ψ = ρ ′ , ψ ′ and ψ ′′ . Furthermore, E(ψ ′ (ε)) > 0 and ζ(u) = uψ ′ (u) and ζ 2 (u) = uψ ′′ (u) are bounded.
A8
The scale estimator s(·) satisfies that sup x∈C | s(x) − σ(x)| a.s.
−→ 0.
Remark 3.1. Assumptions A3 to A6 are standard conditions to derive consistency results in nonparametric regression models. Assumption A1 establishes that the model is an additive one where the components are identifiable. On the other hand, A0 is a standard condition when using marginal integration procedures. It is worth noting that A2 implies that some response variables are observed for all x ∈ C, which is a common assumption in the literature of missing data. Note that A5 implies that s i,j = 0 if i + j is odd. Assumptions A1 and A7 imply that Eψ(ε/σ) = 0 for any σ > 0. Assumption A7 is a standard condition on the score function when local polynomials and scale estimators are considered. Finally, A8 requires uniform consistency of the preliminary scale estimator which is needed to derive uniform consistency of the initial regression function. Note that A4 entails that the derivative of g α of order q + 1, g
Remark 3.2. It is easy to see that A3 and A8 imply that the robust scale estimator has upper and lower uniform bounds almost surely. More precisely, if A = inf x∈C σ(x)/2 and B = (3/2) sup x∈C σ(x) we have that P (∃ n 0 such that for all n ≥ n 0 and for all x ∈ C A < s(x) < B) = 1 .
On the other hand, if we denote as a σ (x) = σ(x)/ s(x), A3 and A8 imply
From now on, we denote as H (α) the diagonal matrix given by
Proposition 3.1. Let C ⊂ S f be a compact set such that A2 is satisfied. Assume that A1 to A8 hold. Then, there exists a solution β(x) of (6) such that
−→ 0 where
α (x α ), . . . , g
α (x α )) t and g
(1)
Theorem 3.1 shows the consistency of the marginal integration estimator of the regression function and its derivatives when using local polynomials of order q in the direction α. We omit the proof of Theorem 3.1 since it follows straightforwardly from Proposition 3.1 using similar arguments to those considered in the proof of Theorem 3.2.3 in .
Theorem 3.1. Assume that A0 to A8 hold with C = S Q ⊂ S f and some fixed α. Denote as C α the support of q α . Then, we have that
Furthermore, if for any α = 1, . . . , d, A0 to A8 hold for the kernels used to define the α−th additive component estimators and
Asymptotic distribution
In this section, we derive the asymptotic distribution of the α−th additive component estimator. As in Severance-Lossin and Sperlich (1999), we will assume that to compute the preliminary estimator g mq,α (x) the diagonal bandwidth matrix H d is such that its α−th diagonal element equals h α and the remaining ones are h, i.e., we assume that h j = h, for j = α. Moreover, we will consider two different univariate even and bounded kernels, K and L. The kernel K is positive and used over the α−th coordinate of x, i.e., K α = K. On the other hand, the kernel L is used on the remaining components of x, that is, K j = L, for j = α. Furthermore, to obtain a univariate rate of convergence for the α−th additive component estimator L will be chosen as a kernel of order
Clearly, the choice of kernel and bandwidth as well as the computation of the preliminary estimator need to be done for each additive component to be estimated, making the method computationally expensive. Thus, to gain in convergence rate some numerical complexity seems to be necessary.
Throughout this section, we will assume an homoscedastic model, that is, σ(x) ≡ σ so that the additive model can be written as Y = d j=1 g j (X j ) + σ ε where the error ε is independent of X and has a symmetric distribution F 0 with scale 1, so as to identify σ. We will also assume that a robust root−n convergent scale estimator s of σ is available.
Due to the kernels choice and the homoscedasticity assumption, assumptions A1, A4 and A5 will be replaced by the following ones.
)+σ ε where the errors ε i are independent of X i with symmetric distribution F 0 and the functions g α verify (2).
N2 For all j = 1, . . . , d and j = α, the marginal component g j is ℓ times continuously differentiable in a neighbourhood of the support S j of the density X j and g
j is bounded. Besides, g α is continuously differentiable until order q + 1 and the derivative q + 1, g b) The kernel K α is such that the matrix
N5
The function q α (u) is continuous and the functions f X (u) and p(u) are continuously differentiable up to order ℓ. Furthermore, sup x∈S Q f X (x) < ∞, inf x∈C f X (x) > 0 and inf x∈C p(x) > 0, where C ⊂ S f stands for some compact neighbourhood of S Q .
Assumptions N2 to N4 correspond to assumptions A3, A1 and A2 in Severance-Lossin and Sperlich (1999), respectively. Note that the order ℓ of the kernel L is an even number, since L is an even function. Also, notice that N2 implies that sup x∈S Q |g(x)| < ∞. The proof of the asymptotic distribution of the preliminary estimators g mq,α (x) can be found in Martínez (2014) .
Denote as λ(a) = Eψ(ε 1 + a) and λ 1 (a) = Eψ ′ (ε 1 + a). Given a symmetric matrix A ∈ R m×m , ν 1 (A) ≤ · · · ≤ ν m (A) stand for the eigenvalues of A.
Theorem 4.1. Assume that A0, A2, A7 and N1 to N5 hold and that the function λ(a) has bounded Lipschitz continuous derivatives up to order ℓ − 1, in a neighbourhood of 0. Let s be a consistent estimator of σ such that
be a solution of (6) with
α (x α )/q!) t and g
Then, we have that
with v
Remark 4.1. It is worth noting that as in other nonparametric settings, the asymptotic bias does not depend on the score function. Moreover, the score function appears in the asymptotic variance through the quantity
which is similar to that given in the location setting. Hence, to calibrate the estimators to attain a given efficiency it is enough to choose the same tuning constant as in a location model.
Assume that the smoothing parameter h in the directions not of interest is such that h = γn −τ .
if and only if τ > (q+1)/(ℓ(2q+3)). On the other hand, n q+1
Hence, bandwidth rate of h must satisfy
which implies that the practitioner must choose a kernel L with order at least the dimension of the covariates, i.e., ℓ ≥ d. 
and V α given in Theorem 4.1.
It is worth noting that s
is such that its j−th component, 1 ≤ j ≤ q + 1, equals 0 when q + j is odd since K α is an even function. Hence if q + ν + 1 is odd, or equivalently, when q − ν is even, the bias will be 0. Hence, the bias term in the estimation of g
α appears only when q − ν is odd.
Monte Carlo Study
This section contains the results of a simulation study conducted with the aim of comparing the performance of estimator defined in Section 2 with that of its classical counterpart introduced in Severance-Lossin and , which corresponds to the choice ρ(u) = u 2 . We have performed N = 500 replications taking samples of size n = 500 when the dimension of the covariates is d = 2 and d = 4. We considered samples without outliers and also samples contaminated in different ways. For d = 2, we also included in our experiment cases where the response variable may be missing. All computations were carried out using an R implementation of our algorithm, which can be provided upon request.
To generate missing responses, we first generated observations (
independent Bernoulli random variables such that
we used two different missing probabilities: p(x) ≡ 1, which corresponds to the case where all the responses are observed, and p(x) = p 2 (x) = 0.4 + 0.5(cos(x 1 + 0.2)) 2 , which yields around 31.5% of missing responses. For d = 4, we only report the results for p(x) ≡ 1.
In all cases, we considered polynomials of order q = 1. The smoothers were computed using the Epanechnikov kernel
we choose K α as the Epanechnikov kernel and L the fourth order kernel L(u) = (15/32)(1 − u 2 )(3−7u 2 )I [−1,1] (u) when estimating g α . We compared the classical marginal integration estimator denoted g c with the robust marginal integration estimator, denoted g r , using the Huber's loss function with tuning constant c = 1.345. To identify the marginal component estimators, we added a subscript indicating the additive component label.
The performance of each estimator g j of g j , 1 ≤ j ≤ d, was measured through the following approximated integrated squared error (ise):
where X ij is the jth component of X i and δ i = 0 if the i-th response was missing and δ i = 1 otherwise. A similar measure was used to compare the estimators of the regression function g = µ + d j=1 g j .
Monte Carlo study with d = 2 additive components
In this case, the covariates were generated from a uniform distribution on the unit square,
, the error scale was σ 0 = 0.5 and the overall location µ = 0. We choose as measure in the integration procedure Q = U ([0, 1] 2 ) and the integral in (5) was approximated as the mean over 500 points generated according to Q.
The additive components were chosen to be
We have fixed both bandwidths h 1 and h 2 in 0.1. These are values close to the optimal ones with respect to the integrated mean square error for the bandwidth h α = βn −1/5 given in N3 (see Severance-Lossin and Sperlich, 1999) .
For the errors, we considered the following settings:
• C 2 : u i ∼ N (10, 0.01) for all i's such that X i ∈ D 0.09 , where D η is as above.
Case C 0 corresponds to samples without outliers and they will illustrate the loss of efficiency incurred by using a robust estimator when it may not be needed. The contamination setting C 1 corresponds to a gross-error model where all observations have the same chance of being contaminated. On the other hand, case C 2 is pathological in the sense that all observations with covariates in the square [0.2, 0.29] × [0.2, 0.29] are severely affected. Note that we choose an area where the interval length is smaller than the bandwidth, otherwise, the initial estimator will be severely affected. Finally, case C 3 is a gross-error model with a higher probability of observing an outlier, but these are restricted to the square [0.
To summarize the values of ise( g j ) and ise( g) over replications, we report an approximation of the mean integrated squared error, denoted mise, which is obtained by averaging de ise over all replications, and a more robust measure, denoted medise, that corresponds to the median over replications of the ise. The obtained results are given in Table 1 , for the different errors distributions as well as for data sets with and without missing responses. Table 1 : mise and medise of the estimators of the regression functions g, g 1 and g 2 under different contaminations, for the complete data and for sets with missing responses.
As expected, when the data do not contain outliers or missing responses, the robust estimators shows larger medise values than the classical estimators based on the square loss function. In a few cases, the mise values of the robust estimators are slightly smaller than those of the classical ones. However, all these differences are well within the Monte Carlo margin of error. For contaminated errors, the behaviour of the classical and robust estimators are quite different. The contamination setting C 1 is the worst for the estimators defined in Severance-Lossin and , since a 15% of the observations are contaminated with a large residual. Effectively, under C 1 , the mise of the classical estimator of the regression function g is more than 6 times larger than those of its robust counterpart, while the medise is 10 times larger. This difference is smaller when estimating the additive components, but is still important. On the other hand, C 2 seems to affect less the classical estimator. Indeed, under C 2 the mise and medise of g c are twice those of g r , while for each additive component, the mise and medise of the classical estimators are a 50% larger than those of the robust ones. Finally, contamination C 3 seems to be more harmful than C 2 . Effectively, the reported medise values for the classical regression estimator g c are more than 15 times larger than those of the robust estimator g r , while when estimating each additive component the classical estimators medise is 10 times larger than those obtained with its robust counterpart. It is worth noting that the ratio between the classical and robust estimators mise is smaller than when using the medise, although large values are still obtained. This fact may be explained by the presence of a few samples where the estimators, specially the robust estimator, perform differently from the majority of the samples.
When missing responses arise, as one would expect, all estimators have larger mise and medise values than when p ≡ 1 due to the loss of about 31.5% of responses. Beyond this fact, similar conclusions can be drawn regarding the advantage of the robust procedure over the classical estimators.
Monte Carlo study with d = 4 additive components
For this model we generated covariates
, independent errors ε i ∼ N (0, 1) and σ 0 = 0.15. Similarly to what we have set for d = 2, we chose as measure in the integration procedure Q = U ([−3, 3] 4 ) and, as in Section 5.1, the integral in (5) was also approximated as the mean over 500 points generated according to Q.
The additive components chosen are related to those in the numerical study in Severance-Lossin and and correspond to
In this numerical experiment, the bandwidths were selected using a K−fold cross-validation procedure as follows. As usual, we first randomly partition the data set into K disjoint subsets of approximately equal sizes
Note that when estimating the α−th additive component, the bandwidth used for the α−th component is h, while on the nuisance directions we use h. Moreover, the kernels are also modified depending on the component to be estimated. More precisely, when estimating g α , for ℓ = α, K ℓ = L the fourth order kernel described above, while K α is the Epanechnikov kernel.
Denote as g (−k) c,h (x) and g (−k) r,h (x) the classical and robust marginal integration estimators computed with the bandwidths h and h, without using the observations with indices in G k . The classical K-fold cross-validation criterion given by
is minimized over a set H × H of possible bandwidths (h, h).
On the other hand, as is well known, a robust cross-validation criterion needs to be considered when using robust estimators. The robust K−fold cross-validation method used in this numerical study is related to the procedure defined in Boente et al. (2010) and minimizes over H × H the robust criterion
The number of folds K was set equal to K = 5. Due to the computational complexity involved, we only considered the contamination schemes C 0 and C 1 defined in Section 5.1.
To obtain bandwidths satisfying (9) with q = 1, the set H × H of possible values for (h, h) was chosen satisfying h = C n −1/5 and h = C n −τ with τ = 0.12. The constant C took initially five possible values leading to H = {1, 1.5, 2, 2.5, 3}. When the minimum, was attained at h = 3, the grid was enlarged to include values of h ∈ {3.5, 4, 4.5, 5, 5.5}. Note that when h = 1, C ≃ 2.11 and h = C n −1/5 , so we expect in average 3 observations in each 4−dimensional neighbourhood. For that reason, to obtain a reliable estimate of the residual scale σ 0 , independently of the choice of (h, h),a preliminary regression estimator was computed using as bandwidth h σ = (0. 93, 0.93, 0.93, 0.93) . With these bandwidths, we expect an average of 5 points in each 4-dimensional neighbourhood. It is also worth noting that the optimal bandwidth h to estimate g α in this model lead to very small values and were not taken as possible values of the grid.
In this numerical study, the ise of few samples was very different to most of the data sets, probably due to the fact that the bandwidth search was not exhaustive. Hence, to provide summary values for ise( g j ) and ise( g) over replications, we report the median over replications as well as the trimmed mean over replications of the ise with 1% and 5% trimming. Note that the medise corresponds to a 50% trimming. The results obtained under C 0 and C 1 are given in Table 2 . Table 2 : Trimmed mean of the ise for the estimators of the regression functions g and g j , 1 ≤ j ≤ 4 under different contaminations. The trimming values ν considered equal 1%, 5% and 50%.
The numerical experiment for d = 4 yields similar conclusions regarding the advantage of the robust procedure over the classical one than in dimension d = 2. As expected, the robust marginal integration estimator is less efficient than the classical estimator for clean data. Under C 1 , the ise trimmed means of g c are more than 15 times larger than those obtained with g r . Besides, when considering a 1% trimming, the classical estimators of g 1 , g 2 , g 3 and g 4 gives trimmed mean values more than 11, 10, 6 and 8 times larger than those corresponding to the robust estimator. When considering the 5% trimmed mean and the medise, the difference is not so noticeable as with a 1% trimming but it is still large, since in all cases the summary measure of classical estimator is at least the double of that corresponding to the robust estimator.
A Appendix
We begin by fixing some notation which will be useful in the sequel. Denote as
Given a compact set C ⊂ R d , we denote as N ρ (C) the minimum number of balls of radius ρ needed to cover C. Then, we have that C ∈ 
A.1 Proof of Proposition 3.1
We begin by proving some Lemmas that will be helpful in the sequel.
The following Lemma corresponds to the well known exponential inequality for bounded variables and can be seen, for instance, in Pollard (1984) or Ferraty and Vieu (2006) . Lemma A.1.1 is needed to derive Lemma A.1.2 which is a previous step to prove Lemma A.1.3.
Lemma A.1.1. Let {Z i } i≥1 be independent random variables such that EZ i = 0, |Z 1 | ≤ M and σ 2 = EZ 2 i < ∞. Then, for all ǫ > 0 we have that 
compact set with non-empty interior and
b) Let θ n and ρ = ρ n be non-negative numerical sequences converging to zero, such that
and a constant C 0 > 0 such that for any C > C 0 and for all n ≥ n 0 ,
where we avoid the subscript α to simplify the notation.
Hence, using that the kernels K j have compact support in [−1, 1] we obtain that
Using that the kernels K j are Lipschitz of order one and that if K(
which leads to
where c 2 = 2M c 1 .
On the other hand, since ρ/ n j=1 h j → 0, we get that there exists n 1 ∈ N such that for all n ≥ n 1 ,
Observe that, since n is large enough, we may assume that h j < 1 for all j, so
where c 4 = f X ∞ , we obtain that for n ≥ n 1 ,
Then, we have that
On the other hand, the fact that θ −1 n A h ρ ≤ M 2 , for any C > C 0 = 4c 2 c 4 M 2 lead us to
Finally, Lemma A.1.1 for all n ≥ n 1 implies that, for all n ≥ n 1 , if C > C 0 we have that there exist
(A.5) On the other hand, using that |W i (a 1 ) − W i (a 2 )| ≤ M 1 |a 1 − a 2 | and the fact that |a − a s | < ρ, we get that
Then, if n ≥ n 2 we have that
which together with (A.5) concludes the proof of a).
I s with N ρ (I δ ) ≤ 2/ρ. Then, given x ∈ C and a ∈ I δ there exist k, s such that x ∈ B(x k , ρ), a ∈ I s . Besides, for any x ∈ B(x k , ρ), we have that
which entails that P θ −1 n sup x∈C sup a∈I δ |S n (x, a)| > C ≤ β n + γ n where
Using Lemma A.1.1, straightforward calculations (see Martínez (2014) for details) allow to show that there exists b 3 , b 4 > 0 such that
Using a), it follows that for all C > 2 C 0 > 0 and all n ≥ n 0
(A.7) The bound given in b) follows now from (A.6) and (A.7). c) Observe that, A6 implies that θ n → 0. Define ρ = log n/n. We will show that the conditions in b) are fulfilled. It is clear that ρ → 0 and besides by A6, ρ n n j=1 h j −1 = θ 2 n → 0. On the other hand,
Cθ n A h ρ Finally, using that θ n → 0 and A h ρ → 0, we obtain that there exists n 1 such that for all n ≥ n 1 , 2b 4 Cθ n ≤ 4b 3 and 4b 1 A 2 h ρ 2 + 2b 2 Cθ n A h ρ ≤ 8b 3 , then
Therefore, for any C > C 1 = max{C 0 , √ 8b 3 d + 3}, we get that n≥1 P θ −1 n sup x∈C |S n (x))| > C < ∞ concluding the proof.
Remark A.1.1. Taking m = m = 0 and W i ≡ 1, Lemma A.1.2c) entails the uniform convergence for the kernel density estimator, that is, we obtain that
Besides, using that sup x∈C |f X (x)| < ∞, K has compact support and f X is uniformly continuous in C, we get that
which together with the above result implies that
(A.8)
Lemma A.1.3. Assume that A1, A2 and A4 to A7 hold, then
with θ n = log n/(n d j=1 h j ), where j = 1, . . . , d + 1 and J n,j is the jth component of vector J n and a σ (x) = σ(x)/ s(x).
Proof. By (8), taking δ = 1/2, we get that there exists N such that P(N ) = 0 and for any ω / ∈ N , there exists n 1 ∈ N such that for all n ≥ n 1 sup x∈C | a σ (x) − 1| ≤ δ. Therefore, for any ω / ∈ N and n ≥ n 1 , we have that sup x∈C |J n,j (x, a σ (x))| ≤ sup x∈C sup a∈[1−δ,1+δ] |J n,j (x, a)|, so to conclude the proof it is enough to see that sup x∈C sup a∈[1−δ,1+δ] |J n,j (x, a)| = O a.s. (θ n ). Recall that ) x i,j,α and the proof follows now from Lemma A.1.2c) taking m = 1, m = 0 and W i (a) = δ i ψ (V i a) and noting that |W i (a)| ≤ ψ ∞ /i(t) and
For the sake of simplicity denote V τ = V q+1,τ = {r : r = τ }. To prove Proposition 3.1, we will first show that it is enough to see that there exists N such that P(N ) = 0 and such that for all ω / ∈ N , given ν > 0 there exists 0 < τ ν < 1 small enough such that for any 0 < τ < τ ν and n ≥ n 0 , inf r∈Vτ inf x∈C {ℓ n (r + r 0 (x)) − ℓ n (r 0 (x))} > 0 .
(A.9)
Indeed, in the set {inf r∈Vτ inf x∈C [ℓ n (r + r 0 (x)) − ℓ n (r 0 (x))] > 0} for all x ∈ C we have that inf r∈Vτ ℓ n (r + r 0 (x)) > ℓ n (r 0 (x)), which implies that the function L n (r) = ℓ n (r + r 0 (x)) − ℓ n (r 0 (x)) has a local minimum r(x) in • B q+1,τ , where
• R stands for the interior of the set R. Then, for all x ∈ C, r(x) + r 0 (x) is a local minimum of ℓ n (r) and r(x) + r 0 (x) belongs to
• B q+1 (r 0 (x), τ ) = {r : r − r 0 (x) < τ }, as a result of which β(x) = r(x) + r 0 (x) is a solution of (6). That is, with probability 1, for all x ∈ C, there exists a solution β(x) of (6) in the interior of B q+1 (r 0 (x), τ ). Hence, for any ω / ∈ N , given ν > 0, and τ > 0 small enough sup x∈C
a.s.
−→ 0 as desired.
In order to prove (A.9), observe that
The proof of (A.9) will be done in several steps. Let us assume that the following approximations hold
(1), Υ 1,n and Υ 3,n not depending on τ and where ζ n = o a.co.
(1) and Υ 2,n = O a.co.
(1) do not depend on x ∈ C nor r and, consequently, neither on τ .
We begin by showing that (A.11) to (A.13) imply (A.9).
Let us denote as ν 1 > 0 the minimum eigenvalue of S (α) which is a symmetric and positive definite matrix. Using that Eψ ′ (ε) > 0, i(f X ) > 0, i(p) > 0 and that the scale function σ is bounded over x ∈ C, if M = ν 1 Eψ ′ (ε)i(f X )i(p)/(2 sup x∈C σ 2 (x)), we obtain that x ∈ C and r ∈ V τ
As Υ 2,n = O a.co.
(1) and ζ n = o a.co.
(1), given ν > 0 there exists A 1 such that
Let n τ be such that h q+1 α + j =α h j ≤ τ min{M/(4 A 1 ), 1}, for n ≥ n τ . Hence, there exists a set N 1 satisfying that P(N 1 ) = 0 and for all ω / ∈ N 1 , there exists n 1 ∈ N such that for all n ≥ n 1 , we have that | Υ 2,n | < A 1 and | ζ n | < 1 2 .
∈ N 1 and n ≥ n 1,τ = max(n τ , n 1 ) we have that
(A.14)
From (A.11) and the fact that n d j=1 h j / log n → ∞,we get easily that there exist a positive constant A 2 and a set N 2 such that P(N 2 ) = 0 and for all ω / ∈ N 2 there exists n 2,τ such that
for n ≥ n 2,τ . Thus, using (A.14), we obtain that if ω / ∈ N 1 ∪ N 2 and n ≥ max(n 1,τ , n 2,τ )
On the other hand, K n3 satisfies (A.13) with Υ 3,n = O a.co.
(1), then there exist a positive A 3 and a set N 3 such that P(N 3 ) = 0 and for all ω / ∈ N 3 there exists n 3 such that | Υ 3,n | ≤ A 3 , for n ≥ n 3 . Besides, there exists n 3,τ ∈ N such that h q+1 α + j =α h j ≤ τ , for n ≥ n 3,τ . Therefore, we obtain that for all ω / ∈ N 3 and for any n ≥ n 4,τ = max{n 3,τ , n 3 }, sup r∈Vτ sup x∈C |K n3 (x)| ≤ A 3 τ 3 . Taking τ ν < min{1, M/(16 A 3 )}, we get that for τ < τ ν , ω / ∈ N 3 and n ≥ n 4,τ
Therefore, we have shown that for all 0 < τ < τ ν < 1, ω / ∈ N 3 and n ≥ max(n 1,τ , n 2,τ , n 4,τ ), the assertions (A.16) and (A.15) hold which together with (A.10) lead us to (A.9).
It remains to show (A.11), (A.12) and (A.13).
• Let us begin by proving (A.11). Note that
where J n,α (x, a) is defined in (A.3). Note that (7) implies that
Lemma A.1.3 entails that sup x∈C J n,α (x, a σ (x)) = O a.s. (θ n ), which concludes the proof of (A.11).
• Let us show that (A.13) holds. Recall that
. By the integral mean value theorem,
where A g is a constant only depending on g
(1) j ∞ for j = α and g (q+1) α ∞ . Then, using (7), we obtain that
Let K ⋆ (u) = |K(u)|/ |K(u)|du, then, Remark A.1.1 implies that the density estimator based on
(x − X j ) converges uniformly and almost surely to f X (see (A.8)).
Hence, using A2, we obtain that sup x∈C f (x) = O a.s. (1) which together with the fact that ψ ′′ is bounded and that each component ofx i,α is smaller or equal to 1 when
whenever A < s(x) for all x ∈ C. Hence, from (7) we obtain that
(1) does not depend on τ , concluding the proof of (A.13).
• Finally, to conclude the proof we will obtain (A.12). We have that
. We want to show that
Indeed, if (A.19) and (A.20) hold, using (7) and that sup x∈C | s(x) − σ(x)| a.s.
−→ 0, σ is bounded in C, i(σ) > 0 and replacing (A.19) and (A.20) in (A.18) we get that
where ζ n = o a.s.
(1) and Υ 2,n = O a.s.
(1) do not depend on r and therefore, neither on τ , nor x ∈ C since the convergences are uniform over x, which would conclude the proof of (A.12).
In order to prove (A.19) it is enough to show that for all 1 ≤ j,
where M n1,jk (x), M n1,jk (x, a) and M jk (x, a) are the components (j, k) of matrices M n1 (x, a), M n1 (x, a) and M(x, a), respectively.
Note that M n1,jk (x) = M n1,jk (x, a σ (x)) where a σ (x) = σ(x)/ s(x). Hence, from the bounds
we obtain that in order to prove (A.21), it is enough to see that
(i) can be obtained immediately from Lemma A.1.2 taking m = m = 1 and considering the sequence of independent random variables W i (a) = ψ ′ (σ(X i )ε i a/σ(x)) δ i and noting that |W i (a)| ≤ ψ ′ ∞ /i(t) for all a and that
To show (ii), let C 0 be the compact neighbourhood of C given in assumptions A2 and A3. Then, f X , p and σ are uniformly continuous functions in C 0 . Define
Using that ε i are independent from covariates, we obtain that
where θ is an intermediate point between σ(t)/σ(x) and 1, so that
Using that ζ 2 (u) = u ψ ′′ (u) is bounded, we obtain the upper bound
.
Using that inf t∈C 0 σ(t) > 0 and sup t∈C 0 σ(t) < ∞, we have that there exists c 1 such that for all x ∈ C and t ∈ C 0 |γ x,a (t) − Eψ
Observe that
Using the uniform continuity of f X , σ and p in C 0 , we obtain that given ǫ > 0 there exists η > 0 such that for any x ∈ C, u ∈ C 0 such that u − x < η implies |f X (u)p(u) − f X (x)p(x)| < ǫ and |σ(u) − σ(x)| < ǫ. The fact that K j has compact support [−1, 1], entails that y ≤ √ d for any y such that K(y) = 0. Therefore, using that max 1≤j≤d h j,n → 0, we obtain that there exists n 0 such that if n ≥ n 0 , H d y < η for all y such that K(y) = 0 and H d y + x ∈ C 0 . Hence, if n ≥ n 0 for all x ∈ C and for all y such that K(y) = 0, we have that |f .22) and |γ x,a (x)| ≤ ψ ′ ∞ , we obtain that for all x ∈ C, a ∈ I δ and y such that K(y) = 0
Then, for n ≥ n 0 , we have that
concluding the proof of (ii).
Note that from (i) and (ii) it follows that
which in particular leads to
Let us prove (iii). By (8) and (A.23), given η > 0, there exists a set N such that P(N ) = 0 and for any ω / ∈ N , there exists n 1 satisfying that for all n ≥ n 1 , | a σ (x) − 1| < 1/2 and sup x∈C sup a∈I δ |M n1,jk (x, a) − M jk (x, a)| < η, with δ = 1/2. Then, for all ω / ∈ N and n ≥ n 1 we get that
which concludes the proof of (iii).
Let now prove (iv). Denote
1,1 ). Using that f X and p are bounded in C, we get that
Using similar arguments to those considered to bound γ x,a in (ii), we obtain that
where λ 1 (a) = Eψ ′ (εa) and θ is an intermediate point between a and 1. Hence,
. Now (iv) follows from the fact that sup x∈C | a σ (x) − 1| a.s.
−→ 0. That is, we have concluded the proof of (A.19).
By (A.17) and using that ψ ′ is bounded and that i(p) > 0, we obtain that
converges to f X uniformly and A2, we obtain that
(1), so we obtain (A.20) and the proof is concluded.
A.2 Proof of Theorem 4.1.
We begin by proving the following Lemma which will be useful in the proof of Theorem 4.1.
Lemma A.2.1. Assume that A0, A2, A7 and N1 to N5 hold and that the function λ(a) has bounded Lipschitz continuous derivatives up to order ℓ − 1, in a neighbourhood of 0. Let x be an interior point of S f . Define
where sup x∈S Q ν n (x) = h q+1 α o(1). Proof. Using that λ is ℓ − 1 times differentiable, a (ℓ − 1)th order Taylor's expansion together with the facts that
where λ(u, x) = λ (ℓ−1) (θ(u)) − λ (ℓ−1) (0) with θ(u) an intermediate point between 0 and R(u, x)/σ. On the other hand, we also have that
Note that N2 and the fact that h j = h if j = α and R(x, x) = 0 imply that
where for k = 1, . . . , ℓ − 1
. Using an ℓ−th order Taylor's expansion of v(x + H d u) around x, we get that
where we have used the notation of Bourbaki for the expansion, .25) and (A.26) in A 1k,n , k = 1, . . . , ℓ, we obtain that A 11,n can be written as A 11,n = 18 j=1 A 11,j,n where
with ξ (1) an intermediate point between x and x + H d u. The fact that K j (t)t dt = 0 entails that A 11,1,n = 0. On the other hand, using that K j = L is a kernel of order ℓ, if j = α, we get that K(u)u j u mȗ α du = 0 for |m| ≤ ℓ − 1. Moreover, we also have that K(u)u j u mȗ α du = 0 if |m| = ℓ − 1 and m = (ℓ − 1)e j . On the other hand, using again that L is a kernel of order ℓ, we obtain that K(u)u m u q+1 αȗα du = 0 for all m with at least one component m j = 0, for j = α. Thus, A 11,9,n = 0.
On the other hand, we have that
Since D m v(u) with |m| = k and g (q+1) α are continuous and bounded functions and g j is ℓ times differentiable, with bounded derivatives for all j = α, it follows that
Similarly, using that the kernels are even we have that d t=1 K t (u t )u j u mȗ α du = 0 when m has a component different from α and j different from 0. Moreover, when m s = 0 for s = j, α, using that L is a kernel of order ℓ we get that the integral equals 0 except when m j = ℓ − 1 and m α = 1. Arguing similarly with
On the other hand, D m v(u) for |m| = k ≤ ℓ is uniformly continuous, so using that K α and L have compact support in [−1, 1] and that ξ (1) is an intermediate point between x and x + H d u, we have that sup
and sup
Similarly, using that g
is uniformly continuous and bounded, we get that sup x∈S Q |g
Using (A.25) and the fact that, for j = α, K j = L is a kernel of order ℓ and that h ℓ = o(h q+1 α ), using analogous arguments, we obtain that for all k = 2, . . . , ℓ − 1
Let A 1ℓ,n,s indicate the sth coordinate of A 1ℓ,n . Using that | λ(u, x)| ≤ C|R(u, x)|/σ, K j has support in [−1, 1], v is bounded and (A.25), we get that, for s = 1, . . . q + 1,
Hence, using that h α → 0 and h → 0, we get that
α o(1) and the proof is concluded.
Proof of Theorem 4.1. The proof will be carried out in several steps. In a first step, we will show that it is enough to assume that, since the scale estimator has a root−n rate of convergence, it is enough to prove the result in the situation in which scale is known to obtain the conclusion of Theorem 4.1. In a second step, we obtain an expansion for the estimator computed when scale is known into two terms. The first one will converge to the asymptotic bias and the second one to a centered normal distribution from which the conclusion follows. To obtain these two last results some intermediate approximations will be needed.
Step 1. For any
Using that √ n( s − σ) = O P (1), ψ is Lipschitz and ζ(u) = uψ ′ (u) is bounded, it is easy to see
. We will further show that
To prove (A.28), denote as
Then, using that from N3b) S (α) is non-singular, inf x∈C f X (x) > 0, inf x∈C p(x) > 0 and A 0 (ψ) = 0 we get that inf x∈C ν 1 (D 0 (x)) > 0, with ν 1 (A) the smallest eigenvalue of the matrix A. Hence, (A.27) and (A.29) implies that to show (A.28) it is enough to see that
We get that σ D 1,n (x, ξ n ) = D 11,n (x, ξ n ) + D 12,n (x) + D 13,n (x) where
, where D 11,n,j,m (x, ξ n ) is the (j, m)−th element of matrix D 11,n (x, ξ n ).
On the other hand, from the bound sup
Finally, Lemma A.1.2 entails that, for 1 ≤ j, m ≤ q + 1, sup x∈S Q | D 13,n,j,m (x)− E D 13,n,j,m (x)| = o P (1), while standard arguments allow to show that sup x∈S Q |E D 13,n,j,m (x) − D 0,j,m (x)| = o P (1), concluding the proof of (A.30) and so that of (A.28).
Observe that since the first element of the diagonal matrix H (α) equals 1, we have that
On the other hand,
α (x α )) t , so using (2) we get that
which implies that
that is, we have reduced the problem to obtain the conclusion of Theorem 4.1, when the scale is known.
Step 2. Using that Ψ ⋆ n,α ( β(x), x, σ) = 0 q+1 and a first order Taylor's expansion of Ψ ⋆ n,α (b, x, σ) around β(x), it is easy to see that
where A 0,n (x) = A 01,n (x) + A 02,n (x) with
On the other hand, the fact that ψ ′′ is bounded, sup x∈S Q H (α) β(x) − β(x) = o P (1) and that that each component ofx i,α is smaller or equal to 1 when
In
Step 2.1, we study the asymptotic behaviour of
We will then show, in Step 2.2, that
which together with (A.33) concludes the proof.
Step 2.1.
Define A 1,n (x) as in Lemma A.2.1, i.e.,
and note that (A.36) entails that E A 1,n (x) = E A 1,n (x). Moreover, we have that B n = B n,1 + B n,2 where
Then, to derive (A.33), we have to show that
a) To show that B n,1 p −→ b q,α , it is enough to see that E B n,1 → b q,α and that for all 1 ≤ j ≤ q + 1,
Lemma A.2.1 together with the fact that
,n , where
We will now show that Var( B n,1,j ) → 0, for 1 ≤ j ≤ q + 1. denote as B = A 0 (ψ)S (α) B n,1 /σ and B j its j−th component. Then, it will be enough to show that the variance of B j converges to 0. Note that A 0 (u) = v(u)A 0 (ψ)S (α) implies that
. Thus, using that ψ is bounded, q α is continuous and bounded, we get that |ζ(
for all x, we have that EW i,n = 0 so Ec t W i,n = 0. Besides, as ψ and p are continuous functions and |δ i | ≤ 1 we have that |V (ǫ i , X i , x)| ≤ C for some constant C > 0 which entails that γ(ǫ i , h, X i , x α ) is bounded since inf x∈S Q v(x) > 0 and q α is bounded on its support. Therefore, using that |x i,j,α | ≤ 1 when K H d (X i − x) = 0, we obtain that, for some general constant
Hence, applying the Lyapunov's central limit theorem to the triangular array of independent variables {c t W i,n } n i=1 the proof of b) follows if we show that lim n→∞ Var(c t n i=1 W i,n ) = c t Σ 11 (x α )c or equivalently that lim n→∞ Var( n i=1 W i,n ) = Σ 11 (x α ). Using that W 1,n , . . . , W n,n are independent and that EW 1,n = 0, we get that Var( n i=1 W i,n ) = nVar(W 1,n ) = nE W 1,n W t 1,n . Given 1 ≤ s, m ≤ q +1, denote as E sm = nE (W 1,n,s W 1,n,m ) where W 1,n,m is the m−th component of W 1,n . We have to show that E sm converges to the (s, m)−th element of Σ 11 (x α ).
Let M ( h, u, x α ) = E γ 2 (ǫ 1 , h, u, x α )|X 1 = u , then we have that .38) Note that (A.37) implies that M (0, u, x α ) is well defined and equals
Hence, taking limit in (A.38) and using the dominated convergence theorem, we get that
Using that
we get that
where λ 2 (a) = Eψ 2 (ε + a). Then, the fact that R((x α , u α ), (x α , u α )) = 0, λ(0) = 0 and λ 2 (0) = Eψ 2 (ε), together with (A.39) and (A.40) entail that
Hence, we have
sm is the (s, m)th element of the matrix V α , concluding the proof of b).
Step 2.2 To conclude the proof, we have to show that where D ℓ,j (x) is the jth coordinate of D ℓ (x), ℓ = 1, 2, which entails that (A.41) holds concluding the proof.
Fix 1 ≤ j ≤ q+1. In order to prove (A.42), observe that Lemma A.2.1, the fact that E A 1,n,j (x) = E A 1,n,j (x) and the Cauchy-Schwartz inequality entail that To prove (A.43), we will use Lemma A.1.2 with θ n = log n/(nh α h d−1 ) applied to each coordinate of vector A 1,n (x) = ( A 1,n,1 (x), . . . , A 1,n,q+1 (x)) t obtaining that, for 1 ≤ j ≤ q + 1, sup x∈S Q A 1,n,j (x) − E A 1,n,j (x) = O P log n nh α h d−1
1/2
On the other hand, as above, from Lemma A.2.1, we get that sup x∈S Q E A 1,n,j (x) = o(h Recall that sup x∈S Q ν q+1 (A 0 (x)) < ∞, since inf x∈S Q ν 1 (A 0 (x)) > 0. Therefore, using the CauchySchwartz inequality, the fact that A + o P (1) (A.46) where the last inequality follows from (A.45).
Recall that λ 1 (t) = Eψ ′ (ε 1 + t) and λ 1 (0) = A 0 (ψ). Denote Denote as A 0,j,m (x) and Λ 1,n,j,m (x)the (j, m) element of A 0 (x) and Λ 1,n (x), respectively. Then, using that v is ℓ times differentiable, λ 1 = λ ′ is ℓ − 1 times differentiable, the kernel L is of order ℓ and that R(x + H d u, x) = j =α h ℓ u ℓ j g which combined with the fact that log n/(n (q+1)/(2q+3) h d−1 ) → 0 conclude the proof of (A.48) and also that of the Theorem 4.1.
Proof of Theorem 4.2. The proof follows using similar arguments to those considered in the proof of Theorem 4.1, noting that
α,mq,α (x α ) − g
α (x α ) = ν! e t ν+1 β(x α , u α ) − β(x α , u α ) q α (u α ) du α = ν!h −ν α e t ν+1 H (α) β(x α , u α ) − β(x α , u α ) q α (u α ) du α .
