Abstract. An optimization-based algorithm is proposed for solving elliptic problems with highly oscillatory coefficients that do not exhibit scale separation in a subregion of the physical domain. The given method, written as a constrained minimization problem, couples a numerical homogenization method in the subregion of the physical domain with scale separation with a fine scale solver in subregions without scale separation. The unknown boundary conditions of both problems in the overlap region are determined by minimizing the discrepancy of the corresponding solutions in this overlap.
Introduction
with u = 0 on ∂Ω. We assume that the tensor a ∈ (L ∞ (Ω)) d×d is symmetric, bounded, highly oscillatory, and uniformly elliptic, that is
2) with 0 < α ≤ β < +∞; hence, (1.1) has a unique solution thanks to the Lax-Milgram Theorem.
It is well known that standard numerical methods such as the finite element method (FEM) or the finite volume method (FVM) are inefficient for such problems since convergence can only be obtained if the mesh resolves the smallest scale in the problem which is often computationally prohibitive. To address these issues, there are two broad strategies. The first approach relies on methods using multiscale basis functions obtained by solving the original problem with scale resolution on coarse blocks to obtain a coarse multiscale basis function. The computation of the basis functions, with a cost proportional to the resolution of the finest scale in the problem, requires less storage and can be done in parallel (see [17, 18, 21] and the references therein). The second approach is mainly applied when the coefficients of the problem exhibit scale separation. Then, based on homogenization theory [6, 19] , one can build micro-macro methods able to capture the effective solution of (1.1). In this setting, we obtain numerical methods with a computational cost independent of the smallest scale of the problem (see [1, 4, 10] and the references therein). Yet, there are many problems that fall in between scale and non-scale separations in which scales are separated only in a subdomain of the computational domain. Several multiscale strategies have been proposed to couple a numerical homogenization solver with a fine scale solver in different subdomains. We mention the so called global-local approach, in which the boundary conditions for the fine scale subregions are given by the homogenized solution [22] , and the recent L 2 global to local projection method [5] .
In this paper, we present a new global local approach combining numerical homogenization methods with ideas coming from the virtual control method developed in [9] and pioneered in [14] and [20] . Our method and analysis are inspired by the recent work for atomistic-to-continuum coupling [23] . Assume that the computational domain Ω is divided into two (overlapping) regions ω and ω 2 = Ω\ ω and that the multiscale elliptic problem (1.1) exhibits scale separation in ω 2 but not in ω. Our method couples a multiscale micro-macro method in ω 2 (that approximates an effective problem in that domain) with a fine scale solver in ω 1 = ω ∪ ω 0 , where ω 0 is an overlap region. We notice that the numerical homogenization method on ω 2 involves a finite element method with variational crimes on the macro mesh. To solve the boundary value problems in each subregion, we introduce virtual controls (unknown Dirichlet data in ω 0 ) that are obtained by minimizing the L 2 norm of the different solutions in the overlap. While the optimization coupling on the overlap minimizes the L 2 norm between the full fine scale solution and the (numerically) homogenized solution in ω 0 , we nevertheless get an error estimate with respect to the full fine scale solution in the whole Ω thanks to the use of a Cacciapoli inequality and the reconstruction of the fine scale solution that can be recovered from the known micro and macro solutions in ω 2 .
We note that, in the domain decomposition literature, we can find several multiscale coupling techniques for elliptic problems with strong variation in their coefficients as, for example, the domain decomposition method for numerical zooms [16] or the multiscale algorithm with patches of finite elements [13] (see also the references therein). These methods, nevertheless, significantly differ from the method proposed in this paper. Indeed, for these methods to apply, it is assumed that the coefficients of the problems have a multiscale structure only in the zoom or in the patch outside of which they are only slowly varying. Thus, a coarse mesh can be used outside the patch or in the zoom which is not suitable in our case since the multiscale structures are strongly varying in Ω. Hence, these methods and their analysis do not apply in the present context.
In this paper, we introduce our multiscale coupling method and provide an analysis in the continuous case. In a forthcoming paper [3] , a full analysis of the numerical method together with numerical comparisons with other coupling strategies will be presented.
Optimization-based, heterogeneous to homogeneous coupling
Recall that Ω, a bounded domain, is decomposed as follows:
Consider (1.1) and assume that a can be decomposed into a =ãχ ω + a ε (1 − χ ω ), where χ ω is the indicator function on ω. We further assume that ω ω 1 Ω and denote the overlap by ω 1 ∩ ω 2 = ω 0 . Suppose that numerical homogenization holds in ω 2 , thus in principle, the solution u can be approximated by u 0 + εu 1 in ω 2 , where u 0 is the solution of (2.2) and u 1 is a corrector term [6, 19] . In contrast, we want to compute a fine scale approximation of u in the domain ω where we do not assume scale separation or stationarity. The above considerations lead to the following coupled problem: denote Γ = ∂Ω, Γ 1 = ∂ω 1 , Γ 2 = ∂ω and consider u 1 
where the boundary conditions ϕ 1 ∈ H 1/2 (Γ 1 ) and ϕ 2 ∈ H 1/2 (Γ 2 ) are to be determined. The existence and uniqueness of u 1 and u 2 are given by the Lax-Milgram Theorem provided that ϕ 1 and ϕ 2 are known. Let H 1 Γ (ω 2 ) := {u ∈ H 1 (ω 2 ) | u = 0 on Γ in the sense of the trace}. The weak formulations read: find u 1 ∈ H 1 (ω 1 ) and
where a 1 = a and a 2 = a 0 . We insist that, for practical calculation, a 0 (x) is not available as even in the locally periodic case. Computing this tensor involves yet another boundary value problem; hence, computing a 0 (x) amounts to solving infinitely many boundary value problems. Thus, the multiscale method couples
• a finite element approximation u 1,h of u 1 in ω 1 , where the mesh sizeh resolves the fine scale inã(x); • a numerical homogenization finite element approximation u 2,H of u 2 in ω 2 recovering the macroscopic data a 0 (x K ) using FEM in micro sampling domains around macroscopic quadrature points x k . This method, based on the finite element heterogeneous multiscale method (FE-HMM) [1, 2, 10] , is detailed in Section 3. Notice that the numerical homogenization method relies on two meshes: a macro triangulation of ω 2 with mesh size H and a micro triangulation of the sampling domains with mesh size h controlling the accuracy of the data a 0 (x K ). Solving problem (2.1)-(2.2) in a constrained optimization setting, as proposed in [11] , leads one to consider the artificial boundary conditions ϕ i , i= 1,2, as control variables and the functions u i , i = 1,2, as state variables. The cost functional to minimize reads
under the constraints that u 1 and u 2 should satisfy (2.1) and (2.2). To solve the above problem, it is convenient to split the solutions u 1 and u 2 into a part depending on the controls and a part solving a homogeneous Dirichlet elliptic problem, as
where u 1,0 and u 2,0 solve zero Dirichlet boundary value problems in ω 1 and ω 2 , respectively. The problem becomes:
and
where we note that the solutions u 1,0 and u 2,0 can be computed before performing the coupling since they are independent of the virtual controls. The unknowns become v 1 and v 2 . For a practical implementation, we use the Lagrangian formulation of the above constrained optimization problem, obtained by introducing the Lagrange multipliers λ 1 ∈ H 1 0 (ω 1 ) and λ 2 ∈ H 1 0 (ω 2 ) associated to the constraints. The problem then reads:
, the critical point of the following Lagrangian functional
Considering next the critical point of (2.9) leads to a saddle point problem
We note that the well-posedness of the optimization-based problem can be established from (L1)-(L4) using Brezzi's theory [7] .
Multiscale coupling method
The method couples the FEM in ω 1 with the FE-HMM in ω 2 , hence the mesh H in ω 2 can be larger than ε and the mesh sizeh in ω 1 should be smaller than the fine scales; an example is illustrated in Figure 3 .1.
Let Th be a triangulation of ω 1 with mesh size given byh = max K∈Th h K . In addition, we suppose that the triangulation is admissible and shape regular in the sense of [8] . We define a FE space of degree p over Th by
where R p (K) is the space P p (K) of polynomials on K of degree at most p if the element K is simplicial, or the space Q p (K) of polynomials on K of degree at most p in each variable if K is a rectangular FE. We use V p 0 (ω 1 ,Th) to denote the elements of V p (ω 1 ,Th) that vanish on ∂ω 1 . For the FE-HMM in ω 2 , we need macro and micro partitions. Let T H be a triangulation of ω 2 with mesh size H = max K∈T H h K that can be larger than ε. We suppose that T H is also admissible and regular.
Macro Finite Element space. The macro FE space over T H is defined by
We use V p 0 (ω 2 ,T H ) to denote the FE space of degree p of functions that vanish on ∂ω 2 . Within each element K ∈ T H , we consider integration points x j,K ∈ K with quadrature weight w j,K for j = 1,...,J and around each integration point we construct a sampling domain K δj = x j,K + δI, where I = (−1/2,1/2). 
Quadrature formula (QF).
We denote byK the reference macro element, and, for all K ∈ T H ∪ Th, we consider a mapping F K such that F K (K) = K. Suppose that we have a QF onK with quadrature points and weights {x j ,ŵ j } J j=1 . A QF on K is given via x j,K = F K (x j ) and w j,K =ŵ j det(∂F K ), for j = 1,...,J. We state the usual assumption for a QF when using a FEM with numerical integration (see [8, Chapter 4 .1]): Micro Finite Element space. On each of the sampling domains K δj , we consider a micro partition T h of elements Q with diameter h Q , and we denote h = max Q∈T h h Q , h < ε. The FE space of degree q is given by
where the Sobolev space W (K δj ) determines the type of coupling between the macro and micro problems (W (
With the definition of the FE spaces, we state the discretization of Equation (2.3) for u 1 . It reads: find u 1,h ∈ V p (ω 1 ,Th), a solution of
For the discretization of (2.3) for u 2 , we construct a macro bilinear form for 
where u 2,H,lin,j (x) = u 2,H (x j,K ) + (x − x j,K ) · ∇u 2,H (x j,K ). Then, the discretization of (2.3) for u 2 reads: find
The discrete system for the optimization based coupling problem is:
for all
. Then, using a FE basis for Th and T H , we are able to write the system (L1b)-(L4b) in a matrix form:
where U = (v 1,h ,v 2,H ,λ 1,h ,λ 2,H ) . This system can be solved without an optimization iteration since it is possible to solve the system using computational methods (this approach is called the one-shot method [15] ). The algorithm is as follows:
by solving the system (L1b)-(L4b).
A priori error analysis
In this section, we discuss the accuracy of our coupling method. We emphasize that we do not address the fully discrete analysis; that is postponed to a forthcoming publication [3] . Letū denote the solution of the optimization-based coupling given bȳ
where u 1,0 , v 1 , u 2,0 , and v 2 are solutions of (2.5), (2.6), (2.7), and (2.8) respectively. We give an analysis for the error
, where u is the solution of (1.1).
We first establish the well-posedness of the optimization problem (2.4) and consider
The constrained optimization problem then reads: find
is minimized subject to equations (2.1) and (2.2). The necessary optimality condition is obtained by the EulerLagrange equation: find (ϕ 1 ,ϕ 2 ) ∈ U such that
where the bilinear form π is given by
Following standard arguments, it can be shown that π defines an inner product on the space U , and the existence and uniqueness of a minimizer in the spaceÛ , obtained by completion for the norm · L * (U ) induced by π, is obtained using the Riesz-Representation Theorem (see [11] for details).
We next establish an a priori error estimate for the coupling error by estimating u −ū. Since u −ū is a-harmonic in ω 1 , the Caccioppoli inequality [12] can be used to bound the H 1 seminorm on ω by the L 2 norm on ω 1 . Let τ denote the width of ω 0 and recall that 0 < α ≤ β < +∞ are the coercivity constants of a given by (1.2); we then have
For any couple of controls {μ 1 ,μ 2 } ∈ U, we define an operator P :
, which can be split into P = U 0 + Q where U 0 is the constant part of P and
Moreover, we define the trace operator γ :
given by γ i (u) = u| Γi (in the sense of the trace). Using the exact trace of u as boundary condition in problem (2.8), we define
and observe that u| ω1 = (
where the norm of the operator Q is
A bound on the norm γ(u) − {ϕ 1 ,ϕ 2 } is given in the next lemma, assuming local periodic coefficients a in ω 2 . For the proof we refer to [3] .
Lemma 4.1. Let u be the solution of (1.1) and let {ϕ 1 ,ϕ 2 } be the minimizer of (4.2). Then,
Finally, we obtain the following error bound.
Theorem 4.2. Let u,ū be solutions of (1.1) and (4.1) respectively. We have
where the constant C depends on Q, τ , α, β, and on the domains ω 1 and ω 2 .
The last step for the error analysis is to bound the norm of the operator Q in (4.4) that depends on the size of the overlapping domain and the size of the subdomains. This will be discussed in [3] as well as an error estimate for the FEM -FE-HMM discretization described in Section 3.
Numerical experiments
In this section, we present numerical experiments on two examples for our new coupling method. Comparisons with other methods will be presented in a forthcoming paper. In the two examples, we take a highly heterogeneous non-periodic tensor with oscillations at several non-separated scales in ω, denoted byã(x 1 ,x 2 ), and a locally periodic tensor in Ω \ ω (with period ε), denoted by a ε (x 1 ,x 2 ) (see also For simplicity, we suppose that the mesh is continuous in Ω and that T H and Th are identical in ω 0 . We use P 1 -FE and compute an approximation of u using FEM on a very fine mesh over Ω. 1. Let ε = 1/160. The convergence rate u − uh H H 1 (ω) is given in Figure 5 .1(e) for τ = 
