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Quantisation and the Hessian of Mabuchi energy
Joel Fine
Abstract
Let L→ X be an ample bundle over a compact complex manifold. Fix
a Hermitian metric in L whose curvature defines a Kähler metric on X .
The Hessian of Mabuchi energy is a fourth-order elliptic operator D∗D on
functions which arises in the study of scalar curvature. We quantise D∗D
by the Hessian P∗kPk of balancing energy, a function appearing in the study
of balanced embeddings. P∗
k
Pk is defined on the space of Hermitian en-
domorphisms of H0(X ,Lk ) endowed with the L2-inner-product. We first
prove that the leading order term in the asymptotic expansion of P∗kPk is
D∗D . We next show that if Aut(X ,L)/C∗ is discrete, then the eigenvalues
and eigenspaces of P∗kPk converge to those of D
∗D . We also prove conver-
gence of the Hessians in the case of a sequence of balanced embeddings
tending to a constant scalar curvature Kähler metric. As consequences of
our results we prove that an estimate of Phong–Sturm in [PS04] is sharp
and give a negative answer to a question of Donaldson from [Don01]. We
also discuss some possible applications to the study of Calabi flow.
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1 Introduction
1.1 Background
This article concerns Donaldson’s deep observation that balanced projective
embeddings are the quantisation of constant scalar curvature Kähler metrics
[Don01]. To set the scene and fix notation we briefly outline the main ideas
involved.
Let L → Xn be an ample line bundle over a compact complex manifold.
Write H for the space of Hermitian metrics in L whose curvature is positive,
i.e. giving a Kähler metric in c1(L). Calabi suggested in [Cal82] that, when one
exists, a constant scalar curvature metric should be considered as a canonical
representative of the Kähler class c1(L).
The definition of balanced projective submanifolds is due to Luo [Luo98]
and Zhang [Zha96] (see also related work of Bourguignon, Li and Yau [BLY94]).
There is an embedding µ: CPm → iu(m + 1), given by sending a point p ∈CPm
to the Hermitian endomorphism µ(p ) of Cm+1 given by orthogonal projection
onto the line corresponding to p . Given a complex submanifold Y n ⊂ CPm we
consider the “centre of mass of Y ”, µ¯∈ iu(m + 1), given by
µ¯=
∫
Y
µ
ωnFS
n !
.
The submanifold Y is called balanced if µ¯ is a multiple of the identity.
To explain Donaldson’s result we need a little more notation. WriteBk for
the space of Hermitian inner-products on H0(X ,Lk ). Given b ∈ Bk we define
a metric FSk (b ) ∈ H as follows: for large k a b-orthonormal basis of H0(X ,Lk )
defines an embedding X →CPnk (where nk + 1= dimH0(X ,Lk )); using this we
pull back the Fubini–Study metric from (1) to a metric on Lk and then take the
k th-root to obtain a metric on L which we denote FSk (b ). It is positively curved
since its curvature is, up to scale, the restriction of the Fubini–Study Kähler form
to X . This defines a map FSk :Bk →H .
Donaldson proved that balanced embeddings are the quantisation of con-
stant scalar curvature Kähler metrics in the following sense:
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Theorem 1 (Donaldson [Don01]). Assume that Aut(X ,L)/C∗ is discrete. If the
curvature of h ∈H defines a Kähler metric of constant scalar curvature then for
all large k there is a point bk ∈ Bk , unique up to multiplication by a constant,
which defines a balanced embedding of X in CPnk . Moreover, with the appropri-
ate choice of scale for each bk , FSk (bk )→ h in C∞ as k →∞.
There are other strong connections between the problems of finding bal-
anced embeddings and constant scalar curvature metrics which are suggested
by Donaldson’s work. Most pertinent for us is the fact that both objects of in-
terest in Theorem 1 are the critical points of functions. In the case of balanced
embeddings there is for each k a function Fk :Bk →R, called balancing energy.
A point ofBk defines a balanced embedding if and only if it is a critical point of
Fk . Similarly there is a function E :H →R, introduced by Mabuchi in [Mab86],
whose critical points are exactly the metrics of constant scalar curvature. These
functions are central to the study of balanced embeddings on the one hand and
constant scalar curvature Kähler metrics on the other. The guiding principle of
this article—drawn from [Don01] and the sequel [Don05]—is that balancing en-
ergy is the quantisation of Mabuchi energy.
These energy functions have an extremely important property: they are geo-
desically convex. In the case of Fk , this means with respect to the natural sym-
metricmetric onBk ∼=GL(nk+1)/U(nk+1), wherenk+1= dimH0(X ,Lk ). (This
was observed by Zhang, Phong and Sturm, and Paul, [Zha96, PS03, Pau04].)
For E , this means with respect to the Riemannian metric onH which was in-
troduced independently by Mabuchi, Semmes and Donaldson [Mab87, Sem92,
Don99]. This metric is also symmetric, in the sense that its curvature is covari-
ant constant. The functions Fk and E can both be seen as specific instances of
Kemp–Ness functions, which arise in the study ofmomentmaps onKählerman-
ifolds andwhich are automatically geodesically convex on the relevant symmet-
ric space. We will say a little on this later in this section, but for more detail on
this point of view, see [Don97, Don01].
An obvious approach to finding critical points of such functions is to con-
sider their downward gradient flow. The flow of Fk is called balancing flow,
whilst that of E is called Calabi flow and first appeared in Calabi’s seminal ar-
ticle [Cal82]. Inspired by Theorem 1, the author proved in [Fin10] that, provided
the balancing flows on eachBk are started in appropriate places, the induced
Fubini–Studymetrics converge to Calabi flow for as long as it exists.
Despite its attractive description as the gradient flow of a geodesically con-
vex function, Calabi flow has proved somewhat intractable from the analytic
point of view. This is due in no small part to the fact that it is a fourth-order
equationmeaning, for example, that arguments directly based on themaximum
principle are no longer viable. The results of [Fin10] suggest an alternative, ge-
ometric, approach to understanding Calabi flow, namely via the asymptotics of
balancing flow. This article is, in part, a first step in this direction. Our results
can be paraphrased by the statement that the Hessians of balancing energy con-
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verge to theHessian ofMabuchi energy. Precise sense is given to this in Theorems
2, 3 and 4, along with Theorem 7.
We close this discussion of the background material with a geometric inter-
pretation of this convergence, coming from the general moment-map picture.
Suppose a Lie group K acts on a Kähler manifold Z by holomorphic isometries,
that the action admits a moment map and that the action extends to the com-
plexificationG of K . Given aG -orbitG ·x ⊂Z , the restriction of the Kählermetric
fromZ descends, by K -invariance, to a (non-symmetric) Riemannianmetric on
the quotient G/K . This metric is given precisely by the Hessian of the Kempf–
Ness function. In the situation under consideration in this article, we are es-
sentially proving that the metrics induced on theBk in this fashion converge to
that induced onH by themoment-map geometry of the scalar curvature. From
this point of view our results could be compared to those of Phong and Sturm
or Chen and Sun [PS06, CS] who investigate how the symmetric metrics onBk
converge to the L2-metric onH
The layout of this article is as follows. In §1.2 we give precise statements of
our main results. In §1.3 we give some immediate consequences and describe
some possible applications of our results to the study of Calabi flow. In §1.4 we
outline the technical tools needed in our proofs as well as provide more refer-
ences to the many prior works in these areas. The remainder of the article is
devoted to explaining the proofs themselves.
1.2 Overview of results
We now describe our main results. Let L → Xn be an ample line bundle over
a compact complex manifold. Fix a Hermitian metric h in L whose curvature
defines a Kähler metric ω on X . Given these data, there is a fourth-order non-
negative elliptic operator
D∗D : C∞(X ,R)→C∞(X ,R)
defined as follows. Given a function f , write v f for the Hamiltonian vector field
associated to f via ω. Define D : C∞(X ,R)→ Ω0,1(TX ) by D(f ) = ∂v f . Write D∗
for its L2-adjoint. The operator D∗D is the Hessian of Mabuchi energy, alluded
to above in §1.1. The fact that this operator genuinely is the Hessian of Mabuchi
energy is essentially equivalent to the fact that “scalar curvature is a moment
map,” and is proven in [Don97].
We will “quantise” D∗D as follows. For each large integer k we replace the
infinite dimensional space C∞(X ,R) by the space iu(nk + 1) of Hermitian ma-
trices and we replace D∗D by an endomorphism of iu(nk + 1) of the form P
∗
kPk ,
namely the Hessian of balancing energy. Our results describe how P∗
k
Pk con-
verges toD∗D in the limit k →∞.
It is important to remark that P∗
k
Pk is not produced fromD∗D via some gen-
eral quantisation scheme, for then it would be a standard result that it converges
toD∗D as k →∞. Rather, theHessian of balancing energy P∗
k
Pk is defined purely
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in terms of projective geometry. Its candidacy as a quantisation of D∗D comes
from the mantra that balancing energy is the quantisation of Mabuchi energy
and the challenge is to prove that this special choice of quantisation has the re-
quired limit.
To describe P∗kPk , let Y ⊂ CP
m be a complex submanifold. Fix a choice of
Hermitian inner-product on Cm+1 and hence a Fubini–Study metric on CPm .
The normal bundle N → Y is the orthogonal complement of TY ⊂ TCPm |Y .
Given a Hermitian endomorphism A of Cm+1, write ξA for the corresponding
holomorphic vector field onCPm . Projecting ξA |Y toN defines amap P : iu(m+
1) → C∞(N ). Now the Fubini–Study metric restricted to N and the induced
volume-form on Y define an L2-inner-product on C∞(N ); meanwhile, the Kill-
ing form Tr(AB ) gives an inner-product on iu(m + 1). Define the adjoint map
P∗ : C∞(N )→ iu(m+1)with respect to these inner-products. Taking the compo-
sition, we obtain an endomorphism of the space of Hermitian matrices:
P∗P : iu(m + 1)→ iu(m + 1).
That this operator is the Hessian of balancing energy is implicit in [Don01] and
is computed directly in different ways in [PS03, PS04, Fin10]. It plays a central
role in the study of balanced embeddings and in particular in Donaldson’s proof
of Theorem 1.
To quantiseD∗D, we apply this construction to the sequence of Kodaira em-
beddings corresponding to increasing powers of the ample bundle L → X . Let
H0(X ,Lk ) denote the space of holomorphic sections of Lk . The Hermitian met-
ric h and associated Kähler form ω define a Hermitian L2-inner-product on
H0(X ,Lk ). For sufficiently large k , we pick an orthonormal basis of H0(X ,Lk )
and hence an embedding X →CPnk , where dim(H0(X ,Lk )) =nk + 1. Define the
endomorphism P∗
k
Pk of iu(nk + 1) by taking Y in the previous paragraph to be
the image of X →CPnk .
As mentioned above, our results can be paraphrased by the heuristic state-
ment that theHessians P∗
k
Pk of balancing energy converge to theHessianD∗D of
Mabuchi energy. To make this concrete, we need some more notation. Given a
function f : X →R, we define a sequence of HermitianmatricesQ f ,k ∈ iu(nk+1)
as follows. Given h ∈ H a positively curved metric in L, the L2-inner-product
defines a Hermitian metric on H0(X ,Lk ) and we view this as a map Hilbk :H →
Bk from the space of positively curved bundle metrics to the space of inner-
products on H0(X ,Lk ). For fixed choice of h, the matrixQ f ,k is the derivative at
t = 0 of Hilbk along the path e 4πt f h inH .
To describeQ f ,k explicity, let {sα} denote an orthonormal basis of H0(X ,Lk )
for the L2-inner-product. With respect to this basis,Q f ,k has matrix

Q f ,k

αβ
=
∫
X
 
4πk f +∆f

(sα,sβ )
ωn
n !
. (1)
More invariantly, Q f ,k is the endomorphism of H0(X ,Lk ) given by first mul-
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tiplying a holomorphic section by (4πk f +∆f ) and then projecting back L2-
orthogonally onto the space of holomorphic sections.
We can now state our first main result:
Theorem 2. Under the mapHilbk :H →Bk the pull-back of the Hessian of bal-
ancing energy admits an asymptotic expansion in which the leading order term
is the Hessian of Mabuchi energy. More precisely, let f , g ∈C∞(X ,R). As k →∞,
Tr

Q f ,kP
∗
kPk

Qg ,k

=
k n
4π
∫
X
f D∗Dg
ωn
n !
+O(k n−1).
Moreover, if f and g vary in a subset of C∞(X ) which is compact for the C∞-top-
ology, then this estimate is uniform in f and g . Finally, this estimate is uniform
when taken over subsets ofH which give rise to uniformly equivalentKählermet-
rics lying in a compact set for the C∞-topology.
Given the large body of work on the asymptotics of the embeddings X →
CPnk (the relevant parts of which are outlined in §1.4), the proof of Theorem 2 is
not difficult, involving just careful manipulation of known expansions. By con-
trast, the proofs of our other principle results are more substantial.
Our secondmain result describes the asymptotics of the eigenvalues ofP∗
k
Pk .
Write λ0 ≤ λ1 ≤ λ2 ≤ ·· · for the eigenvalues of D∗D and ν0,k ≤ ν1,k ≤ ·· · ≤
ν(nk+1)2,k for the eigenvalues of P
∗
kPk , in each case repeated according to their
multiplicity.
Theorem 3. Assume that Aut(X ,L)/C∗ is discrete. Then for each j = 0,1,2, . . .
νj ,k =
λj
64π3k 2
+O(k−3).
Moreover, for each j this estimate is uniform when the original choice of Kähler
metric varies in a family of uniformly equivalentmetrics which is compact for the
C∞-topology.
We now turn to our final principal result which, put briefly, says that the
eigenspaces of P∗kPk converge to those of D
∗D. To give this sense we first need
to introduce some more notation. Write µ: CPm → iu(m + 1) for the map
µαβ =
xβ x¯α
4π
∑
γ |xγ|
2
. (2)
(This is the same map µ which appeared in §1.1.) Given a Hermitian matrix
A ∈ iu(m + 1), we writeH (A): CPm →R for the function
H (A) = Tr(Aµ). (3)
This is a Hamiltonian for the Killing vector on CPm associated to the skew-
Hermitian matrix iA. For A ∈ iu(m + 1), by an abuse of notation we also write
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H (A) for the restriction of this function to X ⊂ CPm . We can also view H (A) in
terms of themapsHilbk and FSk , namely k−1H (A) is the derivative of FSk :Bk →
H in the direction A at the point Hilbk (h). With this in hand we can now state
the result.
Theorem4. Assume thatAut(X ,L)/C∗ is discrete. Then, when suitably scaled, the
images under H of the eigenspaces of P∗
k
Pk converge isometrically to the eigen-
spaces ofD∗D. More precisely:
1. Fix an integer r > 0 and let Fr,k ⊂ iu(nk + 1) denote the span of the first
r +1-eigenvalues of P∗kPk . There is a constant C such that for all A,B ∈ Fr,k ,Tr(AB )− 16π2k n 〈H (A),H (B )〉L2(ω)≤Ck−1Tr(A2)1/2Tr(B2)1/2
2. Fix integers 0< p < q such that λp−1 < λp = λp+1 = · · · = λq < λq+1. Write
Vp for the λp -eigenspace of D∗D and write Fp ,q ,k for the span of the νj ,k -
eigenspaces of P∗
k
Pk with p ≤ j ≤q.
Given φ ∈ Vp , let Aφ,k denote the point Fp ,q ,k with H (A) nearest to φ, as
measured in L2. Then
H (Aφ,k )−φ2L22(ω) =O(k−1)
and this estimate is uniform inφ if we require in addition that ‖φ‖L2 = 1.
Finally, these estimates are uniform when the original choice of Kähler metric
varies in a family of uniformly equivalent metrics which is compact for the C∞-
topology.
We remark that, by Theorem 3, dimFp ,q ,k = q −p = dimVp for large k and so
this result tells us that, after suitably rescaling, H is asymptotically an isometry
from Fp ,q ,k to Vp . We should also expand on the uniformity with respect to the
Kähler metric in part 2, since different metrics will have, in general, different
spectral gaps. What this uniformitymeans is that given some positive integerM ,
the estimates are uniform in themetric provided we limit our choice of integers
p ,q to lie in the range 0< p < q <M .
1.3 Applications
Before turning to the proofs, we first give some consequences of these results,
beginning with the convergence of eigenvalues (Theorem 3). Control of the
eigenvalue ν1,k is critical to Donaldson’s proof of Theorem 1. Under more gen-
eral circumstances, concerning certain families of projective embeddings of X
for each value of k (so-called R-bounded embeddings; see Definition 29) in-
stead of just the single embedding Hilbk (h)we consider here, and still assuming
Aut(X ,L)/C∗ is discrete, Donaldson proved the existence of a constant C > 0
such that ν1,k ≥ Ck−4. This was then refined by Phong and Sturm [PS04] to the
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lower bound ν1,k ≥ Ck−2. (See Theorem 30 later on for a precise statement of
this result. Phong and Sturm’s proof of this lower bound greatly influenced the
arguments in §§6.1–6.2.) Since the sequenceHilbk (h) hasR-bounded geometry,
we have the following immediate corollary of Theorem 3:
Corollary 5. Phong and Sturm’s estimate ν1,k ≥Ck−2 is sharp for every polarised
complex manifold L→ X.
Proof. The kernel of D∗D is precisely those Hamiltonian functions which gen-
erate holomorphic vector fields lifting to L (see, e.g., [Don01]). The assumption
that Aut(X ,L)/C∗ is discrete thus implies kerD∗D =R. It follows that λ1 > 0 and
so Ck−2 ≤ ν1,k ≤Dk−2 for constantsD >C > 0.
Our precise asymptotic description of ν1,k is also sufficient to give a nega-
tive answer to a question of Donaldson, raised in §4.3 of [Don01]. The question
concerns the quantity
Λk = max
A∈i su(nk+1)
‖A‖op
‖P∗
k
PkA‖op
(4)
where ‖A‖op denotes the operator norm of the matrix A, i.e. the maximum of
themoduli of its eigenvalues, and where themaximum is taken over all A which
are trace-free, where P∗kPk is injective, so the fraction makes sense. (There is a
typo in the relevant equation on page 520 of [Don01], where the formula given
is for Λ−1k and not Λk as stated.) Donaldson guesses that Λk =O(k ) (again, this is
for R-bounded projective embeddings, not just the specific sequence Hilbk (h)
considered in our main results). As he explains, such a bound would lead to
a much simpler proof of the results of [Don01]. Unfortunately, it follows from
Theorem 3 that this guess is wrong:
Corollary 6. Assume that Aut(X ,L)/C∗ is discrete. Let Λk be the quantity defined
in (4), where the Hessian P∗kPk of balancing energy is evaluated atHilbk (h). Then
there is a constant C > 0 such that Λk ≥ Ck 2. Moreover, this holds, no matter
what norms one uses on isu(nk + 1) to define Λk .
Proof. Taking Ak to be a ν1,k -eigenvector we see that
‖Ak ‖op
‖P∗
k
PkAk ‖op
=
1
ν1,k
=
64π3
λ1
k 2+O(k )
It follows thatΛk ≥Ck 2 for someC > 0. The same constant clearly works for any
choices of norm.
We next give an application of Theorems 2, 3 and 4 which hinges on the uni-
formity with respect to the underlying Kähler metric. As stated, these results
apply to the specific sequence Hilbk (h) ∈Bk of projective metrics. The unifor-
mity enables us to extend them, however, to a different sequence, namely the
balanced embeddings coming from Theorem 1. We state this here, and give the
proof in §8.
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Theorem 7. Assume that Aut(X ,L)/C∗ is discrete and that h ∈ H has curvature
a constant scalar curvature Kähler metricωcsc. For all large k , write bk ∈Bk for
the balanced metric, whose existence is guaranteed by Theorem 1, scaled so that
FS(bk )→ h in C∞.
In the following, a subscript k denotes an object computed with respect to bk
(as opposed to a sequence of the form Hilbk (h) for fixed h). Meanwhile, D∗D is
the operator defined byωcsc.
1. Let f , g ,∈ C∞(X ,R). Then
Tr

Q f ,kP
∗
kPk

Qg ,k

=
k n
4π
∫
X
f D∗Dg
ωncsc
n !
+O(k n−1)
2. For each j = 0,1,2, . . . , 64π3k 2νj ,k → λj .
3. Fix an integer r > 0 and let Fr,k ⊂ iu(nk + 1) denote the span of the first
r + 1-eigenvalues of P∗kPk . Then there exists a constant C such that for all
A,B ∈ Fr,k ,Tr(AB )− 16π2k n 〈H (A),H (B )〉L2(ωcsc)≤Ck−1Tr(A2)1/2Tr(B2)1/2
4. Write 0 < λ1 ≤ λ2 ≤ ·· · for the eigenvalues of D∗D. Fix integers 0 < p <
q such that λp−1 < λp = λp+1 = · · · = λq < λq+1. Write Vp for the λp -
eigenspace of D∗D and write Fp ,q ,k for the span of the νj ,k -eigenspaces of
P∗
k
Pk with p ≤ j ≤q.
Given φ ∈ Vp , let Aφ,k denote the point Fp ,q ,k with H (Aφ,k ) nearest to φ, as
measured in L2. Then H (Aφ,k ) converges toφ in L
2
2 and this convergence is
uniform inφ if we require in addition that ‖φ‖L2 = 1.
This Theorem has a potentially important consequence for the approach
mentioned in §1.1 to understanding Calabi flow via the asymptotics of balanc-
ing flows. Under the same assumptions as in Theorem 7 it is natural to expect
that for anyω ∈ c1(L), Calabi flow starting atω exists for all time and converges
toωcsc. We would like to see if this can be proved via balancing flows.
Calabi flow is known to exist for short time (see [CH08]) and so we know
from [Fin10] that for short time at least the balancing flows give metric flows
which converge to Calabi flow. Meanwhile, Theorem 1 tells us that there are
balanced embeddings bk for all large k which inducemetrics which converge to
ωcsc. This means that for large k balancing energy is a proper function and so
the balancing flow onBk converges to bk . So Theorem 1 tells us that “at t =∞”
the balancing flows also converge. The difficulty is to extend this convergence
back to finite values of t .
As a first step, one might try to do this infinitesimally: for each balancing
flow γ(t ) onBk , if we normalise γ′(t ) to have unit length, we can take a limit as
t → ∞ to obtain a “tangent at infinity” vk ∈ TbkBk . Since γ(t ) is a downward
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gradient flow, vk is an eigenvector for the Hessian of balancing energy at bk .
Now Theorem 7 strongly suggests that the vk converge; this limit should be the
tangent at infinity to Calabi flow.
Onemight also envisage going further. By a classical result of Hartman, there
is a C 1-diffeomorphism from a neighbourhood U ⊂ Bk of bk to a neighbour-
hood V ⊂ TbkBk of the origin which identifies balancing flow on U with the
linear flow on V defined by the Hessian of balancing energy (see [Har60]). By
analysing the asymptotics of these diffeomorphisms one might hope to investi-
gate the long time existence of Calabi flow, with Theorem 7 providing the initial
step.
1.4 Technical background
In this section we introduce some of the technical tools necessary for the proofs
of Theorems 2, 3 and 4. They are the product of the efforts of many people and
accurately reflecting the contributions of all of them is a near impossible task,
although I have done my best.
We begin with a foundational result, due to Tian [Tia90], along with its re-
finements by Ruan [Rua98], Catlin [Cat99], Lu [Lu00] and Zelditch [Zel98]. Let
h be a positively curved Hermitian metric in L, with corresponding Kähler form
ω. As above, we consider an L2-orthonormal basis {sα} of H0(X ,Lk ), giving a
sequence of embeddings X → CPnk . Write hk and ωk for the restriction of the
Fubini–Study metric from O (1)→CPnk to Lk → X . Tian’s result is that h
1/k
k
→ h
and 1
k
ωk →ω. (In our earlier notation, h
1/k
k = FSk ◦Hilbk (h).)
More precisely, the Fubini–Study and original metrics are related as follows.
Define the Bergman functionρk (ω): X →R by
ρk (ω) =
∑
α
|sα|
2,
where | · | is the norm hk on sections of Lk . Note that ρk does not depend on
the choice of orthonormal basis, nor does it change when h is multiplied by
a constant; it depends solely on ω as the notation indicates. The original and
Fubini–Studymetrics are related by:
hk =ρ
−1
k h
k , ωk = kω−
i
2π
∂∂ logρk .
So the relation between the Fubini–Study and original metrics comes down to
the asymptotic behaviour of ρk . This is given in the following result, due to
the work of Catlin [Cat99], Lu [Lu00], Ruan [Rua98], Tian [Tia90] and Zelditch
[Zel98]; we state it largely as it appears in [Don01] (see Proposition 6 there). For
much more information on this topic, including a treatment of the purely sym-
plectic case, see the book [MM07].
Theorem 8.
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1. For fixedω there is an asymptotic expansion as k →∞,
ρk (ω) =b0(ω)k
n +b1(ω)k
n−1+ · · · ,
where n = dimX andwhere the b j (ω) are smooth functions on X which are
polynomials in the curvature ofω and its covariant derivatives.
2. In particular,
b0(ω) = 1, b1(ω) =
1
8π
S(ω),
where S(ω) denotes the scalar curvature ofω.
3. The expansion holds in C∞ in that for any r,M > 0,ρk (ω)−
M∑
j=0
b j (ω)k
n−j

C r (X )
≤Cr,Mk
n−M−1
for some constants Cr,M .
4. The constantsCr,M can be chosen independently ofω provided it varies in a
family of uniformly equivalent metrics which is compact for the C∞ topol-
ogy.
5. It follows that 1
k
ωk →ω and h
1/k
k → h in C
∞.
Another important technical tool in our proofs is provided by the Berezin–
Toeplitz quantisation of the algebra of real functions on X . This assigns to a
function f ∈C∞(X ,R), the self-adjoint endomorphism Tf ,k ofH0(X ,Lk ) defined
as follows: first multiply a section by f , then use the L2-inner-product to project
back to the space of holomorphic sections. Tf ,k is called the k th Toeplitz operator
of f . This was first shown to be a well-defined quantisation with the correct
semi-classical limit by Bordemann, Meinrenken and Schlichenmaier [BMS94].
See also [Sch00].
Our interest in Toeplitz operators stems from the fact that Q f ,k is the k th-
Toeplitz operator of 4πk f +∆f . In practice, it is the Toeplitz integral kernels
which arise in theproof of Theorem2. The resultswewill need are an asymptotic
expansion of the restriction to the diagonal of the integral kernels of both Tf ,k
and the composition Tf ,kTg ,k . The existence (including in the purely symplectic
case) of these expansions is due to Ma and Marinescu; see [MM08, Lemma 4.6]
(cf. also [MM08, (4.79)] ,[MM07, Lemma 7.2.4 and (7.2.6)]). The calculation of
the coefficients, which is essential for our application, was carried out in [MM].
We now describe the parts of the expansions we will need. The kernel of Tf ,k
is a section of Lk1 ⊗ (L
k
2 )
∗ over X ×X , where L1 denotes the pull-back of L from
the first factor and L2 the pull-back from the second factor. Explicitly, if {sα} is
an L2-orthonormal basis, the kernel is
K˜ f ,k (x ,y ) =
∑
α,β
∫
X
f (z )(sα ,sβ )(z )sβ (y )⊗ s
∗
α(x )
ωnz
n !
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where s ∗ is the section of (Lk )∗ metric-dual to s . On restriction to the diagonal,
L1 and L2 are identical and so K˜ f ,k (x ,x ) is a function which we write as K f ,k :
K f ,k (x ) = K˜ f ,k (x ,x ) =
∑
α,β
∫
X
f (z )(sα ,sβ )(z )(sβ ,sα)(x )
ωnz
n !
Theorem 9 (Ma–Marinescu [MM]). There is an asymptotic expansion
K f ,k =q f ,0k
n +q f ,1k
n−1+q f ,2k
n−2+ · · · ,
for smooth functionsq f ,j . This holds inC∞ in the same sense as Theorem8. More-
over, there are the following formulae for the first three coefficients:
q f ,0 = f ,
q f ,1 =
S(ω)
8π
f −
1
4π
∆f ,
q f ,2 = b2 f +
1
32π2
∆2 f −
1
32π2
S(ω)∆f +
1
8π2
(Ric, i∂∂ f ),
where b2 is the coefficient in the expansion of the Bergman function of Theorem 8
and Ric is the Ricci form ofω. The expansion is uniform in f varying in a subset
of C∞(X ) which is compact for the C∞-topology. Finally, it is also uniform in the
Kählermetric provided it varies in a family of uniformly equivalentmetricswhich
are compact for the C∞-topology.
The uniformity in f and the metric is not mentioned explicitly in [MM], but
it follows immediately, since the estimates in their proofs only involve f , the
metric and their derivatives. Notice that when f = 1, K f ,k = ρk and so we can
see Theorem 9 as a generalisation of Theorem 8. In fact, Ma–Marinescu prove
a more general result than this as they consider Toeplitz operators for Lk ⊗ E
where E is a holomorphic vector bundle; wemerely state here the version which
is sufficient for our needs.
We next turn to the kernel of the composition Tf ,k ◦Tg ,k ,
K˜ f ,g ,k (x ,y ) =
∫
X
K˜ f ,k (x ,z )K˜g ,k (z ,y )
ωnz
n !
.
Restricting to the diagonal gives the function
K˜ f ,g ,k (x ,x ) =
∑
α,β ,γ
∫
X×X
f (y )g (z )(sα ,sβ )(y )(sβ ,sγ)(z )(sγ,sα)(x )
ωny ∧ω
n
z
(n !)2
.
We write K f ,g ,k (x ) = K˜ f ,g ,k (x ,x ). Ma and Marinescu also compute the asymp-
totic expansion of this.
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Theorem 10 (Ma–Marinescu [MM]). There is an asymptotic expansion
K f ,g ,k = q f ,g ,0k
n +q f ,g ,1k
n−1+q f ,g ,2k
n−2+ · · · ,
for smooth functions q f ,g ,j . This holds in C∞ in the same sense as Theorem 8.
Moreover, the first two coefficients satisfy:
q f ,g ,0 = f g ,
q f , f ,1 =
S(ω)
8π
f 2−
1
2π
f∆f +
1
4π
|d f |2.
The expansion is uniform in f , g varying in a subset of C∞(X ) which is compact
for the C∞-topology. Finally, it is also uniform in the Kähler metric provided it
varies in a family of uniformly equivalentmetrics which are compact for the C∞-
topology.
Again, Ma andMarinescu prove farmore than this: theywork with Lk⊗E for
a holomorphic vector bundle E and also give formulae for q f ,g ,j for j = 0,1,2;
we have simply stated here the part of their work which we will need. We also
remark that, as for Theorem 9, that the uniformity in f , g and the metric is not
mentioned explicitly in [MM], but it follows directly from their proof since only
the derivatives of f , g and themetric appear in the estimates.
As a final remark we note that the asymptotic expansions of the kernels de-
scribed here imply in turn an asymptotic expansion of the product Tf ,k ◦ Tg ,k
itself. This latter expansion was found by different methods by Schlichenmaier
[Sch00].
1.5 A note on conventions
Wemake the convention that when the symbol C appears in an estimate, it de-
notes a constant which may change from line to line. It is always, however, in-
dependent of whatever else appears in the estimate.
Whenever a norm, such as L2, is used and no further comment is made then
it is definedwith respect to the fixedmetricω (rather than, say, the the sequence
k−1ωk of projective approximations).
There are various scale conventions used in the literature. In order to help
the reader translate known results to fit with our scaling conventions, we state
them all clearly here. (Our choice of conventions has been made to agree with
those of Ma andMarinescu, whose asymptotic results we rely heavily on in §2.)
Given a positively curved Hermitian metric h in L, we write ω = i
2π
Fh ∈
c1(L) for the associated Kähler form. We write Ric(ω) for the Ricci form of X .
Explicitly, Ric = −i FK where FK is the curvature of the canonical bundle with
Hermitian metric induced by ω. We define the scalar curvature S(ω) by S =
2(Ric,ω) where (·, ·) is the Riemannian inner-product associated to ω. Equiv-
alently, Sωn = 2n Ric∧ωn−1. So, for example, for the Fubini–Study metric on
O (1)→CP1,ω has area 1, Ric= 4πω and S = 8π.
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With these conventions, if e 4π f th is a path of Hermitian metrics in L, then
∂S
∂ t
=D(f ) for the fourth-order operator:
D(f ) =∆2 f − 2(Ric,2i∂∂ f ). (5)
Here∆ is the positive d-Laplacian. This is related toD∗D by the equation
2D∗D(f ) =D(f )+ (dS,d f ). (6)
The derivation of equations (5) and (6) is standard. See, for example, [LS93] and
[Don97].
We mention also that sometimes in the literature the factor of 1
4π
in the def-
inition of µ is not used (see equation (2) above).
1.6 A remark on uniformity with respect to themetric
We pause to make a remark about the uniformity of the expansions in our The-
orems 2, 3 and 4 with respect to the Kähler metric. This follows in a straightfor-
ward fashion from the analogous uniformity in Theorems 8, 9 and 10 together
with the fact that all other estimates are metric-based. Consequently we state
now once and for all that all results in this article are uniform with respect to
the Kähler metric, provided it varies in a family of uniformly equivalent metrics
which are compact for the C∞-topology. We do not mention this point further in
order to avoid littering the statements and proofs with repetitions of these facts.
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2 Asymptotics of the Hessian of balancing energy
In this section we prove Theorem 2. Our starting point is the following.
Lemma 11. Let A,B ∈ iu(m+1). The following identity holds pointwise onCPm :
4πH (A)H (B )+ (ξA ,ξB )FS =Tr(ABµ)
whereH (A) andH (B ) are defined in equation (3), ξA and ξB are the holomorphic
vector fields associated to A and B respectively, (·, ·)FS is the Hermitian Fubini–
Study metric and µ is defined in equation (2).
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This is Lemma 18 in [Fin10] (to change to our current conventions, note that
H (A) and H (B ) must both be multiplied by 4π as must (·, ·)FS and µ) and also
appears in [PS04].
Proposition 12. Let Xn ⊂CPm be a complex submanifold, A,B ∈ iu(m + 1). The
Hessian Tr(A(P∗PB )) of balancing energy at X is given by:
Re(Tr(AB µ¯))− 4π
∫
X
H (A)H (B )
ωnFS
n !
−
∫
X
(dH (A),dH (B ))FS
ωnFS
n !
whereωFS is the restriction of the Fubini–Study metric to X and in the third term
we first restrict H (A),H (B ) to X , then take the exterior derivative and finally com-
pute the inner-product with the induced Riemannianmetric on X.
Proof. At all points of X we can split ξA =ξ
⊤
A+ξ
⊥
A into tangential and orthogonal
components. Recall that the Hessian of balancing energy is
Tr(A(P∗PB )) =
∫
X
Re(ξ⊥A ,ξ
⊥
B )FS
ωnFS
n !
.
Meanwhile, ξ⊤A =∇H (A) where we have taken the gradient ofH (A) over X using
themetric induced via Fubini–Study. It follows that
Re(ξ⊤A ,ξ
⊤
B )FS = (dH (A),dH (B ))FS
where on the right-hand-side we first restrict to X , then take the exterior deriva-
tive and compute the inner-product with the induced Riemannianmetric on X .
From here the result follows by integrating Lemma 11 over X .
Recall that we fix a positively curved Hermitian metric h in L→ X and con-
sider the sequence of embeddings X →CPnk provided by L2-orthonormal bases
of H0(X ,Lk ). We will prove Theorem 2 by applying Proposition 12 to A =Q f ,k ,
B =Qg ,k and computing the asymptotics of each of the terms. In fact, it will be
clear in the course of our proof that this gives an asymptotic expansion with co-
efficients which are also symmetric bilinear forms in f and g . (Strictly speaking,
to verify this one needs to know q f ,g ,1 for f 6= g which is given in [MM].) From
this it follows that it suffices to prove Theorem 2 in the case f = g . We write the
details in this symmetric case, since it makes the notation far less cumbersome.
In the following, a subscript k indicates that the object is defined via the k th
projective embedding X → CPnk . So ωk is the restriction of the Fubini–Study
form to X , | · |k is the associated norm on tensors etc. On the other hand, the
absence of a subscript indicates that the object is defined with respect to the
original choice of Kähler metricω.
Lemma 13. The volume form of the metricωk has the asymptotic expansion:
ωnk = k
nωn

1−
1
32π2k 2
∆S+O(k−3)

.
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Proof. This follows from Theorem 8 which implies that
ωk = kω−
i
2π
∂∂

S(ω)
8πk
+O(k−2)

.
Lemma 14. Tr(Q2f ,k µ¯k ) has the following asymptotic expansion:
4πk n+2
∫
X
f 2
ωn
n !
+k n+1
∫
X
|d f |2
ωn
n !
−
1
4π
k n
∫
X
|D f |2
ωn
n !
+O(k n−1).
Proof. On restriction to X ⊂ CPm , we can rewrite µ in terms of the Hermitian
metric h on L:  
µ|X

|αβ =
(sα,sβ )
4π
∑
|sγ|2
=
(sα,sβ )
4πρk
,
(where (·, ·) denotes the metric hk on Lk ). It follows that
Tr(Q2f ,k µ¯k ) =
∑
α,β ,γ
QαβQβγMγα,
where
Qαβ =
∫
X
 
4πk f +∆f

(sα,sβ )
ωn
n !
,
Mγα =
∫
X
(sγ,sα)
4πρk
ωnk
n !
.
By Lemma 13 and the expansion of ρk in Theorem 8,
ωn
k
ρk
= ωn

1−
S
8πk
+
S2
64π2k 2
−
b2
k 2

1−
1
32π2k 2
∆S

+O(k−3),
= ωn

1−
S
8πk
+
S2− 64π2b2− 2∆S
64π2k 2

+O(k−3).
Using this we have
Tr(Q2f ,k µ¯k ) =
1
4π
∫
X

1−
S
8πk
+
S2− 64π2b2− 2∆S
64π2k 2
+O(k−3)

Kk
ωn
n !
where
Kk = K4πk f +∆ f ,4πk f +∆ f ,k
is the restriction to the diagonal of the integral kernel of the composition of two
Toeplitz operators, as discussed in §1.4.
We now apply Theorem 10 to Kk . Taken literally, this result applies to K f ,g ,k
for functions f , g which are independent of k , whilst in our case the arguments
depend linearly on k . However, since K f ,g ,k is in turn linear in f and g we can
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expand out and still use the asymptotic expansion. On doing this, the k n+2-
coefficient follows immediately. The k n+1-coefficient is
∫
X

2f∆f + 4πq f , f ,1−
1
2
S f 2

ωn
n !
=
∫
X
|d f |2
ωn
n !
,
by virtue of Ma–Marinescu’s formula for q f , f ,1. Finally, the k n coefficient is
∫
X

1
4π
(∆f )2+q f ,∆ f ,1+q∆ f , f ,1+ 4πq f , f ,2
−

1
4π
f∆f +
1
2
q f , f ,1

S+ f 2

S2− 64π2b2− 2∆S
16π

ωn
n !
.
Now we use the fact that
∫
X
K f ,g ,k =
∫
X
f Kg ,k . This tells us that
∫
X
q f ,g ,j =∫
X
f qg ,j . Applying the formulae in Theorems 9 and 10, the above expression
for the k n coefficient becomes∫
X

−
1
8π
(∆f )2+
1
4π
f (Ric,2i∂∂ f )+
1
8π
S f∆f −
1
8π
f 2∆S−
1
8π
S|d f |2

ωn
n !
.
Next we use the following identities (which follow from integration by parts and
Leibniz’s rule)∫
X
f (dS,d f )
ωn
n !
=
1
2
∫
X
f 2∆S
ωn
n !
=
∫
X
S

f∆f − |d f |2
 ωn
n !
(7)
to write the k n -coefficient as
−
1
4π
∫
X
|D f |2
ωn
n !
,
where we have used equation (6).
To compute the asymptotics of the two remaining terms in Proposition 12
we first need an expansion forH (Q f ,k ).
Lemma 15. There is an asymptotic expansion
H (Q f ,k ) = k f −
1
32π2k
D(f )+O(k−2).
where D is the linearisation of the scalar curvature evaluated at ω (described in
equation (5)).
Remark 16. Themap f 7→ k−1H (Q f ,k ) is the derivative of FSk ◦Hilbk at h. Theo-
rem 8 tells us that FSk ◦Hilbk (h) converges to h, whilst this Lemma implies that
the derivative converges uniformly to the identity on compact sets in ThH .
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Proof. First, a heuristic argument. Write hk for the metric on Lk obtained by
pulling back the Fubini–Study metric via an L2-orthonormal basis of H0(X ,Lk ).
We know that
hk =
hk
ρk
=

1−
S
8πk
+
S2− 64π2b2
64π2k 2
+O(k−3)

k−nhk .
Now we differentiate this equation term-by-term with respect to h. In other
words, we consider a path e 4πt f h of Hermitian metrics, giving a path of Fubini–
Study approximations and take the derivative of hk = hk /ρk with respect to t .
The infinitesimal change in the Fubini–Study metric is 4πH (Q f ,k )hk whilst the
change in hk is 4πk f hk . Differentiating term-by-term on the right hand side of
equation (2) (and assuming this is permitted!) we get
H (Q f ,k )hk =

k f −
1
8π
S f +
S2 f − 64π2b2 f − 2D(f )
64π2k
+O(k−2)

k−nhk .
Now, since h
k
hk
= ρk , we have the following expression for H (Q f ,k ), in which we
have suppressed all terms which ultimately contribute atO(k−2).

k f −
1
8π
S f +
S2 f − 64π2b2 f − 2D(f )
64π2k

1+
S
8πk
+
b2
k 2

Multiplying this out gives the result.
For a rigorous proof, we write outH (Q f ,k ) using K f ,k .
H (Q f ,k )(x ) =
∑
α,β
∫
X
 
4πk f +∆f

(y )(sα,sβ )(y )(sβ ,sα)(x )
1
4πρk (x )
ωny
n !
,
=
1
4πρk
K4πk f +∆ f ,k .
This means that H (Q f ,k ) is the following product, in which we have suppressed
terms of sufficiently high order that they ultimately contribute atO(k−2).

1−
S
8πk
+
S2− 64π2b2
64π2k 2

k f +
S f
8π
+k−1

f b2−
∆2 f
32π2
+
1
8π2
(Ric, i∂∂ f )

(Again, we have considered the expansion of Kg ,k where g depends on k , but
since this dependence is linear as is the dependence of Kg ,k on g this is permit-
ted.) Multiplying these together and using equation (5) for D(f ) completes the
proof of the expansion.
Lemma 17. There is the following expansion:
∫
X
H (Qk , f )
2
ωnk
n !
= k n+2
∫
X
f 2
ωn
n !
−
1
8π2
k n
∫
X
|D f |2
ωn
n !
+O(k n−1).
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Proof. It follows from Lemmas 13 and 15 that
∫
X
H (Q f ,k )2
ωn
k
n !
is equal to
∫
X
k n

k 2 f 2−
1
16π2
f D(f )+O(k−1)

1−
1
32π2k 2
∆S+O(k−3)

ωn
n !
.
The coefficient of k n+2 is
∫
X
f 2 ω
n
n !
and that of k n+1 vanishes. The k n coefficient
is
−
1
16π2
∫
X

f D(f )+
1
2
f 2∆S

ωn
n !
This is equal to− 1
8π2
∫
X
|D f |2 ω
n
n !
by equation (6).
Lemma 18. There is the following expansion:
∫
X
|dH (Qk , f )|
2
k
ωnk
n !
= k n+1
∫
X
|d f |2
ωn
n !
+O(k n−1).
Proof. First note that for a fixed covector α,
|α|2k = |α|
2
kω+O(k−1)
,
= k−1|α|2
ω+O(k−2)
,
= k−1|α|2+O(k−3).
From here and Lemmas 13 and 15 we see that the quantity we are computing is:
∫
X
k n−1
kd f +O(k−1)2 1+O(k−2) ωn
n !
.
This gives the claimed expansion.
Proof of Theorem 2. Weput together Proposition 12 with Lemmas 14, 17 and 18.
This gives that
Tr(Pk (Q f ,k )
2) = Tr(Q2f ,k µ¯k )− 4π
∫
X
H (Qk , f )
2
ωnk
n !
−
∫
X
dH (Q f ,k )2k ω
n
k
n !
,
=
k n
4π
∫
X
|D f |2
ωn
n !
+O(k n−1).
Finally we must check the claimed uniformity of the expansion in both f
and the Kähler metric. This follows ultimately from the analogous uniformity of
Theorems 8, 9 and 10.
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3 Strategy of the proof of Theorems 3 and 4
3.1 Overview of the induction
We will prove the Theorems 3 and 4 in tandem, by using induction. Recall our
notation that λj denotes the j th eigenvalue of D∗D, whilst νj ,k denotes the j th
eigenvalue of P∗kPk (where the eigenvalues are repeated according to their mul-
tiplicity). We assume that Aut(X ,L)/C∗ is discrete. Wemake the following induc-
tive hypotheses.
Inductive Hypotheses. Let r be a non-negative integer. We call the following
statements the r th inductive hypotheses.
I1. For each j = 0, . . . ,r
νj ,k =
λj
64π3k 2
+O(k−3).
I2. Write Fr,k ⊂ iu(nk +1) for the span of the νj ,k -eigenspaces with j ≤ r . Then
there exists C such that for all A,B ∈ Fr,k ,Tr(AB )− 16π2k n 〈H (A),H (B )〉L2(ω)≤Ck−1Tr(A2)1/2Tr(B2)1/2.
I3. Fix integers 0< p < q ≤ r such that
λp−1 <λp = λp+1 = · · ·=λq <λq+1.
Write Vp for the λp -eigenspace of D∗D and write Fp ,q ,k for the span of the
νj ,k -eigenspaces of P
∗
kPk with p ≤ j ≤q.
Given φ ∈ Vp , let Aφ,k denote the point of Fp ,q ,k with H (Aφ,k ) nearest to φ,
as measured in L2. ThenH (Aφ,k )−φ2L22(ω) =O(k−1)
and this estimate is uniform inφ if we require in addition that ‖φ‖L2 = 1.
To prove Theorems 3 and 4 we will induct on the spectral gaps of D∗D. More
precisely, suppose thatλr <λr+1 = · · ·=λs <λs+1. To carry out the induction we
will prove that the r th-inductive hypotheses implies the s th-inductive hypothe-
ses.
We next outline the main idea behind the proofs of I1–3. Let Er denote the
span of the λj -eigenspaces for j = 0, . . . ,r . and write Fr,k for the span of the
νj ,k -eigenspaces for j = 0, . . . r . Assuming that λr+1 > λr and νr+1,k > νr,k , the
variational characterisation of eigenvalues gives that
λr+1 = min
f ∈E⊥r
‖D f ‖2
‖f ‖2
,
νr+1,k = min
B∈F⊥
r,k
‖P(B )‖2
Tr(B2)
.
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An important part of our proofs is to establish that if f is orthogonal to Er then to
highest orderQ f ,k is orthogonal to Fr,k . Similarly if B is orthogonal to Fr,k then
to highest order H (B ) is orthogonal to Er . In other words, under the deriva-
tives of Hilbk and FSk the orthogonal complements asymptotically match up.
Now, Theorem 2 shows that ‖D f ‖ can be used to control ‖Pk (Q f ,k )‖. Meanwhile,
Proposition 34 below shows how ‖Pk (B )‖ can be used to control ‖DH (B )‖. Since
E⊥r and F
⊥
r,k
arematching up, these results enable us to control νr,k in termsofλr .
3.2 The base of the induction
Lemma 19. Suppose that Aut(X ,L)/C∗ is discrete. Then the 0th inductive hy-
potheses are true.
Proof. Observe that kerD∗D = kerD is those functions whose Hamiltonian vec-
tor field is holomorphic. Such a vector field lifts to L and so the assumption that
Aut(X ,L)/C∗ is discrete ensures that kerD∗D = R and λ0 = 0 is strictly smaller
than λ1. By definition, P
∗
k
Pk vanishes onmultiples of the identity, so ν0,k = 0 and
so the first part of the base step is trivially satisfied.
Since idk spans the ν0,k -eigenspace it suffices to prove the inequality in I2
just for this sequence of matrices. Now H (idk ) =
1
4π
is constant whilst Tr(id2k ) =
nk + 1 = Vk n +O(k n−1) where V = c1(L)n is the volume. So the left-hand-side
is O(k n−1) whilst the right-hand-side is Vk n−1 +O(k n−2) and so the required
constant C can be found.
Finally, for I3,H maps the ν0,k -eigenspace isomorphically onto theλ0-eigen-
space, so there is no estimate required.
4 A collection of estimates
We now pause to collect various useful estimates. In reading the proofs of these
estimates, remember that we habitually abuse notation in thatC denotes a con-
stant which may change from line to line.
The first estimate in our collection is Lemma 15 in [Fin10] (note that article
does not use the factor of 1
4π
in the definition of µ).
Lemma20. ‖µ¯k−
1
4π
idk ‖op =O(k−1), where idk ∈ iu(nk+1) is the identitymatrix.
Lemma 21. There is a constant C such that for all A,B ∈ iu(nk + 1),Tr(AB µ¯k )− 14π Tr(AB )
≤Ck−1Tr(A2)1/2Tr(B2)1/2
Proof. This follows from the bound ‖µ¯k −
1
4π
idk‖op = O(k−1) and the standard
fact that for Hermitian matrices A,B ,G :
|Tr(ABG )| ≤Tr(A2)1/2Tr(B2)1/2‖G‖op.
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(which can be proved, for example, by writing out the matrices in a basis for
whichG is diagonal).
Lemma22. There exists a constantC such that for any pair of functions f , g ,∈ L2,
k−n 〈 f , g 〉L2(ωk )−〈 f , g 〉L2(ω)≤Ck−2‖f ‖L2(ω)‖g ‖L2(ω).
Similarly for any pair of L2-sections s , t of Λ0,1⊗TX,
k−n 〈s , t 〉L2(ωk )−〈s , t 〉L2(ω)≤Ck−2‖s‖L2(ω)‖t ‖L2(ω).
Proof. Sinceωk = kω+O(k−1) given any pair of functions f , g , we can write
〈 f , g 〉L2(ω) = k
n 〈 f , g 〉L2(ωk )+
∫
X
f g εk
ωn
n !
where εk =O(k n−2) in, say, C 0. By Cauchy–Schwarz,
∫
X
f g εk
ωn
n !
≤Ck n−2‖f ‖L2(ω)‖g ‖L2(ω)
For some C independent of f , g .
The proof for sections of Λ0,1⊗TX is identical, once we have observed that
scaling the metric by a constant does not change themetric on Λ0,1⊗TX .
Lemma 23. There exists a constant C such that for all A ∈ iu(nk + 1),
‖H (A)‖2
L2(ω)
≤

1
16π2
k−n +Ck−n−1

Tr(A2).
Proof. Lemma 11 implies 4πH (A)2 ≤ Tr(A2µ). Integrating over X with respect to
ωk and applying Lemma 21 with B =A proves that
‖H (A)‖2
L2(ωk )
≤

1
16π2
+Ck−1

Tr(A2)
Now it follows from Lemma 22 that there is a constant C such that for any func-
tion f ,
‖f ‖2
L2(ω)
≤

k−n +Ck−n−2

‖f ‖2
L2(ωk )
.
Applying this toH (A) completes the proof.
Lemma 24. There exists a constant C such that for all f ∈ L22,(kDk −D)(f )L2(ω) ≤Ck−2‖f ‖L22(ω)
whereDk is the operator defined by the metricωk , whilstD is defined byω.
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Proof. This follows from the fact thatωk = kω+O(k−1). TheHamiltonian vector
field generated by f via ω is ω−1(d f ), where we write ω−1 for the inverse to
contraction withω. SinceD f = ∂ (ω−1(d f )) it follows thatDkω = k−1Dω. Hence,
kDk = kDkω+O(k−1) =Dω+O(k−2)
Nowwe appeal to the following fact: there exists constants c andC such that
ifω,ω′ are two Kähler forms on X with ‖ω′−ω‖C 1 ≤ c , then
‖(Dω′ −Dω)f ‖L2 ≤C‖ω
′−ω‖C 1‖f ‖L22
,
where the norms are defined with respect to ω. This is true because, provided
ω′ is sufficiently close to ω, there is a constant C such that for all ω′ and all
covectors α,
‖ω′−1(α)‖L21
≤C‖α‖L21
It now follows that
‖(Dω′ −Dω)f ‖L2 ≤
(ω′−1−ω−1)(d f )
L21
,
=
ω′−1(ω−ω′)ω−1(d f )
L21
,
≤ C‖ω′−ω‖C 1‖f ‖L22
.
Lemma 25. There exists a constant C such that for all f ∈ L22,
‖(k∆k −∆)f ‖L2 ≤Ck
−2‖f ‖L22
,
where∆k denotes theωk -Laplacian and the norms are defined with respect toω
Proof. This follows from the fact that ωk = kω+O(k−1) together with the for-
mula∆f ωn = 2ni∂∂ f ∧ωn−1 for the Laplacian on a Kähler manifold.
Lemma 26. Assume that Aut(X ,L)/C∗ is discrete. There exists a constant C such
that for all f ∈ L22 and all large k ,
‖Dk f ‖
2
L2(ωk )
≥

k n−2−Ck n−4

‖D f ‖2
L2(ω)
−Ck n−4‖f ‖2
L2(ω)
Proof. By Lemma 24,
‖kDk f ‖L2(ω) ≥ ‖D f ‖L2(ω)−Ck
−2‖f ‖L22(ω)
.
Since the symbol of D is injective, D satisfies an overdetermined-elliptic esti-
mate: there is a constant C such that for all f ∈ L22,
‖f ‖L22(ω)
≤C
 
‖f ‖L2(ω)+ ‖D f ‖L2(ω)

.
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It follows that
‖kDk f ‖L2(ω) ≥

1−Ck−2

‖D f ‖L2(ω)−Ck
−2‖f ‖L2(ω).
Now Aut(X ,L)/C∗ is discrete so kerD = kerDk is simply the constants. It fol-
lows that unless f is constant—in which case the required estimate is trivial—
the right-hand-side is eventually positive for large k . Hence squaring gives
‖Dk f ‖
2
L2(ω)
≥ k−2

1−Ck−2
2
‖D f ‖2
L2(ω)
−Ck−4‖D f ‖L2(ω)‖f ‖L2(ω),
≥ k−2

1−Ck−2
2
‖D f ‖2
L2(ω)
−Ck−4‖f ‖2
L2(ω)
−Ck−4‖D f ‖2
L2(ω)
,
≥

k−2−Ck−4

‖D f ‖2
L2(ω)
−Ck−4‖f ‖2
L2(ω)
.
To complete the proof, we convert the left-hand-side to the L2(ωk )-normvia
Lemma 22. This gives a constant C such that for any L2-section s of Λ0,1⊗TX ,
‖s‖2
L2(ωk )
≥

k n −Ck n−2

‖s‖2
L2(ω)
.
Applying this to s =Dk f gives the result.
5 An asymptotic upper bound on νj ,k
Our goal in this section is to prove the following.
Proposition 27. Suppose that λr <λr+1= · · ·= λs <λs+1 and, moreover, that the
r th-inductive hypotheses hold. Then for all j = r + 1, . . . ,s ,
νj ,k ≤
λj
64π3k 2
+O(k−3).
Proof. We begin with the proof for νr+1,k . Write Er+1 for the sum of the eigen-
spaces of D∗D with eigenvalue λ ≤ λr+1. Similarly write Fr,k for the sum of the
eigenspaces of P∗
k
Pk with eigenvalue ν ≤ νr,k .
We know that dimEr+1 ≥ r + 2 whilst dimFr,k ≥ r + 1 and that if dimFr,k >
r + 1 then νr+1,k = νr which, by induction, is equal to
λr
64π3k 2
+O(k−3). So, for
those values of k for which dimFr,k > r + 1 we certainly have νr+1,k satisfying
the required upper bound; the effort is required to treat those values of k for
which dimFr,k = r + 1.
For such values of k , we consider themapπk : Er+1→ Fr,k whereπk (f ) is the
orthogonal projection of Q f ,k to Fr,k . Since dimEr+1 > dimFr,k it follows that
πk has non-trivial kernel. For each such k , let fk ∈ kerπk have unit norm in L2.
SinceQ f k ,k ∈ F
⊥
r,k
, we have that
νr+1,k ≤
‖PkQ f k ,k ‖
2
Tr(Q2
f k ,k
)
.
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Now, to bound thenumerator abovewe apply Theorem2, which applies uni-
formly to all f in the unit sphere of Er+1. This gives, for all l and for any integer
k > 0 for which dimFr,k = r + 1,
‖PlQ f k ,l ‖
2 ≤
l n
4π
λr+1+Cl
n−1
for someC (since fk is an eigenvector ofD∗D with eigenvalue λ≤ λr+1). Putting
l = k we get
‖PkQ f k ,k ‖
2 ≤
k n
4π
λr+1+Ck
n−1. (8)
Meanwhile, by definition (1) ofQ f ,k , Tr(Q
2
f k ,k
) is given by the double integral
∫
X×X
 
4πk fk +∆fk

(x )
 
4πk fk +∆fk

(y )(sα,sβ )(x )(sβ ,sα)(y )
ωnx ∧ω
n
y
(n !)2
We can rewrite this using Toeplitz integral kernels as
∫
X

16π2k 2 fkK f k ,k + 4πk fkK∆ f k ,k + 4πk∆fkK f k ,k +∆fkK∆ f k ,k
 ωn
n !
.
Now, since the fk lie in the unit sphere of Er+1 which is compact in the C∞-
topology, Theorem 9 gives that K f k ,k = k
n fk +O(k n−1) and K∆ f k ,k = O(k
n ).
(Again we use the uniformity of Theorem 9 in f together with a diagonal ar-
gument to deduce these estimates, just as Theorem 2 was applied to derive (8)
above.) From here and the fact that ‖fk ‖L2 = 1, it follows that
Tr(Q2f k ,k ) = 16π
2k n+2+O(k n+1). (9)
The bounds (8) and (9) combine to give
νr+1,k ≤
λr+1
64π3k 2
+O(k−3)
as required.
Suppose now that λr+2= λr+1. Then dimE ≥ r +3 and we can repeat the ar-
gument, this time projecting onto the span Fr+1,k of eigenspaces with ν ≤ νr+1,k .
This time dimFr+1,k ≥ r + 2 and is strictly greater only if νr+2,k = νr+1,k , which
we have just bounded above. Whenever dimFr+1,k = r + 2 we have an element
fk ∈ Er+1 with Q f k ,k ∈ F
⊥
r+1,k and this gives a sequence enabling us to bound
νr+2,k above. Continuing in this way until we reach λs completes the proof.
6 An asymptotic lower bound on νj ,k
The goal of this section is to prove the following.
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Proposition 28. Assume that Aut(X ,L)/C∗ is discrete. Suppose λr < λr+1 and
that the r th-inductive hypotheses hold. Then
νr+1,k ≥
λr
64π3k 2
+O(k−3).
The proof is somewhat lengthy and will finally be established in §6.3. As is
explained in §3, a key step is to use ‖Pk (A)‖ to control ‖DH (A)‖L2 . This is the
content of Proposition 34 in §6.2 below.
The result and its proof are related to work of Phong and Sturm [PS04] con-
cerning embeddings with R-bounded geometry, which we now briefly describe.
Definition 29. Fix R > 0 and an integer s greater than 4. Given b ∈Bk we write
ωb ∈ kc1(L) for the corresponding Kähler metric. We say b has R-bounded ge-
ometry in C s ifωb > R−1kω and
‖ωb −kω‖C s (kω) < R .
It follows from Theorem 8 that the sequence Hilbk (h) that we are interested
in has R-bounded geometry for all large k and any choice of s .
Theorem 30 (Phong–Sturm, [PS04]). Assume that Aut(X ,L)/C∗ is discrete. Fix
R > 0 and an integer s ≥ 4. There exists a constant C such that for all points
b ∈Bk with R-bounded geometry in C s ,
ν1,k (b )≥Ck
−2
where ν1,k (b ) denotes the first non-zero eigenvalue of the Hessian of balancing
energy at b.
This result is in turn an improvement on the lower bound ν1,k (b ) ≥ Ck−4,
due to Donaldson [Don01]. Phong and Sturm’s use of the second fundamental
form of X →CPnk in their proof of Theorem 30 was what led us to the geometric
relation between the two Hessians D∗D and P∗P described in Proposition 31
below.
6.1 The Hessians for a complex projective submanifold
We begin by recalling some standardmaterial on the second fundamental form.
In part, we follow the treatment in [GH78]. Let E → Y be a holomorphic vector
bundle over a complex manifold; suppose that S → E is a holomorphic sub-
bundle, with quotient Q. Suppose moreover that we have a Hermitian metric
in E . We write ∇E for the corresponding Chern connection. By restriction, we
obtain a Hermitian metric on S. By identifyingQ with the orthogonal comple-
ment of S we also obtain a Hermitian metric onQ. These metrics give us Chern
connections∇S and∇Q in S andQ respectively.
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It is straightforward to check that ∇S is the composition of ∇E followed by
projection toS. Meanwhile the composition of∇E with projection toQ gives the
second fundamental form F of S→ E :
C∞(S)
∇E
→ Ω1(E )→Ω1(Q).
F is tensorial, being given by a 1-formwith values in Hom(S,Q). Moreover, since
S is a holomorphic sub-bundle, the (0,1)-component of ∇E leaves S invariant;
hence F is a section of Λ1,0⊗Hom(S,Q).
F measures the failure of S to be a parallel sub-bundle of E . We can also
approach the second fundamental form by considering the failure of S⊥, the or-
thogonal complement of S, to be a holomorphic sub-bundle of E . To do this, we
consider the composition of ∂ E with orthogonal projection toS to obtain amap:
C∞(S⊥)
∂ E
→Ω0,1(E )→Ω0,1(S).
Again, this is tensorial, given by a section of Λ0,1 ⊗Hom(S⊥,S). Moreover, if we
identify Q ∼= S⊥ in the obvious way, then this section is F ∗, i.e., the (0,1)-form
with values in Hom(Q,S) obtained by conjugating the (1,0)-form factor of F and
taking the adjoint of the Hom(S,Q) factor.
We will exploit a standard calculation which relates these objects to the cur-
vatures of E , S and Q. We write F ∧ F ∗ ∈ Λ1,1 ⊗ End(Q) for the wedge product
on forms tensored with the composition on endomorphisms. Similarly, F ∗∧F ∈
Λ1,1 ⊗ End(S). In the following equations, R(S), R(Q) and R(E ) denote the cur-
vatures of the Chern connections in S, Q and E respectively. The C∞-splitting
E =S⊕Q induces a splitting
End(E ) = End(S)⊕Hom(S,Q)⊕Hom(Q,S)⊕End(Q).
We write R(E )|S and R(E )|Q for the components of R(E ) in End(S) and End(Q)
respectively. The following is proved, for example, on page 78 of [GH78].
F ∗ ∧ F = R(S)−R(E )|S , (10)
F ∧ F ∗ = R(Q)−R(E )|Q (11)
Next we assume that Y carries a Hermitian metric. This gives an identifica-
tion Λ1,0 ∼= (Λ0,1)∗. Using this, we can interpret F as a homomorphism
F : Λ0,1⊗S→Q.
We can also regard F ∗ as a homomorphism
F ∗ :Q→Λ0,1⊗S.
The fact we need is that these twomaps are adjoints with respect to the fibrewise
Hermitian metrics on Λ0,1 ⊗S andQ, which can easily be verified directly from
the definitions.
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In what follows, we will be interested in the two following compositions:
Λ0,1⊗S
F
// Q
F ∗
// Λ0,1⊗S (12)
Q
F ∗
// Λ0,1⊗S
F
//Q (13)
Via Λ1,0 ∼= (Λ0,1)∗, we may think of (12) as defining an element of Λ1,1⊗End(S). If
we choose an orthonormal basis e1, . . . ,en forΛ1,0, we can write F =
∑
e j ⊗Fj for
Fj ∈Hom(S,Q). Then F ∗ =
∑
e¯ j ⊗ F
∗
j and we have
F ∗F =
∑
i ,j
e i ∧ e¯ j ⊗ F
∗
j Fi ,
FF ∗ =
∑
i
Fi F
∗
i .
In other words, under the identification End(Λ0,1 ⊗ S) ∼= Λ1,1 ⊗ End(S), F ∗F is
identified with −F ∗ ∧ F . (To see that the sign here is correct, observe that F ∗F
is identified with a positive (1,1)-form with values in End(S), on the other hand,
F ∗ ∧ F is negative; see the discussion on pages 78–79 of [GH78].) Meanwhile,
FF ∗ = TrY (F∧F ∗), where we have taken the trace of theΛ1,1-component of F∧F ∗
via the Hermitian metric on Y .
After this somewhat lengthy digression, we now return to the case of a com-
plex submanifold Y ⊂ CPm . We apply the above discussion to the bundles
E = TCPm |Y , S = TY and the normal bundle N as the quotient. The Hermi-
tian metrics are all induced by the Fubini–Study metric on CPm . Throughout
we freely identifyN with the orthogonal complement of TY .
Recall that in this situation, we have two linear maps:
P : iu(m + 1)→C∞(N ), P(A) = ξ⊥A .
H : iu(m + 1)→C∞(Y ,R), H (A) =Tr(Aµ)|Y
Using the Killing form on iu(m + 1) and the L2-inner-product defined by the
Fubini–Studymetric on both ranges, we can define the adjoints P∗ andH ∗.
Proposition 31. Let Y ⊂CPm be a complex submanifold. Then
H ∗D∗DH = P∗FF ∗P
where D is defined by the restriction of the Fubini–Study metric to Y and FF ∗ is
the endomorphism of N built from the second fundamental form of X, as in (13).
Proof. Let A ∈ iu(m + 1). By definition, D (H (A)) = J ∂ (∇H (A)) = J ∂ (ξ⊤A ). But ξA
is a holomorphic section of TCPm and so ∂ (ξ⊤A ) = −∂ (ξ
⊥
A ). Now TY is a holo-
morphic sub-bundle of TCPN , so ∂ (ξ⊥A ) already takes values in TY . It follows
that ∂ (ξ⊥A ) = F
∗(ξ⊥A ) and hence DH (A) = −J F
∗(P(A)). Since J ∗ = J−1 the result
now follows.
The proofmay just be amatter of unwinding the definitions, but this result is
absolutely crucial to what follows, since it gives the geometric relation between
the two Hessians.
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6.2 Asymptotics of the second fundamental form
We now turn to the asymptotic behaviour of the above picture. Recall that we
have a positive Hermitian metric h in L→ X which gives embeddings X →CPnk
via L2-orthonormal bases of H0(X ,Lk ). Applying the discussion in §6.1 to these
embeddings, we obtain objects Pk ,Fk ,Dk etc., where the subscript denotes the
dependence on k .
Our goal is to understand the asymptotic behaviour of FkF
∗
k , but it proves
easier to go first via F ∗k Fk ∈ End(Λ
0,1 ⊗ TX ). We will prove that asymptotically
F ∗k Fk is 4πSk for a certain self-adjoint projection Sk . To define Sk , we use the
metricωk to identify:
ιk : Λ
0,1⊗TX → TX ⊗TX .
Writeπ: TX ⊗TX → TX ⊗TX for the projection onto the symmetric tensors; for
α,β ∈ T ∗X and T ∈ TX ⊗TX ,
π(T )(α,β ) =
1
2
T (α,β )+
1
2
T (β ,α).
We then set Sk = ι
−1
k ◦π ◦ ιk .
Lemma 32. ‖F ∗
k
Fk − 4πSk ‖C 0(op) =O(k
−1). Here we use the C 0-norm on sections
of End(Λ0,1⊗TX ) associated to the fibrewise operator norm.
Proof. Recall from§6.1 that under the identification of End(Λ0,1⊗TX )withΛ1,1⊗
End(TX ), F ∗
k
Fk is identified with −F
∗
k
∧ Fk . Now, by (10), we have:
F ∗k ∧ Fk = R(TX ,ωk )−R(TCP
m )|T X .
With our scaling conventions, the curvature tensor of CPm is given by
R(u1, u¯2,u3, u¯4) = 2π
 
g (u1, u¯2)g (u3, u¯4)+ g (u1, u¯4)g (u3, u¯2)

where g is the Fubini–Study Hermitian inner-product. In index notation, this
reads
Ri ¯k l¯ = 2π

g i ¯ g k l¯ + g i l¯ g k ¯

Raising indices, to interpret this as a map TCPnk ⊗ TCPnk → TCPnk ⊗ TCPnk ,
we obtain
R
j l
i k = 2π

δ
j
i δ
l
k +δ
l
i δ
j
k

In other words, R(TCPnk )|TX corresponds to 4πSk .
It remains to show that, when we interpret it via ωk as an endomorphism
of TX ⊗TX , we have ‖R(TX ,ωk )‖C 0(op) =O(k
−1). This follows from the fact that
ωk = kω+O(k−1). To see this, writeRk ∈ End(TX⊗TX )) for the curvature tensor
R(TX ,ωk ) with the index appropriately raised via ωk . Now, if ωk were exactly
equal to kω, the curvature tensor thought of as an element of Λ1,1 ⊗ End(TX )
would be independent of k ; raising the index with ωk would introduce a factor
of k−1 and we would have Rk = k−1R1. The lower order terms in ωk = kω+
O(k−1) only affect this argument atO(k−1).
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Let Tk ∈ End(N ) denote the orthogonal projection in N onto the image of
Fk : Λ0,1⊗TX →N .
Lemma 33. ‖Fk F
∗
k
− 4πTk ‖C 0(op) =O(k
−1). Here we use the C 0-norm on sections
of End(N ) associated to the fibrewise operator norm.
Proof. Clearly kerFk F
∗
k
= kerTk . Since FkF
∗
k
is self-adjoint, it remains to show
that all of its non-zero eigenvalues are 4π+O(k−1). But thenon-zero eigenvalues
of FkF
∗
k and F
∗
k Fk are identical (the eigenvectors are matched up by F
∗
k ) hence
the result follows from the previous Lemma.
The conclusion of this discussion is that ‖Pk (A)‖ together with the L2-norm
ofH (A) controls the L2-norm of DH (A):
Proposition 34. There is a constant C such that for all A ∈ iu(nk + 1),
‖DH (A)‖2
L2(ω)
≤

4πk 2−n +Ck 1−n

‖Pk (A)‖
2+Ck−2‖H (A)‖2
L2(ω)
.
Proof. By Proposition 31 and Lemma 33:
‖DkH (A)‖
2
L2(ωk )
= 〈Fk F
∗
kPk (A),Pk (A)〉L2(ωk )
=
¬
4πTk +O(k
−1)

Pk (A),Pk (A)
¶
L2(ωk )
≤

4π+Ck−1

‖PkA‖
2,
where in the second line Tk is the projection operator of Lemma 33. The result
now follows from Lemma 26 which shows how both ‖Dk f ‖
2
L2(ωk )
and ‖f ‖2
L2(ω)
control ‖D f ‖2
L2(ω)
.
6.3 Completing the proof of the lower bound
We will now move to finish the proof of Proposition 28. We recall our assump-
tions: that λr < λr+1 and that the r th-inductive hypotheses hold. Recall also
that Er denotes the span of the D∗D-eigenspaces with eigenvalue λ≤ λr whilst
Fr,k denotes the span of the P
∗
kPk -eigenspaces with eigenvalue ν ≤ νr,k . Since
λr+1 > λr we have that dimEr = r + 1. We fix an orthonormal basis φ0, . . . ,φr
of Er in which φj is a λj -eigenvector of D∗D. Now we let A j ,k denote the points
of iu(nk + 1) furnished by the inductive hypothesis I3, for which H (A j ,k ) ap-
proachesφj . More precisely, let p <q ≤ r be such that
λp−1 <λp = · · ·= λq <λq+1
Write Fp ,q ,k ⊂ iu(nk +1) for the span of the νj ,k -eigenspaces of P
∗
kPk with p ≤ j ≤
q . Then, for p ≤ j ≤ q we set A j ,k to be the point of Fp ,q ,k withH (A j ,k ) closest in
L2 toφj .
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Lemma 35. Let Wk ⊂ Fr,k denote the span of the A j ,k . Then
νr+1,k ≥ min
B∈W ⊥
k
‖Pk B‖2
Tr(B2)
Proof. We begin by proving that dimWk = r + 1. To see this we apply the induc-
tive hypothesis I2, which says that there is a constant C such thatTr(A i ,kA j ,k )− 16π2k n 〈H (A i ,k ),H (A j ,k )〉L2(ω)≤Ck−1Tr(A2i ,k )1/2Tr(A2j ,k )1/2.
Now, H (A j ,k ) = φj +O(k−1/2) in L
2
2(ω) and so in particular in L
2(ω). Moreover,
theφj are an orthonormal basis for Er ; this gives
Tr(A2i ,k ) = 16π
2k n +O(k n−1/2),
Tr(A i ,kA j ,k ) = O(k
n−1/2) for i 6= j .
Since the inner-products of pairwise distinct Ai ,k are of strictly lower order than
the lengths of the vectors themselves it follows that they are linearly indepen-
dent.
SoWk is an (r + 1)-dimensional P
∗
kPk -invariant subspace. It follows that the
minimal eigenvalue of P∗kPk on the orthogonal complement W
⊥
k is at most the
(r + 2)th-eigenvalue, namely νr+1,k . The result now follows from the variational
characterisation of eigenvalues.
We remark in passing that once we have proved Proposition 28 and hence
νr+1,k > νr,k it will follow that dimFr,k = r+1; henceWk = Fr,k and the inequality
in Lemma 35 will be seen to be an equality.
The next important step in the proof is to show that if B ∈W ⊥k then to highest
orderH (B ) lies in E⊥r . This is the content of the following result.
Proposition 36. Let ψ ∈ L22 and let Mk ∈ iu(nk + 1) be a sequence of P
∗
kPk -
eigenvectors satisfying the two conditions:
1. Tr(M 2
k
) = 16π2k n +O(k n−1/2).
2. ‖H (Mk )−ψ‖
2
L22
=O(k−1).
Then there is a constant C such that for all B ∈ iu(nk + 1)with Tr(BMk ) = 0,〈H (B ),ψ〉L2(ω)2 ≤Ck−n−1Tr(B2).
Proof. Since Tr(BMk ) = 0 andMk is an eigenvector of P
∗
kPk we have,
Tr

B (P∗kPkMk )

= 0.
Hence it follows from Proposition 12 that
4π〈H (B ),H (Mk )〉L2(ωk )+ 〈dH (B ),dH (Mk )〉L2(ωk ) = Re
 
Tr(Mk B µ¯k )

(14)
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To control the right-hand-side we apply Lemma 21, together with Tr(Mk B ) = 0
and Tr(M 2k ) = 16π
2k n +O(k n−1/2) to deduce that
Tr(Mk B µ¯k )2 ≤Ck n−2Tr(B2)
for some C independent of B . To ease the notation, we write
Θk =H (Mk )+
1
4π
∆kH (Mk )
where∆k is theωk -Laplacian. It follows from (14) and the bound on Tr(Mk B µ¯k )
that 〈H (B ),Θk 〉L2(ωk )2 ≤Ck n−2Tr(B2).
We nowpass from the L2(ωk )-norm to the L2(ω)-normvia Lemma 22. This gives
a constantC such that for all B with Tr(Mk B ) = 0,〈H (B ),Θk 〉L2(ω)2 ≤Ck−n−2Tr(B2)+Ck−4‖H (B )‖2L2(ω)‖Θk ‖2L2(ω). (15)
The next step is to show thatΘk =ψ+O(k−1/2) in L2(ω). SinceH (Mk ) =ψ+
O(k−1/2) in L22(ω), it suffices to prove∆kH (Mk ) =O(k
−1) in L2(ω). By Lemma 25,
there is a constantC such that
k‖∆kH (Mk )‖L2(ω) ≤ ‖∆H (Mk )‖L2(ω)+Ck
−2‖H (Mk )‖L22(ω)
≤ C‖H (Mk )‖L22(ω)
Since H (Mk ) = O(1) in L
2
2(ω) it follows that ∆kH (Mk ) = O(k
−1) in L2(ω) and
hence thatΘk =ψ+O(k−1/2) in L2(ω).
We can now complete the proof. From (15) we deduce that
〈H (B ),ψ〉L2(ω)2 ≤Ck−n−2Tr(B2)+Ck−1‖H (B )‖2L2(ω).
Lemma 23 gives a constantC such that ‖H (B )‖2
L2(ω)
≤Ck−n Tr(B2). This finishes
the proof.
With this result in hand, we now finish the proof of Proposition 28: assuming
Aut(X ,L)/C∗ is discrete, that λr+1 > λr together with the r th inductive hypothe-
ses, we will prove the lower bound
νr+1,k ≥
λr+1
64π3k 2
+O(k−3).
Proof of Proposition 28. By Lemma 35, we know that
νr+1,k ≥ min
B∈W ⊥
k
‖Pk B‖2
Tr(B2)
.
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We will use this to prove the result by showing that there is a C such that for all
B ∈W ⊥k ,
‖Pk (B )‖
2 ≥

λr+1
64π3k 2
+Ck−3

Tr(B2). (16)
From Proposition 12, we know that for any B ∈ iu(nk + 1),
4π‖H (B )‖2
L2(ωk )
+ ‖ξ⊤B‖
2
L2(ωk )
+ ‖Pk (B )‖
2 = Tr(B2µ¯k ).
From Lemma 21, we deduce
4π‖H (B )‖2
L2(ωk )
+ ‖ξ⊤B‖
2
L2(ωk )
+ ‖Pk (B )‖
2 ≥

1
4π
−Ck−1

Tr(B2) (17)
for some constant independent of B . We will prove the result by showing that
when B ∈W ⊥
k
the left-hand-side of (17) is bounded above by

16π2k 2
λr+1
+Ck

‖Pk (B )‖
2+Ck−1Tr(B2)
From here (16) will follow.
To control the term ‖ξ⊤B‖
2
L2(ωk )
we use a Lemma due to Phong and Sturm:
Lemma 37 (Phong–Sturm [PS04]). Assume that Aut(X ,L)/C∗ is discrete. There is
a constant C such that when ever b ∈ Bk has R-bounded geometry, then for all
B ∈ iu(nk + 1),
‖ξ⊤B‖
2
L2(ωk )
≤Ck‖Pk (B )‖
2.
This is inequality (5.9) in [PS04] and is proved in the course of the proof of
Theorem 2 there. The sequence Hilbk (h)∈Bk that we are considering certainly
has R-bounded geometry; thanks to this result our work is reduced to showing
that
‖H (B )‖2
L2(ωk )
≤

4πk 2
λr+1
+Ck

‖Pk (B )‖
2+Ck−1Tr(B2). (18)
To do this, we work initially with the L2(ω)-norm. We partially decompose
H (B ) in terms of the basis φ0,φ1, . . . ,φr , introduced in §6.3, for the span Er of
the first r + 1 eigenspaces ofD∗D:
H (B ) =
r∑
j=0
〈H (B ),φj 〉L2(ω)φj + Hˆ
where Hˆ is L2-orthogonal to Er . Now for each j = 0, . . . ,r , we apply Proposi-
tion 36 to the sequence Mk = A j ,k . (Recall that A j ,k are the eigenvectors pro-
vided by the inductive hypotheses forwhichH (A j ,k ) approachesφj andwewrite
Wk for their span; again, see §6.3). The hypotheses of Proposition 36 are satisfied
since I3 gives that H (A j ,k )−φj 2L22 =O(k−1)
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and I2 gives that Tr(A2j ,k ) = 16π
2k n+O(k n−1/2) (since theφj are of unit length in
L2). It follows that there is a constant C such that if B ∈W ⊥
k
then
〈H (B ),φj 〉2 ≤Ck−n−1Tr(B2)
for j = 0, . . . ,r . Hence,
‖H (B )‖2
L2(ω)
≤ ‖Hˆ‖2
L2(ω)
+Ck−n−1Tr(B2). (19)
Meanwhile,
‖Hˆ‖2
L2(ω)
≤
1
λr+1
‖DH (B )‖2
L2(ω)
, (20)
since Hˆ is orthogonal to Er and so lies in the span of the eigenspaces of eigen-
value λ≥ λr+1. Applying Proposition 34—which controls DH (B ) in terms of the
Hessian of balancing energy and the L2(ω)-norm ofH (B )—we see that
‖Hˆ‖2
L2(ω)
≤ k 2−n

4π
λr+1
+Ck−1

‖Pk (B )‖
2+Ck−2‖H (B )‖2
L2(ω)
Lemma 23 gives that ‖H (B )‖2
L2(ω)
≤Ck−n Tr(B2), so that
‖Hˆ‖2
L2(ω)
≤ k 2−n

4π
λr+1
+Ck−1

‖Pk (B )‖
2+Ck−n−2Tr(B2).
Combining this with (19) we see that
‖H (B )‖2
L2(ω)
≤ k 2−n

4π
λr+1
+Ck−1

‖Pk (B )‖
2+Ck−n−1Tr(B2)
We now convert this bound to the L2(ωk )-norm via Lemma 22, which gives
a constantC such that for any f ,
‖f ‖2
L2(ωk )
≤ (k n +Ck n−2)‖f ‖2
L2(ω)
.
Applying this toH (B ) gives (18) which completes the proof.
7 Convergence of the eigenspaces
By this stage, we have established I1 of §3; namely, if Aut(X ,L)/C∗ is discrete, if
r th inductive hypotheses hold, and if
λr <λr+1= · · ·=λs <λs+1
then
νj ,k =
λr
64π3k 2
+O(k−3).
for j = r + 1, . . . s . (Proposition 27 establishes the upper bound and Proposi-
tion 28 the lower bound in view of the trivial inequality νj ,k ≥ νr+1,k for j > r+1.)
To complete the induction, we must show that I2 and I3 hold.
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7.1 The proof of I2
Proposition 38. Assume that Aut(X ,L)/C∗ is discrete and that λr < λr+1 = · · · =
λs < λs+1. If the r th-inductive hypotheses hold then there is a constant C such
that for all A,B ∈ Fs ,k ,Tr(AB )− 16π2k n 〈H (A),H (B )〉L2(ω)≤Ck−1Tr(A2)1/2Tr(B2)1/2.
Proof. Recall Proposition 12, which says that
Re(Tr(AB µ¯))− 4π〈H (A),H (B )〉L2(ωk ) = Tr(A(P
∗
kPkB ))+Re〈ξ
⊤
A ,ξ
⊤
B 〉L2(ωk ).
We consider each term in this equality separately.
Since A and B lie in the span of eigenvectors with eigenvalue at most νs ,k
and since, by Proposition 27, νs ,k =O(k−2), we haveTr(A(P∗kPk B ))≤Ck−2Tr(A2)1/2Tr(B2)1/2 (21)
for some uniform constant C .
Next we apply Cauchy–Schwarz and Lemma 37 to deduce that
〈ξ⊤A ,ξ⊤B 〉L2(ωk ) ≤ ‖ξ⊤A ‖L2(ωk )‖ξ⊤B‖L2(ωk ) ≤ Ck‖Pk (A)‖‖Pk (B )‖
Again, as A is an eigenvector of P∗
k
Pk with eigenvalueO(k−2) we have ‖PkA‖2 ≤
Ck−2Tr(A2) and similarly for B ; hence
〈ξ⊤A ,ξ⊤B 〉L2(ωk )≤Ck−1Tr(A2)1/2Tr(B2)1/2 (22)
for some uniformC .
Now we use Lemma 21, which gives a uniformC such that
ReTr AB µ¯k − 14π Tr(AB )
 ≤
Tr AB µ¯k − 14π Tr(AB )

≤ Ck−1Tr(A2)1/2Tr(B2)1/2 (23)
(where the first inequality holds because Tr(AB ) is real).
Next, we use Lemma 22, which gives a uniformC such that
〈H (A),H (B )〉L2(ωk )−k n 〈H (A),H (B )〉L2(ω)≤Ck n−2‖H (A)‖L2(ω)‖H (B )‖L2(ω).
Finally, Lemma 23 means we can replace the norms of H (A) and H (B ) by those
of A and B to get
〈H (A),H (B )〉L2(ωk )−k n 〈H (A),H (B )〉L2(ω)≤Ck−2Tr(A2)1/2Tr(B2)1/2 (24)
Combining the inequalities (21, 22, 23, 24) with the equality from Proposition 12
gives the estimate in the statement of the proposition.
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7.2 The proof of I3
To complete the proof of Theorems 3 and 4 it remains to establish the last of the
s th-inductive hypotheses.
Proposition 39. Assume that Aut(X ,L)/C∗ is discrete, that the r th-inductive hy-
potheses hold and that λr < λr+1 = · · · = λs < λs+1. Given φ ∈ Vr+1 a λr+1-
eigenvector ofD∗D, let Aφ,k be the point of Fr+1,s ,k for which H (Aφ,k ) is nearest to
φ in L2. Then
‖H (Aφ,k )−φ‖
2
L22(ω)
=O(k−1).
and this estimate is uniform inφ if in addition we require ‖φ‖L2 = 1.
To save repeatedly restating them, the hypotheses of Proposition 39 are con-
sidered to hold throughout this section. We begin with a Lemma.
Lemma 40. Let A be a νj ,k -eigenvector for P
∗
kPk with r + 1 ≤ j ≤ s . There is a
uniform constant C such that16π2k n ‖DH (A)‖2L2(ω)−λr+1Tr(A2)
≤Ck−1Tr(A2).
Proof. Since A is a νj ,k -eigenvector, Proposition 34 gives
‖DH (A)‖2
L2(ω)
≤

4πk 2−n +Ck 1−n

νj ,k Tr(A
2)+Ck−2‖H (A)‖2
L2(ω)
.
Now Proposition 27 gives νj ,k ≤
λr+1
64π3k 2
+O(k−3) and Proposition 38 gives
16π2k n‖H (A)‖2L2(ω)−Tr(A2)
≤Ck−1Tr(A2).
So
16π2k n‖DH (A)‖2
L2(ω)
−λr+1Tr(A
2)≤Ck−1Tr(A2).
To prove the lower bound, recall inequalities (19) and (20), proved in the
course of Proposition 28. These inequalities apply to any B which is orthogonal
to the span Fr,k of eigenspaces of P
∗
k
Pk with eigenvalue ν ≤ νr,k and so, in par-
ticular, to A. Combined, they show that there is a constant C such that for any
νr+1,k -eigenvector A,
‖DH (A)‖2
L2(ω)
≥λr+1

‖H (A)‖2
L2(ω)
−Ck−n−1Tr(A2)

.
Applying Proposition 38 we see that
16π2k n‖DH (A)‖2
L2(ω)
−λr+1Tr(A
2)≥Ck−1Tr(A2).
Lemma 41. There is a constant C such that if A is a νj ,k -eigenvector of P
∗
k
Pk with
j ≤ s , then
‖H (A)‖L22(ω)
≤C‖H (A)‖L2(ω)
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Proof. We first recall that since D is overdetermined elliptic (i.e., its symbol is
injective) there is a constantC such that for any f ∈ L22,
‖f ‖L22(ω)
≤C

‖f ‖L2(ω)+ ‖D f ‖L2(ω)

.
By Proposition 38, if we pick some c > 16π2 then for all k sufficiently large,
Tr(A2)≤ ck n‖H (A)‖2
L2(ω)
.
Now from this and Lemma 40, we have
‖DH (A)‖2
L2(ω)
≤C‖H (A)‖2
L2(ω)
.
(Strictly speaking Lemma 40 applies for r + 1 ≤ j ≤ s , we must also invoke the
identical versions for smaller values of j .) This and the elliptic estimate prove
the result.
Now given A ∈ Fr+1,s ,k we write
H (A) =H (A)<+H (A)r+1+H (A)>
where H (A)< is the component of H (A) lying in the span Er of all D∗D-eigen-
spaces with eigenvalue strictly less than λr+1, H (A)> lies in the span of eigen-
spaces with eigenvalue strictly greater than λr+1 and H (A)r+1 is the component
ofH (A) in the λr+1-eigenspace Vr+1. We next show thatH (A)r+1 is the dominant
part in this decomposition.
Lemma 42. There is a constant C such that for all A ∈ Fr+1,s ,k16π2k n‖H (A)r+1‖2L2 −Tr(A2)≤Ck−1Tr(A2).
Proof. By rescaling it suffices to prove the result for Tr(A2) = 16π2k n , which will
simplify the notation. We know from Proposition 38 and Lemma 40 that for
such A,
‖H (A)<‖
2
L2(ω)
+ ‖H (A)r+1‖
2
L2(ω)
+ ‖H (A)>‖
2
L2(ω)
= 1+O(k−1),
‖DH (A)<‖
2
L2(ω)
+λr+1‖H (A)r+1‖
2
L2(ω)
+ ‖DH (A)>‖
2
L2(ω)
= λr+1+O(k
−1).
Now let φ0, . . . ,φr be an orthonormal basis for Er with φj a λj -eigenvector of
D∗D. By our inductive hypotheses, there are P∗kPk -eigenvectors A j ,k all with
eigenvalues at most νr,k , with Tr(A j ,k ) = 16π2k n +O(k n−1) and with H (A j ,k ) =
φj +O(k−1/2) in L
2
2. This means we can apply Proposition 36 to A, which is or-
thogonal to each A j ,k , to obtain〈H (A),φj 〉L2(ω)2 ≤ Ck−n−1Tr(A2) ≤ Ck−1.
It follows that ‖H (A)<‖
2
L2(ω)
≤Ck−1 and so also
‖DH (A)<‖
2
L2(ω)
≤ λr ‖H (A)<‖
2
L2(ω)
≤ Ck−1.
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Meanwhile, ‖DH (A)>‖
2
L2(ω)
≥ λs+1‖H (A)>‖
2
L2(ω)
.
These bounds now give us
‖H (A)r+1‖
2
L2(ω)
+ ‖H (A)>‖
2
L2(ω)
= 1+O(k−1),
λr+1‖H (A)r+1‖
2
L2(ω)
+λs+1‖H (A)>‖
2
L2(ω)
≤ λr+1+O(k
−1)
Subtract λr+1-times the first estimate from the second. Since λs+1>λr+1 we see
that ‖H (A)>‖
2
L2(ω)
=O(k−1) and so ‖H (A)r+1‖
2
L2(ω)
= 1+O(k−1), which is what the
Lemma asserts for Tr(A2) = 16π2k n .
We can now complete the proof of Proposition 39 and thus those of Theo-
rems 3 and 4.
Proof of Proposition 39. Let φ ∈ Vr+1 be of unit length in L2. Denote by Aφ,k ∈
Fr+1,s ,k the point for whichH (A) is nearest toφ in L2. We first note that the map
A 7→H (A)r+1 is a linear isomorphism Fr+1,s ,k →Vr . This is because, by definition,
dimFr+1,s ,k ≥ s−r = dimVr ; meanwhile by Lemma 42, ifH (A)r+1 = 0, thenA = 0,
so themap is injective.
It follows that Aφ,k is the unique element of Fr+1,s ,k for whichH (A)r+1 =φ:
H (Aφ,k ) =H (Aφ,k )<+φ+H (Aφ,k )>
Moreover, since ‖φ‖L2 = 1, Lemma 42 tells us that Tr(A
2
φ,k ) = 16π
2k n +O(k n−1).
Now Proposition 38 gives that ‖H (Aφ,k )‖
2
L2
= 1+O(k−1) from which we deduce
that
‖H (Aφ,k )−φ‖
2
L2
= ‖H (Aφ,k )<‖
2
L2
+ ‖H (Aφ,k )>‖
2
L2
=O(k−1)
and the convergence is seen to hold in L2.
To extend this to L22 we note that by Lemma 41, the L
2
2-norm and L
2-norms
are uniformly equivalent for the functions H (Aφ,k ) under consideration. This
implies thatH (Aφ,k ) is Cauchy and hence convergent in L
2
2. It remains to check
the rate of convergence in L22. To show this, note that by Lemma 40 and the fact
that Tr(A2φ,k ) = 16π
2k n +O(k n−1) we have ‖DH (Aφ,k )‖
2
L2
= λr+1 +O(k−1) and
hence ‖DH (Aφ,k )<‖
2
L2
+ ‖DH (Aφ,k )>‖2 = O(k−1); in other words, ‖D(H (Aφ,k )−
φ)‖2
L2
=O(k−1). The proof that ‖H (Aφ,k )−φ‖
2
L22
=O(k−1) now proceeds via the
elliptic estimate for D just as in the proof of Lemma 41.
Finally, we observe that the estimate here is uniform in φ since at no point
did we make use of anything other than ‖φ‖L2 = 1 andφ ∈Vr+1.
8 The Hessians for balanced embeddings
In this final section we prove that the convergence results of Theorems 2, 3 and
4 apply not just to a sequence of the form Hilbk (h) for some fixed h, but also to
a sequence of balanced embeddings which converge to a constant scalar curva-
ture Kähler metric, as in Donaldson’s Theorem 1. This was stated as Theorem 7
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in §1.3. We warn the reader that the notation in this section—in particular the
meaning of a k -subscript—is a little different to that used in the body of the ar-
ticle. This is mentioned explicitly in what follows.
Proof of Theorem 7. Recall that we assume Aut(X ,L)/C∗ is discrete, that ωcsc ∈
c1(L) has constant scalar curvature, that bk ∈ Bk is balanced and that the cur-
vatures ωk ∈ c1(L) of hk = FS(bk ) converge in C∞ to ωcsc, as in Theorem 1. In
fact, the proof of Theorem 1 givesωk =ωc s c +O(k−1) in C r for any r (where the
C r -norm is defined viaωc s c ). Now, for each large integer l , we have a sequence
bk ,l = Hilbk (h l ) of projective metrics. The key fact we will use is that, since bk
is balanced, it is a fixed point of Hilbk ◦FSk (see [Don01]). In other words, the
diagonal sequence bk ,k =bk is the original sequence of balanced embeddings.
We begin with the proof of part 1, that for f , g ∈C∞(X ),
Tr

Q f ,kP
∗
kPk

Qg ,k

=
k n
4π
∫
X
f D∗Dg
ωncsc
n !
+O(k n−1)
where the subscript k means the object is defined with respect to the balanced
embedding bk . To see this we apply Theorem 2 to each term in the sequence h l .
WriteQ f ,k ,l for thematrix defined by equation (1) where the basis sα ofH0(X ,Lk )
is orthonormal for the metric bk ,l . By the balanced property mentioned above,
Q f ,k ,k = Q f ,k is the matrix appearing in the statement of part 1. Similarly, we
write Pk ,l for the operator defined by the embedding bk ,l and again Pk ,k = Pk is
defined by the balanced embedding bk . Finally, we write D
∗
l
Dl for the operator
defined by the Kähler metricωl .
Now Theorem 2 gives, for each large integer l , a constant C such that
Tr

Q f ,k ,l P
∗
k ,l Pk ,l (Qg ,k ,l )

−
k n
4π
∫
X
f D∗l Dl g
ωnl
n !
≤Ck n−1.
Sinceωl →ωcsc inC∞, theωl are uniformly equivalent and form a family which
is compact for the C∞-topology. It follows that C in the above estimate can be
chosen independent of l . Setting l = k we obtain
Tr

Q f ,kP
∗
kPk (Qg ,k )

−
k n
4π
∫
X
f D∗kDk g
ωn
k
n !
≤Ck n−1.
Sinceωk =ωcsc+O(k−1) in C r for all r , we have that∫
X
f D∗kDk g
ωnk
n !
=
∫
X
f D∗Dg
ωncsc
n !
+O(k−1)
and part 1 now follows.
The proofs of parts 2 and 3 follow exactly the same argument. In part 2,
for example, along with the uniformity of Theorem 3 we use the fact that the
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eigenvalues of D∗D depend continuously on the metric. We should just point
out that to obtain a more precise statement here about the rate of convergence
of 64π3k 2νk ,j to λj , one would need a quantitative measure of this continuity.
Finally we give the proof of part 4 which is again similar, but the wording
needs a little extra care. Recall that λp−1 < λp = · · · = λq < λq+1, that φ is a
λp -eigenvector of D∗D and that Ak ∈ Fp ,q ,k is the νj ,k -eigenvector of P
∗
k
Pk with
p ≤ j ≤ q and withH (A) nearest toφ in L2. Wemust show thatH (Ak ) converges
toφ in L22.
To begin, we prove convergence in L2. First note that since ωk → ωcsc in
C∞, there is a sequence φk converging to φ in L2 and such that φk is a D
∗
k
Dk -
eigenvector with eigenvalue λj (ωk ) where p ≤ j ≤ q . Now the uniformity of
part 2 of Theorem 4 together with a diagonal argument as above gives the exis-
tence of a sequence A ′k ∈ iu(nk + 1) of νi ,k -eigenvectors with p ≤ i ≤ q and a
constant C such that H (A ′k )−φk2L22(ωk ) <Ck−1
A ′k is defined as follows: suppose that λp ′−1(ωk ) < λp ′(ωk ) = · · · = λq ′ (ωk ) <
λq ′+1(ωk ) and that p ′ ≤ i ≤ q ′. Then A
′
k is the point of Fp ′,q ′,k for which H (A
′
k ) is
closest toφk in L2(ωk ). In particular, A
′
k is not the same as Ak .
Since ωk → ωcsc in C∞ we can replace ωk by ωcsc in the L
2
2-norm here. It
follows thatH (A ′
k
) converges to φ in L2(ωcsc). Now since H (Ak ) is, by definition
of Ak , closer in L2(ωcsc) to φ thanH (A
′
k
) we see thatH (Ak ) also converges in L2
toφ.
To complete the proof we must extend the convergence to L22. This fol-
lows essentially from Lemma 41, which says that the L22-norm and L
2-norm are
equivalent for the functions H (Ak ). To run this argument, we apply the Lemma
to each of the metrics ωl , use uniformity of the constant with respect to l (cf.
the remark of §1.6) and then apply a diagonal argument. This gives a constant
C such that for all A ∈ Fp ,q ,k ,
‖H (A)‖L22(ωk )
≤C‖H (A)‖L2(ωk ).
We now replace theωk -norms by the uniformly equivalentωcsc-norms to finish
the argument.
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