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Abstract
The paper presents two situations where unit-cost complexity results are closely related with results
from the classical computability.
• In Section 2 we study an important theorem by Koiran and Fournier from an axiomatic point
of view. It is proved that the algebraic Knapsack problem belongs to P over some ordered abelian
semi-group iff P = NP classically. In this case there would exist a unit-cost machine solving the
algebraic Knapsack problem over all ordered abelian semi-groups in some uniform polynomial time.
• In Section 3 we apply the theorem of Matiyasevich in order to construct a ring with P = NBP =
NP and such that its polynomial hierarchy does not collapse at any level.
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1. Introduction
This paper presents two situations where unit-cost complexity results are closely related
with results from the classical computability. In Section 2 we study an important theorem
by Koiran and Fournier from an axiomatic point of view.
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Deﬁnition. The classical problem Knapsack: given a ﬁnite list of natural numbers, it is
asked if the last number in the list is a sum of some other numbers in the list. There are
many other versions and speciﬁcations and many ways to encode the Knapsack problem.
The present version is sometimes also called Subset Sub and denoted SSS. All variants of
Knapsack are known to be NP-complete in the classical sense, see [6,9,15,22].
Deﬁnition. The algebraic Knapsack problem (Knapsack with unit cost): given a ﬁnite list
of real numbers (or, more generally, a list of elements in an algebraic structure with addition)
it is asked if the last element in the list is a sum of some other elements in the list.
The following example should stress the differences between Knapsack as a classical
(Turing) problem and Knapsack as an algebraic (unit-cost) problem: An instance of the
classical problem Knapsack is for example a word of length n with letters in the alphabet
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9, } like for example:
1567408900666000215010.
This instance has length 28 and is a solution of the problem. If we look at this instance as an
instance of the algebraic unit-cost Knapsack problem, (over some structure with addition,
like (R,+, <) or like (N,+, ·)) then its length is only 7. The problem to algorithmically
decide in a polynomial time in the digit-cost if an instance is a solution seems at the very ﬁrst
sight to be very different from the same problem to be solved in polynomial time according
to the unit-cost.Also, the fact that in the ﬁrst case just a recursive function in words must be
computed and that in the second case one must use only functions, relations and constants
given in the structure contributes to this belief.
Nevertheless Fournier and Koiran proved in [4] the following surprising result:
Theorem 1.1. The ordered additive group of the reals (R,+,−, <, 0, 1) has P = NP in
the sense of unit-cost (algebraic) complexity for parameter-free computations if and only if
P = NP in the classical sense.
For proving their result, Fournier and Koiran reﬁned older geometric constructions by
Meyer auf der Heide, see [13]. The most important notion in this inductive proof is maybe
auf der Heide’s invariant called coarseness of a hyperplane arrangement. The coarseness
is the maximal radius of a hyperball with the following property: if the ball meets at least
two hyperplanes in this arrangement, then they are not parallel and the ball intersects also
their common intersection. In the proof of the theorem one can consider a problem in the
sense of unit-cost (algebraic) complexity over the ordered reals with addition as a family
of arrangements of polynomials in different dimensions. Without restricting the generality
we can suppose the input to be in an unitary hypercube. This hypercube is partitioned in
small hypercubes having a radius smaller than the coarseness of the hyperplane arrangement
representing the problem in the given dimension. The coarseness is a rational number which
can be computed with a method given by Meyer auf der Heide: to represent it binary takes
a length bounded by a polynomial in the parameter n (which is in the same time unit-cost of
the input). Localizing the input in some small box is done by binary search. The geometrical
situation in the small box is projected on a n−1 dimensional side of the original hypercube,
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and the same procedure is repeated in dimension n − 1. In order to guess a right face of
the hypercube (a face, to project on) and to ﬁnd points with rational coordinates on given
linear varieties, only classical NP-oracles are used. This is why P = NP classically implies
P = NP in the sense of unit-cost complexity.
For the other directionFournier andKoiran looked at the booleanparts of theNP-problems
according to the unit-cost and found out the classical NP-problems. This can lead to the
opinion that it was essential to have constants 0 and 1 in the language. I give here a constant-
free proof for this implication.
In Section 2, the theorem of Fournier and Koiran will be generalized in the following
sense: over a wide class of structures only with addition and order the unit-cost version of
Knapsack is equivalent with the classical P versus NP problem.
In Section 3 wework with unit-cost only.According to [1–3,17], given a ring (R,+,−, ·,
0, 1), an input over this ring is a ﬁnite string of ring-elements. A problem over the ring is a
set of inputs.
The class of problems P(R) decidable in polynomial time according to the unit-cost over
the ring R is deﬁned as follows: there is a deterministic machine able to read inputs from
R of arbitrary length, to carry out operations +,−, ·, and to compare already computed
elements according to equality tests, which stops in a number of steps bounded by some
polynomial in the length of the input n and gives the correct answer to the question if the
input belongs to the given problem. Carrying out an operation or equality test can be always
done in one unit of time (one step). Machines must have a ﬁnite description andmay contain
ﬁnitely many elements of the ring as constants in their description.
A problem B over R belongs to the class NBP(R) (ﬁrst deﬁned in [7], see also [17],
and called boolean or digital NP) if and only if there is a polynomial p(n) and a problem
A ∈ P(R) such that for all inputs x in R:
x ∈ B ⇔ ∃ y ∈ {0, 1}p(| x |) (x, y) ∈ A.
Here | x | denotes the length of the vector x, which is also its complexity measure as an
input.
Analogously a problem B over R belongs to the class NP(R) (existential NP) if and only
if there is a polynomial p(n) and a problem A ∈ P(R) such that for all inputs x in R:
x ∈ B ⇔ ∃ y ∈ Rp(| x |) (x, y) ∈ A.
Both deﬁnitions can be generalized to corresponding polynomial hierarchies. I write
down the deﬁnition for the existential polynomial hierarchy PH (R) because this is the
hierarchy used in Section 3. A problem B over R belongs to the class kP(R) if and only
if there are polynomials p1(n), p2(n), . . ., pk and a problem A ∈ P(R) such that for all
inputs x in R:
x ∈ B ⇔ ∃ y1 ∈ Rp1(| x |) ∀ y2 ∈ Rp2(| x |) . . .Qk yk ∈ Rpk(| x |)
(x, y1, y2, . . . , yk) ∈ A.
The last quantiﬁerQk is an ∃ if k is odd and a ∀ if k is even.
The class kP(R) consists of the complements of all problems in kP(R) in the sets
of all inputs. It is easy to check that kP(R) ⊆ k+1P(R) and kP(R) ⊆ k+1P(R).
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Also that 0P = 0P = P and that 1P = NP, respectively, that 1P = co-NP. The set⋃
k0 kP(R) is denoted by PH(R) and is called the polynomial hierarchy of R.
It is known that a ring with P = NP (according to the formal language of rings) must be
an algebraically closed ﬁeld, and it is known that the answer to the still open question P
= NP over an algebraically closed ﬁeld of characteristic zero is independent of the choice
of the algebraically closed ﬁeld, see [2]. Also, for rings which are not algebraically closed
ﬁelds (and so we know that there holds P = NP) it is interesting to know if P = NBP and if
NBP = NP. The ﬁrst inequality, supposed to be true for all inﬁnite rings, has been proved
so far only for the inﬁnite boolean rings, see [17,20]. In the case of the ring of integers
(Z,+,−, ·, 0, 1) the second inequality follows easily from the theorem of Matiyasevich.
This fact looks like folklore but has not been found however by the author in the literature,
so it shall be discussed in the Section 3. The inequality P = NBP is on the other side very
difﬁcult for the integers. Such a proofwould imply P =NBP for all domains of characteristic
zero, in particular for the ﬁeld of complex numbers C.
In Section 3, we construct a ring R with P (R) = NBP (R) = NP (R) and such that its
polynomial hierarchy does not collapse at any level. This is the only kind of example known
by the author in the present that enjoys all these properties.
Occasionally we will write P, NBP, NP instead of P(R), NBP(R), NP(R) if there is no
danger of confusion between classical and unit-cost complexity classes.
2. Ordered abelian semi-groups
We ﬁx the formal language L = (+, <) without constants, containing only a binary
operation symbol and a binary relation symbol. We call T the theory generated by the
following universal axioms.
1. The additive operation + is associative and commutative.
(x + y)+ z = x + (y + z) ∧ x + y = y + x.
2. The relation < is an irreﬂexive, transitive and total order.
(¬ x < x) ∧ (x < y ∧ y < z −→ x < z) ∧ (x < y ∨ x = y ∨ y < x).
3. The order is strongly compatible with the addition.
x < y ←→ x + z < y + z.
All the axioms can be carried together in one formal statement starting with a block of
three universal quantiﬁers followed by a disjunctive normal form. All axioms are standard
excepting the last one. Note that the last two axioms imply that x + z = y + z → x = y.
So T is the theory of ordered abelian semi-groups not necessarily with 0.
The theory T enjoys a large variety of models. To give some examples, we notice Z,
the sets Nk of all naturals nk; Q, R; all their non-negative half-lines with or without
ﬁrst element (negative half-lines with or without last element); any direct product of other
models with the lexicographic ordering andmany other non-standardmodels. EvenN1 with
+ interpreted as the multiplication of natural numbers is a model of T.
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We will consider machines without any constants working in the language of T. The
machine can only copy elements from cell in cell (copy-operation), perform additions and
check inequalities. Consequently, themachine can also check equalities:¬ x < y ∧ ¬ y <
x ←→ x = y.
If any unit-cost machine decides Knapsack over a model of T, we can write down for all
n1 an universal statement n of the form:
∀ x1, . . . , xn+1 x ∈ Knapsack ←→
∨ ∧
(¬) left sum < right sum.
Here on the left-hand side the formula x ∈ Knapsack is a disjunction of 2n− 1 equalities in
the n variables. On the right-hand side we have the disjunction over all the accepting paths
in machine’s computation tree. Any disjunct is a conjunction along the path taken over all
tests performed by the machine in this path. A computation path is exactly determined by
the tests performed along the path itself and by their results. According to the accepting
computation path in question only some tests may occur negated. The statement n says
that the machine recognizes Knapsack for inputs of length n and moreover describes its
behavior in all occurring positive cases. We similarly deﬁne formal statements n, where
the conjunctive formula of exponential length x /∈Knapsack is for all inputs equivalent with
the disjunction taken over all rejecting paths of the conjunctions of (sometimes negated)
tests deﬁning the respective rejecting path. The statement n says that the machine rejects
the complement of Knapsack in dimension n and describes its behavior in all occurring
negative cases.
Deﬁnition. The ﬁrst-order theory of a Knapsack machine is the set {n ∧ n| n1}.
We stress the fact that these conjunctions are not contradictory: statements say “for all
inputs, they belong to Knapsack if and only if they are treated along an accepting path
and they do not belong to Knapsack if and only if they are treated along some rejecting
path”. Belongness to Knapsack is itself a ﬁrst order formula. Such translations in ﬁrst-order
formulae have been written down for any unit-cost machines with given time-complexity.
It has been remarked by many authors before, see for example [14,8], or the survey [12].
In the following statement of Theorem 2.1 occurring machines are parameter-free, hence
can be used over different structures of the same signature {+, <}, containing a binary
operation and a binary relation. In this context we call special machine a machine able
to solve the problem Knapsack in polynomial time only over a given structure with this
signature. The machine occurring at the end of the theorem is called general because it
can be started with inputs in arbitrary models of the theory T. Of course, if started for
an input in a given ordered abelian semigroup S, all computations are carried out in this
semigroup S.
Theorem 2.1. The following statements are equivalent:
1. There is some ordered abelian semi-group (S,+, <) = 0 and a parameter-free special
machine only in (+, <) that decides the algebraic Knapsack problem in polynomial time
over S.
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2. P = NP.
3. There is a parameter-free general machine in the same language (+, <) solving the
algebraic Knapsack problem in uniform polynomial time over all ordered abelian semi-
groups.
According to Gödel’s Completeness Theorem for Predicate Calculus if some formal
statement (set of formal statements) is true for all the models in some elementary class,
then the given statement (set of statements) is provable in the theory deﬁning the given
elementary class. By applying this for the elementary class of ordered abelian semigroups
deﬁned by the given axiomatisation T one gets:
Corollary 2.2. If P = NP classically, then the ﬁrst-order theory of a general machine (in
the sense of Theorem 2.1, point 3) is provable in the theory T.
We recall that for (R,+,−,=, 0, 1)Knapsack cannot be solved in polynomial time. See
[11].
Deﬁnition. Let T′ be the theory obtained from T by replacing the axiom for transitivity
of order with the weaker axiom x < y ∧ y < z −→ xz. Recall that xy means
x < y ∨ x = y.
Remark 2.3. T′ does not prove the ﬁrst-order theory of any general machine (in the sense
of Theorem 2.1, point 3).
Proof. Indeed, if we interpret over the ﬁeld of the reals R the relation symbol < as the
relation =, we get a model of T′ where the algebraic Knapsack problem is known to be
undecidable in polynomial time by Meer’s Theorem, see [11,5,19]. 
Proof of Theorem 2.1.
Lemma 2.4. Let (S,+, <) be an ordered abelian semi-group with at least two elements
such that a special parameter-free unit-cost machine decides Knapsack in a polynomial
time p(n) over S. In this situation there is a machine over (N1,+, <) deciding Knapsack
in the same polynomial time p(n).
Proof. Let x = y be two elements of S. If we assume that x + x = x and y + y = y,
then the identity x + y = x + y implies 2x + y = x + 2y. We get x = y, contradiction.
This means that, say, x + x = x. If x + x > x, then the substructure of S generated by x is
isomorphic with N1, in the other case it is isomorphic with −N1, so also isomorphic with
N1 modulo an order reversing isomorphism. We restrict the machine to this sub-model of
T, reversing the order-tests if necessary. 
Lemma 2.5. If the algebraic Knapsack problem can be decided over (N1,+, <) by a
parameter-free machine in polynomial time, then there is a classical deterministic Turing
machine solving the decision problem 3-SAT in polynomial time, hence P = NP.
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Proof. An instance of 3-SAT is a set of clauses of the form:
F = (z11 ∨ z12 ∨ z13) ∧ · · · ∧ (zm1 ∨ zm2 ∨ zm3),
where zij ∈ {x1, . . . , xn} ∪ {¬ x1, . . . ,¬ xn} andm(2n)3.We take n as complexity cost.
In the following lines we will use the polynomial-time uniform codiﬁcation of 3SAT in
Knapsack given in [22]. One can use as well the similar codiﬁcation of the NP-complete
problem Exact Cover by 3-Sets given in [15], but I prefered the codiﬁcation given below
because it codiﬁes directly 3SAT in Knapsack. 3SAT is seen by many authors as the most
robust NP-complete problem.
Following [22] we deﬁne now 2n+ 2m+ 1 natural numbers, whose decimal representa-
tions are bounded in length by n+m. Every number consists of a block ofm decimal digits
followed by a block of n decimal digits.
• The number b consists of an m-block 44 . . . 4, followed by an n-block 11 . . . 1.
• The n numbers posi have the digit s ∈ {0, 1, 2, 3} on the place km of the ﬁrst block
iff xi occurs in the clause k exactly s times non-negated. The n-block of posi has an 1 at
position i and 0 in rest.
• The n numbers negi have the digit s ∈ {0, 1, 2, 3} on the place km iff xi occurs in the
clause k exactly s times negated. The n-block of negi has an 1 at position i and 0 in rest.
• The m numbers ck have the digit 1 on the place km of the m-block and 0 for the rest.
Their n-blocks consist only in zeros.
• The m numbers dk have the digit 2 on the place km of the m-block and 0 for the rest.
Their n-blocks consist also only in zeros.
The word (posi ), (negi ), (ck), (dk), b (with separators between successive numbers) is
a solution to the classical Knapsack problem iff the given 3-SAT instance is satisﬁable. See
[22] for the whole proof of this.
The ﬁrst step of the deterministic Turing machine is to construct the classical Knapsack
instance (posi ), (negi ), (ck), (dk), b with separators. This takes a polynomial time. The
biggest number computed by the unit-costN-machine for this input is 2p(n)b consisting of
p(n)+m+ n p(n)+ 8n3 + n many digits.
Now we simulate classically the unit-cost program over N1. Additions and checking
inequalities do not cost a constant unit of time anymore, but a time which is also uniformly
bounded by a polynomial in n. 
Using the Fournier–Koiran Theorem for the case that P = NP classically we get that
there is a parameter-free machine solving Knapsack in polynomial time in the structure
(R,+,−, <, 0, 1). This machine does not need even the constants 0 and 1. Getting any
input, the machine can calculate 0 by x1− x1. After this, if the whole input consists only in
zeros, the machine accepts and stops. If not, by the ﬁrst xi = 0 the machine deﬁnes 1 := xi
if xi > 0, respectively, 1 := 0− xi if xi < 0.
Lemma 2.6. The theory of ordered divisible abelian groups is complete, model-complete
and decidable. This theory is the model-completion of the theory of ordered abelian groups.
Proof. See [16,18] or any other classical book of model theory. 
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Corollary 2.7. If a machine decides the algebraic Knapsack in polynomial time over
(R,+,−, <), then the same machine will decide the algebraic Knapsack in polynomial
time over all ordered abelian groups.
Proof. All ordered divisible abelian groups (G,+,−, <) are elementarily equivalent with
R in the given language, and hence model the ﬁrst-order theory of the machine. Thus
the machine will decide Knapsack over any such group. An arbitrary ordered group is
embeddable in its divisible closure. The machine deciding Knapsack in polynomial time
over some divisible ordered group, computes in fact only in the substructure generated by
the input. So it will decide Knapsack in all ordered groups. 
Lemma 2.8. Let S be some ordered abelian semi-group (model of T). The relation ⊂
S × S given by (x, y)(x′, y′)⇔ x + y′ = x′ + y is an equivalence relation. We denote
the equivalence class of (x, y) by [x, y], and let G be the set of equivalence classes. The
following deﬁnitions:
[a, b] + [c, d] := [a + c, b + d],
−[a, b] := [b, a],
[a, b] < [c, d] :⇔ a + d < c + b,
0 := [a, a],
endow G with a structure of ordered abelian group. The application  : S ↪→ G given by
(x) := [2x, x] is a well-deﬁned embedding of T-models of (S,+, <) in (G,+, <). If S is
already an ordered group, then (G,+, <) = (S,+, <) and  = id .
G is in general a set strictly containing S ∪ (−S) (example: if S = {n ∈ N | n15} then
G = Z).
Corollary 2.9. If there is a (+,−, <)machine deciding Knapsack in polynomial time over
all ordered abelian groups, then there is a (+, <) general machine deciding Knapsack in
polynomial time over all models of T.
Proof. We substitute all registers (cells) x of the group machine with pairs of registers
(x′, x′′). Instructions input xi are replaced by x′i := 2xi ; x′′i := xi . Instructions x := y + z
are replaced by x′ := y′ +z′ ; x′′ := y′′ +z′′. Instructions x := −y are replaced by x′ := y′′
; x′′ := y′. Tests if x < y then . . . are replaced by if x′ + y′′ < y′ + x′′ then . . .. 
Corollary 2.9 closes our proof of Theorem 2.1. Of course, starting with some lucky
particular semigroup accepting a polynomial time unit-cost Knapsack machine, we showed
that the semigroup (N \ {0},+, <) accepts such a parameter-free machine. This implied
P = NP classically by observing the polynomial time deterministic 3SATs embedding in
Knapsack.By theTheoremof Fournier andKoiran it implies thatKnapsack is decidablewith
parameter-free polynomial time unit-cost machines in the ordered group of the reals with 1.
Because of the absence of multiplication we can substitute 1 with some positive element ad
hoc produced given any particular input that is not identically zero. Using the elementary
equivalence of divisible ordered abelian groups and the completeness of the elementary class
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of all such non-trivial structures we extend the result with one machine for the whole class.
By considering the canonical embedding of some ordered abelian group in its divisible hull
and again the fact that the machine is parameter-free, we get that the same machine solves
Knapsack in a given polynomial time over all ordered abelian groups. Finally, every ordered
abelian semi-group can be embedded in a smallest ordered abelian group. By exactly using
this embedding and the fact that operations with equivalence classes does not depend on
the choice of the reprezentant, we show how the machine can be modiﬁed to a machine
working over all models of T (ordered abelian semi-groups) and why we further eliminate
the constant 0 and the substraction. Now, if there is a parameter-free machine working over
all ordered abelian semi-groups, then there is a particular non-trivial semi-group with such
a machine, so all implications are in fact equivalences. 
Recall that the multiplicative structure (N \ {0}, ·, <) is also a model of T. Unit-cost
Knapsack over this structure means to get a deterministic algorithm in polynomial time
p(n) able to recognize if for n many natural numbers x1, x2, . . . , xn is true, that xn is a
product of some other xj with j < n. One immediately gets the following corollary:
Corollary 2.10. The unit-cost multiplicative Knapsack problem can be solved by a unit-
cost polynomial time deterministic algorithm if and only if P = NP classically.
The analogous bit-cost problem Subset Product is known to be NP-complete, see [6,23].
3. Commutative rings
In this section we provide some examples about the behavior of commutative rings
concerning unit-cost algebraic complexity. As proved by Poizat [17], if a ring does not
allow quantiﬁer elimination then it has P = NP.
Now we look closer to such rings without quantiﬁer elimination. Matiyasevich proved
(in [10]) for the ring (Z,+,−, ·, 0, 1) the following:
Theorem 3.1. Let R be a relation over Z (E ⊂ Zk). E is a recursively enumerable set
according to the classical computability theory if and only if E is existentially deﬁnable in
the ring Z.
It follows a translation in the context of the algebraic unit-cost complexity. This lemma
seems to be folklore, and I would be surprized if it was not already noticed somewhere.
However, I did not see it stated in this form so far:
Lemma 3.2. The ring of rational integers (Z,+,−, ·, 0, 1) considered as a model of com-
putation with unit-cost has NBP = NP and its polynomial hierarchy does not collapse at
any level.
Proof. We recall that a problem over Z is a subset of the disjoint union ∐k∈N Zk . For
a complexity class C we denote by C ∩ Z the set of all A ∩ Z for problems A ∈ C.
We see that NP (Z) ∩ Z is the class 1 of all recursively enumerable predicates in the
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sense of classical computability. On the other hand NBP (Z) ∩Z consists only in recursive
predicates. Because there are recursively enumerable predicates which are not recursive
we get NBP(Z)=NP(Z). Moreover, for all classes iP (Z) in the polynomial hierarchy
holds iP (Z) ∩ Z = i . The arithmetical hierarchy does not collapse at any level, so the
polynomial hierarchy of Z according to unit-cost algebraic complexity does not collapse at
any level either. 
Lemma 3.3. There is a problem A ∈ NP(Z) such that for all k1 the set Ak = A∩Zk is
(classically) recursively enumerable but not recursive.
Proof. Let P(u, a) be a polynomial in one parameter that deﬁnes a recursively enumerable
non-recursive subset ofN by ∃a ∈ Z P(u, a) = 0. We recall that over Z positive elements
are sums of four squares and z = Cantor (x, y) if 2z = (x + y)(x + y + 1) + 2y. For
input x1, . . . , xn the NP-machine veriﬁes if all xi are positive, guesses y1, . . . , yn−1, for
i = 1 veriﬁes that y1 = Cantor (x1, x2) and for i = 2 to n − 1 veriﬁes that yi = Cantor
(yi−1, xi+1). Finally, the machine guesses a1, . . . , at and veriﬁes that P(yn−1, a) = 0. The
non-deterministic time is linear. 
Deﬁnition. A boolean ring is a ring with 1 modelling the axiom ∀ x x2 = x. Given any
set S we call ring of sets any subring of the power set 2S with 0 := ∅, 1 := S, x + y := the
symmetric difference x  y and xy := x ∩ y.
Boolean rings are commutative and have characteristic 2: ∀ x x + x = 0. Every boolean
ring is isomorphic with a ring of sets.
Deﬁnition. For some ring R let D(R) be the following problem:
D(R) := {(x1, . . . , xn) | n ∈ N and there are ε1, . . . , εn ∈ {0, 1}
such that (x1 + ε1)(x2 + ε2) . . . (xn + εn) = 0}.
Recall that in a boolean ring x + 1 is the complement of x. The following fact is proved
by Poizat [17] for inﬁnite atomless boolean rings and by the present author in [20] in the
following form:
Lemma 3.4. Let R be an inﬁnite boolean ring. Then the problemD(R) belongs toNBP(R)
but not to P(R). Hence inﬁnite boolean rings have P = NBP.
Now we patch the rings together.
Deﬁnition. Let us ﬁx an inﬁnite boolean ring B. We denote byR the direct product B ×Z
with 0 := (0, 0), 1 := (1, 1) and operations deﬁned componentwise.
Theorem 3.5. The ring (R,+,−, ·, 0, 1) considered as a model of computation with unit-
cost has P = NBP = NP and its existential polynomial hierarchy does not collapse at any
level.
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Proof. Weﬁrst show that P =NBP. The proof is similar with the proof for atomless boolean
rings, as it was given in [17].
Let M be a machine containing constants c1, . . . , ck ∈ R where all ci are pairs (bi, zi)
deciding D(R) in polynomial time. The elements b1, . . . , bk deﬁne a ﬁnite subring of R
generated by atoms 1, . . . , l with l2k . At least one restriction B | i as boolean algebra
must be inﬁnite, say B1 := B | 1. LetC1 be the ﬁnite subring of B generated by 2, . . . , l .
We consider inputs of the form (x1, 0), . . . , (xn, 0) with xi ∈ B1. Considering this input to
be (xi, 0, 0) ∈ B1 × C1 × Z, all computed elements do not quit B1 × C1 × Z. Take n big
enough such that 2n > p(n)+ 1, where p(n) is the polynomial time used by the machine
for inputs of length n. Independent elements x1, . . . , xn go along some rejecting path in
machine’s computation tree. The path contains p(n) equality tests.
This negative input generates a free boolean subalgebra X of B1 with 22
n
elements. Only
p(n) many atoms (x1 + ε1) . . . (xn + εn) with ε = the constant vector 1 of 2n have been
checked to be = 0. By removing a well-chosen atom from X in all xi we get a new input yi
such that:
• The p(n) checked products (y1 + ε1) . . . (yn + εn) = 0.
• (y1 + 1) . . . (yn + 1) = 0.
• There is some ε = 1 such that (y1 + ε1) . . . (yn + εn) = 0.
The machine gives the same answer for positive and negative inputs. Contradiction.
Now we prove that NBP(R) = NP(R). Let A be a problem in NBP(R) and k > 0 inN.
Let 2 be the projection onto Z. The set 2(A∩Rk) is always a classically recursive subset
ofZk . To see this, note thatAk := A∩Rk has a deﬁnition like ∃ ε1, . . . , εk ∈ {0, 1} (x, ε).
This is equivalent with a disjunction over 2k many 0, 1-tuples, so is a quantiﬁer free formula
(x) with parameters inR. For atomic formulas with parameters we observe that:
P(x) = 0 ↔ PB = 0 ∧ PZ = 0,
P (x) = 0 ↔ PB = 0 ∨ PZ = 0,
where PR = 0 is a short form for R i (P )(i (x)) = 0 for R = B,Z and i = 1, 2. By
grouping together atomic formulas that refer to the same ring we ﬁnd a deﬁnition of the
form:
x ∈ Ak ⇔
s∨
i=1
(Bi (x) ∧ Zi (x)),
where for example Bi (x) means B i (1(x)), with i quantiﬁer-free formula with pa-
rameters in B. It follows that
2(Ak) =
⋃
{i | ∃x Bi (x)}
{x | Zi (x)},
which is a classically recursive set, as a ﬁnite union of recursive sets.
But in NP(R) there are problems such that 2(A∩Rk) is recursively enumerable but not
recursive. For this, we observe that for all polynomial P ∈ Z[x, y]:
{x ∈ Rk | ∃ y ∈ Rk 2 · P(x, y) = 0 } = B × Ak,
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where Ak ⊂ Zk is the diophantine set deﬁned by P. Here we use the fact that the boolean
ring B has characteristic 2. According to the theorem of Matiyasevich there are such sets
which are classically recursively enumerable but are not recursive.
Finally we prove that R has a polynomial hierarchy that does not collapse at any level.
We recall that the arithmetical hierarchy is built up as the closure of the class of recursive
sets to projections and complementations. The levels i and i with i1 can be got if
we start with the recursively enumerable sets instead of the recursive sets. In the following
lines let u be tuples of ﬁxed length k1. Applying the theorem of Matiyasevich and the
properties of the ringR we get that deﬁnitions of the form:
∃x 2P(u, x) = 0 deﬁne {B × A |A ∈ 1},
∀x 2P(u, x) = 0 deﬁne {B × A |A ∈ 1},
∃x1 ∀x2 2P(u, x) = 0 deﬁne {B × A |A ∈ 2},
∀x1 ∃x2 2P(u, x) = 0 deﬁne {B × A |A ∈ 2},
[…]
∃x1 ∀x2 . . . ∃x2i+1 2P(u, x) = 0 deﬁne {B × A |A ∈ 2i+1},
[…]
∃x1 ∀x2 . . . ∀x2i+2 2P(u, x) = 0 deﬁne {B × A |A ∈ 2i+2}, and so on.
Deﬁnition. In the formal language of rings, 0 = 0 formulas are the quantiﬁer-free
formulas, in our case with parameters in the ring. i , respectivelyi , formulas are exactly
the formulas consisting in a preﬁx of type i , respectively i , preceding a quantiﬁer-free
formula. For some ring R we say that some relation W ⊂ Rk belongs to i (R) if W is
deﬁned by a i formula. The same fori .
We observe that0(Z) does not coincide with the class0 of all recursive sets, but for all
i1 one has i (Z) = i . Also, we observe that for every ring R the polynomial hierarchy
class iP(R) ∩ Rk = ki (R).
In order to end the proof it is enough to show that
A ∈ i+1 \ i ⇒ B × A ∈ i+1(R) \ i (R).
The last follows from
B × A ∈ i (R) ⇒ A ∈ i
and the same for i (R) and i . For proving them we need the following fact of wide
generality:
Lemma 3.6. Let L be a formal language and(x) ∈ n(L) be some L-formula containing
free variables. Then there is a formula (u, v) which is a positive boolean combination of
formulas s(u) and s(v) with s , s ∈ n(L) and u, v both tuples of free variables with
the same length as x such that for all L-structuresA andB and for all a ∈ A and b ∈ B,
if c1 := (a1, b1), . . . , ck := (ak, bk) then
A×B  (c) ⇔ (A,B)  (a, b) =
∨
(As (a) ∧ Bs (b)).
The same is true for alln-formulas  with corresponding s and s also inn.
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Proof. We make induction over n. For n = 0 we have quantiﬁer-free formulas, 0(L) =
0(L). Atomic formulas over a direct product split in conjunctions if they are not negated
and in disjunctions of negated formulas if they are negated. We bring the formula in dis-
junctive normal form and we group the conjuncts in A ∧ B. Step from n ton: by the
negation of  we get a positive boolean combination of ¬ and ¬ which are now in n.
Step from n to n+1: if we add a new existential quantiﬁer block, it commutes with the
disjunction and splits in the conjunctions:
∃ (u′, v′) A(u, u′) ∧ B(v, v′) ↔ ∃u′ A(u, u′) ∧ ∃v′ B(v, v′).
The new  := ∃u′ A(u, u′) and  := ∃v′ B(v, v′) belong now to n+1. 
Now, let B × A be element in i (R). According to the lemma is
B × A =
m⋃
s=1
Bs × As,
with Bs ∈ i (B) and As ∈ i (Z) = i for i1. It follows
A =
⋃
Bs =∅
As,
so A ∈ i as a ﬁnite union of i sets, see [21]. Similarly if B ×A ∈ i (R) then A ∈ i .

We observe also thatR is a non-boolean ring with P = NBP.A non-boolean ring models
the axiom ∃ x x2 = x. Moreover, the ring B × C (where B atom-free boolean and C the
ﬁeld of complex numbers) has P = NBP (hence also P = NP, with the same proof), is non-
boolean, and admits quantiﬁer-elimination in the language expanded with the constants
 := (1, 0) and 	 := (0, 1).
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