Markov random field (MRF) learning is intractable, and its approximation algorithms are computationally expensive. We target a small subset of MRF that is used frequently in computer vision. We characterize this subset with three concepts: Lattice, Homogeneity, and Inertia; and design a non-markov model as an alternative. Our goal is robust learning from small datasets. Our learning algorithm uses vector quantization and, at time complexity O(U log U ) for a dataset of U pixels, is much faster than that of general-purpose MRF.
Introduction
In computer vision, the MRF is commonly used to model images and videos. MRF algorithms are intractable in the general case, and approximation algorithms are generally used. The approximation algorithms themselves are computationally expensive. For computer vision, we usually do not need the full expressive power of MRF. In this paper, we restrict ourselves to a small subset of MRF that is useful for computer vision, and develop fast algorithms that work for this restricted case. We have three restrictions:
Lattice An image is a two-dimensional lattice.
Homogeneity The potentials and conditional probabilities are homogeneous across the lattice.
Inertia Nearby nodes are likely to be in the same state.
Markov Random Field
G = (V, E) denotes an undirected graph. V is the set of nodes and E is the set of undirected edges. X i denotes the variable associated with node i, for i ∈ V ; giving a random vector X = {X 1 , · · · , X p }. The local markov property for variable X i states that X i given its set of neighbors X N (i) is conditionally independent of the rest of the variables. A markov random field over a graph G is the set of distributions which satisfies all markov properties of G. P (X) = 1 Z C∈C φ C (X C ) where C is a clique, and C is the set of cliques. φ C (X C ) is the potential function of clique C, and Z is the normalization factor.
Lattice
We restrict our domain to d-dimensional lattices. Without loss of generality, we assume that the lattice has the same length, T nodes, in each dimension. Each node t is an element of {1 · · · T } d . We denote the lattice by T d . These T d nodes are latent variables and are hidden. Each of these has an associated visible variable that is not counted among its neighbors. The value of each visible variable is dependent solely on its latent variable. Given the values of all latent variables, the visible variables are independent of each other. q t is the state of node t. R(t) is the set of 2 d nodes adjacent to node t. U = T d is the set of all pixels.
Homogeneity
Due to the markov property, P (q t |Q \ q t ) = P (q t |Q(R(t))).
We consider only the case where φ(t, r ∈ R(t)), as well as P (o t = v k |q t = S j ) are independent of t. Therefore, we represent φ(t, r ∈ R(t)) by a common matrix A, and P (o t = v k |q t = S j ) by a common matrix B. N = |S|; S = {S 1 , S 2 , · · · S j , · · · S N } are the unique states in the model, and the state at node t is q t .
are the unique observation symbols, and the symbol at node t is o t .
A = {a(i, j)}; a(i, j) = φ(q t = S j , q r∈R(t) = S i ), the state adjacency potential function.
, the observation symbol probability distribution in state j.
Associativity
In a latent-variable model, if adjacent latent nodes share the same set of possible states, and are likely to be in the same state, this is called associativity. This is an intrinsic property of the process underlying many application domains. The amount of associativity in the lattice varies by domain. In the one-dimensional case, there is a lot of associativity in speech recognition, a limited amount of associativity in chunking of natural language, and almost no associativity in part-of-speech tagging in natural language.
We propose an index for associativity: i a i,i / i,j a i,j . It is 0 when adjacent nodes are uncorrelated, and 1 when adjacent nodes are always in the same state. Our model should be applicable when this index is atleast, say, 0.5.
Inertia
Associativity is restricted to dependency between adjacent latent nodes. In this paper, we consider a broader condition, where non-adjacent latent nodes are dependent on each other. This is not markov, but is related to an n th -order markov model. We call this inertia, and restrict our model to lattices with inertia. Since an inertial model can approximate an associative model, it can be used for: (1) Applications with inertia in the lattice, as well as (2) Approximation of applications with associativity in the lattice.
We use a sliding hypercube window to propose an index for inertia: E j p j 2 . The expectation is taken over the hypercube centered at the node, for every node in the lattice. p j is the probability of state S j in the window. It is 1 when all nodes in the window are in the same state, and
when all states have equal probability within the window. Our model should be applicable when this index is atleast, say, 0.9.
Examples
In the following figures, each circle is a MRF node. The thick circles are latent-variable nodes. Figure 1 is an associative MRF, while Figure 2 is a non-associative MRF. The matrices are pairwise potentials, and the main diagonal represents adjacent nodes being in the same state. All nodes, latent and visible, are boolean. Differences between the two MRFs are highlighted in bold. 
Using Stochastic Models
An assignment of observed symbol to each visible variable is an image. The image is essentially the visible-variable lattice, as opposed to the latent-variable lattice. Our training data consists of images, and lacks the state configuration of the corresponding latent variables.
In classification of images, the input is a set of classes that are specified by a set of images belonging to each. The objective is to classify test images into these classes. We build a model for each class by learning a class-conditional density for its lattice configurations. Given the prior probabilities and these class-conditional models, bayesian classification is used to classify test images.
Prior Work
Graphical models for general networks were introduced in (Pearl, 1988) . (Blake et al., 2011) discussed MRF applications in computer vision. In Physics, the Ising model is widely used. The Potts model, described in (Wu, 1982) , is a generalization of the Ising model, and is closely related to MRF. Our main benchmark is the algorithm for fast inference in associative pairwise MRF in (Boykov et al., 2001 ). We solve a slightly different problem, and our solution should be useful in approximating a solution to associative MRF as well.
Contributions

A latent-variable statistical model for lattice-
structured data: a variant each, for the discrete case (Section 2) and the real case (Section 3)
2. An index for associativity (Subsection 1.4)
3. An index for inertia (Subsection 1.5)
Our Model
In this section, we describe the variant of our model for discrete output symbols. The one-dimensional case of this variant can be used to model, for instance, proteins, which are sequences of twenty amino acids.
The signature, discussed in section 3.3, maps the node into the probability simplex. We divide the probability simplex into partitions, and a partition corresponds to a state in MRF. The potential between partitions is A, and the observation symbol probability distribution is B. Roughly, this is our data model. Our model is not markov. It has inertia. The parameter set of our model is η = A, B, w .
Probability Simplex
The range of the probability mass for a multinomial distribution with M categories is the is the standard
The states of a MRF can be considered points in the probability simplex. The coordinates of the state are the observation symbol probability distribution B. Sliding window methods are popular for sequences (Dietterich, 2002) and images. Since our model has inertia, nearby nodes are probably in the same state. Therefore, sliding window models are likely to work well. At t, the w-window is the hypercube from (t − [w, w, · · · ]) to (t + [w, w, · · · ]). It might be beneficial to use different values of w for evaluation, decoding and learning: w e for evaluation, w for decoding, and w l for learning.
Sliding Window
Bias-Variance Tradeoff
The optimal size of the window is related to the typical minimum number of steps in the same direction before a change of state. Increasing the window size increases inductive bias, and reduces variance. Reducing the window size reduces inductive bias, and increases variance.
Signature
Our decoding algorithm works in two steps: (1) Characterize the sliding window around the current node with a signature, and (2) Use this signature to assign a latent state to the current node. The signature X is that observation probability vector with maximum likelihood of generating the symbols in the sliding window. X = {x t (k)} where x t (k) is the sample probability of symbol v k in the w-window around node t. This signature is a point in the probability simplex.
Algorithms and their Dependencies
Evaluation Decoding Learning VQ Assign Markov Correction
Evaluation
Given the model η = A, B, w and the image O, compute the probability P (O|η) that the image was produced by the model.
Represent in log domain to prevent underflow. end Algorithm 1: Since we have inertia, the results of the decoding algorithm are reliable, and we do not need to consider all possible lattice configurations. We decode the lattice configuration from the image, and use that to compute the likelihood.
Markov Correction
0 < α(X, t) ≤ 1 corrects for assuming the markov property in the evaluation step though it is not present in this model. Experimental evaluation is required to determine typical values.
Decoding
Find the lattice configuration Q = {q t } t∈T , given the model η = A, B, w and the image O.
Algorithm 2: To decode the lattice, we initialize the sliding window and compute the symbol counts (symcount) in it. We slide the sliding window through the lattice, and in every step, update the symbol counts, and send the signature
of the sliding window to assign to get the node state.
Assign
The assign subroutine finds the node state q t ∈ S, given the model η = A, B, w and the node signature x t .
Algorithm 3: Since the model has inertia, we reduce computational complexity of assigning state by assuming that neighboring nodes probably have the same state as the current node.
The node signature x t is a probability distribution. The assign subroutine assigns t to that state j for which B(j) is the closest to x t , as per L 2 norm. This creates a partitioning of the probability simplex into partitions, each of which is associated with a state.
Learning
Optimize the model parameters η = A, B, w to best describe the image, i.e., maximize P (O|η).
Algorithm 4: Since we have inertia, our decoding algorithm is reasonably reliable. We decode the image, and use the lattice configuration to learn the parameters of the model.
We compute the signature at all nodes using symbol counts (symcount). Vector quantization on the signatures partitions the probability simplex into states. The coordinates of the centroids are the observation probability matrix, and the sample transition probabilities in the lattice of signatures are the state potential matrix.
Vector Quantization
Our requirements for clustering are: (1) Roughly spherical partitions, and (2) A representative point for each partition. We solve our clustering problem as vector quantization (VQ) since the requirements are similar. VQ is a classical technique from signal processing that models probability density functions by the distribution of prototype vectors. There are multiple VQ algorithms with different tradeoffs. Fast pairwise nearest neighbor (Fast PNN) from (Equitz, 1989 ) is a VQ algorithm that trades modeling accuracy for reduced computational complexity. We use Fast PNN as it has O(n log n) computational complexity, and we do not need high modeling accuracy in VQ.
Time Complexity
Our Model Evaluation O(M N T d ) Decoding O(M N T d ) Learning O(M U log U )
Extension to Real Symbols
In this section, we describe the variant of our model for real-valued, as opposed to discrete, output symbols. The two-dimensional case of this variant can model digital images, in grayscale pixel value, or in extracted features. Previously, the state variable took values in the probability simplex embedded in R M . Now, it consists of M real variables representing the mean vector, i.e., it is a M -dimen-sional vector and has range R M . o t = {o t,1 , o t,2 , · · · o t,M }. The parameter set of this variant is η = A, µ, Σ, w .
When each point is assigned to the closest state, the state space gets divided into partitions, each of which corresponds to a state in MRF. Matrix A remains the probability of transitioning between partitions, and w remains the size of the sliding window. We modify the other parameters of our model as follows: M = |V | was the number of unique observation symbols.
Instead, now the observation symbol o t is in R M .
B was the observation symbol probability distribution. It is replaced by µ and Σ. µ = µ(j, k); where µ(j) is the sample mean of state S j . Σ = Σ(j, i, k); where Σ(j) is the sample covariance matrix of state S j .
Prior Work
Real-symbol HMM is discussed in subsection IV-A of (Rabiner, 1989) . Switching linear dynamical systems (LDS) are an extension of HMM in which each state is associated with a linear dynamical process. (Fox et al., 2011) describes inference in switching LDS and switching vector autoregressive (VAR) processes.
Signature
The signature is the estimated mean of the distribution that generated the symbols in the sliding window. In the wwindow around node t, the signature is the sample mean x t of the symbols in the sliding window.
Evaluation
Given the model η = A, µ, Σ, w and the image O, compute the probability P (O|η) that the image was produced by the model.
a(qt,qr) k f (o|µ, Σ): Normal distribution. Represent in log domain to prevent underflow. end Algorithm 5: Since the clusters generated by VQ all have the same size, there is no prior probability term in the probability update.
Decoding
Find the lattice configuration Q = {q 1 , q 2 , · · · q T }, given the model η = A, µ, Σ, w and the image O.
O(M N ) increment sum(newwindow − oldwindow) decrement sum(oldwindow − newwindow) end Algorithm 6: We initialize the sliding window and compute the sum of the output instances in it. We slide the sliding window to the end, and in every step, we update the sum and send the signature of the sliding window to assign to get the state lattice.
Assign
The assign subroutine finds the state q t ∈ S, given the model η = A, µ, Σ, w , and a node signature x t .
Algorithm 7: Assign (O(M N )) Input: µ, x t Output: q t for j ← 1 to N do O(M N ) dist(j) ← x t − µ(j) end q t ← min index j (dist j ) Algorithm 7: The assign subroutine assigns t to that state j for which µ(j) is the closest to x t .
Learning
Optimize the model parameters η = A, µ, Σ, w to best describe how an image comes about, i.e., maximize P (O|η). (See Algorithm 8) 
Time Complexity
The time complexities are the same as the original model. In case N and M are not considered constant, these caveats apply: (1) In Algorithm 5, O(M 2 T d ) is assumed to be less O(M U log U ) µ is assigned the VQ codebook. for t ∈ U do O(M 2 U ) increment statecount(q t ) for r ∈ R(t) do increment A ′ (q t , r) end
