Abstract-This paper proposes a fast Minimum-Variance-Distortionless-Response (MVDR) beamforming algorithm for an antenna array for cancellation of multiple interference signals. The proposed algorithm uses Sample-Average Estimate (SAE) of the data covariance matrix and reduces its computational effort by applying the Matrix-Inversion-Lemma (MIL) to its covariance Matrix Inversion (MI) operation. The proposed algorithm is compared to two SAE-based algorithms: the Sample Matrix Inversion (SMI) algorithm that requires an MI operation and the Auxiliary Vector (AV) algorithm that does not need an MI operation. A non-SAE based algorithm using the Least Mean Square (LMS) method is also included for comparison. Simulation results show that the proposed algorithm converges slower than the SMI scheme but outperforms the AV and LMS schemes during the transient phase. Once convergence is achieved, the proposed algorithm converges to a better Mean Square Error than the rest of the algorithms evaluated.
INTRODUCTION
Adaptive beamforming applied to antenna arrays has been a popular approach to enhance the desired signal in the presence of interference signals. The technique applied to Radar or Wireless Communications Systems enhances performance [1] [2] [3] [4] [5] . Minimum-Variance-Distortionless-Response (MVDR) is a classical method used in adaptive beamforming of an antenna array [6] [7] [8] [9] . The array weights of the MVDR beamformer can be adapted through various algorithms. For example, the Sample Matrix Inversion (SMI) based algorithm is a fast adaptive beamforming/nulling technique because it directly calculates the covariance matrix [10] [11] [12] . SMI avoids the problem of eigenvalue spread that often limits the convergence rate for close-loop algorithms such as the Least Mean Square (LMS) approach. In practice, the SMI approach makes use of the Sample-Average Estimate (SAE) of the data covariance matrix and the numerical inversion of the covariance matrix to find optimum weight values. The Auxiliary Vector (AV) algorithm is another fast beamforming method that uses the SAE of the covariance matrix to approach the MVDR optimum solution and does not need a numerical inversion operation [13, 14] . The results in [13] have shown that the sequence of AV filter estimators provide favorable bias/variance and have better mean-square estimation error than LMS, Recursive Least Squares (RLS), SMI and orthogonal multistage decomposition filter estimators. One notes that the LMS algorithm has been widely used because of its simplicity in implementation [7] . However, the trade-offs of the LMS method includes its convergence speed and its dependency on the eigvenvalue spread of the input signals. The RLS method uses a recursive matrix inversion algorithm that is more complicated but efficient than LMS [7, 13] . The above-mentioned algorithms form a class of algorithms that can be implemented effectively using Digital beamforming (DBF) technology. DBF has gained popularity for enabling the flexibility and configurability of a receiving array system [15] [16] [17] [18] . For DBF, the array system needs a receiver at each element to receive and process the arriving signals. The receiver down converts the received signal from the array element to an intermediate frequency (IF) band and then further converts the analogue signal to digital signals. The digitized signals from all the receivers are then processed by the beamforming algorithm in a fast digital processor. In contrast, in the traditional phased-array beamforming (PAB) technology, the signals received by the array are shifted in phase and/or amplitude by a digital or analogue device at each element, then summed and down converted to an IF band before conversion to digital signals by a single receiver. The traditional PAB technology has retained its popularity because it can be less expensive in terms of hardware but this is at the expense of its design flexibility. Several evolutionary algorithms such as the Genetic algorithms (GA) and the Particle-Swarm Optimization (PSO) have shown to be effective in implementation for the PAB technology [19, 21] . In general, the GA/PSO approach is constrained to making small (or fixed) amplitude and small phase perturbations at each element [19] [20] [21] .
This paper proposes a fast and computationally efficient beamforming algorithm that uses the SAE approach and applies the Matrix-Inversion-Lemma (MIL) in the MVDR solution for DBF. Some earlier works, such as [3] and [22] had verified the computationally efficient of the MIL implementation for adaptive beamformers but our work has differences compared to these works. The classical work in [3] had shown that a MIL adaptive algorithm, compared to other classical algorithms such as the Applebaum adaptive control loop method [1] , achieves a rapid convergence by using the system gain of a radar array system. The work in [22] implemented MIL in the linearly constrained minimum variance (LCMV) beamformer. The LCMV method is a generalized form of the MVDR beamformer, allowing for additional constraints to act on known interference and/or additional desired signals [7] . [22] studied the complexity gain of using MIL for various array sizes and various numbers of constraints but did not make comparison to other adaptive algorithms. In our paper, we compare the MIL approach to the more recent and favorable AV algorithm for a MVDR beamformer. We also include the conventional SMI algorithm and a low complexity LMS algorithm for comparison. Our MVDR beamformer is considered for the pre-correlation stage of an antenna array spread spectrum (SS) system and is vulnerable to strong interference signals due to its weak received desired signal. The main benefit of using antenna array based adaptive beamforming in SS system is the extra degree of freedom in spatial and temporal domain for mitigation of interference while maintaining a main antenna beam to the desired signal [23, 24] . However, this approach increases hardware and computational processing complexity. Therefore, improvements to receiver hardware, antenna selection strategies and adaptive beamforming algorithms are imperative [5, 18] . Herein, our paper focuses on the computation processing efficiency of the MVDR beamforming algorithms in terms of their convergence rate analysis and their interference cancellation performance in environments of multiple interference signals. In addition, we analyses their adaption rate in terms of the array's weights-convergence (instead of the system gain parameter). Finally, we show that the Mean Square Error (MSE) of the array weights is a better figureof-merit (FOM) than the array gain pattern for assessing beamformers, especially in scenarios where there are multiple interference signals.
SIGNAL MODEL & PROBLEM FORMATION

Signal Model
We consider a Uniform Circular Array (UCA) with N antenna elements positioned equidistant from each other and at radius r from the centre of the array. The array receives one desired signal and M − 1 interference signals. The received array signal vector x(t) at time t can be written as [17, 25] 
where
T are the steering vectors of the antenna array, and i = 0, . . . , M − 1, θ i and φ i are the respective azimuth and elevation angle of the signal s i (t). β = 2π/λ is the wave number that corresponds to λ, the wavelength of the signal.
T is an M × 1 signal vector whose row components are the uncorrelated desired and interference signal sources and T denotes matrix transpose. n (t) is an N × 1 noise vector whose row components are independent additive white Gaussian noise with zero mean and variance σ 2 n . The output of the beamformer is y (t) = w (t) H x (t) where
] is a ×N weight vector whose components correspond to the weights of the beamformer and H denotes Hermitian transpose. The exact covariance matrix of the total received signal is R = E x (t) x H (t) where E (.) denotes the expectation operator.
MVDR Problem Formation
The MVDR method minimizes the output power of the array subject to a constraint of unity gain in the look direction of the array [1, 7] . The problem formulation is,
where a (θ 0 , φ 0 ) is the steering vector of the desired signal. The solution to the optimization problem can be shown to be
Subsequently, for adaptive beamforming, iterative weight values w (t) that based on the MVDR solution (3) can be computed. t denotes the sample instance. The next section discusses the adaptive beamforming algorithms considered in this work.
THE ALGORITHMS
This section describes our proposed MIL-MVDR algorithm and two SAE based algorithms, namely the SMI and the AV algorithm. For comparison to a non-SAE based algorithm, the LMS algorithm is also included. The MIL-MVDR, SMI and AV algorithms are outlined in Table 1 . Note that the initial estimate weight,ŵ (0) = v/ v 2 , where v = a (θ 0 , φ 0 ), is applied to all the algorithms studied here.
The Sample Matrix Inversion Algorithm
A SMI method uses an SAE approach to estimate its data covariance matrix [10] ,
where K is the number of snapshots observed over a data record size.R is then substituted into the MVDR solution (3) to obtain an estimate weight,ŵ. The SMI method requires K > 2N samples of data to achieve an average loss of less than 3 dB [10] and a matrix inversion operation, inv (), forŵ computation. To enable meaningful comparison to the MIL-MVDR, AV and LMS algorithms, we adopt a moving average (MA) approach to computeR iteratively. That is,R is computed over a moving, but fixed K-sample of data block, and is denoted asR (t) MA . The SMI based algorithm, denoted as SMI, is outlined in Table 1 .
The Auxiliary-Vector Filtering Algorithm
The AV algorithm is based on the AV filter which generates a sequence of filter estimators that converges to the SMI unbiased estimator [13] . In contrast to the SMI algorithm, the AV algorithm does not require a matrix inversion operation. However, similar to the SMI algorithm,R (t) MA is computed at every sample instance for the iterative computation of the weight value. The AV algorithm is outlined in Table 1 .
The Proposed MIL-MVDR Algorithm
Our proposed algorithm computes data covariance matrix,R 1st K , and its inversion only for the first available K samples of data. After K sample instances, we uses the matrix-inversion-lemma (MIL) function to iteratively compute the inverse value of the data covariance matrix (5). Therefore, the MIL approach reduces its computational complexity compared to the SMI using a matrix inversion. In addition, the computational load of the MIL-MVDR algorithm is lower than the SMI algorithm as the SMI method computesR (t) MA and its inverse at every sample instance. Our proposed algorithm, denoted as MIL-MVDR, is summarized in Table 1 . Table 1 . SMI, AV and MIL-MVDR algorithms.
Step1: Initialization for SMI and AV algorithms For t = 0, 1, . . . K − 2:
Step 2 for SMI For
Step 2 for AV For
g(t) HR (t) g(t)
.
w (t) =ŵ (t − 1) − μ (t) g (t) .
Step 2 for MIL-MVDR
end Computeŵ (t) from (3), useR −1 (t) in place of R −1 in (3).
The LMS Algorithm
The LMS [7] algorithm determines its weight vectorŵ iteratively using the following algorithm Step1: Initialization, t = 0ŵ
Step 2 for LMS, for t ≥ 1, 2, . . .
and 1/2λ max ≥ μ ≥ 0, where λ max is the largest eigenvalue of the data correlation matrix. In contrast to the SMI and AV algorithm, the covariance matrix of the signal is computed at every sample instance instead of over a block of K samples.
SIMULATIONS AND RESULTS ANALYSIS
We evaluate the performance of the beamformer implemented using the MIL-MVDR, SMI, AV and LMS algorithms in an environment with multiple interference signals. For reference, an ideal MVDR algorithm is included. The algorithms are simulated using Matlab software running on an Intel i7 CPU-3.4 GHz General Purpose Computer. We use the MSE and the Array Pattern as two different Figure- of-Merits to measure the performance of the beamformer. We also evaluate the computational complexity of the algorithm based on the CPU time.
A UCA antenna with 8 elements and r = 0.5λ is used. We consider an 8-element array for its practical realization in terms of compactness and interference mitigation performance when used in SS systems for GNSS applications [26] [27] [28] . The desired signal arrives from the broadside direction (0 • , 0 • ) of the array and its signal power is 20 dB below the noise level. We consider a total of four interference signals and each signal has an interference-to-noise ratio of 40 dB. We evaluate four different scenarios where there is 1, 2, 3 or 4 interference signals corresponding to scenario Zone 1, 2, 3 and 4 respectively. Table 2 defines the angle setting of the scenarios. The data record size, K, is set to 256. The simulation is repeated 1000 trials for average weight analysis. Figure 1 shows the MSE of the beamformers for the four different interference zones. The expression MSE = E( ŵ(t) − w MVDR 2 ) is computed; w MVDR denotes the weight vector of the ideal MVDR beamformer. Herein, we examine the convergence rate of the beamformers, that is, how fast a beamformer converges to its converged MSE We note that the LMS beamformer computes its weight iteratively from t = 0 while the other SAE-based beamformers start their weights adaption after t = 256 (after K-sample of data record is available). Therefore, the LMS beamformer should have an advantage over the other beamformers in converging to an optimal solution. However, the results show that the LMS beamformer converges fast in Zone 1 and 2, and converges very slow in Zone 3 and 4. This is because the larger eigenvalue spreads of the covariance data in Zone 3 and Zone 4 have affected the convergence rate of the LMS scheme. Therefore, the LMS beamformer performs better in the transient phase for limited interference scenarios. Next, we assess the convergence rates among the SAE-based beamformers, which start their adaption from t ≥ 256. The SMI beamformer converges almost instantly for all the interference zones. The AV scheme converges almost as fast as the SMI scheme in Zone 1 and 2 but becomes the worst in Zone 3 and 4. In contrast, our proposed MIL-MVDR beamformer converges much faster than the AV scheme in Zone 3 and 4. Next, in terms of the converged MSE value (as t > 600), the MIL-MVDR scheme achieves the lowest error while the LMS scheme has the highest error. Next, we examine the performance of the beamformer through its Array Pattern. We will also correlate the nulling performance of the beamformer from its Array Pattern to its MSE, and explain why the MSE is a better FOM in the assessment of the beamformers in interference cancellation. We present only array pattern plots of Zone 1 and Zone 4 for clarity in presentation. Fig. 2 shows the average pattern plots at the transient phase. In Fig. 2(a) , the array pattern plot at t = 100 of Zone-1 shows that the LMS beamformer performs the best because it achieves a nulling depth approaching to that of the ideal MVDR beamformer while the SAE beamformers remain in their quiescent pattern. In Fig. 2(b) , the array pattern at t = 100 of Zone-4 shows that the LMS beamformer cannot fully null all the four interference signals and the SAE beamformers remain in their quiescent state. Indeed, these assessments correlate well to the previous analysis made using the MSE parameter. Next, Fig. 3 shows the average pattern plot at the converged phase. In Fig. 3(a) , at t = 1000 of Zone 1, all beamformers are shown to achieve a good nulling depth at the interference angle of 80 • . However, it is difficult to do an in-depth assessment of these beamformers' performance from this macro plot. In Fig. 3(b) , at t = 1000 of Zone 4, the array pattern plot shows that the LMS beamformer has the worst nulling performance. However, it is even harder to assess the performance of the other beamformers, especially when nulling depths of multiple interference signals need to be evaluated. In contrast, if one uses the MSE results (Fig. 1) as (a) (b) Figure 4 . MSE of the beamformers for the 7 interference zones and different number of antenna elements.
the FOM, a clear assessment on the beamformers performance is possible. Therefore, we conclude that the Array Pattern plots provide a first-cut assessment of the various beamformer's performance while the MSE enables an in-depth assessment.
Subsequently we compare the MSE performance of the four beamformers for a higher number of interference and the number of antenna elements N = 8, 10, 12, 14. A maximum of 7 interference signals is considered to agree with the degree of freedom limit for the N = 8 element array. Table 2 and Table 3 show the bearing setting for the 7 interference zones considered. Fig. 4 shows the computed MSE at the steady state of t =256000, where the LMS beamformer performs the worst while the MIL-MVDR beamformer achieves the lowest MSE. The MIL-MVDR achieves a better MSE ratio of ∼ 1/1000 than Figure 5 . CPU time of the beamformers for the 7 interference zones and different number of antenna elements.
the LMS and a better MSE ratio of ∼ 1/100 than the AV and SMI. Finally, we compare the complexity of the four beamformers by computing the CPU time required to process one estimate of w (.),R (.) and their associate functions used in the algorithms (see Section 3). The CPU time is an empirical result that relates to the computational complexity of the algorithm. Fig. 5 shows the CPU time for different N and interference zones. The results verify that the LMS algorithm has the lowest computational complexity while the SMI has the highest. Among the SAEbased algorithm (SMI, AV and MIL-MVDR), the MIL-MVDR has a lower complexity requirement than the SMI and the AV. The results also show that the number of antenna elements impact more on the complexity of the SAE-based algorithms than the LMS algorithm. On the other hand, the number of interference signals is less likely to impact the computational complexity of the algorithms.
CONCLUSIONS
We proposed a fast beamforming algorithm, which is a matrix inversion lemma based MVDR approach (MIL-MVDR), for an antenna array for cancellation of multiple interference signals. We used simulation to analyze the performance of our proposed algorithm and made comparison to alternative algorithms, namely the SMI, AV and LMS algorithms. The proposed algorithm converges slower than the SMI algorithm during the transient phase but outperforms the AV and the LMS algorithms, especially for scenarios with a high number of interference signals. In the converged phase, our proposed algorithm achieved lower MSE than the other three algorithms.
Next, we compare the nulling performance of the beamformers by looking at the Array Pattern and the array weight MSE. It demonstrated that the MSE is a better figure-of-merit for assessment of the beamformers in a multiple interference signals environment. For N = 8 to 14 antenna elements and up to 7 interference signals, the MIL-MVDR has shown to achieve the lowest converged MSE. The MIL-MVDR achieves a better MSE ratio of 1/1000 than the LMS and a better MSE ratio of 1/100 than the AV and SMI. We also evaluate the computational complexity of the beamforming algorithms and verify that the LMS has the lowest computational complexity (but at the expense of a higher MSE) while the MIL-MVDR is the next lower in complexity with its computational load about half that of the AV and SMI algorithms.
