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We consider a generic nonlinear extension of May’s 1972 model by including all higher-order
terms in the expansion around the chosen fixed point (placed at the origin) with random Gaussian
coefficients. The ensuing analysis reveals that as long as the origin remains stable, it is surrounded
by a “resilience gap”: there are no other fixed points within a radius r∗ > 0 and the system is
therefore expected to be resilient to a typical initial displacement small in comparison to r∗. The
radius r∗ is shown to vanish at the same threshold where the origin loses local stability, revealing
a mechanism by which systems close to the tipping point become less resilient. We also find that
beyond the resilience radius the number of fixed points in a ball surrounding the original point of
equilibrium grows exponentially with N , making systems dynamics highly sensitive to far enough
displacements from the origin.
The dynamics of large complex systems is often mod-
elled as a nonlinear system of coupled first-order differ-
ential equations. By virtue of the Hartman–Grobman
Theorem the local stability of a ‘generic’ fixed point of a
dynamical system (also known as a ‘point of equilibrium’)
may be studied using a first-order (linear) approximation
in the vicinity of the fixed point. With this in mind,
the highly influential paper [1] by Robert May suggested
to study stability of ecosystems with many interacting
species by considering the linear system
dx
dt
= −µx+ σ√
N
Ξx, (1)
where x = (x1, . . . , xN )
T is an N -dimensional vector rep-
resenting the state of the system, µ and σ are positive
constants, and Ξ = (ξnm)n,m is an N × N connectiv-
ity matrix whose entries ξnm are i.i.d. random variables
with zero mean and unit variance. The first term on the
right-hand side in (1) provides a stability feedback mech-
anism such that in the absence of interactions (σ = 0)
the system relaxes to the origin with the decay rate µ.
The second term gives (random) pairwise interactions be-
tween components, such that components n and m have
a mutualistic (competitive) relationship if ξnm and ξmn
are both positive (negative), while they have a parasitic
relationship if ξnm and ξmn have opposite signs. The
parameter σ/
√
N > 0 provides an average interaction
strength, with the chosen normalization in N ensuring
comparability between the first and second terms in (1)
as N →∞. The linear system (1) is stable if the real part
of all eigenvalues of the connectivity matrix σΞ/
√
N is
less than µ, while the system becomes unstable if at least
one of the eigenvalues has real part larger than µ.
Performing the ensuing analysis, May found that a
generic randomly assembled linear complex system for
largeN  1 is stable with probability one (almost surely)
if µ > σ and almost surely unstable if µ < σ. This obser-
vation is based on insights from random matrix theory.
The so-called circular law states that for a matrix Ξ with
i.i.d. random entries (mean zero, unit variance, finite
fourth moment) the empirical spectral density of Ξ/
√
N
converges to the uniform distribution in the centred unit
disk in the complex plane, and the spectral radius con-
verges to 1 almost surely. It also implies that the eigen-
value ofΞ/
√
N with the maximal real part converges to 1
almost surely. In full generality this result has only been
mathematically rigorously established very recently, see
[2] and references within, but for the Gaussian case was
already largely understood when May published his pa-
per. May’s paper [1] and subsequent book [3] sparked a
long-lived diversity-complexity debate in ecological com-
munity which still not fully settled, see [4, 5] for recent
reviews. The ideas behind May’s model analysis are not
restricted to complex ecosystems, and since then has been
applied to a much wider class of large complex systems,
such as e.g. stability of large economies, see [6] and ref-
erences therein.
There are quite a few obvious limitations in May’s orig-
inal model which allowed many researchers to question
implications of his analysis to real world systems. From
the point of view of ecology, May’s initial model dis-
regarded food-web structure, such as trophic levels [7],
modularity [8], the feasibility of the chosen equilibrium
[9], as well as many more subtle but relevant effects, see
e.g. [10]. Some of the restrictions (e.g. an unrealistic
feature of being completely randomly assembled) can, at
least partly, be addressed by introducing an additional
network architecture to the model; some account of this
activity can be found in the reviews see [4, 5] and refer-
ences within; for a recent interesting works in this direc-
tion see [11] and [12]. Most of these developments are still
possible without going beyond the linear approximation.
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2Another layer of criticism addresses the fact that
though a model like (1) might be sufficient for a crude
understanding of local stability of a fixed point in a large
complex system, retaining linearity prohibits any deeper
questions about its dynamical behaviour. Most obvi-
ously, it is meaningless to ask what happens with the
system after the chosen fixed point becomes locally un-
stable (in the ecological context such loss of stability is
frequently called a ‘tipping point’). Moreover, it is well-
known that even before crossing a ‘tipping point’ complex
systems typically become increasingly vulnerable to dis-
placements away from the origin due to loss of an ecologi-
cal resilience (e.g. due to shrinkage in the size of the basin
of attraction), see [13, 14] and references therein. Keep-
ing only the linear approximation prohibits meaningfully
addressing any natural (and ecologically relevant) ques-
tions about mechanisms behind the system’s resilience,
including the existence of various scenarios of response
to an initial displacement away from the locally stable
point of equilibrium.
One of the most natural ways in going beyond the
May’s model (1) is to replace it with a system of N
coupled autonomous nonlinear ordinary differential equa-
tions (ODE’s) given by
dx
dt
= −µx+ f(x) (2)
where f = (f1, . . . , fN )
T is a random vector field. Such
model is of course extremely general and to proceed with
its analysis in a meaningful and controllable way one
needs to specify the statistical properties of the random
field f . Many interesting models could be mentioned in
this context, see e.g. [15–24]. As an example [26] pro-
vide an attempt to perform May’s type of analysis for a
special choice of the system (2) in the framework of neu-
ral network dynamics. The framework dictated choos-
ing fi =
∑
j JijS(xj), with S(x) being an odd sigmoid
function representing the synaptic nonlinearity, and Jij
taken as i.i.d. centred Gaussian variables representing a
synaptic connectivity between neurons i and j. Although
the ensuing dynamical system is not easily amenable to
a fully controllable analysis, a shrewd semi-heuristic in-
sights revealed the existence of critical coupling thresh-
old beyond which there is an exponential in N growth
in the total number of equilibria in such a system, and
estimated the rate of that growth.
One of the most advanced and systematic attempts
in understanding (2) beyond linearity has been under-
taken recently in [27] and its sequel [28]. The authors
exploited an idea of decomposing the interaction field
f(x) into the sum of longitudinal (curl-free, or gradient)
and transversal (divergence free) components. Such a
construction generalized the model of a pure gradient-
descent relaxation of a particle given by dx/dt = −∇L,
with L(x) = µ|x|2/2 + V (x) being the associated Lya-
punov function describing the effective relaxation land-
scape. Choosing V (x) as a homogeneous isotropic Gaus-
sian field in RN with prescribed covariance one then gets
a problem intimately related with the theory of mean-
field spin glasses. Namely, increasing the variance of the
random potential V (x) generates an abrupt transition
to a phase with exponentially many local minima and
saddle-points of L(x). Those features dominate long-
time gradient descent [29] and their statistics has been
subject of steady interest in recent years in that and re-
lated models [30–41]. As shown in [27, 28] adding ran-
dom non-potentiality in the right-hand side of (2) has
profound effect on the phase portrait. Namely, increas-
ing interaction strength makes such systems to undergo
an abrupt transition to a regime of ’absolute instability’
where points of equilibria are on average exponentially
abundant, but typically all of them are unstable, unless
the dynamics is purely gradient. The authors were able
also to calculate the mean proportion of points of equi-
libria which have a fixed fraction of unstable directions.
Interestingly, the model actually shared the same rate of
exponential growth in the total number of equilibria close
to the threshold as one in [26], pointing towards a certain
universality of the predicted scenario beyond the tipping
point instability.
Despite successfully revealing a rich structure underly-
ing the phase portrait beyond the instability threshold,
the model considered in [27, 28] has been shown to have
almost surely only a single (stable) fixed point globally
before the instability threshold develops. Hence, in that
parameter regime such models lack any nontrivial phase
space structure and provide no room for revealing re-
silience mechanisms as defined in the introduction. That
property seems to be intimately related to choosing the
random vector field f(x) to be homogeneous, i.e. sta-
tistically invariant with respect to spatial translations.
Moreover, the specified choice of f(x) made to ensure
analytical tractability simultaneously imposed a certain
departure from the spirit of the original May’s analysis.
Namely, as for such a choice f(0) 6= 0 almost surely, the
origin x = 0 is almost never a point of dynamical equi-
librium of the nonlinear system (2). In this sense the
framework provided by the model of [27, 28] appears less
suitable for addressing the implications of nonlinearity
on the (in)stability of a given equilibrium, replacing the
original May’s question with statistical analysis of total-
ity of fixed points. At the same time focusing analysis
on mechanisms of building instability in the vicinity of a
chosen equilibrium is clearly highly desirable.
In the present letter we aim to suggesting an alter-
native mathematical model which allows to address the
above questions for the system (2) in considerable gener-
ality. To this end we replace the linear interaction term
in (1) with a full (Taylor) expansion around the fixed
point and thereby include nonlinearity through higher-
order interactions. It is convenient to normalize the in-
teraction strength with N as f(x) := 1√
N
ϕ(x) which will
3ensure natural behaviour in the large-N limit, and fur-
ther define ϕ(x) via an expansion
ϕn(x) =
∞∑
k=1
σk
N∑
i1,...,ik=1
ξn,i1,...,ikxi1 · · ·xik (3)
where σk > 0 are positive constants determining the
strength of the k-order interactions. Our main assump-
tion is that ξ• are i.i.d. Gaussian variables with zero
mean and unit variance, i.e.
E[ξn,i1,...,ik ] = 0 (4)
E[ξn,i1,...,ikξm,j1,...,j` ] = δnmδk`δi1j1 · · · δikjk . (5)
In the spirit of May’s original model, we have chosen the
system to be fully randomly assembled, i.e. all inter-
actions (including higher-order terms) are independently
distributed. However in contrast to [27, 28] the random
interactions in our dynamical system are now not sta-
tistically invariant with respect to spatial translations,
with the origin always singled out as a fixed point of the
dynamics. The latter feature of our model is therefore
shared with that in [26]. At the same time, in contrast to
[26] the nonlinear interactions in our system still retain a
highly symmetric statistical nature, and allow to develop
a fully controllable (and essentially rigorous) method of
its analysis. In particular, the above given definitions
imply the following spatial covariance structure for the
random vector field ϕ:
E[ϕn(x)] = 0, E[ϕn(x)ϕm(y)] = δnmC(xTy) (6)
with the (scalar) correlation function given by
C(xTy) =
∞∑
k=1
σ2k(x
Ty)k. (7)
where E[. . .] stands for the expected value. The assump-
tion about Gaussianity is technically convenient since it
implies that the random vector field ϕ is fully determined
by the mean and covariance structure (6), which allows
us to perform explicit and fully controllable derivations of
our main results. Nonetheless, it is natural to expect that
our main conclusions should hold beyond the Gaussian
case under proper assumptions on the higher moments of
the random variables ξ•.
In order to allow a nonlocal analysis, we must require
that the constants σ1, σ2, . . . decay sufficiently fast for
large k to ensure a nonzero (including infinite) radius of
convergence R ∈ (0,∞]. Examples include σk = 1/
√
k!
which implies C(z) = ez − 1 and R = ∞, and σk = 1
which implies C(z) = z/(z− 1) and R = 1. Convergence
(in probability) of the random field ϕ(x) follows e.g. by
Markov’s inequality. Henceforth, it is always assumed
that |x| < R.
We would like to emphasize the following two distinct
properties ensured by our choice of the random vector
field ϕ(x):
(a) We have the linear approximation ϕ(x) ≈ σ1Jx
for small x, so the nonlinear model (2) preserves
May’s linear approximation and thereby his insta-
bility criteria. In other words, the fixed point at the
origin is locally stable for µ > σ1 as predicted by
the linear model (1). The inclusion of higher-point
interaction terms will allow us to address nonlocal
properties within the region of convergence, i.e. for
|x| < R.
(b) The random vector field ϕ(x) is statistically bi-
rotational invariant, that is the mean and corre-
lation function (6) are invariant under the trans-
formation ϕ(x) 7→ V ϕ(Ux) for all rotations (in-
cluding improper rotations) U ,V ∈ O(N). Note
that in the full system (2) with µ > 0 this symme-
try is explicitly broken down by the stability feed-
back mechanism from O(N)×O(N) to O(N), with
bi-rotational symmetry becoming the ordinary ro-
tational symmetry (isotropy), such that we must
have V = U .
In any stability analysis of an autonomous dynamical
systems, a natural first step is to determine the number
and location of fixed points, and then classify them by
stability. Due to the randomness of the vector field ϕ,
the number of fixed points and their locations will be
random too (with the important exception of the origin
which remains a fixed point by our construction). To
characterize the spatial distribution of fixed points we
introduce the mean fixed point density ρµ(x), such that
the mean number of fixed points in a domain D is given
by
E[#{fixed point in D}] =
∫
D
dx ρµ(x). (8)
Since the origin is a fixed point by construction, the mean
spectral density ρµ(x) contains a Dirac delta function
with unit mass at the origin, and this point must in gen-
eral be treated separately. Away from the origin (x 6= 0),
the mean density of fixed points ρµ(x) can be analysed
using the so-called Kac–Rice method, see e.g. [42–44] and
references therein. To apply the Kac–Rice formula, one
needs the joint probability density of the random vec-
tor field ϕ and its first derivatives. It is convenient to
represent all the first derivatives as an N × N matrix-
valued random field ∇ϕ(x) = [∂nϕm(x)]n,m. With this
notation, the Kac–Rice formula states that
ρµ(x) =
∫
RN×N
dM p(µ
√
Nx,M)|det(M − µ
√
N1N )|,
(9)
where p(v,M) is the joint probability density function
(PDF) for v = ϕ(x) and M = ∇ϕ(x). Due to our as-
sumption of Gaussianity, the fields ϕ and ∇ϕ are jointly
Gaussian and the PDF p can be found using standard
4techniques, see the Supplemental Material for more de-
tail, as given by
p(v,M) =
e−
vT v
2C e−
Tr(M−C′C vxT )S(x)(M−C
′
C vx
T )T
2∆C′
(2pi)N(N+1)/2∆N/2(C ′)N(N−1)/2
(10)
with
∆ = CC ′ +
(
CC ′′ − (C ′)2)xTx, (11)
S(x) = ∆1N − (CC ′′ − (C ′)2)xxT , (12)
and C denoting the scalar correlation function (7), while
C ′ and C ′′ stands for its first and second derivative with
respect to its scalar argument. Here, we have suppressed
the explicit dependence on xTx for C,C ′, C ′′ and ∆. We
observe that as a consequence of the bi-rotational invari-
ance of the random vector field ϕ, the PDF (10) is in-
variant under the transformation(
x,v,M
) 7→ (Ux,V v,VMUT ) (13)
for all rotations V ,U ∈ O(N). In fact, up to the scalar
functions of xTx, the form of the PDF (10) is fully de-
termined by this symmetry together with assumption of
centred Gaussianity.
Upon inserting the expression (10) into the Kac–Rice
formula (9) and making a change of variables
M 7→M
(S(x)
∆C ′
)−1/2
+ µ
√
N
C ′
C
xxT (14)
one is able to considerably simplify (9) and bring it to
the form
ρµ(x 6= 0) = 1
(2pi)N/2
( ∆
CC ′
) 1
2
(C ′
C
)N
2
e−Nµ
2xTx/2C
× EGin
[|det(Ξ − µ√ND)|], (15)
where
D = diag
{√
C
∆
(
1− C
′
C
xTx
)
,
√
1
C ′
, . . . ,
√
1
C ′
}
(16)
is a diagonal matrix and EGin denotes the expectation
taken with respect to N ×N random matrices from the
so-called real Ginibre ensemble [45], with all entries being
i.i.d. standard real mean-zero Gaussian variables. Note
that the matrix S(x)/∆C ′ is positive definite symmetric
for x 6= 0, so that the transformation (14) is well-defined.
So far our analysis has been exact for any finite num-
ber of interacting degrees of freedom N , but our main
concern is for large systems when N → ∞. Before be-
ing able to extract the large-N asymptotic behaviour of
the density (15), we have to recall some basic properties
of the (scalar) correlation function C(r2) and introduce
notations convenient for achieving this goal.
Using the definition of the correlation function C, it
is straightforward to verify that C ′(r2) and C(r2)/r2
are continuous and strictly monotonically increasing for
0 < r < R and that they tend to σ21 > 0 for r → 0+ and
to infinity as r → R. The ratio and difference combina-
tions defined as C ′(r2)r2/C(r2) and C ′(r2) − C(r2)/r2
are also continuous and strictly monotonically increasing
for 0 < r < R. We will use these monotonicity properties
frequently in the following analysis.
Now, we can introduce two new radii r±(µ) ≥ 0 in
the following way: we set r±(µ) = 0 as long as µ ≤ σ1,
whereas for µ > σ1 the two radii are defined as the solu-
tions to the equations C ′(r2−) = µ
2 and C(r2+) = µ
2r2+,
respectively. From the monotonicity properties described
above, we know that r±(µ) are uniquely defined, con-
tinuous and monotonically increasing as functions of µ.
Furthermore, we have 0 < r−(µ) < r+(µ) for all µ > σ1,
with r±(µ)→ 0 for µ→ σ+1 and r±(µ)→ R for µ→∞.
With this new notations at hand, we can embark on
our large-N analysis. For this it is convenient to define
the mean ‘spherical’ density of the fixed points as
ρ̂µ(r > 0) :=
2piN/2rN−1
Γ(N/2)
ρµ(r). (17)
Here, the prefactor in the right-hand side is the surface
area of an (N − 1)-dimensional sphere of radius r. We
will see that there exists a characteristic radius r∗(µ) ∈
[r−(µ), r+(µ)] such that the spherical mean density of
fixed points is low for r < r∗ and high for r > r∗.
The main challenge in extracting the large-N asymp-
totics of the spherical density (17) is in performing
an asymptotic evaluation of the expectation value in
the second line in (15). Evaluating averages involv-
ing absolute values of determinants of random matri-
ces and operators is a common step in counting prob-
lems based on the Kac-Rice method and as such at-
tracted considerable attention in recent years, see e.g.
[25, 27, 30, 32, 34, 35, 38, 40, 41, 46]. Here the chal-
lenge is related to performing such a calculation for the
real Ginibre ensemble deformed by a finite-rank pertur-
bation, see (16). Fortunately, it turns out that the object
in question can be evaluated rigorously by adapting the
approach suggested in [47] for a rather different problem.
Relegating the detail of the calculation to the Supple-
mental Material, we give below the ensuing expression
for the mean (spherical) density of fixed points:
ρ̂µ(r) =
√
N
pi
hI(r
2)
r
e+
N
2 LI(r
2)(1 + o(1)) (18)
for 0 < r < r− and
ρ̂µ(r) =
√
N
pi
hII(r
2)
r
e+
N
2 LII(r
2)(1 + o(1)) (19)
for r− < r < R, where
hI(r
2) = C
′
C r
2 − 1, (20)
hII(r
2) =
(
2∆
CC′
) 1
2
(
1 + µ2
(
C
∆hI(r
2)2 − 1C′
)) 1
2 . (21)
5and
LI(r
2) = −f(µ2r2C ), LII(r2) = f(µ2C′ )− f(µ2r2C ) (22)
with f(x) = x− log x− 1 (x > 0).
Note that (18) and (19) represent a density, thus these
expressions must be nonnegative. It follows that the
functions hI(r
2) and hII(r
2) must be nonnegative in their
relative domains (i.e. for 0 < r < r− and r− < r < R, re-
spectively), which can be indeed verified using the mono-
tonicity properties of scalar correlation function.
Our next task is to investigate for which values of the
radius r the exponent L• is positive or negative, implying
the spherical density of fixed points being, respectively,
exponentially suppressed or enhanced. We will consider
three different intervals separately:
(i) For 0 < r < r−, it is easily verified that LI(r2) <
0. Moreover, LI(r
2) is monotonically increasing on
this interval.
(ii) For r− < r < r+, we note that LII(r2−) < 0 <
LII(r
2
+), so LII(r
2) vanishes at least once in this
interval. By differentiation, we have
L′II(r
2) =
(C ′ − µ2)C ′′
(C ′)2
+ hI(r
2)
(
µ2 − C
r2
)
. (23)
Using the monotonicity properties of the correla-
tion function, we see that the first term on the
right-hand side in (23) is positive for r− < r < R
and that second term on the right-hand side in (23)
is positive for 0 < r < r+. Thus, LII(r
2) is strictly
monotonically increasing for r− < r < r+ and
there exists a unique radius r∗ ∈ [r−, r+] such that
LII(r
2) < 0 for r < r∗ and LII(r2) > 0 for r > r∗.
(iii) For r+ < r < R, we can use the following properties
of the function f : we have f(x) − f(y) > 0 for
x < y < 1 and f(x2) − f(y2) > f(x1) − f(y1)
for 0 < y2 − x2 < y1 − x1 and x2/y2 < x1/y1 <
1. It follows that LII(r
2) is strictly positive and
monotonically increasing.
By definition, the mean number of fixed points within
a ball of radius 0 < r < R centred at the origin is given
by
Nµ(r) =
∫
|x|<r
dx ρµ(x) = 1 +
∫
0<r˜<r
dr˜ ρ̂µ(r˜), (24)
where we separated in the final expression the result of in-
tegration over the Dirac mass at the origin. It is straight-
forward to use the properties (i -iii) above to give expo-
nential bounds for this quantity. We see that there exists
strictly positive functions c1(r), c2(r), κ1(r), κ2(r) (inde-
pendent of N) such that
Nµ(r)− 1 ≤ (Npi )
1
2 c1(r)e
−Nκ1(r) for r ∈ (0, r∗), (25)
Nµ(r)− 1 ≥ (Npi )
1
2 c2(r)e
+Nκ2(r) for r ∈ (r∗, R). (26)
As an example, one possible choice for the functions
c1(r), c2(r), κ1(r), κ2(r) is
c1(r) =
{∫ r
0
dr˜
r˜ hI(r˜
2), r < r−∫ r−
0
dr˜
r˜ hI(r˜
2) +
∫ r
r−
dr˜
r˜ hII(r˜
2), r > r−
, (27)
c2(r) =
∫ r
r∗
dr˜
r˜
hII(r˜
2), (28)
κ1(r) =
{
−LI(r2)/2, r < r−
−LII(r2)/2, r > r−
, (29)
κ2(r) = +LII(r
2)/2. (30)
Here, the positivity of the functions c1 and c2 is evident
from positivity of the functions hI and hII, while positiv-
ity of κ1 and κ2 follows from properties (i -iii).
The inequalities (25) and (26) tell us that the mean
number Nµ(r)−1 of fixed points in a ball centred around
the fixed point at the origin, but different from it, is ex-
ponentially suppressed for large N when the radius of
the ball satisfies r < r∗(µ). In fact, it implies that the
origin is almost surely (with probability 1) the only fixed
point within a ball with radius r < r∗(µ) for N → ∞,
since the mean value equals the lowest possible value.
In contrast, inside any ball whose radius exceeds the
threshold value r = r∗(µ), the mean number of fixed
points effectively generated by nonlinear couplings grows
exponentially fast with increasing N . We note that even
though there are exponentially many fixed points beyond
the critical radius r∗, the mean fixed point density (15)
itself can be small at a location x with |x| > r∗.
In order to interpret this result, let us first consider
a dynamical system with µ > σ1, in which case May’s
linear approximation tells us that the fixed point at the
origin is locally stable with probability one. Including
higher order random terms in the expansion around the
fixed point thus extends this local stability result to a
global one by telling us that there is a certain resilience
gap surrounding the locally stable origin. Namely, no
other fixed points can be almost surely found within a ra-
dius r∗(µ) > 0, but exponentially many fixed point exist
beyond this radius. Based on that it is natural to suggest
that r∗(µ) should play the role of a resilience radius, a
characteristic scale of sensitivity of system’s behaviour to
initial displacement. Namely, trajectories corresponding
to initial conditions such that |x(0)| . r∗(µ) are nat-
urally expected to be typically attracted to the stable
origin, but those which start with |x(0)| & r∗(µ) might
leave the origin’s basin of attraction to wander away in
the maze of exponentially many fixed points, and pos-
sibly become eventually chaotic. Although this picture
at the moment remains largely speculative, and certainly
requires further investigation, our rigorous results pro-
vide a basis for suggesting it as a possible mechanism of
nonlinearity-generated resilience for large complex sys-
tems. It is worth emphasizing that the existence of the
resilience gap in the present model is quite universal: it
6does not depend on the choice of σ2, σ3, ... as long as they
are not all zero.
If one takes µ → ∞, then by using r−(µ) ≤ r∗(µ) ≤
r+(µ) and r−(µ), r+(µ) → R, we conclude that the re-
silience radius takes the largest allowed value: r∗(µ) →
R. This implies that with growing µ all other fixed points
are pushed away from the stable origin to the radius of
convergence of the Taylor expansion (which might be in-
finity), so that the system becomes more and more re-
silient to initial displacements. On the other hand, if we
take µ→ σ1 (from above) then r∗(µ)→ 0, hence the sys-
tem become less and less resilient to perturbations in ini-
tial conditions, and trajectories starting relatively close
to the origin are expected to wander away. Finally, when
the linear stability threshold/tipping point is crossed (i.e.
µ < σ1) the fixed point at the origin becomes locally un-
stable and any ball (with positive radius) centred at the
origin will contain on average exponentially many other
fixed points. Thus, we expect dynamics in this ‘unstable
regime’ to be extremely sensitive to initial displacements.
There are plenty of questions which need to be clarified
for the present model, most immediate is to attempt a
classification of the fixed points away from the origin by
their stability properties, not unlike the analysis recently
performed in [28]. More generally, an accurate analysis
of long-time autonomous dynamics based on the system
of randomly coupled ODE’s (2) remains largely open and
poses an outstanding challenge. Note that not unrelated
recent studies of species dynamics in the framework of
generalized Lotka-Volterra models revealed many intrigu-
ing features, such as marginal stability of the ensuing
equilibria, see [21] and references therein. Another inter-
esting avenue to explore is the effect of time-dependent
landscapes [49, 50].
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“Nonlinearity-generated Resilience in Large Complex Systems”
DERIVATION OF THE JOINT PROBABILITY DENSITY FUNCTION
The goal of this section is to establish the joint PDF for the random vector ϕ(x) and the random matrix ∇ϕ(x).
We know from the definition of the random vector field that ϕ(x) and ∇ϕ(x) are jointly Gaussian. Furthermore, it
follows by differentiating of the correlation function that both fields are mean zero and their covariances at x reads
E[ϕn(x)ϕm(x)] = δnmC(xTx), (S1)
E[∂kϕn(x)ϕm(x)] = δnmxkC ′(xTx), (S2)
E[∂kϕn(x)∂`ϕm(x)] = δnmδk`C ′(xTx) + δnmxkx`C ′′(xTx). (S3)
By the standard theory of multivariate Gaussians, we know that the joint distribution of ϕ(x) and the random matrix
∇ϕ(x)
p(v,M) =
P[ϕ(x) ∈ (v,v + dv),∇ϕ(x) ∈ (M ,M + dM)]
dv dM
. (S4)
is given by
p(v,M) =
1
(2pi)N(N+1)/2(det Σ(x))1/2
exp
(
− 1
2
vec[v,M ]TΣ−1(x) vec[v,M ]
)
, (S5)
where ‘vec’ is the vectorisation operator which turns a matrix into a column vector by stacking its columns on top of
each other, i.e. vec[v,M ] is an N(N + 1) column vector. The covariance matrix Σ(x) is an N(N + 1) ×N(N + 1)
matrix defined by
Σ(x) = E[vec[v,M ] vec[v,M ]T ] (S6)
It follows from (S1), (S2), and (S3) that
Σ(x) = σ(x)⊗ 1N , (S7)
where ⊗ denotes the Kronecker (tensor) product, 1N is the N ×N identity matrix, and
σ(x) =
[
C(xTx) C ′(xTx)xT
C ′(xTx)x C ′(xTx)1N + C ′′(xTx)xxT
]
(S8)
is an (N + 1)× (N + 1) matrix.
In writing down the PDF (S5), we have assumed that the covariance Σ(x) is invertible. Before we continue, we
must verify this fact. We have
det[Σ(x)] = det[σ(x)⊗ 1N ] = det[σ(x)]N , (S9)
thus we need to verify that the determinant of σ(x) is nonzero. In order to evaluate this determinant, we first recall
the standard block matrix identity for determinants
det
[
A B
C D
]
= det[A] det[D −CA−1B] (S10)
with A an invertible n× n matrix, and B,C,D any n×m, m× n, m×m matrices. Using this identity, we get
det[σ(x)] = C(xTx)C ′(xTx)N det
[
1N +
C(xTx)C ′′(xTx)− C ′(xTx)2
C(xTx)C ′(xTx)
xxT
]
. (S11)
2To evaluate the remaining determinant in (S11), we use another determinant identity. We have
det[1n +AB] = det[1m +BA] (S12)
for matrices A and B of size n×m and m× n, respectively. Thus, determinant reads
det[σ(x)] = ∆(xTx)C ′(xTx)N−1. (S13)
where we have introduced the scalar function
∆(xTx) = C(xTx)C ′(xTx) +
(
C(xTx)C ′′(xTx)− C ′(xTx)2)xTx (S14)
for notational simplicity. We note that the determinant (S13) depends only on the squared (Euclidean) distance to
the origin r2 = xTx ≥ 0.
Our first observation about the determinant (S13) is that it equals zero for x = 0, hence the covariance matrix
Σ(x) is not invertible for x = 0. This arises from the fact that ϕ(0) = 0 and, thus, non-random. For x 6= 0, the
vector field ϕ is truly random. In this case, we can verify from the definition of the correlation function C that C ′(r2)
and ∆(r2) are positive (and finite) for 0 < r < R (both C ′(r2) and ∆(r2) blow up when r → R). Consequently, the
determinant (S13) is non-zero from which it follows that the covariance matrix Σ(x) is invertible and thereby that
PDF (S5) is valid for all 0 ≤ |x| ≤ R.
Now that we have verified that the convariance matrix Σ(x) is indeed invertible for x 6= 0, let us find its inverse.
We have
Σ(x)−1 = σ(x)−1 ⊗ 1N (S15)
for x 6= 0. We recall the block inverse identity[
A B
C D
]−1
=
[
A−1 +A−1B(D −CA−1B)−1CA−1 −A−1B(D −CA−1B)−1
−(D −CA−1B)−1CA−1 (D −CA−1B)−1
]
(S16)
where A,B,C,D are n×n, n×m, m×n, m×m matrices with A and (D−CA−1B) invertible. Using this identity,
a straightforward computation yields
σ(x)−1 =
1
∆(xTx)C ′(xTx)
[
C ′(xTx)2 + C ′(xTx)C ′′(xTx)xTx −C ′(xTx)2xT
−C ′(xTx)2x S(x)
]
(S17)
with ∆(xTx) given by (S14) and
S(x) = ∆(xTx)1N − (C(xTx)C ′′(xTx)− C ′(xTx)2)xxT (S18)
a symmetric matrix-valued function.
We now have explicit expressions for all quantities which appears in (S5), thus we know the full distribution.
However, we still want to reexpress the PDF as a matrix Gaussian distribution rather than the standard multivariate
form. We recall the following identity involving the Kronecker product and the vectorisation operator
A⊗B vec[X] = vec[BXAT ] (S19)
for matrices A,B,X of size k ×m, n×m, `× n. Using this identity and the fact that σ(x) is a symmetric matrix,
we see that
vec[v,M ]TΣ(x)−1 vec[v,M ] = Tr[v,M ]σ(x)−1[v,M ]T , (S20)
where [v,M ] is an N × (N + 1) matrix. Thus, the PDF (S5) reads
p(v,M) =
1
(2pi)N(N+1)/2(detσ(x))N/2
exp
(
− 1
2
Tr[v,M ]σ(x)−1[v,M ]T
)
. (S21)
Expanding in terms of v and M and completing the square yields
p(v,M) =
1
(2pi)N(N+1)/2∆(xTx)N/2C ′(xTx)N(N−1)/2
× exp
[
− v
Tv
2C(xTx)
− 1
2∆(xTx)C ′(xTx)
Tr
(
M − C
′(xTx)
C(xTx)
vxT
)
S(x)
(
M − C
′(xTx)
C(xTx)
vxT
)T]
, (S22)
which is the expression that we wanted to establish.
3EVALUATION OF THE MATRIX AVERAGE
The purpose of this section is to reexpress matrix average that appear on the second line in (15) as an expression
which is more suitable for a large-N asymptotic analysis (our approach similar to the approached used in [S1, S2]).
Let us consider the generalised problem
EGin[|det(λ1N + εhhT −Ξ)|] (S23)
for λ, ε ∈ R and h ∈ RN . The required expectation in (15) is retrieved by imposing
λ = µ
√
N
C ′(r2)
, ε = µ
√
N
C(r2)
∆(r2)
(
1− C
′(r2)
C(r2)
r2
)
− µ
√
N
C ′(r2)
, and h = (1, 0, ..., 0)T . (S24)
In order to derive an explicit expression for the average (S23), we make two important observations. First, we observe
that for any real x, the absolute value |x| can be written as x2/
√
x2, which allows us to write the average (S23) as
EGin[|det(Λ−Ξ)|] ∝ EGin
[
det2(Λ−Ξ)√
det2(Λ−Ξ)
]
= EGin
[
det
(
0 i(Λ−Ξ)
i(Λ−Ξ)T 0
)
det
(
0 i(Λ−Ξ)
i(Λ−Ξ)T 0
)1/2
]
. (S25)
Here, we have used the shorthand notation Λ = λ1N + εhh
T . Second, we observe that the determinant of any N ×N
matrix, A, can be written as Berezin integral
detA =
∫
dψdψ˜ exp [ψ˜TAψ] (S26)
where integration is over anti-commuting N -dimensional Grassmann variables ψ and ψ˜. Likewise, the reciprocal of
the square root of the determinant of a matrix A can be written as an ordinary Gaussian integral
(detA)−1/2 =
1
(2pi)
N
2
∫
RN
dx exp
[
− 1
2
xTAx
]
. (S27)
In order to ensure convergence of the integral in (S27), it is assumed that the real part of the eigenvalues of A are
positive . Introducing a regularisation parameter p ∈ R+, we can write the expectation as a product of a Berezin and
a Gaussian integral
D(λ, ε,h, p) = EGin
[
det2(Λ−Ξ)√
det(2p1N + (Λ−Ξ)T (Λ−Ξ))
]
∝
EGin
[ ∫
dψdψ˜e
−i
ψ˜1
ψ˜2
T 0N (Λ−Ξ)
(Λ−Ξ)T 0N
ψ1
ψ2
 ∫
R2N
dx1dx2e
− 12
x1
x2
T √2p1N i(Λ−Ξ)
i(Λ−Ξ)T √2p1N
x1
x2
]
. (S28)
Following the approach contained in [S1], the proportionality constant in (S28) will be determined later by taking
p → +∞ while the requested expectation is recovered by taking p → 0+. We recall that expectation is with respect
to real Ginibre matrices, i.e. the entries of Ξ are i.i.d. standard Gaussian random variables.
The argument at the exponent in (S28) is linear in Ξ and it can be re-written in term of traces, namely as
−
√
2p
2
Tr(x1x
T
1 +x2x
T
2 )−ixT2 Λx1+iTr Λ(ψ2ψ˜T1 +ψ1ψ˜T2 )+iTrΞT (
1
2
x1x
T
2 −ψ1ψ˜T2 )+iTrΞ(
1
2
x2x
T
1 −ψ2ψ˜T1 ). (S29)
The last two terms are integrated out in Ξ by using the following identity for real Ginibre matrices,
EGin
[
e−Tr(ΞA+Ξ
TB)
]
= e
1
2 Tr(A
TA+BTB+2AB) (S30)
Therefore, after introducing a new complex integration variables, q and its complex conjugate q¯, in order to recast
the nonlinear term (ψ˜1
T
ψ1)(ψ˜2
T
ψ2) and integrate over the anti-commuting variables, we are left with
D(λ, ε,h, p) ∝
∫
C
dqdq¯e−|q|
2
∫
R2N
dx1dx2
× exp
[
−
√
2p
2
(xT1 x1 + x
T
2 x2)− ixT2 Λx1 −
1
2
(xT1 x1)(x
T
2 x2)
]
det
[
q1N iΛ + x1x
T
2
iΛ + x2x
T
1 q¯1N
]
(S31)
4A slightly tedious but straightforward computation gives following evaluation of the determinant
det
[
q1N iΛ + x1x
T
2
iΛ + x2x
T
1 q¯1N
]
= (|q|2 + λ2)N−3((|q|2 + λ2)3 − a2(|q|2 + λ2)2 + a1(|q|2 + λ2) + a0) (S32)
with
a2 =((x
T
1 x1)(x
T
2 x2) + 2iε(x
T
1 h)(x
T
2 h)− ε2(hTh)2 + 2iλ(xT1 x2)− 2ελ(hTh)) (S33)
a1 =− ε2((xT1 h)2 − (hTh)(xT1 x1))((xT2 h)2 − (hTh)(xT2 x2)) + 2ελ(−(xT1 h)(xT2 h)(xT1 x2)
+ (xT1 x1)(x
T
2 h)
2 + (xT2 x2)(x
T
1 h)
2 − (hTh)(xT1 x1)(xT2 x2) + iε(hTh)((xT1 h)(xT2 h)
− (hTh)(xT1 x2))) + λ2((xT1 x1)(xT2 x2)− (xT1 x2)2 − 4iε(hTh)(xT1 x2) + 4iε(xT1 h)(xT2 h) (S34)
a0 =ε(−2(xT1 h)(xT1 x2)(xT2 h) + (xT1 x1)(xT2 h)2 + (xT2 x2)(xT1 h)2 + (hTh)((xT1 x2)2
− (xT1 x1)(xT2 x2)))(−ε(hTh)λ2 − 2λ3) (S35)
The integral over the q can be readily solved by introducing the incomplete gamma function 14pi
∫
d2qe−|q|
2
(|q|2+λ2)n =
eλ
2
Γ(n+ 1, λ2) for n ≥ 0. After the integration over q, the integrand in (S31), can be written as function of a 2× 2
positive definite matrix Q and vector t given by
Q =
[
Q1 Q
Q Q2
]
=
[
xT1 x1 x
T
1 x2
xT1 x2 x
T
2 x2
]
, and t =
[
xT1 h
xT2 h
]
. (S36)
Let us call the integrand F and write
D(λ, ε,h, p) ∝
∫
R2N
dx1dx2F(Q, t) (S37)
Stating this form the right hand side is proportional to some (known) constant to (see [S2])∫
R2
∫
Q0
F(Q+ ttT , ht)(detQ)N−42 dQdt (S38)
with
√
hTh = h, where the Q integral is over all 2 × 2 positive definite symmetric matrices. After some additional
manipulations the integrand in (S38) is seen to be proportional to
(Q1Q2 −Q2)
N−4
2
(
− h2λ2ε(h2ε+ 2λ)Γ(N − 2, λ2)(Q2 −Q1Q2)− Γ(N,λ2)(2iλ(ih2ε+Q+ t1t2)
+ (t1t2 + ih
2ε)2 +Q1(Q2 + t
2
2) +Q2t
2
1)− Γ(n− 1, λ2)(h4ε2(Q1Q2 + 2iλQ)
+ 2h2λε(2iλQ+Qt1t2 +Q1Q2) + λ
2(Q2 + 2Qt1t2 −Q2(Q1 + t21)−Q1t22)) + Γ(n+ 1, λ2)
)
× exp
[
λ2 +
1
2
(−2it1t2(h2ε+ λ)− 1
2
t21t
2
2 −
√
2p(Q1 +Q2 + t
2
1 + t
2
2)− 2iλQ−Q1(Q2 + t22)−Q2t21)
]
(S39)
Before integrating out Q and t we firstly write the bi-quadratic term in the exponent with the Hubbard-Stratonovich
transformation: e−t
2
1t
2
2/2 ∝ ∫ dye−y2/2−iyt1t2 . This additional step allows us to write the integrals over t2 and t1 as
derivatives of one dimensional Gaussian integrals. Furthermore, the most convenient parametrization for the positive
definite matrix Q is given by [
Q1 Q
Q r
2+Q2
Q1
]
(S40)
where r = det1/2(Q) and measure dQ = 2dQ1Q1 rdrdQ with r > 0, Q1 > 0, Q ∈ R. After rescaling Q1 →
√
2pQ1 and
t1,2 → (2p)1/4t1,2 and integrating out r,Q, t2 and y we are left with
D(λ, ε,h, p) ∝ 2N−12 pi 32
∫
R+
dQ1
∫
R
dt1 exp
[−h4ε2t21 − 2h2ελt21 + λ2(Q1 + t21 + 2)
2(Q1 + t21 + 1)
− p(Q1 + t21)
] 1
(1 +Q1)2
×Q
N−3
2
1 (Q1 + t
2
1 +1)
−N2 −4(b0(Q1 + t21 +1)
2− b1t21(Q1 + t21 +1)(h2ε+λ)+ b2(t41(h2ε+λ)2 +Q21 +Q1(t21 +2)+ t21 +1))
(S41)
5where
s = 1 +Q1 + t
2
1
u = λ2Q1Γ(N − 1, λ2)− (Q1 + t21)Γ(N,λ2)
v = λ2Q1Γ(N − 1, λ2)− sΓ(N,λ2)
b2 = −t21s2Γ
(
N
2
− 1
)
(λ2Q1Γ(N − 1, λ2)− (Q1 + t21)Γ(N,λ2))
b1 = −2t21sΓ
(
N
2
− 1
)
(h2ε+ λ)(λ2Q1t
2
1Γ(N − 1, λ2)− (t21 − 1)sΓ(N,λ2))
b0 = −h4s2t21uε2Γ
(
N
2
− 1
)
+ 2h2s(Q1 + 1)t
2
1vεΓ
(
N
2
− 1
)
(h2ε+ λ) + 2λ(Q1 + 1)st
2
1vΓ
(
N
2
− 1
)
(h2ε+ λ)
− 2h2λs2t21uεΓ
(
N
2
− 1
)
+ (Q1 + 1)
2
(
Γ
(
N
2
− 1
)
(Γ(N,λ2)(s2(h4sε2 +Ns−Q1 − t21) + 2h2λs2ε− λ2Q1(s+ 1))
− Γ(N − 1, λ2)(h4Q1ε2(λ2(s+ 1) + s) + 2h2λQ1ε(λ2(s+ 1) + s)− λ2t21(s− λ2Q1)) + e−λ
2
s2λ2N )
+ 2sΓ
(
N
2
)
(h2λ2Q1ε(h
2ε+ 2λ)Γ(N − 2, λ2) + Γ(N − 1, λ2)(−h4Q1ε2 − 2h2λQ1ε+ λ2(Q1 + t21))
− (Q1 + t21)Γ(N,λ2))
)
+Q1s
2uΓ
(
N
2
− 1
)
− λ2s2t21uΓ
(
N
2
− 1
)
+ s2uΓ
(
N
2
− 1
)
.
In the equalities above we introduced the relation Γ(N +1, λ2) = e−λ
2
λ2N +NΓ(N,λ2) and we got rid of the formally
divergent terms by noticing Γ(N+1, λ2)−(N+λ2)Γ(N,λ2)+λ2(N−1)Γ(N−1, λ2) = 0. For the purpose of this work,
in order to obtain the large N behaviour of D(λ, ε,h, p), it’s more convenient to obtain the asymptotics from (S41)
and to not proceed with the remaining integrations. Before doing that we recover the constant of proportionality as
follows. First we notice that
lim
p→+∞(2p)
N/2D(λ, ε,h, p) = EGin[det(λ1N + εhhT −Ξ)2] (S42)
Following the steps above, the latter expectation can be easily computed, this time keeping track of the constants of
proportionality,
EGin[det(λ1N + εhhT −Ξ)2] = λ2N + (N + h4ε2 + 2λh2ε)eλ2Γ(N,λ2) (S43)
In (S41), as p → +∞, the most relevant contribution to the double integral comes from Q1 → 0+ and t1 → 0. In
these limits, the second line of (S41) becomes equal to EGin[det2(λ1N + εhhT − Ξ)]e−λ2Γ(N2 − 1). Therefore, for
p→ +∞, we must have
CNΓ
(N
2
− 1
)
2
N−1
2 pi
3
2 lim
p→+∞(
√
2p)N
∫
R
dt1
∫
R+
dQ1 exp
[
− p(Q1 + t21)−
1
2
(ε2h4 + 2ελh2)t21
]
Q
N−3
2
1 = 1 (S44)
from which we obtain CN = (4
√
2pi
5
2 Γ(N − 2))−1. This last step allows us to finally obtain, imposing p → 0+, the
desired expectation
EGin[|det(λ1N + εhhT −Ξ)|] =2
−N2 −1e−λ
2
√
piΓ(N+12 )
∫
R
dt1
∫
R+
dQ1 exp
[−h4ε2t21 − 2h2ελt21 + λ2(Q1 + t21 + 2)
2(Q1 + t21 + 1)
]
×Q
N−3
2
1 (Q1 + t
2
1 + 1)
−N2 −2
(
+ λ2N (h4ε2Q1 + (N − 1)(Q1 + t21 + 1)) + 2h2ελ2N+1Q1
+ eλ
2
Γ(N,λ2)(λ2((1−N)(Q1 + t21)− h4Q1ε2) + (N − 1)(h4ε2(Q1 + 1)
+N(Q1 + t
2
1 + 1)) + 2h
2ελ(N − 1)(Q1 + 1)− 2h2λ3Q1ε)
)
(S45)
The result above is valid for any finite N ,λ, ε ∈ C and h ∈ RN .
6ASYMPTOTIC FOR THE MATRIX AVERAGE
In this section, we address the large-N asymptotic behaviour of (S45). Firstly, the global spectral distribution of
the eigenvalues of Ξ/
√
N , converges in probability to the circular law, i.e. to the uniform distribution over the unitary
disc as N → +∞. Therefore, in order to investigate the different regimes arising for N →∞, from now on we make
explicit the dependency of N in λ and ε, i.e. λ→ √Nλ and ε→ √Nε, and set h = |h| = 1. Note that this scaling is
already incorporated in the parameter choice (S24).
It be will clear from what follows that λ is the main parameter since different regimes arise in correspondence
to whether the value |λ| is greater or less than unity. Indeed, |λ| = 1 corresponds to an evaluation at the edge
discontinuity for the global spectral density. A nonzero ε results in a rank-1 perturbation to Ξ, which may result
in a spectral outlier but it will not alter the location of the edge of global spectral density. From (S45) with the
aforementioned parameter choice, we see that it is usefull to introduce
L(q, t) = −ε
2t2 − 2λt2ε+ λ2 + λ2(q + t2 + 1)
2(q + t2 + 1)
− 1
2
log(q + t2 + 1) +
1
2
log(q) (S46)
which collects the exponential terms and the first two term in the second line with power N of (S45). The remaining
terms in (S45) are collected by:
g(q, t) = q−
3
2 (q + t2 + 1)−2(λ2NNN (Nqε2 + (N − 1)(q + t2 + 1)) + 2λ2N+1NN+1qε
+eλ
2NΓ(N,Nλ2)(λ2N((1−N)(q+t2)−Nqε2)+(N−1)(N(q+1)ε2+N(q+t2+1))−2λ3N2qε+2λN(N−1)(q+1)ε)
(S47)
For convenience, in L and g, we replaced Q1 and t1 with q and t respectively. As N → 1, the main contributions come
from the set of saddle points of L(q, t). We see that the only feasible solution to ∇L(q, t) = 0 is given by q = 1λ2−1
and t = 0 as it does not lead to 1 + q + t2 = 0. At this point the Hessian of L(q, t), say H(q, t), is diagonal
H
( 1
λ2 − 1 , 0
)
=
[
− (λ2−1)42λ4 0
0 − (ε+λ)2(λ2−1)λ2
]
and L( 1λ2−1 , 0) = − 12 + λ2 − 12 log λ2. Thus, the Hessian H is negative definite only for |λ| > 1. As mentioned above
ε does not play any role. We get two regimes
• We firstly assume that |λ| > 1 and we observe that the point ( 1λ2−1 , 0) is contained in the domain of integration
of (S45). Therefore, for N  1, its neighbourhood gives the main contribution to the integral. Using the local
approximations to L(q, t) and g(q, t), i.e.
L(q, t) ≈ L
( 1
λ2 − 1 , 0
)
+
1
2
[
q − 1λ2−1
t
]T
H
( 1
λ2 − 1 , 0
)[q − 1λ2−1
t
]
, and g(q, t) ≈ g
( 1
λ2 − 1 , 0
)
(S48)
We can integrate analitically q and t in (S45) as Gaussian integrals (see (S27)). To leading order our Laplace
approximation yields
EGin[|det(λ1N + εhhT −Ξ)|] ∼ N N2 |λ|N−1|ε+ λ|(1 + o(1)). (S49)
• For |λ| < 1, we now observe that ( 1λ2−1 , 0) = arg maxL(q, t) /∈ R+ × R. In order to extract the asymptotic for
N  1 we replace R+×R with the subset U(R) ⊂ R+×R contained within the semicircle of radius R and center
(0, 0) in the first and fourth quadrants and the line connecting (0, R) to (0,−R), oriented counterclockwise.
The unbounded domain is simply obtained imposing R → +∞. Since ( 1λ2−1 , 0) is not contained in U(R)
then L(q, t) necessarily reaches its maximum in correspondence of an accumulation point of U(R). From the
structure of L, and by parametrizing the semicircle, it turns out that such point is (R, 0) with L(R, 0) =
1/2((R+ 2)λ2/(1 +R) + log(R/(R+ 1))). The boundary of U(R), i.e. ∂U(R), is smooth and differentiable with
curvature R−1 in (R, 0) where the outward normal vector is simply n = (1, 0). Therefore by making use of the
divergence theorem we have (see [S3])
EGin[|det(λ1N + εhhT −Ξ)|] = CN,λ lim
R→+∞
∮
∂U(R)
d`eNL(`)
N
g(`)
|∇L|2∇L(`) · n(`) +O(e
NL(R,0)N−2) (S50)
7where CN,λ =
2−
N
2
−1e−λ
2
pi
1
2 Γ(N+12 )
. Expanding the terms above around the point (R, 0) yields
EGin[|det(λ1N + εhhT −Ξ)|] ≈ CN,λ lim
R→+∞
√
2pi
N3
eNL(R,0)g(R, 0)
(√∣∣f(R, 0) +R−1w(R, 0))∣∣)−1 (S51)
where: w(q, t) =
∣∣∇L(q, t)∣∣3, f(q, t) = ∂2L(q,t)∂q∂t (∂L(q,t)∂t )2−2∂2L(q,t)∂q∂t (∂L(q,t)∂t ∂L(q,t)∂q )+ ∂2L(q,t)∂q∂t (∂L(q,t)∂q )2. We observe
that f is the leading term in the square root of (S51) as f(R, 0) = O(R−5) while w(R, 0) = O(R−6). By saddle
point approximation, one also gets Γ(N,Nλ2) ≈ NNe−N ∫ +∞
λ2
due−
N
2 (u−1)2 and erfc(
√
N(λ2−1)√
2
) ≈ 2 for large N
and |λ| < 1. After removing the remaining subleading terms in N from (S51) we obtain
EGin[|det(λ1N + εhhT −Ξ)|] ∼
√
2N
N
2 e
N
2 (λ
2−1)√ε2 + 2λε+ 1(1 + o(1)). (S52)
• For completeness, we now consider the edge of the spectrum, |λ| = 1. We further rescale λ → 1 + λ√
N
and
ε→ 1+ ε√
N
. We assume that the new variables λ and ε are of order one. Following the steps above and eq(S50)
with N  1, by performing a saddle point approximation we obtain:
– for λ < 0:
EGin[|det(λ1N + εhhT −Ξ)|] ∼
√
2N
N
2 e
√
Nλ+λ
2
2 erfc(
√
2λ)(1 + o(1)) (S53)
– for λ > 0:
EGin[|det(λ1N + εhhT −Ξ)|] ∼ 2
√
N(
√
N + λ)N−1(1 + o(1)) (S54)
MEAN NUMBER OF FIXED POINTS
We can now substitute the formulas above for EGin[|det(λ1N + εhhT − Ξ)|] in the definition of the den-
sity ρ̂µ(r > 0) replacing λ and ε with
µ√
C′(r2)
and µ
√
C(r2)
∆(r2) (1 − C
′(r2)
C(r2) r
2) respectively. From the monotonic-
ity of C(r2) the edges regimes do not play any role as they correspond to null measure sets in RN . There-
fore, in the large N limit, EGin[|det(Ξ − µ
√
ND)|] is given by NN/2| µ√
C′(r2)
|N−1|µ
√
C(r2)
∆(r2) (1 − C
′(r2)
C(r2) r
2)| and by
√
2NN/2e
N
2
(
µ2
C′(r2)−1
)√
µ2 C(r
2)
∆(r2)
(
1− C′(r2)C(r2) r2
)2 − µ2C′(r2) + 1 for |µ/√C ′(r2)| > 1 and |µ/√C ′(r2)| < 1 respectively.
• We start considering µ < σ1. In this case:
ρ̂µ(r) =
√
2N√
pi
e
N
2 LII(r)
r
∆1/2(r2)√
C(r2)C ′(r2)
√
µ2
C(r2)
∆(r2)
(
1− C
′(r2)
C(r2)
r2
)2
− µ
2
C ′(r2)
+ 11(0 < r < R) (S55)
where LII(r) = log r
2− µ2r2C(r2) +log C
′(r2)
C(r2) +
µ2
C′(r2) and 1(x) is the indicator function with value 1 iff the condition
x is satisfied.
• Let’s assume now µ > σ1. This requires to investigate separately the contributions of the two asymptotic
expressions for EGin[|det(Ξ − µ
√
ND)|]. Let r− be the solution of C ′(r2) = µ2 and let’s introduce LI(r) =
+1 + log µ2 + log r2 − µ2r2C(r2) − logC(r2), for N  1, we have:
ρ̂µ(r) =
√
N√
pi
e
N
2 LI(r)
r
∣∣∣1− C ′(r2)
C(r2)
r2
∣∣∣1(0 < r < r−)+
+
√
2N√
pi
e
N
2 LII(r)
r
∆1/2(r2)√
C(r2)C ′(r2)
(√
µ2
C(r2)
∆(r2)
(
1− C
′(r2)
C(r2)
r2
)2
− µ
2
C ′(r2)
+ 1
)
1(r− < r < R) (S56)
For r > r− and sufficiently large N , the second term in (S56) prevails over the first one as µ
2
C′(r2)−log µ
2
C′(r2)−1 >
0.
8PLOTS AND NUMERICS
This section contains plots and numerical simulations intended to illustrate and supplement the main conclusions
of the letter.
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FIG. S1.
Figure S1 shows the radius r∗(µ) as function of the parameter µ for a correlation C(r2) = r2/(1 − r2) = r2 +
r4 + r5 + · · · (left panel) and C(r2) = er2 − 1 = r2/1! + r4/2! + r6/3! + · · · (right panel). The former has radius
of convergence R = 1 while the latter has infinite radius of convergence R = ∞; both has σ1 = 1. The dark red
curve shows r∗(µ) while the light red region shows r ∈ (r−(µ), r+(µ)). Below the threshold, i.e σ1 < µ, we have
r∗(µ) = r±(µ) = 0. Beyond the threshold, i.e σ1 > µ, we know that r±(µ) are strictly monotonically increasing
function and that r∗(µ), r±(µ) tends to R as µ→∞.
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FIG. S2.
Figure S2 shows the mean number of fixed points within a ball of radius r centred at the origin, Nµ(r), with N = 100.
Like figure S1, the left plot is with C(r2) = r2/(1 − r2), r < R = 1, and the right plot is with C(r2) = er2 − 1,
r < R = ∞. Both plots have σ1 = 1 and µ = 3/2 and therefore represent the phase in which the origin is locally
stable. The dark red curve shows r∗(µ) while the light red region shows r ∈ (r−(µ), r+(µ)). Consistent with figure S1,
the critical radii are r∗(µ = 3/2) ≈ 0.65 and r∗(µ = 3/2) ≈ 1.03 for the left and right plots, respectively. The
blue curves shows the mean number of fixed points within a ball of radius r using the asymptotic formulae for
the spherical density (18) and (19), while the blue data points are found using the finite-N formula (15) with the
matrix-average evaluated numerically. It is seen that the numerical data and the asymptotic formulae are in complete
agreement. Within any ball of radius r < r∗ the origin is the only fixed point, but for r > r∗ the mean number of
fixed points quickly grows many orders of magnitudes (for larger N this growth becomes even steeper). In the two
9cases illustrated in figure (S2), Nµ(r) tends to infinity as r → R even for finite N , i.e. the total number of fixed
points is infinite. However, this is not always the case, e.g. consider a correlation function described by a terminating
series C(r2) = σ21r
2 + · · ·+σ2Mr2M . In this case, the total number of fixed points is bounded from above by MN with
probability one (note that this upper bound grows exponentially with N).
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FIG. S3.
Figure S3 shows the Euclidean distance to the origin for different paths with initial positions not at the origin with
σ1 = 1 < 3/2 = µ, i.e. the scenario in which the origin is locally stable. Before we give the explicit values which
we have used for the plots in figure S3, we will briefly describe the general procedure. First, we have chosen one
realisation of the random vector field as ϕn(x) =
∑M
k=1
1√
k!
∑
i1,...,ik
ξn,i1,...,ikxi1 · · ·xik with n = 1, . . . , N and ξ• i.i.d.
standard Gaussian random variables. We emphasise that we use the same realisation of ϕ for all paths. Second, we
have chosen p points uniform at random on the unit (N − 1)-sphere; let us denote the corresponding unit vectors by
e1, . . . , ep. Initial conditions for our p paths are chosen as x
1(0) = εe1, . . . ,x
p(0) = εep for some positive constant
ε, which we may interpret as the radial component of a perturbation at time t = 0. By numerically evolving the
system according to the dynamical law dx/dt = −µx+ϕ(x), we can then investigate the dependence of paths on the
radial component of initial perturbation by varying the constant ε. For ε r∗, all paths are expected to decay back
to the origin independent of the direction of the perturbation, while ε  r∗ the behaviour of the paths is expected
to be sensitive to the direction. For the plots shown on S3 we have N = M = 4 and p = 10. On the left plot, the
blue curves shows the Euclidean norm |x| for ε = 0.5 and ε = 5; the unit vectors and the random landscape are the
same for both values of epsilon. Like on figure S1 and S2, the dark red line shows r∗(µ) while the light red region
shows r ∈ (r−(µ), r+(µ)). The right plot on figure S3 is an enhanced version of the dotted box indicated on the left
plot. The colours of paths on the right plot are included to better distinguish between different paths and they has no
further significance. We see that for ε = 1/2 < r∗ all paths decays back to the origin, but for ε = 5 > r∗ some paths
decays while other diverge. We also done numerical checks for different values of ε, µ, N , M as well as for different
realisations of the random field ϕ (not shown on plots), which all show agreement with the hypothesis of resilience to
perturbations ε r∗ but sensitivity to perturbations ε r∗. Increasing (decreasing) ε generally results in less (more)
paths which decays back to the origin. We note that for the plots shown on figure S3 we have N = M = 4, hence
we know that there are less than MN = 64 fixed points. Except for the origin, most fixed points are expected to be
unstable, so if a path is sufficiently far from the origin they are expected to feel an effective repulsion and therefore
diverge. Closer to the origin dynamics is expected to be more complicated as illustrated on the right plot on figure S3.
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