In the literature, there exist strong results on the qualitative dynamical properties of chemical reaction networks (also called kinetic systems) governed by the mass action law and having zero deficiency. However, it is known that different network structures with different deficiencies may correspond to the same kinetic differential equations. In this paper, an optimization-based approach is presented for the computation of deficiency zero reaction network structures that are linearly conjugate to a given kinetic dynamics. Through establishing an equivalent condition for zero deficiency, the problem is traced back to the solution of an appropriately constructed mixed integer linear programming problem. Furthermore, it is shown that weakly reversible deficiency zero realizations can be determined in polynomial time using standard linear programming. Two examples are given for the illustration of the proposed methods.
Introduction
Nonnegative (or positive) dynamical systems, the state variables of which remain nonnegative for nonnegative initial conditions, have important significance in areas such as chemistry, biology, economics, transportation, etc. where the described physical quantities changing in time and/or in space are naturally nonnegative [11, 16] . An important subclass of nonnegative systems is the family of chemical reaction networks (CRNs, also called kinetic models) rooted in the dynamical description of the concentrations of interacting molecules. Actually, the application potential of kinetic models is much wider than pure chemistry, since nonnegative models from other fields such as disease dynamics, ecology, transportation etc. are often readily in (or can easily be transformed to) kinetic form [31, 24] . Notable special cases of kinetic models are compartmental systems [16] and Lotka-Volterra systems [30] . Additionally, kinetic systems are the fundamental dynamic model building blocks in systems biology [2] .
In (bio)chemical applications, the system parameters (typically the reaction rate coefficients) are uncertain, and often only their order of magnitude is known. Therefore, one of the main subjects of chemical reaction network theory (CRNT) is to give conditions on the qualitative behaviour of kinetic models using mainly the stoichiometry and graph structure of reaction networks [17, 13] . In [13] and [14] , the authors introduce to the study of chemical reaction networks a parameter known as the deficiency, which is a nonnegative integer not depending on the rate coefficients. A classical result of CRNT with clear significance in nonlinear systems theory is the Deficiency Zero Theorem that establishes a robust stability property for deficiency zero reaction networks consisting of strongly connected reaction graph components with a known, parameter-independent logarithmic Lyapunov-function. A promising but technically challenging conjecture not requiring the zero deficiency but only the so-called complex-balanced property for the global stability of a kinetic system is the Global Attractor Conjecture that was proved in [4] for reaction networks having only one graph-component. Furthermore, the Boundedness Conjecture says that any weakly reversible reaction network with mass action kinetics has bounded trajectories (see, e.g. [3] ). It is not surprising therefore that the useful properties of kinetic models have raised the interest of control scientists [5, 9] . In [25] , the deficiency zero theorem is revisited and generalized from a control-theoretical point of view by showing that a wide class of CRNs with a linear input structure can be easily stabilized asymptotically. It is shown in [7] that weakly reversible deficiency zero networks are input-to-state stable with respect to the time varying reaction rates as inputs. Moreover, it is possible to construct globally convergent observers for detectable deficiency zero models [8] .
It has been known for a long time, however, that the reaction network representation of a kinetic dynamics is generally not unique, i.e. reaction networks with different structure and/or different set of chemical complexes may represent the same dynamics. This phenomenon is called macro-equivalence [17] , confoundability [10] or dynamical equivalence [27] , where the possible CRNs corresponding to the same dynamics are called realizations of a kinetic ODE model. The notion of linear conjugacy extends dynamical equivalence by allowing a positive diagonal linear transformation between the states of linearly conjugate realizations [19] . It is known, too, that important model properties such as deficiency, strong connectivity (also called weak reversibility), complex or detailed balance are realization dependent. Therefore, finding dynamically equivalent or linearly conjugate CRN structures with certain required properties can be an interesting and important problem for proving qualitative properties of the model. It was shown that several sub-problems of this class can be successfully solved in the framework of linear and mixed integer linear programming (see, e.g. [27, 28] ). In [20] a MILP-based procedure was proposed for finding weakly reversible linearly conjugate realizations of kinetic systems with minimal deficiency. The algorithm was based on the result that for weakly reversible realizations, maximizing the number of reaction graph components minimizes the deficiency. This method uses integer variables for the partitioning of complexes between linkage classes. However, it is known that MILP problems are generally NP-hard and therefore it is often computationally problematic to solve large problems containing integer variables. Moreover, for general non-weakly reversible CRN structures, the basic principle of [20] can not be applied. Therefore, the approach of this paper is different, and our aim is to examine and use the special algebraic consequences of zero deficiency to give a general algorithm for computing such realizations of kinetic systems.
The structure of the paper is the following. In Section 2, the notations used for the representation of kinetic dynamics and linear conjugacy are introduced. Section 3 contains the main result that is an optimization based method for the computation of deficiency zero linearly conjugate kinetic realizations. In Section 4 two illustrative examples are shown, while Section 5 summarizes the contribution of the paper.
Kinetic systems and their realizations
The basic notions and tools related to reaction kinetic systems and their realizations are briefly summarized in this section with an emphasis on their effect on the structural stability. The following mathematical notations will be used in the paper. R n + andR n + denote the positive and nonnegative orthant of the n-dimensional Euclidean space R n , respectively, and 0 denotes the zero vector. Similarly, 1 denotes a column vector, all entries of which are 1. For an n-dimensional column vector v, diag(v) is the n × n diagonal matrix with v 1 , . . . , v n in its diagonal. For an arbitrary matrix M , im(M ), ker(M ) and col(M ) denote the image, kernel and the set of columns of M , respectively. The element in the ith row and jth column of a matrix M is denoted by M i,j or [M ] i,j whenever the latter is more convenient. V ⊥ and dim(V ) denote the orthogonal complement and dimension of the vector space V , respectively, while the sum of vector spaces V 1 and V 2 is defined as 
The algebraic structure of kinetic systems
The general form of dynamic models studied in this paper is the followinġ
where x ∈ R n is the state vector, Y ∈ N n×m 0 , A k ∈ R m×m is a special Metzlermatrix defined as:
It is clear from (2) that A k is a matrix with non-positive diagonal and nonnegative off-diagonal elements and zero column sums. Therefore, A k is often called the Kirchhoff-matrix of the system in the theory of kinetic systems. The monomial vector function ψ : R n → R m is defined as
It is easy to show that (1) defines a nonnegative system, i.e. the nonnegative orthant is invariant for its dynamics (see, e.g. [9] ). With the notation M = Y · A k , the model (1) can be written aṡ
A polynomial dynamical system with state vector x ∈ R n is called to have the kinetic property (or simply kinetic) if there exist Y ∈ N n×m 0 and an m × m Kirchhoff matrix A k such that the ODEs of the system can be written in the form of Eq. (1), where ψ is given by (3) . The following necessary and sufficient condition for a general polynomial system to be kinetic was given in [18] . Consider a polynomial system written aṡ
. Then, (5) can be written into the form (1), i.e. there exist appropriate matrices Y and A k such thatM
if and only if the following condition is fulfilled forM and B:
Condition (7) expresses the fact that kinetic systems cannot contain negative cross-effects [31] . In [18] , in the framework of a constructive proof, a simple procedure was described to generate a possible Y , A k pair (called the canonical mechanism) such that (6) holds. It has to be noted however, that Y and A k fulfilling (6) for givenM andψ are generally non-unique.
The chemically originated notions of kinetic systems are the following. The species of the system are denoted by X 1 , . . . , X n , and the concentrations of the species are the state variables of (1), i.e. x i ≥ 0 for i = 1, . . . , n. The structure of kinetic systems is given in terms of its complexes C j , j = 1, ..., m that are formally the nonnegative integer linear combinations of the species, i.e.
. . , m, and therefore Y is also called the complex composition matrix.
The chemical reactions C i → C j where i = j, with the reaction rate coefficient k ij > 0, represent the transformation of the complexes into each other with the so called mass action law type reaction rate r ij given by
where
that the reaction C i → C j is not present in the system.
The reaction graph and its incidence matrix
We can associate a weighted directed graph G = (V, E), the so called reaction graph to each kinetic system as follows. The elements of the vertex set V of the reaction graph correspond to the complexes, and the edges in the set E to the reactions. Two complexes C i and C j , where i = j are connected by a directed edge (C i , C j ) ∈ E, if a reaction C i → C j is present in the kinetic system. Positive weights associated to the edges are the reaction rate coefficients, i.e. the weight corresponding to the directed edge
The weakly connected components in the reaction graph are called linkage classes, and their number is denoted by l ≥ 1.
In addition to the Kirchhoff matrix of the system, one can characterize the reaction graph using its incidence matrix B G ∈ {−1, 0, 1} m×r where r is the number of reactions. Each reaction in the CRN is represented by the appropriate column of B G as follows. Let the -th reaction in the CRN be C j → C i for 1 ≤ ≤ r. Then the -th column vector of B G is characterized as:
It is clear from the above description that the unweighted directed graph structure of a kinetic system can be characterized by the matrix pair (Y, B G ).
Properties and dynamics of reaction kinetic systems
It is possible to utilize certain structural (i.e. parameter-independent) properties of reaction kinetic systems that enable us to effectively analyze the stability of the system. The most important properties of interest from this aspect are deficiency and weak reversibility.
Deficiency and weak reversibility
There are several equivalent ways to define the deficiency δ of a reaction network. We will use the following definition that can be found e.g. in [5] :
Weak reversibility is the property of the reaction graph only, i.e. it only depends on the structure of the matrix A k or -equivalently -on B G . A reaction graph is called weakly reversible if whenever there exists a directed path from C i to C j , then there exists a directed path from C j to C i . In graph theoretic terms, this means that all components of the reaction graph are strongly connected components. We shall use the fact known from the literature [15] that a CRN is weakly reversible if and only if there exists a vector with strictly positive elements in the kernel of A k , i.e. there exists b ∈ R n + such that A k · b = 0. With some abuse of the notions, we will call a Kirchhoff matrix A k weakly reversible if the reaction graph corresponding to A k is weakly reversible.
Here we briefly summarize the Deficiency Zero Theorem published in [14] : (i) If a deficiency zero (not necessarily mass action) network is not weakly reversible, then it cannot have a strictly positive equilibrium point. Moreover, the state variables cannot follow a strictly positive cyclic trajectory in this case. (ii) A deficiency zero weakly reversible reaction network with mass action kinetics has precisely one strictly positive equilibrium point in each so-called stoichiometric compatibility class that is at least locally stable with a known logarithmic Lyapunov function, irrespectively of the values of the reaction rate coefficients.
It is visible from the definition that deficiency depends on the graph structure and on the stoichiometry of the reaction network. However, these properties are not encoded into the kinetic differential equations (see, e.g. [27, 20] and the next subsection), and different network structures/parametrizations may correspond to the same dynamics. Therefore, finding a deficiency zero structure (either weakly reversible or non-weakly-reversible) reveals valuable information about the qualitative dynamics of the examined kinetic dynamical system.
Dynamically equivalent and linearly conjugate realizations
As it has been mentioned before, the factorization M = Y · A k is generally non-unique (even if Y is fixed), and therefore, generally there exist different reaction structures realizing the same dynamics (dynamical equivalence). Therefore, a matrix pair (Y, A k ) where Y has only nonnegative integer elements and A k is a Kirchhoff matrix is called a dynamically equivalent realization of the kinetic system (4) if M = Y · A k . We will assume in the paper that the set of complexes represented by matrix Y is a priori given.
It is known that the kinetic property of a dynamical system is not coordinateindependent and it is preserved only up to the reordering and positive rescaling of the state variables [12] . Therefore, the concept of linear conjugacy was introduced in [19] that allows a positive diagonal transformation between the solutions of two kinetic systems. For our purposes, it is useful to introduce linear conjugacy in a slightly different way than it was described in [19] . For this, let us perform a state transformation on the kinetic model (4) as follows:
where T = diag(c) with c ∈ R n + . Then the differential equations of the transformed model are given bẏ
where ψ T = diag(ψ(c)).
Based on the above calculation, a CRN realization (Y, A k ) is called linearly conjugate to a kinetic polynomial system of the form (4) if there exists an n×n positive definite diagonal matrix T = diag(c) with c ∈ R n + such that
where A k is a Kirchhoff matrix, too, obtained by scaling the columns of A k by positive scalars. Therefore, A k encodes the same reaction graph structure as A k . This implies that the weak reversibility and zero deficiency properties of the CRN realizations (Y, A k ) and (Y, A k ) are equivalent. It is also clear that Eq. (13) is a linear constraint with respect to A k and the diagonal elements of T −1 . Therefore, instead of A k , we will use the scaled matrix A k for representing and computing linearly conjugate realizations.
Computing linearly conjugate zero deficiency realizations
In this section, two new optimization problems are introduced to compute realizations with zero deficiency. The first one works in the general case and it can be solved as an MILP problem. The second one finds weakly reversible zero deficiency realizations, and it can be traced back to an LP problem.
The basic setup for the computations in both cases will be the following. The known inputs are the coefficient matrix M and the used complex (monomial) set represented by the matrix Y . The decision variables to be computed are the scaled Kirchhoff matrix A k of the linearly conjugate realization and the diagonal elements of the inverse transformation matrix T −1 . Additional auxiliary constants and decision variables (defined later) will also be used to solve the optimization problems.
Alternative forms of the definition of zero deficiency
In this subsection equivalent forms of the zero deficiency condition will be given that can directly be used in the framework of optimization.
The next theorem can be found as Lemma 5.8 in [13] .
Theorem 1 Let Y and B G be the complex composition matrix and the reaction graph incidence matrix of a kinetic system, respectively. Then dim(ker(Y ) ∩ im(B G )) = 0 if and only if
The next theorem was originally published as Corollary 4.11 in [13] .
Theorem 2 Let (Y, A k ) represent a kinetic system of deficiency zero. Then
The following lemma is the immediate consequence of Corollary 4.6 in [13] .
Using the above results, we can state the following theorem.
Theorem 4 Let (Y, A k ) represent a weakly reversible kinetic system. Then (Y, A k ) has zero deficiency if and only if
PROOF. ⇒ Let us suppose that (Y, A k ) is a weakly reversible kinetic system with zero deficiency. Then, by Lemma 3 we have that im(B G ) = im(A k ). Substituting A k into (9), we obtain that ker(Y ) ∩ im(A k ) = 0, from which it follows that ker(A k ) = ker(Y · A k ). ⇐ Now, let us assume that A k is weakly reversible and ker(A k ) = ker(Y · A k ). The latter implies that ker(Y ) ∩ im(A k ) = 0. (16) Due to weak reversibility, we can apply Lemma 3 and substitute im(B G ) for im(A k ) in (16) . From this, we obtain that ker(Y ) ∩ im(B G ) = 0 that is equivalent to zero deficiency according to Eq. (9). 2
Computing linearly conjugate realizations with zero deficiency in the general (not necessarily weakly reversible) case
In order to put the zero deficiency property into the linear programming framework, we are going to reformulate Eq. (14) to the form of linear inequalities.
Eq. (14) is fulfilled if and only if there exist vectors y ( ) ∈ im(Y T ) and η ( ) ∈ ker(B T G ), such that an arbitrary basis {ỹ ( ) } of ker(Y ) can be constructed as 
Since the matrix Y is a priori given and constant, we can easily determine a basis {ỹ ( ) } of ker(Y ). We can also generate an arbitrary element of im(Y T ) with the linear combination of the column vectors of Y T as follows:
Clearly, a vector η ( ) is in the kernel of the matrix B T G if and only if
Since B G depends on A k (i.e. it depends on the reaction graph of the realization), (19) is nonlinear in the optimization variables. Therefore, we will use the special structure of the matrix B G to convert Eq. (19) to an equivalent form which can be inserted into MILP framework. Using the structure of the incidence matrix B G , we can state the following theorem.
Theorem 5 Eq. (19) can be equivalently represented by the following logical expression:
PROOF. ⇒ Assume that B It is well-known that logical expressions can be expressed with linear inequalities and integer variables (see, e.g. [6] ). For this purpose we introduce a binary matrix Θ ∈ {0, 1} m×m such that
The relation (21) can be expressed using the following equivalent linear inequalities:
To ensure (20), we add the following logical expression in addition to (21)
Similarly to the above, (23) can also be described with linear inequalities that are the following:
where U 2 ∈ R + is the upper bound of | η
Using the calculations described in Subsection 2.3, the sign and columnconservation properties of Kirchhoff matrices, and Eqs. (17), (18), (22), and (24), we can summarize the linear constraints for computing deficiency zero linearly conjugate realizations as follows.
The known constants in (25) are M , Y ,ỹ ( ) for = 1, . . . , m − rank(Y ), U 1 and U 2 . The continuous decision variables are the off-diagonal elements of
and η
( ) i for = 1, . . . , m − rank(Y ) and i = 1, . . . , m. Additionally, Θ i,j for i, j = 1, . . . , m are the binary decision variables. The bound U 1 can be chosen as an arbitrary positive real number (e.g. it can be set to 1), because the matrices T −1 and A k can be scaled by any positive scalar in Eq. (13) . If the constraint set (25) is reported to be infeasible by the applied solver, it is recommended to increase U 2 as long as the numerical tolerance of the solver permits, to maximize the feasibility domain.
It is visible that the constraint set (25) is linear in the unknowns, therefore feasible solutions (if exist) can be found in the framework of mixed integer linear programming (MILP). Since the original problem to be solved can be traced back to the feasibility of the constraint set (25) , the linear objective function f obj to be minimized, can be chosen freely, therefore it can be used to ensure additional properties of the computed realizations. A simple choice can be the minimization of the L 1 -norm of the off-diagonal elements of A k , i.e.
So-called dense or sparse solutions containing the maximal or minimal number of directed edges in the realization, respectively, can also be computed as it is described in e.g. [27] by modifying (21) to
and using the objective function f obj = ± m i,j=1 Θ ij . But note that in this case, the constraint set (25) changes and becomes more complicated. We remark that the number of complexes for CRNs realizing a given dynamics can also be minimized using the MILP method described in [29] which can be considered as a kind of model reduction. This result is related to [23] , where the number of complexes of a complex-balanced CRN is reduced while maintaining the complex balance property and keeping a strong relation between the equilibria of the original and the reduced system.
Computing linearly conjugate weakly reversible realizations with zero deficiency
In this subsection we are going to apply Theorems 2 and 4 to compute linearly conjugate weakly reversible realizations with zero deficiency as an LP problem. Let us now recall that a necessary and sufficient condition of weak reversibility is the existence of a strictly positive vector in ker(A k ). It is easy to see that ker(M ) = ker(T · M ) due to the invertibility of the transformation matrix T . If there is no strictly positive vector in ker(M ) then it is trivial that there cannot be a positive vector in ker(A k ) since T · M = Y · A k . Therefore, as a first step of the computation, we have to check that
is fulfilled.
If (27) holds, then we compute an arbitrary basis of ker(M ) denoted by {η (i) }, for i = 1, . . . , m − rank(M ). Then, according to Theorem 4, there exists a weakly reversible zero deficiency linearly conjugate realization if and only if the constraint set
is feasible. The known constants are M , Y and η (i) for i = 1, . . . , m−rank(M ). The decision variables are the off-diagonal elements of A k and the elements of the vector d. The constraint set (28) is clearly linear and it contains only continuous variables, therefore its feasibility can be decided in polynomial time using linear programming. The objective function f obj to be minimized can be chosen as an arbitrary linear function of the decision variables here as well. A practical choice for f obj can be (26) here, too.
If (27) holds, but the constraint set (28) is infeasible, then, according to Theorem 2, there is no deficiency zero linearly conjugate realization of the kinetic system (4) with the complex set given by Y .
The solutions for both (25) and (28) k . This can be easily checked through e.g. a series of optimization steps by adding extra linear constraints to (25) or (28) .
Examples
In the following, two examples will be provided as case studies for the proposed methods. The algorithms were implemented in MATLAB [22] using the YALMIP modelling language [21] . The freely available GLPK package [1] was used to solve the emerging LP and MILP problems. It can be shown for both examples that there is no dynamically equivalent CRN realization for the given dynamics with the complexes defined by matrix Y , but there exists a linearly conjugate deficiency zero realization.
Searching for a dynamically equivalent realization with zero deficiency
This example illustrates the general MILP approach described in Subsection 3.2. Let us consider a kinetic system of the form (4) .
The differential equations defined by M and Y are given bẏ
Now, by using the proposed method for the general (non-weakly-reversible) case we are able to determine a realization (Y, A k ) which has zero deficiency and it is linearly conjugate to the kinetic system (Y, M ) with
The resulting CRN is given by (Y, A k ), where the non-zero offdiagonal elements of the matrix A k are the following:
The bounds were selected as U 1 = U 2 = 10. The non-weakly-reversible reaction graph of the obtained CRN is shown in Fig.  1 . Thus, it follows from the Deficiency Zero Theorem that the corresponding kinetic system (29) has no positive steady states. 
This representation is equivalent to the following differential equationṡ
It is easy to see that there exists a positive vector in ker(M ), e.g. 1, so we can apply the LP method presented in Subsection 3.3. If we try to find a weakly reversible dynamically equivalent deficiency zero realization, we find that the constraints (28) are infeasible with
However, we can find a weakly reversible realization which is linearly conjugate to the original system (30) with the transformation T = diag(2, 1, 2) that has zero deficiency. This CRN is given by (Y, A k ) where the Kirchhoff matrix A k has the following nonzero off-diagonal entries:
One can see the reversible reaction graph of this network in Fig. 2 . Therefore, we obtain from the Deficiency Zero Theorem that the kinetic system (31) has precisely one locally asymptotically stable strictly positive equilibrium point in each stoichiometric compatibility class. 
Conclusions and future work

Summary of contributions
Optimization-based methods were presented in this paper for the computation of zero deficiency realizations of kinetic polynomial systems. Previously known algebraic conditions for zero deficiency and weak reversibility were reformulated to be able to directly include them into the linear optimization framework. It was shown that with a given complex set, weakly reversible deficiency zero linearly conjugate realizations can be found in polynomial time using pure linear programming. It also follows from the computational approach that the existence of deficiency zero weakly reversible linearly conjugate realizations can be decided efficiently even for large kinetic systems. The general non-weakly-reversible deficiency zero case remained a MILP problem in the applied optimization framework.
The developed approach was illustrated through two computational examples, where it could be shown that linearly conjugate realizations indeed represent a wider system class than dynamically equivalent ones in the sense of possible structures. Further work will be focused on the utilization of the results in feedback design for polynomial systems, and thus exploiting kinetic model properties in nonlinear systems theory. The developed algorithms will be included and published in the new version of the CRNreals toolbox [26] .
Future work: possibilities of treating higher deficiencies
In this subsection, we briefly examine the treatment of deficiency one in our optimization framework. Using the definition of deficiency in Eq. (9), let us define the subspace W as follows
The orthogonal complement of W is given by
The deficiency is equal to the dimension of W . Therefore, the deficiency is less than or equal to 1 if and only if dim(W ) ≤ 1. This condition is equivalent to
where v ∈ R m is a suitable vector. Now we can give a similar condition to (17) . Eq. (34) 
The construction of vectors η ( ) and y ( ) has been described in Subsection 3.2. The unknown vectors v ( ) are parallel to each other by construction, and this would introduce a non-linear (quadratic) constraint in the optimization. Therefore, it will be a target of future research to elaborate on the possibilities of computing realizations with given higher deficiencies.
