ABSTRACT Polarization imaging can be used to improve the image quality by reducing the effects of the unwanted light reflection, enhancing the quality of images taken in non-ideal conditions, such as foggy weather, or reconstructing the 3D form of an object based on the shape from polarization. Reconstructing a 3D form requires the acquisition of multiple images and inference of the polarization parameters, such as the degree of polarization and angle of polarization, from these experimental data. The light polarization extraction process should begin by performing the photometric calibration to improve the performance of the polarize instrument measurements by reducing the measurement errors and improving the consistency between measurements. We propose an algorithm based on the kernel ridge regression method to estimate both the polarization parameters and the measurement (angle) errors in the placement of the polarizer. The algorithm was tested on four different sets of images containing different objects based on their responses to light and polarization. The algorithm that uses the mixed kernel function gives the best results.
In polarized light, the electric and magnetic field vectors have a tendency to vibrate in a certain direction, whereas for unpolarized light, they vibrate in all directions and no direction is privileged. While most light sources produce un-polarized light, reflection, selective absorption, and scattering will lead to polarized light.
Utilization of polarization information by animals has been widely investigated. Researchers are focusing on species such as deep-sea fish, jellyfish, arthropods, and amphibians to better understand how these animals use and perceive the polarization of light. Some insects such as bees and ants use polarized light to determine the position of the sun, to tag their nests, and to tag sources of food, such as flowers [1] .
Polarization imaging can be applied in computer vision/machine vision by simply placing a polarizer (rotating or not) in front of the camera [2] . The obtained data are further exploited in a variety of fields such as 3D reconstruction, object recognition, and image enhancement.
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In Zhao et al. [3] , polarization vision techniques are used for reconstructing 3D images and image dehazing. In [4] , a polarization-based method is proposed as a method of enhancing the visibility of an image by canceling the haze effect. Miyazaki et al. [5] proposed a method of estimating the surface normal of black specular objects through polarization analysis of the reflected light.
The surface normal and 3D coordinates of black specular objects are estimated via polarization analysis and space carving. In the case of 3D shape recovery, Miyazaki and Ikeuchi [6] were the firsts to propose a system for 3D reconstruction of transparent objects. These systems were further improved by Morel et al. [7] for metallic objects and Ferraton et al. [8] with the use of a multispectral system for 3D reconstruction of transparent objects; an extension to stereo imaging was later proposed by Iqbal [9] . Talita et al. [10] used modified least mean squares (LMS) to estimate polarization parameters and the misplacement of the polarizer angle.
In all these techniques, polarization parameters are extracted through least mean square (LMS). This paper aims to propose a new algorithm based on the kernel ridge regression (KRR) method and highlights its better performances. The rest of the paper is organized as follows. First, a brief overview of polarization is given. Second, a brief explanation on polarization of light are described. Simplified polarization imaging systems are described on Section 3, while on Section 4 we give some explanations on photometric calibration. On Section 5, the derivation of Kernel Method was given. This technique hold an important part on Kernel Ridge Regression (KRR) method that we give on Section 6. On Section 7, we state the proposed method on Algorithm 1, that implemented KRR method, and we also derive a new kernel, Mixed Kernel, that we claim give a better results compare with Gaussian Kernel.
II. POLARIZATION OF LIGHT
Polarization is a common property on cross-waves (e.g. electromagnetic waves) and. polarized light can be divided into linearly, circularly, and elliptically polarized light. In nature, most of the light sources produce un-polarized light. Un-polarized light can be polarized by reflection, selective absorption, or scattering.
In 1852, Sir George Stokes proposed a representation method for polarized light using four parameters known as the Stokes parameters. This scheme is based on intensity measurement using ideal polarization components. Perfectly polarized light is expressed using the Stokes equation, which contains the electric field and light intensity variables [11] :
The first Stokes parameter (s 0 ) represents the total intensity (I 0 + I 90 ) of the incident light. Total intensity measurements can be performed in the absence of polarization components. 
where ρ and I pol represent the degree of polarization and the polarization intensity, respectively. The polarization intensity is measured by placing the polarizer in front of the sensor. I tot represents the total intensity, and its value is equal to the first Stokes parameters s 0 . For perfectly polarized light, the degree of polarization is 1, whereas it is 0 for un-polarized light. The degree of polarization for partially polarized light is less than 1 due to the lack of constant elliptical polarization.
III. SIMPLIFIED POLARIZATION IMAGING SYSTEM
When the light becomes partially linearly polarized, not all the Stokes parameters have to be estimated to describe the state of polarization [9] . In this case, the polarization ellipticity χ which is represented by s 3 , is null and the major axis of the ellipse has the same orientation as the angle of polarization, that is,ψ = ϕ, and the Stokes parameters are then given by:
The state of partially linearly polarized light can be determined by estimating the Stokes parameters s 0 , s 1 and s 3 or I tot , ρ, and ϕ. ϕ is the angle of polarization, which gives the orientation of the polarized light components against a specific reference and it is expressed as
By placing a rotating linear polarization filter in front of the camera, as shown in Fig. 1 , the state of the partially linearly polarized light can be determined. The relationship between the light intensity with the polarizer,I pol and the angle of the polarizer α is given by [11] :
Substituting Eq. (4) into Eq. (6), we have
Therefore, experimentally a minimum of three images obtained using different filter orientations are needed to extract the polarization parameters I tot , ρ and ϕ. The LMS method can be used to estimate the polarization parameters for each pixel of the images as done by Iqbal [9] .
IV. PHOTOMETRIC CALIBRATION
To obtain precise results, the light polarization extraction process should begin by performing photometric calibration (polarization calibration). Polarization calibration can improve the performance of polarimetry measurements by reducing measurement errors and improving the consistency between measurements. In the design of polarization imaging systems it should be ensured that the polarization information obtained from a scenario is accurately acquired. One of the important aspects to focus on is ensuring the accuracy of the polarizer angle. One method commonly used by researchers in the field of polarization calibration is the Least Mean Square (LMS) method, as in [9] . Iqbal [9] developed a stereo vision system. It consists of two conventional cameras equipped with a fixed polarizer and a liquid crystal component in front of each camera. To improve the accuracy of the system, Iqbal designed a calibration procedure, including a polarization calibration that focused on the accuracy of polarization angle measurements. It was performed by placing a linear polarization filter (Mpol1) in front of the calibrated polarizer rotator crystal (Mpol2) to provide a fixed light input and then estimating the offset of the liquid crystal (see Fig. 2 ). If I 0 , I 45 , and I 90 are representations of the observed intensity taken at the angles of the 0 • , 45 • and 90 • then the predicted values of polarization angle (ϕ) polarization degree (ρ) and total intensity (I tot ) can be obtained by LMS.
The polarization procedure used by Iqbal [9] • Use Mueller Matrix theory • Use the least square method to get the Stokes parameters.
• For α = 0 • -180
• compute I p (observed intensity)
• Find the Stokes parameters:
• Get the predicted intensity 4. Verify the mean result from step 3 with the mean of observed intensity. The performance of the calibration process was measured by finding the mean error between the measured intensity and predicted intensity of a chosen group of pixels. Ideally the difference between them should be zero. The results can be seen in Table 1 . Morel et al. [12] proposed an efficient method based on 3D parameters measurements of a catadioptric mirror through polarization imaging. In this method, the catadioptric sensors can be automatically calibrated without any calibration patterns by inserting a rotating polarizer between the camera and the mirror. To calibrate the mirror on their catadioptric sensors, the polarization state of the reflected light has to be measured. A rotating polarizer is placed between the camera and the mirror is used. To measure the polarization state, three parameters are estimated by LMS using the intensity equation Eq. (7).
Ferraton et al. [8] developed a multispectral imaging system for 3D reconstruction of transparent objects based on the shape from polarization (SfP) method. A tedious calibration step was performed to optimize the polarization measurements. Noise acquisition effects were reduced by a temporal and spatial filtering To perform the calibration, a polarizing filter was placed between the light source and the polarization state analyzer. The system uses a Liquid Crystal Variable Retarder that needs to be calibrated before hand.
In the SfP method, the surface normal is estimated by taking a set of at least three polarized images obtained at different VOLUME 7, 2019 polarizer position (rotation of a linear polarizer, or equivalent with active components). The polarizer placement affects the accuracy of the whole system.
Talita et al. [10] proposed a modified version of LMS to calibrate a rotating polarizer in a simplified polarization imaging system. By first assuming that there is no uncertainty in the polarizer placement, Talita et al. used LMS to estimate three polarizer parameters by Eq. (6). The estimation results were later used by modifying Eq. (6), wherê α = α + α and, α is the polarization angle. The uncertainty in the polarizer placement or the error on measuring polarizer α was estimated by another use of LMS. We discuss the result of [10] in details on Section 7.2. LMS method was further used to estimate the error in the polarization angle measurement. In this paper, the performance of the system is further improved by replacing the use of LMS with the KRR method. We assume that there is no error based on polarization extinction ratio.
In this section we discuss the previous research on photometric calibration. Table 2 shows the results of each research conducted and the possibility of improving the findings.
V. KERNEL METHOD
The kernel method was originally used for classification problems. For pattern recognition problems, the experimental results obtained using the kernel method are better than those of the non-kernel methods [14] . If the data are not linearly separable in the original features space by applying kernel methods, data can be transformed into a higher-dimensional feature space in the likelihood that the transformed data will be linearly separable [15] .
Hofmann et al. [16] provided a complete review of the machine learning method, which uses the kernel method. Rustam and Talita [17] used the fuzzy kernel k-medoids algorithm for classification problems with multidimensional data. Kernel representation as an inner product in Hilbert space (F) was first introduced in machine learning by [18] .
Set X = {x 1 , x 2 , . . . , x T } as a set of observation data, where x i ∈ R d , R is the real number set.
Data analysis methods require users to define the representation of each x i ∈ X by using a function ϑ as follows:
Or
where ϑ (x i ) might be a d-dimensional vector, a finite length string, or another form that depends on the definition of ϑ. The images of the observation data set X = {x 1 , x 2 , . . . , x T } are represented as another set Q = {ϑ (x 1 ) , ϑ (x 2 ) , . . . , ϑ (x T )} The new set Q will later be used later by the data analysis methods. Another way to represent the observation data set X is by using the kernel method. The kernel method does not represent data individually as in Q. Define a function:
The observation data set X is represented by a T × T matrix K , where
. In the kernel method, representation by matrix K independent from the type of observation data set X or dimension of K . The real valued function K in Eq. (10) is called a kernel function. The kernel function is defined by Definition 1.
Definition 1: A function k : X ×X → R a kernel if and only if it is symmetric, k x i , x j = k x i , x j , for all x i , x i ∈ X , and positive definite:
for T > 0, x 1 , x 2 , . . . , x T ∈ X , and c 1 , c 2 , . . . , c T ∈ R. Theorem 1:For any kernel K in space X , there exists a Hilbert space, F, and a function ϑ such that
for all x i , x j ∈ X . Here, u, v represents the inner product in Hilbert space F of two objects u, v, ∈ F Based on Theorem 1, one can determine the values of ϑ and ϑ (x i ) , ϑ x j by using the kernel function without computing them directly in the feature space F. The kernel method is used to transform data into a feature space in order to simplify classification problems. Some kernel functions that are widely used are as follows [14] :
where x i , x j ∈ X and c linear ∈ R.
• Polynomials Kernel
where x i , x j ∈ X and c polynomial ∈ R and d polynomial > 1 as the parameters.
• Gaussian Kernel
where x i , x j ∈ X and σ ∈ R are Gaussian kernel parameters.
VI. KERNEL RIDGE REGRESSION METHOD
Ordinary least squares (OLS) based methods, as in LMS, are used to estimate regression parameters when the regression variables are linearly independent. The ridge regression (RR) method can be used to overcome the possibility of parameters being not linearly independent in regression parameters estimation problems. For accurate estimation of the regression coefficient, the RR method improves the OLS performances since for any model there exists a ridge constant λ such that the Mean Square Error (MSE) of the ridge estimator is smaller than that of OLS. MSE measures the average of the squares of the errors. In practice, the type of data or its structure can affect the prediction results. For non-linearly separable data sets, the kernel method can be applied. The results of the use of the kernel method in RR are known as KRR. An et al. [19] proposed a generalization of RR and KRR applied to the problem of face recognition. The proposed method is quite common and can be applied to other multi-classification problems. On the other hand, Exterkate et al. [20] utilized KRR for forecasting problems in the field of macroeconomic and financial time series field.
Estimation of regression parameters and predictive modeling on KRR are performed in feature space F using the kernel function. Set x 1 , x 2 , . . . , x T as vectors in input data space X . If x i ∈ X . for i = 1, 2, . . . , T , and X ∈ R k+1 , are mapped with a function as shown by Eq. (8) and (9), one obtains
. . .
where
where on Eq. (16) is an observation vector from the T × 1 response variable. On Eq. (17), we a priori have to find the value of and the inverse of + λI d to findβ r . These computations are performed in the d-dimensional space, where d is a large integer, depending on the selected function ϑ. To avoid high cost inverse computation in high dimensional space, Exterkate et al. [20] used algebraic manipulation so that computations could be performed in T -dimensional space, where T is the number of observation data. The dimension reduction can be done by manipulating the prediction equation y = ϑ (x * )β r to get
We build the prediction modelŷ corresponding to x * a new input data vector.
is a 1 × T matrix whose entries are inner products of ϑ (x i ) , i = 1, 2, . . . , T . such that we have
The entries of matrix with order T are inner products of ϑ (x i ) and ϑ (x i ) , i, j = 1, 2, . . . , T .
Combining Eqs. (19) and (20) leads to Eq. (21), which can be used to estimateŷ for a new input data vector x * .
VII. RESULTS AND DISCUSSION
In this section, we derive an algorithm that can estimate the error in measuring polarizer angle as a part of polarization calibration. It has been tested on four types of polarized images, as will be explained later in this section. In the experiment, N m × n pixel polarized images are acquired. Each image was captured through a polarizer set at various polarization angles α 1 , α 2 , . . . , α N (by placing a linear polarizer in front of a camera). They are used as input data for the proposed algorithm.
As mentioned before, researchers use the conventional LMS method to extract polarization parameters under a strong assumption on the fact that the polarizer angle is correctly set and not prone to any error However, in real cases, it is important to consider the accuracy of polarizer angle measurement as a key part on photometric calibration process. In Iqbal [9] , LMS was used in two different stages, the first one while estimating the error of the polarizer angle measurement and the second one when estimating the polarization parameters in the polarization information extraction process. Talita et al. [10] , used the Modified LMS method to simultaneously estimate the polarization parameters and the uncertainty of the polarizer angle measurement, the results were improved but the differences between the polarizer angle measurement and the ground truth were still quite significant. In this paper, we investigate a kernel-based algorithm that we claim can predict the uncertainty in the polarizer angle measurement relatively better than with the Modified LMS. This section is divided into several parts. We begin with stating our proposed kernel based calibration method, then we continue with the implementation of LMS to estimate the polarization parameters. We then present the modified LMS to estimate the polarization parameters and the uncertainty in the polarizer angle measurement, followed by the proposed kernel-based algorithm results. We then end with comparison of these results. A flowchart of the methodology is given in Fig. 3 . The methodology was applied to three different datasets of polarized images. Each dataset concerns a different object behaving differently while interacting with the polarized illumination. The first one, C1, consists of catadioptric images.
It was chosen to represent specular highly reflective objects. Images (see Fig. 4 ) were taken at different polarization angles of 0 • , 40
• , 80
• , 120
• , 140
• , and 160
• . The second dataset, C2, consists of six polarized images of wayang (Fig. 5) . It was chosen for its varying texture. The images were taken at polarization angles 0 • , 10
• , 45
• , and 95
• . The third data set, C3, consists of images of an LED and surrounding objects (Fig. 6 ). They were taken at polarization angles of 0 • , 20
• , 40
• , 60
• , 90
• , and 100
• , and the LED itself emits polarized light. This set was chosen for its diversity, as it contains both objects that emit polarized light and objects that do not emit polarized light.
Assuming that the partially linearly polarized light conditions are satisfied, the intensity equation is given by
k represents the measured intensity (grey level) at (i, j) in an image obtained using a linear polarizer placed in front of the camera at an angle α k , I
(i,j) tot represents the total intensity at (i, j), and P (i,j) represents the degree of polarization at pixel (i, j). A similar explanation holds for the polarization angle ϕ (i,j) , and the Stokes parameters s
When the error in the polarizer angle measurement, α, is considered, the intensity equation is expressed as wherê α k = α k + α. We assume that the error committed in α is the same for every angle position.
A. KERNEL-BASED CALIBRATION ALGORITHM
In this section, we propose a kernel-based algorithm that we claim is able to improve the estimation results of LMS and Modified LMS. Algorithm 1 below utilizes the KRR method. The main idea of using the KRR method is to improve OLS (Ordinary Least Square), which is the basis of the LMS method.
The complexity of Algorithm 1 is O(mn).
In the Algorithm 1, the value of the interval, which is assumed to be α, is partitioned into N C sub-intervals, where each sub interval has the same length, L I Then, the KRR method is used to estimate the polarization intensity for α, which is the end point of the sub intervals. Polarization intensity estimation errors are estimated for each α to find the smallest error.
B. EXPERIMENTAL SETUP
As explained before, the proposed method was applied to four datasets of polarized images, C1-C4. These polarized images were taken with several different orientations (polarization angles) of polarizer.
The rotating polarizer (Fig. 7 (b-c) ) was placed between the censors, Guppy F-080B FireWire camera (see Fig. 7 (d) ) and the object (see Fig. 7 (a) ).
The captured polarized images later were used as inputs of the polarization imaging methods(e.g. LMS, Modified LMS, and our proposed method Algorithm 1.). In the classical LMS method, three polarization parameters values that are needed to calibrate the polarimetric system as in [12] and [13] are estimated. We discuss the results
Algorithm 1 Algorithm 1
Input: 1. N m × n polarized images captured at polarizer angle
3. Number of classes: N C and length of sub interval: L I Output: α,Î (i,j)ρ(i,j) , andφ (i,j) , i = 1, 2, . . . , m, j = 1, 2, . . . , n, and Error.
(
End For (10) End For (11) For i =1 to m (12) For j =1 to n (13) For k =1 to N (14) ComputeP
via KRR, and
End For (17) End For (18) End For (19) End For (20) Output α with the smallest P − P in Section 7.2. In Section 7.3, the Modified LMS method [10] is used to estimate simultaneously estimate the polarization parameters and the uncertainties in the polarizer VOLUME 7, 2019 angle measurement. In Section 7.4, we proposed an algorithm based on the KRR method along with a new kernel, the mixed kernel, which we claim gives a better result when estimating the uncertainties in the polarizer angle measurement. To verify our proposed method, we applied it on the four types of polarized images datasets. The performance was measured by the difference between the predicted and observed intensities.
In this research, we use the grid search method to find the parameters values of the proposed algorithm, which is a traditional way of performing hyper parameter optimization and is also an exhaustive searching method.
C. ESTIMATION OF POLARIZATION PARAMETERS BY LMS
In this section, we discuss the implementation of the LMS algorithm for estimating the polarization parameters. The LMS method is based on the principles of OLS, where the general idea is to minimize the sum of squared errors in estimating the regression parameters. LMS is widely used for the process of extraction of the polarization parameters owing to its simplicity in estimating the polarization parameters. The estimation results are given on Table 3 . , pix2) : estimation of total intensity on (pix1, pix2) 3.ρ (pix1, pix2) : estimation of polarization degree on (pix1, pix2) 4.φ (pix1, pix2) : estimation of angle of polarization on (pix1, pix2) 5. On C1 we use pix1=600, pix2=450. 6. On C2 we use pix1=200, pix2=400. 7. On C3 we use pix1=200, pix2=500. 8. Error = |P − P| computed by taking the difference between observed intensity of polarization (P) and its estimation (P). It is expected to be as small as possible. As we can see in Table 3 , by using LMS we are able to estimate the polarization parameters,Î tot ,ρ, andφ. This is done by assuming that there is no uncertainty in the polarizer angle. The errors of estimation are measured by difference between the polarization intensity with the polarizer (P). Theoretically, the performance of the estimation algorithm can be improved by performing photometric calibration to ensure the accuracy of the polarizer angle measurement.
In this paper we assume that the uncertainty in the polarizer angle α lies between 0 • and 45 • and three values of α were chosen for the experiments; As expected, the uncertainty of the angle of polarization (set by the polarizer during the experiment) induces large variations in the estimated angle of polarization. In the next section, the modified LMS method of Talita et al. [10] is implemented to extract the polarization parameters along with the error on polarizer angle measurement, discharging the common assumption that there is no uncertainty ion polarizer angle measurement.
D. ESTIMATION OF POLARIZATION PARAMETER AND THE UNCERTAINTY OF POLARIZER ANGLE MEASUREMENT BY MODIFIED LMS
In the Modified LMS method, LMS was used to estimate the polarization parameters after choosing an initial condition in which α was zero. The estimation results were used later used to estimate an updated value of α that is then used as new input for LMS to update the estimated values of the polarization parameters, and so on. The iteration was stopped after the number of iterations reached a certain value. The estimation results can be seen on Table 4 , with the similar notasions as in Table 3 , and D represents datasets. Using Modified LMS, we are able to estimate the polarization parameters along with the uncertainty of the polarizer angle measurement as an important part of the photometric calibration. Similarly to LMS, Modified LMS is not sensitive enough towards a variety of polarizer angle values. As we can see in Table 4 , for each datasets, the estimation errors are the same for each choice of α, and the polarizer angle estimation results are still significantly different from the original ones. If we compare the results obtained by modified LMS and LMS, by performing photometric calibration, it can be seen that the estimation results increase slightly. For example, for C2, with α = 2.8 • , the estimation error obtained by LMS is 0.0062 (Table 3 , row 6, column 6) while that obtained by Modified LMS is 0.0055, (Table 4 , row 6, column 7). This positive trend was not achieved, however, for C3. In the next section, we give results of implementation of Algorithm 1 on the polarized images data set.
E. ESTIMATION OF POLARIZATION PARAMETER AND THE UNCERTAINTY OF POLARIZER ANGLE MEASUREMENT BY KERNEL-BASED METHOD
In Algorithm 1, we assume that 0 • < α ≤ 5 • . In the experiment, (0,5) is partitioned into 11 sub intervals. A smaller length for the sub-intervals can be chosen, depending on the desired accuracy. As an initial step for kernel selection for the KRR method, the distribution of X = {(cos 2α k , sin 2α k )|k = 1, 2, . . . , N }, which is the space of input data, was checked and its closeness with a normal distribution was evaluated (see Fig. 8 ). The distributions of all our datasets were found to be close to a normal distribution, and therefore, it was decided to use a Gaussian kernel for the KRR method.
Algorithm 1 was implemented in Matlab R2013a (8.1.0.604) on a 64-bit with processors Intel core-i7 processor with C1-C4 datasets as its inputs.
In Table 5 ,λ 1 and λ 2 the ridge constants in the KRR and RR methods, respectively, and σ 2 is the Gaussian kernel parameter. The grid search method was adapted to determine the parameter values. This is a traditional way of performing hyperparameter optimization, which is basically an exhaustive searching method. We used KRR to computeP and RR in order to determine the polarization parameters. The grey highlighted part in Table 5 gives the best estimation of α, for each value of α. The errors for each part are estimated by taking the difference between the estimated polarization intensityP and the real polarization intensity P. These notations are used hereafter for simplicity. In Algorithm 1, we partitioned interval α into 11 sub-intervals, with a partition norm of 0.5. For α = 4.7 • , the smallest error occured when α = 4.5
• which is 0.0041. We can construct a smaller partition if it is necessary to obtain a better accuracy on the polarizer angle error estimation. As we can see in Table 5 , with the Gaussian kernel, the uncertainty in the polarization angle can be estimated.
Finally we also investigated the use of the mixed kernel function (Eq. 25) which is a modification of the polynomial kernel derived by replacing the dot product with the norm function. The dot product is replaced by the norm function to maintain the proximity of the X distribution to normal.
Definition 2: Mixed Kerne
where x i , x j ∈ X and a 1 , a 2 , a 3 ∈ R as parameters of Mixed Kernel.
The implementation of Algorithm 1-Mixed Kernel on C1 is given on Table 6 . The parameter values for Mixed Kernel are a 1 = 2.2 × 1.0e−07, a 2 = 9 × 1.0e−13, a 3 = 16, λ 1 = 1, λ 2 = −1.0e−05.
Note that by using the mixed kernel, the error changes with the polarization angle. It indicates that mixed kernel is a more appropriate kernel than the Gaussian kernel for this estimation problem. The mixed kernel parameters can be used for other values of the polarizer angle. More estimation results VOLUME 7, 2019 for predicted polarization parameters obtained by using Algorithm 1-Mixed Kernel are given in Table 7 .
In Table 6 , we can see the estimation results for C1, for the replacement of polarizer α = 4.7 • , the predicted value is 4.5 • with intensity error 0.0003. The comparisons with other methods are given later on this section. With regard to the parameters value a 1 , a 2 , a 3 , based on experiment, when the value of a 3 was slightly increased so are the error, but if the value is relatively small, then the prediction results will close to singularity. If the value of a 3 was increased significantly then the kernel matrix approach.
Since we need the invers of kernel matrix in the KRR method (Eq. 21), in this case precision of the result will be affected. As for the values of a 1 and a 2 that are very small, if we increase the value, the error tends to increase. As an example, for the chosen parameters, a 1 = 2.2 × 1.0e−07, a 2 = 9 × 1.0e−13 applied to the C3 dataset and α = 0.6
• , the total intensity error is 0.0008, but for a 1 = a 2 = 1 even though a 3 fixed to be 16, the error becomes 0.2145. The difference between the predicted and observed mean intensities when we use parameters a 1 = a 2 = 1 and the others fixed at the best values is given in Table 8 . The chosen pixels are (101, 101) to (200, 200). As we can see, the predicted values are quite different from the observed ones. This differs from the results in Fig. 10 , where we use the proposed optimum values of parameters and, the predicted mean intensity values are close to the observed ones. Similarly to before, for each image in each dataset we use pixels (101, 101) to (200, 200) . We can see the detailed values for each results in Table 9 .
For instance, in the results for C3 (Table 9 ), the mean of the intensity is the lowest (that is the ''darkest'' one) at the angle of 40 • while it is the highest at the angle of 100 • (the ''brightest'' one). We can verify it for the captured polarized images of the dataset C3 for all polarizer angle values in Fig. 9 (c) at a polarization angle of 40 • and in Fig. 9 (f) at a polarization angle of 100 • .
In Table 9 , we compared the estimation results obtained by using Algorithm 1-Gaussian Kernel and, Algorithm 1-Mixed Kernel with the results from Talita et al. [10] implemented on C1-C4.
On comparing the results of LMS, Modified LMS [10] , Algorithm 1-Gaussian Kernel, and Algorithm 1-Mixed Kernel, as observed in Table 9 , it can be seen that Algorithm 1-Mixed kernel gives the best approximation in estimating the error in the polarization angle measurement.
For example, when α = 4.7 • , for C1, the estimation error obtained using the mixed kernel function is 0.0003, which is relatively small as compared to those obtained by the LMS, Modified LMS and Gaussian kernel methods, which are 0.0073, 0.0073, and 0.0041, respectively. In relation to photometric calibration, the smaller the value of, the more accurate the calibration process that was performed. Comparing the kernel based-algorithm and the non-kernel-based one, we can see in Table 6 that kernel-based methods, either using either the Gaussian kernel or the mixed kernel, give smaller errors than Modified LMS, which is a non-kernel-based method. The improvement of the algorithm performance was affected by implementation of the KRR method, which improved the LMS method. It was also affected by the choices of kernel function for Algorithm 1.
VIII. CONCLUSION
We propose a kernel-based algorithm that implements the KRR method to estimate the uncertainty when measuring the polarizer angle and to determine the polarization parameters., It is applicable in a partially linearly polarized light scene. It is based on the kernel method, which can solve multicollinearity and non-linearly separable data problems. A mixed kernel function was proposed as a proper kernel for applications owing to its sensitivity towards changes in the polarizer angle. Its parameters, α 1 , α 2 , α 3 do not depend on the polarizer angle. Based on experiments performed on four different data sets, the proposed algorithm gives the smallest error as compared to the Gaussian kernel-based algorithm and Modified LMS. In further research, it will be possible to use a non-parametric kernel to improve the estimation accuracy of polarization parameters and also to compare the algorithm complexity between the proposed method and its predecessors. The error caused by extinction ratio of polarizer might be considered on future works to ensure the captured scene truly represents the real condition.
