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Abstract 
Intermittently damped oscillator equations are important both in practice and attractivity investigations. The problem 
of attractivity appears clearly if the damping is concentrated into discrete points. 
In this paper we investigate the asymptotic behavior of the impulsive quation 
+f(x)=O ( t#t . )  
~(t. + O) = bn~c(t.) (t = t.) 
(n = 1, 2, ... ). We find an analogy, but not strict correspondence, to the attractivity results for distributed amping. The 
attractivity properties mainly depend on the properties off(x). 
Keywords: Asymptotic behavior; Damped equation; Impulses; Nonlinear equation; Oscillator equation 
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. Introduction 
In this paper we consider the impulsively damped equation 
5~ +f (x )  = 0 (t # t.), x( t .  + O) = x(t .) ,  ~(t.  + O) = b.~(t.),  (1) 
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where t, ~ oo (n ~ oe), xf(x) > O, x ~ 0, f is  continuous (xe N), and we investigate the asymptotic 
behavior of the solutions. Eq. (1) is the impulsive analogue of the damped oscillator equation 
5~ + 9(02 + f (x) = 0. (2) 
This is very obvious if g(t) is an on-off  function and the lengths of the "on" intervals are very short. 
The literature on the asymptotic behavior of the solutions of (2) is very large, see for example [1, 3, 
5-11, 13]. However, there are no known necessary and sufficient conditions for asymptotic stability 
of the zero solution. Special equations with on-off  damping are of importance when discussing 
necessary conditions, as the following examples how (for details see [6, 7, 9, 13]). 
Example 1. Let p > 0 be given and let g(t) = 1 if te[np, np + 1/n], g(O = 0 otherwise, and let 
f(x) = I x l  sgn x. 
Case ct = 1." The zero solution is globally asymptotically stable (g.a.s.) if p ~ re, but not asymp- 
totically stable (a.s.) if p = re [4]. 
Case e > 1: The zero solution is a.s. for every p > 0, but g.a.s, is not guaranteed (an example is 
given in [9]). 
Case 0 < ~ < 1" The question of asymptotic stability is open. 
The next example applies our results from Section 3 to the analogous impulsive quation. In the 
following sections we will explain the analogy. 
Example 2. Consider the impulsive equation 
n -2  
2 + Ix l ' sgnx  =0 (tv~pn), 2 (pm+O)= 2(pro). 
n 
Case e = 1: The zero solution is g.a.s, if p ¢ kre 
(k= 1,2, ...). 
Case e > 1: The zero solution is a.s. but not g.a.s. 
Case 0 < e < 1: The zero solution is not a.s. 
(k=l ,  2 , . . . ) ,  and not a.s. if p=kre  
Notice that the properties are different in the linear, sublinear and superlinear cases. 
In this paper we give necessary as well as sufficient conditions for asymptotic stability, and we 
investigate the structure of the set of solutions. In the next section, we state preliminary lemmas and 
investigate the analogy to distributed amping. In the third section, we present our asymptotic 
stability theorems, and the last section contains the details of the proofs. As a special case, we 
obtain the example given above. 
2. Definitions, assumptions, preliminaries 
We say that the zero solution of (1) or (2) is stable if for every e > 0 there exists 6 > 0 such that 
Ix(0)[ + 1~(0)1 < ~ implies [x(t)l + [~(t)[ < e (t >~ 0). The zero solution is a.s. if there exists 6 > 0 
such that [x(0)[ + 12(0)1 < 6 implies limt-.o~(x(t), ~(t)) = (0, 0). The asymptotic stability is global 
(g.a.s.) if 6 = oe. 
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We will use the following notation. Let t, tt) denote the largest kk smaller than the given time t; 
formally, t.,) := max(t.: t. < t). For example, t.,k÷~ ) = tk. Since lim.-.o~ t. = c~, every solution can 
be continued to oo. The solutions are differentiable and 2(0 is piecewise continuous and continu- 
ous from the left-hand side at every t > 0. We investigate the solutions with the help of the energy 
function 
V(x, 2) = 2 2 + 2 fo f (U)  du =: 2 2 + F(x), (3) 
and we introduce the notation 
Fl(x) = 2 u)du and Fz (x )=2 u)du forx>~0,  
y:= min (sup Fx(x), sup F2(x)). 
\ x~>0 x>JO 
Obviously, F(x) = FI(  - x) for x ~< 0. 
If it does not result in a misunderstanding, we use the simple notation V(t) instead of V(x(t), Yc(t)). 
If necessary, we will use the number of the equation as a subscript. 
Let us calculate the change of the energy along the solutions of (1): 
V(t,+O - V(t,) = V(t.  + O) - V(t,) 
= 22(tn + O) -'k V(x(t ,  + 0)) - x2( tn )  - -  F(x(t,)) 
= b23c2( tn )  - -  x2( tn )  = - -  £z(t.)(1 - b 2) = - a.£2(t.), (4) 
where a. = 1 - b 2 is the nth energy-quantum. 
The energy is nonincreasing if b. 2 ~< 1 independently of the sign of b, and is constant between any 
t. and t. + x. Since we want to avoid "beating" at t. and to keep the initial monotonicity of the 
solutions beyond t. (as in the case of distributed amping), we assume b. ~> 0. This assumption 
guarantees that the solutions are differentiable at the extremal points. 
We note that if [ b. [ > 1, then the energy increases at t,. On the other hand, if we start from a, (we 
know the "energy- quantums") with a. > 1, this decrease in the energy would require an impulse 
effect for x(t) as well. In this case, x(t) is not continuous. In this paper we do not deal with these 
cases. 
There is a critical situation when b, = 0 (a, = 1). In this case, we lose the uniqueness of the 
solutions at t,. Moreover, there exist solutions that are identically zero for t > t.. 
In the following, we assume that 
(H1) 0~<b,~<l  (1 ~> a. >~ 0), n= 1,2, . . . .  
To guarantee uniqueness, we use the more restrictive condition 
(HI') 0<b,~<l  (1 > a. >~ 0), n= 1,2, . . . ,  
or even 
(H2) lim. infb. >0 (lim. sup a. <1) 
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Now compare the change of the energy along the solutions of (2) and (1). It is known that if x(t) is 
a solution of (2), then V(.) takes the form 
fo V(z)(t) = V(2)(x(t), 2(0)  = V(2)(O) - 2 O(s)22(s) ds. 
If g(t) is on-off, that is, 
{0. > O, t e [t., t. + i.] (5) 
g(t) = O, otherwise, 
then we have 
f t, + i. 
V(2)(tn+x) -- V(2)(tn) = - 2 gnx2(s )ds  ,,~ - 2gnin22(tln), 
d t. 
where ~/, e [t., t, + i.]. 
We can see that 2g,i ,  ,,~ a. = 1 -b  2 and f t.+l jr. g(s)ds ,~ a, in general. This relation makes it 
possible to create impulsive damping from distributed ones, and distributed dampings from 
impulsive ones. But this correspondence is not one-to-one, and the asymptotic behavior can be 
different for the created equations. As illustrations, let us consider some examples. 
Example 3. Let g(t) = 1 in Eq. (2) and let {t,} any monotone sequence tending to infinity. Then 
2 g(s)ds = 2( tn+l  - -  tn) .  
d t. 
If t, = n, then a, = 2 can be the impulse that results in discontinuous solutions. If t, = n/3, then 
2 an - 3" 
Example  4. Let g(t) = t and let t, = 
f 
tn+l  
2 g(s) ds - n + 1 
jr. 2 
But with the choice of t, = 
solutions. 
w/-~.  Then 
n 1 
2 2" 
v/~, we obtain a, = 1, which is the critical case for uniqueness of 
Example 5. Similarly, if g(t) = t 2 and t, ~/-n, then a. 2 
Example  6. For g(t) = 1/(t + 1), let t. = n and 
fn+l  1 ( 1 ) 1 2 dt = log 1 + ,~ -,: a,. 
. t -~ l  n+l  n+l  
If g(t) is an on-off function defined by (5) and lim.-.o~ i, = 0, then the correspondence is quite 
definite, i.e., a. := 29,i.. Finally, we consider some examples of this type. 
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Example 7. Letf(x) = x, g. = 1/n, t. = n~, and i. = ~n in Eq. (2). Then by the result in [9], the 
zero solution is g.a.s. But taking b, = x/1 - n/12n and n~ for the instants, we can easily verify that 
the energy is constant along the solutions of (1). On the other hand, if we take (n + ~)~ for the 
instants of impulses, we find that the zero solution is g.a.s. (see [10]). 
The analogy is sharper if lim,_.oo in = 0. Then it does not seem to matter how the points of 
[t., t, + i,] are chosen. The above examples illustrate the problem of asymptotic equivalency, 
which is as yet unsolved. 
Let us return to the behavior of the energy along the solutions of (1). Using the equality (4) 
repeatedly, we obtain 
V(t) = V(0) -  y' a,22(t,) (6) 
t .<t  
along the solutions of (1). Similarly to (6), V(t) can be expressed as follows: If t, < t ~< t. + 1, we have 
~2(t.),~ 
V(t)  = V( t .+o)  = V( t . )  1 - a. - -~-~j  
A lower estimate is 
:~2(ti)~ 
= V(O)[-[ 1-at  (7) 
, ,< ,  v(t,)/" 
V(t) >1 V( t . ) (1 -a . )= V (O) ,, < ,[-I (1 -a t )  = V(O)(~t bt).  
Using the equality (7), it is easy to prove the following basic lemma. 
(8) 
Lemma 8. Under the assumption (H1), V (t) is nonincreasing for every solution. Consequently, the 
zero solution of (1) is stable. Moreover, the solutions with initial conditions satisfying 
~2(T) + F(x(T)) < y (T >1 O) are bounded. For these solutions, lim inft-~® ~2(t) = 0. 
If (HI') holds, we obtain a Gronwall-Bellman type inequality for 
log(1 - y) ~< - y for y < 1, we have 
logV( t )= logV(0)+ ~log  1 -a i  
,,<t V(t~)J 
~< log V(0) -  ~ ai V(tt)" 
t l<t  
We have thus proved the following lemma. 
V(t) from (7). Since 
Lemma 9. Suppose that (HI') holds. I f  x(t) is a solution of(l), then 
xZ(t") ]
V(t)<<, V(0)exp - Z a, V--~-~,);" 
t.'< t 
(9) 
From (8) and the fact that log(1 - y) >1 - Cy if 1 > y >~ K for some K > 0, we obtain the 
following lower estimate for V(t). 
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Lemma 10. Suppose that (H1)-(H2) hold. Then 
V(t) >>. V(O)C exp { ,~ a,}. (10) 
Using this lemma, we obtain a necessary condition that is analogous to the case of distributed 
damping. 
Theorem 11. Suppose that (HI ' )  holds. I f  either 
(i) f ib .  > O, 
n=l  
or (H2) and 
(i') ~ a, = oo 
n=l  
is satisfied, then for every solution of(l), limt-.o~ V(t) > O. 
The proof is a direct application of Lemma 10. We have only to observe that (H2) follows from 
(i). The theorem is not true if b, = 0 for some n since then there are solutions that are identically 
zero for t > t,. 
We also need estimates for 2(t). The following lemma is fundamental in the estimation of the 
energy; it can be checked immediately or noted that it follows from a more general result [2, 
Corollary 2.4]. 
Lemma 12. Let x(t) be a nonzero solution of( l )  and T >~ O. Then 
2(0 " x(T) r l-  [ bi- f£( 1-[ bl)f(x(s))ds. (11) 
<~h<t S<~h<t 
Obviously, in the integral, the product can be taken for s < ti < t. 
Let us introduce the notation 
q~(s, t):= 1-[ bi. 
s <~ t i<t 
I f (Hl ' )  holds, ~(s, t) can be expressed in the form q)(t)/rp(s), where ¢p(t) = I-It.<tb,. The equality (11) 
can then be written in the form 
2(t) = 2(T)~(T,  t) -- f~ ~(s, t)f(x(s))ds. (12) 
The next lemma is also fundamental in attractivity investigations. 
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Lemma 13. Suppose that (H1) holds. Let x(t) be a solution of( l )  that is nonzero on any interval 
IT, oo). Let t' and t" be consecutive zeros of Yc(t). Then there exists ~e(t', t") for which 
xf f )  = o. 
Consequently, the solutions of( l )  are either oscillatory or monotonic on some interval IT, oo). 
Proof. The proof is the same as for Eq. (2) in [5]. Since x(t) non-trivial, f(x(t')),f(x(t")) ~ O. If x(t) 
does not have a zero in (t', t"), then inft~(t,,,,,)lf(x(t))l = min(f(x(t ')),f(x(t"))) = 6 > 0. We can 
suppose that x(t) > 0 on (t', t"). Using Lemma 12, we obtain 
0 = 2(t") = 2(t') I-I bi + I~ bif(x(s))ds 
t' ~ ti<t" S<h<t"  
;( ) > ~ l-I bi ds > 6(t" - t.(r,)) > O, 
5<ti<t"  
which is a contradiction. [] 
If b. = 0, then the solution can become zero from t. on. We note that this lemma is not true if 
b, < 0 for some n, since we can obtain nonoscillatory "saw-tooth solutions". 
3. Asymptotic stability 
On the basis of Theorem 11, the condition 1-I.~ 1 b, = oo is necessary for the asymptotic stability 
of the zero solution. From the inequality (9), we can see that the variation of the energy at tn highly 
depends on 2(t.). 
To estimate the energy, our first task is to localize the sets where 2(t) is close to zero. In our 
criteria, we will somehow avoid these sets. For the analogous investigations on distributed 
damping, see, e.g., [6, 7, 9, 11]. 
Consider the undamped equation 
5i +f(x)  = O. (13) 
The behavior of the solutions of this equation was investigated, e.g., in 1-12]. We introduce some 
notation and cite some necessary results from [12]. 
The functions F(x), Fl(x), F2(x) and the number 7 are already introduced in Section 2. Let 
I F2 l(r) dx ?v;,(,) dx A ( r )  = = Jo J-rrl(r) x/r  ---F(x) x/r  - FI( - x) 
A o (to) = info <, < ro A (r) if r, ro < ~, 
Am = info<r<ooAo(r) if 7 = oo. 
fo el'(') dx 
+ x / r -  FE(X) 
On the basis of investigations in [12], the following lemma holds. 
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Lemma 14 (Reissig et al. [12]). Let x(t) be a nontrivial oscillatory solution of  Eq. (13). Then 
V(x(t), 2(t)) = r = const. > 0 and the distance between any two consecutive zeros of  2(t) is equal to 
f F;'(r) dx 
-F~'(r) x / r  -- F(x) 
Solutions with the property V (x(O), 2(0)) < ~ are oscillatory. 
The first statement of this lemma can be extended to Eq. (1) as follows. 
Lemma 15. Let x(t) be a solution of(l) such that lim,-+o~ V(t) = r > 0 (r < ~). Then for any e, 6 > 0 
(5 < r) there exists T > 0 such that if T < S 1 < S i < St2 < 82, F(x(s[)) = F(x(s'2)) = r -- 6 and 
2(s~) = 2(s~) = 0, then 
I F;'(~- ~) dr 
s l  - s l />  
3-v;'(,-~) x/(1 + e)r - V(x) 
Consequently, if  x(t) is oscillatory and {s,} is a sequence of zeros of  2(0, then 
lim inf(s.+ 1 - s,) >t A(r). 
n--~QO 
For an analogous lemma for Eq. (2), see [9]. A proof of Lemma 15 and some of the remainder of 
our results in this section are given in Section 4. 
In [6], Hatvani and Totik introduced the following definition. 
Definition 16. The sequence {s. }.% 1 is L-discrete if lim inf._, o~ (s. + 1 - -  Sn) ~ L. 
Using this terminology, the above lemma says that the sequence of the zeros of 2(t) is 
A (r)-discrete. 
Properties of A (r) are investigated in detail in [12, Chapter 3.1]. For some functionsf(x), A (r) can 
be calculated precisely, while for others, numeric integration or comparison of results can help in 
obtaining an estimation. We cite the following result. 
Lemma 17 (Ressig et al. [12, Theorem 3.1.3]). Let ro > 0 be given. I f  If(x)[ >1 I f (x) l for  every x for 
which F(x) <~ ro, then for these values of  x 
f~' ds__ f :  ds 
A(F(x)) = Jo x/iV(x) - F(s) ~< x/F(x)  - F(s) = A(F(x)). 
In the special case f (x )  = N [ x [" sgn x, calculations yield the following expression for A (r): 
(a) a = 1, A (r) = x/w/N; 
(b) ~¢1,  A ( r )=Ar  ~ with f l=- -  
(~+ 1'~ 1/(a+1) 
A = 2 \ ~ ]  
where F( . )  denotes the F function. 
1--0C 
and 
2(~ + 1) 
+ 1)) 
(c~ + 1)F((3 + ~)/2(1 + ~t))' 
(14) 
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Fig. 1 
In the casef(x) = x, we obtain the known value. In nonlinear cases, the period depends on the 
amplitude of the solution of the undamped equation, increasing to infinity in the superlinear and 
decreasing to zero in the sublinear cases. Fig. 1 shows the typical graphs for A (r) (cases r = 1, 1, 3). 
The above lemmas give us a very simple oscillation criterion. If for some r0 > 0 we have 
A o (ro) > 0 and lim sup,-~ ~ (t, + 1 - t,) > A o (ro), then the every solution of (1) with initial conditions 
satisfying V(x(O), ~(0)) < ro is oscillatory. But we will see that exactly the other direction of the 
inequality is required for attractivity. 
As was the case for distributed amping [9-1, to prove asymptotic stability we have to give lower 
estimates for ~2(t). Using these estimations for the expression (6) 
V(t) = V(0) -  ~ a.~Z(t,), 
z.<t 
we obtain asymptotic stability criteria. The following lemma is based on Lemma 12; here we give 
estimates for ~(t). 
Lemma 18. Let x(t) be a solution of (1) for which limt-.~oV(t) = r (0 < r < 2:). Let r > 6 > 0 be given. 
There exists T(6) > 0 such that if s2 > Sl > T, then the following statements hold on the interval 
[s,, 
(a) I f  F(x(t)) <~ r - 6 fo r  t~[s l ,  Sz], then I (t)l >/81/2. 
(b) l f  F(x(t)) > r - 6 and x(t)£(t) >~ O for te  [sl, Sz], then I~(t)l/> 61 It - s21. 
(c) I f  F(x(t)) > r - 6, x(t)2(t) <<. O for t s  [&, s2], then 
f' 
I:t(t)l >1 81 ~(s, t)ds, 
,351 
where 61 = inf{[f(u)[: F(u) > r -  6, [u[ < supt>~o(X(t))} > O. 
I f  ~(s, t) >i Le-K"-~)  for t > s, t, sE(sl,  s2), then [~(t)[ >/e61 min(1, t - s l)  for some 0 < e < 1. 
We note that the constants in the above estimates depend only on 6 and r. Now we are ready to 
state our main attractivity theorem in two independent forms. The attractivity conditions are as 
follows. 
Condi t ion  Attr(L). Suppose that there exists a sequence of  intervals {I,} = {[s,, s, + in]} such that 
s, ---, ~ as n ~ oo, in > O, sn+ x >~ sn + in, and 
l imsup in~<L (0~<L~<oo). 
n--~ O0 
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Let the impulse damping satisfy the following properties: 
(i) lim inf ]-I bj > O; 
n'-'~O0 Sn<tj<$nd-in 
(ii) for every sequence {un} with s~ <% u~ <% sn + in 
~ ( ~ ak#2(tk, U~))= ~,  
n=l  S~ <<. tk <<. s. + in 
where p.(t, un) = min(1, It - u,I). 
We note that the difference between the subscripts in the sum and the product is essential as we 
will see in the corollaries. The condition Attr(L) can be formalized without (i). In this case, the 
definition of #n is more complicated. 
We have a more general form with the concept of L-discrete sets if (ii) is satisfied for every t > s. 
Condition Attr'(L). Let L > 0, and 
(i') ~(s, t) >1 Le -r(t-s~ 
for every t > s large enough; 
(ii') for every L-disrete sequence {sn }~=1, we have 
akV k = 0(3, 
k=l  
where Vk = min(1, dist({sn}, tk)). 
Our main results are as follows. 
Theorem 19. Suppose that conditions (H1) and Attr(L) hold for some L >10. Let x(t) be a solution of 
Eq. (1)for which limt~ooV(t) = r (r < 7). Then either r = 0, or A(r) <~ L. 
Theorem 19'. Suppose that conditions (H1) and Attr'(L) hold for some L > O. Let x( t) be a solution of 
Eq. (1)for which limt-.oo V(t) = r (r < 7). Then either r = 0, or A (r) < L. 
It is easy to see that the assumptions (i'), Attr'(L') imply Attr(L) for every L' > L. 
Our theorems are sharp, as the following result shows. 
Theorem 20. Let tn = np in Eq. (1), (H1) be satisfied, and let Do = {r : A (r) = p/k, k = 1, 2, ... }. The 
solutions of( l )  with the initial conditions F(x(tl)) = reDo, Yc(tl) = 0 do not tend to zero. 
The proof of Theorem 20 is obvious. The following corollary is a very important consequence. 
Corollary 21. Let tn = np (p > 0). 
(a) I f l imr~o A (r) = 0, then the zero solution is not asymptotically stable. 
(b) I f  limr-, oo A (r) = 0, then the asymptotic stability is not global. 
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Proof. In the first case, for an arbitrarily small positive e there exists a natural number K such that 
the equation A (r) = p/k, k > K, has a solution in (0, e). In the second case, for any natural number 
k there exists a solution of the equation A (r) = p/k on the interval (0, oo). [] 
To apply Theorems 19 and 19' we can take several different sequences {s. }. We obtain corollaries 
in the simplest form if we use the times t. for s.. Then i. = t . . l  - t.. With this choice, (i) is 
automatically satisfied. To examine condition (ii), let u, be any number in [t., t . .  1-1. Then 
min((t. - Un) 2, 1)a. + min((t.+ 1 - / , /n)  2, 1)a.+ 1 
~< (min((t. - u.) 2, 1) + min((t.+ 1- u.) 2, 1)min(a., a.+ 1) 
~< min((½(t.. 1 - tn)) 2, 1) min(a., a.+l), 
since one of the distances (t.+l - u.) or (u. - t.) is greater than ½(t.. 1 - t.). 
Corollary 22. Suppose that (H1) holds and there exists 
lim supt-.o~(tk,+ 1 -- tk,) = L >1 0 ( < oo) and 
(tk, . i -- tk,) 2 min(ak, . l, ak,) = ~.  
/=1  
I f  x(t) is a solution of( l )  with limt-.oo V(t) = r > O, then A(r) <<. L. 
a subsequence {tkl } such that 
The conditions of Corollary 22 are satisfied for the impulse damping b. = x/(n - 1)/n, t. = n 
with L=I  and k l= l  (1=1,2 , . . . ) .  But they are not satisfied for b2.=x/ (n -1) /n ,  
b2..  1 = 1 - 1/n 2 with any subsequence tk,. 
The following more general corollary can be applied for such a pulsative damping if we take 
Sn = tk, and in = tk,+ j, -- tk,. 
tk~+~  tk,+j,, 
for some L >1 O, 
lim inf I-I 
l"-~O0 tkt•ti<tkl+Jt 
and 
Corollary 23. Suppose that (H1) holds and there exists a subsequence {tk,} and a sequence {jr} of  
positive integers such that 
lim sup (tk,+i, -- tk,) <<. L 
l--* oo 
bi > O, 
oo 
Y'. (tk,+j, - tk) 2 min(ak,+~,, %) = oo. 
/=1  
I f  x(t) is a solution of( l )  with the property limt-.~ V(t) = r > O, then A(r) <. L. 
For the proof, we have only to apply the argument appearing before Corollary 22 to the interval 
[tk,, kk, + j,]. 
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The condition on the impulses between tk, and tk,+j, is unexpected at first sight, but this is not 
a real restriction since they are really small. That is why these impulses are not taken into account 
in estimating the energy. 
To obtain attractivity criteria, we need to recall that the energy is decreasing along the solutions, 
so if V(0) = ro, then lim,-, ~ V(t) < ro. Hence, ro can be compared to a number L for which Attr(L) 
or Attr'(L) or their consequence in Corollaries 22 and 23 are satisfied. In this way, we can estimate 
the attractivity region. 
For asymptotic stability, we can easily prove the following theorems. The first one concerns the 
"nonsublinear" cases, while the second one gives criteria for sublinear systems. 
Theorem 24. Let Ao(ro) > O for some 7 > ro > O. Suppose that one of the conditions Attr(L), Attr'(L), 
or the hypotheses of Corollary 22 or 23 are satisfied for some 0 % L <~ Ao(ro). Then the zero solution 
is a.s., and every solution with the initial conditions atisfying V (O) < ro tends to zero as t --. ~ .  I f  in 
addition, 0 <~ L <~ A o~ and 7 = oo, then the asymptotic stability is global. 
Theorem 25. Let Ao(ro)= 0 for every 7 > ro > O. Suppose that one of the conditions Attr(L), 
Attr'(L), or the hypotheses of Corollary 22 or 23 are satisfied for some 0 < L. Then for every solution 
x(t), limt-, oo V (t) <~ A - I(L). I f  L = O, the zero solution is asymptotically stable. I f  in addition, 7 = ~,  
then the asymptotic stability is global. 
Remark 26. From Corollary 21 we observe that we can expect asymptotic stability in the case 
lim infr-,o A(r) = 0 and global asymptotic stability in the case limr-~o~ A(r) = 0 only if L = 0. 
We can use the above results for the special case f (x )= [x[" sgn x (e > 0). Let us recall that 
A (r) = A(a) r  (1 -')/(2(1 +~)). 
Corollary 27. Let the conditions of Corollary 22 be satisfied, f (x )= Ix [" sgn x, and lim sup,-~o~ 
(t,+ l -- t~) ~ L (O <. L < ~). 
(a) Case a = 1: I f  L < 7t, the zero solution is g.a.s. 
(b) Case a> 1: The zero solution is a.s. A region of attractivity is {F(x0)+~ 2 < 
(c) Case 0 < a < 1: I f  L = O, the zero solution is g.a.s. I f  L > 0, lim~-.o~ V (t) < (L/A(a)) ~2~x +,))/~1 -,) 
for every solution. 
Taking the special t, = np, p > 0, we have the following. 
Corollary 28. Let tn = np, (H1) hold, and f (x)  = I x l  ~ sgn x. Assume that 
~ min(a,, a ,+0 = ~.  
(a) Case ~ = 1: I f  p < ~, the zero solution is g.a.s. I f  p = rt, the zero solution not is a.s. 
(b) Case oc > 1: The zero solution is asymptotically (but not globally) stable. A region of attractivity 
is {F(xo) + :~ < (p/A(a)) ~z~l +~)~1~1-~,}. 
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(c) Case 0 < ~ < 1: The zero solution is not a.s., and lim,-.oo V(t) < (p/A(oO) (2~1 +~,))/(1 -ct) fo  r every 
solution. 
This corollary is used in Example 2 in the introduction. 
Remark 29. In the linear case, if p > n, we can cut out any interval of length n from the intervals 
(t., t, + 1). In this case, we cannot separate the lengths of the remaining intervals from it. But if the 
sequence {a,} has a positive lower bound, the conditions are satisfied for some intervals. Without 
this restriction, the theorem is true if 
lim sup ((t.+l - t.) mod r~) < re. 
n--~ ¢x3 
This condition is surely satisfied if p/rc is rational. 
This cutting method cannot be applied in the nonlinear cases, since the half-period of the 
solutions of (2) depends on the current value of energy. 
Finally we note that other attractivity cirteria can be obtained by using Lemma 17 for 
comparing A (r) to that of known functions like the above considered odd-powers. 
4. Proofs of results in Section 3 
Proof of Lemma 15. Let x(t) be a solution of(l) for which lim,-,o~ V(t) = r > 0 (r < y). Let e > 0 be 
given and let T be choosen such that 
r < :~2(t) + F(x(t)) < r(t + ~) 
for t > T. Then we have 
x/r  -- F(x(t)) < ]:~(t)] < x/r(1 + ~) -- F(x(t)), 
SO 
I£(t)l < 1 < I£(t)l 
x/r(1 + e) - F(x(t)) x /r  - F(x(t))" 
Let O<6<r  and let T<s~<s~ have the property that F(x (s ' l ) )=F(x (s~) )=r -6  and 
F(x(t)) < r - 6 for t ~ (S'l, s~). From the above inequality, we obtain 
f F-~'(,- ~) dx 
st - sl >/ 
j - F~I¢ , -~ ~/r(1 + ~) - F(x) 
If Sl, s2 are zeros of ~(t) such that sl < s~ < s[ < s2, then 
F F2 ~(r) dx 
s2 - -  s l  >f 
3-v;'tr) x/r(1 + e) - F(x) '  
since sl, s2 are independent of & 
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Now, let x(t) be oscillatory and let {sn} be a sequence of the zeros of &(t). Then letting n ~ ~,  we 
have 
t~'(') = A(r). dx limn_.®inf (s,+ 1 - sn) >1 J-e;'(r) x/r(1 + e) - F(x) 
In addition, we can obtain an upper estimate for (s~ - s'~), 
I Ffl(r-6) dx  
(sl - s l )  < < ,4 (r). [ ]  
Proof of Lemma 18. Let x(t) be a solution for which lim~-.® V(t) = r > 0 (r < y). This solution is 
bounded. Let r > 6 > 0 and the interval [Sx, s2] be given. 
Case (a): If F(x(t)) ~< r - 6 (ts [sl, s2]), then, since F(x(t)) + ~2(t) > r, we have I~l i> 61/2. 
Case (b): Let F(x(t)) >i r - 6 and 2(t)x(t) >I 0 for t s  [s~, Sz]. Using Lemma 12 we obtain 
; $2 0 ~< X(S2) = ~( t ,  S2)X(t) - -  f(x(s))~(s, s2)ds 
and 
~t $2 ~(t) >~ f(x(s))•(s, sz)ds >~ 61(Se - t), 
where 61 = inf{lf(u)[" F(u) > r -  6, u < sup,~olX(t)l} > O. 
Case (c): Let F(x(t)) >~ r - 6 and x(t)2(t) <~ 0 for t~ [sl, s2]. We can assume that Mt) ~> O, x(t) < O. 
Using again Lemma 12, we have 
;?,x,s,,o,s, f; I :~(t) ---- ~(Sl, t)2(Sl) -- t)ds ~ 61 ~(s, t)ds = 61 b~ ds. 
1 1 \$<t j  <t / 
We have already noted that replacing [I~< t~<t by I-L <t~<t does not modify the integral. 
If ~(s, t) >~ Le -K"-~J for t >~ s, t, s~(sl ,  s2), then 
~(t) 1> 61(1 - e rCs:-°) ~> e61 min(1, t - sl) 
for some0<e<l .  [] 
Proof of Theorem 19. Suppose that Attr(L) is satisfied with L t> 0. Let x(t) be a solution of (1) such 
that lim~-~ o V(x(t), 2(0) = r > 0 (r < y). First of all, we can assume that for any n > 0 the intervals 
[s., s. + i.] and [s,+ 1, S,+l + in+ 1-] are disjoint. If this is not the case, but there exists ko such that 
for every n the intervals [s., s, + in] and [-Sn+ko, Sn+ko + &+ko] are disjoint, then in the equality (6) 
ko an2~(tn) 
v(t)= v(o) -  Y~ an~2(tn)= Y~ ~ ko ' 
t~<t t.<t J =1 
we can estimate the expressions anyc2(t,)/ko n any [s,, s, + /h i  independently of the others. 
Next, we show that x(t) cannot be monotonic  on some [T, oo). Since x(t) and :t(t) are bounded, 
limt-.o~ (t) = 0. We can apply Lemma 18 on each [sn, sn + in] to estimate 2(t) for sufficiently large 
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n > N. Since {i.} is bounded, I~(t)l ~ el min(1,  (t - s.)) if £(t) ~< 0, and I~(t)l ~ e2lt - s. - i,I if 
£(t) t> 0. Then, 
v(t) V(s.)- y ( 
n>N,s .+ i .<~t  th~[s. ,s .+i . ]  
ake~ min(1, Itk -- s.12)) 
and 
n > N, s. + i. <~ t \ tke[s., s. + i.] / 
respectively. The r ight-hand side tends to - ~ as t ---, ~ by (ii) in condit ion Attr(L), and that is 
a contradiction. 
Now, let x(t) be oscil latory on some half-ray [to, ~).  Let us assume that 0 ~< L < A(r). Then 
there exist 6, 8, N such that 
F;'(,- ~) dx 
i~ < = J - r ; ' ( , -~)  ,,/(1 + e)r - F(x) A l(r, 6, e) 
if n > N, and V(t) < r(1 + e) if t > sN. We can apply Lemma 18 with this 6 > 0. 
F rom Lemma 15, we know that the lengths of the intervals, where F(x(t)) <~ r - 6, are not 
smaller than A l(r, 6, e). So on each Is., s. + i J  there are three possibilities. 
Case 1: (s,, s, + i.) does not contain a zero of £(t), F(x(t))<~ r -  6 or £(t)x(t)> 0 if 
t~(s,, s, + i,). Then 
:~(t) >~ min&/2 ,  8It -- s. -- i. I). 
Case 2: (s. ,s.  + i.) does not contain any zero of £(t), F(x(t))<~ r -6  or x(t)£(t)< 0 if 
t ~ (s., s. + i.). Then 
I£(t)[ ~> min(61/2, ~3 min(1, t - s.)), 
where ea is independent of n. 
Case 3: There is a zero u. of ~(t) in (s,, s. + i,). Then the intervals (s,, u,) and (u., s, + i,) belong 
to either of the Cases 1 or 2, respectively. 
We note that since £(t) is cont inuous from the left-hand side, ~(t) = 0 at an extremum of x(t), 
while £(t + 0) = 0 can occur without there being an extremum, since b. = 0 is not excluded for 
any t,. 
Summariz ing the above cases, we can state that there is a sequence {u. } with s. ~< u, ~< s. + i, 
such that one of the properties u, = s., u, = s. + i,, ~(u.) = 0 holds. For  ~(t), we have 
I£(t)l t> min(61/2, elt  - u.[,/~261/2, 8361/21) >1 cl min(1, It - u.[). 
Now, the following estimation for V(t) is similar to that for monotonic  solutions: 
V(t)<~ V(sN) -c l  ~ ( ~, ak(min(1,1tk--U,I))2). 
n>N,s .+ i .<t  tk~[S.,S.+i.]  
The r ight-hand side tends to - ~ as t ~ oo because of (ii) in condit ion Attr(L). []  
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Proof  of Theorem 19': The proof  is a slight modif ication of the above proof. Let x(t) be a solution 
for which lim,_. 0o V(t) = r > 0 (r > ~). Because of(i') in Attr'(L), x(t) must be oscillatory. Its proof  is 
the same as in the above proof; any L-discrete sequence can be taken. 
Let {s.} be the sequence of zeros of ~(t)(lim.-.o~ s, = ~).  By Lemma 15, {s,} is A (r)-discrete. If
n is large enough, we can estimate :~(t) over each Is., s, + 1] as in the proof  of Theorem 19. Then V(t) 
is majorized with this estimation. [] 
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