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Abstrakt 
 Táto práca pojednáva o cieli vytvoriť nástroj pre podporu predikcie vývoja cien 
komodít. Spolu s inými stratégiami obchodovania, nástrojmi a analýzami trhov na 
finančných a kapitálových trhoch by tak mal pomôcť k čo najlepšiemu odhadu budúceho 
vývoja sledovaných trhov. Hlavným trhom, na ktorý sa táto práca zameriava je trh 
poľnohospodárskej komodity – kukurice a jej korelačné trhy. Ťažiskom celej práce je 
využitie prostriedkov umelej inteligencie hlavne neurónových sietí. Nad celou aplikáciu je 
vytvorená nadstavba grafického rozhrania, ktorá umožňuje aj laikovi v tejto oblasti  
nahliadnuť do tejto zaručene zaujímavej oblasti – obchodovania s podporou moderných 
počítačových možností. 
 
 
Abstract 
 The objective of this thesis is to evaluate the possibility of creating a tool capable of 
predicting commodity prices. Along with other business strategies, tools and markets 
analyses for financial and capital markets, this tool should help make the best estimate of 
future developments on the observed markets. The main market, on which this work is 
focused, is the agricultural commodities market, namely corn and its related markets. The 
fundamental basis upon which the arguments in this thesis are built, is the use of artificial 
intelligence, particularly neural networks. The whole application is presented using a 
graphical user interface that allows even those with little or no understanding of this field to 
delve deeper into the interesting area - using modern computer systems to support trading 
activities. 
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Úvod 
 Je nepochybne jasné, že finančné trhy sú úzko späté s existenciou peňazí. 
Ekonomická teória považuje peniaze za jeden z najväčších objavov ľudstva. História 
peňazí siaha do doby, keď fungoval systém naturálnej výmeny. Avšak, tá vyžadovala 
obojstrannú zhodu potrieb. Naturálnu výmenu nahradila peňažná, ktorá obojstrannú 
zhodu potrieb nevyžaduje.  
 Na počiatku bola dôvera ľudí v peniaze založená na tom, že ich funkcie plnili 
drahé kovy (hlavne zlato a striebro), ktoré boli v obehu fyzicky. Ako sa neskôr ukázalo, 
že podstatou peňazí nie je materiál, z ktorého sú peniaze vyrobené, ale dôvera v to, že 
peniaze je možné za drahé kovy vymeniť. 
 Ďalšou etapou vo vývoji finančného systému bolo rozširovanie bankových 
služieb vrátanie zavedenia šekov. Išlo o iný spôsob manipulácie z peniazmi, ktoré boli 
uložené na účtoch. Týmito bezhotovostnými službami začali vznikať prvé bankové 
nástroje. 
 Vznikom peňazí sa pôvodný spôsob naturálnej výmeny, t.j. výmena tovaru za 
tovar, rozdelil na dve samostatné operácie - výmena tovaru za peniaze a následne 
výmena peňazí za tovar. Výsledkom tejto zmeny bola peňažná hotovosť, ktorú mohli 
ľudia držať v hotovosti alebo ju uložiť na bankových účtoch. Popri týchto dvoch 
formách peňažných prostriedkov vlastnili ľudia (ekonomické subjekty) aj iné majetkové 
aktíva ako nehnuteľnosti, pozemky. Časom sa k ním pridali aj cenné papiere ako 
dlhopisy, akcie a pod. [1]. 
 V súčasnej dobe prebieha obchod v rôznych formách. Obchoduje sa na rôznych 
finančných trhoch. Cieľom obchodníkov na týchto trhoch je urobiť obchod, pri ktorom 
by obchodník inkasoval zisk. Je ale potrebné dodať, že obchodovanie na trhoch 
nevyrába žiadnu hodnotu. Ide len o premiestňovanie finančných zdrojov. To v praxi 
znamená, že ak jeden obchodník urobil obchod, pri ktorom zinkasoval zisk, iný 
obchodník pri tomto obchode utrpel stratu. 
 Obchodník sa snaží čo najlepšie predpovedať dianie na danom finančnom trhu, 
aby vedel kedy je vhodné obchod realizovať. Hlavným miestom takéhoto obchodu je 
burza. V poslednej dobe sa tento typ obchodovania stále viac rozvíja. Kedysi bolo 
obchodovanie na burze o spoločnom stretnutí obchodníkov na jednom mieste, kde 
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vzájomne uzatvárali obchody. Aktuálne do predpovede vývoja trhov zasahujú aj vedné 
odbory ako napríklad štatistika či informatika.  
 Informačný rozmach, ktorý momentálne zažívame je taktiež využitý týmto 
smerom. Mnoho maklérskych domov vyvíja vlastné expertne systémy, ktoré by mali 
dopomôcť k úspechu na finančných a kapitálových trhoch. Nejde len o klasické 
technické analýzy vývoja minulých období, ale aj o zapojenie informačných 
technológii. Ide hlavne o nástroje umelej inteligencie, ktoré sú schopné spracovať veľké 
množstvo dát a zároveň objaviť na prvý pohľad neexistujúce závislosti. Pôsobenie 
psychologických faktorov, ktoré značne ovplyvňujú rozhodovanie obchodníka, nie je 
súčasťou nástrojov výpočtovej techniky v predikcii trhov. Je teda otázne, či je tento fakt 
priaznivý alebo nie. 
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1 Vymedzenie problému a cieľa práce 
 Cieľom tejto práce je vytvorenie nástroja na predikciu vývoja trhu, ktorý bude 
hlavnou funkčnou pomôckou pre rozhodovanie obchodníka na poli obchodovania 
prostredníctvom burzy. 
 Aby sme mohli prejsť k návrhu vlastného riešenia je potrebné si ozrejmiť 
problematiky, s ktorými sa v tejto práci stretneme. Jednou z nich budú teoretické 
základy z oblasti investovania na finančných trhoch (jednotlivé analýzy) a druhou budú 
základné princípy prostriedkov umelej inteligencie. 
 Po osvojení si poznatkov z obidvoch oblastí prejdeme k zostavovaniu funkčného 
modelu. Správnou implementáciou by sme mali dôjsť k takému riešeniu, ktorý poskytne 
dostatočne úspešnú predikciu zvoleného trhu. Čím vyššia bude úspešnosť predikcie, 
tým bude aj riziko uzatvorenia obchodu nižšie. Takýto nástroj by mohol byť veľmi 
nápomocný pri rozhodovaní obchodníka, ktorý chce svoj voľný kapitál zhodnotiť 
takýmto spôsobom. 
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2 Teoretické východiská práce 
 Prvá časť tejto kapitoly nám prinesie viac svetla do problematiky finančných 
trhov. Spočiatku pôjde o všeobecnú definíciu finančného trhu a neskôr sa zameriame na 
niektorý z nich, ktorý si dôkladne popíšeme. Zoznámime sa taktiež s rôznymi 
technikami analýzy trhov, z ktorých si vyberieme pár, pre zostavenie nami navrhnutého 
funkčného modelu. 
 V druhej časti kapitoly sa zoznámime s prostriedkami umelej inteligencie, ktoré 
sú aktuálne najpoužívanejšie a najvhodnejšie pre predikciu diania na zvolenom trhu. 
Súčasťou tejto problematiky bude prehlbovanie znalostí z oblasti dolovania dát, tzv. 
datamining, a používania prostriedkov umelej inteligencie pre riešenie zložitých 
problémov, tzv. softcomputing. 
 Výsledkom celej tejto kapitoly by mali byť teoretické základy z oboch oblastí, 
ako ekonomickej tak z oblasti informačných technológií, ktoré budú podkladom pre 
vytvorenie funkčného modelu predikcie na finančných trhoch. 
2.1 Finančné trhy 
 Na finančnom trhu sa peňažné úspory z hľadiska ich pôvodných vlastníkov 
menia na finančné investície. Voľné peňažné prostriedky sú vymieňané za finančné 
nároky, obvykle vo forme cenných papierov, za tzv. finančné aktíva. Finančným 
aktívom rozumieme nárok na príjem alebo imanie koncového užívateľa voľných 
zdrojov finančného trhu, predstavovaný spravidla certifikátom, príjmovým dokladom 
alebo iným právnym dokumentom [2]. 
 T.S. Maness tvrdí, že finančný trh je mechanizmus, prostredníctvom ktorého 
plynú úspory jedného sektora ekonomiky do iného sektora ekonomiky [3].  
 Podľa amerického ekonóma F. Mishkina je finančný trh systémom 
ekonomických nástrojov, inštitúcii a vzťahov, ktorý sústreďuje, rozmiestňuje 
a prerozdeľuje peňažné prostriedky medzi ekonomické subjekty na základe ponuky 
a dopytu [4].  
 Finančný trh je možné systematizovať z rôznych hľadísk. Najčastejšie jeho 
členenie vychádza z jednotlivých druhov finančných inštrumentov, s ktorými sa na 
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jednotlivých segmentoch finančného trhu obchoduje. Táto podkapitola čerpá zo zdrojov 
[1, 5, 6]. 
2.1.1 Funkcie finančného trhu 
 Finančný trh plní štyri základné funkcie: 
 Akumulačná funkcia – ide o sústreďovanie dočasne voľných peňažných 
prostriedkov zo všetkých zdrojov 
 Alokačná funkcia – pod alokáciou rozumieme umiestnenie peňažných 
prostriedkov tak, aby boli čo najviac zhodnotené 
 Prerozdeľovacia funkcia – ide o sprostredkovanie zmeny držby 
(vlastníckych práv) finančných nástrojov a zabezpečenie likvidity 
cenných papierov 
 Selektívna funkcia – zabezpečuje rovnováhu medzi úsporami 
a investíciami, čo znamená, že urýchľuje zánik neperspektívnych 
subjektov a podporuje rozvoj životaschopných subjektov. 
2.1.2 Členenie finančného trhu 
 Finančný trh možno deliť podľa viacerých hľadísk a nimi sú: 
 Z časového hľadiska 
 Peňažný trh – trh s krátkodobými finančnými nástrojmi 
 Kapitálový trh – trh s dlhodobými finančnými nástrojmi 
 Z hľadiska opakovanosti obchodovania s cennými papiermi 
 Primárny trh - obchoduje sa na ňom s novými cennými papiermi, ktoré 
sú na trhu po prvýkrát a sú práve emitovanými. Emitent cenných papierov 
tu získava prostriedky na investovanie 
 Sekundárny trh - je to trh starých cenných papierov, obchoduje sa na 
ňom už s emitovanými cennými papiermi. Emitent cenných papierov už 
na tomto trhu nezískava ďalšie prostriedky. Hlavnou úlohou 
sekundárneho trhu je zabezpečenie likvidity cenných papierov a určenie 
cien cenných papierov, ktoré emitent predáva na primárnom trhu. Čím 
vyššie sekundárny trh oceňuje firmu, tým bude vyššia cena cenného 
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papiera na primárnom trhu. Sekundárne trhy sa potom môžu ďalej deliť 
podľa organizovanosti (popísané nižšie). 
 Z vecného (predmetového) hľadiska 
 Peňažný trh – stretáva sa na ňom ponuka a dopyt po krátkodobých 
peňažných prostriedkoch a cenných papieroch, ktorých platnosť 
nepresahuje dobu jedného roka 
 Kapitálový trh – tu sa stretáva ponuka a dopyt po strednodobom 
a dlhodobom kapitále a CP s platnosťou presahujúcou jeden rok 
 Devízový trh – ide o trh, na ktorom sa obchoduje s devízami 
(konvertibilné meny) a  cennými papiermi, ktoré sú v týchto menách 
vydávané 
 Trh zlata a drahých kovov – trh, na ktorom sa stretáva ponuka a dopyt 
po drahých kovoch ako sú zlato, striebro, platina, atď. 
 Poistný trh – na tomto trhu účinkuje ponuka poistnej ochrany a dopyt 
ekonomických subjektov po týchto službách, ktorými sa snažia znížiť 
mieru rizika a touto službou je poistenie 
 Z hľadiska organizovanosti 
 Neorganizovaný – na základe inzerátov 
 Organizovaný – formou burzy či mimoburzových voľne prístupných 
trhov 
 Z hľadiska účastníkov na finančnom trhu, resp. inštitúcii 
 Bankový trh 
 Medzibankový trh 
 Mimobankový trh 
 Burzový trh 
 Mimoburzový trh 
 Z teritoriálneho hľadiska 
 Národný trh 
 Medzinárodný trh 
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2.2 Vybrané trhy obchodovania 
 V tejto práci sa zameriame na trh komodít. V nasledujúcich podkapitolách sa 
s týmto trhom oboznámime viac a vysvetlíme si ako tento trh funguje. Celosvetový trh 
komodít je veľmi veľký a patrí mu titul najväčšieho nefinančného trhu sveta [7].  
 Ani si to poriadne neuvedomujeme, no s komoditami prichádzame do kontaktu 
každý deň. Niektorí z nás ju nielen nakúpia, ale takisto predajú v inom obchode. 
 Komodity sú zjednodušene suroviny. Väčšina základných surovín okolo nás ako 
napríklad pšenica, ovos, bravčové či hovädzie mäso, ale aj ropa, zlato či bavlna, sa 
súhrnným názvom volajú komodity. 
 Obchodovanie s komoditami neznamená, že musíme vlastniť obchod so 
zeleninou či obilninami. Komoditné obchodovanie nemá v skutočnosti s bežným 
predajom surovín nič spoločné. Toto obchodovanie prebieha na úrovni špekulovania 
tzv. tradingu. Myšlienka síce ostáva podobná, že nákup a predaj surovín (komodít), aby 
sme mohli inkasovať zisk, no spôsob akým sa to vykonáva je diametrálne odlišný od 
pôvodného. V podstate nám na tento druh obchodovania postačí počítač a telefón. 
 V našich podmienkach sa komoditnému obchodovaniu hovorí aj termínové 
obchodovanie, častejšie anglicky futures trading. Na rozdiel od obchodovania s akciami 
sa pri komoditnom obchodovaní obchoduje s určitým termínom dodania, ktorý značí 
termín dodania nakúpenej komodity. Obchod je spečatený zmluvou tzv. futures 
kontrakt, ktorou sa dodávateľ zaväzuje dodať určité, zmluvou dané, množstvo 
zakúpenej komodity. Zároveň sa kupujúci zaväzuje odobrať dodávku komodity za 
vopred dohodnuté podmienky, stanovené v spomínanej zmluve (množstvo, cenu 
atď.) [8].  
2.3 Druhy analýz na vybraných trhoch 
 Subjektmi na jednotlivých trhoch sú obchodníci. Tí sa snažia analyzovať ako 
aktuálnu situáciu tak aj históriu trhu a predvídať jeho ďalšie smerovanie. Inak sa im 
hovorí aj špekulanti.  
 Existuje viacero druhov analýz, ktoré vo všeobecnosti obchodníci využívajú. 
Každý špekulant si vyberie tie, ktoré mu najviac vyhovujú, sú s nimi najviac stotožnení 
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a najviac im veria. V nasledujúcich podkapitolách si uvedieme základné rozdelenie 
analýz a popíšeme si ich podstatu. Táto podkapitola čerpá zo zdrojov [8, 9, 10]. 
2.3.1 Technická analýza 
 Touto analýzou sa zaoberajú prevažne malí obchodníci. Vychádza zo štúdií 
grafov, ktoré obsahujú celú históriu ceny danej komodity. V grafoch hľadajú opakujúce 
sa vzory, indikátory, trendy či iné formácie, ktoré by im bližšie vedeli napovedať, ako 
a bude trh chovať v najbližšom období. Pracuje hlavne s grafmi trhov, ktoré zobrazujú 
pohyb cien. Grafy je možné zobrazovať podľa dĺžky sledovaného obdobia. Môže sa 
jednať o pohyb cien v časovom úseku 1 minúta, 5 minút, 30 minút, 1 hodina, 4 hodiny, 
1deň, 1 týždeň, 1 mesiac či 1 rok. Najčastejšie používaným grafom je tzv. čiarový graf 
(angl. bar chart), ktorý je vidieť na nasledujúcom obrázku. 
 
Obrázok č. 1 Čiarový graf (zdroj: [11]) 
Skladá sa z „čiarok“, ktoré znázorňujú zvolené časové obdobie. Každá z nich obsahuje 
4 informácie, resp. ceny ktoré sa týkajú daného časového intervalu: 
 Open – otváracia cena – cena, za ktorú sa daná komodita začala obchodovať 
 Close – zatváracia cena – cena komodity, pri ktorej bolo obchodovanie 
ukončené 
 High – maximálna cena – najvyššia dosiahnutá cena za zvolený časový interval 
 Low – najnižšia cena – najnižšia úroveň ceny komodity za zvolene obdobie 
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Maximálna cena
(High)
Otváracia cena
(Open)
Uzatváracia cena
(Close)
Minimálna cena
(Low)
 
Obrázok č. 2 Informácie o jednom obchodovanom období (zdroj: [12]) 
 Komodity nie je možné nakupovať a predávať náhodne. Je potrebné s nimi 
obchodovať s rozvahou a len vtedy ak na to je dôvod. Takým dôvodom býva logicky 
väčšinou zisk, ktorý chceme inkasovať. Základným predpokladom na to, aby sme 
predpokladaný zisk inkasovali je správne odhadnutie trhu. Komoditný trh je 
nepredvídateľný, preto nikdy neexistuje istota, že trh pôjde takým smerom, akým 
predpokladáme. Existuje ale určitá pravdepodobnosť, s ktorou dokážeme trh správne 
odhadnúť. Z toho vyplýva, že čím je táto pravdepodobnosť väčšia, tým je väčšia šanca, 
že obchod bude ziskový. Na to aby pravdepodobnosť odhadu bola čo najvyššia, 
využívajú obchodníci rôzne technické formácie, ukazovatele a indikátory. 
 Technické formácie, ukazovatele a indikátory  sú nástroje, ktoré nám hovoria, 
kedy máme vstúpiť do trhu a kedy z neho naopak vystúpiť tak, aby sme mali čo 
najväčšiu pravdepodobnosť, že náš obchod bude ziskový. Existujú desiatky 
najrôznejších formácií, ukazovateľov a indikátorov, ktoré sú využívané mnohými 
obchodníkmi. Záleží aj na povahe obchodníka, aká kombinácia mu najviac vyhovuje 
a bude ju využívať pri svojom obchodovaní. V nasledujúcom texte si uvedieme pár 
základných, najčastejšie používaných indikátorov v technickej analýze. Pôjde prevažne 
o nástroje, ktoré využívajú ako podklad pre rozhodovanie grafy trhov. 
2.3.1.1 Support a rezistencia 
V tomto prípade sa jedná o body nachádzajúce sa v grafe, kde cena vzdorovala 
ďalšiemu rastu či poklesu. Inak povedané sú to bariéry ďalšieho postupu. Čím je viac 
dní, keď cena stagnuje, tým silnejšia je bariéra. 
Support je teda cena, pod ktorú nechce nikto predávať. Je to určitá podlaha, resp. 
spodná hranica, ktorú je veľká väčšina obchodníkov ochotných prijať ako minimálnu 
a pod ktorú sa obchodníci zdráhajú predávať.  
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Rezistencia je analogický opak a teda určitý strop, resp. najvyššia cena, ktorú je väčšina 
obchodníkov za nákup danej komodity ochotných zaplatiť. 
 
Obrázok č. 3 Príklad zobrazenia supportu a rezistencie na čiarovom grafe (zdroj: [25]) 
Ako je vidieť na obrázku, trh sa teda od supportu resp. rezistencie môže buď odraziť, 
alebo ju naopak preraziť. Väčšinou potom nasleduje prudký pohyb. 
2.3.1.2 Kĺzavé priemery 
Jednoduchý kĺzavý priemer (angl. Simple Moving Averages, skr. SMA) patrí k jednej zo 
základných a veľkým množstvom obchodníkov používaných vstupných i výstupných 
stratégií. Často sa kombinuje s ďalšími stratégiami a býva pomerne spoľahlivým 
nástrojom. 
 V podstate sa jedná o priemer niekoľkých posledných uzatváracích cien (close). 
Jednoduchý kĺzavý priemer sa vypočíta ako  
       
 
 
∑   
 
    (1) 
kde n je počet dní, pre ktoré je jednoduchý kĺzavý priemer počítaný a Pt je uzatváracia 
cena. 
 Nevýhodou SMA je, že pokiaľ je stará cena, ktorá je pri nasledujúcom výpočte 
vypustená, extrémne vysoká, potom SMA poklesne a naopak ak je veľmi nízka SMA 
vzrastie. Ani jedna z týchto zmien nemá nič spoločné s reálnou situáciou na trhu. 
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 Druhou modifikáciou kĺzavého priemeru je vážený kĺzavý priemer (angl. 
Weighted Moving Average, skr. WMA), ktorý rozlišuje medzi dôležitosťou hodnôt 
rôzneho veku. Najnovším hodnotám priradzuje najväčšiu váhu, ktorá smerom do 
minulosti klesá. 
       
 
      
 ∑            
   
     (2) 
 Exponenciálny kĺzavý priemer (angl. Exponential Moving Average, skr. EMA) je 
treťou alternatívou a dáva podobne ako WMA najväčšiu váhu najnovším hodnotám, no 
zároveň berie v úvahu všetky minulé dáta a to aj tie, ktoré už nespadajú do uvažovanej 
časovej periódy. Váhy rastú exponenciálne, pričom váha priradzovaná najnovšej 
hodnote je označovaná ako vyhladzovací faktor (angl. smoothing factor). 
 Pre výpočet EMA potrebujeme predchádzajúcu hodnotu EMA. Na úplnom 
začiatku môžeme namiesto EMA použiť klasický SMA. Potom je výpočet nasledujúci: 
                           (3) 
kde    
 
   
 je vyrovnávacia konštanta – vyhladzovací faktor. 
  Posledný typ kĺzavého priemeru je trojuholníkový kĺzavý priemer (angl. 
Triangular Moving Average, skr. TMA), ktorý priradzuje najväčšiu váhu hodnotám 
uprostred počítanej periódy. Váhy potom klesajú rovnakou mierou jak smerom do 
minulosti tak do prítomnosti. Výpočet sa môže mierne líšiť podľa toho či je veľkosť 
periódy párne alebo nepárne číslo: 
Pre        (n je nepárne) 
      
 
  
(∑          
   
    ∑              
   
   )  (4) 
Pre      (n je párne) 
      
 
      
(∑          
   
    ∑            
   
   ) (5) 
 
 V platformách a aplikáciách, ktoré umožňujú obchodovanie existuje nástroj, 
ktorý kĺzavé priemery priamo vykreslí do grafu vo forme krivky, takže obchodník 
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počítať nič nemusí. Signálom kedy by mal obchodník vstúpiť či vystúpiť z obchodu je 
situácia keď cena na grafe pretne kĺzavý priemer. Obchodné systémy používajú aj 
kombináciu viacerých druhov kĺzavých priemerov s rôznym časovým intervalom. 
2.3.1.3 Trendové čiary 
Trendové čiary (angl. trendlines) patria takisto k základným nástrojom technickej 
analýzy. Vychádzajú z teórie, že trhy majú tendenciu tvoriť neustále, rôzne dlho 
trvajúce, stúpajúce či klesajúce trendy. Tie je potom možné určitým jednoduchým 
spôsobom merať a označovať s pomocou jednoduchých čiar, ktorým sa hovorí trendové 
čiary. 
 Trendové čiary sa tvoria prepojením niekoľkých  bodov v grafe. V rastových 
trendoch sa tvoria pomocou prepojenia jednotlivých Low hodnôt na cenových čiarach, 
naopak v prípade klesajúcich trendov s pomocou High hodnôt jednotlivých cenových 
čiar na grafe. 
 Použitie trendovej čiary potom spočíva v skutočnosti, že ak trh prelomí trendovú 
čiaru, je vytvorený nový trend. 
2.3.1.4 Dvojitý vrchol a dvojité dno 
Dvojité dno, či dvojitý vrchol je nie príliš často sa vyskytujúcou, ale zato veľmi účinnou 
formáciou. Základom tejto formácie je psychológia davu. Pokiaľ cena vytvorí nový 
vrchol či nové dno, z ktorého vytvorí korekciu a následne trend nový vrchol či nové dno 
neprekoná, je to signál k tomu, že obchodníci odmietajú obchodovať s ešte vyššou resp. 
nižšou cenou. Následne je potom možné očakávať obrat trendu. 
2.3.1.5 MACD 
Ďalší z ukazovateľov technickej analýzy je indikátor konvergencie (angl. Moving 
Average Convergence Divergence, skr. MACD), ktorý je tvorený dvomi krivkami. Prvú 
z nich dostaneme po odčítaní dlhodobého EMA od krátkodobého EMA a označujeme ju 
ako MACD. Druhú, nazývanú aj signálna krivka (angl. signal line), získame 
vyhladením MACD pomocou ďalšieho EMA. 
                          (6) 
                              (7) 
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kde sú obvykle doporučene hodnoty                 . Avšak je dôležité overiť 
či sú tieto hodnoty pre sledovaný trh optimálne. 
Pokiaľ krivka MACD pretne signálnu krivku zhora, je to signál k predaju. 
Analogicky naopak, ak ju pretne zdola, je to signál k nákupu. Tento indikátor má dosť 
veľké oneskorenie, preto sa neodporúča pre krátkodobé špekulácie, ale je vhodný pri 
obchodovaní s trendom. 
2.3.1.6 Momentum 
Momentum zisťuje zmenu kurzu, čím meria zrýchlenie alebo spomalenie trendu. Berie 
do úvahy, že nový, začínajúci trend je na začiatku veľmi intenzívny, avšak postupne 
stráca na dynamike a po dosiahnutí svojho maxima, resp. minima dochádza k veľmi 
rýchlemu pohybu kurzu opačným smerom, čo znamená nastolenie nového trendu. 
Tento indikátor môže mať absolútnu alebo relatívnu podobu. 
Absolútne momentum 
              (8) 
Relatívne momentum 
     
  
    
  (9) 
Hodnoty indikátorov sa pohybujú okolo oscilačnej línie 0 v prípade AM alebo okolo 
oscilačnej línie 1 v prípade RM. Zvolene rozpätie medzi porovnávanými cenami býva 
väčšinou zvolené v intervale 5 až 25. Čím je tento časový interval väčší, tým je 
indikátor vyrovnanejší a poskytuje menej signálov, naopak pri menšom intervale je 
indikátor citlivejší a poskytuje signálov viac. 
2.3.1.7 Index relatívnej sily – RSI 
Index relatívnej sily (angl. Relative Strength Index, skr. RSI) sa stal jedným 
z najobľúbenejších indikátorov. Jeho podstatou je odhalenie momentov, kedy je 
sledované aktívum (akcia, komodita atď.) príliš drahé alebo príliš lacné a využitie 
týchto okamihov pre obchod. Výpočet je nasledujúci: 
         (
   
    
)  (10) 
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kde 
     
                                         
                                    
  (11) 
Priemer prírastkov znamená súčet prírastkov dnešnej ceny CLOSE oproti včerajšej cene 
CLOSE vydelený počtom dní. Podobne priemer strát znamená súčet strát dnešnej ceny 
CLOSE oproti včerajšej cene CLOSE vydelený počtom dní. 
 Hodnota RSI sa pohybuje medzi 0 až 100. Grafická forma indikátora ma podobu 
oscilátora okolo neutrálnej línie 50 bodov. Najčastejšie používaným spôsobom je taký, 
že hodnoty nad 70 bodov poukazujú na prekúpenosť a hodnoty pod 30 bodov poukazujú 
na prepredanosť aktíva. Predaj je zahájený až v momente, kedy RSI prekročí líniu 70 
bodov smerom nadol a nakupujeme, keď prekročí líniu 30 bodov smerom nahor. 
Dovtedy môže mať trh veľmi silný trend a preto nie je vhodné vstupovať do obchodov 
ihneď po prerazení RSI indikátora do hraníc prekúpenosti a prepredanosti. Signál 
k predaju alebo k nákupu môže byť takisto aj pokles či rast RSI pod, resp. nad hranicu 
50 bodov. 
2.3.1.8 Stochastik 
Konštrukcia indikátora stochastik (angl. Stochastic Oscillator) vychádza z predpokladu, 
že v období rastúceho trendu ma uzatváracia cena tendenciu približovať sa k dennému 
maximu a naopak v období klesajúceho obdobia k dennému minimu. stochastik teda 
sleduje vzťah uzatváracej ceny v posledný deň zvolenej periódy a obchodného rozpätia 
počas tejto periódy. 
 Je zložený z dvoch kriviek: 
Rýchla krivka: 
     
     
     
     (12) 
a pomalá krivka, ktorá sa vypočíta ako SMA s dĺžkou m z prvej krivky: 
                  (13) 
kde m je dĺžka periódy počítaného SMA (obvykle m=3). 
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Pomocou vyššie uvedených vzorcov vypočítame tzv. rýchly stochastik. Tento indikátor 
má ešte druhy spôsob vyjadrenia a to tzv. pomalý stochastik. Výpočet pre krivku %K 
(pre tento výpočet označenú %KS) je u pomalého stochastiku nasledujúci: 
     
∑ (         )
   
   
∑ (         )
   
   
  (14) 
Pôvodná krivka %K je vlastne nahradená svojím kĺzavým priemerom o dĺžke periódy k. 
Obvyklá hodnota je k=3. Výpočet krivky %D je rovnaký a počíta sa z %KS. 
Stochastik má niekoľko interpretácií. 
 Analýza divergencií – Signálom na predaj je situácia, keď cena dosiahne vrchol, 
následne klesne a tesne potom dosiahne opäť vrchol, ktorý je vyšší než ten 
predchádzajúci. V tom istom čase krivka %D vzrastie a potom klesne, vytvorí 
podobný vrchol, následne znova vzrastie aby napodobnila druhy vrchol avšak 
tento už nebude tak vysoký ako vrchol prvý. Potvrdenie signálu je preťatie 
krivky %D krivkou %K zhora. Analogicky je to so signálom pre nákup, avšak 
pravdepodobnosť úspechu signálov pre nákup je 10 až 15% zatiaľ čo pre predaj 
je to 85 až 90%. 
 Ak krivka %D vzrastie nad hornú hranicu a potom sa vráti späť pod hranicu, 
môže to signalizovať  signál k predaju. Naopak za nákupný signál sa dá 
považovať pokles krivky %D pod dolnú hranicu a návrat späť nad túto hranicu 
Obvyklé hodnoty hornej a dolnej hranice sú 70 - 30, 75 - 25, alebo 80 - 20. 
 Preťatie krivky %K krivkou %D zdola značí signál k predaju. Analogicky 
preťatie %K krivkou %D zhora značí signál k nákupu 
 Signál zvratu – pokiaľ sa dlhšiu dobu pohybuje krivka %K v pomerne rovnakom 
smere a náhle prudko zmení smer cca o 2 až 12 %, jedná sa o signál, že dôjde 
k zmene trendu. 
Nevýhoda indikátora stochastik je pri jeho použití na trhoch so silným trendom, kde 
ponúka signály k predaju, resp. nákupu, zatiaľ čo trend pokračuje ďalej rovnakým 
smerom. 
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2.3.2 Fundamentálna analýza 
 Fundamentálni obchodníci sa pri svojom rozhodovaní riadia ponukou a dopytom 
konkrétnej komodity. Sledujú zásoby, počasie a iné faktory, ktoré môžu vplývať na 
cenu sledovanej komodity. Táto analýza vyžaduje detailné vedomosti o obchodovanej 
komodite. Obchodník, ktorý využíva túto analýzu, sa väčšinou venuje len pár 
komoditám, ktoré podrobne sleduje. 
 Celý rad teoretických úvah vo fundamentálnej analýze je založený na indikátore 
nazvanom súčasná hodnota (angl. present value, PV). Pomocou súčasnej hodnoty sa 
určuje veľkosť investície uskutočnenej dnes, ktorá je zaisťovaná platbami v budúcich 
obdobiach. Namiesto akumulovania, ktoré je využívane v bankách a sporiteľniach, 
prichádza u súčasnej hodnoty v úvahu diskontovanie v závislosti na úrokovej miere 
[13].  
2.3.3 Psychologická analýza 
 Psychický stav obchodníkov všeobecne hrá na trhoch významnú úlohu a to hneď 
v dvoch významoch. Jednak ako súčasť obchodného aktu a jednak ako prvok davovej 
psychózy obchodujúcej skupiny ľudí. Psychický stav obchodníka ma teda nemalý vplyv 
na jeho obchodnú taktiku, stratégiu a z toho vyplývajúci úspech. 
2.4 Umelá inteligencia a jej formy 
 Umelá inteligencia (angl. artifical intelligence, skr. AI) je bezprostredne spojená 
s rozvojom hardwaru a softwaru výpočtových systémov. O ich rozvoj sa zaslúžili tri 
významné osobnosti: zakladateľ kybernetiky Norbert Wiener (1894-1964), matematik 
a autor myšlienky počítačovej architektúry John von Neumann (1903-1957) a britský 
matematik a logik A. M. Turing (1912-1954).  
 Čo sa týka spojenia umelej inteligencie a financií resp. investovania, finančné 
aktíva majú charakter ako transformácie akýchkoľvek iných dát zo vstupu na výstup. 
Existuje mnoho technológii, využívaných v tejto oblasti no najčastejšie používanými sú  
umelé neurónové siete (angl. Neural Networks, skr. NN), genetické algoritmy (angl. 
Genetic Algorithm, skr. GA) a systémy pracujúce na princípe fuzzy logiky (angl.  fuzzy 
logic). V nasledujúcich podkapitolách si jednotlivé technológie bližšie popíšeme. V 
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samotnej implementácii som využil iba oblasť neurónových sietí, preto ju v 
nasledujúcom texte na rozdiel od ostaných dvoch popíšem podrobnejšie [13]. 
2.4.1 Neurónové siete 
 Táto technológia ponúka obchodníkom a investorom riešenie klasifikačných 
a predikčných úloh. Na kapitálových trhoch ide o prácu s časovými postupnosťami cien, 
objemami obchodných transakcií ale aj fundamentálnymi premennými týkajúcich sa 
spoločnosti. Predikciu pomocou neurónových sietí je možné doplniť indikátormi 
popísanými v podkapitole technická analýza. Táto kapitola čerpá zo zdrojov [13, 14, 
16]. 
 Definícií neurónových sietí je veľké množstvo, no všetky sa zakladajú na 
princípe biologického neurónu. Biologické neuróny majú zložitejšiu štruktúru a funkcie 
v porovnaní s umelými neurónmi nachádzajúcimi sa v umelých neurónových sieťach. 
Ich porovnanie je možné len z hľadiska základných princípov ich fungovania. Obidva 
neuróny majú spoločný fakt, že sú to systémy so vstupmi i výstupmi. 
 Biologický neurón, ktorý je zobrazený na obrázku č. 4 sa skladá z nasledujúcich 
častí: 
 Dendrit (angl. dendrite), - je to výbežok buniek, ktorý vedie podráždenie 
smerom do bunky. Je ich väčší počet a bývajú bohato rozvetvené. 
 Axon (angl. axon) – je výstupom bunky a vedie nervové podráždenie smerom 
von z bunky. Býva väčšinou jeden a môže byť na konci rozvetvený. 
Ostatné časti: telo bunky (angl. soma), jadro bunky (angl. nucleus), myelínova pošva 
(angl. myelin sheath), axonálne zakončenie (angl. axonal terminal button). 
 
Obrázok č. 4 Biologický neurón (zdroj:[15]) 
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Umelý neurón zobrazený na obrázku č.5 je založený na princípe biologického neurónu. 
Vstupným informáciám sú priradené váhy (angl. weights). Odčíta sa prahová hodnota 
(angl. treshold) a prenosovou funkciou (angl. transfer function) sa signál transformuje 
na výstupný signál, ktorý postupuje k ďalším neurónom v skrytej, či výstupnej vrstve. 
∑
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Obrázok č. 5 Schéma umelého neurónu (zdroj: [16]) 
 x0, x1, ... xn – vstupy neurónu 
 w0, w1, ... wn – váhy jednotlivých vstupov 
 Σ – sumačný člen 
 f – prenosová funkcia  
 y – výstup neurónu 
2.4.1.1 Prenosové funkcie 
Dôležitou časťou každého neurónu je prenosová  funkcia. V tejto podkapitole uvedieme 
niekoľko základných  typov transformačných funkcií, ich priebeh, značku a význam. 
Hard-limit transfer function 
Jedná sa o jednoduchú funkciu, ktorej výstup môže nadobúdať hodnoty buď 1 alebo 0. 
               {
             
              
 (15) 
a
n
0
+1
-1
a = hardlim(n)
 
Obrázok č. 6 Graf charakteristiky prenosovej funkcie hardlim(n) (zdroj: [16]) 
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Symmetric Hard-Limit transfer function 
Podobne ako predchádzajúca funkcia, no výstupom môže byť 1 alebo -1. 
                {  
              
                
 (16) 
a
n
0
+1
-1
a = hardlims(n)
 
Obrázok č. 7 Graf charakteristiky prenosovej funkcie hardlim(n) (zdroj: [16]) 
Log-Sigmoid transfer function 
Výstupom tejto funkcie je hodnota z intervalu 0 a 1. Výsledok sa vyjadrí podľa 
nasledujúceho matematického vzorca: 
             
 
       
  (17) 
a
n
0
+1
-1
a = logsig(n)
 
Obrázok č. 8 Graf charakteristiky prenosovej funkcie logsig(n) (zdroj: [16]) 
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Positive Linear transfer function 
Táto funkcia vracia výstup rovnaký ako vstup ak je vstup väčší alebo rovný 0 inak 
vracia 0 ak je vstup menší alebo rovný 0. 
  
              {
            
              
 (18) 
a
n
0
+1
-1
+1
a = poslin(n)
 
Obrázok č. 9 Graf charakteristiky prenosovej funkcie poslin(n) (zdroj: [16]) 
Linear transfer function 
Táto jednoduchá lineárna funkcia prevádza vstup na výstup. 
                 (19) 
a
n
0
+1
-1
a = purelin(n)
 
Obrázok č. 10 Graf charakteristiky prenosovej funkcie purelin(n) (zdroj: [16]) 
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Radial Basis transfer function 
Výstup tejto funkcie sa vyjadrí podľa nasledujúceho matematického vzorca: 
                
 
  (20) 
a
n0,0
1,0
+0,833-0,833
0,5
a = radbas(n)
 
Obrázok č. 11 Graf charakteristiky prenosovej funkcie radbas(n) (zdroj: [16]) 
Hyperbolic tangent sigmoid transfer function 
Nelineárna prenosová funkcia, ktorej výstup nadobúda hodnoty z intervalu -1 a 1.  
             
 
      
 
 
    (21) 
a
n
0
+1
-1
a = tansig(n)
 
Obrázok č. 12 Graf charakteristiky prenosovej funkcie tansig(n) (zdroj: [16]) 
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Triangular basis transfer function 
Výstupom tejto prenosovej funkcie je určený podľa nasledujúceho matematického 
vyjadrenia: 
              {
                      
                                                                         
  (22) 
a
n
0
+1
-1
+1-1
a = tribas(n)
 
Obrázok č. 13 Graf charakteristiky prenosovej funkcie tribas(n) (zdroj: [16]) 
2.4.1.2 Architektúra neurónových sietí 
Pri spojení dvoch a viacerých neurónov medzi sebou dostávame tzv. vrstvu, ktorá je 
súčasťou celej neurónovej siete. Celá neurónová sieť tak môže obsahovať niekoľko 
takých vrstiev.  
Príklad jednovrstvovej neurónovej siete je na  nasledujúcom obrázku. 
Σ f
Σ 
Σ 
f
f
p1
p2
p3
p4
pR
b1
b2
bS
n1
n2
ns
a1
a2
aS
w1,1
wR,R
 
Obrázok č. 14 Schéma jednovrstvovej neurónovej siete (zdroj: [16]) 
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kde: 
 R – počet prvkov vstupného vektoru 
 S – počet neurónov vo vrstve 
 Σ – sumačný člen neurónu 
 f – prenosová funkcia neurónu 
 a – vektor výstupných hodnôt 
 b – prahová hodnota 
V tejto sieti je každý prvok zo vstupného vektora p pripojený na každý vstup neurónu 
s váhou w, ktorá prislúcha danému pripojeniu. Prvky vstupného vektoru teda vstupujú 
do siete cez váhovú maticu W: 
    [
            
            
    
            
]  (23) 
Podľa indexov jednotlivých váh je možné identifikovať o aký vstup a neurón ide. 
Napríklad váha w3,2 nám hovorí, že ide o váhu spojenia tretieho prvku vstupného 
vektora a druhého neurónu v sieti. 
W
b
Σ f
p
R x 1
S x R
S x 1
1
n
S x 1
a
S x 1
S
R
Vstup Vrstva 1
a = f (Wp + b)
 
Obrázok č. 15 Vektorová schéma jednovrstvovej neurónovej siete (zdroj: matlab guide) 
Na predchádzajúcom obrázku je zobrazený vektor vstupných prvkov s veľkosťou R, 
váhová matica W s veľkosťou S x R, vektor b s veľkosťou S a výstupný vektor 
a s veľkosťou S. Jedna vrstva neurónov teda obsahuje váhovú maticu, operácie 
násobenia, sumačné členy, vektor hodnôt b  a prenosové funkcie.  
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 Jednovrstvová neurónová sieť na obrázku 15 sa inak nazýva perceptrón 
a najčastejšie sa využíva na dichotomickú klasifikáciu, t.j. rozdelenie do dvoch tried, pri 
ktorých sa predpokladá, že sú lineárne separovateľné v priestore vstupov. 
2.4.1.3 Viacvrstvová neurónová sieť 
Existujú aj tzv. viacvrstvové siete, ktoré majú zložitejšiu štruktúru. Špeciálne v nej je 
potrebné rozlišovať 2 druhy váhových matíc. Jednak maticu spájajúcu vstupy 
a neurónovú sieť a jednak váhové matice medzi jednotlivými vrstvami. Je preto dôležité 
rozlíšiť zdroj a cieľ pre jednotlivé váhové matice. V schéme pre viacvrstvovú 
neurónovú sieť je preto nutné vyznačovať aj indexy pre zdroj a cieľ danej váhovej 
matice ako je to uvedené na nasledujúcom obrázku. 
IW1,1
b1
Σ f1
p
R x 1
S1 x R
S1 x 1
1
n1
S1 x 1
a
S1 x 1
S1
R
Vstup Vrstva 1
a1 = f1(IW1,1p + b1)
 
Obrázok č. 16 Vektorová schéma viacvrstvovej neurónovej siete (zdroj: [16]) 
Ako je na obrázku znázornené, váhová matica pripojená k vstupnému vektoru p je 
označená ako vstupná váhová matica IW1,1, ktorá má zdroj 1 (druhý index) a cieľ 1 
(prvý index). Prvky vrstvy 1, ako sú jej prahové hodnoty, vstup a výstup siete sú 
označené horným exponentom 1, pretože sú spojené s prvou vrstvou. 
 Neurónová sieť môže obsahovať niekoľko takýchto vrstiev. Každá vrstva ma 
teda svoju váhovú maticu W, vektor prahových hodnôt b a vektor výstupných hodnôt a. 
Aby sa jednotlivé časti odlíšili, je príslušný parameter danej vrstvy označený horným 
indexom. Na ďalšom obrázku je uvedený príklad trojvrstvovej neurónovej siete. 
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a1 = f1(IW1,1p + b1) a2 = f2(LW2,1a1+ b2) a3 = f3(LW3,2a2+ b3)  
Obrázok č. 17 Schéma trojvrstvovej neurónovej siete (zdroj: [16]) 
 Sieť na obrázku obsahuje R1 vstupov, S1 neurónov v prvej vrstve, S2 neurónov 
v druhej vrstve atď. Z toho je jasne, že jednotlivé vrstvy siete môžu mať rôzny počet 
neurónov. Výstupy vrstiev, okrem výstupnej vrstvy, sú vstupmi ďalšej siete. Vrstvy vo 
viacvrstvovom modeli neurónovej siete delíme na skryté vrstvy (angl. hidden layers, na 
obrázku vrstva 1 a 2) a výstupnú vrstvu (angl. output layer, vrstva 3). Niektoré definície 
ešte odlišujú vstupnú vrstvu od skrytých a celkovo tak delia vrstvy siete na 3 typy 
(vstupná vrstva, skryté vrstvy a výstupná vrstva).  
2.4.1.4 Delenie neurónových sietí 
Vo všeobecnosti delíme neurónové siete do dvoch základných skupín [17, 18]: 
a) dopredné NN – angl. feed-forward NN, skr. FF NN – pri tomto type 
neurónových sietí sa signál šíri po orientovaných synaptických prepojeniach len 
jedným smerom a to od najnižšej vrstvy (vstupu) k najvyššej vrstve (výstupu), 
t.j. dopredu. Obrázok č. 18 a). 
b) rekurentné NN – angl. reccurent NN, skr. RC NN – pri tomto type 
neurónových sieti je zložité určiť, ktorá z vrstiev  je vstupná, resp. výstupná 
pretože vrstva môže byť zároveň vstupnou aj výstupnou. Tento fakt je 
spôsobený tým, že šírenie signálu v neurónovej sieti môže putovať v oboch 
smeroch. Sú dynamické a ich stav sa mení pokiaľ nedosiahnu stav rovnováhy 
a ostávajú v tomto stave, kým sa nezmení vstup a nie je potrebné hľadať nový, 
rovnovážny stav. Obrázok č. 18 b).  
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a) Dopredná neurónová sieť b) Rekurentná neurónová sieť
 
Obrázok č. 18 Základné delenie neurónových sietí (zdroj: [16]) 
2.4.1.5 Trénovanie neurónových sietí 
Trénovanie, resp. učenie neurónovej siete je jednou z najpodstatnejších častí fungovania 
neurónových siete. Algoritmy učenia sa podľa procesu učenia delia do dvoch skupín 
[19, 25]: 
a) Riadené učenie (supervised learning) – „učenie s učiteľom“ – ide 
o učenie, kde neurónová sieť hľadá vzťahy medzi hodnotami vo vektore 
vstupných hodnôt a výstupnou hodnotou. Používa sa na predikciu 
časových radov. 
b) Neriadené učenie (unsupervised learning) – „učenie bez učiteľa“ – 
neurónovej sieti nie je poskytovaná informácia ako ma reagovať na 
prichádzajúce vstupy. Jej učenie závisí iba od učiaceho algoritmu. 
Existuje mnoho pravidiel učenia. Medzi najpoužívanejšie patria: 
 Back Propagation 
 Levenberg-Marquardt 
 Conjugate Gradient Descent 
 Quasi-Newton 
 Quick Propagation 
 Kohonenova adaptácia 
 Voľba vstupov pomocou genetických algoritmov 
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2.4.1.6 Modely neurónových sietí 
Aktuálne existuje veľký počet rôznych typov neurónových sietí, medzi tie 
najpoužívanejšie patria [13]: 
 Lineárne neurónové siete – sú základným jednoduchým modelom neurónovej 
siete. Obsahuje iba 2 vrstvy, transformačná a aktivačná funkcia sú lineárne. 
 Multilayer Perceptrons (MLP) – sú v súčasnosti najviac používaným modelom 
neuronových sietí. Ide viacvrstvovú neurónovú sieť, ktorá učením pomocou 
 učiteľa, to znamená, že na vstup sa okrem vstupných hodnôt privádza aj 
výstupná hodnota. Tento model pracuje s lineárnou transformačnou 
a nelineárnou aktivačnou funkciou sigmoid či tanh.  
 Radial Basis Function (RBF) – ide o architektúru neurónovej siete, ktorá má 
vstupnú a skrytú vrstvu s radiálnymi (umelými) neurónmi a zvyčajne lineárnu 
výstupnú vrstvu. Vrstva s radiálnymi jednotkami (neurónmi) ma exponenciálnu 
aktivačnú funkciu. 
 Generalized Regression Neural Network (GRNN) – je to model, ktorého 
architektúra je určená k riešeniu úlohy, ktorých su rozptýlené riedke vstupné 
data kontinuálne výstupy. 
 Probabilistic Neural Network – probabilistický, pravdepodobnostný model 
neurónovej siete, ktorý sa využíva pre klasifikačné úlohy. Typická štruktúra 
obsahuje tri vrstvy: vstupnú, skrytú (s radiálnymi jednotkami) a výstupnú vrstvu 
lineárnych klasifikačných jednotiek. Môže obsahovať aj štvrtú vrstvu, maticu 
strát (loss matrix) , ktorú sa používa k váženiu pravdepodobnosťou známych 
nákladov nesprávnej klasifikácie. 
 Kohonenova neurónová sieť – ide o model, ktorý pracuje s učením bez učiteľa. 
Je označovaná ako Self-Organizing Feature Maps (SOFM). Má dve vrstvy: 
vstupnú a výstupnú s radiálnymi jednotkami. Sebaorganizujúci rys vytvára 
reakcia výstupu v prípade zmeny na vstupe. Tento model sústreďuje dáta 
s určitými vlastnosťami do zhlukov (angl. clusters) a umožňuje užívateľovi 
redukovať veľkosť vstupného vektoru mapovaním do menšieho počtu zhlukov. 
Môže preto slúžiť k predspracovaniu dát k následnému vstupu do iného modelu 
neurónovej siete. 
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Tabuľka č. 1 Porovnanie modelov neurónových sietí (zdroj: [13]) 
Typ siete Výhoda Nevýhoda 
Lineárna Veľmi rýchly tréning Nerieši nelineárne úlohy 
Probabilistická Veľmi rýchly tréning Veľkosť siete, pomalšia pri riešení úloh 
GRNN Veľmi rýchly tréning Veľkosť siete, pomalšia pri riešení úloh 
MLP Rýchle riešenie úloh Pomalý tréning 
RBF Veľmi rýchly tréning Veľkosť siete, pomalšia pri riešení úloh 
 
2.4.2 Fuzzy logika 
 Fuzzy logika je matematická disciplína, ktorá sa spopularizovala koncom 
osemdesiatych rokov. Najúspešnejšie aplikácie sú v riadení a regulácií, no existujú však 
aplikácie v rozpoznaní obrazu, klasifikácii, rozhodovaní a ďalších oblastiach. Spolu 
s neurónovými sieťami patrí to oblasti umelej inteligencie, preto je potrebné sa s ňou 
oboznámiť. 
 Klasická teória množín definuje množinu ako súbor prvkov s určitými 
vlastnosťami. Prvok potom do množiny jednoznačne patrí alebo nie, ide teda o dva 
stavy – áno alebo nie. V roku 1965 Lofti A. Zadeh americký matematik sformuloval 
teóriu fuzzy množín a fuzzy logiky. Na rozdiel od klasického vnímania množín, t.j. 
dvomi stavmi prvku, sa vo fuzzy logike určuje „ako veľmi“ prvok do množiny patrí 
alebo nie. Nejde teda o dva stavy 0 či 1 („patrí do množiny“/„nepatrí do množiny“), ale 
o uzavretý interval <0;1> („ako veľmi” do množiny patrí). Hodnota z tohto intervalu 
teda vyjadruje príslušnosť daného prvku do množiny (0 - úplné nečlenstvo, 1 - úplné 
členstvo) [19].  
 Fuzzy logika prostredníctvom miery príslušnosti prvku do množiny vyjadruje 
neistotu, vágnosť a nejasnosť členstva prvku do množiny. Pomocou fuzzy logiky je 
možné nájsť riešenie pre daný prípad z pravidiel, ktoré boli definované pre podobné 
prípady. Fuzzy logika sa môže kombinovať napríklad s neurónovými sieťami a vzniknú 
tak tzv. neurofuzzy aplikácie. 
 Tvorba aplikácie na princípe fuzzy logiky zahrňuje 3 základné kroky a to 
fuzzifikácia, fuzzy inferencia a defuzzifikácia. 
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Fuzzifikácia Fuzzy Inferencia Defuzzifikácia
 
Obrázok č. 19 Fázy fuzzy logiky (zdroj: [19]) 
Fuzzifikácia – prevedenie reálnych premenných na jazykové premenné, ktoré 
vychádzajú zo základnej lingvistickej premennej (napr. riziko – žiadne, veľmi nízke, 
nízke, stredné, vysoké, veľmi vysoké, kritické). Stupeň členstva atribútov premennej sa 
vyjadruje matematickou funkciou. Existuje mnoho tvarov členských funkcií, ktoré sa 
najčastejšie objavovali v praxi. Nazývajú sa štandardnými členskými funkciami a sú 
nimi: Λ, π, Z a S a sú zobrazené v tomto poradí na nasledujúcom obrázku. 
 
Obrázok č. 20 Grafy charakteristík členských funkcií (zdroj: [19]) 
Fuzzy inferencia – definícia správania sa systému prostredníctvom pravidiel vo forme 
programovacích jazykov: 
 <Ak> Vstupa <A> Vstupb … Vstupx <Alebo> Vstupy … <Potom>Výstup1 
 Výsledkom fuzzy inferencie je jazyková premenná. V prípade analýzy rizika 
môžu mať atribúty hodnotu vo forme: „žiadne“, „veľmi nízke“, „nízke“, „stredné“, 
„vysoké“ atď., čo môže viesť k rozhodnutiu či napríklad danú investíciu vykonať alebo 
nie. 
Defuzzifikácia – je tretím krokom a prevádza výsledok predchádzajúcej operácie fuzzy 
inferencie na reálne hodnoty. Cieľom defuzzifikácie ja čo najlepšie reprezentovať 
výsledok fuzzy výpočtu. 
2.4.3 Genetické algoritmy 
 Genetické algoritmy (angl. genetic algorithms, skr. GA), sú jedným 
z najvýznamnejších a najčastejšie používaných predstaviteľov evolučných výpočtových 
techník s rôznorodým použitím. Evolučné výpočty sú univerzálne numerické 
vyhľadávacie/optimalizačné metódy využívajúce stochastické javy a kopírujúce 
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prirodzený evolučný proces. Ich základnými nástrojmi sú náhodné zmeny vo 
vlastnostiach jedincov, výber úspešnejších jedincov na úkor menej úspešných  a veľký 
výpočtový objem. Vráťme sa ale späť ku genetickým algoritmom. Táto kapitola čerpá 
zo zdroja [20]. 
2.4.3.1 Objekty v GA 
Reťazec – chromozóm – postupnosť číselných alebo symbolických hodnôt 
reprezentujúca zvolené vlastnosti alebo parametre jedinca z problémovej oblasti. 
Reťazce môžu byť reprezentované pomocou binárnych, celočíselných, reálnych 
číselných hodnôt, symbolických hodnôt ako aj v ich kombinácií. 
Gén – je stavebnou jednotkou reťazca, pod génom možno chápať časti reťazcov, ktoré 
reprezentujú elementárne vlastnosti jedinca. Ak to výslovne neuvedieme inak, budú pod 
génmi chápané jednotlivé elementárne číselné alebo symbolické prvky reťazca. 
Populácia – je skupina zvoleného počtu reťazcov. Matematicky možno populáciu 
chápať ako dvojrozmerné pole, resp. maticu čísel či symbolov alebo ich kombináciu. 
Veľkosť populácie sa môže v priebehu riešenia GA meniť, ale pri väčšine realizácií 
býva konštantná. 
Generácia – je to populácia v istej výpočtovej fáze riešenia GA, prípadne jej poradové 
číslo (tiež výpočtový cyklus algoritmu). 
Účelová funkcia – priraďuje hodnotu každému reťazcu populácie. Predstavuje jadro 
optimalizovaného problému, úlohou je nájsť jej globálny extrém. Účelová funkcia je 
miera toho, čo chceme maximalizovať (napr. zisk, úspešnosť atď.) alebo naopak 
minimalizovať (napr. náklady, riziko atď.). Existujú aj úlohy s viacerými kritériami, 
vtedy ide o multikriteriálnu úlohu. 
Fitness – v terminológii evolučných výpočtov predstavuje mieru vhodnosti, resp. 
úspešnosti jedincov (fit z angličtiny vhodný). Najlepšia fitness v prípade 
maximalizačnej úlohy je čo najväčšia hodnota účelovej funkcie a analogicky v prípade 
minimalizačnej úlohy je to najmenšia hodnota účelovej funkcie 
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2.4.3.2 Operácie s objektmi v GA 
Mutácia je operácia, pri ktorej náhodne zvolený gén (alebo viac génov) náhodného 
reťazca (alebo viacerých reťazcov) v populácii zmení svoju hodnotu na inú náhodnú 
hodnotu z ohraničeného rozsahu hodnôt prehľadávaného priestoru. Mutácie umožňujú 
nachádzať nové riešenia, ktoré sa v populácii ešte nevyskytli. 
Kríženie je operácia, pri ktorej sa dva rodičovské reťazce rozdelia v náhodne zvolenej, 
ale pre oba reťazce rovnakej pozícii či vo viacerých pozíciách a navzájom si vymenia 
jedno s dvoch zodpovedajúcich si častí. Krížením tak vznikajú nové odlišné jedince, 
ktoré nesú niektoré znaky oboch rodičov. 
Výber je procedúra, ktorá z reťazcov populácie v aktuálnej generácii vyberie na základe 
zvolenej stratégie niektoré reťazce, ktoré potom vstupujú do operácií kríženia a mutácie, 
ale aj reťazce, ktoré sa bez zmeny skopírujú do populácie v novej generácii. 
2.4.3.3 Princíp genetických algoritmov 
Skôr než sa genetický algoritmus začne realizovať je nutné uskutočniť pár krokov 
a nimi sú: 
1. Určiť spôsob zakódovania parametrov optimalizovaných objektov do lineárneho 
reťazca. To znamená zvoliť si reprezentáciu hodnôt (binárnu, symbolickú, 
realnečíselnú atď.). 
2. Ohraničiť prehľadávaný priestor riešení (určiť prípustné intervaly hodnôt pre 
každý gén reťazca). Čím užší prehľadávaný priestor bude, tým sa viac urýchli 
riešenie a teda aj skráti čas na jeho nájdenie. 
3. Formulovať účelovú funkciu, resp. spôsob vyhodnotenie fitness. 
4. Zvoliť veľkosť populácie, ktorá môže závisieť od konkrétneho prípadu. Veľkosť 
populácie sa odporúča medzi 10 až 100, bežne medzi 20 až 50. Pri príliš malých 
populáciách  nebýva dostatočný priestor na rôznorodosť (diverzitu) genetických 
informácií, avšak pri veľkých populáciách sa už nedosahuje lepšieho efektu 
a dobra riešenia sa môže predlžovať. 
Klasická štruktúra genetického algoritmu je zobrazená na nasledujúcom obrázku. 
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Obrázok č. 21 Diagram realizácie genetického algoritmu (zdroj: [20]) 
Postup pri realizácii genetického algoritmu je teda nasledujúci: 
1. Vygenerovanie počiatočnej populácie. 
2. Vyhodnotenie účelovej funkcie (resp. fitness) každého reťazca v aktuálnej 
populácii. 
3. Testovanie ukončovacích podmienok GA. V prípade ich splnenia sa vyberie 
najúspešnejší jedinec aktuálnej populácie ako výsledné riešenie. 
4. Pokiaľ nie sú splnené ukončovacie podmienky, nasleduje výber troch skupín 
reťazcov: 
 A – skupina najúspešnejších reťazcov aktuálnej populácie (aspoň jeden 
najúspešnejší reťazec). Bez zmeny sa nakopírujú do novej populácie. To 
zaistí konvergenciu úlohy, resp. v nasledujúcej generácii nemôže byť 
najlepšie riešenie horšie ako v predošlej. 
 B – iným spôsobom vybraná skupina reťazcov z aktuálnej populácie (nie 
nutne najlepšie jedince). Takisto sa nakopírujú do novej populácie. 
 C – skupina reťazcov vybraná zvoleným spôsobom (môže obsahovať aj 
najúspešnejšie jedince), s ktorou sa následne prevedú operácie kríženia 
a mutácie. 
5. Pri krížení sa náhodne spárujú rodičovské reťazce skupiny C, pričom sa náhodne 
skombinujú časti ich reťazcov, čím vznikne rovnaký počet reťazcov – 
potomkov. Pri mutácii sa potom ešte náhodné hodnoty zmenia náhodne vybrané 
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gény niektorých reťazcov. Po týchto operáciách vznikne nová skupina D 
rovnakej veľkosti ako C. 
6. Nová kompletná populácia vznikne zjednotením skupín A, B, C a D a pokračuje 
bodom 2. 
2.5 Prostredie MATLAB 
 Pre vypracovanie programovej časti tejto práce som použil vývojové prostredie 
MATLAB. MATLAB je integrované prostredie pre vedecko-technické výpočty, 
modelovanie, návrhy algoritmov, simuláciu, analýzu a prezentáciu dát, paralelné 
výpočty a spracovanie signálov, návrh riadiacich a komunikačných procesov. Toto 
prostredie je veľmi robustné a poskytuje mnoho nástrojov. V tejto práci som využil 
hlavne tieto: 
 MATLAB Neural Network toolbox – nástroj pre prácu s neurónovými sieťami 
 MATLAB GUIDE – nástroj pre vytváranie grafického rozhrania aplikácie 
2.5.1 Neural Network Toolbox 
 Ako bolo spomenuté v teoretickej časti tejto práce, neurónové siete je možné 
použiť na celý rad problémov. Neural Nework Toolbox poskytuje nástroje pre návrh, 
tvorbu, trénovanie, simuláciu a vizualizáciu neurónových sietí. Taktiež ponúka grafické 
užívateľské rozhranie, ktoré uľahčujú návrh a prácu s neurónovými sieťami. Modulárna, 
otvorená a rozšíriteľná stavba toolboxu zjednodušuje tvorbu vlastných funkcií a sietí. 
 Po  spustení príkazom „nnstart“ sa nám zobrazí dialógové okno, kde je možné sa 
rozhodnúť medzi 4 nástrojmi [16]: 
 Fitting Tool – nftool – nástroj na prekladanie kriviek 
 Pattern Recognition Tool – nprtool -  nástroj na rozoznávanie vzorov 
 Clustering Tool – nctool – nástroj na zhlukovú analýzu 
 Time Series Tool – ntstool – nástroj pre predikciu časových radov 
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Obrázok č. 22 Úvodné okno sprievodcu Neural Network Toolbox (zdroj: [16]) 
 Práve posledný menovaný nástroj pre predikciu časových radov (angl. Time 
Series Tool) sme použili pre vypracovanie tejto práce. 
 Cieľom tejto práce je predikcia ceny komodity v budúcnosti podľa hodnôt 
minulých. K presnosti predikcie prispievajú taktiež iné informácie, ktoré môžu mať 
vplyv na výšku ceny komodity, viac v kapitole 3.2. Výsledkom týchto predpokladom je, 
že ide o predikciu časových radov na čo je tento nástroj vhodný. 
Po zvolení tohto nástroja sa nám objaví grafické rozhranie, ktoré uľahčuje 
nastavenie neurónovej siete – jej typ (obr. č. 23 okno vľavo hore), jej vstupy (obr. č. 23 
okno vľavo dole), rozdelenie vstupných dát na trénovanie, validáciu a testovanie (obr.  
vpravo hore). Posledným oknom na obrázku č. 23 je zobrazenie schémy neurónovej 
siete s jej nastavením. 
 
Obrázok č. 23 Grafické rozhranie pre prácu s časovými radmi (angl. Times Series Tool) (zdroj: [16]) 
43 
 
Po zvolení všetkých potrebných parametrov sa nám zobrazí dialógové okno pre 
spustenie trénovania neurónovej siete (obr. č 24 vľavo). Po spustení trénovania sa 
zobrazí priebeh testovania (obr. č.24 vpravo) a po jeho ukončení je možné nahliadnuť 
do výsledkov trénovania vo forme grafov. 
 
Obrázok č. 24 Spustenie a priebeh trénovania neurónovej siete (zdroj: [16]) 
Po ukončení trénovania sa tlačidlom „Next“ dostaneme k možnostiam uloženia 
neurónovej siete, či jeho vstupov alebo výstupných charakteristík. Zároveň je možné 
v tomto okne exportovať kód vo forme jednoduchého alebo pokročilého skriptu, v 
ktorom môžeme prevádzať ďalšie úpravy. 
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Obrázok č. 25 Ukončenie trénovania a export skriptu (zdroj: [16]) 
Táto voľba nám umožňuje hlbšie pochopenie nastavení a fungovania neurónovej siete, 
ktorú sme v grafickom prostredí zostavili. Do vygenerovaného skriptu potom môžeme 
dotvárať vlastné funkcie, čím daný program upravujeme vlastným potrebám či 
rozširujeme o inú funkcionalitu. Ďalšou výhodou je zmena nastavení priamo v skripte. 
Nie je potrebné opäť zaklikávať jednotlivé parametre v grafickom sprievodcovi, stačí 
ich často zmeniť argumenty funkcií. K tomu jednoducho využijeme dostupný manuál. 
Aké sú možnosti nastavenia neurónovej siete si uvedieme v nasledujúcom texte. 
2.5.1.1 Predikčné modely 
V oblasti predikcie časových radov sa využívajú hlavne 2 typy predikčných modelov 
neurónových sietí a nimi sú: 
 NAR – angl. Nonlinear autoregressive neural network – ide o model, ktorý 
predikuje budúce hodnoty z len z aktuálne dostupnej časovej postupnosti 
minulých hodnôt 
 
Obrázok č. 26 Predikčný model NAR (zdroj: [16]) 
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 NARX – angl. Nonlinear autoregressive neural network – ide o predikčný 
model, ktorý na rozdiel od modelu NAR dokáže predikovať hodnoty zo 
svojho vstupu okrem časovej postupnosti minulých hodnôt aj z iných 
časových postupností (podporných veličín), ktoré by mali prispieť 
k úspešnejšej predikcii. Tento fakt rozhodol o výbere tohto modelu pre 
použitie v tejto práci, t.j. implementácii vlastného riešenia.  
 
 Obrázok č. 27 Predikčný model NARX (zdroj: [16]) 
2.5.1.2 Nastavenie rozdelenia dát 
Dáta privádzane na vstup neurónovej siete sú rozdelené do troch množín. V skripte 
takto môžeme  vstupný dátový tok pomocou príkazu net.divideParam rozdeliť 
na [16]: 
 Trénovacie dáta (angl. training data set) – dáta, ktoré sú určené na učenie 
neurónovej siete 
 Validovacie dáta (angl. validation data set) – množina dát, na ktorých je 
sledovaná chyba predikcie, ktorá sa učením znižuje 
 Testovacie dáta (test data set) – sú používane na vyhodnotenie siete. 
Neupravujú váhy a ani nijak nezasahujú do učenia siete. 
2.5.1.3 Algoritmus trénovania 
Princíp trénovania, resp. učenia neurónovej siete spočíva v nájdení minimálnej chyby 
pre daný typ úlohy. Na začiatku sa nastavia váhy jednotlivých vstupov prevedie sa 
algoritmus učenia a vypočíta sa chyba. Chyba sa vypočítava v každom cykle učenia 
a pomocou úpravy váh sa snaží algoritmus o minimalizáciu chyby v predikcii. 
V prostredí MATLAB využijeme tieto algoritmy učenia [16]: 
 Batch training with weight nad bias learning (trainb)  
 Conjugate gradient backpropagation with Powell-Beale restarts 
(traincgb) 
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 Conjugate gradient backpropagation with Fletcher-Reeves updates 
(traincgf) 
 Conjugate gradient backpropagation with Polak-Ribiére updates 
(traincgp) 
 Gradient descent backpropagation (traingd) 
 Gradient descent with adaptive learning rate backpropagation (traingda) 
 Gradient descent with momentum backpropagation (traingdm) 
 Levenberg-Marquardt backpropagation (trainlm) 
 One-step secant backpropagation (trainoss) 
 Resilient backpropagation (trainrp) 
 Scaled conjugate gradient backpropagation (trainscg) 
 
2.5.1.4 Meranie odchýlky – chyby 
Pre meranie chyby je dostupných niekoľko metód[16]: 
 Mean absolute error performance function  (MEA) – metóda absolútnej 
chyby – vyjadruje priemer absolútnych chýb 
 Mean squared normalized error performance function (MSE) - metóda 
strednej kvadratickej chyby, ktorá vyjadruje priemerný kvadratický rozdiel 
medzi aktuálnym a požadovaným výstupom 
 Sum squared error performance function (SSE) – metóda súčtu 
kvadratických chýb 
2.5.2 Matlab GUIDE 
 Nástroj grafického užívateľského rozhrania (angl. Graphical User Interface 
Development Enviroment, skr. GUIDE) dovoľuje užívateľovi programu skrytého pod 
týmto rozhraním, ovládať program intuitívne pomocou rôznych tlačidiel, posuvníkov, 
výberových okien a pod.. 
 Po vytvorení požadovaného rozhrania pomocou tohto nástroja sa takisto 
vygeneruje kód, ktorý je opäť možné upravovať podľa vlastného uváženia a pridávať 
mu rôznu funkcionalitu či už prepojením viacerých rozhraní alebo volaním ďalších 
funkcií, ktoré môžu vykonávať vlastný výpočet. 
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 Tento nástroj sa vyvoláva v prostredí MATLAB príkazom „guide“. Po potvrdení 
sa objaví dialógové okno z možnosťou otvorenia existujúceho (už vytvoreného) 
grafického rozhrania alebo vytvorenie vlastného, nového. Nové rozhranie je možné 
vytvárať buď ako prázdne a postupne dopĺňať funkčné objekty, alebo vytvoriť rozhranie s už 
pripravenými, umiestnenými objektmi. 
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3 Analýza problému a súčasnej situácie 
3.1 Trh komodít 
 Ako sme si naznačili v kapitole 2.2, komoditné obchodovanie je postavené na 
nakupovaní a predávaní tzv. futures kontraktov, ktoré môžeme vďaka burzám 
a brokerom nakupovať a predávať. Máme teda možnosť špekulovať (tipovať), či cena 
danej komodity bude v budúcnosti stúpať alebo klesať a na základe takéhoto 
predpokladu nakúpiť či predať príslušný komoditný futures kontrakt. Držanie takéhoto 
kontraktu môže špekulantovi priniesť buď zisk (v prípade dobrého odhadu) alebo stratu 
(prípade zlého odhadu trhu). 
 Pred začiatkom obchodovania, je dôležité vedieť, ktorú komoditu chceme 
nakupovať alebo predávať. Na základe našej analýzy (technickej či fundamentálnej) si 
vyberieme komoditu, s ktorou chceme obchodovať. Na burzách je možné obchodovať 
s celým radom komodít, no v základe sa delia na [21]: 
 Grains (obilniny) – Corn (kukurica), Wheat (pšenica), Oats (ovos), Rice (ryža) 
 Oilseeds (olejniny) - Soybeans (sójové boby), Soybean oil (sójový olej), 
Soybean meal (sójový šrot), Rapeseed (repka) 
 Meats (maso) - Feeder cattle (hovädzie na výkrm), Live cattle (hovädzie na 
porážku), Lean hogs (celé bravy), Pork bellies (bravčové boky) 
 Precious metals (drahé kovy) - Gold (zlato), Silver (striebro), Platinum 
(platina), Palladium (paládium) 
 Basic metals (základné kovy) - Copper (meď), Lead (olovo), Zinc (zinok), 
Aluminium (hliník), Tin (cín), Nickel (nikel). 
 Foods (potraviny) - Coffee (káva), Cocoa (kakao), Sugar (cukor), Orange juice 
(pomarančový koncentrát) 
 Fibers (vlákna) - Cotton (bavlna), Lumber (drevo), Wool (vlna) 
 Energy (energie) - Crude oil, Brent oil (ropa), Heating oil (vykurovací olej), 
Gasoline (benzín), Natural gas (zemný plyn), Electricity (elektrina) 
 Pokiaľ vieme s akou komoditou chceme obchodovať musíme vedieť taktiež s 
o aký kontraktný mesiac máme záujem. Jednotlivé komodity je možné nakúpiť 
s rôznymi termínmi dodania (napr. môžeme obchodovať s komoditami s termínom 
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dodania o rok). Je pre nás výhodné obchodovať s mesiacmi, ktoré sa vyznačujú 
najväčším objemom obchodov, čo sú väčšinou najbližšie kontraktné mesiace (tzv. front 
mesiace). Preto sa v názvoch jednotlivých komoditách uvádzajú aj údaje o kontraktnom 
mesiaci, napríklad: 
 CORN MAY 2013 – futures kontrakt na dodanie kukurice s termínom dodania 
v máji (may) 2013 
 RICE DEC 2013 - futures kontrakt na dodanie ryže s termínom dodania 
v decembri (dec) 2013 
 Futures kontrakty sú jedinečné tým, že pre ich nákup stačí zložiť iba zálohu pre 
kontrolovanie veľkého množstva komodity. Tomuto efektu, keď môžeme niečo kúpiť 
resp. predať nie za plnú cenu, ale iba za zálohu (angl. margin) sa hovorí pákový efekt. 
Napríklad ak by sme chceli na nakúpiť jeden kontrakt zlata (100 trojských uncí) za cenu 
430 USD (cena v októbri 2005) jeho celková cena by bola 43 000USD. Avšak pákovým 
efektom, stačí pre kontrolovanie 1 kontraktu zlata zložiť zálohu vo približne výške 2000 
USD (zálohy sa nepatrne stále menia). Tento efekt nie je cieľom tejto práce, preto 
nebude ani zahrnutý do navrhovanej aplikácie [8]. 
3.2 Kukurica 
 Presne predikcia cien kukurice je hlavným cieľom tejto práce, preto potrebujeme 
vedieť o tejto komodite čo najviac a čo najviac z týchto poznatkov potom zahrnúť do 
analýzy a predikcie ceny tejto komodity. 
 Kukurica je jednoročná rastlina, ktorá do výšky 1-3 metre. Produktmi sú 
kukuričné klasy, z ktorých sa získava zrno. Využitie nachádza v potravinárskom 
priemysle, spotrebúva sa taktiež ako krmivo pre hospodárske zvieratá a v posledných 
rokoch, stále väčší podiel produkcie kukurice ide na výrobu biopalív. 
Dominantným producentmi v pestovaní kukurice sú USA a Čína, ktorí tvoria 
61% celkovej produkcie kukurice (USA 42%, Čína 19%). 
3.2.1 Faktory ovplyvňujúce cenu kukurice 
 Cena tejto plodiny je určená vzťahom medzi ponukou a dopytom. Cena citlivo 
reaguje hlavne na negatívne správy svojho najväčšieho producenta – USA. Ministerstvo 
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poľnohospodárstva USA, ktoré sa zaoberá odhadmi budúcich fundamentov tak má 
pomerne veľký vplyv na pohyb ceny kukurice. 
 Kritickú rolu na strane ponuky zohráva počasie. Cena takmer okamžite reaguje 
na nečakané záplavy či extrémne suchá. Stranu dopytu tvorí hlavne potravinárstvo, 
výroba kŕmnych zmesí pre hospodárske zvieratá a v posledných rokoch aj výroba 
etanolu. 
 Dôležité je pri prognóze ceny kukurice sledovať jej substitúty či závislé statky. 
Napríklad ak klesá dopyt po mäsa, je predpoklad, že sa to dorazí takisto na dopyte po 
kukurici. Najväčším substitútom kukurice je pšenica, ktorá sa takisto obilnina a používa 
na výrobu kŕmnych zmesí [22].  
3.2.2 Korelačné trhy 
 Korelačnými trhmi vo vzťahu ku kukurici môžeme definovať trhy (nielen 
komoditné), ktoré k nej majú akýkoľvek vzťah. Môžu to byť jak substitúty, tak 
komplementy. Takisto to môžu byť rôzne komoditné indexy, hospodárske ukazovatele 
či fondy. 
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4 Vlastné návrhy riešení, prínos návrhov riešení 
 Táto kapitola popisuje postup pri návrhu a implementácii vlastného riešenia v 
tejto práci. Trh komodít je špecifický hlavne tým, že je zložité získať relevantne 
a pravdivé dáta, ktoré by sa dali použiť. Jedná sa konkrétne o históriu cien, v našom 
prípade kukurice. Na rozdiel od cien indexov, či iných významných komodít, ktorých 
história cien je voľne dostupná, história hospodárskych plodín sa hľadala obtiažne. 
 Celkovo by sa riešenie dalo zhrnúť do niekoľkých častí, ktoré boli základnými 
piliermi vlastnej práce. Ako prvé bolo potrebné získať dáta, pretože bez histórie cien 
nemáme žiadne dáta, pomocou ktorých by sa neurónová sieť mohla natrénovať. Nejde 
len o ceny cieľovej veličiny (kukurice), ale aj históriu cien ostatných údajov, ktoré 
slúžia ako podporné veličiny. Medzi takéto podporné veličiny som zaradil ceny pšenice, 
ovsa a takisto údaj monitorujúci počet zobchodovaných kontraktov. 
4.1 Potrebné dáta 
Táto podkapitola pojednáva o tom, ako som postupoval pri obstarávaní dát, ktoré 
sú základným elementom pri riešení tejto práce. V nasledujúcich podkapitolách bude 
vysvetlený postup spracovania dát, t.j. ich získanie, analýza, príprava a použitie.  
4.1.1 Získanie dát 
 Aby mohli byť dáta použiteľné, mali by byť kompaktné a správne. Existuje 
množstvo webových stránok, ktoré síce poskytovali náhľad na historický vývoj cien, no 
málo ktorá dovoľuje export dát do použiteľného formátu. 
 Bolo preto potrebné nájsť zdroj, ktorý by dovolil exportovať zvolenú históriu do 
formátov ako .csv alebo .xls (.xlsx) a zároveň v dostatočnom rozsahu. Aby som mohol 
dáta použiť na trénovanie, bolo potrebných niekoľko stoviek hodnôt, aby sa neurónová 
sieť dostatočne natrénovala. Po dlhom hľadaní som ako jediný zdroj dát použil webové 
stránky http://www.quandl.com/. 
 Na rozdiel od iných finančných aktív, s ktorými je možné obchodovať sa 
kukurica obchoduje v tzv. kontraktných mesiacoch (angl. future contract) a teda každý 
kontraktný mesiac ma svoju vlastnú históriu cien. Ak sa k nejakej histórii cien 
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dostaneme určite to nebude jeden časový rad, ale hneď niekoľko. Bolo preto potrebné 
rátať s istou úpravou získaných dát pred ich použitím. 
4.1.2 Analýza dát 
 Po nájdení zdroja potrebných dát som si zvolil rozpätie rokov, resp. ako staré 
dáta chcem uvažovať. V mojom prípade to boli dáta od roku 2002 do roku 2011. 
V jednom roku sa nachádza 5 kontraktných mesiacov to je spolu 45 kontraktných 
mesiacov a teda 45 osobitne vyexportovaných súborov. Dáta som exportoval vo formáte 
.xls, náhľad na jeden z mnohých vyexportovaných súborov je na nasledujúcom obrázku. 
 
Obrázok č. 28 Náhľad na exportované dáta (zdroj: vlastný) 
Pred tým než som z jednotlivých záznamov bol schopný vytvoriť jednu časovú 
postupnosť, bolo nutné každý takýto záznam upraviť a očistiť od dát, ktoré neboli 
potrebné. Aby boli dáta ďalej použiteľné musel som ich: 
 rozdeliť do rôznych stĺpcov 
 odstrániť nepotrebné dáta 
 zjednotiť cenu do jedného stĺpca 
 odstrániť prázdne riadky – chýbajúci údaj 
 zoradiť aby boli zoradené podľa dátumu 
 Ak som tento postup vykonal na všetkých záznamoch, prešiel som k vytváraniu 
finálnej časovej postupnosti. Otázka ale bola ako ich spojiť, pretože obchodovanie so 
všetkými kontraktnými mesiacmi prebieha súbežne ako je to na nasledujúcom obrázku. 
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Obrázok č. 29 Princíp kontraktných mesiacov (zdroj: vlastný) 
 Na tomto obrázku je znázornené, ako sa jednotlivé mesiace prelínajú. Každý 
z týchto kontraktných mesiacov má vlastný pohyb cien. Ak zoberiem do úvahy, že toto 
je náhľad na jeden rok, podobne je to aj v ostatných rokoch, môžeme si takto pod sebou 
predstaviť 45 časových postupností počas deviatich rokov. 
 Aby som spojil všetkých 45 časových postupností do jednej a tak dostal 
približný pohyb ceny kukurice musel som nájsť spôsob ako toho docieliť. Jedným 
z možností bolo určiť si pevný dátum a ohraničenie každého z mesiacov. Iným spôsob, 
podľa mňa viac vhodným je sledovanie hodnoty „Volume“ v každom mesiaci. Ide 
o hodnotu, ktorá udáva počet uzatvorených obchodov.  
 Vždy som sledoval hodnotu volume v každom zo susedných mesiacov, resp. 
mesiacov, ktoré som chcel spojiť. Priebeh volume sa až na nejaké korekcie začína na 
nízkej hranici, z približujúcim sa dňom vypršania doby kontraktného mesiaca (expirácie 
kontraktu) sa volume zvyšuje a počet obchodov rastie. V dobe tesne pred vypršaním 
tejto doby opäť volume klesá, pretože väčšina obchodníkov nechce držať futures 
kontrakt do termínu expirácie. Na obrázku č. 30 sú pod sebou znázornené dva grafy. 
Spodný zobrazuje volume a vrchný cenu v danom kontraktnom mesiaci. 
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Obrázok č. 30 Princíp rolovania cien medzi kontraktnými mesiacmi (zdroj: vlastný) 
 Z toho vyplýva, že kontraktné mesiace som spojil tak, že kde hodnota volume 
jedného mesiaca začala klesať a v druhom mesiaci stúpať, tam som preskočil z ceny 
kukurice jedného mesiaca na cenu kukurice v nasledujúcom mesiaci (rolovanie 
mesiacov). Tak som dostal jednu časovú postupnosť ceny, ktorá je na obrázku 
zvýraznená červenou bodkovanou čiarou (v tomto prípade pre jeden rok). Takýto 
postup som opakoval aj pre ostatné roky a dostal tak jednu časovú postupnosť cien pre 
zvolený rozsah rokov. 
 Na obrázku č. 26 je vidieť, že v súbore s exportovanými dátami sú pre každý 
záznam, resp. každý deň okrem stĺpca dátum a spomínaného volume uvedené ešte 4 
ďalšie hodnoty a to všetky ceny spomínané v kapitole „Technická analýza“. Nimi sú 
„Open“ (otváracia cena), „High“ (maximálna cena), „Low“ (minimálna cena), „Settle“ 
(uzatváracia cena). Pre naše potreby som ako reprezentačnú hodnotu ceny komodity 
použil uzatváraciu hodnotu ceny komodity, ostatné hodnoty som zo súboru odstránil. 
Preto v ďalšom texte pod pojmom cena komodity je myslená uzatváracia cena komodity 
v danom časovom období, v mojom prípade v jednom obchodnom dni, keďže v celej 
práci operujem s časovým rozlíšením jeden deň. 
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4.1.3 Príprava dát a ich použitie 
 Aby som mohol pristúpiť k samotnému riešeniu a implementácii, potreboval 
som pre neurónovú sieť pripraviť vstupné veličiny. Tie sa delia na 2 typy: 
 cieľová veličina – veličina, resp. hodnota, ktorú budem predikovať 
 podporné veličiny – veličiny, o ktorých si myslím, že majú vplyv na cieľovú 
veličinu. Môžu nimi byť spomínané korelačné trhy, indexy či ukazovatele. 
 Všetky veličiny musia mať rovnaký formát. Aj v tomto prípade musí mať jak 
cieľová veličina tak podporné veličiny rovnakú štruktúru aj rozsah. V mojom prípade 
som to rozdelil do dvoch súborov: 
 targetCommodity.csv – súbor obsahujúci jeden stĺpec – hodnoty cieľovej 
veličiny v riadkoch 
 supportVariables.csv – súbor obsahujúci toľko stĺpcov, koľko podporných 
veličín použijem – hodnoty uvedené v riadkoch 
 Počet riadkov musí byť v oboch súboroch rovnaký. Aby bola zaistená správnosť, 
musel som skontrolovať, či sú súbory synchronizované (rovnako usporiadané podľa 
dátumu), resp. či dátumy v každom riadku sú rovnaké. Ako posledný krok (keď boli 
dáta zosynchronizované) som vymazal z oboch súborov stĺpec obsahujúci dátum. Tento 
údaj nebudem potrebovať, pretože nám v aplikácii neslúži ako žiadna podporná 
veličina. Veličinu dátum by som ako podpornú veličinu mohol použiť za predpokladu, 
žeby som tento údaj bral ako fundamentálnu veličinu (sezónnosť komodity), čo ale v 
mojom prípade nebol primárny cieľ 
 
Obrázok č. 31 Náhľad na cieľovú veličinu a podporné veličiny (zdroj: vlastný) 
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 Na obrázku č.31 je v ľavej časti zobrazená cieľová veličina (jej cena v riadkoch) 
a v pravej časti podporné veličiny (5-dňová história hodnôt cieľovej veličiny, cena 
pšenice, cena ovsa a volume kukurice – cieľovej veličiny).  
 V prostredí matlab som potom tieto 2 súbory importoval a uložil ako balík 
s príponou .mat. V programe sa už tento balík otvorí a aplikácia si sama vyberie, ktorý 
súbor potrebuje. 
4.1.4 Rozdelenie vstupných dát 
 Vstupné dáta, ktoré som mal pripravené pre neurónovú sieť som potreboval ešte 
rozdeliť vzhľadom na počet hodnôt, ktoré som chcel predikovať. Toto oddelenie sa robí 
až za behu programu, keď sám užívateľ určí koľko hodnôt ma program oddeliť 
a predikovať. Schéma rozdelenia dát je na nasledujúcom obrázku. 
Cieľová veličina
Podporné veličiny
1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14.
targetSeries targetSeriesVal
inputSeries inputSeriesVal
Počet predikovaných hodnôt
(targetCommodity)
(supportVariables)
 
Obrázok č. 32 Rozdelenie jednotlivých veličín podľa veľkosti predikcie (zdroj: vlastný) 
Podľa počtu hodnôt, ktoré chce užívateľ v programe predikovať sa všetky vstupné 
veličiny rozdelia na: 
 targetSeries – vektor hodnôt cieľovej veličiny pre trénovanie, testovanie 
a simuláciu neurónovej siete  
 inputSeries – matica hodnôt podporných veličín pre trénovanie, testovanie 
a simuláciu neurónovej siete 
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 targetSeriesVal – vektor hodnôt cieľovej veličiny pre porovnanie 
s predikovanými hodnotami na správnosť a úspešnosť predikcie 
 inputSeriesVal – matica hodnôt podporných veličín pre podporu predikcie 
budúcich hodnôt 
4.2 Vlastné riešenie 
 Hneď potom, ako boli potrebné dáta pripravené, som prešiel k samotnej 
implementácii aplikácie, ktorá je hlavným zámerom tejto práce. V nasledujúcich 
podkapitolách bude popísaný podrobný postup vytvárania aplikácie. 
 Neurónovú sieť som zostavil pomocou grafického sprievodcu (angl. Neural 
Network Start). Po jeho spustení, popísanom v kapitole Neural Network Toolbox som si 
nechal vygenerovať skript, ktorý ovláda celú neurónovú sieť od načítania dát, cez 
nastavenia parametrov siete a trénovania až po vykreslenie priebehu testovania. Od 
tohto momentu som sa snažil pracovať na úrovni skriptu. 
 Na začiatku bola neurónová sieť testovaná na maximálnej množine  
pripravených dát, cca 2500 (dní). Cieľovou veličinou bola kukurica a podpornými 
veličinami boli len ceny z predchádzajúcich 3 dní. 
 Po dlhšom testovaní, bolo pôvodných 2500 hodnôt rozdelených na menšie celky 
a testovanie siete prebiehalo na množinách s rozsahom 60, 120, 250, 500 a 1500 hodnôt. 
Potom som vytvoril funkciu, ktorá testovala rôzne kombinácie parametrov neurónovej 
siete a to oneskorenie, veľkosť skrytej vrstvy (počet neurónov v sieti) a  funkciu 
trénovania neurónovej siete. 
 Následne som, ako nadstavbu, vytvoril grafické rozhranie pre celú aplikáciu, pre 
jednoduchší prístup. Implementoval som takisto aj simuláciu obchodovania, ktorá 
simuluje trh a po jej spustení zobrazuje aplikácia príslušnú stratu či zisk ak by sa 
užívateľ podľa zvolenej natrénovanej siete rozhodoval v danom momente obchodovať. 
 Všetky spomínane funkcionality budú popísane podrobnejšie v najbližších 
podkapitolách. Na nasledujúcom obrázku je znázornená štruktúra aplikácie. 
58 
 
app.m
app.fig
predictionResults.m
predictionResults.fig
predictionNN.m optimalizationNN.m
optimizeResultsNN.m
optimizeResultsNN.fig
trading.m
trading.fig
test.m
Data Import
Data Export
Zdrojový 
súbor
Grafická 
nadstavba
Vstupné/Výstupné 
dáta
 
Obrázok č. 33Schéma štruktúry vytvorenej aplikácie (zdroj: vlastný) 
4.2.1 app.m 
 Tento skript je štartovacím bodom celej aplikácie. Po jeho spustení je vyvolané 
dialógové okno, v ktorom si užívateľ vyberie vopred pripravené vstupné dáta, nastaví 
parametre predikcie a spustí jednu z dvoch funkcionalít: 
 spustenie predikcie jednej neurónovej siete 
 spustenie optimalizácie neurónovej siete 
 
Obrázok č. 34 Úvodné okno aplikácie (zdroj: vlastný) 
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Po stlačení oboch tlačidiel „Štart“ sa zavolá síce rovnaká funkcia, no s rozdielnym 
parametrom, podľa ktorého sa program ďalej vetví. Viac o tejto funkcii v nasledujúcej 
podkapitole. 
4.2.2 test.m 
 Táto funkcia sa vyvolá stlačením jedného z tlačidiel „Štart“ z úvodného okna 
aplikácie. Definícia tejto funkcie je: 
function test(typeTest, file, predValues, trainFunction, 
delayValue, hiddenNeurons) 
v ktorej jednotlivé parametre znamenajú: 
 typeTest – definuje typ testu, podľa ktorého bude zavolaná ďalšia funkcia. Môže 
nadobúdať 2 hodnoty(nastavenia): 
 „simple“ – parameter pre volanie funkcie predictionNN.m 
 „optimize“ – parameter pre volanie funkcie optimalizationNN.m 
 file – cesta k balíčku so vstupnými veličinami 
 predValues – počet predikovaných hodnôt 
 trainFunction – algoritmus pre trénovanie neurónovej siete 
 delayValue – veľkosť oneskorenia neurónovej siete 
 hiddenNeurons – veľkosť skrytej vrstvy neurónovej siete resp. počet neurónov 
siete 
4.2.3 predictionNN.m 
 Táto funkcia slúži na vytvorenie, nastavenie, testovanie a simuláciu neurónovej 
siete najprv testovacími a potom dátami na predikciu. Jej definícia je nasledujúca: 
function predictionNN( n, delay, hiddenLayerSize, 
trainFunction, inputSeries, targetSeries, inputSeriesVal, 
targetSeriesVal) 
kde okrem opakujúcich sa argumentov, ktoré boli popísané v predchádzajúcich 
kapitolách: 
 n - počet hodnôt, ktoré chceme predikovať 
 hiddenLayerSize - veľkosť skrytej vrstvy neurónovej siete resp. počet neurónov 
siete 
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 Výsledky tejto funkcie sú prezentované v grafickom rozhraní volaním funkcie 
predictionResults.m 
 
Obrázok č. 35 Okno pre vykreslenie výsledkov predikcie (zdroj: vlastný) 
Na obrázku je okrem tlačidla „Zavrieť“ aj sekcia „Nastavenie obchodovania“, v je 
možné nastaviť parametre obchodovania a tlačidlo „Obchoduj“. To vyvolá ďalšiu 
funkcionalitu ktorá bude popísaná v kapitole trading.m. 
4.2.4 optimalizationNN.m 
 Účelom tejto funkcie je prejsť všetky kombinácie parametrov: oneskorenie 
(delay), počet neurónov (hiddenNeurons resp. hiddenLayerSize) v skrytej vrstve 
a všetky algoritmy pre trénovanie neurónovej siete (trainFunction). Jej definícia je 
nasledovná: 
function optimalizationNN(n, maxDelay, maxHiddenLayerSize, 
inputSeries, targetSeries, inputSeriesVal, targetSeriesVal) 
 Princíp algoritmu je podobný ako v predchádzajúcej funkcii. Je upravený len 
o cyklickosť a zmenu jednotlivých parametrov. Zároveň sa vypočítava aj sieť 
s najlepšou úspešnosťou a ukladajú sa jej nastavenia. 
 Výsledkom tejto funkcie je grafické znázornenie výsledkov optimalizácie vo 
forme tabuľky, v ktorej sú uvedené všetky kombinácie a ich výsledná úspešnosť. Okrem 
úspešnosti odhadu sa  v tabuľke výsledkov nachádza aj údaj profit, ktorý ukazuje 
ziskovosť, či stratovosť obchodovania touto neurónovou sieťou. Pod tabuľkou sú taktiež 
vypísané parametre prvej najúspešnejšej neurónovej siete z pohľadu úspešnosti 
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predikcie. Skript, ktorý túto grafickú interpretáciu vytvára sa nazýva 
optimizeResultsNN.m. 
 
Obrázok č. 36 Okno s výsledkami hľadania najúspešnejšej neurónovej siete (zdroj: vlastný) 
4.2.5 trading.m 
 Asi každého obchodníka či iného užívateľa bude najskôr pri predikcii budúceho 
vývoja zaujímať odpoveď na otázku: „A koľko na tom zarobím?“. Presne na túto otázku 
dáva odpoveď táto funkcia. 
 Podľa zvoleného počtu predikovaných hodnôt a parametrov predikcie vykoná 
rovnaký počet obchodov s nastavením počiatočného stavu účtu a objemom peňazí, ktoré 
je obchodník ochotný utratiť za jeden obchod. Ak sieť predikuje následne zvýšenie 
ceny, vstúpi do trhu s príkazom BUY, naopak ak sa sieť prognózuje pokles na trhu, 
vstúpi do trhu s príkazom SELL. To, koľko na jednom obchode stratí alebo získa 
vyhodnotí algoritmus, ktorý porovná či bol odhad správny alebo nie. Táto funkcia ma 
taktiež grafickú interpretáciu s tabuľkou kde sú jednotlivé obchody zobrazené. Obsahuje 
taktiež stav účtu pred a po obchodovaní. 
Treba dodať, že obchodovanie prebieha stále iba jeden deň. To znamená, že na 
začiatku dňa sa kontrakt danej komodity nakúpi a na konci obchodného dňa predá. 
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Obrázok č. 37 Okno zobrazujúce priebeh obchodovania v jednotlivých dňoch (zdroj: vlastný) 
 Na začiatku obchodovania je na účte 100000 dolárov. Ak bolo napríklad 
uskutočnených 10 obchodov, tak v tabuľke v okne „Priebeh obchodovania“ sa zobrazí 
10 záznamov o tom ako jednotlivé obchody prebiehali. Zobrazí sa poradové číslo 
obchodu, typ obchodu (BUY alebo SELL), otváracia cena obchodu, zatváracia cena 
obchodu, zisk resp. strata na obchode a medzistav účtu. Nad tabuľkou sa zobrazí 
hodnota 100000 a pod tabuľkou hodnota na konci obchodovaného obdobia, v prípade 
úspešného obchodovania suma nad 100000 v prípade neúspešného pod 100000 dolárov. 
4.2.6 Vyhodnocovanie úspešnosti neurónovej siete 
 Predikcia cien neurónovou sieťou nie je v tomto modeli na takej úrovni aby 
dokázala predikovať presnú hodnotu ceny. Je veľmi málo pravdepodobné, žeby odhad 
pomocou neurónovej siete bol rovný reálnej hodnote. V prípade, keď neberieme ohľad 
na možnosť, že sa cena nezmení, teda cena komodity dvoch po sebe nasledujúcich dní 
bude rovnaká môžeme uvažovať dva stavy: 
 Rast ceny – cena komodity bude nasledujúci deň vyššia ako v aktuálny deň 
 Pokles ceny – cena komodity bude nasledujúci deň nižšia ako v aktuálny deň 
Dôležité je si uvedomiť, že sledujeme uzatváraciu cenu. Nasledujúci obrázok 
znázorňuje možný pohyb ceny v rozpätí 5 dní, kde jedna značka charakterizuje cenu 
komodity v časovom horizonte jeden deň. 
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Obrázok č. 38 Možný pohyb cien na trhu (zdroj: vlastný) 
Úspešnosť neurónovej siete teda určujeme podľa toho, koľko krát bol správne odhadnutý pohyb 
ceny. V percentuálnom vyjadrení sa úspešnosť vypočíta ako: 
   
  
  
           (24) 
kde:  
 S – úspešnosť odhadu pohybu ceny v percentách (angl. success) 
 CP – počet úspešne predikovaných pohybov ceny (angl. correct prediction) 
 AP – počet všetkých predikcií cien 
Nasledujúci obrázok ukazuje príklad ako aplikácia vyhodnocuje úspešnosť predikcie 
neurónovej siete v období 10 dní. 
Čas
[deň]
Cena
Skutočný 
pohyb ceny
Predikovaný 
pohyb ceny
 
Obrázok č. 39 Príklad porovnania predikovaného a skutočného pohybu cien (zdroj: vlastný) 
64 
 
V tomto prípade, v období 10 dní aplikácia porovnáva 9 predikovaných pohybov 
s príslušnými skutočnými pohybmi. Úspešnosť predikcie pre túto neurónovú siete je 
potom (5/9)*100, t. j. 55,55 %.   
 Úspešnosť predikcie nad 50% nezaručuje vôbec ziskové obchodovanie. 
Dokonca ani neurónová sieť s úspešnosťou 90% nemusí byť zisková. Je to spôsobené 
tým, že odhadujeme iba pohyb ceny nie jej výšku. To znamená, že stačí jeden 
neúspešný odhad pohybu ceny, ktorej zmena bude rapídna opačným smerom ako sme 
predpokladali a z celej niekoľkodňovej predikcie si odnesieme stratu. A naopak aj 
neurónová sieť s nízkou úspešnosťou, napríklad 30%, môže byť zisková ak na úspešne 
odhadnutých obchodoch bude zisk prevyšovať stratu obchodov, v ktorých bol odhad 
neúspešný. Avšak z hľadiska pravdepodobnosti, je zisk z predikcie neurónovou sieťou 
s vyššou úspešnosťou predikcie, viac možný ako zisk predikcie neurónovej siete s 
 úspešnosťou nízkou. 
4.3 Optimalizácia riešenia 
Pojem optimalizácia riešenia som v tomto prípade pochopil ako také riešenie, 
ktoré umožňuje čo možno najlepšie výsledky. Záleží zároveň na tom, či pre nás 
optimálne riešenie znamená čo najrýchlejšie natrénovanie siete, alebo  robustnosť 
aplikácie či výška profitu z predikcie. Pre nás smerodajným bude posledný spomínaný 
parameter a to ukazovateľ profitu. Budeme sa snažiť nájsť takú konfiguráciu, ktorá nám 
zabezpečí čo najväčší zisk s čo najmenším rizikom. Myslím si, že aplikácia by sa 
samotná nemala používať na obchodovanie, no naopak spolu s inými nástrojmi môže 
byť dobrým pomocníkom. 
Optimalizácia prebiehala formou testovania rôznych kombinácii troch 
parametrov. Boli nimi: oneskorenie, veľkosť skrytej vrstvy, resp. počet neurónov v sieti 
a funkcia trénovania. Pri štarte aplikácie užívateľ zadá maximálne možné hodnoty 
a optimalizačný algoritmus prehľadával všetky kombinácie, na ktorých testoval 
úspešnosť predikcie. Ak optimalizácia dosiahla úspešnosť predikcie 100% (všetky 
hodnoty boli správne predikované) algoritmus sa sám ukončil vzhľadom na to, že vyššiu 
úspešnosť už nedokáže dosiahnuť a teda ani vyšší ekonomický zisk. Inak pokračoval 
kým neboli dosiahnuté nastavené maximálne hodnoty parametrov. 
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Optimalizácia a jej kontrola bola vykonaná na vzorke 2 rokov, presnejšie, roky 
2010 a 2011. Rok 2010 som použil pre zistenie, ktorá konfigurácia neurónovej siete 
bude najvhodnejšia, resp. najúspešnejšia. Od začiatku roka som sa pohyboval v tzv. 
dátovom okne 120 hodnôt. Z nich som 110 použil pre trénovanie neurónovej siete 
a ďalších 10 sa snažil predikovať. Potom som dátové okno posunul o ďalších desať 
hodnôt, takže sa opäť sieť natrénovala na 110 hodnotách a ďalších 10 bolo 
predikovaných. Takto som celkovo testoval 14 blokov, kým som nedosiahol koniec 
roka. Na každom z nich som previedol spomínaný optimalizačný algoritmus a zistil 
optimálne nastavenie neurónovej siete pre daný dátový blok. Na konci roka som 
výsledky zosumarizoval (tabuľka č. 2) a vybral takú konfiguráciu, ktorá by mala byť 
úspešná pre ďalší rok. 
Tabuľka č. 2 Optimalizácia v roku 2010 (zdroj: vlastný) 
Dátový  
blok 
Oneskorenie 
Veľkosť 
skrytej 
vrstvy 
Funkcia 
trénovania 
Úspešnosť 
predikcie 
Profit 
2010_120_1 1 13 trainoss 90% 10,9% 
2010_120_2 1 1 traincgb 100% 2,5% 
2010_120_3 1 1 traingda 100% 1,4% 
2010_120_4 1 1 traincgb 100% 1,9% 
2010_120_5 2 1 trainscg 100% 1,1% 
2010_120_6 1 2 traincgb 100% 1,4% 
2010_120_7 1 29 traincgf 100% 1,7% 
2010_120_8 1 5 traincgb 100% 1,4% 
2010_120_9 1 2 trainlm 100% 3,2% 
2010_120_10 2 1 traincgb 100% 1,3% 
2010_120_11 1 4 traincgb 100% 0,8% 
2010_120_12 1 10 trainlm 100% 2,7% 
2010_120_13 3 2 traincgb 100% 1,3% 
2010_120_14 1 3 traincgf 90% 10,8% 
 
Z tabuľky č. 2 je vidieť, že najúspešnejšou funkciu trénovania bola funkcia  
traincgb. Pomocou tejto funkcie som sa snažil na vzorke dát z roku 2011 obchodovať. 
Opäť som obchodoval v dátovom okne, teda pohybom po 14tich blokoch. Výsledky sú 
v nasledujúcej tabuľke. 
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Tabuľka 3 Výsledky obchodovania v roku 2011 (zdroj: vlastný) 
Dátový blok Profit 
2011_120_1 2,21% 
2011_120_2 2,25% 
2011_120_3 0,37% 
2011_120_4 1,40% 
2011_120_5 1,25% 
2011_120_6 1,03% 
2011_120_7 1,10% 
2011_120_8 1,04% 
2011_120_9 20,55% 
2011_120_10 0,16% 
2011_120_11 0,65% 
2011_120_12 1,34% 
2011_120_13 0,47% 
2011_120_14 29,50% 
Spolu 63,31% 
 
Obchodovanie prebiehalo tak, že bol určený počiatočný stav fiktívneho účtu a na 
každý obchod bola vyhradená desatina objemu peňažných prostriedkov na účte.  
Príklad: Na začiatku obchodovania v bloku 1 bol stav účtu 100000 dolárov. 
Keďže bolo predikovaných 10 hodnôt v bloku, bolo uskutočnených 10 obchodov s tým, 
že pre každý obchod bolo vyhradených 10000 dolárov. V bloku 1 sa teda po 
uskutočnení 10 fiktívnych obchodov podarilo zvýšiť počiatočnú výšku účtu o 2,21%. 
To znamená, že po desiatich dňoch bolo na účte 102210 dolárov. 
Za predpokladu, že sa objem peňazí pre jeden obchod nezmenil, súčet profitov na 
konci roka sa po zobchodovaní všetkých blokov, rovnal 63,31 %. 
4.4 Zhodnotenie 
 Hlavným cieľom bolo navrhnúť systém, resp. aplikáciu, ktorá by dokázala čo 
najlepšie predpovedať vývoj cien komodity na burze. Konkrétne išlo o predikciu 
pohybu ceny komodity medzi dvomi po sebe nasledujúcimi dňami. Nevýhodou tohto 
riešenia je fakt, že nevieme predikovať presnú alebo aspoň toleranciou zadanú výšku 
ceny. To nám bráni označiť akýkoľvek model za stopercentne ziskový. 
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Výsledkom celého riešenia je súhrn výsledkov, resp. obchodov, ktoré sme 
vykonali za určené časové obdobie. V konečnom dôsledku majú vplyv na stav financií 
po ukončení obchodovania nasledovné parametre, ktoré môžeme ovplyvniť resp. skúšať 
meniť: 
 Počiatočný stav účtu obchodníka 
 Veľkosť financií vyhradených na jeden obchod 
 Časové obdobie, v ktorom chceme obchodovať – počet predikovaných dní 
 Neurónová sieť 
o  veľkosť množiny dát na trénovanie neurónovej siete 
o  oneskorenie neurónovej siete 
o  počet neurónov v skrytej vrstve neurónovej siete 
o  algoritmus trénovania neurónovej siete 
Aby som mohol nejakým spôsobom porovnať jednotlivé typy neurónových sietí, 
musel som si niektoré z vymenovaných parametrov stanoviť za nemenné vo všetkých 
testovaných kombináciách. Nimi boli: počiatočný stav obchodníka (100000 dolárov), 
objem peňazí, ktoré je obchodník ochotný riskovať na jeden obchod (10000 dolárov), 
počet predikovaných hodnôt (10) veľkosť množiny pre trénovanie a testovanie 
neurónovej siete (120). 
4.5 Návrh rozšírení 
 Rozšíreniami v tomto slova zmysle rozumiem pridanie funkcionalít či 
optimalizácii, ktoré by mali dopomôcť buď k presnejším výpočtom alebo ku skráteniu 
výpočtového času. V priebehu vypracovania sa pár krát naskytla otázka ako merať 
a teda odhadnúť čas trénovania či celkovej predikcie. Otázka dĺžky trvania behu 
programu pri optimalizácii sa mení všetkými možnými parametrami, preto je zložité 
odhadnúť nejakú konštantnú hodnotu, či priemerný čas a z toho určovať predbežnú 
dobu programu. Avšak okrem tejto myšlienky sa núkajú ďalšie možné spôsoby ako 
zlepšiť aktuálny stav aplikácie.  
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4.5.1 Využitie grafickej karty 
 V posledných rokoch sa stále väčším fenoménom stáva presúvanie výpočtov 
z klasického procesora (angl. central processing unit, skr. CPU) na grafickú kartu (angl. 
graphics processing unit, skr. GPU). Konkrétne ide o skutočnosť, že GPU na rozdiel od 
CPU disponuje niekoľko násobne väčším počtom výpočtových jadier, ktoré sú 
v podstate zodpovedné za výpočtový výkon. Táto podkapitola čerpá zo zdrojov [23, 24]. 
 
Obrázok č. 40 Porovnanie počtu výpočtu výpočtových jadier CPU a GPU (zdroj: [23]) 
 Distribúciou výpočtov na jednotlivé jadrá sa výpočtový čas mnohonásobne 
skráti,  ide o tzv. paralelizáciu výpočtov. Grafické karty donedávna slúžili prevažne na 
zábavu a hry, no v roku 2007 spoločnosť nVidia vydala prvú oficiálnu verziu 
aplikačného rozhrania s názvom CUDA (angl. Compute Unified Device Architecture), 
ktorá umožňuje programátorom využívať veľký výkon moderných grafických kariet na 
všeobecné výpočty. 
 Aj v prostredí MATLAB je možné využívať paralelný výpočtový výkon. Je však 
potrebné nainštalovať potrebnú knižnicu,  ktorá pomáha komunikácii s grafickou 
kartou. Nevýhodou výpočtov na grafickej karte je fakt, že sú obmedzené len na operácie 
s jednoduchým dátovým  typom.  
 Nie všetky výpočtové úlohy je možne paralelizovať, avšak existuje mnoho 
aplikácií, kde je práve v oblasti umelej inteligencie paralelizácia výpočtov  úspešne 
využitá.  
4.5.2 Optimalizácia genetickými algoritmami 
 Použitie genetických algoritmov pri neurónových sieťach sa ustálilo len nedávno 
a výskum tejto oblasti sa posúva stále ďalej. Celkovo existuje niekoľko prístupov pri 
aplikácii GA na oblasť neurónových sietí. 
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 Prvým pokusom aplikácie GA v neurónových sieťach bolo navrhovanie 
štruktúry siete. Štruktúra neurónovej siete bola totiž rozhodujúcim faktorom. GA tak 
optimalizovali počet vrstiev a distribúciu spojenia medzi neurónmi. Trénovanie už 
prebiehalo klasickým spôsobom. 
 Ďalším postupom bolo využitie GA nie na návrh štruktúry siete, ale pri návrhu 
váh. Ohodnocovanie danej neurónovej siete je tak značne jednoduchšie, pretože GA už 
optimalizoval váhy a tak stačí spočítať chybu na testovacej množine. Avšak stavový 
priestor je veľký a to znamená pre GA vysokú výpočtovú náročnosť. 
 Kompromisom medzi uvedenými postupmi môže byť vynechanie poslednej, 
výstupnej vrstvy neurónovej siete z optimalizácie pomocou GA. Tým sa mierne zníži 
zložitosť prehľadávaného stavového priestoru. Posledná vrstvu váh sa tak nastaví 
klasickým trénovaním, čo je omnoho jednoduchšie ako trénovanie viacvrstvovej siete. 
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Záver 
 Obchodovanie prešlo od svojho počiatku mnohými zmenami. Na počiatku išlo 
o klasický výmenný obchod, postupom času sa k obchodu pridružovali iné vedné 
disciplíny. Terajší obchod už zďaleka nie je iba o obchodnom duchu, intuícii a zmysle 
pre obchod. Aktuálne žijeme v dobe rozmachu digitalizácie, ktorá značne pomohla k 
napredovaniu vedy vo všetkých oblastiach. Tento fakt sa podpísal aj pod oblasť 
obchodovania na kapitálových trhoch. 
 Zadanie práce, ktorým bolo vytvorenie aplikácie pre podporu rozhodovania sa 
na kapitálových trhoch bolo splnené. Výsledkom je aplikácia, ktorá síce nie je 
automatizovaným systémom obchodovania, no poskytuje podporu pri predikcii 
ďalšieho vývoja trhu.  Existuje mnoho aplikácií a nástrojov, ktoré v sebe implementujú 
rôzne analýzy, indikátory či stratégie, avšak podpora obchodu umelou inteligenciou nie 
je pre obchodníka až tak známa či jednoduchá. 
 Táto práca v sebe kombinuje jednak znalosti z oblasti ekonomiky, obchodovania 
a investovania a jednak prvky umelej inteligencie, ktorá zaznamenáva v poslednom 
období na poli obchodovania a finančníctva rozmach. 
 Implementácia dosiahnutých vedomostí prebiehala vo viacerých častiach. Prvou 
z nich bolo spracovanie samotnej témy, teda štúdium základov obchodovania na 
finančných trhoch. Druhou bola implementácia do funkčného programu, ktorý testuje 
jak jednu sieť, tak sa snaží nájsť optimálne nastavenie pre čo najlepšiu úspešnosť ako po 
predikčnej tak po obchodnej stránke. Poslednou, viac menej pridanou hodnotou je 
vytvorenie grafického rozhrania, ktoré zjednodušuje praktické využitie vytvorenej 
aplikácie. 
 O trading som sa začal zaujímať už pred výberom tejto diplomovej práce, no 
nemohol som sa mu venovať na plno. Išlo vždy len o papierové obchodovanie, či 
obchodovanie na tréningovom účte. Táto práca mi pomohla rozšíriť svoje vedomosti 
a znalosti v tejto nepochybne zaujímavej oblasti. Niekedy v budúcnosti, po získaní 
potrebného kapitálu a času by som sa tejto oblasti chcel viac venovať a verím, že 
poznatky nadobudnuté pri vypracovaní tejto práce úspešne zúžitkujem.  
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Prílohy 
Príloha A – Príklad využitia aplikácie pre testovanie jednej neurónovej 
siete 
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Príloha B – Príklad optimalizácie neurónovej siete 
 
 
 
 
 
 
 
 
Príloha C – CD s textom diplomovej práce, aplikáciou a zdrojovými 
dátami  
 
