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Abstract
Mobile notifications provide a unique mechanism for real-time information delivery
systems to users in order to increase its effectiveness. However, real-time notification
delivery to users via mobile phones does not always translate into users’ awareness about
the delivered information because these alerts might arrive at inappropriate times and
situations. Moreover, notifications that demand users’ attention at inopportune moments
are more likely to have adverse effects and become a cause of potential disruption rather
than proving beneficial to users. In order to address these challenges it is of paramount
importance to devise intelligent notification mechanisms that monitor and learn users’
behaviour for maximising their receptivity to the delivered information and adapt ac-
cordingly.
The central goal of this dissertation is to build a framework for intelligent notifications
that relies on the awareness of users’ context and preferences. More specifically, we firstly
investigate the impact of physical and cognitive (including emotional states and task
engagement) contextual features on users’ attentiveness and receptivity to notifications.
Secondly, we construct and evaluate a series of models for predicting opportune moments
to deliver notifications and mining users’ notification delivery preferences in different
situations. Finally, we design and evaluate a model for anticipating the right device
notifications in cross-platform environments.
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CHAPTER 1
INTRODUCTION
1.1 Overview
Mobile phones today have become the most ubiquitous personal computing devices on the
planet [Kru16]. Cellular network coverage has reached 96.8% of the world population and
this number even reaches 100% of the population in developed countries [Int15]. These
devices have transformed over a period of time from merely communication tools to smart
and highly personal devices that are able to assist us in a variety of day-to-day situations.
Besides being an indispensable part of our daily life and pervasive in nature, mobile
phones also have the capability to be always connected to the Internet. These features
of the mobile phone have made it a unique platform for fetching or receiving information
at anytime and anywhere. Moreover, such an opportunity has expanded the potential of
mobile applications to deliver information about a variety of events ranging from emails
to updates on online social networks and from advertisements about a product to inter-
ventions for behaviour change programmes.
In order to ensure the real-time awareness of users about the delivered information,
mobile operating systems rely on notification mechanisms that steer users’ attention to-
wards the delivered information through audio, visual and haptic signals. Notifications
are the cornerstone of push-based information delivery via mobile phones as they allow
applications to harness the opportunity of steering users’ attention in order to increase
1
the impact of the delivered information. Notifications are presented in a unified fashion
by almost all mobile operating systems. Usually, notifications from all applications are
listed in a notification-bar located at the top of the phone’s screen. In order to provide
a quick glimpse of the delivered information to the users, they present a brief summary
including the sender, information highlights and time of delivery.
Mobile notifications are generated by humans as well as machines. The former are
generated by recipient’s social connections generally through chat and email applications
for instantiating communication between two or more persons. Whereas, in the case
of the latter, messages are generated in an automatic fashion by the system processes
or the native applications, such as system monitoring utilities, scheduled reminders and
promotional advertisements.
Furthermore, since today’s mobile phones come equipped with a plethora of sophis-
ticated sensors, the data generated therefrom is exploited by applications for not just
improving usability but also to capture users’ context. Here, the user’s context is defined
as “any information that can be used to characterise the situation of an entity” [Dey01].
Contextual information can be used by sophisticated applications for proactively signalling
users about the occurance of events that are associated with their context. Some common
example of context-based notifications are collocation-based advertisements [AGKO04,
FS10] and context-based suggestions [LCC+11, WCC+12].
1.2 Problem Definition and Objectives
An increasing number of smartphone applications actively push information to the users.
People receive numerous notifications arriving autonomously at anytime during the day
through their mobile phones [SSHD+14, MMHP15]. Such proactive services are indeed
beneficial to the users, facilitating task switching and keeping users aware of a number
of information channels in an effortless manner. However, at the same time, due to
the pervasive nature of mobile phones, these notifications often arrive at inconvenient
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moments without any knowledge about recipients’ situation and their willingness to get
interrupted.
Psychological studies have found that wrongly timed notifications come with a cost of
interruption to the on-going task [MN86, ZRLK99]. Such an interruption can adversely
affect task completion time [CCH01, CCH00a, MBDT02], error rate [BKC00] and the
affective state of the user [AB04, BK06]. These experimental studies were conducted in
a controlled environment to investigate the effects of generic interruptions. This suggests
that these findings may be generalisable to desktop and mobile interruptions. Moreover,
some recent studies have demonstrated the negative affect of mobile interruptions of
the affective state and productivity of the user [KPD16, PCdO14]. At the same time,
recent studies have shown that this problem is exacerbated by the fact that cross-platform
applications prompt the users on multiple devices at the same time [WVKH16]. This fact
makes these notifications potentially even more annoying.
On the other hand, previous studies have shown that users are willing to tolerate
some interruptions from notifications, so that they do not miss any important informa-
tion [IH10]. However, their willingness is, in a sense, exploited by mobile applications
as these trigger a plethora of notifications continuously [MMHP15]. Given the poten-
tially large number of notifications, users do not accept all of them as their receptivity
relies on the content type and the sender of the messages [MMHP15, MPV+16]. Users
mostly dismiss (i.e., swipe away without clicking) notifications that are not useful or rel-
evant to their interests [FYB+10, SSHD+14]. Some examples of such notifications are
promotional emails, game invites on social networks and predictive suggestions by ap-
plications. Furthermore, studies have shown that users get annoyed by receiving such
irrelevant or unwanted notifications which could result in uninstalling the corresponding
application [FEW12, SSHD+14]. The above findings provide evidence that, in order to
reduce the level of disruption, we need to build smart notification mechanisms for alerting
users and sending information at appropriate moments.
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At the same time, sensors embedded in mobile phones allow us to capture contextual
information that can be used to both monitor and learn users’ behaviour. Indeed, the
interaction of users with notifications is extremely complex and depends on various con-
textual aspects, some of which can be captured through mobile sensors. Consequently,
the knowledge about the recipient’s notification-interaction behaviour and corresponding
context offer a significant opportunity to tackle the problem of designing a framework for
intelligent notifications, which can: (i) understand the factors associated with users’ recep-
tivity to notifications and infer opportune moments for notification delivery; (ii) identify
and hide or remove notifications that are not useful, or are uninteresting or irrelevant for
the user; and (iii) forecast the best medium to deliver cross-platform notifications.
1.3 Motivation
The key motivation of this work is to contribute to the design of calm mobile phone
technology, which aims to reduce the “excitement” of information overload by providing
users with the information that is in their interest and only when it is needed. Mark
Weiser and John Seely Brown describe calm technology as “a technology which informs
the users but does not demand their focus or attention” [WB97]. They envisioned that
calm technology will not only relax the user by hiding irrelevant information but also
allow more information to exist there and ready for users when needed. In order to
avoid making the existing mobile phone technology as intrusive, we need to design mobile
notifications that are aware of users’ context, their willingness to be interrupted and the
right medium to initiate the interruption.
Furthermore, the resulting intelligent notification mechanisms should not only en-
able us to achieve unobtrusive mobile technology, but also facilitate effective information
delivery. Overall, this would offer a great opportunity to researchers and practitioners
for influencing human behaviour through mobile phone-based behaviour change interven-
tions [LPR+13, PM14a]. For instance, monitoring and influencing obesity, stress and
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depression are some of the health and well-being challenges that can be successfully tack-
led by triggering timely and relevant interventions. Additionally, intelligent notification
systems could also unlock the mobile phone’s potential to be a cornerstone for building in-
novative applications in areas spanning from commerce [FS10] to public safety [WCC+12].
1.4 Thesis and Research Questions
As discussed in the previous sections, although mobile notifications1 are extremely ben-
eficial to the users, they are a cause of potential disruption as they often require users’
attention at inopportune moments. In order to realise unobtrusive technology in the case
of mobile notifications, we must make them aware of the recipient’s situation.
Consequently, the primary thesis of this dissertation is that the analysis of human traces
obtained through mobile phone sensing can be used to build mechanisms for capturing
the human-notification interaction behaviour and embedding intelligence in notification
mechanisms.
In order to support the above statement, this dissertation presents a series of empirical
studies to design specific components of the proposed framework. More specifically, this
dissertation investigates the following research questions:
• Research Question 1: What are the physical and cognitive contextual features
that make people attentive and receptive to mobile notifications?
• Research Question 2: Can we predict the opportune moments to deliver notifi-
cations given a user’s context?
1Details about Android notifications are discussed in the appendix of this thesis.
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• Research Question 3: Can we infer users’ preferences to receive notifications in
different situations?
• Research Question 4: On which medium should a notification be delivered in
multi-device environments?
1.5 Contributions and Thesis Outline
This dissertation aims to study and model user behaviour through a data-driven approach.
More specifically, we investigate the use of mobile phone sensing to build mechanisms for
intelligent notifications. This dissertation is organised as follows. In Chapter 2, we review
the previous studies in the area of mobile interruptibility management and demonstrate
how this thesis advances the state of the art in mobile notification management. The
details of these contributions are discussed in the following chapters.
The key contributions and corresponding mapping with the chapters can be sum-
marised as follows:
• Contribution 1: Understanding People’s Attentiveness and Receptivity
to Mobile Notifications.
In Chapter 3, we present two in-situ studies of mobile interruptibility focusing on
the effects of cognitive context and notification design factors on users’ perception,
attentiveness and receptivity to mobile notifications. The overall contributions of
this chapter are twofold. First, we have confirmed the validity of some past desk-
top interruptibility studies [CCH00b, CCH00a, CCH01] to show that ongoing task’s
complexity and completion level influences the perceived interruption in a mobile
setting. Second, for the first time, we have investigated the role of notification
presentation, sender-recipient relationship and emotional states for modelling inter-
ruptibility. Overall, the findings of this chapter are wide-ranging and they represent
the basis for the design of the proposed framework for intelligent notifications.
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• Contribution 2: Designing A Context and Content-driven Mechanism for
Predicting Interruptible Moments.
In Chapter 4, we present an in-situ study of mobile user interruptibility with the aim
of investigating how users behave when they receive specific types of content through
mobile notifications arriving in different contexts and from different senders. The
study shows that not all the notifications are disruptive. Instead, it is the relevance
of the interruption content in the recipient’s current context that partly defines the
disruptiveness of an interruption. We present the design and implementation of a
machine learning model that uses both content and context together for predicting
the most opportune moment for the delivery of in-the-wild notifications (i.e., the
real-world notifications received by users) carrying specific types of information. Fi-
nally, we show that a machine learning approach leads to more accurate predictions
of users’ interruptibility than alternative ones based on user-derived interruptibility
rules.
• Contribution 3: Mining Users’ Preferences for Receiving Notifications.
In Chapter 5, we present the design, implementation and evaluation of a novel
interruptibility management solution that learns users’ preferences for receiving no-
tifications based on automatic extraction of rules by mining their past interactions.
In simple words, the proposed solution learns the types of information users prefer
to receive via notifications in different situations and filters out those that are not
opportune in a given context. Another important contribution of this study is to
design a “customisable system” rather than a “black-box” solution. We present the
design and implementation of a mechanism for mining association rules and make
the discovered rules transparent to users so that they can check their appropriate-
ness. This allows the system to improve its effectiveness by discarding rules that
are not correct, according to users.
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• Contribution 4: Predicting the Right Device on Which to Deliver Noti-
fications in Cross-platform Environments.
As discussed above, we conducted studies to infer opportune moments and to learn
the types of notifications users prefer to receive in different contexts. In Chapter 6,
we first investigate the relationship between users’ behaviour in terms of handling no-
tifications in a multi-device environment and several contextual dimensions. Then,
we present the design of individualised and generic models to predict the device
on which the user will handle a notification in a given context. Finally, we show
that user clustering techniques can be applied to build predictors for initial model
bootstrapping.
In Chapters 7, we conclude this thesis with a brief summary of its key contributions
in the area of interruptibility management. Finally, we present some proposals for future
work.
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CHAPTER 2
BACKGROUND
2.1 Interruptions
2.1.1 Definitions
The concept of interruption has been defined and interpreted in different ways by re-
searchers working in different communities. For example, in linguistics, an interruption
has been defined as:
“A piece of discourse that breaks the flow of the preceding discourse. An interruption
is in some way distinct from the rest of the preceding discourse; after the break for the
interruption, the discourse returns to the interrupted piece of discourse [GS86].”
In psychology, an interruption has been defined as:
“An event that breaks the coherence of an ongoing task and blocks its further flow. How-
ever, people can resume the primary task that has been interrupted once the interruption
is removed [ML02].”
In computer science, an interruption has been defined as:
“An event prompting transition and reallocation of attention focus from a task to the no-
tification [MCSN03].”
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2.1.2 Types of Interruptions
Interruptions are pervasive in nature. As described by Miyata and Norman [MN86], in our
everyday life we receive numerous interruptions that are both internal and external. In
the following, we provide an overview of the definitions of these two types of interruptions
as proposed by the authors of [MN86].
Internal Interruptions
An internal interruption occurs due to our own background thought process. More specif-
ically, internal interruptions are the activities that people perform by breaking their focus
of conscious attention.
External Interruptions
An external interruption is caused by the arrival of an event around us. Communication
through computing devices or in-person is the fundamental source of external interrup-
tions. External interruptions can be further divided into two categories based on the
relevance of sources with the primary task:
• Implicit Interruptions: These are the interruptions that arrive from some process
of a primary task. Such interruptions are mostly relevant to the current task, for
example, an error message from the application which a person is interacting with.
• Explicit Interruptions: These are the ones that arrive from a process that does
not belong to the ongoing task. Such an interruption causes an expected task switch
from the ongoing task to a newly introduced task, for example, the arrival of a chat
message while a person is interacting with a text editor application.
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2.1.3 Our Definition of Interruptions
Previous theories about interruptions help us to gain a deeper insights about the mean-
ing of interruption. We use this knowledge to derive a generic theoretical construct for
interruption. Since the objective of this thesis is to reduce external interruption without
considering internal interruptions. Therefore, we define interruption as an unanticipated
event that comes through a communication medium and has a potential to instigate a task
switch and break the flow of the primary activity by capturing users’ attention through a
visual cue, auditory signal, or haptic alert.
2.2 Sources of Interruptions
The aim of this work is to build a framework for intelligent mobile notifications. Therefore,
the focus of this section is on the emergence of external interruptions and the ways in
which people handle them.
2.2.1 Interruptions in Human-Human Discourse
In the human-human communication environment, when an interaction is initiated by a
person (i.e., speaker), the listener usually provides feedback about the success or failure
of the initiated communication [CS89]. Such feedback is merely a brief reaction through
eye contacts, head nods or voice response. This acknowledgement informs the speaker
whether the listener is welcoming and attending the communication or not.
As suggested by Clark and Schaefer [CS89], “[f ]or people to contribute to discourse,
they must utter the right sentence at the right time”. The physical presence of a person
enables the speaker to understand the right moment to initiate communication. However,
the speaker does not usually have a reasonable understanding of the listener’s cognitive
situation. Consequently, people sometimes initiate communication at wrong moments,
which often results in causing interruptions.
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As suggested by Clark [Cla96], a listener can respond to such an interruption in four
possible ways:
1. take-up with full compliance: responding to it immediately.
2. take-up with alteration: acknowledging and agreeing to handle it later.
3. decline: explicitly refusing to handle it.
4. withdraw: implicitly refusing to handle it by not providing an acknowledgement to
the interruption.
On the other hand, once the conversation begins it does not always go error-free. As
argued by Sacks et al. in [SSJ74], the turn-taking during the conversation is itself vulnera-
ble to error. When a person speaks the other person listens, but sometimes unintentionally
both start talking simultaneously and people try to coordinate their conversation in an
appropriate way. However, this can be categorised as an implicit interruption (discussed
earlier in this chapter) as there is no external source of interruption.
2.2.2 Interruptions in Human-Computer Interaction
Personal computing devices such as desktops, laptops and mobile phones, offer a great
value to users by facilitating multifarious informative and computational functionalities
salient to their daily requirements. However, the provision of a platform that runs mul-
tiple applications simultaneously, which are delivering various types of information from
different channels, often leads to an environment that distracts users from their primary
task1. This is due to the fact that the information delivered to the users is often not rele-
vant to their primary task, which leads them to switch their attention from the application
in focus towards the application being executed in the background that delivered the in-
formation. Moreover, applications leverage notifications in order to trigger alerts that
1Here a primary task can be any operation which the user is currently performing, which might or
might not include interaction with a computing device.
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try to gain users’ attention towards the delivered information. Therefore, even though
people try to ignore all interruptions and continue focusing on their primary task, they
still receive cues about the newly delivered information, which might cause information
overload [SVV99].
In 1997, by looking at the trend towards the development of “intelligent” computer
system and technologies, McFarlane envisioned the hazards from such intelligent systems
competing for users attention [McF97]. McFarlane, for the first time, investigated the
strategies for counteracting interruptions caused by intelligent computer systems. He
built a taxonomy based on theoretical constructs that are relevant to interruptions. This
taxonomy identifies the following eight descriptive dimensions of human interruption:
(i) source of interruption: who triggered the interruption.
(ii) individual characteristics of person receiving interruption: receiver’s perspective for
getting interrupted.
(iii) method of coordination: technique used for determining when to interrupt based on
the users’ response.
(iv) meaning of interruption: what the interruption is about.
(v) method of expression: design aspect of the interruption.
(vi) channel of conveyance: medium of receiving the interruption.
(vii) human activity changed by interruptions : internal or external change in the recipi-
ent’s conscious and physical activity.
(viii) effect of interruption: impact of interruption on an ongoing task and the user.
Instead of limiting the scope of his work to HCI, McFarlane built this taxonomy
from an interdisciplinary perspective drawing upon the theories for human interruption
discussed in the literature of many different domains. Each dimension of the taxonomy
describes a unique aspect of human interruptibility.
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In 1999, Latorella proposed an Interruption Management Stage Model (IMSM) that
describes information processing stages on receiving interruptions [Lat99]. This model
can be used to study information processing by humans and to identify the effects of
interruptions in different stages of information processing. The model was designed with
an assumption that recipients are engaged with an ongoing task with which they are
familiar and that it can be resumed at any point. It comprises of three stages:
(i) interruption detection: when a user is engaged with the primary task, a salient alert
is required in order to initiate an interruption.
(ii) interruption interpretation: on detection of an interruption, the user’s attention is
directed towards the interruption for further processing in order to interpret the
requirements of the interrupting task.
(iii) interruption integration: in this final stage, the user integrates the interruption with
the primary task by immediate or scheduled tasks switching.
In 2002, McFarlane and Latorella investigated users’ behaviour on receiving interrup-
tion alerts (i.e., the first stage of IMSM model) [ML02]. They argued that user response
to computer generated interruptions is similar to the response to interruptions during
human dialogue as proposed by Clark [Cla96]. However, they suggested that Clark only
considered the user response for detected interruptions, but that in the human-computer
interaction setting these can also go undetected. Therefore, undetected interruptions
are also additional aspects of user response, which should be considered when building
interruption management system for computing environments.
McFarlane and Latorella proposed the following five key responses of users to an
interruption arriving during the process of human-computer interaction:
(i) oblivious dismissal : the interruption is undetected and the interruption is not per-
formed;
(ii) unintentional dismissal : the interruption is not interpreted and the interruption is
not performed;
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(iii) intentional dismissal : the interruption is interpreted, but the user decides not to
perform the interrupting task;
(iv) preemptive integration: the interrupting task is initiated immediately, intruding
upon the ongoing task, and is performed to completion before resuming the ongoing
task;
(v) intentional integration: the interrupting task and the ongoing task are considered
as a set, and the operator rationally determines how to integrate performance of the
interrupting task.
2.3 Cost of Interruption
Interruptions are an inevitable part of our everyday life as it is hard to get through the
entire day without being interrupted. As suggested by Zabelina et al. in [ZOP+15], people
are sensitive to their surroundings and they receive more information through interrup-
tions, which helps them to be creative. This represents a positive aspect of interruptions.
At the same time, numerous studies [BEG98, CCH00b, BKC00, CCH01] have demon-
strated that interruptions have a detrimental effect on users’ memory, emotional and
affective states, and ongoing task execution. In this section we discuss the cost associated
with the arrival of interruptions at inopportune moments.
2.3.1 Impact on Memory
In 1927, Zeigarnik performed a classic psychological study [Zei27] (as cited in [Bad76]),
which led to the definition of the Zeigarnik Effect, with the goal of examining the mech-
anisms of retrospective remembering with and without interruptions. In this study the
participants were given a series of practical tasks, for instance sketching a vase and putting
beads on a string. Some tasks were interrupted and others were carried out without any
interruption. Participants were allowed to perform the task in any order and switch to
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another task without completing the ongoing task, which could be taken up later. On
the completion of all tasks, they were asked to do a recall test. The results of this study
demonstrate that people can recall the content of interrupted tasks better compared to the
content of uninterrupted tasks, which might indicate that people have selective memory
associated to the interruptions they receive. This observed behaviour is usually referred
to as the Zeigarnik Effect.
Although the Zeigarnik Effect suggests that interruptions are useful for retrospective
memory, many other applied studies have argued that interruptions have an adverse
impact on memory [DFAB93, GB89, BEG98, CCH01]. In particular, in [DFAB93] Dix et
al. argued that humans can memorise only a limited list of tasks they have been engaged
in due to the nature of their cognitive abilities. Moreover, if interrupted during a task,
humans are likely to lose track of what they were doing. Following these suggestions,
Edwards and Gronlund [BEG98] conducted an experiment to investigate the memory
representation for the primary task after handling an interruption. Their study was
orthogonal to the Zeigarnik Effect experiment as in the latter participants were not asked
to resume or to remember where they left the primary task after the interruption. Through
their experiment, Edwards and Gronlund demonstrated that people possess a stronger
memory representation of an uninterrupted task as compared to an interrupted task.
Moreover, they showed that people tend to take time in order to resume back to the
primary task after an interruption.
2.3.2 Impact on Ongoing Task Performance
In 1981, Kreifeldt and McCarthy [KM81] argued that interruptions could have an adverse
effect on the completion time and errors made while performing a computing task. They
demonstrated that people perceive more disruption and become more prone to make
errors on getting interrupted while performing a complex task compared to a simple task.
Some years later, in 1989, Gillie and Broadbent [GB89] investigated, through a series
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of experiments, the impact on the primary task by three aspects of an interruption: (i)
length; (ii) similarity with the primary task; (iii) the action required to handle it. Their
results show that people feel distracted when interruptions are similar to the primary task
or if they are limited to complex tasks. However, the length of an interruption does not
make it disruptive. However, Czerwinski et al. [CCH00b] found that people perceive less
disruption if the interruption is highly relevant to the current task, which contradicts the
findings of Gillie and Broadbent that people feel more distracted when interruptions are
similar to the primary task [GB89].
In [BKC00] Bailey at al. investigated the impact of interruptions on the performance of
an ongoing task. Their experiment utilised six types of web-based task: adding numbers,
counting items, image comprehension, reading comprehension, registration and selection.
Participants were interrupted when they were approximately in the midway to completion
of each task. They were presented with a news summary or a stock-decision task as
an interruption. Their findings show that: (i) people perform interrupted tasks slower
as compared to non-interrupted tasks; (ii) perceived disruption varies as a function of
the task type; and (iii) different types of interruption produce similar effects on task
performance. Later, in another study [BKC01], Bailey’s et al. demonstrated that the
amount of disruption perceived also depends on the mental load of a user on the arrival
of an interruption.
Czerwinski et al. in [CCH00a] investigated the impact of interruptions while perform-
ing different types of sub-tasks. Their results show that people perceive varying level of
disruption while performing different sub-tasks. They proposed that deferring interrup-
tions until a new subtask is detected could also reduce the perceived disruption. These
findings were extended by Cutrell et al. [CCH01] to investigate the effects of instant
messaging on different types of computing tasks. They found that the disruptiveness
perceived is higher when users are engaged with tasks that require their attention.
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2.3.3 Impact on Users’ Emotional State
In [ZRLK99] Zijlstra et al. for the first time studied the effect of interruptions on users’
psychological state. More specifically, they investigated whether interruptions produce an
adverse effect on users’ emotions and well-being, and raise their activeness level. They
conducted a series of experiments by creating a simulated office environment for perform-
ing realistic text editing tasks. Their findings suggest that users’ emotion and well-being
are negatively impacted by interruptions, but they do not affect the activeness level.
In 2001, Bailey at al. investigated the effects of interruption on users’ annoyance and
anxiety levels [BKC01]. Through a series of experiments, they demonstrated that people
experience annoyance on arrival of an interruption. The annoyance level experienced by
users depends on the type of ongoing task, but not on the type of the interruption task.
They also show that the increase in users’ anxiety level is higher when they receive inter-
ruptions during a primary task as compared to the arrival of interruption on completion
of the primary task.
In another study [AB04], Adamczyk and Bailey investigated the effects of interruptions
arriving at particular moments during the execution of tasks in terms of users’ emotional
state and social attribution to the application of their primary task. In their experiment,
participants were asked to perform tasks (such as text editing, searching and watching
video) and a periodic news alert was triggered as an interruption. Their findings show
that users experience annoyance and frustration on receiving interruptions. However,
interruptions arriving at different moments have a varying impact on users’ emotional
state and social attribution to the primary task’s application.
In a study about mobile notifications [KPD16], Kushlev et al. investigated whether
interruptions coming from mobile phones cause lack of attention and hyperactivity symp-
toms associated with Attention Deficit Hyperactivity Disorder (ADHD). They asked par-
ticipants to maximise interruptions by keeping notification alerts on and trying to mostly
be within the reach of their phone. Later, participants were asked to minimise interrup-
tions by keeping notification alerts off and their phones away. Their results show that
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participants reported higher levels of inattention and hyperactivity during the first phase
of the experiment. This suggests that by simply adjusting existing phone settings people
can reduce inattention and hyperactivity levels.
2.3.4 Impact on User Experience
The most profound technologies are those that disappear. They weave themselves into
the fabric of everyday life until they are indistinguishable from it. – Mark Weiser [Wei91].
The above quote from Mark Weiser’s seminal paper [Wei91] provide a clear picture about
his vision for ubiquitous computing. His goal was to design an environment with embedded
unobtrusive computing and communication capabilities that can blend with users’ day-
to-day life. The two key aspects of his vision were: (i) effective use of the environment in
order to fuse technology with it; (ii) making the technology disappear in the environment.
The second aspect of his vision focuses on the user experience and suggests making
technology disappear from the user’s consciousness. Another classic paper of Weiser [WB97]
describes the disappearing technologies as calm computing. In this paper he suggested
that the technology should enable the seamless provision of information to users with-
out demanding their focus and attention. However, interruptions have a potential to
drive technology away from Mark Weiser’s vision because they not only create potential
information overload but also demand user attention.
As suggested by Mark Weiser [Wei91], technology should be “transparent” to users so
that they should not notice that they are interacting with computing devices. In one of
the first works in this area, Kreifeldt and McCarthy compared the design of user interfaces
in order to mitigate the effects of interruptions [KM81]. Their results suggest that the
interaction design plays a role in affecting users to successfully resume the interrupted
task. More specifically, their findings suggest that complex interfaces make it difficult to
handle interruptions.
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2.4 Individual Differences in Perceiving Interruptions
As defined earlier, an interruption is an unanticipated event that breaks the flow of execu-
tion of an ongoing task by demanding users to switch their attention to the interrupting
task. This leads to a multitasking environment for users. Humans naturally have skills
to handle interruptions and adapt to a multitasking environment; however, they do show
individual differences in their ability to perform tasks in a dynamic multitasking environ-
ment [Atk53, Wei65, BW86, JH98].
In 1953, Atkinson investigated the role of people’s motivation to recall the completed
and interrupted tasks [Atk53]. The study demonstrates that highly motivated users have
a tendency to recall interrupted tasks better as compared to recalling completed tasks.
On the other hand, less motivated people show a tendency to recall completed tasks better
than recalling the interrupted task. Overall, his findings suggest that the ability to recall
the primary task after handling interruptions varies across people. A few years later,
similar findings were reported by Bernard Weiner [Wei65].
Joslyn and Hunt proposed “The Puzzle Game” – an empirically validated test that
can quantify the performance of users for multitasking [JH98]. Through a series of ex-
periments, the authors showed that there are differences in people’s ability to make rapid
decisions for task switching. They suggested that people who are good in making quick
decisions can be identified through testing their psychological characteristics, which can
be captured by their puzzle game.
Brause and Wickens in [BW86] investigated the individual differences in sharing time
between tasks in a multitasking environment. Their analysis show that there are differ-
ences in time-sharing ability of individuals; these are linked to their potential to process
information. Moreover, their findings suggest that people have different strategies for
time-sharing, which introduces differences in individuals’ multitasking ability.
Moreover, some studies have demonstrated that people show significant differences in
their cognitive style with respect to multitasking [Hus87, CCM90]. Studies have demon-
strated that the performance in carrying out an interrupted task is affected by users’
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anxiety [Hus87] and arousal [CCM90] levels. However, the level of anxiety and arousal
varies across people [Hus87, CCM90].
2.5 Interruptibility Management
2.5.1 Definition
As discussed in the previous sections, interruptions are the part of our everyday life and
often cause disruption that adversely affects the ongoing task and our psychological state.
Interruption management is a process that combines technology, practices and policies to
build solutions for controlling interruptions from seeking users’ attention at inopportune
moments. The key goal of an interruptibility management system is to help people to
effectively perform their primary task and make computing devices calm by unobtrusively
mediating interruptions.
2.5.2 Attentiveness and Receptivity to Interruption
In [PdOKO14] attentiveness is defined as the amount of attention paid by users towards
their computing device for a newly available interruption task. However, attentiveness
does not consider the response of the user to the interruption, which can be either pos-
itive (i.e., accepting the interruption) or negative (i.e., rejecting the interruption). On
attending an interruption users get subtle clues about different features of interruptions
such as a brief description of the content, sender and urgency of the interrupting task.
On the other hand, receptivity is defined as the process of making a decision about
the way in which the user is willing to respond to an interruption by analysing its clues.
In [FYB+10] Fischer at el. argue that users’ receptivity to an interruption not only
encompasses their reaction to that specific interruption but also their subjective experience
of it. However, users’ receptivity varies with the context as it accounts for their negotiation
to handle interruptions in different contexts.
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In this thesis we will consider both attentiveness and receptivity as key dimensions for
the design of intelligent notification mechanisms.
2.6 Interruptibility Management in Desktop Envi-
ronments
Interruptibility management has attracted the interest of HCI researchers well before
the advent of mobile devices. However, interruptions received on the desktop have very
specific characteristics. In fact, because of their very nature desktops are situated in a
constant environment and the user’s physical context (such as location, activity and sur-
rounding people) does not always change, whereas mobile devices are carried by users
almost everywhere, which makes the mobile user’s physical context very dynamic. There-
fore, interruptibility management for desktop environments is in a sense less complex.
2.6.1 Interruptibility Management by Using Wizard of Oz Ap-
proach
In 1993, Horvitz et al. started the Lumiere project [HJH99] with the goal of building
a probabilistic model that can make predictions about the user’s attention under uncer-
tainty. They employed the Wizard of Oz technique to conduct a series of experiments.1
The data obtained from these experiments was later fed to the manually constructed
Bayesian networks to predict the users’ need by using different variables such as their
background, actions and queries. The constructed Bayesian models were used to obtain
a probabilistic distribution for the degree of users’ attention [HKPH03].
Opportune moments to interrupt people can be better predicted by considering a wide
range of context information. For the first time, in [HFA+03] Hudson et al. explored the
1The Wizard of Oz technique is an experimental mechanism for the observation of a user operating an
apparently fully functioning system whose missing services are supplemented by a wizard (i.e., a hidden
observer) [DJA93]. Here, the user is led to believe that the computer system is fully operational and is
not aware of the presence of the wizard. The wizard observes the user through a dedicated computer
system connected to the observed system over a network. When the user invokes a function that is not
available in the observed system, the wizard simulates the effect of the function.
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possibility of detecting estimators of human interruptibility by using sensors in order to
enhance computer mediated communications in work settings. They chose a Wizard of Oz
approach which enables them to simulate a wide range of sensors. Using the data collected
from these sensors they constructed a series of predictive models that achieved a level of
the accuracy in the 75-80% range. Their study provided evidence that sensor information
can be effectively used to estimate human interruptibility. Later, Fogarty et al. improved
these models by exploiting additional sensor readings [FHA+05]. In [FHL04, FKA+05],
the authors further examined the robustness of the proposed sensor-based approach by
conducting experiments in a real world scenario.
2.6.2 Interruptibility Management by Exploiting Task Phases
In 1986, Miyata and Norman argued that people are less prone to perceive interruptions as
disruptive in some phases of a task compared to other phases [MN86]. This suggestion was
later investigated by Czerwinski et al. [CCH00b] in 2000 and by Cutrell et al. [CCH01] in
2001. Both studies confirm the insights of Miyata and Norman that perceived disruption
varies when an interruption arrives at different phases of the task. Moreover, Czerwinski
et al. [CCH00b] found that interruptions are less disruptive when they arrive at the
completion of a primary task.
On the other hand, in [CCH01], Cutrell et al. found that interruptions arriving at the
beginning of a primary task are perceived as less disruptive than interruptions occurring
at other phases of a task execution. They suggested that interruptions should be queued
and delivered when a user is switching tasks, rather than delivering them immediately.
They designed an interface for instant messaging that constantly monitors user actions
and infers the different phases of the task completion level as well as the moment when
the users switch from one task to another. They also suggested that this information can
be used to deliver instant messages at opportune moments.
Horvitz et al. devised the term “bounded deferral” [HAS05], which utilises the concept
of deferring the interruption if the user is busy and determines the time until which the
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interruption should be held from being delivered in order to minimise the disruption cost
without losing the value of information due to the delay. The interruption is deferred until
a maximum amount of time that is pre-specified by users (known as maximal deferral
time) and after this time has elapsed, if they still remain busy, the alert is delivered
immediately. They investigated the busy versus free situations for 113 users over a period
of two consecutive days (i.e., a day for each situation). Participants were provided with
a “Busy Context” tool that allows them to define when they were busy or free. The
analysis of the data showed that users switch from busy to free situations in approximately
2 minutes. Moreover, they demonstrated that medium and low urgency emails can be
deferred for three and four minutes respectively. They suggested that bounded-deferral
policies can reduce the level of interruption while allowing users to be aware of important
information.
As discussed earlier in this chapter, Adamczyk et al. demonstrated through a con-
trolled experiment that the breakpoints within a task are the opportune moments to
deliver interruptions [AB04]. Later, in [AIB05] they proposed a system that can auto-
matically infer the breakpoints in tasks and exploit this information to deliver interrup-
tions. In order to build this system they leveraged the findings of [Bea82, HL93, NTS02],
which suggested that users’ mental workload has a statistical correlation with the size of
the pupil. They validated this in a human-computer interaction environment by showing
pupillary response aligns with the changes in mental workload [IZB04, IAZB05]. They
built a system that uses a head-mounted eye-tracker for measuring users’ pupil size. Fi-
nally, they showed that their system was able to infer mental workload for two tasks (route
planning and document editing) with an average error of 2.81% and 2.3% respectively.
In 2007, Iqbal and Bailey investigated the feasibility of inferring three types of break-
points (coarse, medium and fine) during the execution of a task without using any sup-
plementary hardware resources [IB07]. Data was collected from several participants in
the form of event logs and screen interaction videos while they were performing the task.
They recruited observers to watch the participants performing the task in order to identify
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and label breakpoints, their type and explanations for their choice. Using the suggestions
reported by Fogarty et al. in [FHL04, FKA+05], they identified a series of features (such
as “switched to another document”, “closed an application”, “completed scroll”, and so
on) by analysing observers’ explanations for breakpoints and event logs. Based on these
features they constructed statistical models, which were able to predict each type of break-
points with an average accuracy of 69% to 87% (i.e., the percentage of correctly identified
breakpoints over the total predicted breakpoints). For each type of breakpoint different
features were computed and also different models were constructed.
In [IB06] Iqbal and Bailey investigated whether the characteristics of task structure
can be used to predict the cost of interruption. They posited that the cost of interruption
is measured only by the resumption lag (i.e., the time taken by users to resume back to
their primary tasks after handling an interruption). More specifically, they tried to test
whether interruptions arriving at boundaries of subtasks have low cost of disruption, by
using the task structure rather than using head mounted cameras to measure pupil size
as they did in [IB07]. Here, task structure indicates the subtasks and boundaries within a
task decomposition and the characteristics of the task structure refers to the depth of task
decomposition, types of subtasks and mental carryover [CNM83]. They evaluated their
approach by conducting experiments on a set of primary tasks. In order to collect the data
for estimating the resumption lag on receiving interruptions, participants were interrupted
at various boundaries of the task execution. Finally, they constructed a statistical model
by using characteristics of task structure for predicting the cost of interruption. Their
results suggest that their approach could predict the cost of interruption with a 56–77%
accuracy for all tasks.
2.6.3 On-the-fly Inference of Interruptibility
All of the studies discussed above were on an oﬄine recognition and construction of
models to identify opportune moments for triggering interruptions. Lilsys [BMT04] and
BusyBody [HKA04] were the first attempts at designing solutions for on-the-fly inference
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of interruptibility. Both systems were built with custom hardware merely for research
projects and focused on interruptions in an office environment.
Lilsys [BMT04] uses ambient sensors to detect user’s unavailability for telecommuni-
cation. The system consisted of sensors including sound and motion sensors, phone and
door usage inference through the attached wires and keyboard/mouse activity inference.
Moreover, it allowed users to manually register their unavailability (if they wanted to) and
turn on/off the sensing whenever they wanted. Data is collected passively and an inference
about the user’s presence and availability is made on detecting a change in any sensor
event. Lilsys uses the data from phone, keyboard, mouse, motion and sound detectors in
order to predict the user’s presence. On the other hand, the unavailability is predicted
by exploiting the data from sound, phone, and door sensors. Both predictors are based
on a simple Decision Tree model. The system was deployed in an office for around seven
months. Participants reported the qualitative improvement in the interruptions but not
much reduction in the quantity of interruptions.
BusyBody [HKA04] is based on an initial training phase during which the system asks
users about their interruptibility at random times and it also continuously logs the stream
of desktop events, meeting status and conversations. Then, on completion of the training
phase it uses the collected information to build predictive models based on Bayesian
networks for inferring the cost of interrupting users (i.e., the level of perceived disruption)
in real-time. Through a small-scale study, the authors demonstrated that BusyBody is
able to make predictions about the cost of interrupting users with an accuracy of 70%-87%.
Both Lilsys and BusyBody represent valuable applications of machine learning al-
gorithms for exploiting the contextual information to predict interruptibility. Similarly,
Iqbal and Bailey proposed OASIS [IB10] – a system that detects the breakpoints in users’
activity independent of any task by exploiting the streams of application events and
user interaction with a computer. This information is used to determine the notification
scheduling policies on-the-fly and to deliver notifications accordingly.
28
2.7 Interruptibility Management in Mobile Environ-
ments
When mobile devices first appeared, they were used merely for calling and messaging
purposes. Later, with the advent of sensing capabilities, these devices have graduated
from calling instruments to intelligent and highly personal devices performing numerous
functions salient to users’ daily requirements. This has provided opportunities to mobile
applications to connect users to different information channels and deliver them updates
in real-time about a much larger variety of events, ranging from messages to traffic alerts
and advertisements.
2.7.1 Understanding Users’ Perception Towards Mobile Notifi-
cations
Studies have shown that people receive a much higher number of notifications everyday
on their mobile phone compared to desktop notifications [PCdO14]. Due to the pervasive
nature of mobile phones notifications arrive at anytime and anywhere, which makes mo-
bile interruptions more obnoxious compared to desktop interruptions. Thus, managing
interruptions in mobile settings has also become a more complex and important task.
Even though people report that notifications are disruptive, they still like to continue
receiving them in order to keep themselves aware of newly available information automat-
ically instead of manually checking [IH10]. People tend to use some simple strategies of
their own in order to manage interruptions. In a study with several participants [CT15],
Chang and Tang found that people mostly manage interruptibility through the ringer
mode of mobile phones. Findings of another study [WMW15] suggest that only a few
people tend to change notification settings for individual applications, such as stopping
notifications from a specific application. Similar findings were reported by Lopez et al.
in [LTCD15]. The authors of the study also suggested that people want a fine-grained
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control for how, when and which notifications are delivered to them, which is not present
in any mobile platform.
Sahami et al. ran a large-scale study [SSHD+14] to understand how users perceive
mobile notifications. They collected around 200 million notifications from more than
40,000 users over a period of 8 months. Their results show that even though people
deal with many notifications each day, most notifications are still viewed within a few
minutes of their arrival. Additionally, by collecting the subjective feedback from mobile
users, the authors show that users assign different importance to notifications triggered
by applications of different types (i.e., categories). Their findings suggest that people
value notifications triggered by messaging applications as well as notifications that include
information about people and events.
In another recent study [PCdO14], Pielot et al. found that most mobile notifications,
received by people, are about personal communication, which are triggered by messenger
and email applications. Also, the authors found that users are not always interested in
the information pushed by proactive services. Regardless of the ringer mode of phone,
notifications are viewed within a few minutes of arrival. By collecting the subjective
feedback from mobile users, they found that personal communication notifications are
responded to quickly because of social pressure and shared indicators of availability (such
as “the last time the user was online”) provided by communication applications. Moreover,
their findings suggest that, although, personal communication notifications make the users
feel connected with their social links, the increasing number of such notifications becomes
a source of negative emotions and stress.
In [FGB11] Fischer et al. investigated the behaviour of users on receiving notifications
from specific categories of application. They found that the reaction to notifications
is a function of their importance. According to a field study with 11 co-workers by
Fischer et al. [FYB+10], the subjective importance of SMS-related notifications depends
on how interesting, entertaining, relevant, and actionable a message is. If apps that are
not perceived as useful keep sending notifications, users become annoyed and consider
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deleting those applications [FEW12]. This suggests that there is a clear need for reducing
interruptions caused by wrongly timed and irrelevant notifications.
2.7.2 Predicting the Cost of Interruption
In [HKS+05] Horvitz et al. proposed the first interruptibility management tool for pre-
dicting the cost of being interrupted by incoming calls. The system consisted of two
Bayesian network models that were trained for predicting users’ interruptibility and at-
tendance to meetings that appear on their electronic calendar. The prediction results of
these models were used to compute the cost of interrupting a user through phone calls.
The models were trained by using the sensed activity and calendar properties. It is worth
remarking that this system was designed solely for managing phone calls, which were the
only interruptions generated by mobile devices at that time.
In [RDV11] Rosenthal et al. discussed a personalised approach for predicting the cost
of a mobile interruption. They conducted a survey to understand mobile phone users’
preferences and interruption cost in different situations. Their results suggest that the
cost of interruptions vary across users. For instance, a user might not have any problem in
receiving interruptions at work, while another user might consider these as a significant
disruption. Therefore, according to their findings, interruptibility management models
should be personalised. Moreover, they conducted an experiment to compare the usabil-
ity and accuracy of different sampling techniques that are used in the training phase of
a prediction model for automatic setting of the phone ringer. More specifically, they re-
cruited participants to train a preference classifier for two weeks. Participants were asked
to express their preferences for a mobile phone’s volume in different situations. Using
this training set, the authors constructed personalised predictive models that are used to
automatically turn on/off the volume of the ringer. The resulting system was tested for
two weeks. Participants were asked to report the correctness of the model by filling in a
daily questionnaire.
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Participants were randomly assigned to one of the sampling techniques: random sam-
pling, uncertainty-based sampling [LC94], decision-theoretic sampling [KH08] and cost
estimation sampling (i.e., the technique proposed by the authors). Their results show
that the proposed technique had a significant effect on the number of surveys presented
to the users. They found that, by using their model, 7 out of 10 participants reported
very high accuracy with few or no errors made by the system for automatically turning
the phone’s volume on or off in order to avoid unwanted interruptions.
2.7.3 Interruptibility Management by Using the Transition be-
tween Activities
In [HI05] Ho and Intille explored the use of transitions between physical activities for
delivering mobile notifications. More specifically, they conducted an experiment to com-
pare users’ receptivity to mobile notifications triggered at times corresponding to activity
transition and at other times. Their study was based on the hypothesis that physical
activity transition indicates “self interruption” as users switch to another one after its
completion. Such a moment might lower the user’s resistance to an interruption. The
authors customised a few PDAs by adding two wireless accelerometers in each in order
to capture users’ physical movement. After using temporal smoothing on activity data,
they captured four types of transitions: sitting to walking, walking to sitting, sitting to
standing and standing to sitting. Their results show that interruptions delivered at a time
corresponding to an activity switch are judged more positively compared to interruptions
delivered at random times.
In another study [FGB11] Fischer et al. investigated the use of naturally occurring
breakpoints during users’ interaction with mobile phones as opportune moments to deliver
mobile notifications. Through an experience-sampling study the authors asked users to
provide feedback about their context in terms of their interactions with the phone. These
notifications were delivered at random times or after the user has finished a call or finished
sending/reading an SMS. Their results suggest that the participants reacted faster to
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notifications when these are delivered right after finishing a phone call or sending/reading
a text message. However, the authors could not show whether the subjective experience
improves, perhaps because the artificial notifications created extra work.
In [ONN+16] Okoshi et al. studied the use of breakpoints within users’ interac-
tion with a mobile phone for delivering notifications in order to reduce interruptions
and improve users’ experience. The authors developed Attelia – a system for detecting
breakpoints in users’ interaction with mobile phones and to defer notifications until such
a breakpoint occurs. Attelia detects breakpoints during the user’s interaction with a
mobile phone in real-time, by using the sensors embedded in the phone. Attelia moni-
tors users’ interaction with applications and exploit this information in order to detect
breakpoints. They used the NASA-TLX questionnaire [HS88] to quantify participants’
subjective cognitive load. The authors first conducted a controlled study with 37 partici-
pants to evaluate the system. Their results demonstrated that, by delivering notifications
at breakpoints, the cognitive load of users who showed greater sensitivity for interruptive
notification timings is reduced by 46% compared to delivering notifications at random
times. Later, they conducted an “in-the-wild” study with 30 participants for 16 days in
order to validate the system in real-world settings. The results of this “in-the-wild” study
suggest that Attelia could reduce 33% of the cognitive load by delivering notifications
at detected breakpoints. Moreover, the notifications delivered at breakpoints received a
quicker response from users.
2.7.4 Interruptibility Management by Using Contextual Data
Today’s mobile phones are laden with sensors that are able to monitor various context
modalities such as physical movement, sound intensity, location and colocation with other
Bluetooth devices (i.e., colocation with users). Some previous studies have showed the
potential of mobile phones in providing data that can be used to infer not only numerous
aspects of users’ physical behavioural patterns [LML+10, LXL+11, MPM14] but also their
health and emotional states [RMM+10, LMRF+12, LCC+11, LCLP12, LLLZ13, CM15].
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Scientists have used various aspects of the physical context of users, captured via
mobile sensors, in order to construct machine learning-based models for predicting inter-
ruptibility of users. For example, Pejovic et al. developed InterruptMe [PM14b] – an
interruption management library for Android-based mobile devices. InterruptMe uses a
mixed method of automated smartphone sensing to collect contextual information and
experience sampling to ask users about their interruptibility at different moments. This
information is exploited by InterruptMe to construct intelligent interruption models based
on a series of machine learning algorithms for predicting the user’s interruptibility at the
current moment. In order to evaluate InterruptMe, the authors conducted a two-week
study with 20 participants and gathered users’ in-the-wild context, including their ac-
tivity, location, the time of day, emotions and engagement with an ongoing task. Their
results show that opportune moments for interruptions can be predicted with an average
accuracy of 60% and the reported sentiments towards notification can also be predicted
with a precision of 64% and a recall of 41%. Moreover, they found that the time taken by
users to respond to notifications can be predicted accurately. Finally, they demonstrated
that the online learning approach can be used to train models well enough to start making
stable predictions within a week. The experiments also revealed that such moments can-
not be considered in isolation and that users’ sentiment towards an interruption depends
on the recently experienced interruption load.
In [PdOKO14] the authors conducted a survey with 84 users to understand how people
perceive shared indicators of availability (such as “the last time the user was online”)
provided by messaging applications. Their results show that these indicators create a
social pressure on users to respond to the messages but people still see a great value
in sharing their attentiveness. However, the authors argued that the shared indicators
of availability by messaging applications are weak predictors of recipients’ attentiveness.
Instead, machine-computed prediction of recipients’ attentiveness should be used as a
more reliable source. In order to validate their proposed approach, the authors conducted
an experiment with 24 participants for a period of two weeks. They developed a mobile
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application that logs information about users’ context and their actual attentiveness,
including application name and the arrival time of messages, elapsed time between the
arrival time and the time when the message was actually read, launching and closing times
of messaging applications, phone lock/unlock times and the phone’s ringer mode (silent,
vibration and sound). Using this data they computed 17 features and ranked them based
on their entropy. They demonstrated that by using only the top seven features, a machine
learning algorithm can construct a model that can predict users’ attentiveness with an
accuracy of 70.6%
In [DP15] Dingler and Pielot argued that bounded-deferral strategies (i.e., strategies
for deferring notifications up to a certain time period in order to reduce disruption caused
by it) do not work if users are busy for long time periods. They suggested that a notifi-
cation might lose its value if it is delayed for too long. Therefore, notifications must only
be deferred if the phases of inattentiveness are brief. Based on their hypothesis they con-
ducted a study to investigate whether users’ attentiveness to mobile phone notifications
can be predicted by using contextual information. Through a passive and continuous
sensing approach, they collected phone-usage data from 42 participants for a period of
two weeks. They demonstrated that users’ attentiveness can be predicted using mobile
phone usage with an accuracy of 80%. Their findings show that users are attentive to mo-
bile notifications for around 12 hours in a day. Also, the periods of users’ inattentiveness
to mobile notifications are often very short (i.e., 2-5 minutes).
Another study [Pie14] explored the use of phone usage activity and contextual infor-
mation for predicting users’ attentiveness to calls. In order to collect data, the authors
developed an application that temporarily mutes the ringer by simply shaking the phone.
They logged anonymous data from 418 users corresponding to more than 31000 calls
mapped with recipients’ context at the time of call arrival. They collected data which is
available through the open API calls of the Android platform, such as physical activity,
ringer mode, device posture and time since last call. They demonstrated that these fea-
tures can be used to predict call availability with an accuracy of 83.2%. Moreover, they
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showed that a personalised model training approach can increase the average accuracy
by 87%. By using only the top five features (including last time the ringer mode was
changed, last time the screen was locked/unlocked, current status of screen lock, last time
the phone was plugged/unplugged from charging, time since last call) call availability can
be predicted with an accuracy of 79.62%.
On the other hand in [GJ09], Grandhi et al. suggested that by just relying on sensor
based knowledge, interruption management systems often fail to infer whether the inter-
ruptions are disruptive or not because they do not take into account the sender of an
interruption and the information that is being sent. The authors propose a theoretical
framework for interruptibility management that takes into account information about no-
tification sender and content. However, the authors do not support their claim through a
deployment in a mobile setting.
2.7.5 Interruptibility Management by Filtering Irrelevant Infor-
mation
Previous studies have shown that users are willing to tolerate some interruptions from
notifications so that they do not miss any important information [IH10]. However, their
willingness is, in a sense, exploited by mobile applications as these trigger a plethora of
notifications continuously [PCdO14]. Given the potentially large number of notifications,
users mostly dismiss (i.e., swipe away without clicking) those that are not useful or rele-
vant to their interests [SSHD+14]. Some examples of such notifications are promotional
emails, game invites on social networks and proactive suggestions by applications (such
as traffic updates). At the same time, past studies have shown that users get annoyed
by receiving irrelevant or unwanted notifications that could result in the uninstallation
of the corresponding application [FEW12]. This suggests that learning about the impor-
tance of notifications for the user may be a feasible approach to delivering only relevant
notifications to them.
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In [FYB+10] Fisher et al. investigated the effects of notification content and the
time of its delivery on the user’s receptivity to that notification. In order to understand
the role of notification content, they recruited 11 participants who were asked to rate
their interest in the given 28 categories of content on a 7-point Likert scale. For each
participant, the content types rated (by the same participant) as top 3 were considered
as “good content” and the lowest three were considered as “bad content”. Moreover,
participants were asked to specify the time window during which they were interested in
receiving notifications of these types. Participants received six notifications (three each of
good and bad content) every day. These notifications were delivered at three opportune
times and three inopportune times. Their results show that users’ receptivity for good
content was significantly higher than their receptivity for bad content. However, there was
no significant differences in users’ receptivity at opportune and inopportune times. This
might suggest that users’ receptivity is associated with notification content rather than
the time of delivery. Furthermore, the participants were asked to fill a daily survey. The
survey asked them to provide a rating for the perceived interest, entertainment value and
actionability required to handle the notification. This data was used to understand the
properties of notification content that make people receptive to it. Their findings suggest
that users’ interest, entertainment, relevance and actionability significantly influence their
receptivity.
2.8 Limitations of the Existing Literature and Scope
of this Thesis
Interruptions are an inevitable part of our daily life. As discussed in this chapter, the
effects of disruption caused by interruptions occurring at inopportune moments have been
studied thoroughly in the past. Studies have clearly demonstrated that interrupting users
engaged in tasks has a considerable negative impact on task completion time [CCH01,
CCH00a, MBDT02], error rate [Lat98], and even emotional state [AB04, BK06]. However,
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studies have also provided evidence that users are willing to tolerate some disruption in
return for receiving notifications that contain valuable information [IH10].
Since the era of desktops, managing interruptions has been a key theme in Human-
Computer Interaction research [HJH99, HKA04, AIB05, IB06]. With the advent of mobile
technologies, the problem of managing interruptibility has become even more pressing as
users can now receive notifications anywhere and at anytime. For this reason in the past
years we have witnessed numerous research efforts directed at managing interruptions
in mobile environments [HI05, IH10, PM14b, ONN+16]. Most of the work on mobile
interruptibility emphasises the exploitation of task phases [HI05, FGB11, IH10] and users’
context [PM14b, PdOKO14, DP15] to infer the right time to interrupt.
Studies have shown that notifications are considered more positively and received a
faster response when delivered while a user switches between two activities, such as sitting
and walking [HI05, FGB11]. On the other hand, studies have also demonstrated that ma-
chine learning algorithms can learn about users’ interruptibility by exploiting passively
sensed contextual information and interruptible moments reported by users [PM14b].
Furthermore, sensed data can be used to compute features, such as last notification re-
sponse, phone’s ringer mode and proximity sensor, which are effective predictors of the
notification response time.
However, existing studies do not completely address the problem of characterising
users’ attentiveness and receptivity to notifications. The key reason behind this is that
there is still a lack of understanding concerning the factors influencing users’ attentiveness
and receptivity to mobile notifications in different cognitive situations. Moreover, until
now, studies ignore the role of content (i.e., who is the sender and what information is
being sent) for modelling interruptibility [GJ09]. Therefore, existing interruption man-
agement systems have not shown remarkable performance in terms of the prediction of
opportune moments for delivering information [PM14b, ONN+16]. A few past studies
have also incorporated aspects of content for studying interruptibility [SVV03, FYB+10].
In [SVV03] Speier et al. have shown the relevance of content with the current task
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when predicting the interruption caused by the pushed information. On the other hand
in [FYB+10], Fischer et al. claims that interruptibility can be determined by the user’s
interest, entertainment and actionability in the notification content. In general, there
is very little work about the design of an intelligent notification mechanism based on a
user’s preferences about “from whom (sender)”, “what (type of information)”, and “where
(user’s context)” to receive mobile notifications. This thesis represents an initial step to-
wards realising a complete intelligent notification mechanism by considering all the three
factors together.
This chapter has discussed the state-of the-art of the area of human interruptibility. We
identified four key limitations of the existing literature that are addressed in this thesis:
(i) There is still a lack of understanding about the role of users’ emotional states and
their engagement with a primary task in influencing a user’s interaction with no-
tifications. In Chapter 3 we present two studies for bridging this gap. It is worth
noting that the use of these cognitive features for modelling interruptibility is out
of the scope of this thesis. Indeed, it is not possible to get a continuous stream of
cognitive contextual information of users as this is queried via ESM and it would
not be easy for users to respond to questionnaires very frequently. For this reason,
we have collected such data only for investigating the association of cognitive con-
text with interruptibility. The use of cognitive context for the design of predictive
interruptibility models is not in the scope of this thesis.
(ii) Almost all mobile interruptibility management studies have focused on exploiting
physical contextual information for building interruptibility models [HI05, PM14b,
ONN+16]. On the other hand, the literature suggests that users’ interruptibil-
ity also depends on the information about the sender and the content of notifica-
tions [SVV03, FYB+10]. In Chapter 4 we present the design and implementation
of an interruptibility model that exploits information about users’ context, sender
and content of notifications to learn about their behaviour for interacting with no-
tifications.
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(iii) Some studies have shown that not all notifications that users receive are useful or
relevant for them [FYB+10, SSHD+14]. However, the existing literature remains
limited in showing how an interruptibility management system can learn which no-
tifications are not at all useful/relevant for users in specific situations. In Chapter 5
we address this challenge for automatic learning of users’ preferences through text
mining and machine learning algorithms.
(iv) Another key limitation of the existing literature is that none of the previous studies
have focused on understanding users’ behaviour on receiving cross-platform notifi-
cations, which are delivered on multiple devices at the same time. In other words,
there is a lack of understanding about features that determine users’ receptivity to
such notifications on a specific device in a given context. In Chapter 6 we address
this challenge by designing, implementing and evaluating a solution for intelligent
notification in multi-device environments.
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CHAPTER 3
UNDERSTANDING PEOPLE’S ATTENTIVENESS
AND RECEPTIVITY TO MOBILE
NOTIFICATIONS
3.1 Overview
Mobile notifications are extremely beneficial to users. However, at the same time, they are
a cause of potential disruption, since they often require users’ attention at inopportune
moments for them. Indeed, previous studies have found that interruptions at inoppor-
tune moments can adversely affect task completion time [CCH01, CCH00a, MBDT02],
lead to high task error rate [BKC00] and impact the emotional and affective state of the
user [AB04, BK06]. Also, users get annoyed when they receive notifications presenting
information that is not useful or relevant to them in the current context [CCH00a]. This
tension is exacerbated by the fact that individuals have to deal with a plethora of no-
tifications in a day, some of which are disruptive [PCdO14]. At the same time, studies
have shown that even though people perceive disruption through notification alerts, they
are still receptive to these notifications in order to avoid missing any important informa-
tion [ORMR12].
Previous studies have shown that the user’s receptivity to a notification is determined
by: (i) physical context [PM14b]; (ii) how interesting, entertaining, relevant and action-
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able its content is for the user [FYB+10]; (iii) the type of application that triggers it –
communication applications are considered as the most important [SSHD+14]; (iv) time
criticality and social pressure [PCdO14]. All of these studies have mainly focused on
exploring the role of physical context and notification content in influencing the user’s
receptivity to mobile notifications. However, there is still a lack of understanding con-
cerning the impact of cognitive and notification design factors on users’ receptivity. This
might also be the key reason for the failure of most interruptibility management systems
to achieve a very high accuracy in predicting the opportune moments for interrupting
users.
In order to bridge this gap, we conduct two in-situ studies to investigate the factors
impacting users’ perception towards, attentiveness and receptivity to mobile notifications.
The first study [Section 3.2] examines the role of the ongoing task engagement and no-
tification design. In the second study [Section 3.3], we examine the impact of emotional
states on users’ attentiveness and receptivity to mobile notifications1.
The key contributions of this chapter are investigation and characterisation of:
• the impact of a notification’s alert modality on the user’s ability to perceive a
notification alert;
• the impact of the alert modality, sender-recipient relationship, presentation of a
notification, the ongoing task type, completion level and task complexity on the
response time;
• the impact of the sender-recipient relationship, and the ongoing task’s type, com-
pletion level and complexity on the perceived disruption;
• the role of the sender-recipient relationship, notification content and the perceived
disruption on the user’s decision to accept or dismiss a notification;
1The second study presented in this chapter was performed in a collaboration with another PhD
student (Fani Tsapeli). Most of the work (including experimental design, application development, data
collection, data preprocessing and correlation analysis) was done by me. However, Fani Tsapeli provided
support to perform the causality analysis by using her framework presented in [TM15].
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• the association between users’ interaction with notifications and changes in emo-
tional states;
• the causal relationships between users’ emotional states and notifications interac-
tion.
3.2 Understanding the Role of Ongoing Task Engage-
ment and Notification Design
In this section we will discuss the first study which is aimed at understanding the impact of
ongoing task engagement and notification design on users’ reactions to notifications. More
specifically, we investigate the impact of the alert modality, sender-recipient relationship,
presentation of a notification, the ongoing task type, completion level and task complexity
on the seen, decision and response times.
3.2.1 Data Collection
In order to investigate the impact of ongoing task engagement and notification design on
the user’s receptivity to mobile notifications, we conducted an in-situ field study. More
specifically, we developed My Phone and Me (see Figure 3.1) – an Android experience
sampling method (ESM) application that collects information about in-the-wild notifica-
tions, users’ interaction with them in natural situations (while they are performing their
day-to-day activities), and the physical and cognitive context information.
The My Phone and Me application uses Android’s Notification Listener Service [And16a]
to access notifications, and Google’s Activity Recognition API [GAR16] and ESSensor-
Manager library [LRMR13] to obtain the context information. Table 3.1 lists the groups
of features captured by the application. It is worth noting that the collected context data
has not been used for the analysis presented in this work. Instead, this data is explored
in the study presented in Chapter 5.
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(a) (b)
(c) (d)
Figure 3.1: My Phone and Me application: (a) main screen, (b) phone usage statistics,
(c) application usage statistics, (d) daily notifications.
In order to capture a better picture of people’s interaction with mobile notifications,
the My Phone and Me application logs three time measurements (as shown in Figure 3.2)
for each notification: the time of notification arrival (a), the time when the notification
is seen (b), and the time when the user accepted (c1) or dismissed (c2) the notification.
Note that in order to detect the moment when a notification is seen, we use the unlock
event of the phone and assume that all newly available notifications in the notification
bar are seen when the user unlocks the phone. In case a notification arrives when the user
is already using the phone (i.e., the phone is unlocked), the seen time of this notification
would be computed as zero. More specifically, for our analysis we compute the following
three time measurements for users’ interaction with notifications:
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Group Features
Time Arrival, seen and the removal time of a notification.
Notification response
Whether the notification was accepted (i.e., clicked) or
dismissed.
Notification details Sender application and the title of a notification.
Alert type
Signals used by a notification to alert the user: sound,
vibrate, and flashing LED.
Context data
Physical activity, location, presence of surrounding sound,
WiFi connectivity, proximity to the phone, surrounding
light intensity. This data is collected on arrival and re-
moval of a notification from the notification bar.
Table 3.1: Description of the features of the My Phone and Me dataset.
Seen
Time
(a) (b)
(c1)Decision
Time
(c2)
Figure 3.2: The three time measurements of a notification captured by the My Phone
and Me application. The time of notification arrival (a), the time when a notification is
seen (b), and the time when the user accepted (c1) or dismissed (c2) a notification. The
time difference between (a) and (b) is seen time and the time difference between (b) and
(c1 or c2) is the decision time.
• Seen time (ST) – time from the notification arrival until the time the notification
was seen by the user.
• Decision time (DT) – time from the moment a user saw a notification until the time
he/she acted upon it (by clicking, launching its corresponding app or swiping to
dismiss).
• Response time (RT) – time from the notification arrival until the time the notifica-
tion is reacted upon by the user. It is the sum of seen time and decision time.
Moreover, to infer the user’s response to a notification, the My Phone and Me appli-
cation checks whether the application that triggered the notification was launched after
the removal time of that notification. It is possible that some notifications are dismissed
because they do not require any further action. For this reason, the My Phone and Me
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Figure 3.3: The screenshot of a questionnaire triggered by the My Phone and Me appli-
cation.
application captures seen time and uses the difference between seen time and removal
time to understand how long it takes for the user to read and react to a notification.
To collect subjective data from users, the My Phone and Me application triggers four
questionnaires in a day. A questionnaire is triggered only when a notification is handled;
it contains questions about why the notification was clicked or dismissed by presenting a
screenshot of that notification (see Figure 3.3). The application triggers a questionnaire
for a randomly selected notification in every 4 hour time window between 8.00 am and
8.00 pm and the last questionnaire at a random time between 8.00 pm and 10.00 pm. The
application did not trigger any questionnaire after 10pm so that the participants do not
feel annoyed at responding to the surveys late at night. The application automatically
used the local time zones because it relies on the phone’s time. Moreover, if the user is
busy, the questionnaire can be dismissed by simply swiping it from the notification bar
and no questionnaire is shown to the user for the next 30 minutes.
A questionnaire comprises seven multiple-choice and two free-response questions. The
list of questions and their options are shown in Table 4.2. Since the application asks
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Question Options
Did you notice the alert (e.g., vi-
bration, sound, flashing LED) for
this notification when it first ar-
rived?
(i) Yes, and I decided to check my phone immediately.
(ii) Yes, but I was already using my phone. (iii) Yes, but
I ignored the alert. (iv) No, I didn’t notice the alert.
How did you handle the notifica-
tion when you first saw it?
(i) I decided to immediately click it. (ii) I decided to
dismiss it because it didn’t require any further action.
(iii) I decided to dismiss it because it was not relevant
or useful. (iv) I decided to return to it later. (v) Other
(descriptive).
Select all factors that made you
decide to click/dismiss the notifi-
cation.
(i) The sender is important. (ii) The content is important.
(iii) The content is urgent. (iv) The content is useful.
(v) I was waiting for this notification. (vi) The action
demanded by the sender does not require a lot of effort.
(vii) At this moment, I was free. (viii) Other (descriptive).
What best describes your rela-
tionship to the sender?
(i) Partner (ii) Immediate family (children, parents)
(iii) Extended family (nieces/nephews, cousins, aunts/un-
cles) (iv) Friend (v) Acquaintance (vi) Superior at work
(vii) Colleague (viii) Subordinate at work (ix) Client
(x) Service provider (xi) Sender is not a person (xii) Other
relationship (descriptive).
Please describe what the notifica-
tion was about.
Descriptive response.
Please describe what activity you
were involved with when you re-
ceived the notification.
Descriptive response.
When the notification arrived, I
was:
(i) Starting a new task/activity. (ii) In the middle of
a task/activity. (iii) Finishing a task/activity. (iv) Not
doing anything.
The task/activity I was doing
when the notification arrived was
complex.
Five-level Likert scale rating between ”strongly disagree”
and ”strongly agree”.
I found the notification disrup-
tive.
Five-level Likert scale rating between ”strongly disagree”
and ”strongly agree”.
Table 3.2: Questions and their options from the questionnaire triggered by the My Phone
and Me app.
users to enter free form text for two questions, it could increase the time to respond to a
questionnaire and may become a source of annoyance. Therefore, the application allows
users to dictate the responses to these questions. These answers are then converted to
text using Android’s Speech Recognizer API [Spe16].
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Recruitment of the Participants
The My Phone and Me application was published on the Google Play Store from 12th
August 2015. It was installed by 74 participants without any monetary incentive. As
shown in Figure 3.1, My Phone and Me tells the users about their addiction to the phone.
It allows users to check statistics on their phone usage and interruptions. The application
presents a visual representation of a user’s phone activities based on different criteria,
such as their hourly phone usage (Figure 3.1 C), hourly usage of individual applications
(Figure 3.1 D) and how much they interact with notifications (Figure 3.1 B). We believe
that displaying this information has a minimal interference with users’ actual behaviour
in interacting with notifications, but it provides a valuable functionality in order to make
the users keep the application installed on their phones.
Ensuring Privacy Compliance
In order to ensure privacy compliance, the My Phone and Me application goes through a
two-level user agreement to access users’ notifications. Firstly, users have to give explicit
permission as required by the Android operating system. Secondly, the application shows
a list of information that is collected and asks for the user’s consent. Moreover, the
original content of a notification is shown to the user along with the questionnaire in
order to avoid any recall bias in the data but we do not collect the notification content
for privacy reasons.
3.2.2 Dataset
The data collection was carried out for around two months, during which we collected
19494 notifications and 611 responses to the questionnaire (comprising a set of nine ques-
tions listed in Table 4.2) from 74 users who installed the My Phone and Me application.
Many users stopped responding to the questionnaires after a few days and some did not
respond at all. Therefore, a subset of data was used for the analysis by considering
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only the data of users who responded to at least 14 questionnaires. There were 20 users
who satisfied this constraint. So, the final dataset consists of 10372 notifications and
474 questionnaire responses. Additionally, during the setup phase the application asked
participants to enter their age and gender: in the final dataset there are 11 males and 9
females aged between 19 and 50 years old. However, users were not asked to provide any
other demographic information.
As this work primarily uses the questionnaire responses for the analysis, we have
compared the click rate (i.e., the percentage of notifications that are clicked out of the total
number of notifications) of the overall notifications with the notifications that were linked
to questionnaires. The click rate for overall notifications is 62.52%, and for notifications
linked with questionnaires is 70.04%. Note that a notification is considered to be clicked
either when it is clicked on the notification bar or when its corresponding application is
launched directly.
3.2.3 Understanding Response Time
In this section we investigate the effect of different factors on the seen and decision time
of a notification. The contributions of this section are summarised in Box 3.1.
The Role of Alert Modality in Perceiving a Notification Alert
A notification can alert the user by means of vibration, sound and/or flashing LED. In
order to investigate how users perceive alerts with different alert modalities, we used the
responses provided by the users for Q1 (Did you notice the alert (e.g., vibration, sound,
flashing LED) for this notification when it first arrived? ). According to our dataset,
when the notifications (with which the questionnaires were linked) were triggered the
user’s phone was for 25.54% of the times in silent mode, 21.50% vibrate mode, 41.94%
sound mode and 11.03% sound with vibrate.
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The key findings of this section are:
• Users are aware of the notification alerts even when the phone is in silent mode.
However, seen time is fastest when the phone is in vibrate mode and slowest
for silent node.
• Notifications are seen fastest when the user is commuting and slowest when
idle.
• User’s attentiveness increases (reducing the seen time) with the increase in the
complexity of an ongoing task.
• The decision time is higher for the notifications from less frequently contacted
senders.
• High-priority notifications get quicker response.
Box 3.1: Key findings of the analysis for understanding response time.
Users reported that they missed notification alerts for 14.63%, 15.38%, 23.75%, 21.05%
of times their phone was in silent, vibrate, sound, and sound with vibrate mode respec-
tively. This provides evidence that when the phone is in silent mode users are still aware
of the notification alerts.
What Factors Influence the Seen Time?
We investigate the role of alert modality, sender and the ongoing task type, complexity
and completion level, in influencing the seen time of a notification.
It is worth noting that one of the key limitations of the in-the-wild study is that it
becomes difficult to obtain an equal number of questionnaire responses from all users for
each test category. For instance, there is a very small chance that the application triggers
a questionnaire for each type of sender from the recipient’s social circle. Furthermore,
in practice, a user might not receive notifications from each of the sender types during
the period of the study. Due to this reason our dataset remains unbalanced for all levels.
Therefore, in case we use the mean of all samples for each condition from each user and
then compare the means, we would have very unbalanced data (i.e., some levels with a
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low number of samples compared to other levels). Moreover, we would also lose some
information in the aggregation to user level means.
At the same time, we believe that the data collected from a user at different times might
also be affected by the change in the user’s physical context. For instance, response time to
notifications might have a variation even when they are handled by a user while performing
a similar task, but in different situations. Therefore, we do not use the aggregate of all
samples for each condition from each user.
On the other hand, the examined variables (such as the response time of notifications)
are not usually normally distributed. Therefore, we need to perform a non-parametric
method (such as Kruskal–Wallis test) for analysing the means of samples.
A. The Impact of Alert Modality on Seen Time. In order to perform this analysis,
from our dataset of 10372 notifications we ignore the notifications that arrived when the
user was already engaged with the phone because we could not calculate the seen time
of these notifications. This leaves us with 4929 notifications. A Kruskal-Wallis analysis
of the seen time was carried out for each alert modality. The results show that the
alert modality has an impact on the seen time of notifications, with χ2(3, 4925) = 23.11,
p < 0.001. A Tukey post-hoc test (by setting α equal to 0.05) revealed that the seen time is
statistically significantly higher for silent notifications (average 7.332 minutes). The seen
time for the notifications alerting with vibrate only mode is the lowest (average 3 minutes
and 21 seconds). Sound only and sound with vibrate notifications are the second (average
5 minutes and 57 seconds) and third (average 4 minutes and 50 seconds) most quickly seen
by users. Quite interestingly, a recent 15-user study by Pielot et al. [PCdO14] also found
that notifications tend to be seen more quickly when the phone is in the vibrate mode.
Here, we confirm this finding, but also point to the above missed notification percentage
in the silent mode (14.63%) and show that setting the phone to silent does not help in
escaping interruptions.
B. The Impact of Ongoing Task Type on Seen Time. To investigate the impact of
the ongoing task on the notification’s seen time, we need to analyse the type of task that
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users were involved with when the notification arrived. We classified the information that
users provided through the ESM questionnaires about the ongoing task into the following
six categories: work, communication, traveling, maintenance/personal, leisure and idle.
The classification was done manually by two coders. Note that our app allows users to
skip the step of providing the information on the question about their current task by
selecting the “Prefer not to say” option. In such cases, we discard the entry from our
analysis of the effect of the ongoing task on interruptibility.
A Kruskal-Wallis analysis of the seen time is carried out for each task type. The
results show that the ongoing task type has an impact on the seen time of notifications,
with χ2(5, 217) = 10.92, p = 0.041. A Tukey post-hoc test (by setting α equal to 0.05)
reveals that the seen time is the lowest when the notifications arrive while the user is
communicating (average 47 seconds) and highest while the user is idle (average 9 minutes
and 30 seconds). Other task types do not have a statistically significant effect on the seen
time of notifications and have an average seen time of 5 minutes 45 seconds. As shown
in a recent study [PDPO15], notifications are more welcome when recipients are bored.
However, our results show that while users might be willing to accept more notifications
when idle, the time needed to attend to such notifications might be higher compared to
the time needed to attend to a notification while a user is busy.
C. The Impact of Ongoing Task Complexity on Seen Time. To analyse the ef-
fect of ongoing task complexity, we first encode the reported task complexity, which was
reported as a value on the Likert scale (Strongly disagree=1, Somewhat disagree=2, Neu-
tral=3, Somewhat agree=4 and Strongly agree=5) to the question “The task/activity I
was doing when the notification arrived was complex”. The Spearman’s rank correlation
coefficient is computed to evaluate the relationship between the complexity of an ongoing
task and the seen time of a notification. The results show that there is a weak, negative
correlation between the two variables, ρ = −0.183, p = 0.005. Thus, the increase in the
seen time of notifications is correlated with the decrease in rating of ongoing task com-
plexity. A possible explanation of this correlation is that users become more alert while
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performing a complex task and, thus, quickly perceive the interruptions. On the other
hand, when the users are not performing any complex task, they become less attentive to
the interruptions.
Finally, we found that factors such as the completion level of the ongoing task and the
sender type do not have a statistically significant effect on the seen time of notifications.
What Factors Influence the Decision Time?
We analyse the effect of the type, complexity and completion level of the ongoing task,
and the sender type on the time a user takes to decide how to react to a notification. We
find that neither of these factors have a statistically significant effect on the decision time
of notifications with the exception of the sender.
A Kruskal-Wallis analysis of the decision time was carried out for each sender type.
The results show that the sender type has an impact on the seen time of notifications
with χ2(10, 212) = 28.75, p < 0.001. A Tukey post-hoc test (by setting α equal to 0.05)
revealed that out of the 11 sender types (shown in Table 4.2), notifications from partner
lead to the fastest decision time (mean DT is 3.31 seconds with the standard deviation
equal to 1.71 seconds), followed by immediate family members with an average decision
time of 4.89 seconds (with the standard deviation equal to 1.88 seconds). On the other
hand, notifications from extended family members and service providers have the longest
decision time, 11.93 and 8.14 seconds respectively (with the standard deviations equal to
3.12 and 3.31 seconds). There was no statistically significant difference in the decision time
of the notifications from other senders. These results demonstrate that notifications are
quickly handled when they are sent by the close relatives of the user. In other cases users
take more time in reading the content before deciding how to handle it. We hypothesise
that this behaviour stems from the content of notifications from close friends or family
members, which might be more predictable, and a part of a daily routine (e.g., “pick kids
from school”). On the other hand, the users have to spend more time on the notifications
from less frequently contacted sources, as the content may be less familiar to them.
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The Role of Notification Presentation
In our dataset, 2953 (out of 10372) notifications were received when the user was engaged
with the phone. Out of these 2953 notifications, 860 are so-called “low-priority” while
2093 are “high-priority” notifications [And16b]. Here, a high-priority notification is a fore-
ground notification that gets in the way of the user’s ongoing activity; the user cannot
perform any action to get it out of the way without clicking or dismissing it (e.g., Viber
messages). A low-priority one simply appears on the notification bar without getting in
the way of the user’s ongoing activity (e.g., Gmail notifications).
We investigate the effect of the notification presentation on the response time (i.e.,
the sum of seen time and decision time) of a notification. The result of a two sample
t-test shows that there is a statistically significant effect of notification priority on the
response time, t(2951) = 17.694, p < 0.001. The mean response time for high-priority
notifications is 11.94 seconds (with the standard deviation equal to 2.25 seconds) ver-
sus 25.91 seconds (with the standard deviation equal to 6.87 seconds) for low-priority
notifications, which indicates that high-priority notifications get quicker response than
low-priority notifications.
3.2.4 Why a Notification Becomes Disruptive
In this section we investigate the effect of different factors on the perceived disruption.
Since the perceived disruption was measured with a 5-point Likert scale, we encode the
responses as: Strongly disagree=1, Somewhat disagree=2, Neutral=3, Somewhat agree=4
and Strongly agree=5.
The Role of Ongoing Task Complexity
We now investigate whether the complexity of an ongoing task is associated with the
perceived disruption reported by the users. A Kendall’s Tau correlation coefficient was
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The key findings of this section are:
• Perceived disruption increases as the complexity of an ongoing task increases.
• Notifications are perceived as most disruptive if they arrive when the user is
in the middle of or finishing a task, and least disruptive if the user is idle or
starting a new task.
• Messages from subordinates and system messages (where the sender is not a
person) are considered as most disruptive. Whereas, extended family members
are considered as the least disruptive.
Box 3.2: Key findings of the analysis for understanding why notifications are perceived
as disruptive.
computed to assess the relationship between the ongoing task complexity and perceived
disruption. We found a strong, positive correlation between the two variables, Rτ = 0.477,
p < 0.001. This demonstrates that the users are likely to feel more disrupted by a
notification that arrives when they are engaged in an intricate task and less disrupted
when they are performing a simple task. Similarly, in our preliminary analysis [PMM15]
we have found that when users are engaged in complex tasks they also express more of a
negative sentiment towards interruptions.
The Role of Ongoing Task Completion Level
A Kruskal-Wallis analysis of the reported disruption was carried out for each class of
task completion level (starting, in the middle, finishing and not doing anything). The
results show that the completion level of an ongoing task has a significant impact on the
disruption perceived by the users from the notifications, χ2(3, 451) = 54.38, p < 0.001. A
Tukey post-hoc test (by setting α equal to 0.05) reveals that the perceived disruption is
the highest when the user is currently involved in a task. The perceived disruption is the
lowest when the user is starting a task or when they are idle but there is no statistically
significant difference between these groups. These results demonstrate that when the
user is deeply engaged in a task the perceived disruption is very high not only from the
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desktop notification, as discussed for example in [CCH00a, MN86], but also from the
mobile notifications.
The Role of Sender
We performed a Kruskal-Wallis analysis of the reported disruption for each type of sender
(see Table 4.2). According to the results, χ2(10, 444) = 36.27, p < 0.001, the type of sender
has a significant impact on the disruption perceived by the users from the notifications.
A Tukey post-hoc test (by setting α equal to 0.05) reveals that the perceived disruption
is highest when the sender is not a person or is a subordinate at work (no statistically
significant difference between these two groups) and the lowest when the sender is an
extended family member. Moreover, colleagues and service providers are the second most
disruptive sender groups. There is no significant difference between the other groups.
Previous studies showed that users express a negative sentiment towards messages not
coming from their family and friends [FYB+10], and that the more “distant” the sender
is, the less likely it is that a notification will be clicked on [MMHP15]. Results from
our study complement this with the finding that the perceived disruption varies with the
sender of a notification.
The Role of Ongoing Task Type
A Kruskal-Wallis analysis of the reported disruption is carried out for each type of ongoing
task (see Table 4.2). The results show that the type of task that the user is engaged
with (on the arrival of a notification) has a significant impact on the disruption the user
perceives when the notification arrives, χ2(5, 380) = 56.57, p < 0.001. A Tukey post-hoc
test (by setting α equal to 0.05) revealed that the perceived disruption is the highest
when the user is working and the lowest while the user is idle. After work, traveling
and then leisure are the tasks where the users perceive the highest level of disruption.
When the users are not idle, they perceive least disruption while communicating and
doing a personal or maintenance task. Since the communication can involve notifications
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themselves (e.g., two mobile users exchanging WhatsApp messages) the above result is
not surprising. As shown in a recent study [PDPO15], users are receptive to information
when they are bored. Our results are in line with these findings in showing that perceived
disruption is lowest when the user is idle.
3.2.5 Understanding the Acceptance of Notifications
In this section we investigate the factors that make the users accept (click) or dismiss a
notification.
The key findings of this section are:
• Likelihood of the acceptance of a notification decreases with the increase in the
perceived disruption.
• Disruptive notifications are accepted when they contain useful information.
Box 3.3: Key findings of the analysis for understanding the acceptance of notifications.
Procedure
Through the questionnaires, we asked the users the reason for clicking/dismissing a no-
tification (see Table 4.2). If a notification (linked with the questionnaire) is clicked by
the user, we ask them to select all factors that made them decide to click the notifica-
tion, otherwise, we ask them to select the factors that made them decide to dismiss the
notification. We provide a predefined list of seven options for clicking (see Table 3.3) and
six options for dismissing (see Table 3.4) the notification. In addition, there is a box for
open-ended answers in case users do not find an appropriate answer in the provided list.
In Table 3.3 and Table 3.4 we calculate the percentage of times each factor was reported
as a reason for clicking and dismissing the notifications. Since users may select more than
one option, the total count percentage in the table adds up to more than 100%. According
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Option Count (%)
Sender is important 31.546
The content is important 27.129
The content is urgent 14.511
The content is useful 31.546
I was waiting for this notification 15.773
The action demanded by the sender does not
require a lot of effort
20.189
At this moment, I was free 37.224
Table 3.3: User response about why they accept (click) notifications. Note that users
were allowed to select more than one option.
Option Count (%)
Sender is not important 19.565
The content is not important 40.580
The content is not urgent 43.478
The content is not useful 38.406
The action demanded by the sender does require
a lot of effort
3.623
At this moment, I was busy 19.565
Table 3.4: User response about why they dismiss notifications. Note that users were
allowed to select more than one option.
to these responses, the users mostly accept notifications when they are free, but also the
importance of the sender and the usefulness of the content make them accept a notification.
Similarly, users avoid attending to notifications that do not contain important, urgent or
useful content. These responses demonstrate that the value of the content is used when
deciding whether to accept or dismiss a notification. Moreover, the users very rarely state
that they were busy and thus had to dismiss a notification. This could indicate that the
users give precedence to a notification over the primary task, but only if the content is
valuable.
Disruptive Notifications are Likely to be Dismissed
We examine the impact of the disruption caused by the notifications on their likelihood of
being accepted. In order to quantify this, we encoded the response for perceived disrup-
tion with the following values: Strongly disagree=1, Somewhat disagree=2, Neutral=3,
Somewhat agree=4 and Strongly agree=5. In order to detect the acceptance of a no-
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tification, we check whether it was clicked by the user. In case it was dismissed, we
cross-validate the user’s response for the question How did you handle the notification? If
the user responded that I decided to dismiss it because it didn’t require any further action,
we mark this notification as accepted. Finally, we use 0 to indicate that the notification
is dismissed and 1 for an accepted notification.
We fit a logistic regression model to estimate the effect of perceived disruption on
the likelihood of the acceptance of notifications. The model was statistically significant
X2(1) = 48.3, p < 0.001. The results indicate the likelihood of the acceptance of a notifi-
cation decreases by 0.581 times (95% confidence interval limits for the slope were [0.497,
0.675]) for a unit increase in the perceived disruption (based on 5-point Likert scale).
However, the coefficient of determination for the fitted model is not high (R2 = 0.1434),
which implies that the predictor (i.e., perceived disruption) does not explain much of the
variation in the dependent variable (i.e., acceptance of notification). In other words, the
acceptance of notifications could not be accurately predicted by the perceived disruption.
This can be due to the fact that not only the disruption perceived by the user but also
other factors influence the user’s decision to accept a notification.
Why are disruptive notifications accepted?
As discussed above, the disruption perceived by the user makes a notification more likely
to be dismissed. Our dataset shows that 104 out of 474 notifications (with which the
questionnaires were linked) were reported as disruptive. These are the notifications for
which the user somewhat and strongly agreed that they perceived disruption from these
notifications.
However, 54% of these disruptive notifications were accepted (clicked) by the users,
regardless of the fact that they caused disruption. To investigate the reason for this,
we checked users’ responses about the factors that made them click these notifications.
Table 3.5 shows the percentage of times each factor was reported by the users for accepting
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Option Count (%)
Sender is important 25.926
The content is important 33.333
The content is urgent 20.370
The content is useful 35.185
I was waiting for this notification 11.111
The action demanded by the sender does not
require a lot of effort
16.667
At this moment, I was free 18.519
Table 3.5: User response about why they accept disruptive notifications. Note that users
were allowed to select more than one option.
the disruptive notifications. As users were allowed to select more than one option, the
sum of the percentages in the table adds up to more than 100. ”Content is important”
and ”Content is useful” are the most dominant reasons provided by the users for clicking
the disruptive notifications. This tells us that even the notifications containing important
or useful content can cause disruption. We suspect that these notifications may contain
valuable information, but they were not relevant at the moment of delivery. However, our
study does not provide sufficient evidence to support this conclusion.
3.2.6 Limitations
Most limitations of the work presented in this paper stem from our decision to collect
data in the wild, with the minimum amount of intervention from our users. For example,
when it comes to the computation of the seen time of a notification, we can only detect if
a user unlocked the phone and assume that all notifications were seen. We cannot detect
the precise time when a user starts reading a summary of a message from the notification
bar. Moreover, in case a notification arrives when the user is already engaged with the
phone, we assume that the user has seen the notification. Further, since our users are not
confined to a laboratory, we are limited to recording the self-reported level of disruption
from a notification. In reality, the impact on the primary task might not be high even
if the perceived disruption level is high. On the other hand, this self perception might
be the most important factor that determines the user’s long term sentiment towards
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notifications. When it comes to our ESM sampling, despite being as light as possible
(we ask only up to four ESM questionnaires per day from each user), it increases the
number of notifications a user sees during the data collection period. The density of
notifications negatively impacts the sentiment towards individual notifications [PM14b].
However, we believe that in our case the impact is equally distributed among notifications,
and consequently, that the findings about the role of different factors still hold.
3.3 Understanding the Relationship between Emo-
tional States and Notifications Response
In this section we present the results of second study that aims to understand the rela-
tionship between users’ emotional states and their attentiveness and receptivity to mobile
notifications.
3.3.1 Data Collection
In order to study the influence of emotional states on the user’s mobile interaction be-
haviour, we conducted an in-the-wild study. We developed an Android app called My-
Traces (shown in Figure 3.4) that runs in the background to unobtrusively and contin-
uously collect the user’s mobile phone interaction logs and their contextual information
(as listed in Table 3.6).
The MyTraces application relies on Android’s Notification Listener Service [And16a] to
log interaction with notifications. It uses Google’s Activity Recognition API [GAR16] to
obtain the information about the user’s physical activity (classified as walking, bicycling,
commuting in vehicle or still). Moreover, the application samples GPS data in an adaptive
sensing fashion as described in [CM15]. In order to cluster the GPS data we apply the
clustering algorithm presented in [TM15]. For each clustered location we assign one of
the following labels: home, work or other. We assign the home label to the place where a
user spends the majority of the night hours (defined as the time interval between 20:00 to
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(a) (b)
Figure 3.4: MyTraces application: (a) main screen, (b) mood questionnaire.
08:00). We consider work place as the second most significant place (i.e., the place where
users spend most of their time apart from home). All other places are labeled as other.
To acquire the data about a user’s mood (activeness, happiness and stress level)
throughout the day, we adopt an experience sampling method (ESM) [CL83]. As shown
in Figure 3.4.b users can register their mood through a sliding bar. This bar uses a 5
point-based Likert scale where 1 indicates the lowest level and 5 the highest level. Every
day a mood questionnaire is triggered four random times in every three hour time win-
dow between 8.00 am and 11.00 pm by using the phone’s time (i.e., local time zones).
We chose this time window so that the participants do not feel annoyed by being asked
to respond to the surveys early in the morning and late at night. In case a questionnaire
is dismissed or not responded to within 30 minutes from its arrival time, the application
triggers another alert after 30 minutes.
Since the higher values of activeness and happiness levels indicate a positive emotion,
we measured the stress level according to a negative scale that means lower value would
indicate high level of stress. This way we make the scale of all emotional states consistent
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Data Type Features
Notification Arrival time, seen time and removal time, alert type
(sound, vibrate and flashing LED), user’s response (click
or dismiss), sender application name and notification title.
Context Physical activity and location.
Phone Usage Lock/unlock event, single click, long click, scrolls and us-
age time of all foreground applications (including home
screen).
Table 3.6: Classes of data used for computing the phone interaction metrics and context-
based features.
(i.e., the lower values refer to negative emotion and higher values to the positive emotion).
Therefore, we reverse the scale by subtracting each response value from 6. So, if for
example the response is 5 (i.e., very low stress), we subtract it from 6 to rescale it to
1. Thus, with the reversed scale the lower value will refer to lower stress and the higher
value would indicate higher stress.
Recruitment of the Participants
The MyTraces application was published on Google Play Store and has been available to
the general public for free since 4th January 2016. It was advertised through different
channels: academic mailing lists, Twitter, Facebook and Reddit. In order to attract
more participants for our study, we committed to give incentives to the participants for
replying to the questionnaires for a minimum of 30 days. We committed to select (through
a lottery) one winner of a Moto 360 Smartwatch and 20 winners of an Amazon voucher.
Ensuring Privacy Compliance
In order to ensure privacy compliance, the MyTraces application goes through a two-level
user agreement to access the user’s critical data. Firstly, the user has to give explicit
permission as required by the Android operating system for capturing application usage,
notifications and user’s interaction with mobile phone (such as clicks, long-clicks and
scrolls). Secondly, the application shows a list of information that is collected and asks for
user’s consent. Furthermore, the study was performed in accordance with our institution’s
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ethical research procedure and the consent form itself for the data collection was reviewed
by our institution’s Ethics Review Board.
3.3.2 Dataset
We consider the data collected from 4th January to 1st July 2016. In this period the
application was installed by 104 users. However, many users did not actively respond to
the mood questionnaires and some uninstalled the application after a few days. Therefore,
we selected a subset of the data for the analysis by considering only the users who ran the
application for at least 20 days and responded to at least 50% of the mood questionnaires
in order to have a a sample sufficiently large to be statistically significant. Consequently,
there are 28 users who satisfied these constraints. Note that we do not have information
about the demographics of these participants because it was not asked during the study
for privacy reasons. Our final dataset (i.e., the subset of active users) comprises 5118
responses to mood questionnaires, more than 9 million mobile interaction logs and 2
million context samples.
3.3.3 Definition of User Behaviour Metrics
In this section we introduce a series of metrics that are derived by quantifying users’
emotional states, their interaction with mobile notifications and their context. These
metrics represent the basis of our correlation and causality analysis that we will present
in the following section.
Emotional States
We consider three aspects of emotional states that are captured during the day:
• activeness level: a state of being aroused and of physiological readiness to re-
spond [Tha89, PM75];
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• happiness level: a state of positiveness and joy that is derived from external and
momentary pleasures [Sel04];
• stress level: a negative state of being under high mental pressure [Sel56].
The levels of these emotional states are computed on a 5 point-based Likert scale,
where 1 indicates the lowest level and 5 the highest level.
Notification Metrics
We use the notification and phone usage data (described in Table 3.6) to compute six
metrics that represent aggregate information about the user’s receptivity and attentiveness
to notifications. More formally, we define these metrics as:
• Count: Total number of notifications clicked.
• Acceptance %: Percentage of notifications clicked out of total arrived.
• Percentage Handled (Other Device): Percentage of notifications that are not
handled on phone out of total notifications arrived.
• Average Seen Time (ST): Average of the seen time of all notifications. Seen
time refers to the time from the notification arrival until the time the notification
was seen by the user.
• Average Decision Time (DT): Average of the decision time of all notifications.
Decision time refers to the time from the moment a notification was seen until the
time the notification was responded to by the user.
• Average Response Time (RT): Average of the response time of all notifications.
Response time refers to the time from the notification arrival until the time the
notification was responded to by the user.
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It is worth noting some additional details about the calculation of the metric “Percent-
age Handled (Other Device)”, which represents the information about the user’s engage-
ment with other devices. In order to infer whether a notification is handled or not (i.e.,
handled on some other device), we assume that a notification is automatically removed
from the notification bar of the phone if it was delivered on some other device and the
user has already interacted with it on that device.
Context-based Metrics
We use the context data to compute two metrics:
• the time for which different activities are performed by the user.
• the time spent at different places by the user.
We compute both metrics on an hourly basis for each day. It is worth noting that
these metrics are used as confounding variables for the causality analysis as discussed in
the next section.
3.3.4 Methodology
Correlation Analysis
In this section we describe the methodology that we followed in order to study the re-
lationships between emotional states (i.e., activeness, happiness and stress) and users’
interactions with notifications. In order to quantify this association, we compute the
individual-based Kendall’s rank correlation coefficients. We consider the absolute values
of these coefficients because we are interested in the strength of the relationships between
the variables. We then compute the average of these coefficient values. We rely on Fisher’s
method [FY38] for combining the p-values of individual-based correlation analyses.
The correlation analysis is performed between the emotional state at the current hour
(i.e., hour of the day in which the information about the user’s emotion is acquired) and
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the values of the examined notification metric for three different time intervals: preceding,
current and next hour. Consequently, the final number of data samples in our analysis is
equal to the total number of emotional state reports provided by the participants.
The correlation results are presented as a correlation matrix plot. In this matrix the
y-axis indicates the notification metrics and x-axis indicates the type of emotions that are
correlated with the metric computed for the specific hour. Here, the hour is represented
by the numeric value on the x-axis labels. For instance, in Figure 3.5 the box in the first
row (Acceptance Percentage) and the first column (-1 Activeness) presents the coefficient
for the correlation of the activeness level with the acceptance percentage of notifications,
computed by using data related to the current− 1 hour. Here, the current hour refers to
the hour in which a user reported their emotional state. We set the significance level α
for the correlation results to 0.05 and non-significant correlation coefficients are indicated
by the white boxes in the correlation plots.
Causality Analysis
Correlation analysis reveals the relationship between emotional state and the notification
metrics. However, a pure correlation between two variables does not necessarily imply
the existence of a causal influence as the values of both the examined variables may be
associated with other factors, i.e., they can be “explained” by other factors. For instance,
while at work users might be less receptive to notifications and they might also feel
stressed at work. In this case, a correlation between users’ receptivity to notifications and
their stress level might be observed. However, the values of both variables are strongly
influenced by the user’s location (i.e., work). Therefore, we perform the causality analysis
between the variables that are significantly correlated.
In this study, we apply the causality analysis framework (as described in [TM15])
in order to analyse the impact of participants’ emotional state on their interaction with
notifications. In this case, the treatment variable is one of three emotional state-based
metrics and the outcome variable is one of the notification metrics.
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Since a causal link cannot exist between two uncorrelated variables and the treat-
ment needs to precede temporally the outcome variable, we conduct this analysis only on
variables for which a statistically significant correlation between emotional state and the
previous hour’s phone interaction metric has been observed.
Moreover, a separate causality study is conducted for each pair of variables. Addi-
tionally, we should stress that our study controls only for observed confounding variables
(discussed earlier in Section 3.3.3) and could be biased in the case of missing confounders.
Although several unobserved factors could influence the user’s emotional state, bias could
be induced only by those factors that also influence user’s interaction with notifications.
By including in our study a large number of metrics and by controlling also for the previ-
ous values of emotional state and notification metrics, we minimise this bias. Moreover,
it is worth noting that the causal analysis performed in this study enables us to detect
the potential causal effect in the absence of other confounders and in any case it provides
evidence of strong dependency between variables.
3.3.5 Results
This section presents the results of the correlation and causality analyses for the reported
emotional states and notification metrics. Figure 3.5 shows the correlation coefficients
that are computed to assess the relationship between emotional states (activeness, hap-
piness and stress) and six notification metrics. The results show that the activeness level
moderately correlates with the average seen time (that we indicate by ST) and decision
time (that we indicate by DT) of notifications that arrive in the next hour. This indi-
cates that the users’ awareness and pace for reacting to notifications is linked with their
activeness level. This is in a sense expected, since a user who is less energetic might delay
their response to notifications. Moreover, we also observe a moderate association between
stress level and the average RT of notifications that arrive in the next hour. We believe
that this correlation exists because users become more alert while performing a complex
and stressful tasks.
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Figure 3.5: Results for correlation between emotional states and notification metrics.
Average Treatment Effect
Metric Activeness Happiness Stress
Average ST -22.18 NP NP
Average DT -4.09 NP NP
Average RT NP NP -71.21**
** refers to the p-values <0.005.
NP refers to not present.
Table 3.7: Results for the causal effect of emotional states on notification metrics.
In order to investigate if there is any causal link here, we perform causality analysis
to quantify the impact of activeness on the average ST and DT of notifications, and the
impact of stress on the average RT. Table 3.7 presents the average treatment effect that
describes the strength of the causal relationship (as discussed in [TM15]). The results
indicate that the activeness level has no statistically significant impact on the average ST
and DT. This means that there is some other variable (such as time or location) than
drives both activeness as well as the average ST and DT. For instance, people’s activeness
might vary with their location and so does the ST and DT of notifications.
69
However, we observe that there is a statistically significant and negative causal impact
of stress on the average RT (i.e., response time for notifications). The negative value
indicates that the average response time to notifications is lower for participants with
higher stress score (i.e., more stressed). This suggests that people become more attentive
to notifications when they are stressed.
Quite interestingly, in the first study presented in this chapter [MPV+16] we have also
found that users’ attentiveness increases as the complexity of an ongoing task increases.
Results from our study confirm this also highlighting the presence of a causal link. Note
that we do not assess causality between other variables as they do not show significant
and moderate association (i.e., the correlation coefficient is greater than 0.2). Indeed, a
necessary condition for causality between two variables is the presence of correlation in
the first place. Therefore, we indicate NP (Not Present) for these relationships in the
table.
On the other hand, we also do not see any notification metric for the preceding hour
that has a significant and moderate relationship with an emotional state. Therefore, no
causality analysis is performed for assessing the impact of these metrics on emotional
states.
3.3.6 Limitations
In this work we have studied the association between users’ emotional states and their
interaction with notifications. We have initially conducted a correlation study in order
to detect links between user mood and phone interaction. Then, we have attempted to
understand the causal impact of users’ mood on their interaction with notifications and
vice versa.
Our study utilises raw sensor data in order to extract high-level information such as lo-
cation labels and activity, and, consequently, it is subject to limitations and inaccuracies of
the inference method used to extract high-level information. Moreover, self-reported emo-
tion states may be in themselves inaccurate, given the known problems related to biased
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self-representation in questionnaires [CL14], or not answered very frequently [MVPM15].
Considering also that some users may not be willing to answer any questionnaires when
they are very stressed, unhappy or sleepy, our study may fail to capture such extreme
cases. This is a common limitation of all smartphone-based studies and, for this reason, we
believe it is fundamental to perform additional experiments to reproduce and re-validate
these results in different settings in the future.
Furthermore, our causality study is based on observational data. Causal inference
on observational data could be biased in the case variables that have a direct influence
on both the treatment and the outcome variables are not included in the study or are
not sufficiently controlled [SCC02]. In our case, we control several factors that influence
both emotional state and the specific notification interaction metric taken into considera-
tion, such as other notification interaction features, location, and activity (including both
current and past values).
3.4 Summary
This chapter presented two studies for investigating the factors influencing users’ atten-
tiveness and receptivity to mobile notifications.
The first study focussed on mobile interruptibility, specifically on the identification
of factors that make an interruption disruptive and the impact on the response time to
a notification. The contributions of this study are twofold. First, we have confirmed
the validity of some past desktop interruptibility studies [CCH00b, CCH00a, CCH01] to
show that ongoing task’s complexity and completion level influences the perceived inter-
ruption in a mobile setting. Second, for the first time, we have investigated the role of
notification presentation, sender-recipient relationship and emotional states for modelling
interruptibility. More specifically, the key contributions are listed in Boxes 3.1, 3.2 and 3.3.
Through a mixed method of automated smartphone logging and ESM sampling we have
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obtained a dataset of in-the-wild notifications and ESM reports on notification perception
from 20 users. We have analysed the data to show that the response time of a notification
in the mobile environment is not only influenced by an ongoing task’s type, completion
level and task complexity, but also by the notification’s alert modality, presentation and
sender-recipient relationship. Our results have shown that the presentation of a notifica-
tion and its alert type, as well as the type, completion level and complexity of a task with
which the user is engaged, all impact the seen time. Moreover, the relationship with the
sender influences the user’s decision on accepting a notification or not. Finally, the data
also reveals how the sentiment (i.e., perceived disruption) towards a notification varies
with the type, completion level and complexity of an ongoing task and the recipient’s
relationship with the sender.
In the second study we have performed a causality analysis between users’ emotional
states and their interaction with notifications. We collected 5118 responses to question-
naires for logging users’ emotional states (activeness, happiness and stress) from 28 users
over a period of 20 days. First of all, using a non-parametric correlation test (Kendall’s
Rank) we have shown that the users’ activeness level has a significant association with
the seen and decision time of notifications that arrive in the next hour. Then, we have
conducted an in-depth causality analysis considering a variety of contextual variables as
confounders to show that in stressful situations people become more attentive that results
in the reduction of notification response time.
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CHAPTER 4
PREDICTING OPPORTUNE MOMENTS TO
DELIVER NOTIFICATIONS
4.1 Overview
Users’ interaction with mobile notifications is indeed extremely complex and depends
on numerous aspects. Fortunately, some of the aspects can be captured, and above
all, quantified, by means of the embedded sensors with which modern mobile phones
are equipped. These sensors allow a mobile application to collect information about
users’ day-to-day activities [CMT+08, MPM14], preferences [XLL+13], and the surround-
ing environment [LPL+09]. Past studies have investigated the use of some of the sensed
information to infer opportune moments for interruptions, i.e., moments when a user
quickly and/or favourably reacts to a notification [FGB11, PM14b]. More specifically,
some important contextual factors that have been used to infer interruptibility include
transitions [HI05], engagement with a mobile device [FGB11], and, more generally, time
of day, location and activity [PM14b].
However, until now, the focus has been on the context in which a notification has
been received and not on the actual content of the notification. After all, not all the
notifications are disruptive [ML02]. It is the relevance of the interruption content in the
recipient’s current context that partly defines the disruptiveness of an interruption. For
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example, a chat notification from a friend can be extremely disruptive if delivered during
a meeting. But, an email notification from a project collaborator might be acceptable to
the user, and in some cases, considered very useful in the same context.
In this work we discuss how content and context can be used together in order to de-
sign intelligent non-disruptive notification mechanisms. More specifically, we investigate
how users behave when they receive specific types of content through mobile notifica-
tions arriving at different times, and in different contexts. Unlike previous studies such
as [PM14b], we do not restrict ourselves to context information provided by mobile sensors
only. Instead, to the best of our knowledge, for the first time we also take into account the
type of information delivered and the social relationship between the information sender
and receiver. It is worth noting that our work is predicated on the hypothesis that the
acceptance of a mobile notification depends on what, i.e., the type and the origin of the
information contained in a notification and where, i.e., the user’s context in which the
notification is delivered. We will consider a notification as accepted if it is handled (i.e.,
clicked to launch the respective application) by the user within a certain time from its
arrival.
4.1.1 Key Contributions
The findings of our analysis can be summarised as follows:
• user’s acceptance of a notification depends on the content and the originator of the
notification and, not surprisingly, the time needed to respond to a mobile notification
varies according to the user’s physical activity level.
• notification content, together with the sensed context, can serve as a basis for the
design of machine learning classifiers that infer a user’s response to a notification.
• automated inference of opportune moments to interrupt, as with the above clas-
sifiers, outperforms subjective rules with which our subjects described their inter-
ruptibility.
• the inference of a user’s interruptibility can be performed locally, in an online learn-
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ing fashion, achieving a stable state (i.e., more than 60% precision) after nine days
of training.
We conclude that inferring the right moment for interruption should be done in a
holistic manner, jointly taking into account the context of the recipient and the notification
content. We show that a prediction model trained on a user’s personal data performs far
better than a generic prediction model trained on multiple users’ data. Finally, we point
out the importance of an automated approach, as humans remain inefficient at formalising
and communicating their preferences for mobile notifications in terms of predefined rules.
4.2 Opportune Moments to Deliver a Notification
4.2.1 What Defines an Opportune Moment?
As we discussed in Chapter 2, in [Cla96] Clark suggests that a user can respond to an
interruption in four possible ways:
1. handle it immediately;
2. acknowledge it and agree to handle it later;
3. decline it (explicitly refusing to handle it);
4. withdraw it (implicitly refusing to handle it).
The first two categories of responses suggest that the interruption content is acceptable
to the user. However, the second type of response indicates that the interruption content
is not relevant at the moment of its delivery and, thus, it should have arrived after a
certain time delay in order to be handled immediately. On the other hand, the responses
with a decline and withdraw might indicate that the interruption is not at all acceptable
to the users.
We construct our hypothesis based on these possible responses of a user to an inter-
ruption. We hypothesise that a moment is opportune to deliver a notification only if the
user handles the notification immediately. This does not mean that an intelligent inter-
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ruptibility management system should just try to reduce the response time, it should also
aim to increase the acceptance rate of notifications.
4.2.2 How to Predict an Opportune Moment?
Sahami et al. [SSHD+14] demonstrated that notifications triggered by applications from
various categories are given different importance by users. At the same time, Pielot
et al. [PdOKO14] claimed that users’ responses are influenced by social pressure. This
suggests that users’ decisions about how to respond to a notification are made after
looking at the notification title which gives a clue about the information contained in it.
On the other hand, Grandhi et al. [GJ09] suggested that by just relying on sensor based
knowledge, interruption management systems often fail to infer whether the interruptions
are disruptive or not because they do not take into account the sender of an interruption
and the information that is being sent.
Thus, better predictions can be made to infer an opportune moment to deliver a noti-
fication by considering both notification content and the context in which it is delivered.
To better understand the definition of opportune moments, let us consider a scenario in
which a person at their workplace receives a notification regarding the arrival of an email
from a colleague working on the same project and, separately, a new comment on one of
their social networking posts. Given the circumstances, the user accepts the email noti-
fication leaving the social networking notification unattended. Later, on the way home,
the user clicks on the social networking notification to read the new comment.
In this scenario, since only one notification was read while the other was unattended,
it is impossible to decide whether the sending moment is an opportune moment or not
by using only the context of the user. Both notifications arrived at the same moment
but were accepted in different contexts. It is the notification content that enables the
recipient to decide whether to accept it or not in the current context. Thus, the notification
content and the user’s context together play an important role in identifying an opportune
moment to deliver a notification. However, due to privacy reasons, it might not be feasible
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Feature Description
Arrival time Time at which a notification arrives in the notification bar.
Removal time Time at which a notification is removed from the notification bar.
Response time Difference between arrival and removal time.
Notification response Whether the notification was clicked or not (boolean).
Sender application Name and package of an application that triggered a notification.
Notification title Title of a notification displayed in the notification bar.
Alert type
Signals used to alert the user for a notification: sound, vibrate,
and LED.
Physical activity Current activity of a user.
Location Current location of a user.
Surrounding sound Whether the user is in a silent environment or not (boolean).
WiFi connectivity Whether the phone is connected to WiFi or not (boolean).
Proximity
Whether the user was proximate to the phone in the last one
minute or not (boolean).
Phone’s status
Whether the phone was in use in the last one minute or not
(boolean).
Ringer mode Current ringer mode: sound, vibrate and LED.
Table 4.1: Description of features from the NotifyMe dataset.
to exploit the content of notifications because they might contain extremely sensitive
information.
Therefore, we propose to use the notification title that contains more high-level and
abstract, but, at the same time, useful information about the category of information
contained in the message itself. More specifically, the title can be used to classify the
category of a notification. In addition, we capture a series of attributes about the user’s
physical context as well as the phone settings. These content and context data are then
used to build a prediction model to predict the acceptance of a notification. The study
was done in accordance with our institution’s ethical research procedures, and all the
participants were volunteers who provided their consent to data collection. The consent
form itself for the data collection application was reviewed by the Ethics Board of our
institution.
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Figure 4.1: NotifyMe application screenshots.
4.3 Data Collection
In order to study the influence of context and content on users’ responses, we collected
a dataset of in-the-wild notifications. We developed an Android app called NotifyMe
(shown in Figure 4.1) that runs in the background to unobtrusively monitor notifica-
tions and the context in which they are posted. It relies on Android’s Notification Lis-
tener Service [And16a] to trace notifications, and it uses Google’s Activity Recognition
API [GAR16] and ESSensorManager [LRMR13] to obtain the context information. Ta-
ble 4.1 describes the features captured by NotifyMe. It is worth noting that Alert Type
indicates the signals used by a notification to alert the user, whereas Ringer Mode refers
to the phone’s ringer mode settings.
To infer the user’s response to a notification, NotifyMe checks whether the application
that triggered the notification was launched after the removal time of that notification.
Since most of the notifications are triggered by chat and email applications, users usually
click on such notifications to read the full text and reply. Therefore, we assume that
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Question Options
How would you rate the notification
content?
Likert scale rating between 1 and 5 (1 =
very annoying and 5 = very interesting).
Where would you like to receive
notifications with similar content?
Home, workplace, other, anywhere and I
don’t want.
When would you like to receive
notifications with similar content?
Morning, afternoon, evening, night,
anytime and never.
How are you feeling? Happy, sad, bored and annoyed.
Are you busy? Yes and no.
Where are you? Home, workplace, public, other.
Table 4.2: Questions and their options from NotifyMe questionnaire.
users click on the notifications that arrive at opportune moments. We are aware that our
approach has limitations, because some notifications, which do not require further action,
might not be clicked rather just seen and dismissed by the user.
Additionally, every day, NotifyMe posts 12 notifications on the user’s smartphone con-
taining information that is randomly chosen from breaking news, weather updates, and
Facebook likes. These notification are triggered randomly every hour between 8.00 am
and 8.00 pm. In this way we generated a consistent set of notifications for our analysis
over all the users and we enhanced the richness of the categories of information received
by them. Furthermore, NotifyMe also collects subjective data from its users by triggering
six questionnaires each day. A questionnaire consists of six multiple-choice questions.
Each questionnaire is triggered at a random time in every two-hour time window be-
tween 8.00 am and 8.00 pm. When users are busy, NotifyMe allows them to decline the
questionnaire notification by simply removing it from the notification bar; moreover, the
application makes sure that it does not trigger another questionnaire for the next 30 min-
utes. The list of questions, along with the options included, are shown in Table 4.2.
4.3.1 Recruitment of the Participants
NotifyMe was published on Google Play Store and advertised at our University. It was
installed by 35 participants without any monetary incentive. These participants come
79
 0
 10
 20
 30
 40
 50
 60
CHA
T
EMA
IL S
OCI
AL
SYS
TEMTOO
LS
EVE
NT 
REM
IND
ERS
WEA
THE
R
NEW
S &
 MA
GAZ
INE
S
LIFE
STY
LE
SOC
IAL
 NE
TW
ORK
HEA
LTH
 & F
ITN
ESS
SHO
PPI
NG
OTH
ER
EDU
CAT
ION
TRA
VEL
 & L
OCA
L
MUS
IC &
 ME
DIAGAM
E
BUS
INE
SS
PRO
DUC
TIV
ITY
APP
 MA
RKE
T
ENT
ERT
AIN
MEN
T
FIN
ANC
E
PHO
TOG
RAP
HY
Figure 4.2: Percentage of notifications for each category.
from both sexes, with the age span between 21 and 31 years. As shown in Figure 4.1,
NotifyMe allows users to check the number of installed applications for each category
and displays a bar graph of their notification acceptance rate for each hour of a day.
We believe that displaying this information has a minimal interference on users’ actual
behaviour in terms of notification acceptance, yet presents a valuable stimulus to make
the users keep the app installed on their phones.
4.3.2 Ensuring Privacy Compliance
In order to allow the NotifyMe application to monitor notifications, users have to give ex-
plicit permission as required by the Android operating system. Moreover, the application
also requires a detailed user consent about the information that is collected. This ensures
that users are aware of the type of information captured by the application. Furthermore,
we use notification content only to classify the category of information that a notification
contains because storing and analysing such data can have severe privacy implications. We
only store the notification’s content category and discard the raw notification information.
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4.4 Dataset
The data collection was carried out for a time period of 3 weeks from 35 users who in-
stalled the NotifyMe application. Overall, we collected more than 70000 notifications and
around 4069 responses to questionnaires. Since, our objective is to predict the probability
of a notification’s acceptance by using a notification’s content category and the user’s
context when it is delivered, we classify the collected notifications according to the type
of information they contain.
In order to classify a notification, we use the approach of mapping the notifications
to the categories of the applications from which they were triggered. The categories
defined by the Google Play Store are too generic. Therefore, we manually categorise
the applications from which the notifications were triggered into 23 categories (shown in
Figure 4.2).
Figure 4.2 shows the percentage of notifications collected for each category. Around
70% of the data set comprises of notifications triggered by chat and email applications.
Since these two notification categories dominate over the combined notification counts of
all the other application categories, we could not rely solely on the approach to classify
notifications based on the category of applications with which they were triggered. Thus,
we split chat and email notifications in the following four sub-categories based on the
sender’s relationship with the recipient of a notification:
1. Work: sender works or studies with the recipient;
2. Social: sender has a social tie with the recipient;
3. Family: sender is the recipient’s family member or relative;
4. Other: sender not related to the recipient with the above relations.
In practical applications, this information might be extracted from social network plat-
forms and/or inserted directly by the users (see also a more detailed discussion in sec-
tion 4.9). We believe that this methodology can be generalised: more fine-grained or
different classification might also be possible.
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We rely on the title of communication notifications in order to classify them in the
above four classes. A communication notification’s title comprises of the sender’s name
along with a short description about the newly available information (such as ”A new
message from Alice”, and ”Alice sent you a new message”), or only the sender’s name
(such as ”alice@gmail.com” or ”Alice”). However, a few communication applications do
not disclose any information about the sender in the notification title but only includes
the description about the newly available information (such as ”1 new message”) or the
application’s name itself (such as ”Telegram”). Therefore, we use the notifications that
contain the sender’s information in their title and discard the rest of the communication
notifications. We then generate a list of unique titles1 from the communication notifi-
cations of each participant and give these lists to their owners. We ask the participants
to label each notification title with the following classes: work, social, family, and other.
Participants were asked to provide multiple labels in case they have multiple relational
links with the sender of a notification. For example, a colleague can also be a friend of a
user.
Finally, we map the user-derived labels for the titles to their corresponding notifica-
tions. Since, there were a few notification titles that were labeled with multiple classes:
1) work and social, and 2) social and family, we choose a category based on the location
in which the notification arrived. For example, if a notification that is labeled as both
social and work, arrives at their workplace we consider it as a notification containing work
related information. We define a category probability list for each location from our data
and look for a label that has the highest value at the location in which the notification
was triggered. The category probability list for each location is defined as follows:
1. Workplace: work, social, family;
2. Home: social, family, work;
3. Other: family, social, work.
1In order to avoid the users labelling a title multiple times, we create this list containing notification
titles without any duplication.
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Figure 4.3: Percentage of notifications for each category and sub-category.
The sub-categories are derived by using the recipient’s relationship with the
sender.
Note that in order to infer these three location classes we sample GPS when a ques-
tionnaire is answered. We assign the label for the current location provided by the users
as an answer to a question ”Where are you?” in the questionnaire, to the sampled geo-
coordinates. Since the location labels provided by the users do not include any public
location label, we exclude this location class. Additionally, we reverse geo-code the home
address provided by the users at the time of registration and validate user-derived labels
for these locations.
Out of 35 participants only 17 participants opted to label their communication notifi-
cations’ title as discussed above. All of these participants continued to run the NotifyMe
application and actively responded to the questionnaires for at least 15 days. Therefore,
in order to perform notification category-based analysis, we use around 25000 notifications
and 1450 questionnaire responses of the participants who opted to label the communica-
tion notifications’ titles. Figure 4.3 shows the percentages of notifications that belong to
each fine-grained category.
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4.5 Understanding Interruptibility
In this section we provide evidence that the content and context play an important role
in influencing the response time and acceptance of a notification.
4.5.1 Time Delay in Response to a Notification
As discussed earlier, an intelligent interruptibility management (IM) system should define
a moment as opportune to deliver a notification only if the user handles the notification
within a given time interval. Therefore, it becomes necessary to define a threshold for time
delay in response to the notifications by the users. The notifications that are responded
to after this threshold will be classified as delivered at an inopportune moment. This
approach is based on the strategy employed by a previous study presented in [PdOKO14],
which predicts whether a user will view a message within the assumed threshold time.
We analysed the complete dataset of notifications (containing around 70,000 notifica-
tions) to draw a picture of the general response time for all notifications. Note that a
notification is considered responded to when it is removed from the notification bar.
As shown in Figure 4.4, more than 60% of the notifications were clicked within 10
minutes from the time of arrival. The density of notifications increases with a high rate
up to 10 minutes and after 10 minutes the rate starts stabilising. This demonstrates that
users handle most of the notifications by either clicking or dismissing them within this 10
minute period. Also, users do not interact with the notifications for a long time if they
are not handled within 10 minutes. Overall, we conclude that in general the maximum
response time taken by a user to handle notifications that arrive at opportune moments
is 10 minutes. However, it might vary according to users’ behaviour. Therefore, in this
study we choose 10 minutes as the threshold time delay for responding to a notification.
At the same time, the goal of this analysis is not strictly dependent on the choice of this
specific value. In other words, the aim is to provide a general design methodology for
intelligent content-driven notification systems.
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Figure 4.4: Cumulative distribution function (CDF) of response time for noti-
fications.
It is also worth noting that there is a sharp increase in the number of responses
at around 30 minutes after their arrival. This is because some applications kill their
notifications that do not get any response from the users up to this threshold. Our
dataset shows that more than 70% of the notifications which were removed from the
notification bar between 29 and 31 minutes were triggered by Google Now.
4.5.2 Impact of Context on Response Time
In the collected dataset we observe that the notification response time can vary from a
few seconds up to some hours. A notification delivered at an opportune moment might
be responded to very quickly, but a notification can have a greater time delay if it arrives
at an inopportune moment. We analyse the complete dataset of notifications to find the
context modalities (i.e., the attributes of a user’s context such as location, activity and
others) that could indicate the response time for a notification.
We evaluate the response time of notifications with respect to three context modalities:
location, activity, and background sound. We find that the average response time of a
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Figure 4.5: CDF of response time for notifications received while performing
different activities.
notification does not vary with the user’s location (i.e., home, workplace, and other) or
the background sound (i.e., silent or speaking). However, the data shows that the activity
of users does impact the response time of notifications.
We rely on Google’s Activity Recognition library [GAR16] to classify a user’s activity
into four classes: 1. still – when the user is not moving; 2. on foot – when the user is
either walking or running; 3. on bicycle – when the user is riding a bike; 4. in vehicle –
when the user is travelling in a vehicle.
As shown in Figure 4.5, users are very quick to respond to notifications while they
are traveling in a vehicle. Around 80% of the notifications that arrived while a user was
in a vehicle were responded to within 10 minutes. At the same time, when users are
still, walking, or running they tend to respond to almost around 60% of the notifications
within 10 minutes. It is worth noting that the response rate gradually becomes flat after
10 minutes in all of these three cases. On the other hand, the activity of riding a bike is
associated with inopportune moments to deliver a notification.
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Figure 4.6: Click count percentages for the notifications of each category.
4.5.3 Impact of Content on Notification Acceptance
In this subsection we analyse the impact of the content on the acceptance of notifications.
Since we are interested in the accepted notifications, we classify all the notifications with a
response time greater than the threshold time (i.e., 10 minutes) as declined notifications.
In Figure 4.6 we evaluated the average percentage of the notifications that are accepted
in a day for each notification category. The results demonstrate that the notifications
from different categories have a varying acceptance rate. The family chat and work
email notifications have the highest acceptance rate with around 81% and 77% of the
notifications accepted within 10 minutes of arrival time, respectively. On the other hand,
notifications of categories such as system, tools, and music and media, have the worst
acceptance. Around 10% of the overall notifications in the dataset of labeled notifications
belong to the tools category (see Figure 4.3) but around 99% of the time these notifications
were declined by the users. This demonstrates that such notifications almost never provide
useful information at the right time to the users and instead become a source of disruption.
It is worth noting that the event reminder notifications might have a low acceptance
rate because 1) these notifications provide almost all the information in the notification
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title; 2) these notifications enable the user to snooze, or delete the reminder through the
notification itself without launching the application. For this reason, it becomes difficult
to capture the response of a user for an event reminder notification.
4.6 Predicting The Right Time for a Notification
In this section we discuss the design of machine learning models for predicting for users’
response (i.e., accept or dismiss) to a notification based on the type of information in it
and the given context.
4.6.1 Data Setup
Notifications that are delivered at inopportune moments are usually handled with a po-
tentially long delay. Therefore, we label all notifications which were accepted within the
threshold response time (i.e., 10 minutes) as ”accepted” and the rest as ”declined”.
4.6.2 Feature Ranking
To understand the importance of these features, we rank each of them based on the
information gained by adding it for predicting the notification acceptance. We use the
InfoGainAttributeEval method from WEKA [HFH+09] to derive the information gain (IG)
each of the attributes brings to the overall classification of a notification (i.e., accepted
or declined). Table 4.3 shows the average ranking of the features. The feature evaluation
is based on a 10-fold cross validation. Our results show that the name of the application
from which a notification is triggered and the notification category are the most important
features.
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Feature Rank Average IG
App Name 1 0.251
Notification category 2 0.247
Phone status 3 0.092
Location 4 0.081
Arrival hour 5 0.073
Ringer mode 6 0.056
User’s activity 7 0.042
Priority 8 0.026
Alert type 9 0.024
Proximity 10 0.017
Surrounding sound 11 0.003
WiFi connectivity 12 0.001
Table 4.3: Ranking of features from the NotifyMe dataset.
4.6.3 Building Prediction Models
We build individual-based models for predicting notification acceptance by using three
different algorithms: Naive Bayes, AdaBoost, and Random Forest. We use these three
algorithms as they represent the state-of-the-art in machine learning for this type of prob-
lems [PdOKO14, PDPO15]. Moreover, we use three different machine learning algorithms
to check whether the knowledge about the user’s interruptibility can be obtained better
by a specific type of algorithm.
We use two approaches for building prediction models: 1. Data-driven learning that re-
lies on the automatically recorded previous interactions with notifications; 2. User-derived
rules that rely on the user’s own intuitions.
Data-driven learning
The data-driven learning approach relies on all the features about the notifications that
are collected via the NotifyMe application. As discussed earlier, we derive the category of
a notification by using the type of information in it and the recipient’s relationship with
the sender. However, in order to evaluate the value of using the information type and
social circle, we build the prediction models in three ways:
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1. without using information type and social circle;
2. using only information type;
3. using information type and social circle.
To build a prediction model in the first and third ways, we simply excluded and
included the “category” feature respectively while training the algorithms. However, in
order to train a predictor in the second way, we use modified the “category” feature that
is derived by using only the information type. For example, work email was labeled as
email, and social chat was labeled as chat.
User-derived Rules
The user-derived rule-based learning relies on users’ responses to the questionnaires trig-
gered by NotifyMe application. We collected 1456 questionnaire responses from the 17
users participating in our study. The analysis of these responses shows that users are not
consistent in defining the rules for the delivery of notifications. Therefore, we used the
following 3 features from each questionnaire response (see Table 4.2) to build a prediction
model:
1. notification category for which the questionnaire was triggered;
2. best location where the user wants to receive notifications with similar content;
3. best time when the user wants to receive notifications with similar content.
The features in each questionnaire contributed to a rule for acceptance of a category
of notifications. For example, a questionnaire response by a user containing ”social chat”
as content category, “home and other” as the best location, and ”morning” as the best
time defines that all social chat notifications that are delivered in the morning when the
user is at home will be clicked. Otherwise, the social chat notifications will not be clicked
by the user.
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Figure 4.7: Prediction results of the predictors trained by using 3 different set of features
for data-driven learning and user-derived rules.
It is worth noting that we construct user-derived models with a limited features ob-
tained through the questionnaires. We asked limited questions about a notification in
order to not to make the questionnaire time consuming and annoying for them. There-
fore, these models do not indicate the best models that can be defined by users.
4.6.4 Evaluating the Predictors
We evaluate the data-driven prediction models by using the k-fold cross validation ap-
proach with the value of k equal to 10. To evaluate the prediction models for user-define
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rules, we use all notifications of the respective users. Figure 4.7 shows the sensitivity and
specificity of all the predictors. The sensitivity refers to the proportion of actual positives
which are correctly identified (i.e., number of notifications that are correctly predicted
as accepted divided by the number of notifications that are actually accepted). The
specificity refers to the proportion of actual negatives that are correctly identified (i.e.,
number of notifications that are correctly predicted as declined divided by the number of
notifications that are actually declined).
Our results demonstrate that there is no significant difference in the performance of the
three prediction algorithms. The user-derived rules show worse performance compared to
the data-driven learning approach. The user-derived rule-based predictors only achieve
a sensitivity equal to 55% and a specificity equal to 45%. A possible explanation is
that the user preferences change with time. For example, users might specify that they
want to receive social chats only in the morning, but on the next day they might specify
another time period for the same category of notifications. Moreover, users can define
very abstract rules compared to the complex rules created with the data-driven approach
by using numerous other features.
As we trained the data-driven predictors with different features, the results show that
the predictor trained with ”information type and social circle” indeed outperforms all the
other predictors. The predictor trained with “information type and social circle” achieves
a sensitivity equal to 70% and specificity up to 80%. It attains high sensitivity by losing
some specificity compared to the other two data-driven predictors because of the trade-off
between sensitivity and specificity. It is worth noting that the user preferences change
with time. Therefore, by including the noisy features from the user-derived model, the
accuracy of the data-driven predictor will definitely go down.
However, the aim of an interruptibility management system is not only to reduce the
disruptive notifications (i.e., high specificity), but also to provide the notifications that are
required by the user. This suggests that the use of information type and the recipient’s
relationship with the sender can boost the performance for predicting interruptibility. It
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Figure 4.8: Prediction results of the generic and individual-based models.
is worth noting that for some users the sensitivity value is around 89%. This demon-
strates that some people have fairly regular behavioural patterns. The predictions for the
behaviour of such users are very accurate due to lower uncertainty in their behavioural
patterns.
4.7 Generic vs Personal Behavioural Model
In this section we compare the performance of the prediction models trained on a user’s
personal data with a generic prediction model trained across multiple users’ data. We
build both individual-based models and a generic model for predicting notification accep-
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tance by using three different algorithms: NaiveBayes, AdaBoost, and Random Forest.
We trained the data-driven models in the same fashion as in the earlier section. We eval-
uate the individual-based models by using the k-fold cross validation approach and the
generic model with the entire set of notifications of each user.
As shown in Figure 4.8, the individual-based model outperforms the generic model
especially in terms of sensitivity. At the same time, the generic model achieves extremely
high specificity (i.e., around 95%), because it gets trained with most of the rejected noti-
fications in different contexts. Thus, the generic model predicts most of the notifications
as declined. An interruptibility management system using such a prediction model will
mostly not allow any notification to be triggered. This will, essentially, be the same as
switching off the phone. To summarise, these results demonstrate that a prediction model
trained on a user’s personal data is more accurate for predicting interruptibility of that
user than a generic prediction model trained on multiple users’ data.
4.8 Online Learning Approach
The predictors discussed in the previous section are based on batch learning, i.e., they
are trained on static data. Such an approach has two key drawbacks when used on
mobile phones. First, the data becomes available gradually as the new notifications arrive
and, therefore, a personalised model cannot be trained until a sufficient amount of data
is available. Second, the prediction accuracy can be dramatically reduced when a user
changes his/her behavioural pattern. Moreover, data are not usually available for new
applications installed by users. For example, when a user starts using a new email client
or a social networking application, the model might fail to make any accurate predictions
for the notifications triggered by these applications.
To overcome these drawbacks we can use an online learning approach in which the
models are periodically trained with the available data that is gradually being collected.
94
 0
 20
 40
 60
 80
 100
 1  2  3  4  5  6  7  8  9  10  11  12  13  14
Pre
cis
ion
 (%
)
Day
User-defined Rules
Random Forest
AdaBoost
Naive Bayes
Figure 4.9: Prediction results of different predictors using online learning approach.
Such an approach enables relatively fast learning for new applications (i.e., predictions can
be made in the initial days), adaptation to changing or new behaviour and improvement of
the performance over time (i.e., the average prediction accuracy can be enhanced gradually
as more and more data becomes available in case the behavioural patterns do not show
strong variations over limited amount of time).
We use our labeled dataset to compare the prediction accuracy of different algorithms
by using an online learning approach. We iteratively build all the prediction models
with the notification data collected by the end of each day and evaluate these models
by using the following day’s notifications. For example, on day N a model was built by
using notifications from day 1 to N and it was evaluated to predict the acceptance of
notifications that arrived on day N + 1. Similarly, we train the models for user-derived
rules by using questionnaire responses collected by the end of each day, and evaluate these
models by using the notifications of the following day.
We test the data-driven models with three prediction algorithms: Naive Bayes, Ad-
aBoost, and Random Forest. We use user-derived rules as the baseline to evaluate the
prediction results of other predictors. As shown in Figure 4.9, AdaBoost and Random
Forest are the best performers. In the initial days, AdaBoost shows better performance
as compared to Random Forest. However, the prediction accuracy of AdaBoost stabilises
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after seven days. On the other hand, the Naive Bayes algorithm initially shows a pre-
diction accuracy performance comparable to AdaBoost and Random Forest, but its rate
of increase in accuracy slowly declines. Overall, all the predictors outperform the user-
derived rule mechanism after 2 days. It is worth noting that the top two predictors show
the best performance after 9 days of training.
4.9 Discussion
According to our measurements, the users in our study receive around 100 notifications
each day on average. These notifications arrive at different times of the day without any
knowledge about recipients’ willingness to be interrupted. Therefore, such notifications
have a potential to convert the smartphone from an information-awareness device to an
information-overloading one. At the same time, our results show that the response to a
notification can be predicted. We believe that a user’s predicted response can be used to
ensure the delivery of notifications at opportune moments that might reduce perceived
disruption.
To predict the response to a notification we need to build a user’s behavioural model
and train it with the notifications of various categories that arrive in different contexts.
It is possible to capture the user’s context via the sensors embedded in the phone. On the
other hand, in order to categorise notifications we need to analyse their content. Some
notifications can be classified by using the knowledge about the category of applications
that triggered them. For example, an application in the news category is very likely to
trigger notifications containing news related information.
Our results show that around 70% of the notifications that a user receives belong to
email and chat categories. Thus, a further subcategorisation of these two categories is
needed. As proposed in this study, we can use the social circles of users to sub-categorise
email and chat notifications. For example, a chat notification can be sub-categorised as
“social chat” if the sender of the notification belongs to the friend circle defined by the
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user. Communication applications (e.g., email and chat) allow the users to map their
social ties in the social circles defined by them. One possibility is that these circles can be
used by an application to categorise email and chat notifications. However, users do not
create social circles on every communication application and also the reverse is true, i.e.,
not all communication applications facilitate users to create social circles. This raises an
interesting question about how to maintain the knowledge about users’ social circle that
can be used to sub-categorise the chat and email notifications.
In a recent study [LFN15], authors argue that the operating system of a mobile device
should be responsible for managing and delivering notifications at opportune moments.
Inspired by the authors’ argument, we suggest a solution to the problem, posed above,
to maintain the knowledge about a user’s social circle. Since the operating system has
access to all the information of every application, there should be a system service (such
as Google Play Service for Android OS) that can categorise all notifications with respect
to the application that triggered it and an aggregated social circle of the user generated by
merging social circles from different applications (especially from the social networking and
calendar applications). Such a service can monitor the user’s response for all notification
categories in different contexts. Thus, there will be more data available to build a richer
model of the user’s behaviour as compared to the models created by the applications
themselves. Also, we believe that this service can provide an efficient solution because we
only need to train a single but richer behavioural model of a user.
4.10 Limitations
In this work we consider two cases of user’s response to a notification – accept (i.e.,
when a user clicks on the notification to read the information contained in it) and decline
(i.e., when a user ignores or does not answer the notification up to a certain time delay).
However, it is possible that some notifications were misclassified as declined because they
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might be actually attended to by the users on another device or they might be read and
dismissed by the users because they do not require further actions. Thus, the prediction
model is trained by means of incorrect data.
Moreover, the study was conducted over a short duration and with a small number of
participants. This could have introduced a selection bias that makes it difficult to claim
the ecological validity of this study.
We have also identified a series of aspects that deserve further investigation, proba-
bly also by means of experience sampling techniques. One issue is related to multiple
notifications from the same applications (usually referred to as “stacked” notifications).
How does a user react when the notifications are stacked by an application? Does a user
click/ignore it because all notifications are irrelevant or because a notification (perhaps
the latest one) from the stack is important/not important? Another important aspect is
related to the influence of the user’s co-location with other people when a notification is
received. For example, a certain user sitting in a coffee shop alone might be willing to ac-
cept a notification. However, when the same user is sitting with colleagues and discussing
a project, they might not accept any notification.
4.11 Summary
In this study we have presented an analysis of the impact of content on the acceptance of
mobile notifications. The results of the analysis have been used to develop a novel machine
learning approach that predicts the acceptance of a notification by using its content and
the context in which it is delivered. Such an approach can be used by an interruptibility
management system to ensure that the right information is delivered at the right time.
We have collected notifications “in-the-wild” and classified them according to the
information contained in them. Our results have shown that a user’s activity can impact
the time delay in the response to a notification. We have evaluated the average percentage
of the notifications that are accepted in a day for each notification category. Our results
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have shown that the chat notifications, where the sender is a family member or a relative
of the user, have the highest acceptance rate. Overall, the acceptance value of notifications
vary for each category. By using the collected real-world notifications we have designed,
developed and tested a series of predictors based on state-of-the-art machine learning.
We have shown that the acceptance of a notification within 10 minutes from its arrival
time can be predicted with an average sensitivity of 70% and a specificity of 80%. For
some users the sensitivity can go up to 89%. Our approach outperforms the user-derived
rules for delivering notifications on their mobile phones. Finally, we have discussed the
implementation of an online predictor in order to understand the required training period
for successful prediction.
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CHAPTER 5
MINING USERS’ PREFERENCES FOR
RECEIVING NOTIFICATIONS IN DIFFERENT
SITUATIONS
5.1 Overview
Previous studies have shown that users are willing to tolerate some interruptions from
notifications, in order to not miss any important information [IH10]. However, their
willingness is, in a sense, exploited by mobile applications as these trigger a plethora of
notifications continuously [MMHP15]. Given the potentially large number of notifications,
users do not accept all of them as their receptivity relies on the content type and the
source of the messages [MMHP15, MPV+16]. Users mostly dismiss (i.e., swipe away
without clicking) notifications that are not useful or relevant to their interests [FYB+10,
SSHD+14]. Some examples of such notifications are promotional emails, game invites on
social networks and predictive suggestions by applications. At the same time, past studies
have shown that users get annoyed by receiving irrelevant or unwanted notifications that
could result in uninstalling the corresponding application [FEW12, SSHD+14].
The above findings provide evidence that, in order to reduce the level of disrup-
tion, an interruptibility management system should not just try to deliver notifications
at opportune moments but also stop notifications that are not useful, or are uninter-
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esting or irrelevant for the user. However, until now, most of the previous studies
propose interruptibility management mechanisms that leverage the concept of antic-
ipatory computing [PM15] to predict opportune moments by using context informa-
tion [HI05, FGB11, PM14b, ORN+15]. In the previous chapter we proposed an improved
design of a similar kind of interruptibility management mechanism that exploits both
users’ context and notification content in order to predict opportune moments.
In this Chapter, we will present the design of an intelligent interruptibility management
mechanism that learns the types of information users prefer to receive via notifications in
different situations by analysing the combinations of notification titles and context modal-
ities including activity, time and location. Another important aspect that we are going to
consider is usability: in order to tackle this problem we present the implementation of a
mechanism for mining association rules [AIS93] and making the discovered rules available
to users so that they can check their appropriateness. Moreover, unlike previous interrupt-
ibility studies, we do not restrict ourselves to evaluating the interruptibility management
mechanism on oﬄine collected datasets or through synthetically generated notifications.
Instead, in order to evaluate the proposed mechanism, we conducted a real-world deploy-
ment to manage mobile notification in-the-wild.
5.2 Motivation of Key Design Choices
In this section we discuss the key motivations and design choices of our solution, namely
(i) the choice of learning users’ preferences with respect to different types of information
delivered through notifications rather than modelling their interruptibility; (ii) the choice
of implementing an algorithm based on learning association rules instead of alternative
machine learning algorithms, such as SVM and Random Forest.
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5.2.1 Why Mine User’s Preferences for Different Types of In-
formation?
The key objective of an interruptibility management system is to deliver the right in-
formation at the right time. Most of the previous interruptibility studies have proposed
different approaches to model interruptibility for predicting opportune moments [HI05,
FGB11, PM14b, MMHP15]. However, these studies do not provide any suggestion about
what to do with notifications that arrive at inopportune moments. Should we defer them?
Or should we completely dismiss them?
As discussed earlier, in a previous study [Cla96] Clark suggested that users’ negative
response to an interruption can be of two types: (a) acknowledge it and agree to handle
it later; (b) decline it (explicitly refusing to handle it). Based on Clark’s suggestions
we hypothesise that an interruptibility management mechanism should take an orthogonal
but equally important approach by learning the different types of interruptions that users
explicitly refuse by dismissing notifications. In this way such a mechanism can identify
the notifications that are not useful for the users and stop the operating system from
triggering alerts for these types of notification. Moreover, our hypothesis is in line with
the findings of Fischer et al. [FYB+10, SSHD+14], i.e., users’ receptivity relies on the
usefulness of and their interest in the delivered information. We would like to stress again
that this is an orthogonal mechanism that can be used in conjunction with others, for
example for deferring the notifications until the right time/context.
5.2.2 Why Mine Association Rules Over other Types of Ma-
chine Learning Models?
One of the major issues in designing interruptibility management systems is related to
their testing and evaluation. In fact, if the notification mechanisms are not correct, they
might lead to deferring important notifications. Therefore, in order to build usable sys-
tems, we have to involve users to adjust the interruptibility management mechanisms. The
goal is to reduce interruptions without compromising useful and important information.
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The interruptibility management mechanisms proposed in the previous studies rely on
machine learning models for making predictions that might be difficult to understand and
translate directly into human-readable rules [HI05, PM14b, MMHP15]. These models are
effective for learning quickly with a high accuracy but it is nearly impossible for users
to understand these models and provide their feedback. Therefore, we rely on mining
association rules that can be easily understood by users as compared to other prediction
models. This allows us to get feedback from users about the rules that should not be
used for stopping notifications on their phones. It is worth noting that a simple machine
learning technique such as the decision tree [SH77], which uses a branching method to
illustrate every possible outcome of a decision, is likely to find a few more rules than the
association rule mining algorithm. However, the decision tree-based rules mostly have
low reliability because they refer to very small sets of data instances [Ord06]. Whereas,
non-reliable rules can be controlled in association rules by the means of its parameters
such as support and confidence.
5.3 Mining User Preferences
In this section we discuss how we extract notification rules by mining association rules
based on different combinations of notification titles and context modalities including
activity, time and location.
5.3.1 Removing Reminder Notifications
The first step consists in identifying a particular class of notifications that are always
dismissed but that should be shown to users in any case. As discussed earlier, notifications
are dismissed if they are not found to be useful or relevant to the user’s interest [FYB+10,
SSHD+14]. However, some notifications are dismissed because they do not require any
further action from the user. These notifications should not be automatically filtered,
since they might be relevant for users, even if they are always dismissed. We refer to such
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notifications as reminder notifications in the rest of the chapter. Alarm, calendar event
and battery status notifications are some common examples of reminder notifications.
More formally, in order to define reminder notifications, we introduce a simple defini-
tion of click rate (CR):
CR =
Number of accepted notifications
Total number of notifications
· 100 (5.1)
If an application’s click rate (CR) is zero then all notifications from that application
are treated as reminder notifications.
5.3.2 Notification Classification
In order to model users’ preferences with respect to receiving different types of informa-
tion, we categorise each notification based on the information contained in it. A recent
study proposes an approach for modelling interruptibility by using information type, so-
cial circle and context information [MMHP15]. The authors of [MMHP15] assume that
all notifications triggered by an application are of the same type and categorise them by
using the type of application. In other words, they classify notifications at an abstract
level, e.g., chat, email, systems and so on.
Instead, we do not limit ourselves to categorising a notification based on the type of
application that triggered it because an application can generate notifications that contain
different types of information. A user might be interested to receive some but not all types
of notifications triggered by a specific application. For example, a Facebook notification
about a new post on a user’s timeline might not be considered to be as disruptive as a game
invite notification. In other words, users would not want an interruptibility management
system to completely stop Facebook notifications, but rather only those that are annoying,
such as game invites.
Therefore, in order to classify notifications, we perform clustering by considering their
titles by means of DBSCAN [EKSX96], a density based algorithm1. A notification title is
1We use this algorithm because it is based on an unsupervised learning approach (i.e., it does not
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a short sentence that gives a glimpse of the information contained within it. The following
are some examples of notification titles: “Sign in to a Wi-Fi network”, “Time to Work”,
“Today is Alice’s birthday”. It is worth noting that in some cases the notification title
contains the sender name along with other text (such as “Alice commented on your post”)
or merely the sender name (such as “Alice”). Generally, the sender name is attached to
the titles of notifications triggered by chat and online social networking applications.
The clustering of notifications is carried out through the following steps: (i) clean-
ing notification titles; (ii) constructing a classifier; and (iii) clustering notifications. We
discuss the details of each step in detail below.
Cleaning Notification Titles
Notification titles are short sentences phrased in a way that they are easily understood by
users. The most important step for analysing these titles is to first clean them in order
to remove the non-informative data.
To analyse the notification titles we follow the standard process of cleaning text in the
following way:
(i) Conversion of the the text to lower-case: this ensures that the lower-case and the
upper-case versions of the same word are considered the same.
(ii) Removal of punctuation and numbers : these elements of the text do not contain
useful information for the classification task, and, at the same time, they might add
unwanted noise.
(iii) Removal of stop words : stop words are common words (such as ‘a’, ‘the’, ‘is’ and
‘are’ ) that generally have quite high frequency in the text. We remove them to
ensure that they do not affect content-bearing keywords in the clustering algo-
rithm [BK10].
require users to provide labelled data for training the model). Moreover, we are aware that notification
clustering could be improved by using the entire notification content (i.e., including also the header of
notifications). However, due to privacy concerns the notification headers were not recorded in the dataset
we used in our evaluation [MPV+16].
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(iv) Removal of the sender and application names : we remove sender and application
names because they can lead the classifier to cluster notifications based on the sender
or application names. Therefore, for each notification we remove (if present) the
name of the application by which it is triggered. Moreover, to remove sender names
we find and remove all the words that are not present in the english dictionary that
comes with the qdapDictionaries package [qda16]. It is worth noting that in the
case of chat and email notifications that contain only names, we do not remove
names and thus allow the algorithm to classify such notifications based only on the
sender names.
(v) Stemming of words : this is a standardisation method to avoid having multiple
versions of words referring to the same concept by reducing a word down to its root.
For instance, the words ‘comment’, ‘commented’, ‘comments’ and ‘commenting’ are
all stemmed to ‘comment’.
Constructing a Classifier
In order to train the classifier, we use a bag of words approach [MN+98, Joa02] and
create a Document-Term Matrix (DTM) – a matrix that describes the frequency of terms
(i.e., stemmed words) that occur in a collection of documents (i.e., notification titles in
our case). In a DTM, rows correspond to documents in the collection and each term is
associated with a column.
To prevent the problem of overfitting the classifier [YP97], we compute the term
frequency (TF ) and remove the terms that have a TF lower than TFthreshold. The TF
and TFthreshold are defined as following:
TF =
Number of notifications in which the word occurs
Total number of notifications
(5.2)
TFthreshold =
Number of participation days
N · Total number of notifications (5.3)
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According to the above equation the value of TFthreshold ensures that notifications
containing the term occurs at a rate of at least one every N days.
Finally, a DBSCAN-based classifier is constructed by using the above DTM. To cluster
the data the classifier requires two parameters as inputs: (i) MP , defined as the minimum
number of points required to form a dense region and (ii) , defined as the maximum
difference (i.e., number of non-matching words) between the notification titles of a cluster.
Clustering Notifications
Since the notification titles are relatively short sentences, it is possible that notifications
from different applications might contain similar words that could lead the classifier to
cluster them together. In order to prevent this problem, for each application we create
a separate classifier by using just the notifications generated by that application. For
example, if there are 15 notifications from 3 applications, we create 3 clustering models
and each model is trained using notifications of the separate applications.
5.3.3 Constructing Association Rules
In order to discover rules about the user’s preferences for receiving notifications, we use
the AIS algorithm [AIS93] – a method for mining data to discover statistical relationships
between variables. The algorithm scans the data to find the frequent item sets and
computes their support value (discussed later in this section). Finally, it filters the list of
item sets whose support value is greater than the given support threshold.
An association rule is represented as X → Y , where X is defined as the antecedent
and Y as the consequent. The algorithm generates rules with the consequent containing
only one item. This means that rules can be in the form of X1 ∪X2 → Y but not in the
form of X → Y1 ∪ Y2.
To better understand the concept of association rules let us consider an example where
the user: (i) always dismisses Twitter notifications about suggestions of accounts to fol-
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low; (ii) accepts Facebook birthday reminder notifications only in the morning while they
are at home; (iii) does not accept WhatsApp notifications from Alice while at work. As-
suming that notifications about the Twitter suggestion, Facebook birthday reminders and
WhatsApp messages from Alice are classified in the classes N1, N2 and N3 respectively,
the following association rules would represent the user’s preferences in this case:
{N1} → {Dismiss}
{N2, Home,Morning} → {Accept}
{N2, Home,Afternoon} → {Dismiss}
{N2, Home,Evening} → {Dismiss}
{N2, Home,Night} → {Dismiss}
{N2,Work} → {Dismiss}
{N2, Other} → {Dismiss}
{N3, Home} → {Accept}
{N3, Other} → {Accept}
{N3,Work} → {Dismiss}
For an association rule X → Y , we define the two parameters:
• Support : the ratio between the number of times X and Y co-occur and the number
of data-instances present in the given data. It can be represented as the joint
probability of X and Y , i.e., P (X, Y ).
• Confidence: the ratio between the number of times Y co-occurs with X and the
number of times X occurs in the given data. It can be represented as the conditional
probability of X and Y , i.e., P (Y | X).
An association rule is created only when it has at least the minimum support (Smin)
and confidence (Cmin). It is worth noting that decreasing the threshold values of either
support or confidence could result in discovering more rules [AIS93].
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5.4 Evaluation of the Rule Learning Mechanism
In this section we discuss the implementation and evaluation of the mechanism for mining
individual-based association rules about users’ preferences.
5.4.1 Dataset
In order to evaluate the proposed solution, we use the data collected by means of smart-
phones during the My Phone and Me study presented in Chapter 3. From the original
dataset, we took a subset of data considering only the users who participated for at least
14 days. Moreover, the dataset contains an attribute to identify whether a notification
is clicked, dismissed or handled on another device. We did not consider notifications
that were handled on other devices. Consequently, the final dataset used in our analysis
contains 11185 notifications from 18 users.
5.4.2 Evaluation Settings
We evaluate the discovered rules for predicting users’ response to notifications by using
a k-fold cross validation approach with the value of k equal to 10. The prediction results
are computed separately for each user and we aggregate them by computing the mean
and the standard-error with a 95% confidence interval. We divide the set of notifications
belonging to each user into a training set and a test set, where the training set contains
90% of the data and the rest is considered as the test set.
5.4.3 Defining Configurations
As discussed earlier, we use the TFthreshold to prevent the problem of overfitting the
DBSCAN-based classifier with sparse (i.e., infrequent) terms. In order to find an optimal
value of TFthreshold we create a DTM for all notification titles in the dataset and compute
the number of terms filtered by setting TFthreshold with different values of N ∈ [1, 7]. Here,
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Figure 5.1: Filtered and remaining terms for notification clustering with different values
of N in TFthreshold.
we do not consider values of N greater than 7 because we believe it would not be useful
to include notification terms that are not received at least once in a week.
As shown in Figure 5.1 there are 3642 unique terms in the dataset. By setting N = 1,
there are chances of under-fitting the model because 3371 terms are removed and only
271 terms remain in the DTM. Since there is limited difference in the number of filtered
terms with N ∈ [2, 7], we use N = 2 for our analysis, which also ensures that each term
is seen by the user at least once in two days.
In order to satisfy the above constraint, for each user we set the value of MP to D/2
(D indicates the number of participation days). This ensures that there are at least D/2
notifications in each cluster. Similarly, we set Smin (i.e., minimum support value) equal
to Dparticipate/(2 ·Ncount), which ensures that the notification interaction pattern covered
in each rule has occurred at least once in two days. Here, Dparticipate indicates the number
of participation days of the user and Ncount refers to the total number of notifications
collected for that user. Moreover, we set  to 1 so that each notification title will have at
least N −1 (N refers to the number of words in a title) words similar to other notification
titles in its cluster.
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5.4.4 Feature Selection
In order to discover association rules about the user’s preferences we rely on the following
features:
(i) notification response: the user’s response (i.e., click or dismiss) to a notification;
(ii) notification type: the identifier of the cluster to which the notification belongs;
(iii) arrival time: the arrival time of the notification considering four time slots – morning
(6-12), afternoon (12-16), evening (16-20) and night (20-24 and 0-6);
(iv) activity : the user’s physical activity (includes still, walking, running, biking and in
vehicle) when the notification arrived;
(v) location: the user’s location when the notification arrived.
Note that we do not include the alert modality of notifications for mining rules because
we are interested in finding the information that users prefer to receive via notifications
in different situations irrespective of their alert modalities.
By using different combinations of these features we construct the association rules
according to the following five approaches:
1. AR1: by using notification response with notification type;
2. AR2: by using notification response with notification type and activity;
3. AR3: by using notification response with notification type and arrival time;
4. AR4: by using notification response with notification type and location;
5. AR5: by using notification response with notification type, activity, arrival time
and location.
For all approaches we restrict the consequent to contain only the notification response
and the antecedent is restricted to never contain the notification response. We introduce
this constraint because we are only interested in predicting the acceptance of a notifi-
cation, therefore other items in the consequent would be of no use and just add extra
computational load.
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5.4.5 Prediction Results
In this section we present the accuracy of the association rules discovered with different
values of Cmin for all five approach. In order to assess the discovered association rules,
we compare the predicted response with the actual response (i.e., the ground truth) and
compute the accuracy in terms of:
• Recall : ratio between the number of notifications that are correctly predicted as
dismissed and the total number of notifications that are actually dismissed.
• Precision: ratio between the number of notifications that are correctly predicted as
dismissed and the total number of notifications that are predicted (both correctly
and incorrectly) as dismissed.
In Figure 5.2 we present the prediction results for the association rules constructed by
using all five approaches. The results show that increasing the confidence of association
rules decreases the recall but improves the precision. This implies that by increasing the
confidence fewer but more reliable rules are discovered.
The association rules constructed with approaches AR1 and AR2 do not show a
significant difference. The recall of AR2 is slightly higher when the confidence is below
70%, but the precision drops as well, which means some extra but unreliable rules are
discovered. On the other hand, the association rules constructed with AR3 achieves better
recall than AR1 and AR2 but its precision consistently remains lower (i.e., under 85%)
compared to other approaches. This implies that there is no significant contribution of
the activity and arrival time features in terms of predicting user’s preferences for receiving
notifications.
The approach AR4 (i.e., the association rules that are constructed by using the no-
tification response, type and location) performs better that other approaches in terms of
both recall and precision. Its recall goes up to around 43% without reducing the precision
below 79%. Even by combining all features together in the approach AR5, the results
do not improve. As compared to approach AR4, there is a negligible increment in the
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Figure 5.2: Prediction results for association rules discovered by using notification re-
sponse along with: (a) AR1: notification type; (b) AR2: notification type and activity;
(c) AR3: notification type and arrival time; (d) AR4: notification type and location; (e)
AR5: notification type, activity, arrival time and location.
recall of the approach AR5 with a big decrease in its precision. Consequently, our results
provide evidence that the type of information contained in a notification and the location
of the user can be effectively used to learn user’s preference for receiving notifications.
However, this is not the case for users’ activity and notification arrival time, at least for
our dataset.
It is worth noting that the high standard-error in the results demonstrates that our
mechanism does not work consistently for all users. This is due to the fact that users have
different preferences for receiving notifications. Moreover, the upper-limit of the standard-
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error for precision close to 100% demonstrate that for some users our mechanism is able
to very accurately predict notifications that are not interesting or useful for them.
Another interesting observation is that the recall of approach AR3 is always higher
than that of AR1 and AR2, but its precision is instead always lower. We believe that
AR3 attains higher recall because users follow precise circadian rhythms and during dif-
ferent time periods of a day they are present at certain locations (e.g., at work in the
afternoon and at home during night) [EP09]. Therefore, in AR3 rules are essentially
associated to their behaviour at certain locations rather than the time of notifications’
arrival. Moreover, the precision might be affected as users’ mobility pattern might vary
on some days.
5.4.6 Optimising the System for High Precision
The key requirement for an interruptibility management mechanism that would be not
only useful but also acceptable to users is that it should never stop/defer useful notifi-
cations. Therefore, while designing it we should aim to have fewer false-negatives (i.e.,
incorrectly predicting a notification as non-interesting for the user) that could be achieved
by ensuring that the precision remains close to 100%. However, we could consider a preci-
sion of around 90% as acceptable because it might be possible that a couple of notifications
have been clicked by mistake or to kill time when the user was bored.
At the same time, the interruptibility management mechanism should also achieve a
significant recall in order to prove its efficacy in filtering notifications that are not useful
or relevant to the user’s interest. We could not obtain a high recall value because not all
dismissed notifications are non-useful. Instead, some notifications are dismissed because
they do not require any further actions. Though we have already filtered out reminder
notifications, there could still be notifications from other applications which are useful,
but do not require any action, such as a chat message like “See you at 7pm” and a con-
firmation email like “Ok, bye!”.
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We observe that, by using the confidence of 70%, the approach AR4 is able to achieve
around 42% recall with a precision of 84%. However, the reduction of 16% in terms
of precision might lead the mechanism to predict some false-negatives. So, we should
compromise by having around 35% recall with a precision of more than 90% at a confidence
of 80%. Here, even the 35% recall implies that we are able to filter a big portion of non
useful notifications and thus reduce disruption.
5.5 Online Learning
In the previous section we evaluated our mechanism by using the batch learning method
in which the association rules are mined by using static data. However, in a real world
scenario such training data is not initially available and, therefore, association rules cannot
be discovered until a sufficient amount of data has been collected.
In order to address this issue, we can use an online learning method (discussed in
Chapter 4) in which the association rules are periodically mined from the data. Even if this
solution does not completely remove the problem of initial bootstrapping, the prediction
accuracy improves gradually as more and more training data becomes available. Moreover,
by using an online learning method a system can adapt itself according to the potential
changes in user behaviour over time. However, the model would not be able to adapt and
might also perform worse when there are frequent changes in the user behaviour.
In order to evaluate this method, we iteratively construct association rules with all the
notifications collected by the end of each day and evaluate these rules by using notifica-
tions of the following day. For example, on day N a model is built by using notifications
from day 1 to N − 1. Moreover, similarly to the evaluation used with the batch learning
method we configure Smin as (N −1)/(2 ·Ncount), where Ncount indicates the total number
of notifications collected until day N − 1. This ensues that the notification interaction
pattern covered in each rule has occurred at least once in two days or at least (N − 1)/2
times in N − 1 days.
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Figure 5.3: Prediction results for association rules (with notification title and location)
using the online learning approach.
Figure 5.3 shows the prediction results for the individualised rules iteratively con-
structed on each day with different values of Cmin by using the online learning method.
Rules with Cmin as 80 and below start filtering notifications from the 3
rd day and by
the 7th day they achieve recall of 25-35% and precision around 90%. Instead, by the 7th
day other rules could achieve recall of 10% and precision above 90%. Interestingly, rules
with Cmin as 95% never become stable. This could be due to the fact that these rules
filter notifications with high reliability which can be confirmed by their precision always
remaining over 90%. On the other hand, rules with Cmin as 65-70% and 80-90% become
stable by the 12th and 9th day respectively.
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It is worth noting that given the duration of the dataset, it is not possible to evaluate
the adaptation of the algorithm and confirm if the set of rules are stable over time. It
might be possible that users diverge from their notification interaction behaviour and the
system needs to adapt accordingly. Therefore, we envisage that the system should use a
sliding window approach, i.e., the algorithm should be trained on the last L days in order
to be able to adapt to changes in user’s behaviour.
5.6 MyPref Library
5.6.1 MyPref at a Glance
Starting from the mechanisms and evaluation presented in the previous section, we fun-
nelled our findings into the implementation of the MyPref library – an intelligent inter-
ruptibility management library that can predict the type of notifications that users would
prefer to receive on their mobile phones in specific contexts. The library learns the user’s
preferences for receiving notifications by mining association rules with the notification and
context data that is supplied to it and predicts the user’s receptivity to the subsequent
notifications. The MyPref library is implemented for the Android OS and released as an
open source project 1. The goal is to provide developers with a practical generic tool for
intelligent rule-based notifications that can be integrated into any application, hiding at
the same time the complexity related to the prediction mechanisms.
The MyPref library abstracts the functionalities of the proposed interruptibility mech-
anism through a set of intuitive API primitives. The abstractions include clustering of
notifications, mining association rules and predicting the acceptance of notifications. The
library relies on Weka for Android [Wek16] and the Snowball stemming library [Sno16] for
clustering notifications locally on the phone. Since the computation is performed locally,
1https://github.com/AbhinavMehrotra/PrefMiner
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the library also preserves user’s privacy since no data is transmitted to a back-end server.
It offers flexibility to developers by allowing them to define notification clustering config-
urations (i.e., TFThreshold,  and MP ) as well as configuring the rule mining parameters
(i.e., support, confidence and features to be used for mining rules).
The library learns the user’s preferences for receiving notifications and returns the
discovered rules as output. In order to make the prediction mechanisms more transpar-
ent to users of the applications built on top of the MyPref library, it makes the rules
human-understandable by replacing each notification type with the most frequent words1
of the relevant notification cluster (we refer to these words as keywords in the rest of this
chapter).
For instance, let us consider the following examples of hypothetic keywords in notifica-
tion clusters: the keywords from the cluster of Facebook’s birthday reminder notifications
(such as “Today is Alice’s birthday.” and “Alice and Chris have birthdays today. Help
them have a great day!”) would be “today” and “birthday”. The keyword from the cluster
of Google Play Store’s app update notifications (such as “2 applications updated.” and
“3 updates available.”) would be “update”. The keywords from the cluster of systems
WiFi availability notifications (such as “Wi-Fi networks available” and “Verizon Wi-Fi
available”) would be “Wi-Fi” and “available”.
The overlying application can present these rules to users in order to ask for their
consent and use the rules that are accepted by them to filter notifications. Later in this
section, we will show a potential approach to ask for confirmation of users for applying
the predicted rules in an application.
Moreover, producing rules with keywords instead of cluster identifiers would reduce
the computation time at the arrival of notifications. Indeed, this requires the clustering
of notifications in order to find their cluster identifiers and then predict the response by
using the rules. This might be fine for applications that are predicting the acceptance for
their own notifications. However, if an application is managing notifications from third-
1We consider the most frequent words after removing all the stop words and stemming the remaining
words.
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party application then the prediction process should be very quick so that, if required, it
can cancel a notification before it alerts the user (via sound, vibration or LED light).
5.6.2 Evaluation of the MyPref Library
In this section we discuss the performance of the MyPref library. We use a Nexus 6 phone
with 3 GB of RAM and a quad-core 2.7GHz Krait 450 CPU, running a clean slate Android
5.0 OS for the performance evaluation of the library.
Source Code and Memory Footprint
MyPref is implemented as a light-weight Android library consisting of 15 Java classes built
with 4077 lines of code. We developed a stub application on top of the library to evaluate
the memory footprint that accounts to 7.559 MB (including Weka and Snowball stemming
libraries). We used third-party measurement tools, namely Count Lines of Code [CLO16]
and Android Dalvik Debug Monitor Server [DDM16], to evaluate the source code and
memory footprint of the library.
Energy Consumption
A fundamental aspect of the design of this class of libraries is the energy usage and its
impact on the phone’s battery life. We analyse the energy consumption of the library by
varying the amount of data in the input. We characterise the battery charge consumption
for mining association rules for all approaches (AR1, AR2, AR3, AR4 and AR5 ). We use
Power-Tutor [ZTQ+10] for taking the battery measurements.
As shown in Figure 5.4, the battery consumption increases almost linearly as the
amount of data used for mining the rules increases. However, as the number of features
increases the energy consumption increases but not dramatically. This implies that most
of the energy is consumed for clustering the notification types and less energy is required
for mining the rules.
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Figure 5.4: Battery charge consumed for mining rules using different approaches with
different number of notifications as an input.
Moreover, the battery consumption varies slightly for approaches AR2, AR3 and AR4
if they use the same number of features. The reason for this difference could be that these
approaches use features that have a different number of classes. For instance, location
has three classes: home, work and other, whereas activity has five classes: still, walking,
running, biking and in vehicle. Increase in the number of classes for a feature would
require more iterations for discovering rules and thus consume more battery.
Time Complexity
We compute the time required for mining association rules by using all five approaches
for different amounts of training data. The time complexity of the algorithm is O(Ncount).
As shown in Figure 5.5, as expected, the time taken increases linearly as the amount
of data increases. Quite interestingly, the difference in terms of time required for the
computation (for the various approaches taken into consideration) increases as the number
of notifications increases. Moreover, it also increases as the number of features used gets
larger. For instance, the library takes less than 61 seconds when mining association rules
from 1500 notifications for any approach.
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Figure 5.5: Time taken for mining rules using different approaches with a varying number
of notifications in input.
5.7 In-the-wild Evaluation
In this section we present an in-the-wild evaluation of PrefMiner (see Figure 5.6), a
mobile application that is able learn the user’s preference for receiving different types
of notifications and filtering out the notifications that are not useful, uninteresting and
irrelevant to the user.
The PrefMiner application is built on top of the MyPref library discussed and evaluated
in the previous section and uses the notification type and location data (i.e., the approach
AR4 as discussed above) for mining the association rules. The application continuously
collects the notification data and binds the user’s current location to each data instance.
The rules are constructed every day when the phone is in charging mode and not in use
so that the application does not directly affect users’ mobile experience.
As shown in Figure 5.6.a the newly discovered rules are presented to the users in a
human-readable format to get their consent. To convert a rule into a human-readable
format, we use the application name, the notification cluster identifier (i.e., the keywords
provided by the library as a replacement for the notification type) and location. Some
possible examples of such rules are the following: “Stop notifications from Facebook that
contain ‘candy’ and ‘crush’ words in the title.” and “Stop notifications from WhatsApp
that contain ‘Alice’ words in the title and arrive at WORK.”
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Figure 5.6: PrefMiner application: (a) main screen, (b) self-rule creation, (c) active rules,
(d) pending rules.
Users can accept the rules, which they think are correctly discovered, by clicking “Yes”.
If the user clicks on “Never” for a rule, the applications stores that rule as a blacklisted rule
and never shows it again in the future. To ensure this, after every rule mining process, the
application removes all blacklisted rules from the newly discovered rules. Moreover, if the
user clicks on “Not Now”, the rule is re-proposed during the next iteration of the mining
process. Finally, once a rule is accepted by a user, it becomes active (see Figure 5.6.c)
and the application starts filtering out all the subsequent notifications according to the
rules that are currently active. The user can click on the ”View Filtered Notifications”
button (shown in Figure 5.6.a) in order to view the list of filtered notifications along with
their time of arrival and the triggering application.
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5.7.1 Deployment of PrefMiner
The PrefMiner application was published in the Google Play Store and advertised through
social media and other channels in our University. We ran the study for 15 days followed
by an exit questionnaire (see Table 5.1). Overall, 18 people participated in the study
without any monetary incentive. However, one user did not answer any questions about
the suggested rules and another user dismissed all the rules. Therefore, we considered
only the remaining 16 users when evaluating the application.
To make the application interesting for the users we allowed them to manually create
their own rules. As shown in Figure 5.6.b, a manual rule can be created by defining
the application (selected from a list of installed applications), keywords and location. In
order to ensure that the manual rules do not affect our experiment we prevent the users
from manually create any rule during the period of the study (i.e., the first 15 days after
the installation of the application). Note that, for privacy reasons, the user has to give
explicit permission after the installation as required by the Android operating system to
allow PrefMiner to manage notifications. Moreover, to ensure that the user is aware of
data collection, the application also shows a detailed user consent form.
5.7.2 In-the-wild Evaluation Results
During the study, PrefMiner suggested 179 rules to the participants out of which 102 rules
(56.98%) were accepted. Figure 5.7 shows the count for accepted and dismissed rules for
each user that are sorted according to their rule acceptance percentage. The graph shows
that there are some users who accepted most of the rules and some who accepted only
a few rules. Overall, 11 users (i.e., around 70% of the total users) accepted 50% (and
above) of the suggested rules.
In order to find why and what rules were dismissed by users we analysed all dismissed
rules. Our results show that most of the dismissed rules are about the “communication
applications” including WhatsApp, Gmail and Hangouts. The other most dominant app
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Figure 5.7: Users response to the rules suggested by the PrefMiner application.
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Figure 5.8: Performance of PrefMiner in filtering notifications.
category for dismissed rules is “system applications” including Bluetooth Share, Android
System and Google Play Store.
During the study the application also collected the notifications that arrived on the
user’s phone. Our results show that each day a user on average receives around 71 noti-
fications (with a standard deviation of 22). We compute the filter recall as a percentage
of filtered notifications over the sum of the notifications dismissed by the users and the
filtered ones (i.e., all the notifications automatically or manually filtered). The results
show that the filter recall achieved by the accepted rules is 45.81%. More specifically,
the average number of notifications that are successfully filtered everyday is 12 (with a
standard deviation of 8). In Figure 5.8 we show the filter recall of each user. For some
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Question
Average
Response
Median
Response
Q1. I found the app useful for learning my preferences to filter
notifications.
4.25 5
Q2. The app filtered most of the notifications that I didn’t want to
receive.
4.33 5
Q3. The app incorrectly filtered notifications that I wanted to re-
ceive.
1.58 1
Table 5.1: Exit questionnaire with the average and median of responses from users.
users PrefMiner is able to identify around 60% of the notifications that users do not want
to receive. On the other hand, the filter recall for some users is fairly low (approx. 20%).
This indicates that there are differences in the individual’s preferences for filtering noti-
fications. However, it is worth noting that the system is optimised for high precision so
that it does not filter out any important notifications. Moreover, for each day, on average,
7 notifications per user are classified as reminders.
Exit Questionnaire
At the end of the 15-day study, the application asked users to fill in an exit questionnaire
(shown in Table 5.1) that can be used to quantify the usefulness and accuracy of PrefMiner
according to the users. Users were allowed to register their response on a 5 point Likert
scale (1: Strongly disagree - 5: Strongly agree). Out of the 16 participants only 12
participants registered their response to the questionnaire. Table 5.1 lists the average
response to the three questions provided by the participants. The results demonstrate
that users found the application useful for filtering notifications and according to them it
filtered most of the unwanted notifications correctly.
5.8 Limitations
In this chapter we have presented the design, implementation and evaluation of the MyPref
library that learns the user’s preference and manages subsequent notifications, and also
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PrefMiner, an application built on top of it. We believe that our approach for making
prediction techniques transparent to users helps to build their trust since it reduces the risk
of stopping any important notification by involving them in the extraction of notification
preference rules. At the same time, we have shown that our solution helps users by
stopping 45.81% of notifications that are not considered useful or important and, thus,
minimises their disruption.
However, the proposed interruptibility management mechanism has some limitations.
Firstly, it does not provide support for deferring notifications at inopportune moments.
This additional feature might be useful in certain situations and it is a part of our future
work. Secondly, our mechanism is not able to accurately detect reminder notifications.
Instead, it finds only the applications for which all notifications are dismissed and labels
them as reminder applications and reminder notifications. We believe that if we can
accurately identify and remove all reminder notifications, our interruptibility management
mechanism would be able to discover more accurate rules and thus the overall accuracy
could be improved. A potential solution might be based on the manual annotation of
certain type of notifications, such as the standard Android battery warning messages.
Another limitation is that we are not able to infer the user response to notifications that
are handled from other devices. Thus, we have to discard such notifications. We believe
that by being able to detect the user response for such notifications, our mechanism might
be able to make correct predictions in fewer days and might also discover some interesting
rules across devices.
Moreover, the study was conducted over a short duration and with a small number of
participants. This could have introduced a selection bias that makes it difficult to claim
the ecological validity of this study. Finally, the current implementation of the MyPref
library can only support mobile phones that are configured to use the English language.
This is because it relies on modules for processing text in English. However, it can be
easily extended to other languages by adopting text processing libraries, such as a library
for stemming, for those languages.
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5.9 Summary
In this chapter we have presented a novel solution for intelligent notification management
based on the automatic extraction of rules that reflect user’s preferences. The goal of the
proposed approach is to make notifications intelligible to users. We have first evaluated
our proposed mechanism with a dataset of real-world notifications collected during the
My Phone and Me study presented in Chapter 3. Our results show that by using the
notification title and the user’s location, we can predict if a message will be dismissed by
a user with a very high precision.
We have also discussed the design of an open source Android library implementing the
interruptibility mechanism and the implementation of the PrefMiner application built on
top of it. Through an in-the-wild deployment, we have shown that PrefMiner could be
an effective, yet transparent, solution for interruptibility management for mobile devices.
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CHAPTER 6
PREDICTING THE RIGHT DEVICE ON WHICH
TO DELIVER NOTIFICATIONS IN
CROSS-PLATFORM ENVIRONMENTS
6.1 Overview
As discussed in the previous chapters, despite being beneficial to users for proactive infor-
mation delivery, notifications sometimes arrive at inappropriate moments that can have
adverse impact on the execution of the ongoing task [BKC00, CCH01, CCH00a, MBDT02]
and even on the affective state of users [AB04, BK06]. The problem is exacerbated by the
fact that cross-platform applications prompt users on multiple devices at the same time,
which makes these notifications even more disruptive and annoying.
We have earlier presented the design, implementation and evaluation of interruptibility
management mechanisms to infer opportune moments for delivering mobile notifications
and to learn the types of notifications users prefer to receive in different situations. This
chapter focuses on the problem of delivering notifications on the right device in differ-
ent contexts. It is very difficult to define the concept of right device, but as a first
approximation, it can be seen as the device on which users prefer to handle a specific
notification given their current context. For instance, let us consider a scenario where a
user is interacting with their friend on Hangouts using their laptop: a notification (from
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Hangouts or another application) should be shown on the laptop rather than on the phone
or smartwatch.
More specifically, in this work we investigate how users behave in different contexts
when they receive a notification on their mobile phone as well as on a generic alterna-
tive device (i.e., any device other than their mobile phones) at the same time. We then
present the design, implementation and evaluation of NotifyMeHere, a solution for intel-
ligent notification delivery in multi-device environments. Finally, we show that users can
be clustered based on notification interaction and lifestyle-based similarity measures for
constructing group predictors. This type of group predictors can be used to address the
bootstrap problem, i.e., to provide a baseline behaviour when an application is initially
installed and there is insufficient training data.
6.2 Dataset
In order to investigate the factors that determine users’ decisions for handling notifications
on specific devices in different situations, we use the data collected by means of mobile
phones during the MyTraces study presented in Chapter 3. From this dataset, we select a
subset of the data for the analysis by considering only the users who kept the application
running for at least 21 days. There are 26 users who satisfied this constraint. Note
that we do not have information about the demographics of these participants because
it was not asked during the study for privacy reasons following our institution’s Ethics
Board review. Our final dataset (i.e., the subset of active users) is comprised of 57,242
notification instances, 8.19 million phone usage events and 1.9 million context samples.
6.2.1 Identifying Devices on which Notifications are Handled
First of all we would like to underline the fact that in this work we predict the device on
which a notification will be handled by the user but for only two classes of device: personal
phones and alternative devices (i.e., any device other than their phone). However, the
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proposed model is highly generalisable to the case of multiple classes of devices that
support cross-platform applications.
In order to infer whether a notification is handled or not (i.e., handled on some other
device), we assume that a notification is automatically removed from the notification bar
of the phone if it was delivered on some other device and the user has already interacted
with it on the other device. More specifically, our assumption is that a notification
is handled on a mobile phone only if the user has interacted with the phone between its
arrival time (ta) and its removal time (tr). If there was no phone interaction logged during
the time ta and tr, we assume that the user handled the notification on an alternative
device. In fact, for instance, if a user receives an email notification from Gmail on their
phone as well as their laptop, but they view and click the notification on their laptop then
the Gmail application running on the phone automatically removes the notification from
the notification bar.
Therefore, to check the user’s interaction during ta and tr, we use the phone usage
data collected by our application (see Table 3.6). As discussed earlier, this data contains
the logs for clicks, changes in the foreground and lock/unlock events.
Issues with Long Response Time
As discussed in Chapter 4, some applications automatically kill the notifications that they
have generated and that are not handled by the user within 30 minutes from their arrival
time. This shows that some notifications can be automatically removed from the phone
without being handled on an alternative device and, therefore, the notification response
labels might not be correct in these cases. For this reason, we filter out all notifications
for which tr − ta > 30 minutes.
Removing Stacked Notifications
Another issue with the data is the duplicate entries introduced by “stacked” notifications
(i.e., multiple notifications from the same applications being displayed in the notification
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Figure 6.1: Percentage of notifications handled on mobile and other devices by the users.
bar). In the Android operating system, these stacked notifications are aggregated into a
single notification presenting the summary of all stacked notifications. However, fortu-
nately, the Android Notification Listener API triggers a new notification event for stacked
notification update and, thus, our application collected them as separate notifications.
In order to find the stacked notifications we iterate through each notification and check
if any other notification from the same application arrived between ta and tr of another
notification. Since all notifications stacked together receive the same response (i.e., click
or dismiss) at the same time, in a sense they represent duplicate entries and are not useful
for quantifying users’ reactions in that specific context. Therefore, from each group of
stacked notifications we keep the notification that arrived first and drop out the remaining
ones.
Notification Distribution
In Figure 6.1 we show the percentage of notifications that are handled on mobile phones
and alternative devices by each user. The results show that a few users handle 50% or
above of the overall notifications on alternative devices, whereas a few users interact with
nearly all notifications through their mobile phones. Overall, 71.41% of notifications are
handled on mobile phones and the remaining on alternative devices.
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For the evaluation of NotifyMeHere, we consider only users that handle notifications
on multiple devices. Indeed, the limit (and, in a sense, trivial) case of a user interacting
with a single device can be addressed simply by delivering all the notifications there
without any prediction. Therefore, for fairness, we discard two users (users 25 and 26 in
Figure 6.1) as they handle almost all the notifications (close to 100%) on the phone. As
a result, we only consider the 24 users who satisfy this constraint. Finally, the dataset
contains 69.18% notifications that are handled on mobile phones.
6.3 Impact on Notification Handling Behaviour in a
Multi-device Environment
In this section we investigate the effect of different factors on users’ behaviour with respect
to notification handling in a multi-device environment. In order to perform this analysis,
we link notifications to contextual and notification-based features that include:
• Activity: physical activity as inferred from phone sensors. As discussed earlier,
the application relies on the Google’s Activity Recognition API [GAR16] to log the
information about users’ physical activities classified as walking, cycling, commuting
on vehicle or still. However, we merge walking and cycling together as the moving
activity, because we assume that while moving (i.e., either walking or cycling) users
interact only with their phone rather than other devices such as their laptop. We
are aware that it is unlikely that users interact with a mobile phone while biking.
However, in case they want to interact with notifications in such a context, it is
very likely that they will use a mobile phone rather than other devices (such as a
laptop).
• Location: semantic location (e.g., home, work, other). In order to cluster the GPS
data we apply the clustering algorithm presented in [TM15]. For each clustered
location we assign one of the following labels: home, work or other. We assign
the home label to the place where a user spends the majority of the night hours
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Feature χ2 P-value
Activity 163.05 <0.005
Location 694.55 <0.005
Time Interval 6.14 0.1047
Network Connectivity 158.64 <0.005
App Category 792.93 <0.005
Previous Click 6465.40 <0.005
Table 6.1: Analysis of factors influencing users’ decision for handling notifications on
multi-device environment.
(from 20:00 to 08:00). We generically refer to work as the second most significant
place (i.e., the place where users spend most of their time apart from home). We
are aware that this generic label might not be correct in some cases. The labelling
might be improved by using geo-spatial data, but this is outside the scope of this
dissertation. All other places are labeled as other.
• Time Interval: time at which the notification arrived. We split a day into six time
intervals: early morning (05:00-08:00), morning (08:00-12:00), afternoon (12:00-
16:00), evening (16:00-20:00), night (20:00-23:00) and late night (23:00-05:00).
• Network Connectivity: type of network (i.e., mobile data, WiFi or none) the
phone is connected to.
• Previous Click: the device on which the previous notification was handled (i.e.,
mobile or other).
• App Category: the category of application that triggered the notification. Since
the categories defined by the Google Play Store are too generic, we manually cate-
gorise the applications. Here we consider only the cross-platform applications (i.e.,
the applications that have notifications that are handled on an alternative device)
and our categories include: chat, email and social.
We compute the effect of each of the above contextual and notification-based metrics
(i.e., independent variables or IVs) on the user’s behaviour in terms of handling notifica-
tions in a multi-device environment (i.e., dependent variable or DV). Since they contain
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categorical values, we use Pearson’s Chi-squared test [Pea00] to investigate if there is a
statistically significant relationship between the DV and IVs. In Table 6.1 we present the
results of our analysis. It is possible to observe that there is a significant relationship
between the user’s behaviour in terms of handling notifications and several factors, in-
cluding activity, location, network connectivity, application category and the device used
for attending to the previous notification. However, there is no significant impact of the
time interval on the user’s notification handling behaviour.
The association with users’ activity can be due to the fact that when users are moving
they usually do not carry and interact with multiple devices. There is the possibility
that interactions with multiple devices happen while users travel for example on public
transit (e.g., a train). Similarly, the association with location indicates that people do
not carry multiple devices in all places. For instance, we might carry multiple devices
while at home, in the office or in a coffee shop, but not for example inside a gym. At the
same time, the association with the application category demonstrates that people tend
to handle some types of notifications on specific devices. For instance, we tend to chat
more on phones but read emails more frequently on laptops or desktops mainly due to
usability factors.
6.4 Predicting the Right Device on which to Deliver
Notifications
In this section we discuss the implementation and evaluation of our proposed approach
for predicting the device on which a notification will be handled by a user. We build two
types of prediction models:
• Individualised model: trained only with the data of a single user, i.e., the owner
of the device.
• Generic model: trained with the entire dataset containing data about all users.
134
l l l l l l
0
10
20
30
40
50
60
70
80
90
100
AdaBoost Random
Forest
Recursive
Partitioning
Se
ns
itiv
ity
 (%
)
l
l
Generic
Individualized
l
l
l
l
l
l
0
10
20
30
40
50
60
70
80
90
100
AdaBoost Random
Forest
Recursive
Partitioning
Sp
ec
ific
ity
 (%
)
l
l
Generic
Individualized
Figure 6.2: Prediction results for individualised and generic models using three
different machine learning algorithms.
As discussed above, users’ notification handling behaviour is not influenced by all
features. Therefore, we build a prediction model that exploits only a subset of features.
In particular, we only use activity, location, network connectivity, application category
and the device on which the previous notification was acted upon for constructing the
prediction model.
Both of these models are built by using three machine learning algorithms: Ad-
aBoost [ROM01], Random Forest [Bre01] and Recursive Partitioning [Fri76]. We eval-
uate these models for predicting the device on which the user will handle a notification
in different contexts by using k-fold cross validation approach with the value of k as 10.
Moreover, to assess these models, we chose to compare the predicted response with
the actual response (i.e., the ground truth) and compute the accuracy in terms of:
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• Sensitivity : ratio between the number of notifications that are correctly predicted as
handled on the mobile device and the total number of notifications that are actually
handled on it.
• Specificity : ratio between the number of notifications that are correctly predicted
as handled on an alternative device and the total number of notifications that are
actually handled on an alternative device.
It is worth noting that we use the 10-fold cross validation approach for computing the
mean and the standard-error with a 95% confidence interval of sensitivity and specificity
for both models.
In Figure 6.2 we present the prediction results for individualised and generic mod-
els. The results show that for all machine learning algorithms the performance of both
individual-based and generic models is similar. Both of these models achieve 85-89%
sensitivity and 65-71% specificity.
6.4.1 Why are the Performance Results of the Individualised
and Generic Models Similar?
In order to investigate why there are such small differences in the performance of individ-
ualised and generic models, we explore the importance (based on the Gini index [Bre01])
for each of the independent variables. It is worth noting that studies have demonstrated
that the Gini index and Information Gain are the best metrics for the selection of fea-
tures and there are not significant difference in their performances [RS04]. We opted for
the Gini index as it is used internally in many classifiers some of which are used in our
analysis.
As shown in Table 6.2 the Gini index of the variable “previous click” dominates over the
others (i.e., more than 20 times bigger compared to the other variables). In other words,
this indicates that the “previous click” is the most important feature for the prediction
of the device on which the next notification will be handled. This is due to the fact that
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Feature Gini index
Activity 51.31
Location 79.57
Network Connectivity 21.31
App Category 89.49
Previous Click 1610.11
Table 6.2: Gini index of the features used for training prediction models.
most of the notifications are handled on the same device as their preceding notification
and, thus, both types of model can achieve high accuracy by using solely the “previous
click” feature.
6.4.2 Analysing Notification Handling Sequence
In order to understand users’ behaviour for handling notifications over time and to con-
firm that most of the notifications are handled on the same device as their preceding
notification, we plot the sequence of notifications along with the device on which they
are handled. As shown in Figure 6.3, most users handle a sequence of notifications on
the same device. This demonstrates that once individuals start handling notifications
on a device they keep on handling the subsequent notifications on the same device for a
certain amount of time. Indeed, users do not switch devices very frequently; rather, they
have a fairly prolonged interaction with a single device, especially in the case of mobile
phones [FMK+10]. For instance, if a user starts chatting with a friend on their laptop
then with a high probability they will continue to chat on that device instead of switching
to their phone.
6.4.3 Can We Rely on the Previous Click Feature Even When
The Context Switches?
The findings presented above demonstrate that the “previous click” feature is an impor-
tant variable that can solely predict the device on which the notification will be handled.
This is probably due to the fact that it is very likely that a user will act upon the current
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Figure 6.3: Sequence of notifications handled by users on mobile and other devices.
notification on the same device on which the previous one was handled. However, the tem-
poral dimension (i.e., the time elapsed between the last and current notification) might
also play a key role here since users’ context may change after some time. Indeed, in a new
environment users might want to receive notifications on a different device that is now
available to them. A recent study has shown that users’ preferences for receiving notifica-
tions on a specific device changes when they switch their context [WVKH16]. Therefore,
it is very important to investigate a critical question: is the “previous click” feature still
sufficiently informative if there is a long time between two consecutive notifications?
For this reason, we investigate the optimal value of the time elapse (telapse) until
which the “previous click” feature can be solely used for predicting the device on which a
notification will be handled. Here, telapse refers to the time difference between the arrival
of the last and current notifications.
In order to investigate the optimal value of telapse, we filter out the notifications with the
value of telapse greater than a certain threshold (tthreshold) and compute the importance of
all variables based on the Gini index. To better understand this filtering, let us consider
an example with five notifications (n1, n2, n3, n4 and n5) arriving at times t, t + 20s,
t+ 70s, t+ 100s, and t+ 200s. Now, if we want to filter notifications with tthreshold equal
to 1 minute, we would be left only with notifications n1, n3 and n5. The notification n2
is filtered out as the time gap between n1 and n2 is 20 seconds (which is less than than
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Figure 6.4: Importance of variables for predicting the right device.
tthreshold). However, n3 is not filtered because the time gap between n1 and n3 is 70 seconds
(here n1 is considered as a preceding notification because n2 is dropped out). Similarly,
n4 is dropped as the time gap between n3 and n4 is below tthreshold. It is worth noting
that we use the k-fold cross validation approach (with k equal to 10) while computing the
variable importance to ensure that this is computed only with the training data.
Finally, we compute the variable importance by setting the value of tthreshold ∈ [0, 1,
20, 10, 30, 60] minutes. Here, 0 minutes refers to no filtering of notifications. As shown
in Figure 6.4, the “previous click” feature dominates over all other features only for
tthreshold of up to 10 minutes. Therefore, we can conclude that the “previous click” feature
can be used solely for predicting the device for delivering notifications but only when the
preceding notification has arrived approximately within 10 minutes. We observe that this
result is essentially valid for this set of users (i.e., we are not making any claim about its
universality), but we believe that the methodology described above can be applied to any
population in order to estimate the optimal threshold.
6.4.4 Modeling Context Change
We now discuss how the performance of our model can be improved by introducing ad-
ditional temporal-based features. Since the “previous click” feature is not reliable for
predicting the device on which a user will receive a notification after 10 minutes, we in-
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troduce a new feature, namely “time elapsed - notification” (i.e., the time since the last
notification).
At the same time, we believe that users’ preferences might not change immediately
after the context switch. Instead they would take some time to adjust to the new context
and thus, their preferences would change after a certain adjustment period. Consider for
example a scenario where Alice switches context between “commute” and “workplace”.
She uses a mobile phone during the commute and on reaching the workplace she might
start using her laptop/desktop and want to get notifications on that device. However, she
would not immediately start using those devices, rather she might still be receptive to
notifications on her mobile phone for some time even after the context switch. Therefore,
it is of fundamental importance for the prediction model to have the knowledge about
when a context change happened (and, most critically, how long ago).
To provide such information to the prediction model, we introduce three more features
that inform the model about the time elapsed since the switch in each context modality
(i.e., activity, location and network connectivity). We name these features “time elapsed -
activity”, “time elapsed - location” and “time elapsed - network” for the time passed since
the switch in activity, location and network connectivity, respectively. These features can
be exploited to learn how long it takes for users to change their notification handling
behaviour once they switch to a new context. For instance, in the example above Al-
ice reaches her office (which corresponds to a change in activity, location and network
connectivity) but she might not start using her laptop until after a certain amount of
time.
6.4.5 Exploiting Context Change Features to Improve the Pre-
diction Models
We build both individualised and generic models by using the same three machine learn-
ing algorithms: AdaBoost, Random Forest and Recursive Partitioning. All models are
built using the following features: activity, location, network connectivity, app category,
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Figure 6.5: Prediction results for individualised and generic models built on three different
machine learning algorithms by using new features.
previous click, time elapse activity, time elapse location, time elapse network and time
elapse notification.
In Figure 6.5 we present the prediction results for both individualised and generic
models. The results suggests that for all machine learning algorithms the individual-based
models outperform the generic models in terms of specificity, but there is little difference
in terms of sensitivity. The individual-based models achieve around 91% sensitivity and
82% specificity. However, the generic models could obtain only 90% sensitivity and 68%
specificity.
These results demonstrate that by introducing new features both the sensitivity and
specificity of the individualised models improve by 2% and 11% respectively. On the other
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Figure 6.6: Prediction results for the online learning approach.
hand, the sensitivity and specificity of the generic models with the new features increase
by only 5% and 3% respectively.
6.5 Online Learning Approach
In the previous section we have discussed and evaluated the prediction models by using
a batch learning method based on “static” data, which is collected, stored and only
then processed. However, as discussed in Chapter 4 this approach has some limitations
when used on mobile phones in-the-wild. Therefore, we evaluate our models by adopting
an online learning approach. We construct individualised models with the same three
machine learning algorithms: AdaBoost, Random Forest and Recursive Partitioning. We
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iteratively train the models with all the notifications collected by the end of each day and
evaluate these models by using the notifications of the following day. More formally, on
day D a model is built by using notifications from day 1 to day D− 1 and it is evaluated
by using the notifications from day D.
Figure 6.6 presents the prediction accuracy of the models with the increasing number
of days. As the best achievable accuracy of the individualised prediction model trained
with the batch learning approach we use 82% specificity and 91% sensitivity (discussed
in the previous section). The results show that in just seven days all models achieve a
specificity of more than 70% and sensitivity of more than 95%.
6.6 Group-based Prediction
Users exhibit different behaviour in terms of mobile phone interaction. For this reason,
the approach based on a generic model for training predictors (i.e., the approach based
on a training set composed of data from all the users) fails to cope with such a diversity
in users’ behaviour. On the other hand, as shown in Figure 6.6, an individualised model
takes around 13 days to be trained. This is the classic problem of bootstrapping predic-
tion models, a typical issue that developers have to deal with in building anticipatory
computing systems [PM15].
In order to address this issue, we construct and evaluate group-based prediction mod-
els. Here, each group is comprised of a set of users who share similar behavioural char-
acteristics. This approach is inspired by the Community Similarity Networks method
proposed by Lane et al. [LXL+11], which uses inter-person similarity measurements for
training classifiers. It is worth noting that the metrics used for computing groups of users
can be derived from the data that is available immediately after the installation of an
app.
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6.6.1 Measuring Similarity Between Users
In order to quantify similarity between users we rely on the following two types of inter-
person similarity: notification interaction similarity and lifestyle similarity. Notification
interaction similarity indicates the similarity between users’ behaviour in terms of inter-
action with notifications. Lifestyle similarity enables us to measure the similarity in users
with respect to their day-to-day physical activities.
To compute the notification interaction similarity value between a pair of users, we
use six types of notification interaction-based characteristics:
(i) average seen time of notifications (i.e., time from the notification arrival until the
time it was seen by the user);
(ii) average response time of notifications (i.e., time from the notification arrival until
the time of its removal from the notification bar);
(iii) percentage of notifications handled on the mobile phone;
(iv) percentage of notifications clicked over the total number of notifications handled on
the mobile phone;
(v) percentage of notifications seen on the phone but handled on a different device;
(vi) percentage of notifications that arrived when the phone is connected to the Internet
via WiFi.
To compute the lifestyle similarity value between a pair of users, we use three types
of daily activity-based characteristics:
(i) average time spent commuting by foot (includes commuting by bicycle) in a day;
(ii) average time spent commuting by vehicle in a day;
(iii) average time spent being still in a day.
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As discussed earlier, we rely on the Google Activity Recognition API [GAR16] to
obtain the user’s physical activity information. The API classifies the activity as walking,
cycling, commuting in vehicle or still. However, we merge walking and cycling together
as moving since we assume that users interact only with their phone when they perform
these activities rather than other devices such as laptop.
It is worth noting that our objective is to show the potential of optimising the similarity
method for building group-based models. More refined models of similarity can be built,
but this is outside the scope of this work.
We construct a vector for representing each user with the above nine characteristics
(six for notification interaction similarity and three for lifestyle similarity) as the vector
elements. The similarity between a pair of users is measured by computing the Maha-
lanobis distance [Mah36] between the two vectors. More formally, the similarity between
users A and B is defined as:
sim(A,B) =
√
(CA − CB)>S−1(CA − CB) (6.1)
Here, CA and CB are characteristic vectors of the users A and B respectively. S is the
covariance matrix computed by using the characteristic vectors of all the users.
6.6.2 Clustering User Groups
We use the hierarchical clustering algorithm to cluster users based on their similarity
measures. A distance matrix is computed to represent the similarity of users between
each other. This matrix is given as an input to the clustering model in order to build a
hierarchy of the individual elements (i.e., users) that can be progressively merged to form
clusters.
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Figure 6.7: Prediction results for the group-based approach.
6.6.3 Constructing and Evaluating Group-based Models
Since the optimal number for groups (N) that should be used for constructing the group-
based models is unknown, we set the value of N ∈ [2, N max]. We set N max equal to
12 in order to avoid singletons (i.e., clusters with a single user). At the same time, the
optimal value of N ∈ [2, 12] does not guarantee that, by forming N clusters, no cluster
will contain a single user. As the value of N increases, it is more probable that some
clusters will consist of single users.
Now, we construct and evaluate the models for each group for predicting the device
on which users of the relevant group will handle the given notifications. We use the k-fold
cross validation approach with the value of k as 10 for evaluating group models.
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In Figure 6.7 we present the prediction accuracy results in terms of sensitivity and
specificity for the group-based models with N ∈ [2, 12]. The results show that the speci-
ficity increases significantly until N reaches the value of 6 and then the rate of increase
become almost negligible for higher values of N . However, this increase is not reflected
in a substantial change in sensitivity. Therefore, it is possible for example to divide the
24 users into 6 groups obtaining around 88% sensitivity and 75% specificity.
6.7 Limitations
The main limitation of this work resides in the fact that we do not have data for each device
accessed by a user but for only two classes of device: personal phones and alternative
devices (i.e., any device other than the phone). At the same time, the proposed model is
highly generalisable to the case of multiple classes of devices. We would also like to point
out that, from a practical point of view, it might be very difficult to deploy a real-world
system that is able to capture all the interactions of a user with all the devices they
access. Indeed, it might not be feasible to install notification loggers for privacy, legal or
technical reasons (e.g., on workstations in companies, etc.). Moreover, we believe that
this would be possible only for a subset of devices (or, more precisely, operating systems)
for which a specific version of the application is available.
We would also like to underline the fact that it is possible that some applications
might be affected by a delay with respect to syncing cross-platform notifications (i.e., a
delay between the user’s handling of a notification in one of the devices and its automatic
removal in all the other ones). The overall impact is probably negligible, but when this
happens, we might fail to account for multiple interactions with duplicate notifications.
Indeed, in the current study, it was not possible to identify such duplicate interactions as
we do not have a notification interaction logger on all devices accessed by users.
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6.8 Summary
Notifications are increasingly adopted to attract user’s attention on upcoming events and
various pieces of information, such as new messages or social network updates. However,
such notifications become disruptive and annoying when they are triggered on multiple
devices. Current systems are oblivious of the user’s preferences in terms of notification
delivery, i.e., their preferences for receiving a specific piece of information on a specific
device in a given situation. In order to address this problem, in this work we have
proposed a novel solution for intelligent notification delivery in multi-device environments
by analysing previous notification response behaviour and a series of features that describe
the user’s context.
In particular, we have shown that there is a significant relationship between user’s
behaviour in terms of handling notifications and several contextual dimensions, includ-
ing activity, location, network connectivity, application category and the device used for
attending to the previous notification.
We have constructed and evaluated a set of prediction models, considering both gen-
eralised models trained using the data of all users and personalised ones trained using
only the data of a single user, i.e., the owner of the device. We have shown that an
individualised model is characterised by better prediction performance. More specifically,
we have shown that it can predict the device on which the user will handle a notification
in a given context with 82% specificity and 91% sensitivity. We have also discussed the
implementation of an online predictor that is able to achieve a specificity of more than
70% and a sensitivity of 95% in just seven days.
Finally, we have shown that in the absence of previous training data, it is possible to
bootstrap the models by using data of users that have similar behaviour patterns: this is
achieved by clustering users based on notification interaction characteristics and lifestyle
indicators extracted from the sensor data.
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CHAPTER 7
CONCLUSIONS
Mobile phones have become a part of our everyday life. They provide always-on connec-
tivity, high-speed data processing and advanced sensing. These affordances have made it
a unique platform to push information in real-time and, thus, they represent a medium
for receiving information in an effortless way. However, previous studies have shown that
these inevitable notifications often arrive at inopportune moments, which can adversely
affect the ongoing task [CCH01, CCH00a, MBDT02, BKC00] and affective state of the
user [AB04, BK06]. This tension is exacerbated by the fact that individuals have to deal
with a plethora of notifications in a day, some of which are disruptive [PCdO14] and also
delivered on multiple devices at the same time by cross-platform applications. This fact
makes these notifications potentially even more annoying.
The findings of previous studies, which are discussed in this thesis, provide evidence
for the need a smart notification mechanism that can reduce the level of disruption by
delivering the right information at the right time. Ideally, such a mechanism should not
only aim at learning the observed user behaviour associated with the sensed contextual
information and adapt the notification delivery process accordingly, but it should also
possess the knowledge about good behaviour that can be exploited to improve the be-
haviour of users. For example, if a user reads the delivered emails on their mobile phone
while driving, the notification mechanism should not learn this behaviour and deliver
emails accordingly. Instead, the mechanism should infer that it is a harmful behaviour
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to read notifications while driving and try to avoid sending unnecessary emails. Indeed,
if the information is critical it should be delivered immediately regardless of the current
situation. However, designing such an ideal notification delivery mechanism is extremely
difficult and also it is out of the scope of this thesis. Therefore, this thesis focuses on
reducing the level of disruption perceived by users every day by delivering information at
opportune moments based on their actual behaviour.
At the same time, learning actual behaviour of users for interacting with notifications is
extremely complex and depends on various contextual aspects both physical and cognitive.
Indeed, the more information about the user’s situation that the system can obtain, the
better it will learn about the user’s interruptibility. However, the technology is not so
advanced yet to continuously monitor users’ cognitive context without interacting with
them. Such information can be gathered by relying on Experience Sampling Method
(ESM) in which users are asked to register their cognitive context through the triggered
questionnaires. However, it can only obtain their cognitive context in specific moments
rather than as a continuous stream of data.
However, thanks to the sensing capabilities of mobile phones, we are able to capture
users’ physical contextual information. The knowledge about the recipient’s notification-
interaction logs and corresponding physical context provides a great opportunity to both
monitor and learn users’ behaviour for interacting with notifications. Therefore, intelli-
gent systems can be designed for learning various aspects of the user’s interruptibility.
However, this thesis does not tackle the problem of designing an ideal mechanism for no-
tifications delivery. Instead, this thesis is focused on designing a framework for intelligent
notifications, which can: (i) understand the factors associated with users’ receptivity to
notifications and infer opportune moments for notification delivery; (ii) identify and hide
or remove notifications that are not useful, or are uninteresting or irrelevant for the user;
and (iii) forecast the best medium to deliver cross-platform notifications.
More generally, this thesis explores the use of mobile phone sensing and machine
learning algorithms for designing an intelligent notification mechanism. We believe that
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the contributions made by this thesis will enable developers of applications that leverage
push notification mechanism to provide effective and interruptibility-aware services.
7.1 Summary of Contributions
In the following we summarise the key contributions of this thesis in relation to the re-
search questions stated at the beginning of the dissertation:
Research Question 1: What are the physical and cognitive contextual features that make
people attentive and receptive to mobile notifications?
Previous studies have shown that users’ receptivity to a notification can be determined
by: (i) their physical context; (ii) how interesting, entertaining, relevant and actionable
its content is for them; (iii) the type of application that triggers it. However, there is still
a lack of understanding concerning the cognitive factors influencing users’ receptivity to
mobile notifications. To bridge this gap, in Chapter 3 we presented two in-situ studies to
investigate the impact of cognitive and notification design factors on users’ perception,
attentiveness and receptivity to mobile notifications. The contributions of this chapter
are twofold. First, we have confirmed the validity of some past desktop interruptibility
studies in a mobile setting. More specifically, we have shown that the ongoing task’s
type, complexity and completion level influences the disruption perceived from mobile
notifications. Second, for the first time, we have investigated the role of notification pre-
sentation, sender-recipient relationship and emotional states for modelling interruptibility.
Research Question 2: Can we predict the opportune moments to deliver notifications
given a user’s context?
Until now, the focus of interruptibility management studies has been on the context in
which a notification has been received and not on the actual content of the notification.
In Chapter 4, we presented a study of mobile user interruptibility to investigate how users
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behave when they receive specific types of content through mobile notifications arriving in
different contexts and from different senders. Through an “in-the-wild” study, we found
that users’ receptivity to notifications varies with the information type. The communi-
cation notifications, where the sender is a family member or a relative of the user, have
the highest acceptance rate. Moreover, we presented the design and implementation of
a machine learning model that uses both content and context together for predicting the
most opportune moment for the delivery of in-the-wild notifications carrying specific types
of information. Finally, we show that a machine learning approach leads to more accu-
rate predictions of users’ interruptibility than alternative ones based on user-defined rules.
Research Question 3: Can we infer users’ preferences to receive notifications in differ-
ent situations?
As shown in the Chapter 4, users do not accept all notifications delivered to them because
their receptivity relies on the content type and the sender of the message. Therefore, an
interruptibility management system should not just try to deliver notifications at op-
portune moments but also stop notifications that are not useful, or are uninteresting or
irrelevant for the user. In Chapter 5, we presented the design, implementation and evalu-
ation of a novel interruptibility management solution that learns the types of information
users prefer to receive via notifications in different situations based on the automatic ex-
traction of rules by mining their interaction with mobile notifications. Another important
contribution of this study is to design a “customisable system” rather than a “black-box”
solution, which allows the system to improve its effectiveness by discarding rules that,
according to users, should not be used for stopping notifications on their phones. Finally,
we performed an “in-the-wild” evaluation of the system.
Research Question 4: On which medium should a notification be delivered in multi-
device environments?
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In the previous contributions, we conducted studies to infer opportune moments and
to learn the types of notifications users prefer to receive in different contexts. However,
today’s notifications are triggered on multiple devices and the proposed mechanisms are
oblivious to the user’s preferences for receiving a specific piece of information on a specific
device in a given situation. To address this challenge, in Chapter 6, we first investigated
the relationship between users’ behaviour in terms of handling notifications in a multi-
device environment and several contextual dimensions. Then, we designed, implemented
and evaluated individualised and generic models to predict the device on which the user
will handle a notification in a given context. Finally, we have shown that user clustering
techniques can be applied to build group-based predictors for initial model bootstrapping.
7.2 Discussion
In this thesis we envisioned a framework for push-based information delivery on mobile
phones in an intelligent fashion in order to increase the impact of the delivered information
without causing disruption for the users. The envisioned framework should not only aim
to learn the observed user behaviour associated with the sensed contextual information.
Instead, we believe that the intelligent information delivery framework should also keep
a check on harmful behaviour of users.
However, the focus of this thesis is to contribute to the framework with several mecha-
nisms for introducing intelligence in notifications by learning only the observed behaviour
of users. More specifically, we presented mechanisms for predicting (i) opportune mo-
ments for delivering information, (ii) users’ preferences for receiving different types of
information in specific contexts, and (iii) the device on which users are likely to interact
with the delivered information in their current context. We believe that this work con-
tributes to the envisioned framework by investigating the use of notification content and
users’ context together for modelling users’ notification interaction behaviour. However,
there is a big scope of improvement in the framework by accessing the importance of
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other physical, social and cognitive factors for modelling users’ notification interaction
behaviour.
Some lessons learnt from the studies presented in this thesis can be summarised as
follows:
• the notification content plays an important role for making a notification disruptive.
• there is no difference in learning users’ notification interaction behaviour through
different machine learning algorithms.
• notification interaction behaviour varies among users. In other words, it is very
difficult to model such a behaviour through a generic model for all.
• it is very important to make the predictive model transparent to users. This not
just allows the system to gain users’ trust but also it enable the system to improve
itself by learning from the incorrect predictions.
• a model does not take long to train and adapt itself by using an online learning
approach.
7.3 Future Directions
This thesis has addressed various challenges concerning the design of a framework for
intelligent mobile notifications. However, it has also raised some interesting questions
that need further investigations, which might be considered as additional key aspects for
realising the vision of building intelligent mechanisms that are able to deliver the right
information in the right context.
Deferring Notifications. One of the key question that needs to be investigates is the
following: should we defer a notification if it is not an opportune moment and for how
long? Until now, interruptibility management studies have focused on inferring if the
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current moment is opportune to deliver notifications or not. We believe that in order to
be more effective, an interruptibility management system should not only predict if the
current moment is opportune to send a notification, but in case the current moment is not
the right one it should also anticipate the best moment in the nearest future. This would
enable the overlying application to decide whether the notification should be deferred
until the predicted opportune moment or not.
Previous studies have proposed mechanisms for anticipating certain types of context
modalities such as location. We believe that similar prediction models can be adopted or
developed in order to address this challenge.
Monitoring Cognitive Context. The state-of-the-art approaches for interruptibility
management rely the analysis of users’ physical context. However, as discussed in this
thesis, users’ interruptibility might also be associated with their cognitive context. There
is indeed a need for developing and evaluating mechanisms for automatically capturing
the level of users’ engagement with the current task, difficulty of the interrupting task,
and similar cognitive factors that might influence interruptibility. One of the potential
approaches might be to explore the use of affective computing [PP97] in order to monitor
users’ emotional states.
Modelling for Multiple Devices. This thesis has examined the use of mobile sensing
to model user behaviour for interacting with cross-platform notifications. However, our
study was limited to predicting only two classes of devices: personal phones and alter-
native devices (i.e., any device other than the phone). This work can be extended to a
variety of devices, such as phones, wearables, tablets and desktops. There are challenges
related to heterogeneity of these platforms, which might be tackled by developing a thin
layer of middleware on a set of libraries.
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Large-scale Study. Similarly to previous interruptibility management projects, the
studies presented in this thesis are performed with a small number of participants and
over a short duration of time. At the same time, these studies are publicised through the
network of the researchers performing the studies. This could introduce the bias of the
self-selected sample of users and thus the behaviour of a certain group of user (within a
network) might be different from others. Moreover, almost all previous studies are based
on a first phase of data collection and then on a second phase focused on the development
and validation of prediction models, which is usually performed oﬄine.
Therefore, the results presented in these studies do not have ecological validity as the
collected datasets might be biased towards a certain group of population. We believe that
in order to further validate the robustness of the interruptibility prediction models and
their ecological validity, there is a need to perform large scale study as well as in-the-wild
evaluations. We also believe that reproducing these studies is essential in different social
context and users’ demographics.
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CHAPTER 8
APPENDIX
Figure 8.1: Screenshots for Android notification mechanism.
8.1 Notification Presentation on Android Phones
In this section we demonstrate the mechanism of Android notification and how users can
interact with notifications. As shown in Figure 8.1 presents the possible ways in which
a notification can be viewed on an Android phone. In Figure 8.1(a) the notification is
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Figure 8.2: Ways of interacting with an Android notification.
presented on the phone’s lock screen, which enables users to view and dismiss (by swiping
sidewise) it without unlocking the the phone. However, if the user wants to interact with
the notification they can click on it that launches the relevant app.
On the other hand, a user can also unlock the phone without interacting with the
notifications. In that case, notification still appears on the notification bar as shown in
Figure 8.1(b). To interact with these notifications now the user can pull the notification
bar down as shown in Figure 8.1(c).
8.2 Users’ Interaction with a Notification
As shown in Figure 8.2, a user can view a notification and then decide how to handle
it. This enables us to capture three time measurements for each notification: the time
of notification arrival (a), the time when the notification is seen (b), and the time when
the user accepted (c1) or dismissed (c2) the notification. It is worth noting that in order
to accept a notification (c1) the user has to click on it which launches the relevant app,
whereas for dismissing the notification the user can simply swipe it sidewise.
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