Fast and effective exploration at the early stages of the design flow can yield significant improvement in the quality of the design and substantial reduction in design time. In this paper, we present an efficient technique to evaluate the power dissipation of scheduled Data Flow Graphs (DFGs). Scheduling dictates the compatibility of operations with respect to their assignments to functional units. Generally for scheduled DFGs, this relation is captured in the form of a comparability graph. As a consequence, the topology of the comparability graph determines the solution space available to the subsequent binding stage. In this work, our main contribution is a technique to assess the inherent flexibility of the schedules we start with. We developed early evaluation metrics in order to assess the degree of flexibility inherent in an initial schedule that will eventually affect the quality of the binding solution. Every schedule is associated with a compatibility graph that represents the conflicts and compatibilities among operations with respect to possible binding decisions. Our metric based evaluation technique is based on several properties (such as edge connectivity, edge weight distribution, etc.) of these compatibility graphs. These metrics essentially reflect the amount of freedom that is provided to the binding stage, which enables early assessment and relative comparison of different possible schedules without actually performing the resource-binding step. Our experimental framework integrates scheduling, early metric-based power evaluation, low power binding and power driven iterative rescheduling stages. The correlation between early evaluation and the power measurements after binding is as high as 0.95 and greater than 0.75 for majority of test cases. Experimental results on DFGs from MediaBench suite demonstrate the fact that metric evaluation is on average 42.6 times faster than performing optimal binding and iterative power improvement. Our results show that low power schedule selection is fast and effective. On average, the schedules selected by metric evaluation have 43% less power dissipation than schedules with iterative power improvement, based on a study set of 320 schedules. We also examined the thermal profile of the corresponding solutions. We observed that schedules selected with our metric evaluation technique have on average 12 C lower temperature, and the maximum on-chip temperatures are lower by 18 C compared to the overall average of all schedules. These thermal profiles are obtained using a functional unit-level thermal simulator after block-level floorplanning.
INTRODUCTION
Power characteristics of today's electronic devices are creating significant challenges. Number of on-chip transistors is continually increasing, clock frequencies scale at dramatic rates and supply voltage reduction is expected to slow down in the near future. This is leading to ever increasing power densities. Furthermore, the cost of packaging and cooling devices is growing at exponential rates, drawing the attention of the industry as well as the academic research community to power and thermal optimization. Power has already become one of the most important design constraints today. As a result, power optimization techniques have been proposed at all stages and abstraction levels of the design flow. Estimation and modeling of performance characteristics (power consumption and thermal behavior are no exception to this) can be performed accurately only after sufficient levels of details on the physical properties of a circuit are obtained. However, it is important to note that early design decisions have a larger impact on the quality of the final implementation. In this work we focus on power optimization for behavioral synthesis stage.
Power driven high-level synthesis methodologies commonly incorporate a scheduler followed by a resource binding stage aiming at minimizing the total switching activity. 1 4 This can be further supported by a rescheduling step that modifies the initial scheduling solution to improve the power consumption. 2 However, the initial schedule impacts the subsequent binding step significantly, since the schedule dictates the compatibility among operations. Therefore, the initial scheduling step determines the extent of the available search space for the binding as well as the rescheduling phase. As a consequence, it would be highly desirable to assess the power efficiency of a given schedule. If a systematic method to evaluate schedules (and subsequently select the most power efficient schedule) was in place, it would benefit the following resource binding stage. Also, this would potentially eliminate the need for iterative rescheduling later on. However, due to lack of such systematic criteria to evaluate an initial schedule, iterative power optimization techniques are commonly employed in practice. Furthermore, most iterative rescheduling/rebinding techniques are computationally expensive.
In this work we develop a technique to identify initial schedules that will likely lead to final implementations with lower power consumption. Our approach is based on formulation of metrics to evaluate schedules for their potential impact on the subsequent resource binding stage. These metrics are used to compare alternative schedules and identify the best initial solution to be provided to the remainder of the high-level synthesis flow. The proposed metrics exhibit high correlation with the postbinding power dissipation and power-driven rescheduling improvement, thus enabling effective prediction of the power dissipation without actually performing resource binding. Utilization of these metrics in initial schedule selection yields reduction in the design effort required for the subsequent synthesis steps such as binding and iterative improvements (e.g., rebinding and rescheduling). Our experiments illustrate that in some cases, it even eliminates the need of iterative rescheduling and rebinding.
The following design flow is implemented for experimental validation: Data Flow Graphs from algorithm specifications in C are extracted using SUIF. 13 Alternative schedules are generated for the extracted DFGs such that the resource and timing constraints are met for each schedule. Metric based analysis is then performed on these schedules. This analysis provides an opportunity for quick and early assessment of power for a range of alternative schedules without executing the resource binding for each of them. Also, our results demonstrate that if an initial schedule is selected according to our metrics we can perform a single pass of low power binding without needing to execute iterative re-scheduling/re-binding and still obtain low power consumption. The initial schedule is important due its impact on the subsequent binding stage. Hence, it is desirable to provide the best schedule with the best prospect for a low power solution to the design flow.
There can be two approaches to this search. In the first case, the search space for possible schedules under a certain resource and/or latency constraint can be explored in an exhaustive manner. During this exploration the evaluation metrics can be used to identify potential candidates for a low power solution. Naturally, this search should not be overwhelmingly costly, hence, potentially overshadowing the benefit of the quick evaluation. We have formulated the scheduling problem using Binary Decision Diagrams (BDDs). Within this initial design space, which contains all schedules under a given latency and resource constraint, we have identified a subset of schedules that provide a diverse representation of the design space. Our criterion for this has been the distribution of time slack within each schedule. We have identified schedules that possess a varying amount of slack on a given operation, i.e., the mobility of an operation is different in each schedule. In this manner we have identified schedules that would present different amounts of flexibility with respect to different operations. Then, we applied our metric-based analysis onto this subset of schedules for a given DFG. Our experimental results have been generated by obtaining a pool of initial schedules using this approach.
The second approach is to compare schedules that were created by different heuristic scheduling algorithms or under different resource and/or latency constraints. This would be helpful in comparing the ability of different scheduling approaches in producing low power schedules. Similarly, comparing different resource constraints will enable the design space exploration along the resource dimension as well. Such a subset of schedules can be postprocessed by our metrics and a good initial schedule can be identified for a given specification. Subsequent to the optimal binding 1 and iterative rescheduling-rebinding, we compare the correlation of the metric values with final power dissipation for each schedule respectively. This correlation was found to be as high as 0.95 and higher than 0.75 for most test cases.
Power dissipation has a close relationship with the on-chip temperature profile. Increasing logic density along with continuous technology scaling cause dramatic increases in power density. This manifests itself in rising on-chip temperatures, which calls for effective control on heat dissipation at each step of the design flow. Temperature has a significant impact on circuit performance. Increase in temperature has an adverse effect on carrier mobility, hence, switching speed of transistors. Interconnect resistance increases with temperature as well, the
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Early Quality Assessment for Low Power Behavioral Synthesis variation in interconnect resistances causes timing errors that can compromise proper functionality. Circuit reliability is also heavily impacted by temperature. Regions on a chip that generate excessive amounts of heat are referred to as "hotspots." Hotspots can jeopardize correct execution by causing transient as well as permanent faults. Even if excessive heat does not lead to spontaneous damage, it accelerates electromigration, which can lead to permanent damage in the long run. As a result, thermal problems are becoming increasingly important. Thermally efficient architectures are more desirable than ever before. In this context, we also analyze potential thermal benefits of our early evaluation. We studied the correlation between our metric-based schedule selection and the temperatures reached by functional units after binding in each design. We found that schedules selected according to our metric evaluation technique have 12 C lower temperature on average compared to alternative schedules generated under the same resource and latency constraint.
The rest of the paper is organized as follows: Section 2 describes the related work on low power binding and iterative rescheduling problem. Section 3 presents the design flow. Section 4 introduces the metrics and the representative implementation of a rescheduling algorithm is described in Section 5. Experimental results for power efficiency and thermal efficiency are reported in Section 6. Concluding remarks are given in Section 7.
PRELIMINARIES

Related Work
Power optimization has gained significant importance in the past decade; as a result, there has been a wide range of optimization and estimation techniques ranging from circuit, layout, logic, behavioral, and architectural levels. [17] [18] [19] [20] Although power optimization can be achieved at various levels, we will discuss the past contributions in behavioral synthesis in the following.
Low Power Scheduling Problem
Power efficient scheduling has been studied extensively since a good initial schedule provides a much more efficient design space to the rest of the design flow. Scheduling for minimum switching activity is NP-Complete. Raghunathan and Jha 21 proposed an ILP formulation and heuristic techniques for scheduling for low power. They also introduced resource allocation, clock selection and binding heuristics. Lin et al. 22 studied a similar ILP model and heuristic for variable voltage scheduling problem. Su et al. 23 suggest a scheduling technique to reduce the switching activities of address access during scheduling. Similarly, using list scheduling Kim et al. 24 presented techniques to combine retiming with operand sharing scheduling. More recently, scheduling problem for low power design was formulated as a Traveling Salesman Problem (TSP) and the heuristics for TSP were used for the case of a single functional unit. 26 Shao et al. 25 proposed two heuristic techniques based on weighted bipartite matching. In Ref. [42] Tang et. al. investigate a power optimization approach for early stages of behavioral synthesis. They use an integer linear programming model to reduce the energy dissipation.
Power Efficient Binding Problem
The power efficient binding problem was optimally solved using the max-cost flow 1 and matching techniques. 4 Our framework employs the max-cost flow formulation for low power binding. In Ref. [1] , compatibility graphs are generated from the scheduling information. Operations are represented as nodes in the compatibility graph. Between every operation pair u and v that can potentially be executed on the same resource in succession, there is a directed edge (u v) connecting them. These operations are called compatible operations.
Optimal solution to the low-power binding problem is computed by executing max-cost flow algorithm on the network flow graph, constructed from this compatibility graph. 1 The max-cost flow algorithm finds a maximum cost set of cliques that cover the graph. Negating the cost of each arc in the network and solving the min-cost flow problem is a practical way of doing this. Hence, we will use min-cost flow problem formulation term instead in the remainder of the discussion. The flow values are all 1 on each path and the cost of each path is the power consumption of the corresponding resource. A minimum cost solution minimizes the overall switching activity. Details of the formulation are omitted here for brevity. Chang et al. 1 present an in-depth discussion of the max-cost flow methodology for the low-power binding problem.
Most synthesis methodologies utilize iterative refinement to improve the final design. Primary reason for this is the fact that in most of the cases an accurate estimate of design quality is not available at the initial stages. Therefore as soon as more accurate information becomes available, the initial design decision is further refined. An example of this design paradigm is the methodology of Layout Driven Logic Synthesis. The synthesis decisions are improved when more accurate wirelength and wire delay estimates are available. Rescheduling-rebinding exploits the same paradigm as well. The goal is to modify the existing schedule and resource binding solution by rescheduling-rebinding the operations to reduce the power dissipation. The related work on iterative power improvement techniques, and network flow based formulation can be found in Refs. [1-6, 14-16, 43] .
In Ref. [4] Kruse et al. present a power estimation of data path resources from scheduled data flow graphs with a given input data stream, using Lagrange multipliers for resource constraints. Although our main goal or early scheduling assessment is quite similar to this technique, we are more interested in ordering the schedules according to their power dissipation than estimating the power dissipation value. Hence achieve faster initial design space exploration, and our post-binding power dissipation values are in close proximity of the minimum power solutions.
The lack of solid criteria required for choosing initial scheduling can be overcome by picking any initial schedule and improving the overall power consumption by modifying binding result iteratively. However, even local changes such as rescheduling an operation n from schedule step s i to s j , changes the data transfers, which invalidates some operation compatibilities and hence, the binding solution. One way to solve this problem is to perform the max-cost flow algorithm after each iteration step to update the binding. Nevertheless, this is not desirable because of its high computational complexity. Lyuh et al. 2 proposed a method that addresses this complexity problem. Their twostep iterative algorithm for bus binding can be extended to other components as well. In the first step the max-cost flow computation is performed and the algorithm retains the previous binding solution as much as possible. This avoids the unnecessary computation but still yields an optimal binding at the end of each iteration step. In the second stage the algorithm finds the negative cost cycles in the residual graph of the flow, which refines the solution of the first step.
The algorithm offers both running time improvement and power efficiency. However, the rectification at the end of each iteration step to validate the flow for the current schedule might still be time consuming. An alternative to this might be improving the running time of the iteration step and proceed until no power improvement can be attained by rescheduling-rebinding moves. In this paper we use such an iterative power improvement method, where we reschedule and rebind operations simultaneously to reduce the power dissipation. This representative iterative rescheduling algorithm puts more emphasis on the running time than optimality of each step, but still is able to generate good quality results. The algorithm runs until there is no rescheduling move with possible gain. The basic idea is to avoid the computational expense of reaching an optimal binding solution at each step and having an improved valid binding instead. In our methodology, modifications performed by the iterative rescheduling-rebinding algorithm are restricted to those movements that satisfy the DFG and resource constraints, which guarantee a valid binding after every iteration step. Hence, the need to validate the resource binding solution at the end of each iteration step is completely eliminated and this provides improvement in speed over the methodology proposed by Lyuh et al. 2 This iterative rescheduling algorithm is utilized in our experimental framework. In addition to our effort to modify the iterative rescheduling/rebinding stage to improve computational complexity, we have made an interesting observation while testing the effectiveness of our evaluation metrics. Schedules chosen with favorable metric values lead to lower post-binding power dissipation, hence reducing or even eliminating the effort needed for rescheduling altogether. In Section IV, we describe these metrics in detail. The impact of our evaluation metrics on the iterative improvement stage will be discussed in more detail in Section 6.1.
In this study we extend the analysis and results of our earlier work on metric evaluation techniques for scheduling. 45 The main contributions include:
• We extended our experimental analysis with schedules extracted using Binary Decision Diagrams. (In our early work we had worked with a small set of randomly generated schedules.) We selected 320 different schedules that are representative of the design space. We re-evaluated our proposed technique in this design space. Our new set of experimental results show that metric evaluation is very effective in rapid design space exploration. The schedules selected with metric evaluation technique have 43% less power dissipation compared to the average over all schedules.
• We improved our experimental framework to assess thermal behavior of each schedule. We augmented our experimental flow with HotSpot thermal models for a detailed temperature analysis of each design. We generated individual floorplans for each design, in order to achieve accurate localized heating information with Hotspot models. We collected data on maximum and average temperature for each individual resource. Our results indicate that metric evaluation technique is also effective in selecting schedules with lower temperatures, as well as lower power. Our experiments show that schedules selected with metric evaluation technique have 12 C lower temperature on average, as well as a 18 C reduction in maximum on-chip temperatures.
• We performed a complete study of all resource types including Multiplication operations and confirmed the correlation of metrics. (Our earlier work only included analysis for Add operations.)
Thermal Analysis
Thermal characteristics of modern electronic circuits are becoming increasingly challenging. There has been significant amount of research about design for thermal effects, thermal simulation, and evaluation of designs. [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] Several simulation tools have been proposed that enable the thermal modeling at higher levels. Tempest 27 by Dhodapkar et al. models the circuit temperature based on resistor capacitor equivalent of a given circuit. However, the entire circuit is modeled with a single pair of resistor and capacitor. Hence the localized heating in individual blocks cannot be detected and only an average chip temperature can be modeled. Skadron et al. proposed HotSpot
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Early Quality Assessment for Low Power Behavioral Synthesis thermal modeling for more detailed thermal analysis of processors. 28 It is based on the equivalent circuit of thermal resistance and capacitances, where each node in the equivalent RC network represents a building block in the circuit. This way the localized heating on processing blocks can be accurately identified. It takes as input the floorplan and the initial temperatures of the functional units, the heat spreader, and the heat sink. The power values of each functional unit are input in the form of a trace file where each line corresponds to a sampling interval. We have used a simulated annealing based floorplanner to generate floorplan for our designs. We have assumed the same chip-packaging configuration as modeled by HotSpot. The values of some of these parameters (such as chip area, sink, and spreader size, etc.) have been scaled to appropriate values for our synthesized designs. Finally, HotSpot simulates the activity on the chip and computes the steady state temperatures of the functional units. Recently, Yang et al. 44 proposed a thermal simulation framework that improves the speed of simulation significantly while maintaining accuracy. We have used HotSpot, which is a publicly available academic tool to generate the thermal profile of the datapaths synthesized in our experiments.
DESIGN FRAMEWORK
We have created an extensive design framework to embed and test our metric-based evaluation approach. We first describe this framework before we go into the details of our technique. Understanding the interaction between different design steps will be helpful in presenting the rationale behind our metric evaluation. The overall flow is illustrated in Figure 1 . Benchmark DFGs used in our experiments are extracted from the MediaBench suit 12 using SUIF compiler infrastructure. 13 Initial scheduling is performed on these DFGs according to the timing and resource constraints. Algorithms such as the ones proposed in Refs. [7, 8, 11] can be used for this purpose. Based on this initial schedule we have established a latency constraint and a resource set for each benchmark. Next, alternative schedules that meet these constraints are generated. We have used the BDD package CUDD: CU Decision Diagram Package release 2.4.0 29 to create an initial collection of schedules.
The input DFGs have been simulated to generate switching probabilities for individual operations using a trace of 10,000 input values. For the experimental purposes these values have been randomly generated, however, actual application traces can be used if available. Functional modules (our resource sets contained ALUs to execute add, subtract, and logical operations and multipliers) have been synthesized using Synopsys Design Compiler onto a 180 nm technology library. We used scaling trends In the next step, optimal binding is performed on the scheduled data flow graph for a pre-allocated number of resources. We have used a software package developed by Goldberg 30 to solve the network flow formulation proposed by Chang et al. 1 Initial schedule selection has a significant effect on the power dissipation. As a result, an optimal binding alone is not sufficient to find the absolute low power solution.
Hence, our design flow incorporates an iterative rescheduling-rebinding step to further improve the binding solution. This step reschedules the operations and binds them to different resources as long as the power dissipation is improved. We refer to this stage as the iterative improvement stage and rescheduling-rebinding, interchangeably in the remainder of the discussion. This step is repeated until no possible power improvement can be attained by the rescheduling-rebinding iterations. The power estimation and thermal simulation of the final designs are performed at this point.
We used the thermal simulator HotSpot 28 to estimate the temperatures of functional units. HotSpot is originally developed to model the temperature of microprocessor architectures at the granularity of functional units by making use of the duality between heat flow and electricity. It constructs an equivalent RC network of thermal resistances and capacitances of the functional units and uses circuit-solving techniques to obtain the functional unit temperatures. It takes as input the floorplan and the initial temperatures of the functional units, thermal characteristics of the heat spreader, and the heat sink. The instantaneous power value of each functional unit is provided in the form of a trace file where each line corresponds to a sampling interval. Finally, HotSpot simulates the activity on the chip and computes the steady state temperature of the functional units.
Finally, we analyze the correlation between our metrics and the power and temperature profile of each synthesized datapath. Our analysis will be presented in Section VI in detail. In the following section we will describe our metrics for early evaluation of schedules.
A METRIC BASED EVALUATION TECHNIQUE
Our metric based evaluation technique will be discussed in this section. These metrics are closely related to the properties of the network flow graph extracted from a schedule and module characteristics within the resource set used. First, let us provide some basic definitions associated with the network flow graph used to represent the switching optimal resource-binding problem.
Min-Cost Flow Formulation
A compatibility graph G i : (V E) is defined for each operation type i in the DFG respectively such as ADD, MUL…etc. The network flow graphs F i : (V E corresponding to each G i can be constructed simply as follows: a node v ∈ V in F i , represents an operation of the type i in the DFG. Similarly, a directed edge e u v ∈ E i , implies that operations corresponding to the nodes (i.e., u and v) connected to this edge are compatible.
Operations u and v, of type i, are said to be compatible if it is possible to execute them in succession on the same resource without violating the timing constraints and data dependencies. Two dummy nodes source s and sink t are added to V , specifically for the network flow formulation. Let c e denote the cost of edge e as previously discussed in Section 3. The edge costs represent the switching activity of the corresponding operation pair in succession on the same resource. A min-cost flow solution, which visits all the nodes exactly once, is the optimal solution to the power driven binding problem. Chang et al. 1 present an in-depth discussion of this methodology for the low-power binding problem.
This optimal algorithm minimizes the sum of the edge costs. Since the nodes represent the operations in the DFG, all the nodes have to be included in the solution. Essentially R units of flow is sent from the source node s to the sink node t, where R is equal to the number of available resources. Each unit of flow traces a path in the network flow graph. Hence, the final flow solution consists of R distinct paths. The nodes on the corresponding paths represent the operations executed on the same resource and the sum of the edge costs along each path represents the power consumption of that particular resource.
Metric Functions
The proposed metric functions utilize the intuition provided by the min-cost flow formulation of the low-power resource binding problem. The following formulation is used to represent the metrics:
Let v represent a node in the network flow graph corresponding to an operation in the DFG and let e be an edge connected to node v. Then, we define the following: The design space of the binding algorithm includes the edges in the network flow graph. Both the number and the weights of these edges are relevant for the quality of the min-cost flow solution. As the number of edges in the network flow graph increases the design space of the binding stage expands, increasing the probability of containing the absolute minimum power solution. Note that the overall optimal low power solution is not only dependent on the binding stage but also the schedule that is provided to the binding stage.
We define metric m 1 to account for this effect. Based on this intuitive idea metric m 1 is formulated as follows:
A higher value for m 1 is an indicator of an increased number of edges in the network flow graph. Hence, the design space is likely to be less restricted. Therefore, it is desirable to maximize m 1 to reduce the power dissipation. In other words, an initial schedule which leads to a network flow graph with a high number of edges is likely to be a favorable schedule.
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As discussed previously, the flow algorithm identifies paths in the network flow graph and each path denotes a resource instance. An important point to note is that for each node in the flow graph, the flow algorithm selects exactly one incoming and one outgoing edge in the solution. The basic idea remains the same when vertex duplication is applied. 1 Furthermore, the algorithm tends to include the edges with smallest weights in the solution, since the objective is to minimize the total cost. As a result, the distribution of the values of the edge weights available in the network flow graph may be an indicator for the quality of the final solution.
Metrics m 2 and m 3 are defined with this intention. They aim to capture the variation of edge weight values and provide a sense of the expected edge weight cost in the final binding solution. Metric m 2 considers the sum of the edges weights in the lowest k% of the value range for each node and computes the average of these sums over all nodes. Since the flow algorithm tends to select edges with smaller weights, m 2 provides an indication for the quality of the input presented to the flow algorithm. Lower m 2 values indicate a higher potential of yielding a lower power binding solution.
Metric m 3 is the generalization of metric m 2 . Metric m 3 computes the average of all edge weights contained in the network flow graph. In essence, m 2 is the value of m 3 with k = 100%. Metrics m 2 and m 3 should be minimized for minimum power. These metrics can be formulated as follows:
The parameter k of metric m 2 can be tuned experimentally. Note that edge weights denote switching activities. For different expected input conditions and switching behavior the distribution of edge weights can be different. Therefore the value of k needs to be tuned. Within our framework, we have determined k = 60% experimentally for a given input trace and switching behavior.
Illustrative Example
In order to demonstrate the effect of scheduling on the rest of the design flow let us consider the alternative scheduling solutions illustrated in Figure 2 . Assume the initial resource and latency constraints are 5 and 3 respectively. Schedules 1 and 2 are both feasible solutions in the design space. Schedule 1 has characteristics similar to ASAP where each operation is scheduled at the earliest possible schedule step. However, as a result of the data dependencies both of the alternatives yield solutions with 3 schedule steps. The next step in the power optimal binding is to generate the corresponding network flow graph formulations of these schedules. The network flow graph formulation augments the initial node set with two special nodes: source and sink respectively. Then, the corresponding For the sake of simplicity we have excluded the edges from or to the source and sink nodes in Figure 2 . By definition there would be a directed edge from the source to each node and from each node to the sink. As the numbers of edges that are connected to the source and sink are equal for both schedules this simplification does not affect the validity of the argument and yields clarity in illustration. We observe that Schedule 1 generates 9 compatibility edges compared to the 14 edges generated by Schedule 2.
The compatibility edges constitute the input design space of the following binding stage, where a power optimal binder mainly solves the max-cost flow problem on the edges. Although the same optimal binder is used for the two alternative schedules in the next stage, the two schedules impose different restrictions providing different search spaces to the binding stage. Hence, the optimal binder cannot converge to the absolute low power binding solution in each and every case.
Metric function m 1 focuses on this effect. We observe that the corresponding metric function value is favorable for Schedule 2. Hence, we expect the overall power consumption to be lower is Schedule 2 is selected for further binding. The importance of the metric functions in eliminating the schedules at the earlier stages of the design cycle is crucial in terms of the overall design quality. Our experimental results demonstrate that our metric functions indeed identify schedules with higher potential to yield a lower power solution. We will discuss our results in Section VI.
RESCHEDULING AND REBINDING
A representative iterative rescheduling-rebinding algorithm is employed in the design flow. Resource constraints and the maximum number of allowed schedule steps are assumed to be predefined. As illustrated in Figure 1 the iterative improvement stage takes an already scheduled and bound DFG as its input. The set of all possible rescheduling-rebinding moves with possible power improvement are considered as long as resource and DFG data dependencies are satisfied. The move with the maximum switching power gain is executed; thus the algorithm performs the locally optimal move for each step. A representative algorithm that implements this idea, is the following:
Input: Network Flow Graph G: (V E) of an already scheduled-bound DFG.
Output: Power improved Network Flow Graph G : (V E ) with valid Scheduling and Binding.
1. ∀ Node v ∈ G, Repeat until Gain <0. 2. Consider all non occupied (s i r i ) that node v can be scheduled to/binded, checking the validity of the moves in terms of DFG and resource constraints. 3. Take the move with maximum switching power gain. 4. Perform the move (rescheduling-rebinding) to the position found in step 3. 5. Remove invalid edges; add necessary new edges to make flow valid. 6. Go back to step 2.
Our algorithm considers one operation at a time and evaluates whether it will improve power consumption if we move the operation to any of the vacant (permissible due to dependencies) control steps (provided that a resource is available at that step). This is the process of considering all permissible pairs of (s i r i ). If the algorithm deems beneficial to move the operation under consideration into a new location (s i r i ), this implies a rescheduling of the operation at the new control step s i and rebinding of the operation to the resource r i .
One of the reasons for high computational cost of iterative power improvement algorithms is the fact that the flow graph has to be refined at the end of each rescheduling step. By performing the valid moves only, while simultaneously rescheduling and rebinding, the algorithm eliminates the need to validate the binding at the end of each iteration step. The binding is a valid one after each iteration step. As a result, the speed of the iterative power improvement process is enhanced. Running time of the above algorithm is: O NRS where N R S represent the number of operations, number of resources, and number of clock steps in the scheduled DFG respectively.
EXPERIMENTAL ANALYSIS AND RESULTS
We have performed experiments on benchmarks selected from the MediaBench Suite. 12 Only the results for ALU operations are displayed and discussed in this section for the sake of brevity. However similar discussion is applicable to any other operation/resource type. We have also experimented with multiplication operations and obtained consistent results. Our detailed design flow was illustrated in Figure 1 . Here, we focus on the experimental analysis part of this flow, which is depicted in Figure 3 . In this portion we generated 320 schedules for the Mediabench benchmark set. These schedules were then evaluated with our metric assessment engine. After all schedules go through the following power optimal resource binding, iterative rescheduling/rebinding, and thermal analysis steps metric evaluation results were compared with the power and temperature of the final synthesized designs.
Iterative Power Improvement Stage Gains
Table I displays the variation in post binding power dissipation and subsequent iterative power improvement for 16 different schedules of fft2. It is important to note that these 16 selected schedules and corresponding power consumption values are presented here for illustrative purposes. More extensive results over 320 schedules generated using BDDs for each DFG are reported in the next section. Fft2 was chosen for only illustration purposes. Fft2 has 78 operations (16 addition, 44 memory, 14 multiplication, 4 subtraction) and 74 edges. The rest of the data illustrates that same behavior exists for the rest of the benchmarks in the MediaBench suite.
The first 3 columns represent Metrics m 1 , m 2 , and m 3 . The metric values are followed by the power dissipation for these schedules after resource binding (5th column). Reduction in power through iterative power improvement is given in the 6th column. Finally the overall power dissipation values after iterative improvement stage are listed.
Even without executing the rescheduling-rebinding step (i.e., iterative improvement step), the schedules selected by our metric evaluation technique have power dissipation comparable to the minimum power schedule among all the experimented DFGs after rescheduling (indicated by Schedule 12 in the first highlighted row of Table I ). These two highlighted rows represent Schedule 12 and Schedule 16 along with their corresponding power dissipation values for post-binding, iterative improvement and final stages. Schedule 12 is a schedule we selected using our metric evaluation. It has the highest metric 1 value for the schedules we looked at, a low metric m 2 for the range of metric m 2 , and the lowest metric m 3 value. All these observations on metric values indicate that Schedule 12 is a favorable schedule that has potentially low power dissipation and almost no need for iterative rescheduling/rebinding. Our experimental results in the following columns are consistent with this prediction. The postbinding power dissipation is comparable to the power dissipation of most other schedules that went through iterative improvement. Finally, Schedule 12 yields the lowest power dissipation at the end of the design flow. Figure 4 displays the comparison of post-binding power, iterative rebinding gain and overall power for Schedule 16 and Schedule 12. It is important to note that iterative improvement stage provides almost no power reduction for Schedule 12 (one of the lowest over all schedules). As a result the computationally expensive Iterative Power Improvement is not as critical to the design flow if Schedule 12 was selected as the initial schedule using our metric evaluation technique. Similar observations are valid for the entire set of experimented benchmarks. We observed that the iterative improvement stage could safely be removed for reaching optimal or near-optimal power dissipation if the initial schedule is selected using our metrics. 
Correlation of Metrics with Post-Binding
Power Dissipation Figure 5 illustrates the correlation between the metrics and the corresponding power consumption values for fft2. The values on the y-axis are the curve fitted versions of the experimental results. The correlation between the metrics and the power dissipation can be observed from the plot. This is coherent with the aforementioned observations on the data from Table I . We can observe that the value distributions for metrics m 2 and m 3 follow the same trend as the value distribution of the power consumption. Metric m 1 on the other hand, displays a trend, which is the mirror symmetry of the power consumption curve.
Results exhibit high correlation between the power dissipation values and the metrics. Similar arguments hold for the rest of the benchmarks. Table II and Table III Table III ). The correlation of the metrics with post-binding power dissipation and iterative power improvement indicates another important point. The iterative power improvement gain is high for the schedules with high post binding values. This, along with the high correlation factors for the metrics imply that we can exploit the metric functions to select the schedules that have lowest power dissipation in post-binding step.
Power consumption values for these schedules are very close to the values of the other schedules after iterative power improvement step. Hence, the metric functions can be utilized in evaluation of the initial schedules in terms of the aforementioned qualities. Our experimental results indicate that schedules that are selected with metric evaluation have power dissipation within 3% proximity of the absolute minimal power scheduling.
We also compared the schedules that are selected with our metrics with the average of all 320 schedules we have experimented on. For each benchmark we have selected 3 schedules using our metric evaluation technique. Then, we compared power dissipation, maximum temperature reached by any resource and average temperature across all resources for these benchmarks with the averages over all the schedules for each benchmark. Our experimental results in Table IV show that power dissipation for the schedules selected with metric evaluation technique is 43% lower. This result is even more promising than the power dissipation for the (Schedule 12, Schedule 16) example we have illustrated before. The reason is, with a larger design space to explore within the 320 representative schedules, our metric evaluation technique is more effective in selecting the promising low power candidates.
In general the effectiveness of the technique is better for a larger set of initial schedules. Since metric-evaluation is a fast technique this kind of initial design exploration of all possible schedules can be performed, completely eliminating iterative improvement steps at the later stages of the design flow.
Speed of Metric Evaluation Technique
Table V tabulates the running time for metric evaluation with optimal binding and iterative power improvement. The ratios are as indicated in column 4. The results indicate that metric evaluation is on average 42.6 times faster than optimal binding and iterative improvement. Speedups as high as 62 can be attained by applying the metric evaluation technique and selecting accordingly early in the design cycle as opposed to going through binding and iterative improvement to evaluate the quality of the initial schedule. The speed of the metric evaluation is another reason that emphasizes the usefulness of our technique. Finally, note that the resource binding process in itself might not take very long in a single pass. However, consider deploying such a behavioral synthesis tool within the inner loop of a design space exploration task. Integration of such tools with lower level steps such as logic synthesis and floorplanning is also becoming increasingly popular. Within the inner loop of such a synthesis engine, the run-time of a single iteration will become crucial. The re-synthesis step would be needed to repeat for a significantly large number of times and in addition the inputs to the synthesis stage can be much larger (the size of the DFG, number of resources, etc.) in practice. The run-times in this paper are reported for a single run. However, if we consider repeating this task several hundred times within a more complicated behavioral synthesis engine the benefit of the speedup will be much more emphasized. 
Thermal Benefits of Metric Evaluation
As temperatures correlate with the power dissipation of individual designs, we also explored possible thermal benefits of metric evaluation. It is important to note that, similar to power optimization, temperature optimization techniques are also needed in various stages of the design flow. In earlier stages of the design process, the critical decisions such as schedule selection affect the thermal characteristics of the final design. Note that, thermal-aware schedule selection is beyond the scope of this paper. Our main goal is power efficient scheduling selection. However, we intended to take the first step into investigating the potential thermal benefits of these power efficient scheduling solutions. The reduction in power dissipation improves the on-chip temperatures as well. For the schedules selected with our metrics maximum on-chip temperatures are 18 C less on average compared to the average temperature of the entire set. Furthermore, we observed that average temperatures reached by resources in the synthesized datapaths of these schedules are also 12 C lower.
We did not assume any dynamic thermal management scheme for these synthesized designs. Therefore, the onchip temperatures represent the theoretical high values. Table VI presents the differences between the schedules selected with metric evaluation and the average of all created schedules. For the schedules with favorable metric values: maximum temperature can be as much as 52 C lower than another candidate schedule. Average temperatures for a favorable schedule can be as much as 40 C lower.
CONCLUSION
In this paper we investigated the effects of scheduling on power dissipation. We proposed metrics that exhibit high correlation with power dissipation and iterative rescheduling power improvement, which can be exploited for initial schedule selection. With our fast and effective scheduling evaluation step, the need for iterative rescheduling/rebinding at later stages of the design flow can be reduced or even completely eliminated. Experiments with the MediaBench suite indicated that correlation factors are as high as 0.95 and higher than 0.75 for most cases. Comparing the lowest power schedules after iterative improvement with schedules that were optimized for the proposed metrics exhibited comparable overall power dissipation. Metric evaluation enables power estimation at the early stages of behavioral synthesis. This can be exploited in better power management and optimization. The results demonstrate that the design effort required in rescheduling and rebinding can be reduced significantly with this method. Optimizing for the proposed metrics can reduce the need for an aggressive rescheduling. Furthermore metric evaluation is on average 42.6 times faster than a faster version of a recently proposed optimal binding and iterative improvement algorithm. We have shown that our rapid scheduling evaluation step is very effective in exploring a design space created using BDDs to represent possible alternative schedules. Power dissipation for the schedules selected with metric evaluation technique is 43% lower, along with favorable thermal behavior. Average temperature for this set of schedules is 12 C lower than the average of all schedules. Maximum temperatures are also 18 C lower compared to the average maximum temperature for the entire set.
