Abstract The method of so-called constrained stochastic simulation is introduced. This method specifies how to efficiently generate time series around some specific event in a normal process. All events which can be expressed by means of a linear condition (constraint) can be dealt with. Two examples are given in the paper: the generation of stochastic time series around local maxima and the generation of stochastic time series around a combination of a local minimum and maximum with a specified time separation. The constrained time series turn out to be a combination of the original process and several correction terms which includes the autocorrelation function and its time derivatives. For the application concerning local maxima it is shown that the presented method is in line with properties of a normal process near a local maximum as found in literature. The method can e.g., be applied to generate wind gusts in order to assess the extreme loading of wind turbines.
Introduction
Verification of the structural integrity of a wind turbine structure involves analyses of fatigue loading as well as extreme loading. The extreme loading may result during transient operation (start and stop actions), faults and extreme wind events like extreme mean wind speeds, extreme wind shear, extreme wind speed gusts and extreme wind direction gusts. In this paper we restrict ourselves to extreme wind gusts. With persistently growing turbines (over 100 m in both rotor diameter and tower height), the extreme loading seems to become relatively more important. The reason for this is that high-frequency wind speed fluctuations, relevant for fatigue, have a limited spatial extent and so will be cancelled out over the rotor plane. In order to assess the fatigue loading generated random 3D wind fields are routinely used in standard wind turbine design packages as used by the wind turbine industry. The stochastic wind fields of typically 10 min of length are generated for different mean wind speeds to cover the wind situations a turbine will meet during its life time. For the stochastic wind field simulation it is assumed that turbulence is a stationary Gaussian process specified by a given (cross) spectral density. The extreme loads are however dealt with in a rather simple way by describing wind gusts as coherent gusts of an inherently deterministic character, e.g., IEC-standard (1998) , whereas the gusts experienced in real situation are of a stochastic nature with a limited spatial extension. This conceptual difference may cause substantial differences in the load patterns of a wind turbine when a gust event is imposed. In order to introduce realistic gust load situations of a stochastic nature the NewGust method, Dragt and Bierbooms (1996) , Bierbooms et al. (2001) and Bierbooms and Dragt (2000) , was developed. In this probabilistic method gusts of a given amplitude are generated and used to perform a wind turbine load calculation. A basic assumption of the method is that extreme wind gusts can still be described by means of Gaussian processes. The distribution of the extreme load due to wind gusts (or the 50-years extreme load) can be determined by taking into account all gust amplitudes and all mean wind speeds. The method seems to be fit for stall regulated wind turbines (i.e., with fixed blades) since they are significantly affected by extreme wind speed gusts. For pitch regulated wind turbines it turned out that extreme wind speed gusts did not result in higher loads due to the pitch actions initiated by the control system. Pitch regulated wind turbines may be sensitive to other types of gusts, e.g., extreme rise time gust. The theoretical expression for the mean shape of extreme wind speed gusts has been verified by Bierbooms et al. (2001) and Bierbooms et al. (1999) by comparison with an experimentally derived mean gust shape based on many time records from the Database on Wind Characteristics (http://www.winddata.com). Furthermore the probability of occurrence of gusts has been verified on basis of the same database, Bierbooms et al. (2001) .
In the past the stochastic properties of a (normal) process around some specific event have already been frequently studied, especially by means of a Slepian model. This is a random function representation of the process after a level crossing and it consists of one regression term and one residual process. By means of regression approximations it is possible to arrive at e.g., wavelength and amplitude distribution or an approximate density of the response of a random mechanical system, Lindgren and Rychlik (1991) . In this paper we are not primarily interested in an approximation of the statistics of the forcing process or response but we will focus on the generation of time series around some specific event in a normal process. The reason for this is that for wind turbine design it is common to consider time domain simulations due to the involved (strong) non-linearities (e.g., the wind force is quadratic in the wind speed; flow separation on the rotor blades). An easy method to generate time series has been denoted constrained stochastic simulation and is dealt with in Section 2. Although the method can be applied for a multivariable normal process just a single normal process will be considered for simplicity. Two examples of events will be shown; in Section 3 local maxima will be considered and in Section 4 velocity jumps (a non-Slepian process) will be discussed. The treatment of local maxima allows comparison with well known results from literature. Constrained stochastic simulation is already applied in order to generate wind gusts as input for wind turbine design tools to assess the ultimate loads of wind turbines. The overall probabilistic method to determine the extreme response of wind turbines is briefly outlined in Section 5.
Constrained stochastic simulation

Stochastic simulation
In order to describe constrained stochastic simulation we first draw attention to convential stochastic simulation, Shinozuka (1971) ; as mentioned before the present formulation of the method is restricted to a single normal process. Stochastic time series generators are based on the summation of harmonics with random phase ' (uniformly distributed between 0 and 2:) and amplitudes which follow from the (one-sided) auto power spectral density S:
where t is the (discretised) time, T the total time of the sample and 5 k a set of K equidistant frequencies. For our purpose an alternative description by means of a Fourier series is more appropriate (since the applied theory (Section 2.3) concerns normal random variables):
For a normal process u(t), with zero mean, also the Fourier coefficients a k and b k will be normal. Their means are zero, they are mutually uncorrelated and their variances are S k /T.
Specification of a constraint
One may be interested in specific events in time series of a normal process u(t), e.g., local maxima. A Fbrute-force_ method to obtain such events is to select these from very long time series of the stochastic process (either measured or stochastically simulated). It will be clear that such an approach is far from practical for events which will occur on average just once in a year or even 50 years. An alternative is to perform a special kind of stochastic simulation during which the desired events are automatically selected. This method has been denoted constrained stochastic simulation.
The applicability of the proposed method is restricted to events which can be expressed as a linear relation:
with G a matrix of constants, y a random vector describing the event (constraint) and x a random vector describing the process (e.g., wind velocities at different time points or the Fourier coefficients). In Sections 3 and 4 G will be specified for the events considered in this paper: local maxima and velocity jumps. In other words the wind velocities (or the Fourier coefficients) which are normally distributed should satisfy the above conditions (constraints) in order to obtain the desired event. So, selecting some specific event (from a time series) corresponds with considering the matching conditional density.
Conditional density
Consider normal random vectors x and y with zero means. Suppose that the covariance matrix of the joint random vector z ¼ is:
i.e.,
The conditional density f(x|y) of x upon observing y is again normal and thus determined by its mean m c and covariance matrix M c . The condition y can be a specific value y = Y, with Y a constant vector, to be specified later. The mean m c and covariance matrix M c can be found in handbooks on statistics, e.g., Rao (1965) ; sometimes it is denoted as Matrix Inversion Lemma or Sherman<Morrison<Woodbury formula, Mortensen (1987) :
We will consider the special case that y is a linear combination of x, i.e., y = Gx with given weight matrix G. The covariance matrix M c is now singular. It can be shown that the above relations still hold:
Constrained stochastic simulation
The theory explained in Section 2.3 can be applied to either the wind speeds or the Fourier coefficients of Eq. 2.2. We choose for the latter:
since then the covariance matrix M of x is diagonal with elements S k /T:
The desired event is described by the constraint, Eq. 2.3. The constrained stochastic variable, which satisfies the constraint, is given by:
with M according to Eq. 2.11 and Q = GMG T (Eq. 2.9). This concludes the required theory. In case the Fourier sum is calculated for the Fourier coefficients x, normally distributed with covariance matrix given by Eq. 2.11, a random time series is obtained. In case the Fourier sum is calculated for the Fourier coefficients x c , according to Eq. 2.12, the desired event is obtained. It is straightforward to implement this in a computer code. In the following Sections 2 examples of events will be considered.
Local maxima
Specification of local maxima
We now make the constrained stochastic simulation, Eq. 2.12, more specific: the simulation of local maxima. By doing so the method can be demonstrated and also verified since local maxima in a normal process have already been extensively studied by others. A local maximum at time t 0 is specified by:
The specification of a local maximum expressed on basis of the Fourier coefficients x equals: On basis of Eq. 2.12 local maxima can be generated; an example of such a time series is shown in Fig. 1 . It is also possible to arrive an explicit expression in time domain. Such an expression is convenient in case one wants to use an existing stochastic simulation tool working in time domain. Substitution of Eqs. 3.3 and 2.11 in Eq. 2.9 leads to:
Straightforward application of Eq. 2.12 then leads to the constrained Fourier coefficients: 
Doing the Fourier sum, Eq. 2.2, with these constrained Fourier coefficients we obtain:
with r the (normalized) autocorrelation function:
and 1 and m the second and fourth order spectral moments, respectively:
It is easily verified that u c (t) indeed satisfies the requested requirements:
The constrained time series u c (t) is according to Eq. 3.8 a combination of the original process u(t) and three correction terms which include the autocorrelation function and its time derivatives. These correction terms ensures that u c has the correct value, slope and second derivative at t 0 . Note that for increasing heights A the second term in the right hand side of Eq. 3.8 will become more dominant. This implies that the constrained time series will become more and more deterministic in their shape, proportional to the autocorrelation function.
3.3. Mean and variance of the time series around local maxima Equation 3.8 gives the required recipe to generate a time series around a local maximum with given amplitude A and second derivative B. In order to reflect the behaviour of a normal process around an arbitrary local maximum (with value A) correctly, A can be considered a constant and B should become a random variable (less than zero). By considering the statistics of B, see e.g., Cartwright and LonguetHiggens (1956) , one finds the ensemble mean shape around a local maximum:
in which 6 is the standard normal cumulative distribution and
and var(u) the variance of u(t) and ( ¼ ffiffiffiffiffiffiffiffi ffi
q the bandwidth parameter. The constant F depends thus on the statistics of the particular random variable u(t). E.g., sea waves is a narrow-banded process (( less than say 0.7, large +) resulting in a factor F larger than 0.8 what may be approximated by 1. Atmospheric turbulence is broad-banded (( larger than 0.7, small +) and F is in the range of 0.1 to 0.8.
The variance of the constrained stochastic simulations equals:
The mean shape around local maxima plus/minus a standard deviation is already shown in Fig. 1 . Lindgren (1970) has performed a strict mathematical treatment of the properties of a normal process near a local maximum. It is proved that around a local maximum of height A the process u(t) has the same distribution as the process:
and $(t) is a non-stationary zero-mean normal process, independent from b(t)B, with covariance function (in case var(u) = 1 and t 0 = 0):
The first two terms of Eq. 3.16 can be considered as regression term and the third one as a residual process. It can be shown that Eq. 3.8 corresponds with the above, so the method presented in this paper is in line with Lindgren (1970) ; the residual process is given by:
A practical advantage of Eq. 3.8, from an engineering point of view, is that it leads to an explicit expression of time series around local maxima. This can be appreciated by comparing Eq. 3.18 to the approximation of the residual process of a Slepian process by means of a Karhunen-Loève expansian in Hasofer (1989) . Furthermore the method of constrained stochastic simulation is not restricted to Slepian processes but can be applied to all events in a normal process which can be expressed by means of a linear condition, Eq. 2.3; see for another example the next section.
A method to assess the extreme wave loading of offshore platforms, Taylor et al. (1997) has been based on Lindgren (1970) . In fact local extremes rather than maxima are considered in this method. Since it is unlikely that for large A a local minimum is encountered, the third constraint in Eq. 3.1 can be omitted leading to, Taylor et al. (1997) and Bierbooms et al. (2001) :
which can be considered to be the asymptotic form of Eq. 3.8 for large A. Indeed, the mean of u c2 equals A r(tjt 0 ) corresponding to the asymptotic form of Eq. 3.12; the variance is var u ð Þ 1 À r 2 t À t 0 ð ÞÀr & 2 t À t 0 ð Þ=lÞ À in agreement with the asymptotic form of Eq. 3.15. The mean waveform, i.e., Ar (tjt 0 ), has been coined NewWave by Taylor et al. (1997) ; the wind gust corresponding to Eq. 3.19 has been denoted NewGust by Bierbooms et al. (2001) .
Gusts with extreme rise times
Specification of extreme rise time gusts
In the previous section the constrained simulation of local maxima is given. With respect to the extreme loading of stall regulated wind turbines (i.e., with fixed blades) such time series can be used for the load calculation since the extreme loads will most probably be due to gusts with a maximum amplitude (or a simultaneous wind speed gust and wind direction change). For pitch regulated wind turbines (i.e., with blades which can be turned by a control system to accommodate high winds) the extreme loads may not be connected with extreme wind gusts but with other extreme situations, e.g., gusts with a given extreme rise time rather than amplitude. In this section we will deal with such gusts; this demonstrates the versality of the proposed method. The gust events are now specified by a local minimum and local maximum with a time separation (rise time) $t and a velocity difference (jump) of $U:
ð4:1Þ
Note that it is not required that the considered minimum and maximum are consecutive; i.e., it is possible that other local minima and maxima are in between. The reason for choosing such a definition for an event is that, with respect for the assessment of extreme loads on wind turbines, it is not a priori known what will cause the highest loads: a modest velocity jump in a (very) short rise time or a large velocity jump in a rather long rise time.
One could opt for considering the 3rd constraint of Eq. 4.1 only, i.e., specifying a velocity jump, but in that case the two points will in general not be a minimum or a maximum. The implication is that the considered gust is just a part of some larger velocity jump; i.e., a gust generated on basis of such a constraint will generally have a larger velocity jump. So load estimates based on such gusts are associated with a whole range of velocity jumps instead of just one value as is the case with Eq. 4.1. Furthermore, specification of just a velocity jump only does not form a countable event, so no expression as Eq. 4.16 can be formulated. This will significantly complicate the probabilistic approach in order to assess extreme wind turbine loading which will be outlined in Section 5.
The specification, Eq. 4.1, can again be expressed in terms of the Fourier coefficients, Eq. 2.10:
ð4:3Þ
and
In order to reflect the behaviour of a normal process around an arbitrary velocity jump correctly, $U can be considered a constant and B 1 , B 2 are realizations of stochastic variables. The joint density function of B 1 and B 2 will be determined in Section 4.4.
Constrained stochastic simulation of extreme rise time gusts
We will not bother to arrive at explicit time domain equations like Eqs. 3.8, 3.12 and 3.15 but restrict ourselves to an implicit description which can easily be evaluated by a simple computer program. For this purpose the equations are reformulated. From Eqs. 2.2, 2.10 and 2.12 we arrive for the constrained wind speed time series at:
with Y according to Eq. 4.4,
i.e., R(t) is the Fourier sum of MG T Q j1 ; M according to Eq. 2.11, G given by Eq. 4.3 and Q = GMG T , Eq. 2.9. Application of Eq. 4.5 will result into the desired gust with velocity jump $U with rise time $t. An example of such constrained stochastic simulation is shown in Fig. 2 . The ensemble mean is given by:
The variance equals:
For the derivation of Eq. 4.10 use is made of the independence of B 1 , B 2 and u(t) and Eqs. 2.2, 2.10, 2.11, 4.6 and 4.7:
The mean and standard deviation of the gust shape are shown in Fig. 2 ; the mean and (co)variance of B 1 and B 2 are determined numerically (based on Eq. 4.18).
The statistics of extreme rise time gusts
In order to obtain the (joint) statistics of B 1 and B 2 we have to deal with the statistics of gusts as defined by Eq. 4.1. By introducing the following five random variables with zero ensemble means (breakdown of vector y, Eq. 4.6):
the probability of occurrence of gusts, with a rise time $t and a velocity jump of $U, equals:
For a given second derivative w ¼ u ÁÁ t 0 ð Þ the first time derivative should be in the range between 0 and w dt in order to obtain a minimum inside the time interval dt. This explains the integration limits of v; a similar argument holds for the limits of y. The function f(v,w,x,y,z) is a five variate Gaussian probability density function with covariance matrix:
The mean frequency of gusts N$ U , with a velocity jump in the range $U to $U + d($U) and with a rise time in between $t and $t + d($t), follows directly from Eq. 4.13:
The mean frequency N of all gusts with rise time in between $t and $t + d($t) equals:
The latter identity can be deduced from the following reasoning. Every combination of a local minimum and a local maximum counts as a gust. So the total number of gusts, per unit time, equals the number of local minima, per unit time, times the number of local maxima, per unit time. This holds for every value of the rise time $t. The mean frequency of local minima is equal to the mean frequency of local maxima and equals: 1 Rice (1944) . Finally the density f($U) of gust events with velocity jump $U is obtained:
The double integral of the above expression can be evaluated by using the Fcompleting the square_ method, see Appendix B; the density f($U) is shown in Fig. 3 for several rise times $t. For a rise time larger than about 10 s the function shape does not change anymore; apparently for large rise times the correlation between the local minimum and local maximum gets so small that the function does not depend any longer on the exact rise time. For a small rise time the function gets more peak shaped; as expected the probability for a large velocity jump decreases for decreasing rise time.
In conclusion: Eq. 4.5 gives the recipe to generate gusts with a velocity jump $U in rise time $t; B 1 and B 2 should, on basis of Eq. 4.17, be randomly generated according to the following joint 2D density:
j jf 0; B 1 ; DU; 0; B 2 ð Þ dB 1 dB 2 ð4:18Þ
Probabilistic method to determine the extreme response of wind turbines
In this section a concise outline is given of a probabilistic method to determine the extreme response of wind turbines. A basic assumption in order to apply constrained stochastic simulation for this purpose is that the extreme response is driven by wind turbulence and that turbulence is Gaussian. Wind gusts generated on basis of Eqs. 3.8 or 4.5 can be used as input for a wind turbine simulation tool. Examples of generated gusts were already shown in Figs. 1 and 2 ; the autocorrelation function r(t) has been based on the von Karman isotropic turbulence spectrum (Appendix A). A wind turbine design tool determines among other things the internal loads of the wind turbine as function of time; e.g., one may be interested in the maximum bending moment in the rotor blades at the root section. Repetition of application of Eqs. 3.8, 4.5 will lead to different wind gusts and consequently to different responses and maximum rotor blade moments. If several simulations are performed for the same gust amplitude and mean wind speed, a distribution of the extreme loading can be determined. This can be repeated for several gust amplitudes, varying e.g., from 1 to 6 times the standard variation. Each gust amplitude will result in another (cumulative) distribution of the structural loading. In order to obtain the distribution of the extreme loading, caused by a gust with arbitrary amplitude (for given mean wind speed), the different distributions should be convoluted (weighed) with the occurrence probability of the individual gusts. In case of local maxima the probability can by expressed as function of the spectral bandwidth, Cartwright and Longuet-Higgins (1956) ; in case of extreme rise time gusts the density is given by Eq. 4.17, Fig. 3 . Following this procedure, the shortterm (say 10 min) distribution of the loading is obtained for some mean wind speed. In order to determine the long-term distribution the procedure should be repeated for several mean wind speeds. The over-all final distribution is subsequently obtained by weighting with the occurrence probability of the mean wind speeds, i.e., the Weibull distribution or an empirical distribution (histogram) valid for some specific site. The final distribution can be fitted to some extreme value distribution, e.g., Gumbel or Pareto and then finally extrapolated to the desired return period, e.g., 50 years. The long-term distribution of the peak bending moment in the rotor blades shows the probability of exceedance of a certain load level. Instead of an arbitrary value obtained using deterministic analysis (as is presently specified in standards), the designer can chose the level of risk according to the load distribution. Furthermore, using the load distribution and resistance distribution of the structure the probability of failure can be estimated. Together they constitute the tools leading to a more efficient and reliable design of wind turbines. An extensive treatment of other probabilistic methods to determine the extreme wind turbine loading may be found in Cheng (2002) .
The theoretical mean gust shape, Eq. 3.12, as well as the gust statistics have been verified by analysis of wind measurements, Bierbooms et al. (1999) and Bierbooms et al. (2001) e.g., from the FDatabase on Wind Characteristics_ (http:// www.winddata.com).
This paper focused on the method of constrained simulation (Section 2) and treated local maxima (Section 3) and rise time gusts (Section 4) as examples. By choosing local maxima as one of the examples comparison with well known results was possible. For reasons of simplicity these examples considered the one point coherent gust (uniform over the rotor plane). In reality a wind turbine will of course encounter spatial gusts (with three velocity components). The extension of the method of constrained stochastic simulation to spatial gusts is given in Bierbooms et al. (2001) . Recently, during the review process of this paper, Nielsen et al. (2003) and Bierbooms (2005) have published on this topic. These publications focus on the wind fields and there resulting wind turbine loading. Non-Gaussianity of wind turbulence and how to incorporate it in constrained simulation is also addressed. Nielsen et al. (2003) applied a totally different method, based on variational calculus, in order to simulate gusts. It can be shown that their final results, for a given gust description, are identical to those obtained by constrained simulation. The probability of gusts, needed for the probabilistic approach given above, is not dealt with in Nielsen et al. (2003) .
Conclusion
Time series around some specific event in a normal process can be generated by means of constrained stochastic simulation. This easy method can be applied for any event which can be expressed as a linear expression of the involved random variables. It has been demonstrated for local maxima and velocity jumps. Time domain simulations of these events, representing wind gusts, are of practical interest for wind turbine design calculations.
Appendix A: The von Karman isotropic turbulence spectrum
The longitudinal velocity component spectrum S is given by the non-dimensional equation, IEC (1998): All expressions for turbulence spectra are for large frequencies inversely proportional to the 5/3 power of the frequency (so-called inertial subrange). This implies that the time derivatives of the autocorrelation function at t = 0 are infinite. In order to overcome this problem the spectrum is cut-off above some maximum frequency by means of a Hann window (a rectangular window would introduce oscillations in the autocorrelation function).
Appendix B: Completing the square method
The integrand of the double integral of Eq. 4.17 includes the function f(0,w,$U,0,z), which is a five variate Gaussian probability density function: 
and det(Q) the determinant of Q, Eq. 4.14.
Via transformation to three new variables it is possible to convert the multinomial of the exponent of f(0,w,$U,0,z) to a sum of perfect squares (Fcompleting the square_ method):
