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Operational modal analysis (OMA) aims at identifying the structural modal properties 
(e.g., natural frequencies, damping ratios and mode shapes) using ambient vibration 
data that is measured when the structure is under its working condition. Due to its 
economy in implementation, OMA has attracted considerable attention in field testing 
of civil engineering structures. Considering practical constraints (e.g., budget) in field 
tests, a multiple-setup strategy is often employed to measure a large number of degrees 
of freedom with a limited number of sensors. In ambient vibration tests, the input 
loading is not measured. Because of this, the identification uncertainty of modal 
parameters can become significant. Different test configurations can yield different 
levels of uncertainty. It is therefore desirable to quantitatively assess the identification 
uncertainty and investigate how it is related to test configuration. For planning purpose, 
especially for multiple setups, it is desirable to have an uncertainty-based assessment 
for a given test configuration. Motivated by the above concerns, the research in this 
thesis aims at quantifying and managing identification uncertainties in OMA with 
multiple setups. 
Based on a Bayesian modal identification framework, uncertainty quantification is 
first addressed by investigating the computation of the ‘posterior covariance matrix’ 
from the inverse of the Hessian of the negative log-likelihood function of modal 
parameters. Difficulties arise in deriving the Hessian matrix since the modal 
parameters are subjected to constraints, e.g., the mode shape is subjected to a scaling 
constraint. A theoretical framework is developed for evaluating the Hessian of a 
function under general constraints. The theory is applied to Bayesian OMA with single 




posterior covariance matrix are derived. Numerical examples are also provided to 
validate the proposed theory. 
The uncertainty management of multiple setups is addressed by investigating the 
leading order behaviour of the posterior covariance matrix. For sufficiently long data, 
the posterior covariance matrix is asymptotically equal to the inverse of the Fisher 
Information Matrix (FIM). A closed-form asymptotic expression for the FIM is 
derived with small damping and high modal signal-to-noise ratio. Leveraging on the 
asymptotic decoupling of modal parameters, the dimension of the FIM can be reduced, 
making the inverse algebraically manageable. This leads to closed-form expressions 
of the leading order posterior coefficient of variation (standard deviation / mean) of 
the modal parameters. The collection of these results is referred as ‘uncertainty law’ 
of multiple setups, which reveals how identification uncertainty is related to test 
configuration. Investigation into the uncertainty law provides engineering guidance 
for the experimental design of multiple setups. Illustrative examples with synthetic, 
laboratory and field test data are presented to validate the proposed theory. The 
uncertainty law is applied for multiple-setup ambient vibration test of an office 
building and a suspension footbridge, where the test configuration is quantitatively 
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Chapter 1 Introduction 
1.1 Background 
Civil infrastructure provides fundamental support for human living and daily activities. 
Establishing a stable, healthy and well-adjusted urban community requires the civil 
infrastructure system to be sustainable and reliable. A large proportion of existing 
infrastructure in many countries was built during their fast economic growth periods. 
After decades of booming development, an enormous amount of civil infrastructure is 
now facing deterioration problems, accompanied by threats from natural (e.g., floods, 
earthquakes and storms) and human-made (e.g., vehicular collisions and explosive 
blasts) hazards [1–3]. It has been reported that the UK spends over 15 billion pounds 
per year on maintenance and this amount is continuously increasing each year [4]. 
Civil infrastructure maintenance is prioritised in the UK government report of the 
2016-2021 national infrastructure delivery plan [5]. 
In order to conduct maintenance work on civil infrastructure, a structural in-service 
health diagnosis and serviceability inspection is normally required initially, which can 
be considered as one of the objectives of a broader topic commonly called ‘structural 
health monitoring’ (SHM) [6–8]. SHM helps operators understand the structural 
condition in real-time and make decisions for the planning of maintenance work. In 
SHM, a field dynamic test is often required to measure structural vibration response, 
where the response data is used to extract structural dynamic characteristics [9–11]. 




Considering practical constraints (e.g., availability, budget), it is common in dynamic 
tests that the number of DOFs (degrees of freedom) to be measured is larger than the 
number of available sensors. Under this situation, a multiple-setup strategy can be 
employed, which entails moving (or ‘roving’) some of the sensors to different 
locations in different setups, while other sensors remain in the same locations and 
serve as references during the test [12,13]. The multiple-setup strategy is especially 
effective in facilitating the dynamic testing of large civil infrastructure, such as 
supertall buildings and long-span bridges [14–17]. 
Modal identification aims at identifying structural modal properties (e.g., natural 
frequencies, damping ratios and mode shapes) using measured vibration data [18]. 
Natural frequency is associated with structural resonance. The structure dynamic 
response is amplified when the frequency of excitation is close to the natural frequency. 
One of the targets in the design or maintenance of civil infrastructure against dynamic 
loads (e.g., wind, earthquake, human-induced excitation) is to properly accounting for 
resonance effect [19–21]. The damping ratio depends on structural vibration level and 
is a reflection of energy dissipation. It has a crucial effect on the magnitude of 
structural response [22,23]. Mode shape reflects the distribution patterns of the 
structure associated with mass and stiffness. The change in mode shape may also help 
identify potential structural damage [24–26]. 
Modal identification is often one of the first few steps in SHM to provide information 
about in-service dynamic performance. Ambient modal identification, also known as 
‘operational modal analysis’ (OMA) [27,28], aims at identifying structural modal 
properties using ‘output-only’ ambient vibration response data, where the data is 
measured when the structure is under its normal working condition. OMA does not 
Chapter 1 Introduction 
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require artificial loading to be applied to the structure, and so large equipment (e.g., 
shakers) is not necessary in ambient vibration tests. This greatly facilitates application 
to civil infrastructures. Since ambient excitation is not measured, the identification 
uncertainty of modal parameters becomes significant. It is therefore necessary to have 
a quantitative assessment of the uncertainty and quality control of the identified modal 
properties. Since different test configurations can yield potentially different levels of 
uncertainty, it is also of interest to know how the uncertainty is related to test 
configuration. 
1.2 Literature review 
This section presents a review of the literature relevant to the thesis topic. A review of 
OMA techniques is first presented, followed by a review of multiple-setup modal 
identification. The identification uncertainty of OMA is then reviewed, where both 
uncertainty quantification and management are addressed. Finally, dynamic test 
planning is reviewed. 
1.2.1 OMA techniques 
OMA techniques have been under development for decades. There are methods that 
can handle a variety of situations, such as well-separated modes, close modes, single 
setup data and multiple-setup data. Methods can generally be classified as Bayesian 
and non-Bayesian, based on their philosophies. 
1.2.1.1 Non-Bayesian methods 
Regardless of whether it is Bayesian or not, a method can be classified as time domain 
or frequency domain depending on the way it models or operates the data for 
identification. 





The natural excitation technique (NExT) [29] is a conventional time domain method 
initially developed for analysing ‘input-output’ data. It was then extended to OMA by 
treating the correlation function of the random response under natural excitation as a 
sum of decaying sinusoids. Most NExT-type methods can incorporate the random 
decrement (RD) technique, where the system response is treated as a random 
decrement function and is proportional to the correlation function [30]. The RD 
technique was first proposed by Cole in the late 1960s [31]. It computes from the 
measured response an artificial free vibration response by averaging a sufficiently 
large number of vibration responses with initial conditions of the same sign. The 
NExT-type methods that incorporate the RD technique include the Ibrahim time 
domain method [32], the least square complex estimation [33], the poly-reference time 
domain method [34] and the eigensystem realization algorithm (ERA) [35]. The 
NExT-type methods were developed during the early stages of OMA development and 
have been enhanced to deal with close modes and spurious harmonics [27]. 
The auto-regressive moving average (ARMA) model and the vector-ARMA model 
are general models for linear time-invariant systems, which can also be used for modal 
identification [36–41]. The prediction error method [39] utilises the ARMA model to 
estimate modal parameters by minimising the estimation error, which results in a high 
nonlinear optimisation problem. Later, a vector ARMA model based prediction error 
method was developed [40]. The ARMA model was also applied in state-space to 
improve identification efficiency and convergence rate [42]. However, due to the 
issues in computational efficiency and convergence capability, the application of the 
ARMA-type methods is limited [43]. 
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Stochastic subspace identification (SSI) [44] employs a discrete-time stochastic state-
space model to estimate modal parameters from an observed output correlation 
sequence. Since the physical modes extracted from data cannot be directly separated 
from noise, a stabilisation diagram is normally used to further distinguish the structural 
physical modes from spurious ones [45]. Two main types of SSI, namely covariance-
driven SSI [46] and data-driven SSI [44], have been developed. The covariance-driven 
SSI addresses the so-called stochastic realisation problem, which is similar to the ERA 
modal identification. Data-driven SSI takes the identification of the state sequence 
prior to the estimation of the state-space matrices. By using linear algebra techniques, 
the state-space matrices can be identified directly from the raw data. The SSI-type 
modal identification methods provide a robust and efficient way of estimating 
structural modal parameters. They have been widely used in OMA applications [47–
49]. 
Frequency domain 
Frequency domain methods operate in a transformed space (often frequency) of the 
data, effectively making use of the information on the resonance band of modes for 
modal identification. In the frequency domain, the spectral density function is 
exploited to extract modal parameters [27]. Peak picking (PP) [50–52] is one of the 
simplest frequency domain methods. It utilises the fact that a structure subjected to 
ambient excitation has large response at its natural frequencies, i.e., resonances. The 
natural frequencies are then simply picked up from the peaks in the power spectra 
density (PSD). The accuracy of the estimated modal parameters depends on the 
frequency resolution of the spectra. Since mode shape information is directly extracted 
from matrix decomposition of the PSD matrix, the method need not give the actual 




mode shape for close modes. The eigenvector is generally called  ‘operational 
defection shape’. Damping is often estimated using the half-power bandwidth 
technique, which is found to be inaccurate [28]. Based on the PP method, a frequency 
domain decomposition (FDD) method [53] was developed, which overcomes the 
limitations of the PP method. FDD uses singular value decomposition to decompose 
the PSD matrix in order to obtain natural frequencies and mode shapes. Later, an 
enhanced FDD method [54] was developed to additionally identify damping ratios. A 
frequency-spatial domain decomposition method was also developed based on FDD, 
which improved identification precision by utilising an enhanced PSD [55]. 
1.2.1.2 Bayesian methods 
Bayesian methods [56–58] constitute another school of thought. It models the modal 
properties as random variables, whose probability distribution depends on the given 
data and modelling assumptions. From a Bayesian point of view, the identification 
results are encapsulated in the ‘posterior’ (i.e., given data) probability distribution of 
parameters. This posterior distribution is a joint probability density function (PDF) 
conditional on modelling assumptions and given data [59]. In modal identification, the 
‘prior’ information is typically negligible compared to the information provided by 
the data. The posterior distribution is then proportional to the likelihood function, 
which describes the distribution of data with given modal properties. In OMA, the 
likelihood function depends in a nonlinear manner on the modal properties. With 
sufficiently long data, the posterior distribution has a centralised shape but it does not 
belong to any standard distribution [56]. The posterior PDF can be approximated using 
a Gaussian distribution, which is characterised by the posterior ‘most probable value’ 
(MPV) of modal properties and the posterior covariance matrix [60]. Determining the 
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MPV involves solving an optimisation problem with respect to (w.r.t.) the modal 
parameters. Determining the posterior covariance matrix requires calculating the 
inverse of the Hessian of the negative log-likelihood function (NLLF) at the MPV. 
Formulating the likelihood function in Bayesian OMA is a fundamental element for 
modal identification. Formulations have been derived based on different data types, 
including time domain data [57], sample PSD [61] and Fast Fourier Transform (FFT) 
of data [62]. Comparing these formulations, the FFT formulation has fairly robust 
modelling assumptions and is mathematically tractable [60]. Based on the FFT of 
ambient vibration data, fast computational algorithms have been developed for 
different situations, including well-separated modes [63], close modes [64], multiple-
setup data [65] and asynchronised data [66]. Field test applications of Bayesian FFT 
modal identification can be found in [14,67–69]. 
1.2.2 Multiple-setup modal identification 
In dynamic tests, it is desirable to measure a large number of DOFs to capture as much 
structural information as possible. To cover all DOFs with a single setup, it requires 
at least the same number of sensors as the number of measured locations, which is not 
economical and may create other concerns such as logistics. Considering practical 
constraints (e.g., budget) and the availability of sensors, a multiple-setup strategy 
[13,70] is commonly employed to measure a large number of DOFs with a limited 
number of sensors. In multiple setups, some of the sensors are kept in the same location 
during the test (i.e., reference sensors), while the remaining sensors are moved 
progressively to different locations in different setups until all the locations of interest 
are covered (i.e., roving sensors). 




Modal identification using multiple-setup data requires more efforts in processing data 
compared to that using single setup data. The multiple-setup data from different setups 
cannot be directly merged together since the excitations in different setups are 
different [13]. Conventionally, the modal parameters are identified individually for 
each setup. The ‘representative’ natural frequencies and damping ratios can be taken 
as the average values from different setups. The global mode shapes need to be 
assembled from the partial ones identified from individual setups. This way of 
processing multiple-setup data is referred as the post-separate estimation re-scaling 
(PoSER) strategy [13,70]. Assembling the global mode shape can be done by using 
least-square or more advanced techniques, such as the expectation maximisation 
algorithm [71] or the global least square method [72]. A comparison of the modal 
identification using multiple-setup data and simultaneous measurement data can be 
found in [73]. 
Besides the conventional PoSER approach, a post-identification strategy was 
developed. This strategy merges the multiple-setup data into a single set and hence the 
modal identification only needs to be performed once. A strategy of re-scaling and 
merging data from different setups was first proposed for modal identification using 
the SSI method [70]. Pre-global estimation re-scaling (PreGER) and post global 
estimation re-scaling (PoGER) strategies are then introduced to handle multiple-setup 
data [74]. These two strategies follow the procedure of merging-identification-
normalisation and normalisation-merging-identification, respectively. A reference-
based covariance-driven SSI using PreGER and PoGER for modal identification was 
proposed in [13]. The applications of different merging strategies can be found in 
[75,76].  
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Apart from the above ‘multi-step’ strategies for processing multiple-setup data, modal 
identification methods directly incorporating multiple-setup data have been developed. 
A SSI based method was developed to manage multiple-setup data with a joint state-
space model [76]. The modal parameters of the state-space model are estimated using 
a maximum likelihood estimation with an expectation maximisation algorithm. A 
Bayesian approach was also developed to incorporate multiple-setup data for modal 
identification. The modal properties including global mode shapes are obtained from 
a fast iterative algorithm [65]. 
1.2.3 Identification uncertainty 
Due to the absence of input loading information, identification uncertainty in OMA 
can be significant. The impact of uncertainty on identified modal parameters has been 
studied [77,78], where the uncertainty is classified into two types, aleatory and 
epistemic. Aleatory uncertainty refers to the inherent variation of the physical structure, 
which reveals the variability aspect of nature and is irreducible. Epistemic uncertainty 
is primarily caused by a lack of data information, measurement noise and modelling 
errors [79]. In this section, a review of uncertainty quantification and management is 
presented. 
1.2.3.1 Uncertainty quantification 
Uncertainty quantification can differ between the classical statistics (‘frequentist’) and 
the Bayesian approach. In a frequentist approach, uncertainty quantification refers to 
obtaining the ensemble variance of the estimates through hypothetical repeated 
experiments [80–82]. Quantifying the uncertainty requires calculating the variance of 
the modal property estimates, which is the expectation of the squared deviation from 
the mean. The random data is modelled as arising from some ‘unknown true’ modal 




parameters. Quantification techniques have been developed for different modal 
identification methods. A variance estimation procedure was proposed that uses the 
first-order sensitivity of the modal parameters estimates to perturb the measured data 
[80]. The theory was applied to the reference-based covariance-driven SSI for 
uncertainty quantification. Later, the first-order perturbation analysis was extended to 
incorporate multiple-setup data using SSI modal identification [83]. In order to reduce 
the computational burden associated with calculating the variance in SSI, a multi-order 
computation strategy was proposed [84]. A method for estimating the confidence 
interval based on perturbation analysis was developed for the ERA modal 
identification [85]. An uncertainty quantification technique was also developed based 
on the ARMA model and the prediction error method [81]. A high-order time domain 
based uncertainty quantification was proposed, incorporating poly-reference time 
domain modal identification [86]. 
In Bayesian modal identification, the modal parameters are uncertain and modelled as 
random variables. All the information about modal parameters with given data is 
encapsulated in the posterior distribution. The identification uncertainty can be 
quantified by the posterior covariance, which can be obtained from the inverse of the 
Hessian matrix of the NLLF formulated with the modal parameters [87]. Based on 
different types of data, computational strategies for determining the posterior 
covariance matrix have been developed, including single setup data [63], multiple-
setup data [88] and asynchronised data [89]. 
1.2.3.2 Uncertainty management 
Uncertainty quantification offers a ‘point-wise’ view of the uncertainty for a given set 
of data. However, quantifying uncertainty alone does not provide much insight for the 
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control of uncertainty or guiding vibration tests [60]. Uncertainty management aims 
at investigating what factors the uncertainty depends on and what the relationship is 
[90]. Due to the complication involved in describing the uncertainty associated with 
the modal parameters, it is unlikely that one can express the uncertainty exactly in a 
simple expression [91]. A study has shown that, for sufficiently long data, the leading 
order of the posterior covariance can be expressed in a closed form [92]. Focusing on 
well-separated modes with single setup data, closed-form expressions of the posterior 
c.o.v. (coefficient of variation = standard derivation / mean) of the modal parameters 
were developed [91]. The results of the posterior c.o.v. were collectively referred as 
‘uncertainty law’, which provides explicit expressions for the uncertainty of the modal 
parameters w.r.t. test configuration [90,92]. The original uncertainty law [91] was 
developed in ‘zeroth order’, where the signal-to-noise (s/n) ratio effect did not appear 
in the formula. It was later extended to account for the s/n ratio in a ‘first order law’ 
[90]. The uncertainty law allows test configurations to be planned from an uncertainty 
point of view. Implementation in designing field tests can be found in [14,15,93]. 
In the development of uncertainty law, it was found that when the data is modelled to 
have a distribution as the likelihood function (i.e., no modelling error), the posterior 
covariance matrix is asymptotically equal to a deterministic quantity that depends on 
the ‘information content’ of data [92]. For sufficiently long data, the posterior 
covariance matrix is asymptotically equal to the inverse of the Fisher Information 
Matrix (FIM). This naturally coincides with the tightest Cramér-Rao bound (CRB) in 
classical statistics for any unbiased estimator [94]. This fact can be used to simplify 
the derivation of the uncertainty law. Asymptotics and stochastic ordering of terms in 
the likelihood function from first principles can be bypassed. This allows the 




uncertainty law for other unexplored cases (e.g., close modes and multiple setups) to 
be derived in a systematic manner. 
1.2.4 Dynamic test planning 
The planning of dynamic test is important to the quality of identified structural 
dynamic characteristics [9,95]. Dynamic test planning primarily includes the planning 
of sensor location, quantity and quality [15,96]. For multiple setups, it also includes 
the allocation of different sensors (i.e., reference and roving sensors) in different 
setups [97,98]. Sensor location planning is also known as sensor placement. The 
objective is to find the good or optimal location of sensors, so that the measured data 
is most informative in providing desired information about the subject structure 
[96,99]. Among existing techniques, information theory based [100–102] optimal 
sensor placement approach has received considerable attention. The effective 
independence method is first proposed, which aims at maximising the determinant of 
the Fisher Information Matrix of the estimated parameters [103]. Similar methods that 
maximise some norm (e.g., determinant, trace) of the FIM can be found in 
[102,104,105]. Under the Bayesian framework, an optimisation strategy was proposed 
to minimise the information entropy [106]. It shows that, for sufficiently long data, 
minimising the information entropy is asymptotically equivalent to maximising the 
determinant of the FIM [107]. In addition, maximum expected utility theory and a 
Bayesian linear model can also be used for optimal sensor placement [108]. A 
Bayesian optimal sensor strategy was proposed to maximise the expected utility 
function, taken as the Kullback–Leibler divergence between the prior and posterior 
distribution [109]. The information theory based techniques have been applied to the 
dynamic testing of civil structures, such as bridges [110–112] and buildings [113–115]. 
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There are also optimal sensor placement techniques based on modal kinetic energy 
[96,116], modal reduction [117], and observability [118]. 
The planning of multiple setups requires the allocation of reference sensors and roving 
sensors in different setups. However, multiple-setup planning is still an open problem. 
Most existing planning works are based on the operator’s knowledge and experience 
[14,49]. Optimisation criteria for reference sensors were introduced in [97], where the 
optimality is defined as using as few references as possible and placing the reference 
sensors away from the nodal location of the mode shapes of interest. A strategy for 
optimising reference locations was proposed using predicted power spectral 
amplitudes and initial finite element models [119]. The performance depends on the 
accuracy of the finite element model and experimentally obtained modal parameters. 
An information entropy based optimisation strategy was proposed for multiple setups 
[98]. The objective of the strategy is to optimise the worst setup and hence to make all 
setups good. 
1.3 Objectives and outline of this work 
OMA has received considerable attention in field testing of civil engineering 
structures. The multiple-setup strategy is widely employed in full-scale dynamic tests 
due to its economy in implementation. Due to the absence of input loading information, 
the identification uncertainty of modal parameters becomes significant and is crucial 
to identification results. Being able to quantify uncertainty becomes important in 
OMA. Moreover, different test configurations can yield different levels of uncertainty. 
It is necessary to investigate how the uncertainty is related to the test configuration. 
This is especially important for multiple setups, since it involves additional 
deployment of different sensors, which can be complicated. For planning purposes, it 




is also desirable to have an uncertainty-based test configuration assessment. Motivated 
by the above concerns, this thesis contributes to quantifying and managing 
identification uncertainty in operational modal analysis with multiple setups.  
Based on Bayesian modal identification framework, uncertainty quantification is 
addressed by investigating the computation of the posterior covariance matrix as the 
inverse of the Hessian of  NLLF of modal parameters. Difficulties arise in deriving 
the Hessian matrix, since modal parameters are subjected to constraints. In order to 
properly handle the constraints in a systematic manner, a theoretical framework is 
proposed for deriving the Hessian of a function subjected to constraints. This is 
developed for system identification in general. The proposed theory is applied to 
Bayesian modal identification with single setup and multiple-setup data, where new 
analytical expressions for calculating the posterior covariance matrix are derived. 
Synthetic data examples are used to validate the proposed theory. 
The uncertainty management of multiple setups is addressed by investigating the 
leading order behaviour of the posterior covariance matrix. With sufficient data, it is 
possible to express the posterior covariance matrix via the inverse of the FIM. Small 
damping and high modal s/n ratio leads to a closed-form expression of the FIM. 
Considering asymptotic decoupling of modal parameters, the dimension of the FIM is 
reduced. This subsequently yields closed-form expressions of the leading order 
posterior c.o.v. of the modal parameters as the target uncertainty law. The uncertainty 
law is applied to multiple-setup ambient vibration test of an office building and a 
suspension footbridge, where test configurations are quantitatively assessed from an 
uncertainty point of view. 
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This thesis is outlined as follow: 
Chapter 2 presents a theoretical framework for deriving the Hessian of a function 
subjected to constraints. The theory is applicable for Bayesian system identification 
with globally identifiable models in general, where the posterior covariance matrix is 
derived from the inverse of the Hessian of a function related to the likelihood function. 
Two formulae are developed to handle constraints in a systematic manner. 
Chapter 3 presents uncertainty quantification in Bayesian modal identification with 
single setup and multiple-setup data. The posterior covariance matrix is evaluated 
using the theory proposed in Chapter 2, where the constraints arise from mode shape 
scaling. The newly developed formulae for calculating the posterior covariance are 
validated with synthetic data. Computational efficiency is also discussed. 
Chapter 4 presents uncertainty management in multiple-setup OMA, where the 
leading order behaviour of the posterior covariance matrix is investigated. The 
asymptotic posterior c.o.v.s of the modal parameters are derived and written in closed-
form expressions. A parametric study with regard to mode shape c.o.v. is conducted 
to generate insights for the planning of multiple setups. The proposed theory is 
validated using synthetic, laboratory and field test data. 
Chapter 5 presents full-scale dynamic tests on an eight-storey office building and a 
suspension footbridge. Preparation work for the field test is presented, followed by 
multiple-setup planning. The field test data is analysed using a Bayesian modal 
identification capable of incorporating information from multiple setups. The test 
configurations are quantitatively assessed using the theory developed in Chapter 4. 
Chapter 6 concludes the thesis and provides suggestions for future research.
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Chapter 2 Hessian with constraints in system 
identification 
2.1 Introduction 
System identification aims at identifying the mathematical model parameters of a real 
system from given data. It is relevant to many disciplines, such as structural dynamics 
in civil and mechanical engineering [120–124]. Structural system identification 
commonly considers modal identification as its first step, where the modal 
identification results are used for making inference about structural model parameters 
(e.g., stiffness, mass). Bayesian system identification provides a rigorous way to 
identify system model parameters as well as to fundamentally quantify their 
uncertainties [125–127]. In this approach, the identification results are encapsulated 
in the posterior PDF of model parameters. Let θ  denote the parameters to be identified 
and D  be the measured data. Applying Bayes’ Theorem, the posterior PDF of θ  
given data D  can be expressed as 
1( ) ( ) ( ) ( )p D p p D p D θ θ θ  (1) 
where ( )p θ  is the ‘prior’ distribution reflecting one’s knowledge in the absence of 
data; ( )p D  is a normalising constant that is immaterial to the distribution of θ ; 
( )p D θ  is the ‘likelihood function’ of D  given θ . For convenience in analysis and 
computation, the posterior PDF ( )p Dθ  is often written as 
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( )( ) Lp D e θθ  (2) 
where ( ) ln[ ( ) ( )]L p D p θ θ θ  is called the ‘negative logarithm function’ (NL) in 
this work. 
For ‘globally identifiable problems’, the posterior PDF has a unique maximum in the 
interior of the parameter space, called the posterior MPV, say θ̂ , where the NL 
function is minimised [128]. A second order expansion of ( )L θ  w.r.t. θ̂  leads to a 
Gaussian approximation of the posterior PDF, where the mean value is equal to θ̂  and 
the covariance matrix Ĉ  is equal to the inverse of the Hessian of ( )L θ  at MPV, i.e., 
2 1ˆ ˆ( )L  θC  
(3) 
Depending on how the identification problem is formulated, some of the model 
parameters may be subjected to constraints. For example, in structural modal 
identification, mode shapes are commonly subjected to norm constraints;  in a state-
space model, the covariance matrices for noise are subjected to symmetry constraints. 
For determining the MPV, the constraints can be handled by parameterisation or using 
Lagrange multipliers. For determining the posterior covariance matrix, simply taking 
the Hessian of the NL function w.r.t. original parameters leads to incorrect results. 
One way of handling the constraints is to have a set of ‘free parameters’ mapping the 
constrained model parameters, so that the constraints are always satisfied. Due to the 
composite action of the NL function and the mapping function, the expressions for the 
Hessian and further posterior covariance matrix become complicated. This may also 
create a burden in computation and programming. 
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Motivated by the above concerns, this chapter presents a systematic way of deriving 
the posterior covariance matrix in Bayesian system identification capable of 
incorporating constraints. A theoretical framework is proposed for deriving the 
Hessian of a function subjected to constraints. Two formulae are developed. One is 
applicable for general parameter values, while the other is only applicable at the MPV 
but its expression is more compact. This chapter develops the theory with 
mathematical proofs. In the next chapter, the proposed framework will be applied to 
uncertainty calculation in Bayesian modal identification for single setup and multiple-
setup data, followed by validation with numerical examples. 
2.2 Transforming variables for covariance matrix 
In order to derive the posterior covariance matrix from the inverse of the Hessian with 
constrained model parameters, one way is to map the constrained parameters by a set 
of free parameters, so that the constraints are always satisfied. Let 1[ ,..., ]
T
n
 θ  
denote a set of parameters subjected to cn  independent constraints, which can be 
written as 
( ) 0      (i=1,...,n )i cG θ  (4) 
Define ( ) : npc R R
v u  as a function that maps free parameter u  to θ , where 
1[ ,..., ]
T
pu uu , so that it always satisfies the constraints, i.e., 
( ( ) ) 0     (i=1,...,n )     for any i c cG v u u  (5) 
Note that the dimension of u  should not be less than the dimension of admissible 
space since θ  is subjected to cn  constraints, i.e., cp n n  . 
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Let ( )L θ  be the NL function in the Bayesian system identification problem that is 
formulated in terms of θ . When the problem is formulated in terms of the free 
parameter u  with the mapping function ( )cv u , the NL function can be written as 
 ( ) ( )c cL Lu v u  (6) 
Note that the MPV of u  and θ  are related by ˆ ˆ( )cθ v u , where the hat ‘^’ denotes the 
MPV. Within a Gaussian approximation of the posterior PDF of u , its posterior 
covariance matrix is given by the inverse of the Hessian of ( )cL u  evaluated at û . By 
transforming variables through ( )cθ v u , the posterior covariance of θ  can be 
obtained. 
Let θ  and u  be uncertain variations in θ  and u  from their MPV, respectively. To 
















     
               
 u
v v v
θ v u  (7) 
where ˆ cuv  is the gradient of ( )cv u  evaluated at the MPV.  The posterior covariance 
of θ  is then given by 
ˆ ˆˆ ˆ ˆ ˆ( ) [ | ] ( ) [ | ]( ) ( ) ( )T T T Tc c c cE D E D          u u u u uC θ θ θ v u u v v C v  (8) 
where ˆ
uC  is the posterior covariance of u  at the MPV, which is equal to the inverse 
of the Hessian of ˆ ( )cL u . Note that this Hessian only has a rank of cn n  , and so it is 
singular when cp n n  . However, this singularity is immaterial to the posterior 
uncertainty of θ , since the variations of θ  are orthogonal to the singular directions. 
Chapter 2 Hessian with constraints in system identification 
20 
 
Due to this singularity, the inverse of the Hessian should be taken as a ‘pseudo-inverse’. 
The matrix ˆ ( )C θ  is then given by 
2ˆ ˆˆ ˆ( ) ( ) ( )Tc c cL

    
 u u u
C θ v v  (9) 
where ‘  ’ denotes the pseudo-inverse, which is obtained through eigenvector 
representation ignoring the components that correspond to the zero eigenvalues. 
2.3 Constrained Hessian formulae 
Obtaining ˆ ( )C θ  requires deriving the Hessian of ( )cL u , which can be complicated 
since  ( ) ( )c cL Lu v u  is a composite function of u . This section outlines the key 
theoretical results, where two formulae are derived for the Hessian of ( )cL u . Their 
mathematical proofs are provided in the next section. 
For a general u , it can be shown that 2 ( )cLu u  can be expressed in terms of the 
gradient and Hessian of ( )L θ  and ( )cv u . That is 
2 2 2( ) ( )( ) ( )Tc c c p cL L L       u u θ u θ uv v I v  (10) 
where ‘ ’ denotes the Kronecker product; pI  is the p p  identity matrix; 
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 












Equation (10) is called the ‘direct formula’ in this work, which is applicable for any 
u . Due to the Kronecker product, this formula requires multiplying large matrices 
which are sparse. Deriving 
22 p p
c R
 uv  also involves operating with a large number 
of second derivatives. The direct formula does not consider the fact that constraints 
 ( ) 0i cG v u  for 1,..., ci n  are always satisfied. Taking this fact into account and 
using the Lagrange multiplier, it can be shown that the constrained Hessian of ( )cL u  
at the MPV can be simplified to 
2 2 2
1
ˆ ˆˆ ˆˆ ˆ( )
cn
T





       
 
u u θ θ uv v  (13) 
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Equation (13) is referred as the ‘Lagrange formula’, which is only applicable at the 
MPV. The expression does not involve the Kronecker product or the second derivative 
of the mapping function. 
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The two proposed formulae can be used for deriving the Hessian of a function 
subjected to constraints in Bayesian system identification, and both of them are 
expressed in a systemic manner. The direct formula is applicable for any parameter 
value. The Lagrange formula is only applicable at MPV, but the expression is more 
compact compared to the former formula. The next section provides the mathematical 
proofs of these two formulae. 
2.4 Mathematical proofs 
2.4.1 Direct formula 
To prove the direct formula (10), we first derive the gradient of  L u , when u  is 
mapped through ( )cv u . Denote ( )cv u  as a vector of 1[ ( ),..., ( )]
T
nv v u u . For 1,...,i p , 
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Assembling all the iu  for 1,...,i p  row-wise gives 
1 1




L L L L
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u θ θ θ u
v v
v  (16) 













v  (17) 
For the first term on RHS of (17), it can be shown that 

























u u v v
v L L











    
   
     
   
  
      
 
        














Assembling all the 






( ) ( )























    
     
    
   
   


























i i i p
L L
u u u u u
   
   





Assembling all the iu  for 1,...,i p  column-wise gives 
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By assembling (17) column-wise for all iu  and using the results from (19) and (21), 
(10) can be obtained. 
2.4.2 Lagrange formula 
The Lagrange formula (13) is derived from (10). To prove this, we first show that the 
second term on RHS of (10) is 
2 2
1
ˆ ˆˆ ˆ ˆ ˆ( )( ) ( ) ( )( )
cn
T




     θ u u θ uI v v v  (22) 
Recall that the constraints satisfy (5), i.e., 
 ( ) 0i cG v u               for any 1,..., ci n  (23) 
Take the Hessian of (23) for 1,..., ci n  w.r.t. u  using (10), i.e., treating  ( )i cG v u  as 
a composite function similar to  ( )c cL v u . This gives 
2 2ˆ ˆˆ ˆ ˆ( ) ( )( ) ( )( )Tc i c p i cG G      u θ u θ uv v I v 0  (24) 
Multiplying ˆi  on both sides of (24) and summing over 1,..., ci n  gives 
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  θ u u θ uI v v v  (25) 
Consider a Lagrange function w.r.t. ( )L θ  with constraints 1{ ( )}
cn
i iG θ , that is 
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n λ  is a collection of Lagrange multipliers. Supposing θ̂  
minimises ( )L θ  under constraints ( ) 0iG θ  for 1,..., ci n . Then there is a 
1
ˆ ˆ ˆ[ ,..., ]
c
T
n λ  such that 
ˆ ˆ( , )θ λ  is a stationary point ( , )J θ λ , i.e.,  
1






    θ θ θθ λ 0  (27) 
where Jθ  stands for the gradient of J  w.r.t. θ . Equation (27) can be rewritten in a 
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so that the ˆ
















Take the Kronecker product of 
pn
I with both sides of (27), and then right-multiply 
2 ˆ
cuv . It gives 













        
   θ u θ uI v I v  (30) 
Substituting (25) into (30) gives (22), and hence (13). 
2.5 Transformation invariance 
In this section, we show that the formulae developed for calculating the posterior 
covariance matrix are invariant to the choice of constraint functions and free 
parameters. The invariance to the constrained functions is demonstrated by showing 
that the Hessian of 
cL  remains the same when ( )iG θ  is replaced by  ( )i iH G θ  for 
any scalar monotonic function ( )iH x  with (0) 0iH   and non-zero derivative at 
0x  . The invariance to any free parameters is demonstrated by showing that the 
posterior covariance remains the same if one works with a new set of admissible free 
parameters. 
2.5.1 Invariance w.r.t. constraint function 
Let  ( ) ( )i i iK H Gθ θ  for 1,..., ci n  be a composite function with (0) 0iH  . Since 
( )cθ v u , we have  ( ) 0i cK v u  and  ( ) 0i cG v u . Now denote 1ˆ ˆ ˆ[ ,..., ]c
T
n λ  
and 
1
ˆ ˆ ˆ[ ,..., ]
c
T
n   λ as the vectors of Lagrange multipliers at MPV corresponding to 














θ , respectively.  
For any θ , the gradient and the Hessian of the composite function ( )iK θ  for 
1,..., ci n  are respectively given by 
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i i iK H G  θ θ             2 2
T






























Evaluating (31) at the MPV and noting ˆ( ) 0iG θ  for 1,..., ci n  gives 
ˆˆ (0)i i iK H G  θ θ  (33) 
 2 2ˆ ˆ ˆˆ (0) (0)
T
i i i i i iK H G G H G      θ θ θ θ  (34) 
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D  (36) 







θ  can be calculated from 
1
ˆˆ ˆ ˆ( ) ( )ˆ ˆ
ˆ ˆ ˆ ˆ( ) ( )
T T
T T T
L L         
   
θ θ θ θ
θ θ θ θ
K D G
λ D λ
K K D G G D
 (37) 
This implies 













      for   1,..., ci n  (38) 
Multiplying (38) by both sides of (34) gives 
2 2(0)ˆ ˆ ˆ ˆ ˆ ˆˆ ( )
(0)
Ti
i i i i i i i
i
H




     

θ θ θ θ
 (39) 
Further left and right multiplying ˆ cv  by both sides of (39) gives 
2 2(0)ˆ ˆ ˆ ˆ ˆ ˆˆˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( )
(0)
T T Ti
c i i c i i c i c c i i c
i
H




           

u θ u θ u θ u u θ uv v v v v v  (40) 
Since the gradient of ( ( )) 0i cG v u  evaluated at the MPV is 
ˆ ˆ
i cG  θ uv 0 , the first 
term on the RHS of (40) is zero. It then gives 
2 2ˆ ˆ ˆˆˆ ˆ ˆ ˆ( ) ( ) ( ) ( )T Tc i i c c i i cK G       u θ u u θ uv v v v  (41) 
It finally gives the same 2 ˆ
cLu , which proves the invariance of the constraint function. 
2.5.2 Invariance w.r.t. free parameters 
Let 1[ ,..., ]
T
qa aa  be a new set of free parameters and ( )u T a , where T  is a 
transformation function. Define a function ( )θ w a  that maps a  to θ , so that it 
always satisfies the constraints and it has  ( ) ( )cw a v T a . The mappings are 
expressed as  
1 1 1 1
( ) ( )
                             





      
      
           
            
w a v u
a θ u θ  (42) 
The NL function of the Bayesian inference problem can then be formulated as 
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( ) ( ( ))K La w a  (43) 
Now working on the new NL function and applying (9), the posterior covariance 
matrix, denoted by ˆ C , is given by 
2ˆ ˆˆ ˆ( )( ) ( )TK     a a aC w w  (44) 
where 










   a a a  (46) 
Denoting 1[ ,..., ]
T
pt tT  and noting  ( ) ( )cw a v T a , it can be shown that the 
















     
                 
 t
v v vw T
v  (47) 
The gradient of ( )w a  evaluating at MPV is then given by 
1 1
ˆ ˆˆ ˆ ˆˆ ˆ ˆ
c c
q qa a a a
      
       
         
t t a
w w T T
w v v T  (48) 
Substituting (48) into (44) and (45) gives 
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2ˆ ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ( ) ( ) ( )T T Tc c c cJ

           
 t a a t a t a t a
C v T T v v T v T  (49) 
On the other hand, recall 2 ˆ
cL  from (13) and consider singular value decomposition, 
i.e., 
2 2ˆ ˆˆ ˆ( ) ( )( )T Tc c cL J      a t a tv v U U  (50) 
where s sR   is a diagonal matrix containing cp n n   singular values ;  
p sR U  
is the corresponding matrix that contains orthonormal singular vectors and has 
T
sU U I  (identity matrix). The pseudo-inverse of 
2 ˆ
cLa  can then be expressed in 
terms of    and U , i.e., 
2 1ˆ[ ] TcL
   a U U  (51) 
and hence the posterior covariance matrix Ĉ  is 
1ˆ ˆ ˆ( )T T    t tC v U U v  (52) 
In order to show the invariance to the choice of different sets of free parameters, it is 
necessary for the ˆ C  from (49) to be equal to the Ĉ  from (52). This is shown in the 
following. 
To facilitate the derivations, we first introduce the SVD of ˆTaU T , i.e., 
1 1 1
ˆT T
s p p q






  aU T  (53) 
and further the SVD of 1 1 1 1
TP P   , i.e.,  
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1 1 1 1 2 2 2
T T
s s s s s ss s
P P P P
  
      
(54) 
Using T
i i sR R  I  and 
T
i i sP P  I , it can be shown that 1 2 1 2( ) ( )
T
sR P R P  I . This implies 
that the columns of   1 2R P  are orthonormal. The pseudo-inverse of 1 2 2 1 2( ) ( )
TR P R P  
is then given by 
1
1 2 2 1 2 1 2 2 1 2[( ) ( ) ] ( ) ( )
T TR P R P R P R P     (55) 
Substituting (50) into (49) and using (53), (54) and (55), ˆ C  can be derived as 
1 1 1 1 1 1
2 2 2
1
1 1 1 1
1 1 1 1 1 1
1 2 2 1 2
1
1 2 2 2
( )
ˆ ˆ ˆ ˆ ˆˆ ˆ( )[( ) ] ( )
ˆ ˆˆ ˆ( )[ ] ( )
















R P P R










        
       
     
   
t a a a t a
t a t a
t a t a
t a
C v T T U U T v T
v T v T
v T v T
v T 1
1 1 1
1 1 1 1 1 1
ˆˆ( )






R P P R  
 
      
t a
t a a t
v T
v T T v
 
(56) 
As shown by (50), 2 ˆ
cLa  and ˆ ct v  have the same null space. This null space is 
orthogonal to the space that is spanned by the columns in U . Let the identity matrix 
n
I  be expressed as 
T T
n
 I UU VV  (57) 
where V  contains orthonormal basis for the null space. It then gives 
ˆ ˆ ˆ( )T T Tc c c   t t tv v UU VV v UU  (58) 




c t v V 0 , substituting (58) into (56) gives 
1 1 1
1 1 1 1 1 1
ˆ ˆ ˆˆ ˆ[ ( ) ] [ ( ) ] ( )T T T T Tc cR P P R
         t a a tC v U U T U T v U     (59) 
Right-multiply 
1R  with both sides of 1 1 1
ˆT TP R  aU T and note that 1 1
T
sR R  I . It then 
gives 
1 1 1
ˆ( )T R P  aU T . Substituting the above into (59) and noting 1 1
T
sPP  I  gives 
1 1 1
1 1 1 1 1 1 1 1
1
ˆ ˆ ˆ( ) ( )( )
ˆˆ ˆ( )




P P P P  

        
   
t t
t t
C v U v U
v U U v C
    (60) 
The invariance of the posterior covariance matrix to the choice of free parameters is 
therefore proved. 
2.6 Conclusion 
This chapter has presented a method for deriving the posterior covariance matrix from 
the inverse of the Hessian of the NL function, where constraints are systematically 
incorporated. Two formulae have been derived. The direct formula is applicable for 
any parameter values. The Lagrange formula is only valid at MPV but the expression 
is more compact. Both formulae can be used for deriving the Hessian of a function 
that is subjected to constraints. Compared to the conventional way of deriving 
constrained Hessian, which involves brute-force and repeated differentiation using the 
chain rule, the proposed theory provides a systemic way of handling the constraints. 
This potentially facilitates efficient computer coding in calculating the Hessian matrix 
and hence the posterior covariance matrix. In the next chapter, the proposed theory is 
applied to the uncertainty calculation of Bayesian modal identification with single 
setup and multiple-setup data, followed by validation with numerical examples. 
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Chapter 3 Uncertainty calculation in 
Bayesian OMA 
3.1 Introduction 
In Bayesian modal identification, the prior PDF is often assumed to be uniformly 
distributed, since it is slowly varying compared to the likelihood function. The 
posterior PDF is then proportional to the likelihood function, i.e., 
( )( ) ( ) Lp D p D e  θθ θ  (61) 
where ( ) ln ( )L p D θ θ  is the NLLF; θ  and D  denote the set of modal parameters 
and measured data, respectively. The posterior covariance matrix is then determined 
from the inverse of the Hessian of the NLLF. Computational issues associated with 
the Hessian arise from the norm constraint with regard to the mode shape. One 
conventional way of deriving the Hessian under constraints involves brute-force and 
repeated differentiation using the chain rule [63,88]. Alternatively, the Hessian with 
constrained modal parameters can be systematically handled using the theory 
developed in Chapter 2. This chapter applies the theory to derive the constrained 
Hessian and evaluate the posterior covariance matrix in Bayesian modal identification 
with single setup and multiple-setup data. Synthetic data examples are provided to 
validate the proposed theory, where computation efficiency is also discussed. 




3.2 Single setup data 
The Bayesian FFT formulation for a single setup [63] is first reviewed. The direct 
formula (10) and Lagrange formula (13) developed in Chapter 2 are applied for 
deriving the constrained Hessian matrix, and hence the posterior covariance matrix. 
3.2.1 Review of Bayesian FFT formulation with single setup data 
In the single setup setting, let θ  be a collection of modal parameters that consists of 
the natural frequency ( f ), damping ratio ( ), modal force PSD ( S ), prediction error 
(
eS ) and mode shape (φ ), i.e., { , , , , }ef S Sθ φ . Define 1{ }
n N
j jR y  as the time 
history of ambient acceleration data with n  measured DOFs. The (scaled) FFT of 
{ }jy  is defined as 
1
2 ( 1)( 1)









   
   
 
y iF  (62) 
where 2 1 i  and t  is the sampling interval. Let { }kF  denote the collection of  FFT 
data over a selected frequency band around the mode of interest. For small t  and 
large N , it can be shown that { }kF  are asymptotically independent and jointly 
‘circularly complex Gaussian’ with zero mean and covariance matrix equal to the PSD 
matrix of data [59]. Correspondingly, the NLLF is given by 
* 1( ) ln ln | ( ) | ( )f k k k k
k k
L nN     θ E θ E θF F  (63) 
where the sum is over the selected frequency band with fN  FFT points; 
*( ) [ | ]k k kEE θ θF F  is the theoretical PSD matrix of data for given θ . Assuming that 
the selected frequency band is dominated by a single mode, kE  is given by  




k k e nSD S E φφ I  (64) 
where 
nI  is the n n  identity matrix; kD  is the dynamic amplification factor:  
2 2 2
1







            ( / f )k kf         (65) 
Using analytical expressions for the determinant and inverse of 
kE [63], and then 
substituting it into (63), the NLLF can be derived as 
1 1( ) ln ln( ) ( 1) ln Tf k e f e e e
k
L nN SD S n N S S d S        θ φ Aφ  (66) 
where 








d F F  (67) 
The mode shape is assumed to have unit Euclidean norm, i.e., 2|| || 1T φ φ φ . 
Deriving the posterior covariance matrix requires the inverse of the Hessian of the 
NLLF, where the unit norm constraint has to be taken into account. The following 
section applies the proposed theory in Chapter 2 for deriving the constrained Hessian 
matrix, inverting which will give the posterior covariance matrix. 
3.2.2 Calculating the posterior covariance matrix 
Let  ;  u φ  be a vector of free parameters, where [ , , , ]Tef S S   comprises the 
modal parameters other than the mode shape. To apply the developed formulae (i.e., 
(10) and (13)) for constrained Hessian, we first define a mapping function ( )cv u  from 
u  to θ  that always satisfies the constraint, i.e., ( ( )) 0cG v u . The definitions are 
listed below 























          ( ) 1 TG  θ φ φ  (68) 
Deriving the constrained Hessian through the direct formula (10) requires the gradient 






















   
     





φφ I φ φ I I φv
 
(70) 
1ˆ ˆˆ ˆ ˆ2 TeL L S
    
 θ
φ A  (71) 
2 1 ( )
2
1





















where (:)nI  denotes the vectorisation of an n  dimensional identity matrix by stacking 
its columns. 
 Substituting (69) and (72) into the first term on the RHS of (10) gives 
2 1 ( )
2
1
ˆ ˆˆ ˆ ˆ ˆ2 ( ) ( )
ˆˆ ˆ( ) ( )













   
     
  
u θ u




Substituting (70) and (71) into the second term on the RHS of (10) gives 
4 42ˆ ˆ
p cL
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1 ˆ ˆ ˆ ˆ ˆ ˆ[ ( 2 )] (3 ) (:)T T Tn e n n nS
            U I φ A φφ I φ φ I I φ  (75) 
Using the mixed-product property of Kronecker 
( )( ) ( ) ( )   A B C D AC BD  (76) 




ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ(3 ) ( 2 ) ( 2 ) (:) ( 2 )
ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ2 [ (3 ) ]
ˆ ˆ ˆ2 ( )
T T T T T













         
    
 
U φφ I φ A φ φ φ A I φ φ A
φφ I φφ φφ
I φφ
 (77) 
Substituting (73) and (74) into (10) gives 




ˆ ˆˆ ˆ ˆ ˆ2 ( ) ( )













   
  
u
φ A I φφ
I A
 (78) 
Equation (78) gives an analytical expression of the Hessian of the NLLF, where the 
mode shape constraint has been incorporated. Further substituting (69) and (78) into 
(9) gives the posterior covariance matrix. The derivation through the direct formula 
involves calculating the first two derivatives of ˆ
cv  and L̂ . 
To apply the Lagrange formula (13) for deriving the constrained Hessian, we first 
obtain the gradient of ( )G θ  and ( )L θ  evaluated at MPV, i.e.,  
1 4
ˆ ˆ[ 2 ]TG   θ 0 φ  (79) 
1ˆ ˆˆ ˆ ˆ2 TeL L S
    
 θ
φ A  (80) 


















1̂  is the maximum eigenvalue of Â . 
Further taking the gradient of ( )cv u  and the second derivatives of ( )G θ  and 























2 1 ( )
2
1




















Substituting the above derivatives into (13) gives the constrained Hessian as 
( ) 1 ( )
2
1
ˆ ˆˆ ˆ ˆ ˆ2 ( ) ( )
ˆ













   
  
u
φ A I φφ
I A
 (85) 
The expression of (85) is the same as that in (78), which verifies the consistency of 
the two formulae. The posterior covariance matrix can be obtained by substituting (69) 
and (85) into (9). 
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3.3 Multiple-setup data 
In order to facilitate the derivation of the constrained Hessian, the original Bayesian 
FFT method [65] is reformulated. The constrained Hessian matrix is then derived 
through the Lagrange formula. 
3.3.1 Reformulation of the Bayesian OMA with multiple-setup data 
Consider an ambient vibration test with a total number of n  DOFs to be covered in 
sn  setups. At least one common DOF is shared between two setups. Define θ  as a 








L denote the 
selection matrix for the -thi  setup to choose 
in  measured channels from a total of n  
DOFs, where in  is the number of DOFs in setup i . The ( , )j k  entry of iL  is equal to 
1, indicating that the -thk  DOF is measured by the -thj  channel in setup i . The 
remaining entries of 
iL  are zero. The partial mode shape iν  for the -thi  setup is then 
given by 
             ( 1,..., )i i si n ν L φ  (86) 
Denote ( ){ }ii kD  F  as a collection of FFT data for setup i  over a selected frequency 
band that covers the mode to be identified. The data in different setups are assumed to 
be independent. The posterior PDF is then given by 
1




p D p D

θ θ  (87) 
Correspondingly, the NLLF is given by 











θ  (88) 
where 
* 1( ) ( ) ( ) ( ) ( )lnr r r r rr r f k k k k
k k
L n N 

   E EF F  (89) 
denotes the NLLF for the -thr setup and ( )r
kE  is the theoretical PSD matrix of data 
given by 
( ) ( )
r r
r r T
k r k r r e nS D S E ν ν I  (90) 
To facilitate derivation, we denote  
2
r r rS S  ν  (91) 
so that ( )r
kE  can be rewritten as 
( ) ( )
r r
r r T





ν ν ν  is scaled to have unit norm. 
The NLLF for setup r  can then be written as 
( ) ( ) ( )
1 1




r r r f r k e r f e
k
T
e r e r r r









where ,  ,  ,  ,  
rr r r r e r
f S S   θ ν  and 













A D            
*( ) ( ) ( )ˆ Re( )r r rk k kD F F            
*( ) ( )r r
r k k
k
d F F  (94) 
Working with 
rS   instead of rS , ( )r rL θ  derived in (94) is of the same form as the 
NLLF expressed in single setup case. This allows the MPVs and the posterior 
covariance to be derived with the same mathematical treatment as that in the single 
setup case. This also facilitates the calculation and computer coding for multiple setups. 
3.3.2 Calculating the posterior covariance matrix 
Depending on the problem size of multiple setups, the dimension of the Kronecker 
product in the direct formula can be very large, which may be cumbersome for 
deriving the constrained Hessian. In this section, the Lagrange formula is applied to 
the multiple-setup case. 
Define a vector of free parameter u , a vector of modal parameter θ  for multiple 

















   
   
       
      
               
      
      
   
   
   
ν L φ
u θ v u G θν L φ φ
ν L φ
φ φ φ
ν L φ φ
φ φ φ
 (95) 
where ,  ,  ,  
r
T
r r r r ef S S      contains the parameters for setup r . 
Since 1{ }
q
i iν  are explicitly contained in θ , the derivatives of L  w.r.t. partial mode 
shapes can be treated as independent variables. The derivatives w.r.t. the global mode 










  and rL  depends on rν  instead of φ . When 
the NLLF in multiple setups is reformulated using 
rS   instead of rS , it has the same 
expression as the NLLF for the single setup. As a result, the first two derivatives of 
the NLLF for single setup can be used for multiple setups. The computer codes 
developed for the single setup can also be used for multiple setups. 

























































0 0 0 φ
 (97) 




















By noting [ ; ]r r rθ ν , the gradient and Hessian of ( )r rL θ  can be expressed as 
( ) ( )ˆ ˆ ˆ[ ]r r






                      















   




θ  (100) 
The Lθ  and 
2L
θ
 can then be derived as 




( ) ( )( ) ( )
1 1 1
ˆ ˆ ˆ ˆ ˆq q







0   (101) 
1 1 1 1
1 1
( ) ( )
1 1






































  (102) 
By substituting (97) and (101) into (14), λ̂  can be obtained. The constrained Hessian 
2 ˆ
cLu  can then be derived by substituting (96), (98), (99), (102) and λ̂  into (13). The 
posterior covariance can be obtained using (9). Since the derivation involves operating 
with large matrices and the dimension depends on the number of DOFs and the number 
of setups, it is unlikely to admit an analytical formula for the constrained Hessian 
matrix as in the single setup problem. In principle, since all the required terms for 
deriving the Hessian have been obtained, the posterior covariance can still be 
calculated. 
3.4 Illustrative examples 
In this section, the consistency and computational aspect of the proposed formulae for 
calculating the posterior covariance matrix are investigated using synthetic data 
examples. The consistency is demonstrated by comparing the results from the 
proposed formulae with those obtained from a finite difference method (FDM). The 
FDM calculates the Hessian matrix with numerical solutions through the partial 
differential equations, where the accuracy of the result depends on the finite difference 
approximation of the derivatives. The computational aspect is illustrated by comparing 




the computational time of the proposed method with the FDM and a previous method 
(see [88]). To investigate how computational time scales with problem size, a 
parametric study is performed w.r.t. the number of DOFs for single setup and the 
number of setups for multiple setups. 
Focusing on a well-separated mode with classical damping, the synthetic data can be 
modelled as 
ˆ( ) ( ) ( )t t t y φ ε  (103) 
where 1nR φ  is the mode shape with n  measured DOFs; ( )tε  is the prediction error; 
( )t  is the modal response that satisfies the uncoupled modal equation, i.e.,  
2( ) 2 ( ) ( ) ( )t t t p t      , where 2 f  ; ( )p t  is the modal excitation. 
Assume a natural frequency of 1 Hz  and damping ratio of   1%. Assume the modal 
force and prediction error are i.i.d. Gaussian white noise with a PSD of 22.56 (μg) /Hz  
and 21 (μg) /Hz , respectively. The data is generated for 1,000 seconds with a sampling 
rate of 100 Hz . For investigation w.r.t. the number of DOFs, the mode shape is 
assumed to be [1,...,1] /  T nn R . For the single setup case, the data with i  DOFs 
simply comprises the first i  DOFs from the n  DOFs. For multiple-setup data, each 
setup is assumed to have four measured DOFs, including two references and two 
roving DOFs. The references are fixed at DOF 1 and DOF 2. The roving DOFs are set 








The synthetic data for the case of single setup and multiple setups are first analysed 
using Bayesian modal identification methods [63,65]. The posterior covariance is then 
calculated using the proposed method and the FDM. The FDM requires the choice of 
a step size, denoted by θ . It is parameterised as ˆ d  θ θ , where d  is a 
dimensionless scalar and θ̂  consists of all the identified modal parameters. The 
smaller d  gives the smaller step size. 
The two methods are compared by calculating the averaged absolute value of the ratio 
for all the entries of the posterior covariance matrix. The closer the value is to 1 the 
better. 
 
Figure 1 Average ratio of the entries in the posterior covariance matrix calculated by FDM and 
the proposed method, single setup data with 100 DOFs. 
 
 
Figure 2 Average ratio of the entries in the posterior covariance matrix calculated by FDM and 












































Figure 1 shows the ratio for 100 DOFs in a single setup. It shows that the ratio 
converges close to 1 as d  decreases to about 0.01. Figure 2 shows the ratio for 
multiple-setup data with 10 setups. Again, the ratio converges close to 1 as d  
decreases to about 0.01. Both figures demonstrate the correctness of the proposed 
method. For other numbers of DOFs and setups, similar results can be obtained. This 
also verifies the consistency of the proposed method. 
3.4.2 Computational time 
The computational aspect is investigated by comparing the computational time of the 
proposed method with the previous method and the FDM. For single setup data, the 
comparison is conducted by increasing the number of DOFs. For multiple-setup data, 
the comparison focuses on increasing the number of setups. Computations are 
performed in MATLAB on a desktop computer (HP Elite Desk, i5-4590T, 2GHz). 
 
Figure 3 Computational time, single setup data. 
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Figure 3 shows the computational time required for a single setup when the number 
of DOFs increases. It shows that the time required by the proposed method and the 
previous method are in the same order of magnitude, while the FDM requires a much 
longer period of time. Figure 4 compares the results for different number of setups. It 
can be seen that the proposed method requires less computational time than the other 
two methods. The FDM again requires more time for computation. 
Although in reality the computational time highly depends on how the method is 
computer-coded, the results here suggest that the computational time required by the 
proposed method and the previous method are in the same order of magnitude, while 
using the FDM requires a substantially longer period of time. By leveraging on the 
compact and systematic expressions for handling the constrained Hessian, the 
proposed method requires much less programming effort compared to the existing 
methods. 
3.5 Conclusion 
This chapter has presented the application of the theory in Chapter 2 to calculate the 
Hessian of a function under constraints, which contributes to improving efficiency and 
effectiveness for uncertainty quantification in Bayesian OMA. Analytical expressions 
have been derived for calculating the posterior covariance matrix in ambient modal 
identification with single setup and multiple-setup data. Since the derivatives and 
constraints are handled separately, the Hessian can be derived in a systematic manner. 
Using specialised mapping functions, the derivation is significantly simplified, 
especially for the multiple-setup data case. The formulae for deriving the posterior 
covariance have been verified using synthetic data examples. The computational 
aspect has been investigated by comparing the required time with that in the previous 




method and the FDM. Results show that the computational time required by the 
proposed method and previous method are in the same order of magnitude, while the 
FDM requires a substantially longer time. Leveraging on the existing single setup 
computer codes, the programming effort for multiple setups is significantly reduced. 
The merit of the proposed method lies in the systematic and simplified nature of the 
required programming effort.
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Chapter 4 Uncertainty law (management) 
4.1 Introduction 
In ambient vibration tests, the (input) excitation to the structure is not measured, but 
is assumed to be statistically random. In the absence of loading information, the 
identification uncertainty of the modal parameters becomes significant. Being able to 
quantify uncertainty for a given data set alone does not provide much insight for 
understanding and controlling uncertainty. Multiple-setup ambient vibration test has 
been widely used in field testing of civil engineering structures for its economy and 
efficiency in implementation [14,15,49,69,129]. Different ways of allocating 
reference and roving sensors can yield different levels of uncertainty. It is desirable to 
know how identification uncertainty is related to test configuration. This has both 
scientific and practical significance, i.e., to discover the identification precision limit 
and provide guidance for the planning of vibration tests. 
Bayesian modal identification provides a fundamental method to quantify 
identification uncertainty via the posterior covariance matrix. Due to the 
complications involved in calculating the uncertainty associated with modal 
parameters, it is unlikely to be able to express the exact dependence of the uncertainty 
in an explicit closed-form expression [91]. A study has shown that, when the data is 
assumed to be distributed as the likelihood function (i.e., no modelling error), the 
posterior covariance matrix is asymptotic to a deterministic quantity that depends on 
the ‘information content’ of data [60]. With sufficient data, the posterior covariance 




matrix is asymptotically equal to the Fisher information matrix. This coincides with 
the tightest Cramér-Rao bound in classical statistics [94]. 
This chapter investigates the leading order behaviour of the posterior covariance 
matrix in multiple-setup OMA. The asymptotic form of the posterior covariance 
matrix is derived from the inverse of the FIM. A closed-form expression of the FIM 
is developed under small damping and high modal s/n ratio assumptions. Leveraging 
on the discovery of asymptotic decoupling, the dimension of the FIM is significantly 
reduced, which makes the inverse of the FIM algebraically manageable. This 
subsequently yields closed-form expressions of the leading order posterior c.o.v. of 
modal parameters. 
For the ease of reading, the results are first presented. The relationship of the CRB 
with the posterior covariance matrix is then provided, followed by derivation of the 
posterior c.o.v. of modal parameters. The global mode shape c.o.v. is investigated and 
guidance for planning multiple setups is provided. Finally, the proposed theory is 
validated with synthetic, laboratory and field test data. 
4.2 Outline of results 
The posterior c.o.v.s of modal parameters in multiple-setup OMA developed in this 
work are outlined. The collection of the results is referred as the multiple-setup 
uncertainty law.  
Posterior c.o.v.s for ,  ,  r r rf S  and reS  
Suppose the data from a selected frequency band  1 r r rf   is used for modal 
identification in the -thr  setup, where r  is the ‘bandwidth factor’ for setup r . The 
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choice of the bandwidth factor is a trade-off between identification precision and 
modelling error. Under long data asymptotics and small damping assumption, the 
posterior covariance matrix can be asymptotically derived. The results are summarised 
in Table 4 and detailed derivations are shown in section 4.4. Based on the findings in 
Table 4, the leading order of the squared posterior c.o.v. of ,  ,  r r rf S  and reS  for 
setup r  can then be expressed as 
2 2
( ) ( ) ( ) ( )
2 2
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1 1
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are ‘data length factors’ that only depend on r ; rn  is the number of measured DOFs 
in the -thr  setup; ( ) ( )r rc d rN T f  is the normalised data length, where 
( )r
dT  is the data 
duration in the -thr  setup; ( ) ( )2r rf r r cN N   is the number of FFT ordinates in the 
selected frequency band in the -thr  setup. 
 
 




Posterior c.o.v. for global mode shape φ  
The (squared) global mode shape c.o.v. 2φ  is defined as the trace of the posterior 
global mode shape covariance matrix [130]. For sufficiently long data and small 
damping, it can be shown that 
2
2 1 1 ( ) 1 1
1; 2; 1 1




i j rov i ref i
i j i iref
i j
c c
k k n k n k
c
    
   

      φ  (106) 
where 
 ( ) 1 1 1tan ( )ii c i i ik N   
    is the ‘data quality factor’ of the -thi  setup and /
ii e i
S S   
is the ‘noise-to-environment’ (n/e) ratio; 
refn  is the number of reference DOFs; 
( )i
rovn  is 
the number of roving DOFs in the -thi  setup; 2
sn
C  is the combination of two different 
numbers selected from 1 to sn ; ic  and jc  are the sum of the squared mode shape 
values at the roving locations in the -thi  and -thj  setup, respectively; refc  is the sum 
of the squared mode shape values at the reference locations.  
To explain ic  and refc , consider a nine-DOF structure comprising two reference DOFs, 
two roving DOFs in setup 1 and 2, and three roving DOFs in setup 3. The global mode 
shape can be simply constructed as 
1 2 3
1 2 3 4 5 6 7 8 9
roving DOFs roving DOFs roving DOFsreference DOFs
for setup 1 for setup 2 for setup 3 
[    ]
ref
T
c c c c
          
where refc  and ic  for 1,2,3i   are given by 
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2 2 2 2 2 2 2 2 2
1 2 1 3 4 2 5 6 3 7 8 9                 refc c c c                  (107) 
Formula (106) can be used to determine the squared global mode shape c.o.v., which 
reflects the uncertainty of the global mode shape incorporating information from 
multiple setups. It can be shown that 1sn   gives the same expression as that for single 
setup (see [91]). For multiple setups, the formula assumes 0refn   and 
( ) 0irovn   for 
1,..., si n . The roving DOFs in each setup should not overlap and the reference DOFs 
should be fixed in all setups. The above assumptions are typical for multiple-setup 
field tests. 
4.3 Connecting the Cramér-Rao bound and posterior covariance 
matrix 
For globally identifiable problems, the posterior distribution of the modal parameters 
θ  for given data D  can be approximated by a Gaussian distribution with covariance 








 θ θ θ
C θ  (108) 
where ( , )L D θ  is the NLLF with given D . On the other hand, in classical statistics, 
one constructs a statistical estimator ( )DG  as a function of data D . When the data is 
assumed to be distributed as the likelihood function for some ‘true’ parameters, 
denoted by 0θ , the Cramér-Rao bound provides the smallest possible variance that 
can be achieved by any unbiased estimator [131]. That is 





0 0cov[ ( ) ] ( )D
G θ J θ  (109) 
where cov[.]  is the covariance matrix of ( )DG ; 0( )J θ  is the FIM and it is given by 
0
2
0( ) ( , )E L D    θ θ θ
J θ θ  (110) 
where [.]E  denotes the expectation of the quantity inside the bracket. 
With sufficient data and assuming no modelling error, it is possible to mathematically 
relate the posterior covariance matrix to the ‘tightest’ CRB through the FIM [92]. For 
a large sample size N , the leading order of the posterior covariance matrix is 




ˆ ( ) ( )             O N N     C J θ I  (111) 
where I  is the identity matrix; 1/2( )O N   denotes that the remainder depends on data 
D  and is of order 1/2N  . 
By relating Bayesian and frequentist statistics, the leading order of the posterior 
covariance matrix can be derived from the inverse of the FIM. This is derived in the 
following. 
4.4 Main derivations 
Three main asymptotics are involved in the derivation of the uncertainty law of 
multiple setups, including long data asymptotics, small damping asymptotics and 
asymptotic decoupling. The long data assumption allows the FIM to be analytically 
derived, which is presented in Section 4.4.1. Considering small damping and high 
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modal s/n ratio, the FIM can be simplified into a closed-form expression (see Section 
4.4.2). Leveraging on the asymptotic decoupling of modal parameters, the dimension 
of the inverse of the FIM is significantly reduced, which is shown in Section 4.4.3. 
The leading order uncertainty of ,  ,  r r rf S  and reS  is derived from the inverse of the 
FIM, which is presented in Section 4.4.3.2. Despite the above developments, it is still 
difficult to obtain explicit and intuitive expression for the global mode shape 
uncertainty, since it involves the inverse of the sum of the FIM over different setups. 
By examining the special pattern of the eigenvalues of the FIM of the global mode 
shape, a closed-from expression of the global mode shape c.o.v. is derived, which is 
presented in Section 4.4.5. 
4.4.1 Long data asymptotics 
With sufficient data, the leading order of the posterior covariance matrix is 
asymptotically equal to the inverse of the FIM. In multiple setups, let rθ  be the 
collection of the modal parameters in the -thr setup, i.e., { , , , , }
rr r r r e r
f S Sθ ν , 
where r rν L φ  is the partial mode shape for the -thr setup; φ  is the global mode 
shape and rL  is the selection matrix. Denote sn  as the number of setups. 
Let ( , )x yrL  denote the derivatives of the NLLF w.r.t variables x  and y  in rθ  and 
evaluated at MPV for given FFT data ( ){ }rkF . The latter is distributed as the likelihood 
function  ( ){ }rkp θF . It can be shown that 
( , ) ( , ) 1/2ˆ ( ) 1 ( )               for  x y x yr r r f fL J O N N
    θ  (112) 




where ( , ) ( )x yr rJ θ   is the entry in the FIM that corresponds to a parameter pair ( , )x y  
for the -thr setup. With sufficiently long data, ( , )x y
rL  is asymptotically given by 
( , ) ( )x yr rJ θ  for each setup.  
Let { , , , : 1,..., ;  }
rr r r e s
f S S r n θ φ  be the collection of modal parameters from all 
the setups. Incorporating multiple-setup data, the NLLF w.r.t. θ  is given by 
( , ) ( , )
1
( ) ( )
sn





θ θ  
(113) 




J J  (114) 
Since the FFT data in each setup follows a zero-mean complex Gaussian distribution, 
as a standard result, the FIM is given by [132], i.e.,  
1 ( ) 1 ( )( ) ( ) ( ) ( ) ( )tr[ ]
x yr r r r r




 E E E E  (115) 
where tr[.] denotes the trace of the quantity inside the brackets and the superscripts x  
and y  denote the partial derivatives; ( )rkE  is the theoretical PSD matrix of the data, 









ν ν ν  is the normalised partial mode shape; kD  is the dynamic 
amplification factor given by (65). 





r rS ν  as a single term, the expression in (116) for the -thr  setup is the 
same as in the single setup case. The derivatives used in deriving the uncertainty law 
of single setup can be used for multiple setups. 
Terms w.r.t { , , , }
rr r r e
f S S  
Using the eigenvector representation for ( )r
kE , it can be shown that 
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i ib  is an orthonormal basis in 
nR  with 1 rb ν  and 1r
n T
n i ii
I b b . The 
superscript ( )x  denotes the differentiation of ( )rkE  w.r.t x  from { , , , }rr r r ef S S . 
Based on (117) and (118), it can be shown that 
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Taking the trace and summing over r and k  gives 
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Differentiating (120) w.r.t. x  and y  from { , , , }
rr r r e
f S S  gives 
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Terms w.r.t. global mode shape φ  
Recall ( )r
kE  from the previous section and substitute the partial mode shape rν  by 
rL φ . Considering the norm constraint applied on the global mode shape, φ  is 








n φ  and ie  be an 1n  vector with the -thi  entry as the only non-zero 
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φ φ
φ I φφ φ  (133) 
Differentiating ( )rkE  w.r.t. i  ( 1,..., )i n  gives 
( )
( ) ( ) ( )( ) ( )
i
r r
r T T T T T r T r
k r k r i r r i r r k i iS D S D

     E L φe φ L L φe φ L A A  (134) 
where  
( )r T T T
i r i r A L φe φ L  (135) 




Because of the special structure of ( )r
iA  and rv , it can be shown that 
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(136) 
where T T Tr i j r  B L φe e φ L  is an r rn n matrix; 
T T T
i i r ra  e φ L L φ  and 
T T T
j r r ib   e φ L L φe  are scalars. 
Making use of ( )r
ke , (117) can be rewritten as: 
1( ) 1 ( ) 1[ (1 ) ]
r r
r r T
k e n k r rS e
    E I v v  (137) 
It can be shown that 
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Taking the trace of (140) and (141), noting that tr( ) 1Tr r v v , tr( )i iaA  and 
tr( ) bB , one obtains 
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where x  is from  , , ,
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Now the entries of the FIM can be assembled from the expression of its entries derived 
above. The results are summarised in Table 1. 
 
4.4.2 Small damping asymptotics 
Terms w.r.t. { ,  ,  ,  }
rr r r e
f S S  
The asymptotic expression of 
xyJ  from Table 1 involves discrete sums over k , which 
can be further simplified with small damping assumption. Applying the Taylor 
approximation ( ) 1(1 ) 1rk ke e
    and ( ) 2(1 ) 1 2rk ke e
   , the leading order of the 
sums can be written in the standard form ( 1)a b ck k kk D   , where ,   and a b c  are 
integers. Under small damping assumption ( 0  ), the results of the discrete sum 
from [91] can be directly used for deriving the asymptotic closed-form expressions of 
xyJ . The results are summarised in Table 2. 








Table 1 Summary of 
xyJ  for parameters in the -thr  setup and global mode shape; 
( )r
fN  ; 1φ . 
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Table 2 Leading order of 
xyJ  for parameters in the -thr  setup and global mode shape; 
( )r
fN  ; 0  ; 1φ . 
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Terms w.r.t. global mode shape φ  
Applying the Taylor approximation ( ) 1(1 ) 1rke
   and further taking 
( ) ( ) 1(1 )(1 ) 1r rk ke e
   , term 
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The discrete sum of 
rk











  (147) 
Substituting (147) into (146), ( )J φφ  can then be rewritten as 
( ) 1











 φφ L I v v L  (148) 
4.4.3 Parameter asymptotic decoupling 
Deriving the posterior covariance matrix requires the inverse of the FIM. It can be 
analytically intractable when directly inverting the entire FIM. Alternatively, if some 
parameters are asymptotically ‘decoupled’ from the remaining parameters, the 
dimension of the inverse can be significantly reduced. In this section, the parameter 




decoupling behaviour is investigated for scalar parameters and vector parameters, 
respectively. Results in terms of the order of magnitude are summarised in Table 3. 
4.4.3.1 Scalar parameter 
A scalar parameter 




( )( ) 1/2 1/2[ ] [ ]
i j





    
  (149) 
is small compared to 1, i.e., 1
i j
q  .  
If i  can be asymptotically decoupled from the remaining parameters, the leading 




. To prove this, let the 
FIM be denoted by 
( ) ( )
1 1{ }   { }  
i i i in n
i iJ diag J diag J
    
 
   
   
Q  (150) 
where Q  is a sensitivity matrix with the ( , )i j -entry being 
i j
q   and the diagonals 
being ones. The inverse of J  can then be expressed as 
( ) ( )1 1
1 1{1/ }   {1/ }  
i i i in n
i iJ diag J diag J
     
 
   
   
Q  (151) 
Without loss of generality, consider the cross-sensitivity of 1  with the remaining 




q   for all 1j  . The matrix Q  can then be written 
as 



























   ; V  is the remaining sensitivity matrix 
that excludes the terms associated with 
1 . Since 1 j q  is small, Q  can be treated as 












The inverse of J  can then be expressed as  
( ) ( )1
1 11
1
{1/ }   {1/ }  i i i i
n n
i iJ diag J diag J
    
 
          V
 (154) 




   

 . 
The cross-sensitivity coefficients w.r.t { , , , }
rr r r e
f S S  are summarised in Table 3 in 
terms of their orders of magnitude. Under small damping assumption, { , }
rr e
f S  can 
be asymptotically decoupled from the remaining parameters; while r  and rS  
remain correlated. The dimension of the inverse has now been significant reduced, 
so that it is possible to derive the leading order of the posterior covariance w.r.t. 
{ , , , }
rr r r e
f S S . 
 








Table 3 Leading order sensitivity coefficients 
xyq for parameters in the -thr  setup and global mode shape. 
 rx f  r  rS  reS  φ  
ry f  1 ( )O   
1/2( )O    5/2 3 1/2( )O n    
1/2( )fO N
  
r   1 
1/2( )O    1/2 2 1/2( )O n    
1/2( )fO N
  
rS    1 




S     1 
1/2( )fO N
  
φ  sym.    1 
  
 
Chapter 4 Uncertainty law (management) 
69 
 
Table 4 Leading order posterior statistics for parameters in the -thr  setup and global mode shape; ( )r
fN  ; 0  . 
 rx f  r  rS  reS  φ  
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4.4.3.2 Vector parameter 
For a vector-valued parameter such as the global mode shape, the asymptotic 
decoupling with the remaining parameters requires the maximum value of the 
vectorised cross-sensitivity coefficient to be small compared to 1, i.e., 1
j
q φ , 
where 
( )
( ) 1/2 ( ) 1/2
1
max
[ ] [ ]
j

















j  is from { , , , }rr r r ef S S . The results of the cross-sensitivity coefficient w.r.t 
the global mode shape and the remaining parameters are shown in Table 3. It can be 
found that the global mode shape is asymptotically decoupled from the remaining 
parameters. 
4.4.4 Leading order uncertainty 
From Table 3, it can be seen that, for sufficiently long data and small damping, the 
cross-sensitivity coefficient of natural frequency, prediction error and global mode 
shape with the remaining parameters are asymptotically zero. This implies that 
,  
rr e





is of the order of 1/2  , implying that damping ratio and modal force 




Chapter 4 Uncertainty law (management) 
71 
 
Terms w.r.t { , , , }
rr r r e
f S S  
Since the natural frequency and prediction error are decoupled from the remaining 
parameters, their posterior variances are directly given by the reciprocal of the 
corresponding leading order of 




          
r e e er r r r r
f S S Sf fJ J
   (156) 
By substituting ( )r rf fJ  and 
( )e er rS SJ  from Table 2 to (156), the posterior variance of 
the natural frequency and the prediction error can be determined. The results are 
summarised in Table 4. The parameters 
r  and rS  are correlated and their variances 
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 (159) 
The posterior variance of r  and rS  can then be determined by 





( ) ( )2 2
1 1
          
(1 ) (1 )r rr r r r
r r r r
S S S






The above results are summarised in Table 4, where the diagonal entries are further 
used for deriving the (104). 
The expressions of the posterior variance w.r.t ,  ,  r r rf S  and reS  for the -thr  setup 
are consistent with those developed for single setup case (see [92]). These results are 
as expected. Since the measurement for different setups are independent, the 
uncertainty w.r.t. { ,  ,  ,  }
rr r r e
f S S  for the -thr setup only depends on the data from 
that particular setup. As a result, the uncertainty w.r.t. { ,  ,  ,  }
rr r r e
f S S  is the same 
as that in the single setup case. 
Term w.r.t global mode shape φ  
Table 3 shows that the global mode shape φ  is asymptotically decoupled from the 
remaining parameters when the data is sufficiently long. Deriving the posterior 
covariance matrix of global mode shape 







φC  (161) 
where 
( ) ( )
r
T T
r r n r r r
r
J k φφ L I ν ν L  (162) 
( ) 1 1 1tan ( )rr c r r rk N   
    and /
rr e r
S S  ; rL  is the selection matrix of the -thr  
setup. 
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In a typical multiple-setup test, the roving DOFs among different setups should not 
overlap. This implies that, in the selection matrix 
rL , each column has only one non-
zero element. Besides, the reference DOFs are commonly fixed among different 
setups. This implies that the elements in 
rL  corresponding to the reference DOFs are 









r r n r r r M L I ν ν L  (163) 
Since the partial mode shape rv  has unit norm, when multiplied by rL  and its 
transpose on both sides, rM  becomes a singular matrix with ( 1)rn n   zero 
eigenvalues. Therefore, the inverse of rM  should be taken as the pseudo inverse. Due 
to the special structure of rM , it can be shown 
r r
 M M     and    Tr r rM M M  (164) 
Note that ( )J φφ  is singular along the global mode shape direction. The inverse of 
( )J φφ  therefore has to be taken as a pseudo inverse. Substituting (163) into (162) and 









φC M  (165) 




where   1r r r rk k
 M M  for 1,..., sr n . It can be shown that when 1sn  , φC  is 
given directly by 1
r rk

M , which is consistent with the results for single setup (see 
[91]). For multiple setups, deriving the analytical expression of 
φC  involves the 
inverse of the sum of 
r rk M  over different setups, which can be algebraically 
intractable. The problem size grows with the number of setups involved. Unless 
rM  
has some special pattern that can help simplify the inverse of the summation, deriving 
the analytical expression of 
φC  requires other means. 
4.4.5 E-MAC and mode shape c.o.v. 
The ‘modal assurance criterion’ (MAC) is often used to quantify the discrepancy 
between two mode shapes, which is defined as their dot product. It can also be used 
for quantitively assessing the global mode shape uncertainty, by considering the 
expectation of the MAC between the uncertain mode shape and its MPV. This 
quantity is called the ‘expected modal assurance criterion’ (E-MAC) [133]. It is 
asymptotically given by [130] 











where 2φ  is the sum of the eigenvalues of φC . It can be shown using the Taylor 
approximation 21 / 2  φ  for small φ . Typically,   is close to one. This means 
that φ , which is the square root of the trace of φC , can be used to describe the mode 
shape uncertainty. The lower the φ  the smaller the uncertainty. The mode shape 
c.o.v. φ  is defined as 
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sum of the eigenvalues of 
global mode shape covariance matrix
tr( )
 
  φ φC  (167) 
The following investigates the eigenvalues of the global mode shape covariance 
matrix and their sum. The global mode shape c.o.v. is equal to the sum of the 
reciprocal of the eigenvalues of the FIM w.r.t. φ . Consider a multiple-setup ambient 
test for measuring a total number of n  DOFs. Let 
refn  be the number of reference 
DOFs; ( )r
rovn  be the number of roving DOFs for the -thr  setup; sn  be the number of 
setups. Assume that all the setups share the same reference DOFs. This means that 
the number of reference DOFs is the same for all the setups. The total number of 







  . 
Recall rM  from (163), which has the dimension n n . Due to the special structure 
of rM , it can be shown that the eigenvalues of rM  comprise a number of 
( )r
rovn  
eigenvalues that are equal to one, and the remaining eigenvalues are zero. That is 
 
1 1





r r n r r r
n n n  
 
    
  
M L I ν ν L  (168) 
where  eig .  denotes the eigenvalues of the term in bracket; rn  is the number of 
DOFs in the -thr  setup and ( )rr ref rovn n n  . 
The eigenvalues of 
( )( )rJ
φφ
 for the -thr  setup are then given by 
   
( )( )
11




r r r r
n nn







M  (169) 




Due to the special pattern of the eigenvalues of 
( )( )rJ
φφ
, its summation ( )J φφ  also 
follows a special pattern, which will be elaborated as follow. 
Let 
1{ ,..., }nm m  denote the eigenvalues of 
( ) n nJ R φφ . The structure of the 
eigenvalues of ( )J φφ  is shown in Figure 5. These eigenvalues can be classified into 
four different categories. The eigenvalues in ‘Group A’ are simply equal to 
ik  and 
the quantity is ( )( 1)irovn   for each 1,..., si n . In ‘Group B’, all the eigenvalues are 
equal to the sum of 
ik  and the quantity is ( 1)refn  . The eigenvalues in ‘Group C’ 
are difficult to derive analytically, but it can be shown that their sum is always equal 
to the sum of ik . The last ‘Group D’ contains only a zero eigenvalue, which is due to 
the norm constraint ( 1T φ φ ) along the global mode shape direction. 
Understanding these categories of the eigenvalues of ( )J φφ , the sum of the reciprocal  
of  ( )eig  J φφ  can then be separated into the sum of the reciprocals of the eigenvalues 
in Group A, B and C. The eigenvalue in Group D is ignored as it is zero. For Group 
A and B, since the eigenvalues have explicit expressions, the reciprocal can be 
directly obtained. The results are shown in the first two terms on RHS of formula 
(171).  
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Figure 5 The structure of the eigenvalues of 
( )J φφ . 
 




For those eigenvalues in Group C, determining the reciprocal of each eigenvalue can 
be mathematically intractable. However, it can be shown that the sum of the 
reciprocals of the eigenvalues in Group C is given by: 
 
2
1 1 1 1
1; 2; 1










   
  

     (170) 
where 2
sn
C  is the combination of two different numbers from 1 to sn ; ic  and jc  are 
the sum of the squared mode shape values at the roving DOFs in the -thi  and -thj  
setup, respectively; 
refc  is the sum of the squared mode shape values at the reference 
DOFs. Equation (170) is concluded based on the pattern of the sum of the reciprocals 
of the eigenvalues in Group C. Its correctness has been verified numerically. 
Summarising the above eigenvalue reciprocals, the trace of the global mode shape 
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Further simplifying the above formula gives 
2
2 1 1 ( ) 1 1
1; 2; 1 1
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i j
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c
    
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
      φ  (172) 
Define the following 1sn   vectors 















































The squared global mode shape c.o.v. can be rewritten in a compact manner: 
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c Ac
n k b k  (174) 
where 
*1
k  denotes the reciprocal of all the elements in k ; A  is a collection of ik : 
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A  (175) 
Formulae (172) and (174) are applicable for both single setup and multiple setups. 
When 1sn  , the first term on the RHS of (172) vanishes and the global mode shape 
c.o.v. becomes 1( 1)n k , which is the same expression as that in the single setup case 
(see [91]). For multiple setups, it should be noted that these formulae are only valid 
when refn  and 
( )i
rovn  are non-zero, which is typical in multiple-setup applications. For 
other cases, e.g., no reference DOFs or no roving DOFs, there is no practical 
significance and it is not considered in this work. 
The above two formulae can be used to determine the squared posterior global mode 
shape c.o.v. in multiple-setup OMA. The value of 2  φ reflects the level of global mode 
shape uncertainty. It can be seen from (174) that 2  φ depends on  ,  ,  ,  ,  ref s ref rovc n n c n
and k , which are included in the test configuration of multiple setups. These formulae 
reveal the relationship between the global mode shape uncertainty and the multiple-




setup test configuration. An investigation of the global mode shape c.o.v is conducted 
in the next section. 
4.5 Investigating mode shape c.o.v. 
Formulae (172) and (174) provide closed-form expressions for determining the 
squared posterior global mode shape c.o.v. From the formulae, it can be seen that the 
parameters consist of  
the location the number thethe location the number for roving sensors of setupsfor reference sensors of reference DOFs
Type-1: associated with location planning
                 ref s ref rovc n nc n
data quality
 number 
    factors
of roving DOF
Type-3: test information 
Type-2: associated with sensor quantity allocation in setup i
   
s
k  
These parameters can be classified into three different categories. Type-1 parameters 
include the sum of the squared mode shape values of roving locations (c ) and the sum 
of the squared mode shape values of reference locations ( refc ). Type-2 parameters 
include the number of reference sensors ( refn ), the number of roving sensors ( rovn ) 
and the number of setups ( sn ). The parameters in type-1 and type-2 together govern 
the entire setup configuration. The parameter of type-3 is k , which is a vector that 
comprises the data quality factor for each setup. This section focuses on investigating 
how the global mode shape c.o.v. depends on the sensor locations, i.e., investigating 
type-1 parameters. The location planning for multiple setups is also addressed. 
4.5.1 Location planning 
Location planning involves the selection of reference sensor locations and roving 
sensor locations, which are reflected by c  and refc , respectively. The elements in c  
are given by the sum of squared mode shape values at the roving locations for each 




setup. The parameter 
refc  is given by the sum of squared mode shape values at the 
reference locations. To investigate the location factors, the following objective 
function is formulated based on (174), considering the norm constraint 1T refc b c  
that is handled by a Lagrange multiplier. That is  
 




ref rov ref ref
ref
J c n c
c
        
c Ac
c n k b k b c  (176) 
To investigate the effect of  c  and 
refc , we assume that rovn , refn  and k  are fixed and 
known. Setting the derivative of J  w.r.t. c  to be zero and solving for c  gives 
1T T
refc
c b A  (177) 
Further differentiating J  w.r.t   and then setting the equation to be zero gives 
1T refc b c  (178) 













Further substituting (179) into (177) gives  
1
1








The corresponding value of J  is 















     n k b k
b A b
 (181) 
Equation (181) gives an optimal J  that depends on refc , where 0 1refc  . It can be 
shown that Ĵ  is monotonic decreasing with refc . The larger the refc  the smaller the Ĵ . 
This simply suggests one to place the reference sensors at the locations where 
refc  
value is as large as possible. 
Equation (180) gives the optimal value of ĉ , which depends on A  and refc . The 
matrix  A  consists of ik  from different setups, where 
( ) 1 1 1tanii c i i ik N   
    as in 
(175). Assume nominally that the setups are under similar conditions, i.e., the ambient 
excitation and the instrument noise are in a similar level among different setups. It is 
then reasonable to assume the same value of ik  for all the setups. The expression of 







c b  (182) 
This ĉ  corresponds to 1 2 ,..., snc c c   . Note that the Hessian of J  w.r.t c  is 
negative definite, which implies that ĉ  maximises J . This means that the global 
mode shape c.o.v. is the greatest when the roving sensors in each setup are placed at 
the locations that provide the same îc  value for the -thi  setup. 
4.5.2 Numerical example 
To illustrate the findings in the previous sections, a numerical example is presented in 
this section. Without loss of generality, consider a shear building with ten DOFs (see 




Figure 6). Consider a multiple-setup plan with two reference sensors, four roving 
sensors and two setups. 
 
Figure 6 Ten-storey shear building and its first mode shape.  
 
Synthetic data is generated as in Section 3.4. Assume a natural frequency of 1 Hz  and 
damping ratio of   1%. Assume that the modal force and prediction error are i.i.d. 
Gaussian white noise with a PSD of 21.6 (μg) /Hz  and 21 (μg) /Hz , respectively. The 
data is generated for 1,000 seconds at a sampling rate of 100 Hz .  
Consider the first mode of the building (see Figure 6). For different settings of 
reference and roving sensors, the global mode shape c.o.v. can be calculated using  
(174). By exhausting all possible choices of the reference and roving locations, a plot 
of 2φ  w.r.t refc  is shown in Figure 7. The blue stars indicate all the different choices 
of location planning. The red circles indicate the value of 2φ  calculated at the value 
of ic  that maximises 
2φ . The ref option 1 in the figure shows the minimum value of 
refc  that can be obtained when the reference sensors are placed on the bottom two 
floors (floors 1 and 2). The ref option 2 shows the maximum refc  when the reference 
sensors are located on the top two floors (floors 9 and 10). 






Figure 7 The global mode shape c.o.v. with different 
refc . 
 
It can be seen that the global mode shape c.o.v. decreases with refc . This demonstrates 
that the higher refc , the lower the global mode shape c.o.v. This implies that the 
reference sensors should be placed at those locations whose refc  value is as large as 
possible. The figure also shows that as refc  increases, the variation of 
2φ  calculated 
based on different ic  decreases. This implies that, as long as the reference sensors are 
in a good position (i.e., with a reasonably large value of refc ), the choice of roving 
sensors become insignificant. The red circles illustrate the maximum value of global 
mode shape uncertainty when the roving sensors are placed at the locations with the 
same ic  for all the setups. 
By investigating c  and refc  through (174), scientific guidance for reducing the 
identification uncertainty can be made for multiple-setup location planning. The 
reference sensors should be placed at those locations whose sum of the squared mode 
shape values is as large as possible. As long as the reference locations are placed in a 
good position, it does not matter how the roving locations are planned, as different 
settings can yield similar level of global mode shape uncertainty. This means the 
selection of roving locations can be simplified by focusing on other planning aspects 

































(e.g., logistics), rather than identification precision. It should be noted that the 
investigation here is based on the planning for a single mode. For multiple modes, the 
planning should consider all the different modes. 
4.6 Empirical studies 
This section presents empirical studies, where synthetic, experimental and field test 
data are used to validate the uncertainty law of multiple setups and the long data 
asymptotic behaviour of the posterior covariance matrix. The data length effect is 
investigated through the normalised data length cN , which is proportional to the 
number of FFT coordinates in the selected frequency band. Three quantities of the 
uncertainty (posterior variance, uncertainty law and the CRB) are assessed and the 
results are compared to each other. The posterior variance refers to the diagonal entry 
of the posterior covariance matrix, which is calculated from the inverse of the Hessian 
of the NLLF and evaluated at MPV. The uncertainty law refers to the long data 
asymptotic expression of the leading order of the posterior covariance matrix. It is 
calculated using the expressions in Table 4 and evaluated at MPV. For the global mode 
shape, the quantity is calculated using (106), which is the trace of the posterior 
covariance of the global mode shape. The CRB is obtained from the diagonal entry of 
the inverse of the entire FIM (see Table 1). This FIM should be calculated from the 
expectation of the Hessian of the NLLF at the ‘true’ parameter values. Note that these 
actual parameters only exist in the synthetic data example. For laboratory and field 
test, the actual parameters are unknown or even may not exist. To validate the 
uncertainty law and to avoid misjudging the difference between the actual values and 
MPVs, the CRB is evaluated at MPV. For this reason, it no longer refers to the lower 




bound of the posterior uncertainties. The name used here is merely to ensure 
consistency with the conventional terminology in classical statistics. 
4.6.1 Eleven-DOF shear building (synthetic data) 
An eleven-storey shear type building is considered with eleven horizontal DOFs 
distributed on each floor. The building is assumed to have a uniform stiffness of 100
kN/mm , with a floor mass of 50 ton . The fundamental frequency is calculated as 
0.9714 Hz . Assume classical damping with a damping ratio of 1% for all modes. The 
structure is subjected to horizontal i.i.d. Gaussian white noise excitations with a PSD 
of 0.24 2N /Hz . The data is assumed to be contaminated by i.i.d. Gaussian white noise 
with a PSD of 24 (μg) /Hz .  
Consider a multiple-setup ambient vibration test with five uniaxial accelerometers. 
Assume that three setups are planned to cover all eleven DOFs with two fixed 
reference sensors (1# and 2#) and three roving sensors (3#, 4# and 5#) that move from 
the top floor to the bottom floor (see setup information in Figure 8 (left)). The data in 
all setups are generated with the same sampling rate at 100 Hz . 
 
Figure 8 Setup information (left) and the global mode shapes of modes 1, 5 and 9 (right). 




The synthetic data is first examined using a root singular value (SV) spectrum, which 
is the square root of the eigenvalues of the sample PSD matrix. The SV spectrum is a 
conventional tool used in OMA to visualise the potential modes in the frequency 
domain. Figure 9 shows the root SV spectrum produced by the first setup data, where 
the peaks indicate potential modes. A Bayesian modal identification method 
incorporating multiple-setup data [65] is applied to obtain the MPV of the modal 
parameters and the posterior covariance matrix. 
 
Figure 9 The root SV spectrum with selected frequency bands using the first setup data. 
 
Without loss of generality, three modes (1, 5, 9) with different levels of s/n ratio are 
selected for modal identification and validation of the uncertainty law. The theoretical 
global mode shapes are calculated and plotted in Figure 8 (right). 
The modal s/n ratio is calculated based on the identification results. It is given by the 
ratio of the spectral density of modal excitation to the spectral density of prediction 






  (183) 
The modal s/n ratio reflects how well-excited a mode is compared to the noise level. 
The ratios of the first, fifth and ninth modes in each setup are shown in Figure 10. The 
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ratios of the first mode are above 200, which are considered moderately high. In 
contrast, the ratios of the ninth mode are below 100, which are considered low. The 
s/n ratios for the fifth mode are at a moderate level. 
 
Figure 10 The modal s/n ratios of the modes 1, 5 and 9 among setups. 
First mode 
By selecting a frequency band of [0.893 1.049] Hz , it is possible to identify the modal 
parameters of the first mode. Figure 11 shows the identification results of the first 
setup. The MPVs (blue dots) with ± two standard derivations (error bars) are plotted 
against the data length cN  from 100 to 10,000. The red dash lines in the figure indicate 
the ‘actual’ parameter values. It can be seen that all of the identified modal parameters 
converge to the actual parameter values as cN  increases. The variances of the modal 
parameters are also reduced. Similar trends can be found in the remaining setups. For 
this mode, the s/n ratios for different setups with cN  10,000 are calculated as 439, 



























Figure 11 Identified modal parameters (MPVs, blue dots) with ±2 standard derivations (error 
bars) and actual parameter values (red dash lines), mode 1, setup 1. 
 
Three uncertainty quantities of the modal parameters are calculated and compared with 
each other. Figure 12 shows the values for the first setup as data length increases. The 
posterior variance (red triangle), the diagonal entry of the CRB (black cross) and the 
uncertainty law (blue circle) are plotted. These quantities decrease with data length. 
Their values approach each other as data length increases. Figure 13 shows the global 
mode shape c.o.v of these three quantities as cN  increases. Similar trends can also be 
found. From the plots, the long data asymptotic behaviour of the posterior variance is 










































































Figure 12 Posterior standard derivation of modal parameters (red triangle), CRB (black cross) 
and uncertainty law (blue circle), mode 1, setup 1. 
 
 
Figure 13 Posterior global mode shape c.o.v. (red triangle), CRB (black cross) and uncertainty 
law (blue circle), mode 1, setup 1. 
 
Fifth mode 
The fifth mode is identified with a selected frequency band of [7.55 8.86] Hz . Similar 
to the first mode, the identification results for natural frequency, damping ratio and 
modal force PSD converge to their actual values The uncertainties decrease as data 
length increases. Figure 14 shows the results for the first setup. Due to increased 






































































































its value converges to approximately 25.8 μg /Hz . The s/n ratios with cN  1,000 for 
different setups are calculated as 173, 167 and 151. 
 
Figure 14 Identified modal parameters (MPVs, blue dots) with ±2 standard derivations (error 
bars) and actual parameter values (red dash lines), mode 5, setup 1. 
 
Figure 15 and Figure 16 show the results of the three uncertainty quantities plotted 
with data length. As can be seen, there is a decreasing trend with data size. The 
uncertainty quantities are closer to each other and finally converge. This demonstrates 
that with a moderate level of s/n ratio, the proposed uncertainty law and the asymptotic 











































































Figure 15 Posterior standard derivation of modal parameters (red triangle), CRB (black cross) 
and uncertainty law (blue circle), mode 5, setup 1. 
 
Figure 16 Posterior global mode shape c.o.v. (red triangle), CRB (black cross) and uncertainty 
law (blue circle), mode 5, setup 1. 
 
Ninth mode 
The ninth mode is selected in order to validating a low s/n ratio case. The modal 
parameters are identified with a frequency band selected from [12.78 13.33] Hz . The 
identification results are shown in Figure 17, where natural frequency, damping ratio 
and modal force PSD converge to their actual values. Due to increased modelling error 
in higher modes, the prediction error of the ninth mode is much larger than the initial 








































































































to approximately 218 μg /Hz . The s/n ratios for different setups with cN  1,000 are 
calculated as 45, 49 and 46. 
Figure 18 and Figure 19 show the plots of the results as data length increases. Due to 
the low s/n ratio, when the data length is relatively short (
cN  1,000), large 
discrepancies among these quantities can be seen. In contrast, when the data length is 
sufficiently long, the discrepancies vanish and the results eventually match. This 
implies that although the uncertainty law is developed based on small damping and 
high s/n ratio conditions, the long data asymptotic behaviour of the posterior 
covariance is still valid for low s/n ratio situation. 
 
Figure 17 Identified modal parameters (MPVs, blue dots) with ±2 standard derivations (error 

































































Figure 18 Posterior standard derivation of modal parameters (red triangle), CRB (black cross) 
and uncertainty law (blue circle), mode 9, setup 1. 
 
Figure 19 Posterior global mode shape c.o.v. (red triangle), CRB (black cross) and uncertainty 
law (blue circle), mode 9, setup 1. 
 
4.6.2 Three-storey shear frame (laboratory experiment) 
A laboratory experiment on a three-storey aluminium shear frame is presented to 
illustrate the long data asymptotic behaviour of the posterior covariance. Different 





























































































The shear frame is shown in Figure 20 (a). Each floor has a uniform mass of 4.86 kg 
(aluminium plate with dimensions of 30 cm × 20 cm × 3 cm). The columns are fixed 
at four corners of each floor, with dimensions of 22 cm in height, 1.5 cm in width and 
0.3 cm in thickness. Four piezoelectric accelerometers with biaxial channels 
(horizontal x and y directions) are used for ambient vibration measurement. The test 
covers the four corners of each floor, giving a total of 24 measured DOFs. 
Multiple setups are planned with four reference DOFs and ten roving DOFs and two 
setups. See Figure 20 (b), where the red locations correspond to the references. The 
data for each setup is collected for 100 mins, which is considered long enough to cover 
the 
cN  at a maximum value of 10,000. The measurement is taken at a sampling rate 
of 2048 Hz , which is later decimated to 256 Hz  for analysis. 
Figure 21 plots the root SV spectrum within 30 Hz , where five potential modes can be 
observed. Without loss of generality, two modes (highlighted in Figure 21) are 
selected for modal identification and validation of the uncertainty law. 
 
Figure 20 (a) Three-storey aluminium shear frame; (b) setup plan. 
 






Figure 21 The root SV spectrum with selected frequency bands using the first setup data. 
 
Second mode 
By selecting a frequency band of [11.25 12.25] Hz , the second mode is identified. 
Figure 22 shows the identification results of the first setup. The MPVs (blue dots) with 
± two standard derivations (error bars) are plotted with data length. The MPV of 
natural frequency and damping ratio converge as data length increases. The error bars 
shorten as cN  increases. For the MPV of modal force PSD and prediction error, due 
to the random nature of the ambient excitation, variation in results can still be observed 
even for long data length. The variances of these two parameters decrease as data 
length increases. Similar trends can be found in the remaining setups. 
The three uncertainty quantities for the second mode are calculated. Figure 23 and 
Figure 24 show the values for the first setup. A decreasing trend of the uncertainties 
can be found as data length increases. It can also be seen that the uncertainty quantities 
eventually match each other. A similar trend in the remaining setups can also be found. 
This validates the long data asymptotic behaviour of the posterior covariance matrix. 
 





Figure 22 Identified modal parameters (MPVs, blue dots) with ±2 standard derivations (error 
bars), mode 2, setup 1. 
 
 
Figure 23 Posterior standard derivation of modal parameters (red triangle), CRB (black cross) 
























































































































































Figure 24 Posterior global mode shape c.o.v. (red triangle), CRB (black cross) and uncertainty 




The fifth mode is identified with a frequency band of [26.58 28.08] Hz . Similar plots 
of the identification results are shown in Figure 25. It can be seen that, as data length 
increases, the natural frequency and damping ratio converge and their variances are 
reduced. A reduction of the variance can also be found in the modal force PSD and 
prediction error. 
Figure 26 and Figure 27 show the results of the three uncertainty quantities. The three 
uncertainty quantities decrease with data length. For short data length, large 
discrepancies in these quantities can be found. Conversely, as cN  increases, the gaps 
vanish and the uncertainty quantities eventually agree with each other. This again 

































Figure 25 Identified modal parameters (MPVs, blue dots) with ±2 standard derivations (error 
bars), mode 5, setup 1. 
 
 
Figure 26 Posterior standard derivation of modal parameters (red triangle), CRB (black cross) 





















































































































































Figure 27 Posterior global mode shape c.o.v. (red triangle), CRB (black cross) and uncertainty 
law (blue circle), mode 5, setup 1. 
 
4.6.3 Brodie Tower (field test) 
Field test data has a variety of complications that are difficult to replicate by numerical 
simulation or in the laboratory. In this example, field test data from an eight-storey 
building called Brodie Tower is used to validate the long data asymptotic behaviour 
of the posterior covariance matrix. Without loss of generality, the study here focuses 
on one particular mode. 
Figure 28 shows the overview of the building and its floor plan with sensor locations, 
where ® indicates the reference sensor location at one corner on the top floor; ① to 
④ are the roving sensor locations for each floor. The vibration test comprises seven 
setups. A detailed description of the field test deployment and modal identification of 
the Brodie Tower can be found in Section 5.4. 
 

































Figure 29 The root SV spectrum with selected frequency band using the first setup data. 
 
 
Figure 30 Identified modal parameters (MPVs, blue dots) with ±2 standard derivations (error 
bars), mode 3, setup 1. 
 
 
The root SV spectrum with a selected frequency band is plotted using the first setup 
data (see Figure 29). By applying Bayesian multiple-setup modal identification with a 
selected frequency band of [3.467 4.067] Hz , the MPV of modal parameters and the 
posterior variances can be determined. The results of the first setup are shown in 
Figure 30. As the data length increases, the error bars in the figure shorten. Figure 31 




































































parameter. As the data length increases, their values decrease and finally match each 
other. This validates the long data asymptotic behaviour of the posterior covariance 
with using field test data. 
 
Figure 31 Posterior standard derivation of modal parameters (red triangle), CRB (black cross) 
and uncertainty law (blue circle), mode 3, setup 1. 
 
Figure 32 Posterior global mode shape c.o.v. (red triangle), CRB (black cross) and uncertainty 






































































































This chapter has investigated the long data asymptotic behaviour of the posterior 
covariance matrix in multiple-setup OMA. Closed-form expressions of the posterior 
c.o.v.s of modal parameters have been developed. The relationship between 
identification uncertainty and multiple-setup test configuration has been established 
through the posterior global mode shape c.o.v. The theory has been valuated using 
synthetic, laboratory and field test data. 
Aiming at reducing the global mode shape c.o.v. and targeting for a single mode, 
scientific guidance for multiple-setup ambient vibration test planning has been made. 
It is suggested that the reference sensors should be placed so that the sum of their 
squared mode shape values is as large as possible. As long as the reference sensors are 
deployed in a good position, it does not matter how the roving sensors are planned, 
since different settings give similar level of global mode shape uncertainty. The above 
findings simplify the planning of roving sensors so that one can focus on other 
planning aspects (e.g., logistics). It should be noted that the above recommendations 
are based on a single mode only. For planning of multiple modes, it requires a trade-
off among different modes.
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Chapter 5 Field test applications 
5.1 Introduction 
Full-scale dynamic tests provide valuable information on the performance of 
structures. In field tests, obtaining good quality and informative data is the first 
concern. This requires proper instrumentation (e.g., sensor, data acquisition system/ 
hardware) and test planning. Designing a multiple-setup test involves planning for 
both reference and roving sensors in different setups. Conventionally, a multiple-setup 
test is planned primarily based on qualitative judgement, which relies on the operators’ 
knowledge and experience [14,49]. The uncertainty law of multiple setups developed 
in Chapter 4 reveals the relationship between identification uncertainty and multiple-
setup test configuration. This allows test configuration to be planned and 
quantitatively assessed from an uncertainty point of view. 
This chapter presents multiple-setup ambient vibration tests of two civil engineering 
structures. The first one is an eight-storey office building called the Brodie Tower. 
The other is the Queen’s Park suspension footbridge. Preparation work, such as sensor 
selection, instrument synchronisation, power and instrument transportation is 
presented. Multiple-setup planning following conventional practise is presented. The 
measured data is analysed using a Bayesian modal identification method incorporating 
multiple-setup data [65]. The posterior covariance matrix is calculated using the 
method developed in Chapter 3. After modal identification, test configurations are 
quantitatively assessed using the multiple-setup uncertainty law in Chapter 4. 




5.2 Preparation work 
Setting up a field test requires consideration of instrumentation, logistics and practical 
constraints such as accessibility and budget. Preparation work must be carried out 
ahead of time to ensure that every step in the field test runs properly and smoothly. 
Sensor selection 
Different types of sensors have different levels of noise. The noise level directly 
affects the quality of the measured data. For ambient vibration tests, due to the low 
excitation intensity, the impact of sensor noise on identification precision becomes 
significant. 
The field tests presented in this chapter use triaxial force-balance accelerometers 
(Guralp Systems Ltd, see Figure 33) to measure ambient vibration data. These 
accelerometers have a dynamic ranging from 0.1 g  to 2.0 g  and a sampling rate 
ranging from 1 Hz  to 1,000 Hz . The instrument noise is in the order of 2(μg) /Hz 0.01  
in the frequencies above 1 Hz . These accelerometers combine a sensor module, a data 
acquisition system (DAQ) and a Linux system. It can measure, store and transfer data 
individually, allowing the sensor to continually measure different locations and collect 
data locally. 
 
Figure 33 The accelerometer used for field test and its built-in components. 





Instrument synchronisation can be implemented in several ways. A conventional way 
is to connect multiple sensor units to a central DAQ console (see Figure 34 (a)). In this 
setting, all the data channels are sampled by the same DAQ. As a result, the acquired 
data are already synchronised. Although this method of synchronisation is simple and 
uses fewer devices (i.e., DAQ), it requires long cables to transmit analogue signal from 
the sensor to the DAQ. This may increase noise or distort the signal by voltage drop. 
Using long cables is also laborious for field applications.  
 
Figure 34 Instrument synchronisation methods. 
 
For a sensor-DAQ integrated device, such as the accelerometers mentioned before (see 
Figure 33), the analogue signal is acquired locally by its integrated DAQ unit. 
Instrument synchronisation requires either connecting all the sensors to the same time 
source or using a high-precision clock for each device. For outdoor measurement, such 
as for bridges, a GPS (Global Positioning System) receiver is commonly used for 
receiving time signals from satellites (see Figure 34 (b)). By connecting the GPS 
receiver with each device, all the sensors will be synchronised and will receive the 
same time stamp from the GPS. For indoor tests, such as for buildings, where the GPS 
signals can be weak, GPS may not be applicable. Alternatively, each sensor can 
connect to a high-precision clock (see Figure 34 (c)). This clock can provide very 




accurate time for the sensor. The high-precision clocks have to be synchronised ahead 
of the field test. Once they are synchronised, the clocks are able to continually provide 
synchronised time, for a reasonable amount of time. 
The field tests on the two structures use GPS receivers and high-precision clocks for 
time synchronisation. The high-precision clock has an accuracy of 0.038 ppm (parts 
per million), which means that the relative time drift is approximately 2×0.038×10-
6×3600×12 ≈ 3 milliseconds for over 12 hours. For low to moderate frequencies, e.g., 
smaller than 100 Hz , this time drift is considered to be acceptable. 
Power and instrument transportation  
In the selection of power for field test instruments, consideration should be given to 
its stability and capacity. Mobility also needs to be considered, since it is common to 
have power transported with sensors during the test. Instrument transportation affects 
the total time requirement. Considering the time constraint (e.g., accessibility to the 
site), it is necessary to use well-packed equipment and have well-organised logistics. 
For the field tests presented in this work, a set of equipment including an accelerometer, 
a GPS receiver, a high-precision clock, a battery and other accessories (e.g., cables) 
are packed in a water-proof rugged case, which is in-house designed for mobile 
instrument transportation (see Figure 35). The battery is of lithium-ion polymer type 
with a capacity of 16 Ah (Ampere hour). It can continually power a set of instrument 
for approximately two days. 




Figure 35 A set of equipment per test location. 
 
5.3 Multiple-setup planning 
In the planning of reference sensors, the primary considerations are to avoid nodes of 
potential modes and obtain as much informative data as possible. This requires the 
reference locations to have as large modal response as possible, which implies that the 
reference sensors should be placed where the mode shape values are as large as 
possible. Beside this, in order to simplify planning, it is common to have fixed 
reference locations for all the setups. Regarding the number of reference sensors, it is 
suggested to use as few as necessary, since having more reference sensors means fewer 
roving sensors and thus more setups. Assuming that the reference locations are able to 
provide sufficient information for modal identification, the planning of roving sensors 
can focus on satisfying other constraints (e.g., logistics) rather than identification 
precision. 
The uncertainty law of multiple setups developed in Chapter 4 reveals the relationship 
between identification uncertainty and test configuration, which allows the multiple 
setups to be designed from an uncertainty point of view. The scientific guidance based 
on the uncertainty law (see Section 4.5) coincides with the above suggestions based 
on qualitative judgement. 




5.4 The Brodie Tower 
5.4.1 Building description 
The Brodie Tower is an office building situated on the central school campus of the 
University of Liverpool, England (see Figure 36). It was built in the late 50s with 
concrete and bricks. It has eight storeys with a total height of approximately 25 m. The 
floor slabs are ‘T-shaped’ and span an area of 25 m × 28 m. The building houses the 
civil engineering department, with a structural and material laboratory located in the 
basement. The remaining floors are home to mainly offices and lecture rooms. 
 
Figure 36 Overview of the Brodie Tower. 
 
5.4.2 Test configuration 
A full-scale ambient vibration test with multiple setups was performed on the Brodie 
Tower in May, 2016. Five force-balance triaxial accelerometers were deployed for the 
test. In view of the building floor plan (see Figure 37 (a)), the intention was to obtain 
a mode shape that resolves into the ‘T-shape’. Considering the number of available 
sensors, four locations on each floor were measured, yielding a total of 84 DOFs. In 
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order to facilitate alignment, the sensors were placed in the corridors and their 
orientation was along the frame direction of the building (see Figure 37 (a)). 
The sensor location plan is shown in Figure 37 (a), where ① to ④ are roving sensor 
locations for each floor and ® is the reference location only placed on the top floor. 
The roving sensors were roved from the top floor (7F) to the bottom floor (1F) (see 
Figure 37 (b)). A total of seven setups gave 7×4=28 measured locations. 
 
Figure 37 (a) Floor plan and sensor locations; (b) setup plan. 
 
The ambient vibration data were measured with a sampling rate of 50 Hz . Since the 
majority of the measurements were taken from the indoor area, a high-precision clock 
was used for instrument synchronisation (see Figure 38). In each setup, the data was 
recorded for 20 minutes. The transition between setups took approximately 5 minutes. 
Instrument synchronisation in advance took approximately 20 minutes. In total it took 
approximately 20+(20+5)×7 = 3.25 hours from 1:30 pm to 4:45 pm.  





Figure 38 A set of equipment per location (synchronisation using a high-precision clock).  
 
5.4.3 Modal identification 
The root SV spectrum is first examined to locate potential modes (see Figure 39). Six 
potential modes below 10 Hz  with the selected frequency bands are highlighted. The 
peaks of the first three modes are significantly above the remaining lines, which 
indicates high s/n ratios. The s/n ratios of the fourth, fifth and sixth modes are 
relatively low compared to the first three modes. 
 
Figure 39 The root SV spectrum with selected frequency bands using the first setup data. 
Identification results 
Figure 40 shows the identified natural frequencies and damping ratios among setups. 
The blue circles represent the MPV of the modal parameters and the error bars cover 















[ ][ ] [ ] [ ][ ] [ ]
1 2     3
4  5        6
Chapter 5 Field test applications 
112 
 
twice the posterior standard deviation. It can be seen that the identification results vary 
among setups. The variability of the natural frequencies is relatively small compared 
to that of the damping ratios.  
The sample means and sample c.o.v.s of the modal parameters are shown in Table 5. 
The sample mean is calculated by averaging the MPV of the modal parameters across 
different setups. The sample c.o.v. is different from the posterior c.o.v. It is the 
standard derivation of the MPV among setups, which reflects the statistical variability 
of the identified modal properties. It can be seen that the sample c.o.v.s of the damping 
ratios are much larger than that of the natural frequencies. 
Table 5 The sample means and sample c.o.v.s of the natural frequencies and damping ratios. 
  Mode 




2.422 2.707 3.750 7.405 7.995 9.782 
c.o.v. (%) 0.18 0.23 0.24 0.22 0.29 0.73 
Damping Ratio 
mean (%) 1.031 0.905 0.754 2.525 2.624 6.439 










Figure 40 The identified natural frequencies and damping ratios among setups, the error bars 
cover +/- 2 standard deviations. 




Figure 41 Global mode shapes of modes 1 and 2. 
 
 
Figure 42 Global mode shapes of modes 3 and 4. 
 
Global mode shapes 
Figure 41 to Figure 43 show the global mode shapes of the first six modes. It can be 
seen that mode 1 is dominated by the building translational mode in the x-direction. A 
slight rotation in plan view can also be found, which may due to the mass distribution 
of the building. Mode 2 is dominated by a translational mode along the y-direction. 
Mode 3 is a torsion mode, where the rotation centre is on the left side of the ‘T’ shape. 
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torsion mode. Mode 5 is the second translational mode in the y-direction. Mode 6 is a 
combination of the vertical motion and the second translational mode in the y-direction. 
 
 
Figure 43 Global mode shapes of modes 5 and 6 
 
5.4.4 Test configuration assessment 
Using the uncertainty law developed in Chapter 4, the posterior global mode shape 
c.o.v. can be calculated for different setup configurations. The building was measured 
in a total of 28 locations with one reference sensor and four roving sensors. The 
reference location then has 28 possible choices. The global mode shape c.o.v. can be 
calculated for all the possible choices of the reference location. For each mode, the 
c.o.v.s are plotted with refc  (the sum of the squared mode shape values at the reference 
locations), which is shown in Figure 44 with blue dots. The global mode shape c.o.v.s 
for the current setting are indicated as red circles in the figure. It can be seen that the 
global mode shape c.o.v.s decrease with refc  and converge to a common value. This is 
consistent with the theory in Section 4.5, demonstrating that a higher value of refc  
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1-4, the global mode shape c.o.v.s based on the current setup configuration are closed 
to the converged values. From the global mode shapes in Figure 41 to Figure 43, it can 
be seen that the current setting of the reference location (i.e., one corner of the top 
floor) for modes 1-4 gives relatively large global mode shape values. In contrast, for 
modes 5 and 6, the c.o.v.s for the current setting are not as close to the converged 
values. From the global mode shape plots, it can be seen that the current reference 
location does not produce large mode shape values. Correspondingly, their global 
mode shape c.o.v.s are larger than those of modes 1-4. 
 
Figure 44 Global mode shape c.o.v.s to the different choices of reference locations (red circles 
denote current configuration, blue dots denote all the possible settings). 
 


























































































































































By comparing the current reference location with all the other possible choices, it can 
be seen that, for identifying modes 1-4, the current setting is able to provide enough 
accuracy on identifying the global mode shapes. For the modes 5 and 6, the global 
mode shape uncertainties are larger compared to those of the first four modes. 
 
5.5 The Queen’s Park suspension footbridge 
5.5.1 Bridge description 
The Queen’s Park suspension footbridge is located in Chester city centre, England (see 
Figure 45). It was built in 1923, and later refurbished and reopened in 2012. The 
footbridge provides pedestrian access between the Queen’s Park area and the southern 
bank. The main span of the bridge is 85 m long and both sides spans are 25 m long. 
The main structure of the bridge was built with steel members. The deck measures 3.5 
m in width and was paved with timber and an anti-slip layer. 
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5.5.2 Test configuration 
In order to capture as much detail of the bridge as possible, the field test was planned 
to measure a total of 66 locations. Figure 46 shows the plan view of the bridge with 
selected locations for data measurement. The locations were distributed all over the 
bridge on both sides along the longitudinal directions (see Figure 46, the locations of 
101-133 from one side and those of 201-233 from the other side). 
In the field test, six triaxial force-balance accelerometers were deployed for the 
measurement. To simplify setup planning and facilitate logistics, the reference 
locations were planned to be fixed for all the setups. To avoid nodes of potential modes 
and to obtain as large modal response as possible, two reference locations were 
planned and their positions are shown in Figure 47, denoted by ®. The remaining four 
roving sensors roved from setup 1 towards the southern bank side until all the DOFs 
were covered. A total of 16 setups were required for the test. 
Ambient vibration data was measured for 20 minutes for each setup with a sampling 
rate of 200 Hz . The instruments were synchronised through GPS receivers (see Figure 
48). Instrument synchronisation took approximately 20 minutes. The transition 
between setups took around 5 minutes. With 16 setups, it took in total 20+(20+5)×16 
= 7 hours. The test was conducted on September 22, 2017, from 10:00 am to 5:00 pm.




Figure 46 The plan view of the bridge with measured locations (® denotes reference locations). 
 










Figure 48 A set of test equipment per location. 
 
5.5.3 Modal identification 
The root SV spectrum is first examined to locate potential modes (see Figure 49 for 
the first setup). Eleven potential modes below 15 Hz  are highlighted for modal 
identification. The selected frequency bands are also indicated. 
 
Figure 49 The root SV spectrum with selected frequency bands using the first setup data. 
 
Identification results 
Figure 50 and Figure 51 show the plots of the identified natural frequencies and 
damping ratios in different setups. The blue circles represent the MPV of the modal 
parameters. The error bars cover twice the posterior standard deviation. It can be seen 
that the identified natural frequencies and damping ratios vary among setups. The 
variations of the natural frequencies are generally smaller than those of the damping 
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ratios. It can also be seen that the identification uncertainties in some modes and setups 
are significantly large. For instance, the uncertainty of the natural frequencies in mode 
1 setup 14 , mode 3 setup 7  and mode 5 setup 9 is much larger than that of the 
remaining modes among setups. One possible reason is that the identified mode in that 
particular setup is not well-excited during the measurement. 
The sample means and sample c.o.v.s of the natural frequencies and damping ratios 
among setups are shown in Table 6. Except for modes 1 and 6, the variations of the 
remaining natural frequencies in different modes are smaller than 1%. In contrast, for 
the damping ratios, the majority of the sample c.o.v.s are in the range of 20%-50%. 
This reflects a high variation of the identified damping ratios. 
Table 6 The sample means and sample c.o.v.s of the natural frequencies and damping ratios. 
  Mode 





0.78 1.3 1.47 1.80 2.8 3.05 5.15 7.65 8.41 10.2 12.5 
c.o.v. 
(%) 





3 0.98 2.2 1.4 1.3 1.8 0.74 0.68 0.76 0.7 0.76 
c.o.v.  
(%) 
35 33 46 34 57 83 30 24 27 29 17 
 





Figure 50 The identified natural frequencies and damping ratios of the modes 1 to 6 among 
setups, the error bars cover +/- 2 standard deviations. 




Figure 51 The identified natural frequencies and damping ratios of the modes 7 to 11 among 
setups, the error bars cover +/- 2 standard deviations. 
 
 
Global mode shapes 
The global mode shapes are plotted in Figure 52 to Figure 62. Modes 1 and 2 are 
primarily the first translational mode in the transverse and vertical direction, 
respectively. Mode 3 is the second translational mode in the vertical direction. Mode 
4 is a torsional mode with a rotation centre along the longitudinal direction. Mode 5 is 




a combination of the third torsional mode and the translational mode in the transverse 
direction. Modes 6, 7 and 8 are the third, fourth and fifth translational modes in the 
vertical direction, respectively. Mode 9 combines the sixth torsional mode and the 
translational mode in transverse direction. Modes 10 and 11 are the sixth and seventh 
translational modes in the vertical direction, respectively. 
 
Figure 52 Global mode shape of mode 1 (natural frequency 0.78 Hz, damping ratio 8%). 
 
 
Figure 53 Global mode shape of mode 2 (natural frequency 1.3 Hz damping ratio 0.98%). 




Figure 54 Global mode shape of mode 3 (natural frequency 1.47 Hz, damping ratio 2.2%). 
 
 
Figure 55 Global mode shape of mode 4 (natural frequency 1.80 Hz, damping ratio 1.4%). 
 
 
Figure 56 Global mode shape of mode 5 (natural frequency 2.8 Hz, damping ratio 1.3%). 





Figure 57 Global mode shape of mode 6 (natural frequency 3.05 Hz, damping ratio 1.8%). 
 
 
Figure 58 Global mode shape of mode 7 (natural frequency 5.15 Hz, damping ratio 0.74%). 
 
Figure 59 Global mode shape of mode 8 (natural frequency 7.65 Hz, damping ratio 0.68%). 
 




Figure 60 Global mode shape of mode 9 (natural frequency 8.41 Hz, damping ratio 0.76%). 
 
Figure 61 Global mode shape of mode 10 (natural frequency 10.2 Hz, damping ratio 0.7%). 
 
Figure 62 Global mode shape of mode 11 (natural frequency 12.5 Hz, damping ratio 0.76%). 
 




5.5.4 Test configuration assessment 
The multiple-setup test configuration of the Queen’s Park suspension footbridge is 
assessed using the multiple-setup uncertainty law developed in Chapter 4. The bridge 
was measured in 66 locations with two references sensors and four roving sensors. 
Focusing on the reference locations, the number of possible choices is 2
66C = 2145. The 
global mode shape c.o.v.s are calculated based on different settings. Results for 
different modes are plotted w.r.t. refc  (see Figure 63). The blue dots in the figure 
indicate the global mode shape c.o.v.s that are calculated based on all the possible 
choices of the reference locations. The red circles represent the results calculated using 
the current setting. It can be seen that, as refc  increases, the global mode shape c.o.v.s 
decrease and converge. This again demonstrates that the larger the value of refc , the 
smaller the uncertainty of the global mode shape. The figure also shows that, except 
for mode 8, the global mode shape c.o.v.s produced by the current test configuration 
are close to the minimum values. This implies that the current setting is able to provide 
enough accuracy for identifying the global mode shapes. For mode 8, the c.o.v. is 
slightly larger than the minimum value, which implies that the current setting may not 
be able to provide enough accuracy. Viewing the plots of the global mode shape from 
Figure 52 to Figure 62, it can be seen that the current reference locations yield large 
mode shape values. For mode 8, the global mode shape values at reference locations 
are slightly smaller. Overall, using the current test configuration, it is able to provide 
identification accuracy to an acceptable level. 





Figure 63 Global mode shape c.o.v.s to the different choices of reference locations (red circles 
denote current config, blue dots denote all the possible settings). 


























































































































































































































































































This chapter has presented the multiple-setup ambient vibration tests on an eight-
storey office building and a suspension footbridge. The field tests were designed based 
on conventional planning considerations. The test configurations have been 
quantitatively assessed using the uncertainty law of multiple setups. The global mode 
shape c.o.v. based on the current test configuration has been compared with that for 
other possible settings. The results show that the setting used was able to provide 
identification accuracy to an acceptable level.
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Chapter 6 Conclusions and future work 
6.1 Conclusions 
Uncertainty quantification and management in multiple-setup OMA have been 
addressed in this thesis. The main contributions lie in uncertainty computation, 
uncertainty management and field test applications. 
In uncertainty computation, a theoretical framework has been developed to derive the 
Hessian of a function subjected to constraints. Based on Bayesian system 
identification, the developed theory has been used to derive the posterior covariance 
matrix. Two formulae have been developed in a systematic manner in order to handle 
constraints. One is applicable for general parameter value. The other is only applicable 
at the MPV but the formulation is more compact. The formulae have been applied to 
Bayesian modal identification with single setup and multiple-setup data. The proposed 
theory has been validated using synthetic data. 
In uncertainty management, the long data asymptotic behaviour of the posterior 
covariance matrix has been investigated. Closed-form expressions of the leading order 
posterior c.o.v. of the modal parameters have been developed based on sufficiently 
long data and small damping. The developed theory has been validated using synthetic, 
laboratory and field test data. The proposed uncertainty law reveals the relationship 
between the uncertainty of modal parameters and the test configuration. It allows the 
multiple-setup test configuration to be designed and quantitatively assessed from an 
uncertainty point of view. Through a parametric study of the posterior global mode 




shape c.o.v., scientific guidance for multiple-setup planning has been made. Targeting 
for a single mode, it is suggested that the reference sensors should be placed at the 
locations so that their sum of the squared mode shape values is as large as possible. 
As long as the reference sensors are deployed in a good position, it does not matter 
how the roving sensors are planned, since different settings give similar level of 
uncertainty. This finding simplifies the planning of roving sensors, allowing one to 
focus on other planning aspects. 
The theories developed in Chapter 3 and Chapter 4 have been applied to multiple-
setup field tests on an eight-storey office building and a suspension footbridge. 
Identification uncertainties have been calculated and appraised using the uncertainty 
law. 
6.2 Future work 
There are several research directions that may be pursued in future studies regarding 
the investigation of uncertainty in OMA. 
1) The theoretical framework developed in Chapter 2 for deriving the Hessian of a 
function subjected to constraints can be applied to handle general constraints in 
Bayesian system identification. Besides mode shape scaling constraint that has been 
investigated, it can also be applied to handle other constraints, such as symmetry in 
the covariance matrices for noise in a state-space model. 
2) The research on uncertainty management in this work has only focused on well-
separated modes with multiple-setup data. Based on the connection of the posterior 
covariance and the FIM, it may be possible to derive the posterior uncertainty for 
unexplored cases, such as close modes and asynchronised data. 
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3) This work has established the relationship between uncertainty and multiple-setup 
test configuration, which allows the planning work to be designed from an uncertainty 
point of view. Standardising ambient vibration tests requires considering a variety of  
situations. Uncertainty is only one of the aspects. Due to the complication of the 
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