One of the core components of live forensics is to collect and analyze volatile memory data. Since the dynamic analysis of memory is not possible, most live forensic approaches focus on analyzing a single snapshot of a memory dump. Analyzing a single memory dump raises questions about evidence reliability; consequently, a natural extension is to study data from multiple memory dumps. Also important is the need to differentiate static data from dynamic data in the memory dumps; this enables investigators to link evidence based on memory structures and to determine if the evidence is found in a consistent area or a dynamic memory buffer, providing greater confidence in the reliability of the evidence. This paper proposes an indexing data structure for analyzing pages from multiple memory dumps in order to identify static and dynamic pages.
Introduction
In recent years, there has been a growing need for live forensic techniques and tools [10] . Best practices have been specified to ensure that acquisition methods minimize the impact on volatile system memory and that relevant evidentiary data can be extracted from a memory dump [3, 12, 16] . However, most approaches focus only on a single snapshot of system memory, which has several drawbacks.
One of the most significant drawbacks is that dynamic activities cannot be detected and analyzed using a single snapshot of memory. Exam-ples of dynamic activities include P2P file sharing and botnet communications. Investigators can uncover valuable evidence by analyzing the memory of processes corresponding to these activities. However, one of the major challenges in undertaking such an analysis is that memory allocation to processes is highly dependent on the system. Different programs often use different memory addressing schemes, causing great discrepancies in memory data structures. Consequently, data recovered from different portions of memory may require different interpretations. By classifying memory into static and dynamic regions, and mapping these regions to logical processes or files, investigators may be able to link evidence found in different portions of different dumps.
Using a single memory snapshot can bring into question the reliability of the extracted evidence and the veracity of the corresponding analysis. Multiple consecutive snapshots of memory can help address this issue. If the memory regions can be classified as static and dynamic, then evidence found in the static area would exist in several consecutive dumps and the integrity of the static evidence can be verified. Conversely, evidence found in a dynamic area can be correlated with other evidence by linking it to the corresponding logical process or file.
The complete analysis of multiple consecutive memory dumps is a challenging, multifaceted problem. This paper addresses one component of the larger problem: Given multiple consecutive snapshots of memory from a Windows system, how can static regions be efficiently differentiated from dynamic regions?
Solving this problem can help understand the memory structure of processes, but the solution is not as simple as it might appear. The memory dumps to be analyzed are huge (2 GB or more). Reading a single 2 GB dump takes more than 30 minutes; processing multiple dumps can take days. Additionally, the definition of the term "static" varies according to the memory processes analyzed and the time interval between consecutive dumps. Thus, the method should be flexible enough to answer which pages are identical in X consecutive dumps and which pages vary in all X consecutive dumps for different values of X. A brute force approach to scanning all the memory dumps for multiple values X would take far too much time.
In this paper, we assume that application programs employ a static memory allocation algorithm for their stack frames. Since memory is divided into pages (4 KB/page on a Windows platform), we adopt a hashing algorithm to assist in the identification of changes between memory pages. Then, we create an indexing data structure to store hash values so that by scanning the dumps just once, it is possible to efficiently answer which pages are static (identical) or dynamic (different) in X consecutive dumps for different values of X.
Related Work
Given the limitations of conventional digital forensic techniques for dealing with volatile memory, the acquisition and analysis of machine memory are currently hot topics of research [5, 9] . Substantial research has focused on tools that can acquire memory images without altering memory content [7, 10, 11, 15] . However, the dynamic nature of memory means that obtaining a complete and consistent perspective of memory is impossible without taking multiple memory snapshots. In addition to problems posed by memory fragmentation, the analysis of data is complicated by the fact that memory structures vary considerably for different systems [16] .
Microsoft Windows is the most common operating system encountered by digital forensic examiners. Much research has been directed at extracting relevant data from live Windows systems [4] . However, the closed source nature of Windows makes it difficult to verify the results, potentially increasing the likelihood of challenges when the evidence is presented in court.
Instead of focusing on data acquisition [4, 6] and memory object reconstruction [3, 12, 14] , Arasteh and Debbabi [1] investigated the process memory stack. By analyzing the stacking mechanism in Windows memory, they were able to discover the partial execution history of a program in the memory process stack, which can be of value in forensic investigations. Chow, et al. [8] pointed out the possibility of differentiating static data corresponding to a UNIX memory process in order to identify useful data from inconsistent data in a memory dump. Balakrishnan and Reps [2, 13] analyzed memory accesses by x86 executables and proved the viability of distinguishing various regions of memory data created by executables. The heap and global data regions are areas where persistent data can be found. Balakrishnan and Reps also demonstrated the importance of understanding memory structures and of classifying static and dynamic data in memory dumps. In the following, we examine this issue in more detail in the context of forensic investigations.
Methodology
The problem studied in this paper can be stated as follows. Given K consecutive memory dumps, each containing N pages, and a sequence of m queries related to which pages have identical contents (static pages) in X consecutive dumps or which pages have different contents (dynamic pages) in all X consecutive dumps, then identify the page numbers and their corresponding dumps. Note that the value of X can be different in different queries in problem specification.
In the following, we assume that a hash value (e.g., MD5 or SHA-1) is computed and stored for each page. Comparing the hash values for a given page in different dumps identifies if their contents are identical or different.
Brute Force Approach
First, we describe a brute force approach in which the memory dumps taken at different times are read once for each query. We show how this approach is used to identify dynamic pages; static pages are identified in a similar manner.
The first page of each of the K dumps is read, and their hash values are computed and stored in an array. The array is scanned once: if X or more consecutive entries in the array are different, then the page is a dynamic page. This procedure is repeated for the other pages.
The brute force approach involves significant overhead for each query. In particular, considerable I/O time is expended to read all the memory dumps repeatedly. This problem is addressed in our indexing approach.
Indexing Approach
The indexing approach involves reading all the memory dumps only once and building a data structure so that queries can be answered efficiently. The data structure is essentially an array of linked lists as shown in Figure 1 . Two linked lists are maintained for each of the N pages in the memory, the dynamic list and the static list. For Page i, the dynamic pointer DP i and the static pointer SP i point to the dynamic list and static list, respectively. The dynamic list pointed to by DP i helps locate groups of dynamic dumps corresponding to Page i. Similarly, the static list pointed to by SP i helps locate groups of static dumps for Page i. Therefore, each node in a list -whether static or dynamic -denotes a group of dumps. In addition to pointers to the next node and the previous node, a count and starting position are stored for each node. The count gives the number of dumps in the group and the starting position gives the position of the first dump in the group. All the lists are sorted in descending order based on the count. We now show how this data structure can handle a query for dynamic pages; the query for static pages is handled in a similar manner. The first node pointed to by DP i is scanned once for each i from 1 to N . For each node with count C and starting position S, if C is greater than or equal to X, then Page i in Dump S with length C is a dynamic page. This procedure is repeated for the next node pointed to by DP i until a node with count less than X is reached. At this stage, the procedure continues with the next dynamic pointer DP i+1 until the last dynamic pointer DP N is processed.
A 2-D temporary working array is required to create the data structure ( Figure 2 ). As Dump 1 is read, the hash value of each Page i in the dump is stored as H i . When Dump 2 is read, the hash value of each Page i in this dump is compared with H i . If the hash values are identical, then B i is set to False, a new node is created with count equal to 2 and starting position equal to 1, and the static pointer SP i is set to point to the new node. Otherwise, B i is set to True, a new node is created with count equal to 2 and starting position equal to 1, and the dynamic pointer DP i is set to point to the new node. Finally, sort all the lists in descending order based on the count.
Time and Space Complexity
This section conducts an analysis of the time and space complexity of the two approaches. Let K be the number of memory dumps, N be the number of pages in each dump and m be the number of queries to be answered.
In the case of the brute force approach, an array of just K entries is needed; therefore, the space complexity is O(K). For each query, all the memory dumps have to be scanned once; therefore, the time complexity for each query is O(N × K). Since m is the number of queries to be answered, the overall time complexity is O(mN K). Note that all these operations involve I/O as the memory dump has to be read each time a query is answered. Consequently, the brute force approach requires O(mN K/B) I/O operations where B is the I/O block size.
In the case of the indexing approach, for K memory dumps with N pages per dump, a 2-D working array with 2 columns and N rows is needed; therefore, the space complexity for the working array is O(N ). The data structure requires two lists per page, a total of 2N lists. In the worst-case situation, where the dumps are the same for every two pages, there are about K/2 nodes in each list. Thus, there are N × K nodes for the entire data structure and the space complexity is, therefore, equal to O(N × K).
Next, we consider the time complexity of the indexing approach. Building the data structure requires each memory dump to be scanned once, and this is the only step involving I/O operations. The time complexity for this step is O(N K/B) I/O operations where B is the I/O block size. Next, all the linked lists have to be sorted; since there are at most K/2 nodes in each list, the time complexity for this step is N × 2 × (K/2) log(K/2). Thus, the overall time complexity is O(N × K log K).
To answer a query, it is necessary to scan the first node in all the dynamic lists or in all the static lists. If L is the number of nodes that have to be scanned, then the time complexity is O(L) for each query (these operations are much faster because no I/O operations are involved). The total time complexity for handling m queries is O(N K log K + mL). Note that in real-world scenarios, where L is much less than N × K, the indexing approach is much faster than the brute force approach. In summary, the overall time complexity consists of two parts: O(N K/B) I/O operations to read the memory dumps and O(N K log K + mL) RAM operations to handle m queries.
Experimental Results
This section compares the performance of the two approaches in terms of running time and running space. The two approaches were implemented in C++ code and executed on a Core2Duo P8400 2.26GHz computer with 4 GB RAM. The memory dumps used in the experiments were obtained from a video playback program, which was playing a video when the memory dumps were acquired. Obviously, memory dumps taken under such conditions are very dynamic.
The experiments involved three rounds. In Round 1, ten memory dumps were taken of the video playback program; each dump was about 59,660 KB. The two approaches were executed to identify pages with K consecutive dynamic dumps (K = 5..10). Therefore, a total of six queries were issued. Table 1 . Running times (Round 1).
Brute Force 6.27 min 3.87 min 3.84 min 3.88 min 5.64 min 3.77 min Indexing 2.68 min 1.13 min 1.03 min 1.06 min 1.07 min 1.04 min Table 1 presents the running times obtained for the two approaches for various values of K. Note that the running times were measured using the C++ internal time library. The running space, which was obtained using the process manager, was 496 KB for the brute force approach compared with 504 KB for the indexing approach.
In Round 2, ten additional dumps were taken. As in Round 1, each dump was about 59,660 KB. Table 2 presents the running times for six values of K (K = 15..20). The running space was 584 KB for the brute force approach compared with 500 KB for the indexing approach. Round 3 involved ten larger memory dumps (about 2 GB each) to simulate the analysis of the entire memory dump of a computer. The two approaches were then used to identify pages with K consecutive dynamic dumps (K = 5..10). Table 3 presents the running times. The running space was 668 KB for the brute force approach compared with 516 KB for the indexing approach.
The experimental results show that the indexing approach requires significantly less time than the brute force approach except for K = 15 in Round 2 and K = 5 in Round 3. This is because, in order to answer the first query, the indexing approach has to build the data structure, which takes some time. However, the indexing approach uses the same data structure for subsequent queries. Consequently, in the later runs, the indexing approach is much faster than the brute force approach. Finally, as far as the running space is concerned, the two approaches require approximately the same amount of memory.
Conclusions
The indexing approach is designed to identify static and dynamic pages in multiple consecutive memory dumps. It is much faster than the brute force approach and uses about the same amount of memory It is important to note that our approach is just the first step in the analysis of volatile data using multiple memory snapshots. Nevertheless, the approach could be refined and augmented to help identify static and dynamic data corresponding to a process in memory, track the address of the stack area, identify data that is consistently retained within memory, and link evidence related to the dynamic activities of users. These are all challenging research problems in their own right and are deserving of further investigation.
