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Spin Sensitive Behavior of Quantum Dots Coupled to Topological
Insulators or Superconductors
In this thesis we discuss a quantum dot coupled to a helical Luttinger
liquid as well as a double dot Josephson junction. In both setups we
define a reduced system. We calculate the state of these systems as well
as the transport through these systems. Perturbation theory then allows
us to identify the relevant processes.
First, we consider a Zeeman-split quantum dot coupled to a helical
Luttinger liquid built by the edge states of a quantum spin Hall insulator.
The quantum dot is assumed to be in the cotunneling regime containing a
single spin 1/2 electron such that it can be described by the Kondo model.
We describe this system using a generalized master equation approach.
Applying a bias voltage to the helical Luttinger liquid induces a magnetic
field parallel to the spin quantization direction of the helical edge states
on the quantum dot. For parallel orientation of the magnetic field and
the spin quantization axis in the edge states the spin polarization can be
manipulated in strength as well as direction by the bias voltage applied
to the edge state. The backscattering conductance shows a resonance
when the bias voltage and the Zeeman splitting are equal in magnitude.
The strength of this resonance shows a different strength for positive and
negative bias. The strength of this asymmetry directly reflects the relative
orientation of the magnetic field and the spin quantization direction in
the edge state allowing to probe the latter. Using full counting statistics
we find that depending on the polarity of the bias voltage the resonance
leads to bunching or antibunching. This is interpreted by breaking down
the dynamics to the single scattering events. By using bosonization we
are able to include electron–electron interaction in the helical edge state.
We find that the qualitative features of the system are robust.
Finally, we study the critical Josephson current of a parallel double
quantum dot without capacitive or tunnel coupling weakly coupled to two
superconductors. In contrast to previous studies we include all charging
states of the quantum dots and do not restrict the discussion to the limit
of infinite superconducting gaps. We use analytical as well as numerical
methods to calculate the ground state of the system treating the on-site
interaction exactly. In the limit of infinite superconducting gaps we find
that local transport is suppressed and resonant features are clear indicators
for nonlocal behavior. We show that reducing the superconducting gaps
can lead to a nonlocal singlet–triplet transition in the ground state which
is an inherent nonlocal feature. This singlet–triplet transition leads to an
asymmetric peak structure in the critical current. The relevant processes
are identified using perturbation theory. To organize the processes used
in the perturbative treatment we introduce a diagrammatic scheme. Our
findings support the interpretation of recent experiments [R. S. Deacon,
A. Oiwa, J. Sailer, S. Baba, Y. Kanai, K. Shibata, K. Hirakawa, and S.
Tarucha, Nat. Commun. 6, 7446 (2015)] and also suggest new signatures
of nonlocal Cooper pair transport.
Spinsensitives Verhalten von an topologische Isolatoren oder Su-
praleiter gekoppelten Quantenpunkten
In dieser Dissertation beschäftigen wir uns zum einen mit einem an einen
helikalen Randkanal gekoppelten Quantenpunkt und zum anderen mit
einem Doppelquantenpunkt Josephson Kontakt. Wir bestimmen den Zu-
stand dieser beiden Systeme und die Eigenschaften des Transportes durch
diese Systeme. Dabei benutzen wir jeweils Störungsrechnung, um die rel-
evanten Prozesse zu finden.
Zuerst betrachten wir einen Quantenpunkt mit Zeeman-Aufspaltung,
der durch Tunneln an den Rand eines Quanten-Spin-Hall-Isolators gekop-
pelt ist. Dabei gehen wir davon aus, dass der Quantenpunkt mit einem
Spin 1/2 Fermion einfach besetzt und im Kotunnelregime ist, so dass er
im Kondo-Modell beschrieben werden kann. Das System wird mit einer
generalisierten Mastergleichung beschrieben. Indem eine Spannung an
den Randkanal angelegt wird, wird ein Magnetfeld auf dem Quanten-
punkt induziert, das zur Spinquantisierungsachse im Randkanal parallel
ist. Sind diese Achsen nicht parallel, kann man die Spinpolarisation auf
dem Quantenpunkt sowohl in Stärke als auch in Richtung mit der an
den Randkanal angelegten Spannung elektrisch manipulieren. Der Rück-
streustrom zeigt dabei eine Resonanz, wenn die Spannung betragsmäßig
der Zeeman-Aufspaltung entspricht. Die Stärke dieser Resonanz hängt
vom Vorzeichen der Spannung ab. Die Stärke dieser Asymmetrie hängt
direkt mit der relativen Orientierung des Magnetfeldes und der Spin-
quantisierungsachse im Randkanal zusammen. Dieser Zusammenhang
läßt Rückschlüsse auf die Richtung der Spinquantisierungsache im Rand-
kanal zu. Mithilfe der Zählstatistik konnten wir zeigen, dass die einzelnen
Streuereignisse sich je nach Vorzeichen der Spannung anziehen oder ab-
stoßen. Um dieses Verhalten zu verstehen, wurde die Dynamik in einzelne
Streuereignisse und deren Wahrscheinlichkeiten und Raten zerlegt. Durch
Bosonisierung konnte die Elektron-Elektron Wechselwirkung im Rand-
kanal berücksichtigt werden. Diese Wechselwirkung beeinträchtigt die
qualitativen Beobachtungen nicht.
Zuletzt betrachten wir den kritischen Josephson-Strom eines Doppel-
quantenpunktes ohne kapazitive Kopplung oder Tunnelkopplung der Quan-
tenpunkte untereinander, der durch Tunneln mit zwei Supraleitern ver-
bunden ist. Im Gegensatz zu bisherigen Arbeiten berücksichtigen wir
alle Ladungszustände und beschränken uns nicht auf den Grenzwert einer
großen supraleitenden Bandlücke. Wir benutzen analytische sowie nu-
merische Methoden, um den Grundzustand des Systems zu berechnen.
Dabei wird die Wechselwirkung auf dem Quantenpunkt exakt behan-
delt. Im Grenzfall einer großen supraleitenden Bandlücke finden wir,
dass lokaler Transport unterdrückt ist und resonantes Verhalten ein klarer
Indikator für nichtlokalen Transport ist. Wir zeigen, dass eine Reduk-
tion der supraleitenden Bandlücke zu einem Singulett–Triplett Übergang
im Grundzustand führen kann, welcher eine inhärent nichtlokale Eigen-
schaft ist. Dieser Singulett–Triplett-Übergang führt zu asymmetrischen
Spitzen im kritischen Strom. Die relevanten Prozesse konnten mithilfe
von Störungsrechnung bestimmt werden. Um die Menge der beteiligten
Prozesse zu ordnen, wurde ein diagrammatisches Schema eingeführt. Un-
sere Beschreibung bestätigt die Interpretation neuerer Experimente [R. S.
Deacon et al., Nat. Commun. 6, 7446 (2015)] und schlägt weitere Signa-
turen für nichtlokalen Transport vor.
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Chapter 1
Introduction
One of the major changes in the understanding of the properties of elec-
trons and nuclei was to discover that they have an intrinsic magnetic
moment called spin. In 1922 W. Stern and O. Gerlach measured the
magnetic moment of silver atoms by shooting them through a magnetic
field gradient [Ger22c, Ger22b, Ger22a]. To their surprise they found
that the resulting distribution was not continuous but showed two dis-
tinct orientations and thus was quantized. Moreover, it turned out that
this magnetic momentum cannot be explained by the orbital angular mo-
mentum of the electrons alone. This meant that the electrons in the atom
also needed to have an intrinsic angular momentum which is called spin.
To describe the angular momentum and thus the magnetic moment of
electrons properly in quantum mechanics one uses operators with SU(2)
symmetry. The smallest representation of this group are the Pauli ma-
trices. These are used to describe the angular momentum of spin 1/2
particles as for example the electron. One property of the SU(2) sym-
metry is that the spin operators in different directions will not commute.
This makes spin and angular momentum one of the important subjects
in quantum mechanics [Sak09].
For a lot of cases the spin in condensed matter systems plays a minor
role just adding an extra factor of two due to the degeneracy associated
with it. When magnetic fields are involved this degeneracy is lifted by the
Zeeman interaction. A simple example for such a behavior is the Pauli
paramagnetism that can be obtained by including this shift into the spin
dependent density of states [Pau27]. But even without external magnetic
fields the spin can play a role when including interaction. Including the
Coulomb repulsion one can obtain the Stoner model in mean field theory
that has a ferromagnetic phase [Sto38]. Another important role can be
played by magnetic impurities. Here spin flip scattering and the degener-
acy of the spin states in the lead can lead to a breakdown in perturbation
theory. This breakdown is at the heart of the Kondo effect [Hew93].
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The effects mentioned above basically do not involve a spin dependent
model to begin with but introduce an external field, a spontaneously bro-
ken symmetry or an impurity having spin. As soon as the symmetry is
broken, ferromagnets can be described by an explicitely spin dependet
model which has a different density of states for the two spins and thus a
macroscopic magnetic moment. This opens a large variety of phenomena.
The most prominent example is the giant magneto resistance (GMR) ef-
fect. This effect describes a strong response of the resistance to slight
changes in an external magnetic field. The original effect was observed
in herterostructures in which two ferromagnets are coupled by a normal
metal layer [Bai88, Bin89]. The normal metal mediates an exchange
interaction between the magnetic moments of the ferromagnetic layers
depending on the thickness of the normal metal layer in an oscillatory
manner such that even the sign of the interaction strength can change
[Grü86]. This allows to build a device in which the two ferromagnetic
layers are coupled antiferromagnetically leading to an antiparallel orien-
tation of the magnetizations. This blocks transport as the majority spin
electrons in one ferromagnet are minority spins in the other ferromagnet.
Adding a magnetic field will align the magnetizations and thus opens
transport channels. These devices are very sensitive probes for magnetic
fields. This allowed to increase the data density on hard drives signifi-
cantly and was awarded a Nobel prize in 2007 to Albert Fert and Peter
Grünberg [Grü08, Fer08].
The fact that spin gives another quantum number has a huge impact
on the behavior of interacting electrons. Pauli’s exclusion principle states
that the wave functions of electrons must be odd under exchange of par-
ticles. For wave functions that are a product of a spatial and a spin
wavefunction this imposes a strong constraint for these two wavefunc-
tions. For two electrons with spin either the spatial wavefunction or the
spin wave function has to be odd under exchange of the electrons. The
other part then has to be even. If the spin wavefunction is even we can
find three different combinations of the individual spins. These states are
called the triplet states and correspond to a finite angular momentum.
For the odd spin wave function we only find one combination which is
called the singlet. The symmetry of these wave functions can have very
different implications. Having a closer look at the spatial wave functions
we find that in the triplet states with an odd spatial wavefunction the two
electrons have no probability to be at the same location and thus tend
to have a larger spatial separation. Electrons in the singlet state have a
3non vanishing probability to be at the same location and thus are closer
to each other [Sak09].
This different separation of the electrons can have very different con-
sequences. In the helium atom, for example, being closer to each other
can mean a higher energy due to the Coulomb repulsion of the electrons.
When looking at the lowest excited states of the helium atom we find
a singlet as well as triplet states. The triplets are here lower in energy
than the singlet states as the electrons are further apart and the Coulomb
interaction is repulsive [Hak04]. If we find a case where the interaction
is attractive the singlet could lower its energy. This is the mechanism
which allows the formation of Cooper pairs in superconductors [Tin96].
The attractive interaction can be understood by a retarded interaction
mediated by phonons in the lattice of background atoms. This is the
starting point for the BCS theory of superconductivity.
From atom physics a lot of concepts to manipulate the spin state of
an atom are known. The state of a two level system, for example, can
be manipulated with high accuracy using oscillating magnetic or electric
fields. Rabi showed that using an oscillating magnetic field perpendicular
to a strong static field one can drive transitions between the ground state
and an excited state [Rab37]. Such a transition can be understood as a
rotation on a Bloch sphere built from the ground state and the excited
state [Bra03, Hak04]. A transition from the ground state to the excited
state is a rotation by pi. The efficiency of this rotation is determined by
whether the frequency of the oscillating field matches the energy differ-
ence of the states. Ramsey showed that splitting the pi rotation into two
pi/2 rotations applied with some time in between them not only reduces
the width of this resonance but also makes the result more stable against
inhomogeneities of the static field [Ram50]. Based on this technique
very stable clocks can be built [Bra03]. For spin 1/2 systems these os-
cillations not only resemble rotations on some abstract Bloch sphere but
correspond to rotations in real space. Having this kind of control would
also be interesting in solid state systems and the electrons in those. As
these spin 1/2 systems can also be used to build qubits this is espe-
cially of interest for solid state quantum computing [Los98, Han07]. It is,
however, not straight forward to isolate and address single electron spins
experimentally.
The region where an electron can move can, however, be restricted. In
general, most solid state systems are three dimensional by nature. To re-
duce the effective dimensionality there are several methods. Some systems
4 Chapter 1. Introduction
are intrinsically reduced in dimensionality. A very famous example for a
two dimensional material is graphene [CN09]. In graphene carbon atoms
form a hexagonal flat lattice in which the remaining electron can move.
Long molecules or atoms arranged at the surface of crystals are a few ex-
amples in which one ends up in a one dimensional arrangement of atoms.
Another example that plays a particularly important role are semiconduc-
tor heterostructures that form two dimensional electron gases (2DEG). In
those, two semiconductors with different gaps are joined, forming a two
dimensional electron gas whose carrier density can be tuned by shifting
the chemical potential [Dat97]. The other method is to put constraint on
the motion in one direction. If we roll up graphene for example we enforce
periodic boundary conditions in the transversal direction and end up with
a one dimensional system with a band for each transversal mode called
carbon nanotubes [Sai98, Lai15]. By growing wires with a very small di-
ameter we obtain quantum wires. These now have a confinement in the
transversal direction and are effectively one dimensional. Each transversal
mode forms one band [Dat97]. Following this idea even further we see
that if we now constrain an electron in all directions we obtain effectively
a zero dimensional object called a quantum dot [Han07, Lai15]. This
quantum dot now serves as a collection of localized energy levels and is
sometimes also referred to as an artificial atom.
A special role is played by semiconductor heterostructures. In these
systems the existence of mobile electrons depends on the chemical po-
tential. By using top gates the chemical potential can be shifted locally
such that the shape of the 2DEG can be modified very conveniently by
gates. One can for example define a narrow constriction called a quan-
tum point contact (QPC) [Bee91a]. The width of this constriction can
be tuned electrically by metal gates such that the number of transmit-
ting modes can be changed which allows the observation of conductance
quantization [vW88]. One can even define quantum dots in such systems
[Han07]. One huge advantage is that one has a high level of control on
all parameters of the system.
The Coulomb interaction has a very strong effect on the behavior of
the quantum dots. It most prominently introduces a charging energy such
that the states with different number of electrons on the quantum dot are
separated in energy [Soh97, Han07]. If an electron wants to tunnel onto
the QD it thus needs energy. If the energy costs are too high the electrons
cannot tunnel onto the QD such that no transport is possible. This
effect is referred to as Coulomb blockade [Bee91b, Ale02]. By shifting
5the energy level or by applying a bias voltage we can reach a situation in
which the number of the electrons on the quantum dot can fluctuate. This
then opens the possibility for resonant transport by sequential tunneling
[Sch97, Han07]. If sequential tunneling is suppressed the transport is
only possible via higher order coherent tunnel processes. This transport
mechanism is called cotunneling and does not change the number of
electrons on the QD [Ave92, Naz09]. The Coulomb interactions thus
enables us to tune the transport regime between a regime in which the
transport is dominated by the transfer of single electrons to the quantum
dot in sequential tunneling and a regime in which coherent transport
allows transport through the system without changing the number of
electrons on the quantum dot via cotunneling.
This amount of control motivated a lot of ideas how to use those
phenomena to manipulate not only the charge current but also the spin
current. Recher et al. showed that, if a magnetic field is added to the
quantum dot such that the ground state has a well defined spin due to
the Zeeman interaction, the current through the quantum dot can be
spin polarized [Rec01]. In this setup no spin polarization in the leads is
required. The magnetic field here leads to the spin dependence of the
current.
Another method that drives spin dependent behavior is the use of spin
dependent materials. In ferromagnetic leads the density of states of the
electrons depend on the spin which leads to a macroscopic polarization.
Here the orientation of the ferromagnets plays a crucial role. Already
the simple model of aligned ferromagnets with or without magnetic field
shows interesting behavior [Wey05b, Wey05a]. When allowing the polar-
izations to be not aligned the behavior becomes even richer. It was shown
that in the sequential tunneling regime the dynamics of the electrons on
the quantum dot can be described by a Bloch like equation, accounting
for spin accumulation, rotation as well as relaxation [Bra04]. They also
showed that besides the external magnetic fields also induced fields from
the source and drain lead play a role.
The properties in those systems are mainly characterized by the current
of electrons through the system. One of the nice properties of QDs is
that the transport is carried by single electrons. In sequential transport
the QD fluctuates between two states whose electron numbers differ by
one as with each jump one electron is transferred. If a QPC is placed
right next to a QD the width of the constriction depends on the number
of electrons on the QD. The number of electrons can now be measured
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by the conductance of the QPC. This allows to measure the times of the
single electron jump events through the QD [Gus06]. In this measurement
not only the quantization becomes apparent in the discrete jumps but we
also obtain the complete transport statistics. The statistics are referred
to as full counting statistics.
In full counting statistics it is exploited that the charge is quantized
and that a current can be defined by counting electrons. But in the
temporal sequence in which the electrons are transferred there is much
more information. When considering the probability that N electrons
are transferred in a time interval T the average current is only the first
cumulant of this probability distribution. Being able to detect single
electron jump events one is able to go well beyond this first cumulant. The
most prominent higher cumulant is the current noise which allows already
a first insight whether the tunneling events of electrons are independent or
not. A simple case where the electron tunnel events are not independent
is a QD in the cotunneling regime. If inelastic cotunneling is possible and
the cotunneling rate depends on the state of the QD, inelastic processes
lead to additional noise which also translates into more irregular transport
processes leading to super-Poissonian noise [Suk01].
The probability distribution for the transport of electrons is character-
ized by its cumulants completely. The cumulants are most conveniently
calculated by looking at the cumulant generating function (CGF) which
is given by the logarithm of the characteristic function of the distribution.
Using these functions cumulants can be obtained as derivatives. Apply-
ing this idea to the probability that N electrons are transferred in a time
interval T gives an intuitive formalism. In this formalism the argument of
the CGF is called the counting field. This is motivated by the fact that
it behaves like a field that only couples to terms that change the num-
ber of electrons in the lead. These counting fields can be included into
most methods commonly used as for example Keldysh Greens functions
[Bel03, Lev04, Bel05] or master equations [Bag03]. After using these
approaches to calculate the cumulant generating function the cumulants
and thus the transport properties can be calculated efficiently.
The high level of control in engineered solid state systems gives a very
rich toolbox. It allows to process single spins as well as the control of
single charges. This motivates not only to use methods from atom physics
but also from quantum optics in the solid state to manipulate and analyze
the behavior of these systems. In general one is not restricted to the
current alone but can also access higher transport correlations.
7Recently new phases of matter gained a lot of interest. In a variety of
systems phase transitions were found that were in stark contrast to the
phase transitions described by Landau theory. In these phase transitions
in neither phase a symmetry was broken. The phase thus differ not in
symmetry but in a topological invariant. Here we will focus on the systems
being band insulators. One of the first effects that was understood in
this way was the quantum Hall (QH) effect. In 1982 Thouless et al.
used a generalized Bloch theorem to define a band structure for a 2DEG
with magnetic field [Tho82]. In this band structure they defined a Berry
curvature and using this curvature a topological invariant for the band
structure. This topological invariant is protected by the gap in the sense
that it cannot change unless the gap is closed. It is identified to be the
number of occupied Landau levels. As it is very difficult to close the
gap by disorder in strong magnetic fields this helped to understand the
robustness of the QH state.
An important property of these topological insulators is that at the
boundary of two domains of different topology boundary states exist.
This can heuristically be understood by the gap protecting the topologi-
cal invariant. If we consider the transition between the two topologically
different domains to be adiabatic, the gap has to close if the topological
invariant has to change. In the QH effect the topological transition is
driven by the magnetic field. In a transition from a topological nontriv-
ial to the topological trivial domain the magnetic field has to go from
a finite value to zero. Assuming that the magnetic field changes slow
enough such that we can use a bulk description locally, at some point the
topological invariant needs to change. This cannot happen without the
gap closing. This means that somewhere in the bulk gap there has to be
a state which is bound to the edge. This behavior is called bulk boundary
correspondence. The existence is thus a consequence of a change of the
bulk properties and no special property of the finite sample or the nature
of the boundary. This argument is rather qualitative but nicely illustrates
how powerful the analysis of the topology of the band structure is. In
some systems the bound states can be calculated explicitly by assuming
a sudden change in the Hamiltonian and matching the wave functions
[Kön08, Zho08, Mic12a, Wei13, Sha11, Mic12b]. The existence of a so-
lution is guaranteed by the change of the bulk topology. Because the
symmetries are not broken also the boundary state has to respect those
symmetries.
One example are two dimensional time reversal invariant topological
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insulators. In 2008 Schnyder et al. set up a periodic table listing possible
topological phases [Alt97, Sch08]. From this table we know that time
reversal invariant two dimensional systems have two different topological
phases. The problem is now whether a system exhibits the non trivial
phase or can be tuned between the phases. In 2005, Kane and Mele
already suggested an example for a two dimensional system with time
reversal symmetry showing a topological transition. They showed that
graphene with spin orbit interaction shows a topologically non trivial phase
[Kan05b, Kan05a]. Although the spin orbit interaction turned out to
be not large enough in order to observe the effect experimentally they
had the right idea. Later, Bernevig et al. looked for materials with
stronger spin orbit interaction and showed that also in semiconductor
heterostructures with spin orbit interaction and an inverted band structure
a topological transition is possible [Ber06a, Ber06b]. They showed that
one implementation for their model are HgTe–CdTe quantum wells in
which the thickness of the HgTe quantum well drives the topological
transition. These quantum wells could be produced by the Molenkamp
group in Würzburg [Kön07, Kön08, Rot09]. In these systems, the band
gap was large enough such that they could also show the existence of the
edge states and the quantized transport in them.
As already mentioned these edge states have the same symmetries as
the bulk. Because this implies time reversal symmetry the edge states
have to come in pairs due to Kramers theorem [Haa10]. The two states
of the Kramer pair are connected by time reversal symmetry which corre-
sponds to reversal of the momentum as well as changing the spin. These
counter propagating states of opposite spin give rise to the quantum
spin Hall effect (QSHE). This effect is characterized by a quantized spin
Hall conductance and vanishing charge Hall conductance. The vanish-
ing charge Hall conductance comes from the same number of left and
right propagating channels on both edges. The quantized spin Hall con-
ductance resembles the fact that the right movers at each edges have
opposite spin compared to the respective left mover. Because the origin
of these edge states is topological they are very robust against elastic
disorder that does not break time reversal symmetry. Because disorder
cannot perturb the transport in the edge state the transport should be
ballistic and well quantized.
In the experiment, the transport proved to be carried by edge states
but still deviated from the expected quantized conductance quite signifi-
cantly [Kön07, Kön08, Rot09]. There are several attempts to explain the
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it cannot be the sole source for a reduction of the conductance. If com-
bined with electron-electron interaction [Sch12c] or a nuclear background
[DM13] backscattering is possible. If the Rashba interaction is only in a
limited region it can be treated as an impurity such that electron-phonon
interaction [Bud12] as well as electron-electron interaction [Cré12] might
lead to backscattering as well. Another source could be charge puddles
in the bulk of the material. Although the band gap is large enough to
isolate the edge states it is not very large. Local variations in the electric
field thus might push the Fermi level into the bulk bands locally and thus
generate charge puddles. In these charge puddles inelastic processes can
enable backscattering [Väy13, Väy14]. Nevertheless, other experiments
were able to show that the current in the edge state is spin polarized
[Bru12].
Being intrinsically spin polarized they are interesting building blocks
for spintronic applications. When applying a bias to an edge state the
left and right movers have different chemical potentials. Treating both
as two separated leads thus means having reservoirs that are totally spin
polarized in contrast to ferromagnetic leads in which a minority spin is
always present. When treating the edge state in total as a reservoir
the edge state acts as a reservoir whose amount of spin polarization is
tunable electrically. In the edge states Rashba interaction is allowed if
inversion symmetry is broken. A perpendicular electric field breaks this
symmetry without breaking TRS which allows us to tune the strength of
the Rashba interaction. The linear Rasba effect will only lead to a global
rotation of the spin such that besides the amount of spin polarization also
the direction of the spin can be tuned to a certain degree.
Because the topological transition in the simple HgTe–CdTe quantum
wells cannot be switched electronically the devices have to be defined by
the buildup of the sample. Domains of trivial and non trivial topology can
be defined nevertheless. In order to obtain quantum dot ring structures
[Mic11] as well as holes forming an antidot [Sha11] have been consid-
ered. By closing the circle bound states form that act as local levels of a
quantum dot. By punching a hole into a quantum spin Hall device this
defines a quantum dot coupled to both edges. It was shown that such
devices can produce spin currents using only electric fields [Dol13]. By
shifting the levels electrically the TRS is not broken such that the levels
are still spin degenerate and thus doubly occupied. By quickly shifting
the energy levels electron pairs can be emitted from these quantum dots
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[Inh13]. Depending on how the electrons are measured this becomes an
on demand source of spin polarized electrons [Inh13] or of entangled elec-
trons [Dol16]. Using QPCs to measure the spin polarization, these setups
can even be used to test a Bell inequality or as beam splitters to test
the entanglement of the electrons [Inh13, Dol16]. More involved schemes
also allow to generate entangled electrons by post selection [Str15].
The edge states are inherently one dimensional supplying two counter
propagating channels which are each not spin degenerate. This renders
them an example of a spinless Tomonaga Luttinger liquid which, due to
the helical nature of the edge states, is called a helical Luttinger liquid
(HLL). This allows the inclusion of interactions in the helical edge states
in the calculations exactly. The influence of the interaction onto the
Kondo problem [Wu06, Tan11, Mac12] as well as the influence of Rashba
interaction onto the Kondo problem [Eri12, Eri13] have been studied us-
ing renormalization group methods. The interaction can also be used to
include interaction effects in several setups as for example the antidot
spin valve [Dol13] or interference devices [Vir11, Dol11, Fer13] or QPCs
[Str09, Dol12]. Other ideas directly exploit properties of Luttinger liquids
as for example the suppression of electron pair tunneling. This effect
can be used to split Cooper pairs already using standard Luttinger liq-
uids [Sat10, Vir12]. Using a HLL, however, the spin is connected to the
direction of propagation such that this allows a measurement of spin via
charge transport properties and thus a more direct probe of entanglement
[Sat10].
In the system we discuss in chapter 2 and chapter 3 we will take the
middle road of these approaches. We wanted to understand how a heli-
cal edge state interacts with a localized electron. On the one hand we
want to have the high control from the semiconductor heterostructures
and on the other hand the topological protection and the possibility to
include interactions which is possible in HLLs. We thus choose a QD
that is tunnel coupled to one helical edge state. This QD is assumed
to be otherwise well separated from the environment and to be in the
Coulomb blockade regime. This allows us to treat the QD effectively as a
spin 1/2 impurity. Following the instrumental approach of semiconductor
heterostructures we describe the behavior of the impurity using a master
equation approach. As long as the time reversal symmetry is not violated
this will not lead to backscattering. A magnetic field localized on the QD
is thus added. To describe the manipulations enabled by this magnetic
field we derive a generalized master equation. This generalized master
11
equation does not only allow us to calculate the state of the impurity but
also to calculate the current in the setup. We find that the interplay of
the edge state with the magnetic field in the QD results in the opportunity
to manipulate the spin of the impurity in direction as well as the strength
of the polarization. These manipulations also show signatures in trans-
port where these signatures depend crucially on the relative orientation
of magnetic field, polarization of the impurity spin and the orientation of
the spins in the edge states. Exploiting this behavior allows us to analyze
the spin of the electrons in the edge states using magnetic fields. The
generalized master equation can be solved including the interactions in
the edge state such that we can also analyze the effect of interactions.
The derivation of the general master equation is given in sections 2.2.3
to 2.2.6. The resulting system parameters for our setup are then given
in sections 2.2.7 to 2.2.9. The behavior of the system is then discussed
in section 2.3. The current is derived in sections 2.4.1 and 2.4.2 and
discussed in section 2.4.3.
Using the standard general master equation we were able to find inter-
esting signatures in transport as well as a possibility to manipulate the
impurity. To understand the implications of the helical nature of the edge
states better we can also go beyond the average backscattering current
and also look at the backscattering current noise. Noise can be a sign
for bunching and antibunching which provides some insight on the mech-
anism behind the backscattering current. In cotunneling through a QD,
for example, inelastic scattering events can lead to spin noise on the QD.
If now the elastic cotunneling rate depends on the spin of the electron on
the QD the spin fluctuations will lead to a switching of these cotunnel-
ing rates and thus more irregular transport which then leads to a higher
current noise [Suk01].
A technical straightforward method to obtain current noise is using full
counting statistics. There zero frequency noise can be identified as the
second cumulant of the probability distribution thatN electrons are trans-
ferred in a time interval T whereas the current is the first cumulant. If the
events are independent this distribution is the Poissonian distribution and
all cumulants are the same. When we want to know whether the events
are independent we thus only have to compare the cumulants. The Fano
factor is thus defined as the ratio of the current noise and the current.
For rare independent events we expect a Poissonian distribution and this
Fano factor is one. Deviations from this value can be signs for corre-
lated transport events. The cumulants are calculated using the cumulant
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generating function which can be calculated, as already mentioned from
standard methods.
This way we found interesting signatures indicating regimes of super- as
well as sub-Poissonian noise. This is commonly used as a sign of bunch-
ing and antibunching. Bunching and antibunching can be more directly
defined by the joined probability for two events happening within a short
time interval. To distinguish them one has to look at temporal correla-
tion functions of two electron transfer events. The behavior at short times
then determines the bunching properties. Commonly, bunching leads to
super-Poissonian noise and antibunching leads to sub-Poissonian noise
although the association is not strict [Ema12]. In order to calculate this
correlation function we need to understand the influence of a single event
on the system. This analysis allows us to decompose all contributions
into simple elementary processes. We found that we can distinguish two
types of processes; processes that are enabled by an external magnetic
field and those that would also be possible without this field. The second
type of process is in general suppressed. If the spin of the impurity itself
can block some processes the picture is very different. An interplay of
these two observations can lead to deviations from the Poissonian limit.
We will derive the cumulant generation function using a master equation
approach in section 3.1 and section 3.2 and decompose it into the several
electron transfer events in section 3.3. In section 3.4 we then apply these
methods to our HLL–QD-system.
By decomposing the noise into the different contributing processes we
could understand the super and sub-Poissonian regions by looking at
which processes are suppressed. The bias applied to the edge state also
dictates the polarization of the impurity. In some regions the impurity
state blocks the favored process. Whether the noise is super- or sub-
Poissonian now depends on the interplay of this spin blockage with the
different mechanisms that lift this blockage or drive a change of polariza-
tion of the impurity. By analyzing this interplay we can understand the
different regimes.
One of the phenomena mentioned earlier in which spin plays an im-
portant role was the possibility for two electrons to reduce their energy
by forming a Cooper pair which is a singlet state [Tin96]. This sin-
glet state has the important property that the spin is entangled. En-
tangled states are inherently quantum mechanical and cannot be under-
stood classically. They play an important role in quantum computing
and are at the heart of quantum cryptography [Nie10]. For quantum
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cryptography photons are used where the entanglement is well tested
[Asp82b, Asp82a, Hen15, Giu15]. To also use entanglement in electronic
systems a reliable efficient sources of entangled electrons is needed.
One source of entangled electrons are conventional superconductors.
These superconductors are described by the BCS theory. The starting
point is the aforementioned mechanism in which two electrons can lower
their energy by going into a singlet state called a Cooper pair [Tin96]. In
the superconducting state this state is filled by many electrons such that
a Cooper pair condensate is established. This Cooper pair condensate is
a potential source for entangled electrons. Entanglement describes the
correlation between two subsystems measured independently. To obtain
entangled electrons we thus have to separate these two electrons without
measuring their spin.
There are several proposals how to achieve this. Initial proposals con-
sidered energy filters [Les01] or double quantum dots [Rec01]. The latter
one was also realized experimentally and showed a very high splitting ef-
ficiency [Sch12b]. There are also further suggestions including Luttinger
Liquids [Rec02, Ben02] as well as topological edge states found in the
QSHE [Sat10] or bilayer graphene [Sch15b]. Splitting the Cooper pairs,
however, does not yet show that the electrons are also entangled. A Bell
measurement would show the entanglement of the electrons. Bell tests
could be done by using a bent carbon nanotube [Bra13] or by transferring
the entanglement to photons in two separated cavities and measure the
entanglement there [Sch15a, Nig15].
Another idea to use these Cooper pairs is to generate nonlocal entangled
states. In 2000, Choi et al. considered two quantum dots in between two
superconductors in a regime in which each dot is singly occupied. They
showed that due to the coupling to the superconductors the electrons of
the QDs become entangled in the ground state [Cho00]. The electrons
thus are locally separated and still spin entangled. This property still
needs to be checked.
This can be achieved using the Josephson current in the system. The
Josephson current is the supercurrent that flows between two supercon-
ductors if they are coupled. Such a device is called a Josephson junction
(JJ). For a JJ it is not important how the superconductors are coupled.
The coupling can be achieved for example by a normal metal, an insulator
[Lik79] or by more complex systems as for example QDs [Spi91]. Being a
supercurrent the current is not driven by a bias applied to the supercon-
ductors but by the phase difference between the superconductors. In his
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derivation, Josephson showed that the current can be calculated by the
phase dependence of the ground state energy of the JJ [Jos62, Jos65].
We shortly summarize his findings in section 4.1. Depending on whether
the minimal energy is reached for a phase difference of 0 or pi, a JJ is a
0-junction or a pi-junction. If a current is pushed through the system the
superconductor adjusts the phase difference such that the current flow-
ing through the system is a supercurrent. If the current applied is larger
than the maximal current the system can carry, the Josephson junction
becomes normal conducting. By tuning the phase and measuring this
current the ground state can be examined.
In that light we can identify the setup proposed by Choi et al. as a JJ
using a double quantum dot (DQD) in which the two dots are coupled via
the superconductors. Using the Aharonov–Bohm effect [Cho00, Jac15] or
a pilot JJ in a SQUID geometry [Cho00, Wan11] the DQD-JJ ground state
can be examined. This allows the identification of signatures of Cooper
pair splitting and thus nonlocal transport. Those approaches, however,
assume that the two quantum dots forming the JJ are equivalent.
This setup has been realized recently in the group of S. Tarucha [Dea15].
These authors placed two self assembled QDs on top of the gap in be-
tween two aluminium leads. They could show that the resulting DQD-JJ
is in the single level regime and that there is only a small capacitive cou-
pling between the QDs. They analyzed the supercurrent as a function of
the charging states of the two QDs and showed that the result does not
agree with the expectations for two independent QDs. In a JJ built from
a single level QD the Josephson current switches between a 0-junction
and a pi-junction behavior depending on the number of electrons on the
QD [Spi91, Ish95, Roz01, Lee10]. The reason is the different number of
exchanges of fermions needed to transfer a Cooper pair. In their experi-
ment, Deacon et al. varied the charging state for one dot and measured
the critical current for several fixed charging states of the other dot. They
found that changing the state of the second quantum dot does not just
contribute an offset to the transport through the first dot which would
be the expected behavior for pure local transport. They concluded that
this has to be a sign of electron pairs being transported non locally.
In the analysis of a DQD-JJ one has to be very careful because the
interplay of the two QDs can be complicated. To illustrate this we can
have a short look at JJs made from QDs with multiple levels contributing.
When considering several levels on a single QD there are more possible
transport paths and the behavior becomes more complicated. The charge
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alone is not sufficient anymore to determine the type of JJ [Shi98, vD06].
Because a second quantum dot can be considered to be an independent
level we thus have to be very careful in the analysis of this system.
We extend the perturbative approach by Choi et al. to be closer to the
experiment by Deacon et al.. Their experiment deviates in two aspects
from the proposal of Choi et al.. In the experiment, the charging state
of the DQD is changed in a very wide range and their main observation
stems from the comparison of the behavior in different charge sectors.
Another common assumption for this DQD-JJ is that the superconduct-
ing gap is much larger than the energy scales of the DQD. Together with
the Coulomb repulsion on the QDs this ensures that Cooper pairs tunnel
onto separate QDs and we refer to this regime as the Cooper pair splitter
regime. In this regime we can define an effective model for the DQD
including injection of Cooper pairs and coupling of the QDs by electron
cotunneling. Contribution of higher order in the tunnel coupling than
these second order terms are suppressed here [Sch15a]. In the experi-
ment the gap of the superconductor, unfortunately, is not larger than the
energies of the DQD such that it is not in this regime.
In order to extend the approach by Choi et al. we first include other
charging states to the DQD in the Cooper pair splitter regime and then
drop the assumption of the large superconducting gap. In the Cooper
pair splitter regime we introduce local as well as nonlocal cotunneling and
Cooper pair injection terms into the model and calculate the supercurrent
by diagonalizing the resulting system. Already in this regime we find that
a nonlocal supercurrent will be most prominent in a regime where both
QDs are close to a charging transition and not close to charging transitions
of one dot only. The detail of this discussion can be found in section 4.4.1.
When dropping the assumption of a large superconducting gap we can-
not define an effective model with second order contributions anymore.
To describe the system we follow two approaches. We consider the limit
of zero bandwidth which basically reduces the superconductors to a single
site. This reduces the system size considerably such that the problem can
be treated exactly numerically. To interpret the results we also calculate
the corrections to the ground state in fourth order in perturbation theory.
This enables us to identify the relevant processes and opens up an intu-
itive interpretation of the results. The perturbative result can furthermore
be extended to the wide band limit. In fourth order perturbation theory
much more processes play a role than in second order. To keep track
of these processes and the associated fermion exchange signs we develop
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a simple diagrammatic technique. We thus have an exact method in a
simplified model that can be analyzed using a perturbative result that
also can be generalized to the full model. All these methods are defined
and derived in section 4.3.
The additional processes enabled by reducing the band gap lead to very
interesting behavior on the DQD. This is most prominent in the regime
where both QDs are singly occupied. In this sector we can have a non local
singlet state as well as triplet states. Where in the Cooper pair splitter
regime the triplet states could not couple to the superconductors such that
the singlet would always be in the ground state now the superconductors
can enable a triplet ground state. In fourth order, the picture is different.
Here the triplet can also couple to the superconductor. To understand
this behavior we have to focus on the processes exchanging the spins
of the electrons on the QDs. The effect of this spin exchange directly
tests the spin part of the wave function and thus distinguishes singlet and
triplets.
It turns out that in contrast to second order, in fourth order there are
also processes that favor the triplet ground state. This is very surpris-
ing as this means that the superconductor that mostly consists of the
singlet Cooper pairs drives a triplet state on the DQD. A careful anal-
ysis, however, shows that this triplet state is not driven by Cooper pair
injection but by nonlocal cotunneling processes. The tunnel amplitudes
can be characterized by a tunneling parity that is characterized by the
relative sign of the tunnel couplings. This tunnel parity is directly probed
by nonlocal processes and determines whether a triplet ground state is
possible.
The switching of these two different ground states has signatures in
transport and is a sign for nonlocal transport. The supercurrent con-
tributed by the nonlocal processes distinguishing the triplet and the sin-
glet differs in sign for singlet and triplet whereas local contributions do
not change sign. This interplay means that the supercurrent for singlet
and triplet is very different. A switching of the ground state thus also
leads to a switch in the supercurrent that on the other hand lead to a very
asymmetric peak structure. This switching transition and the resulting
signatures of non local transport are discussed in section 4.4.3.
To finally get back at a comparison with the experiment by Deacon
et al. we go back to the zero bandwidth limit and add another level
on one QD that differs in its tunnel parity. We choose parameters that
are consistent with the experiment. In this way we can reproduce their
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findings qualitatively in section 4.5. The number of electrons we have
assumed to be on the QDs, however, differs from the number they report.
We though think that uncovering the mechanisms behind the interesting
behavior still helps to understand their experimental findings.

Chapter 2
Quantum Dot Coupled to a Helical
Luttinger Liquid
Topological insulators offer a new interesting state of matter. One exam-
ple are two dimensional time reversal symmetric topological insulators. In
the topological phase edge states exist. As the Hamiltonian obeys time
reversal symmetry these edge states appear in pairs. Due to time reversal
symmetry these edge states have to be counter propagating and of op-
posite spin. One consequence is that applying a bias voltage to the edge
state leads to a spin polarization in the edge state. The helical edge state
thus can serve as a tunable spin polarized reservoir. Because the current
in the edge states is directly associated to their spin polarization changing
the spin of edge state electrons directly contributes a transport signature.
The helical edge states thus are not only interesting spin reservoirs but
also state interesting spin measurement devices.
In quantum dots, single electronic states can be isolated such that they
offer a high amount of control. One regime that is very sensitive to the
spin is the Coulomb blockade regime. In the Coulomb blockade regime
the number of electrons cannot change on the quantum dot. This way
sequential transport is suppressed and transport is only possible by co-
herent two-particle cotunneling processes. If the quantum dot is adjusted
such that only one electron is on the quantum dot the cotunneling rates
strongly depend on the state of this electron and thus also on its spin.
This electron thus basically behaves as a spin impurity.
We are interested to see how the rich spin structure of the helical edge
states influence the spin state of a quantum dot in the cotunneling regime
which offers very spin sensitive behavior. Simply coupling the quantum
dot in the cotunneling regime to the helical edge state cannot have a
huge effect. The spin might be exchanged between the quantum dot
and the helical edge state but as the spin is in general conserved on the
quantum dot this might lead to fluctuations in the current but the right
movers cannot become left movers and vice versa because this would
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mean that they needed to change their spin. If a magnetic field parallel
to the spin quantization direction of the electrons in the edge state is
introduced the degenerate level on the quantum dot is split but the spin
still cannot change. In order to obtain an average effect we need to drive
spin transitions on the quantum dot. This can be achieved by adding
a magnetic field to the quantum dot that is not aligned with the spin
quantization axis of the helical edge state.
To describe the behavior of the quantum dot we use a master equation
approach. In a master equation a small system is coupled to a large bath.
If this coupling does not disturb the bath the total system can be assumed
to be a product state of the small system and an equilibrium bath. By
tracing out the bath degree of freedom we obtain the reduced density ma-
trix. A master equation is an equation of motion for this reduced density
matrix. This equation of motion will contain the correlation functions of
the bath. It can now be solved in different approximations. The most
prominent one is the Markov approximation which assumes that the bath
has no memory. By applying the secular approximation we obtain a rate
equation that allows for a better interpretation of the behavior. As we
are interested in the interplay of two different system quantization axes
we have to include the off diagonal entries of the density matrix as well
and cannot restrict ourselves to a simple Pauli master equation picture.
This way we find that the polarization as well as the direction of the
spin polarization can be tuned using the bias voltage in the helical edge
state. In general we find two different regimes. One in which the different
processes are suppressed energetically and one in which the behavior is
dominated by an induced field. The induced field allows the modification
of the direction of the spin polarization. Because modifying the direction
will also modify the weight of the processes involved it also determines the
amount of polarization. All these manipulations also leave traces in the
backscattering current. These allow to identify the relative orientation of
magnetic field and spin quantization axis in the edge state.
Some of the results presented in this chapter are published by Probst et
al. [Pro15]. The chapter is structured as follows. In section 2.1 we define
the Hamiltonian of the system including the helical edge, the quantum dot
and the external magnetic field. In section 2.1.2 we define the coupling
to the lead and derive the Kondo Hamiltonian that is used to describe
the effective coupling to the helical edge if the quantum dot is in the
cotunneling regime. Because the magnetic field is not aligned with the
spin quantization axis and the Kondo Hamiltonian conserves spin we have
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to compare the two spin quantization axis and the operators defined with
respect to those. In section 2.1.3 we thus define the transformation for
these spin operators. After we have defined everything we need to describe
the system we derive the master equation in section 2.2.3 and extract the
steady state in section 2.2.4. Here, we also identify the relevant regimes in
which interesting behaviors can be expected.To obtain a rate equation in
section 2.2.5 the secular approximation is applied. The general derivation
is then applied to our special problem in sections 2.2.7 and 2.2.8. As the
results in secular approximation allow the most intuitive interpretation
we comment on the validity of this approximation in section 2.2.9. The
behavior of the system is then first characterized by the spin polarization
of the quantum dot in section 2.3. In section 2.4.1 we comment on the
influence that spin flips on the quantum dot have on the helical edge state
and derive a current operator. For master equations the current can be
calculated from the steady state of the system as is shown in section 2.4.2.
The results for our system are then presented in section 2.4.3. These
results also include a discussion of the effect of interactions in the helical
edge that can be included using bosonization. In section 2.5 we conclude
and comment on the experimental feasibility.
2.1 Model
We will consider a helical edge state coupled to a quantum dot in the
cotunneling regime. We assume that the coupling preserves spin. The
coupling of the quantum dot to the edge state will be described using the
Kondo Hamiltonian. The total Hamiltonian is thus
H = HHLL +HQD +HK +HZ , (2.1)
where HHLL describes the helical edge state, HQD describes the quantum
dot, HK is the Kondo coupling of those and HZ describes an additional
magnetic field on the quantum dot. Each of these terms needs to be
explained in more detail. We will first define HHLL including interactions
in section 2.1.1 and then discuss the Kondo Hamiltonian that describes
the coupling of the quantum dot to the edge state in section 2.1.2. The
magnetic field is not assumed to be parallel to the spin of the edge states.
We will thus also give the transformation of spin operators into a different
basis corresponding to a different spin quantization axis section 2.1.3.
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2.1.1 Helical Edge State
The lead of a QSH insulator can be described by electrons with a linear
dispersion relation whose spin is locked to the direction of propagation.
As the spin is locked to the direction of propagation the helical edge
state can be treated as a spinless Luttinger liquid such that we can add
Coulomb repulsion to our model [Wu06]. The resulting model is called a
helical Luttinger liquid (HLL) and is described by
HHLL = ~vF
∫
dξ :
∑
η=±
Ψ†η(ξ)(−iη∂ξ)Ψη(ξ) :
+
λ
2
∫
dξ :
(∑
η=±
Ψ†η(ξ)Ψη(ξ)
)2
:, (2.2)
where vF is the Fermi velocity, Ψ
(†)
η (x) is the anihilator (creator) of an
electron in branch η at position x, λ is the Coulomb parameter and
: • : denotes normal ordering. The two branches propagate in different
directions and have oposite spin. We associate right movers (η = +) with
spin up and left movers (η = −) with spin down. When attaching leads
to the edge state as illustrated in Fig. 2.1 all right movers come from the
left lead and all left movers come from the right lead. The density matrix
for the electrons in the helical edge state is thus given by
ρV =
1
Z
exp
(
− β
(
HHLL − eV
2
(NˆR − NˆL)
))
, (2.3)
where Z is the partition function ensuring Tr(ρV ) = 1, β = 1/kBT is
the inverse temperature, V is the applied bias voltage and
NˆR/L =
∫
dξΨ†±(ξ)Ψ±(ξ) (2.4)
are the number operators in branch η. Due to spin momentum locking a
bias between left and rght movers also implicates a spin bias in the helical
edge.
This Hamiltonian can be solved using bosonization. In bosonization a
fermionic Fock state with N electrons is generated by adding particle hole
excitations to a N -fermion Fermi sea [vD98, Gia07]. These particle hole
pairs are bosonic excitations and the Hamiltonian can be diagonalized
when written in these bosons. Furthermore the fermions can be written
by the bosonic operators. The details of this calculation are summarized
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Figure 2.1: Setup considered in this thesis (a) and construction of the effective
QD Hamiltonian Eq. (2.1) (b). An HLL is coupled to a QD described by a
Kondo Hamiltonian HK . A magnetic field ~B is applied to the QD, which is
tilted with respect to the quantization axis zˆ of the helical edge state by an
angle θZ . The effective system Hamiltonian for the QD is the sum of a Zeeman
term gµB~−1 ~B · ~S and an induced part ∆V zˆ that corresponds to the spin
polarization of the HLL driven by a bias voltage V . The resulting effective
field points along nˆ with tilt-angle θ and has strength ∆S . Figure and caption
reproduced from the original publication [Pro15].
in appendix A. In the definition of the bosonic fields a momentum cutoff
defined by a length scale α is introduced which restores the continuum
limit for α → 0. The interaction can be parameterized using an inter-
action parameter K. For attractive interactions K > 1 whereas K < 1
for repulsive and K = 1 without interactions. The calculations using
bosonization are most convenient when there is no bias voltage applied
to the edge state. The bias terms in the density matrix can, however, be
gauged into the Hamiltonian such that bosonization can be used [Peç03].
This gauge transformation is presented in appendix B.2.
2.1.2 Quantum Dot and Coupling to the Leads
Here we consider a quantum dot (QD) in the Coulomb blockade regime
having an odd number of electrons on the QD. If the levels are well sep-
arated only one level determines the properties of the QD coupled to the
helical edge state. Such an QD can be described using the single impu-
rity Anderson model. In this model an electrons can occupy a single level
where for double occupation Coulomb repulsion needs to be considered.
The QD is described by
HQD = (d
†
↑d↑ + d
†
↓d↓) + Ud
†
↑d↑d
†
↓d↓, (2.5)
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where d(†)σ is the annihilator (creator) of an electron with spin σ on the
QD,  is the single level energy and U is the Coulomb repulsion energy.
We are interested in the case in which the QD is singly occupied which
corresponds to  < 0 and + U > 0.
Applying a magnetic field to the QD will add Zeeman interaction to
the electrons. The Zeeman Interaction is described by
HZ =
gµB
~
~S · ~B, (2.6)
where g is the g-factor, µB is the Bohr magneton, the spin operators are
defined by
Sτ =
~
2
∑
µ,ν=±
d†µσ
τ
µνdν , (2.7)
στ being the Pauli matrices and ~B is the magnetic field.
Because HQD only contains electron densities it is easy to check, that
the Hamiltonian is invariant under rotations of the spin basis. For HZ ,
however, we can find a spin basis such that HZ is diagonal. Defining new
spin operators ~S′ using this rotated spin direction the Zeeman term can
conveniently be written as
HZ =
∆Z
~
S′z, (2.8)
where ∆Z = gµB | ~B| is the Zeeman splitting1. Writing the QD with
Zeeman interaction in this rotated basis the Hamiltonian is diagonal and
has the energies 0, ↓ =  − ∆Z/2, ↑ =  + ∆Z/2 and 2 + U . The
direction in which the QD Hamiltonian is diagonal is referred to as the
spin quantization axis of the QD.
This QD is coupled to the edge state by point like spin conserving
tunneling described by
HT =
∑
σ=±
t Ψσ(0)d
†
σ + h.c., (2.9)
where t is the coupling strength and d(†)σ is the annihilator (creator) of
an electron on the QD whose spin is parallel to the electron in the edge
1In general the operators S′σ are defined such that the complete QD part
can be described using only S′z. Here the quantization direction is only
determined by the magnetic field. Later it will also contain induced fields and
will thus be redefined.
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state. When the other charging states are energetically well separated
from the ground state and the temperature and the bias voltage applied is
small enough sequential transport is suppressed exponentially because the
number of electrons on the QD cannot change. In this regime cotunneling
is the dominating transport mechanism. In cotunneling two tunneling
events proceed coherently where the other charging states are only used
as virtual states such that the suppression is algebraic and not exponential.
Because we are interested in manipulating the spin of a single electron
we focus on the regime where the QD is singly occupied. In this regime
we can now derive an effective model for the low energy space consisting
of the lead and the singly occupied QD [Hew93, Sch66]. By applying a
Schrieffer-Wolff transformation the tunneling term together with the QD
Hamiltonian become a potential scattering term and the famous Kondo
Hamiltonian
HK = J
(
J+S− + J−S+ + 2JzSz
)
, (2.10)
where the Kondo coupling is J = −|t/~|2U/(+U), the spin operators in
the edge state are J± = Jx ± iJy and Jτ = ~2
∑
µ,ν=±Ψ
†
µ(0)σ
τ
µνΨν(0)
and the corresponding QD operators are S± = Sx ± iSy. The details
of this calculation are given in appendix C.1. The potential term can be
removed by a transformation which is given in appendix C.2.
2.1.3 Spin Rotations
In the previous sections we gave the definitions of HHLL as well as the
Kondo Hamiltonian HK . When writing down the operators we implicitly
assumed that the spins of the electrons on the QD are quantized along
the same direction as the spins of the electrons in the helical edge state.
When applying a magnetic field, however, a change of basis for the spins
on the QD is helpful as then the QD Hamiltonian becomes diagonal and
the Zeeman term takes a very simple form. This spin rotation will only be
applied to the QD as the spin in the helical edge has a different meaning.
Here the spin is locked to the direction of propagation which is very
important for transport interpretations. We will thus focus on how the
spin operators on the dot change if we change the spin basis on the dot
only.
In order to get the transformed spin operators we first need to give the
effect of a spin rotation for the operators on the QD. We adopt a notation
in which the subscript of the fermionic operators denote whether the spin
is parallel to the spin quantization axis in the edge state (±) or whether
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the spin is parallel to the quantization axis in the QD (↑ / ↓). These two
spin bases are connected by a general SU(2) transform U [Sak09]
(
d↑
d↓
)
= U
(
d+
d−
)
≡
(
ei(φ+γ)/2 cos(θ/2) −e−i(φ−γ)/2 sin(θ/2)
ei(φ−γ)/2 sin(θ/2) e−i(φ+γ)/2 cos(θ/2)
)(
d+
d−
)
,
(2.11)
where φ, γ and θ are the Euler angles of the corresponding rotation.
The angle φ is the initial rotation around the z-axis whereas θ is the
following rotation around the x-axis that tilts the z direction. The angle
γ is a rotation around the resulting z-axis. The angle φ thus determines
in which direction the z′-axis is tilted and θ determines how much it is
tilted. As the system will be rotation invariant around this resulting z-axis
the remaining parameter γ will not show up in the final result.
To understand that this transformation corresponds to a spin rotation
we consider a two level system that can be interpreted as a spin 1/2
system. Such a system with a level splitting of ∆ can be described in
general by
H2 =
∆
2
(
d†↑ d
†
↓
)
nˆ · ~σ
(
d↑
d↓
)
, (2.12)
where nˆ is a vector of unit length and ~σ is the vector of Pauli matrices
and d†σ creates a fermion in level σ on the QD. A vector of unit length
can be parameterized by spherical coordinates by
nˆ =
sin θ cosφsin θ sinφ
cos θ
 , (2.13)
where θ is the polar angle and φ is the azimuthal angle with respect to the
x axis. These angles correspond directly to the Euler angles when choos-
ing nˆ as the transformed z′-axis. By inserting Eq. (2.13) into Eq. (2.12)
we find the matrix representation of nˆ · ~σ
H2 =
∆
2
(
d†↑ d
†
↓
)(
cos θ sin θ e−iφ
sin θ eiφ cos θ
)(
d↑
d↓
)
. (2.14)
Because nˆ corresponds to the resulting z′-axis after the rotation defined
by the Euler angles θ and φ the matrix should be diagonal when written
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using the d± operators. Rewriting the Hamiltonian by
H2 =
∆
2
(
d†+ d
†
−
)
U†
(
cos θ sin θ e−iφ
sin θ eiφ cos θ
)
U
(
d+
d−
)
(2.15a)
=
∆
2
(
d†+ d
†
−
)
σz
(
d+
d−
)
(2.15b)
this can be shown by explicit calculation. By choosing nˆ as the spin quan-
tization axis we can thus diagonalize Hamiltonians of the form Eq. (2.12).
In the definition of the Kondo Hamiltonian Eq. (2.10) the spin operators
are given with respect to the spin quantization axis in the edge state. To
find the effect of these spin flips in the basis in which the QD is diagonal
we have to find the effect of the spin rotation on the spin operators by
inserting U
Sτ =
~
2
(d†+ d
†
−)σ
τ
(
d+
d−
)
=
~
2
(d†↑ d
†
↓)U
†στU
(
d↑
d↓
)
. (2.16)
The resulting transformation can now be summarized by
Sτ =
∑
µ=z,±
(D(U))τµS
′µ (2.17a)
D(U) =
 cos θ − zγ2 sin θ − z
∗
γ
2 sin θ
zφ sin θ zφzγ cos
2 θ
2 −z∗γzφ sin2 θ2
z∗φ sin θ −zγz∗φ sin2 θ2 z∗γz∗φ cos2 θ2
 , (2.17b)
where zφ = eiφ, zγ = eiγ and
S′τ =
~
2
∑
µ,ν=↑/↓
d†µσ
τ
µνdν (2.18)
are the spin operator in the spin quantization axis of the QD. For conve-
nience we define the coefficients cij ≡ (D(U))ij .
2.2 Derivation of the GME
One common way to describe QD systems coupled to electric leads is
using a master equation. This is a technique from open quantum systems
in which the system is divided into two parts that are coupled; a small
system which can be solved exactly and a large bath with many degrees
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of freedom. As the bath is large the coupling to the system does not
perturb the bath. Furthermore the relaxation into the equilibrium state is
very effective meaning that the bath is always in equilibrium. The system
part can then be described by a density matrix for the impurity only. The
equation of motion for this reduced density matrix is then the master
equation.
Here we will carefully repeat the derivation of this master equation. The
reason is that we need to drop a common assumption on the interaction
done usually. We will start by commenting on the separation of system
and bath. Then we will introduce some notation that allows a simple
formulation of the dynamics of density matrices. Finally we will derive
the generalized master equation (GME) in several approximations.
2.2.1 System and Bath Partitioning
The main idea behind a master equation is to separate the total system
into a small part that can be treated exactly and a large bath that has
may degrees of freedom such that it is not changed by the coupling to
the small part. This allows to describe the system dynamics exactly and
treat the interaction to the bath perturbatively. The total Hilbert space
H is thus separated into a system space HS and a bath spacs space HB
such that H = HS ⊗HB .
The bath is assumed to have a lot of degrees of freedom and an effective
relaxation mechanism. Perturbations in this bath thus do not change the
state of the bath and when perturbed the bath will relax to the equilibrium
state quickly. This ensures that the bath is always in equilibrium and that
the density matrix of the total system ρtot can be decomposed into a
direct product of a bath and a system density matrix. The system part
is the reduced density matrix which is defined by ρ ≡ TrB(ρtot), where
the trace is over the bath degrees of freedom. The total system density
matrix is then ρtot = ρ⊗ ρV .
After splitting the Hilbert space into a system and a bath we need to
split the Hamiltonian, too. The Hamiltonian H is separated into three
parts; one part describing the bath HB , one describing the system HS
and one describing the interaction HI such that
H = HS +HB +HI . (2.19)
The system Hamiltonian and the bath Hamiltonian act on the respective
parts of the Hilbert space only whereas the interaction Hamiltonian cou-
ples those two Hilbert spaces. In the standard derivation of the master
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equation the interaction is assumed to vanish when the bath is traced out
TrB(HIρV ) = 0 [Bre02, Kol10].
In our special case this is not directly the case. The Kondo coupling
Eq. (2.10) contains spin flip terms but also one term proportional to the
spin polarization of the edge state, which will be our bath. Applying a
bias voltage to the helical edge state will introduce a spin bias which
renders this term finite and thus disqualifies the Kondo Hamiltonian from
being a valid interaction Hamiltonian in that sense. In the derivation of
the master equation we will thus keep the terms that include a trace of
HI over the bath and keep them in the equation. We will see that we
can include them naturally in the master equation. They will even allow
us an interpretation of this behavior in section 2.2.5.
We can deal with the problem in a simple way. If we subtract the opera-
tor we obtain when tracing out the bath from the interaction Hamiltonian
we obtain an interaction Hamiltonian that vanishes when tracing out the
bath degree of freedom. In the operator we subtracted all degrees of free-
dom of the bath are traces out such that only the QD degrees of freedom
are left. We thus can compensated for it by adding a term to the system
Hamiltonian. For our example this leads to
HB = HHLL (2.20a)
HS = HZ + 2J〈Jz〉V Sz (2.20b)
HI = HK − 2J〈Jz〉V Sz, (2.20c)
where 〈•〉V ≡ TrB(•ρV ). For convenience we want to write the interac-
tion Hamiltonian HI =
∑
k=±,z AkBk by defining
A± ≡ JJ∓ Az ≡ 2J
(
Jz − 〈Jz〉V
)
(2.21a)
B± ≡ S± Bz ≡ Sz. (2.21b)
This redefinition of the interaction simplifies the calculations. In this
definition of the system, the bath and the interaction operators we chose
our separation into a bath and a system. When introducing the secular
approximation later we will see that this separation will be crucial.
It is convenient to express the system part not as a sum of two spin
operators as defined in Eqs. (2.20) but to use the resulting spin opera-
tor. By introducing ∆V ≡ 2J~〈Jz〉V and introducing appropriate spin
operators ~S′ the system Hamiltonian is
HS =
∆Z
~
nˆB · ~S + ∆V~ S
z =
∆S
~
S′z, (2.22)
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where nˆB is the unit vector pointing in the direction of the magnetic
field. The resulting rotation angles and the resulting splitting ∆S will be
discussed in section 2.2.7.
2.2.2 Dynamics of Density Matrices
The dynamics of density matrices are defined by the von Neumann equa-
tion. The von Neumann equation for the total density matrix is given
by
ρ˙tot(t) = − i~ [H, ρtot]. (2.23)
This equation can conveniently be written using a superoperator describ-
ing the commutator. For two Hermitian operators X and Y this operator
is defined by
LXY = 1~ [X,Y ]. (2.24)
The von Neumann equation is then simply
ρ˙tot(t) = −iLHρtot. (2.25)
By vectorizing the density matrix we can represent superoperators by ma-
trices. The von Neumann equation can thus also be solved by a matrix
exponential. Using the Baker-Campbell-Hausdorff formula the matrix ex-
ponential is
exp(iLXt)Y = exp(iXt/~) Y exp(−iXt/~). (2.26)
Coming back to the von Neumann equation Eq. (2.25) we see that this
equation can formally be solved using a matrix exponential. When using
Eq. (2.26) to write down the effect of the exponential on a density matrix
we see that the exponentials on the r.h.s become time evolution operators
which then yields the well known form of the time propagation of the
density matrix.
The exponential of iLHt will in general always place time propagation
operators around the operator it is applied to. This can be used to write
operators in the Heisenberg picture as
X(t) = eiLHtX. (2.27)
In the same way we can use this notation to give the connection between
operators in the Schrödinger picture and operators in the interaction pic-
ture. In the definition of the operators in the interaction picture the free
2.2 Derivation of the GME 31
evolution is included in the definition of the operator. For our system the
definition of an operator in the interaction picture is thus
XI(t) = ei(LHS+LHB )tX, (2.28)
where X is the operator in the Schrödinger picture.
The equation of motion for operators and density matrices in the inter-
action picture is very similar to the one for operators in the Heisenberg
picture with the difference that the evolution is not driven by the full
Hamiltonian but by the interaction Hamiltonian in the interaction pic-
ture. We generalize the notation to the interaction picture and thus
define
LIX(t′)Y I(t) =
1
~
[XI(t′), Y I(t)]. (2.29)
This notation allows us to express the equations of motion in a very
compact way. Using this definition the von Neumann equation in the
interaction picture can be written as
ρ˙Itot(t) = −iLII(t)ρItot(t), (2.30)
where we used the shorthand notation LI ≡ LHI .
2.2.3 Derivation of the GME
The starting point for the derivation of the master equation is the von
Neumann equation in the interaction picture Eq. (2.30). A formal inte-
gration of this equation yields
ρItot(t) = ρ
I
tot(t0)− i
∫ t
t0
dτ LII(τ)ρItot(τ). (2.31)
Reinserting this result into Eq. (2.30) we obtain
ρ˙Itot(t) = −iLII(t)ρItot(t0)−
∫ t
t0
dτ LII(t)LII(τ)ρItot(τ). (2.32)
Because of the assumption of a large bath we can now use that the total
density matrix can be decomposed into a product of the reduced density
matrix and the bath. By tracing out the bath we obtain
ρ˙I(t) = −iTrB
(
LII(t)
(
ρI(t0)⊗ ρV
))
−
∫ t
t0
dτ TrB
(
LII(t)LII(τ)
(
ρI(τ)⊗ ρV
))
. (2.33)
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Because we redefined the interaction in Eq. (2.21) the first term on the
right hand side would vanish. We will, however, keep these terms here as
this gives a more general result and shows how the redefinition Eq. (2.21)
and the validity of the secular approximation are connected.
The expression still depends on the initial state of the density matrix at
t0. By tracing out the bath in Eq. (2.31) we can express ρ(t0) using only
the density matrix at later times. Reinserting into Eq. (2.33) we obtain
ρ˙I(t) = −iTrB
(
LII(t)
(
ρI(t)⊗ ρV
))
−
∫ t
t0
dτ TrB
(
LII(t)LII(τ)
(
ρI(τ)⊗ ρV
))
−
∫ t
t0
dτ TrB
(
LII(t)
(
TrB
(
LII(τ)
(
ρI(τ)⊗ ρV
))⊗ ρV )). (2.34)
This expression is the generalization of Eq. (30) from Koller et al. [Kol10]
or Eq. (3.116) from Breuer and Petruccione [Bre02] with the additional
terms that appear for 〈HI〉V 6= 0. Following the notation by Koller et al.
[Kol10] we define
ρ˙I(t) = −iTrB
(
LII(t)ρ(t)⊗ ρV
)
−
∫ t
t0
dτ KI(t, τ)ρI(τ), (2.35)
where the kernel of the integration is
KI(t, τ)ρI(τ) = TrB
(
LII(t)LII(τ)ρI(τ)⊗ ρV
)
− TrB
(
LII(t)TrB
(LII(τ)ρI(τ)⊗ ρV )⊗ ρV ). (2.36)
Inserting the definition of LII and HII we obain the explicit expression for
this kernel. Because Aη as well asBη contain an even number of fermionic
operators they can be exchanged without obtaining an additional sign
such that the system and bath part factorizes. Using that the trace
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allows cyclic permutations of the operators we find
KI(t, τ)ρI(τ) = 1
~2
∑
α,β=±,z
((
TrB
(
AIα(t)A
I
β(τ)ρV
)
− TrB
(
AαρV
)
TrB
(
AβρV
))
[BIα(t), B
I
β(τ)ρ
I(τ)]
+
(
TrB
(
AIβ(τ)A
I
α(t)ρV
)− TrB(AαρV )TrB(AβρV ))
× [ρI(τ)BIβ(τ), BIα(t)]
)
. (2.37)
We will first focus on the lead part of this equation. Because all degrees
of freedom are traced out here this term imposes the most constrains on
the expression. One of the most prominent properties is that the lead
Hamiltonian itself is spin conserving and time independent. Due to the
time independence the lead part only depends on the difference t − τ .
The lead part thus can always be written via the lead correlation function
Gαβ(t) = TrB
(
AIα(t)A
I
β(0)ρV
)
− TrB
(
AαρV
)
TrB
(
AβρV
)
. (2.38)
The operators A± are defined to be spin flip operators where the spin
quantization direction in this definition is the spin quantization direction
of the edge state. This correlation function only has finite values for
α = −β. Inserting this constraint and the defined correlation function
the kernel can be written in a very compact way
KI(t, τ)ρI(τ) = 1
~2
∑
α=±,z
(
Gαα¯(t− τ)[BIα(t), BIα¯(τ)ρI(τ)]
+Gα¯α(τ − t)[ρI(t)BIα¯(τ), BIα(t)]
)
, (2.39)
where α¯ = −α and z¯ = z.
Up to this point the derivation is the same for the standard generalized
master equation [Bre02, Blu96]. The next step would be a reformulation
of the integration variable and then performing the Markov and secular
approximation. This route will be followed in section 2.2.9. Here we will,
for now, follow another route that allows us to circumvent the secular
approximation as described by Koller et al. [Kol10].
34 Chapter 2. Quantum Dot Coupled to a HLL
2.2.4 Steady State in the GME
The advantage of the interaction picture is that the evolution is driven
by the interaction and that the free system is already included in the
definition of the operators. The price we pay is that in the definition
of the operators a reference point in time t0 is chosen. This leads to
a nontrivial time dependence of the operators such that KI(t, τ) is a
function of two times and cannot be written as a function of t− τ alone.
This can, however, be achieved by going back to Schrödinger picture. The
density matrix in Schrödinger picture is given by ρ(t) = e−iHStρI(t)eiHSt.
Calculating ρ˙(t) from this expression and inserting Eq. (2.35) we find the
master equation in Schrödinger picture
ρ˙(t) = −iLS,effρ(t)−
∫ t
t0
dτ K(t− τ)ρ(τ), (2.40)
where
K(t− τ)ρ(τ) ≡ e−iHStKI(t− τ)ρI(τ)eiHSt
=
1
~2
∑
α=±,z
(
Gαα¯(t− τ)
(
Bαe
−iHS(t−τ)Bα¯ρ(τ)eiHS(t−τ)
− e−iHS(t−τ)Bα¯ρ(τ)eiHS(t−τ)Bα
)
+Gα¯α(τ − t)
×
(
e−iHS(t−τ)ρ(τ)Bα¯eiHS(t−τ)Bα
−Bαe−iHS(t−τ)ρ(τ)Bα¯eiHS(t−τ)
))
(2.41)
and LS,effρ(t) = LSρ(t) +TrB
(LIρ(t)⊗ρV ) is an effective system Liou-
villian. In this expression the spin operators Bα of the QD are still in the
basis in which the spins are parallel to the operators in the edge state. As
the system is not diagonal the time evolution of the system is nontrivial.
We use Eq. (2.17) to replace the Bα operators by S′α operators that
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have a very simple time evolution. For the kernel we obtain in this basis
K(t−τ)ρ(τ) = 1
~2
∑
k,l=±,z
(
Gkl(t−τ)
(
S′ke−iHS(t−τ)S′lρ(τ)eiHS(t−τ)
− e−iHS(t−τ)S′lρ(τ)eiHS(t−τ)S′k
)
+ Glk(τ − t)
×
(
e−iHS(t−τ)ρ(τ)S′leiHS(t−τ)S′k
− S′ke−iHS(t−τ)ρ(τ)S′leiHS(t−τ)
))
, (2.42)
where the correlation function
Gkl(t) ≡
∑
α=±,z
cαkcα¯lGαα¯(t) (2.43)
is defined such that it contains the geometrical factors cαk. In this basis
the time evolution is then given by
ei∆SS
′zt =
(
ei∆St/2~ 0
0 e−i∆St/2~
)
(2.44)
such that the time evolution just adds phase factors to the matrix elements
of K. The explicit form of this term is given in appendix D.
The general master equation Eq. (2.40) now is a self-consistency equa-
tion for the reduced density matrix. The equation is, however, mathe-
matically given by a convolution of the kernel K and the reduced density
matrix ρ. Doing a Laplace transform such a convolution becomes the
product of the Laplace transform of K and ρ. This enables us to cal-
culate the Laplace transform of the reduced density matrix. The inverse
transform is not as straight forward as for the Fourier transform [Arf13].
For some properties, however, the Laplace transform at specific values is
sufficient.
One of this properties is the long time behavior which can be deter-
mined by the finial value theorem. For convenience we define the Laplace
transform F (z) of a function f(t) as
F (z) ≡
∫ ∞
0
eizt/~f(t) dt . (2.45)
Using this definition the final value theorem reads [Bee03]
lim
t→∞ f(t) = limz→i0+
izF (z)
~
. (2.46)
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The final value theorem thus allows us to extract the long time limit from
the Laplace transform at z = 0.
This can be used to determine the steady state of the general master
equation. The steady state is the static state that the system relaxes to.
The steady state ρ¯ is thus
lim
t→∞ ρ(t) = limz→i0+
izρ(z)
~
= ρ¯ (2.47)
and has the property
lim
t→∞ ρ˙(t) = 0. (2.48)
The rate of change ρ˙ is determined by the generalized master equation
Eq. (2.40). The long time limit, however, is most conveniently determined
in Laplace space. Bringing Eq. (2.40) to Laplace space we find
ρ˙(z) = −iLSρ(z)− iTrB(LIρ(z)⊗ ρV )−K(z)ρ(z). (2.49)
Applying the final value theorem to Eq. (2.48) and inserting Eq. (2.49)
we find
0 = lim
t→∞ ρ˙(t) = limz→i0+
izρ˙(z)
~
(2.50a)
= lim
z→i0+
(− iLS,eff −K(z)) izρ(z)~ (2.50b)
=
(− iLS,eff −K(0))ρ¯ (2.50c)
which reduces the problem of finding the steady state to finding the kernel
of a linear mapping.
Using this method allows us to obtain a steady state without doing fur-
ther approximations than the Markov approximation. We can especially
avoid the secular approximation usually done in order to obtain a gen-
eralized master equation. When dealing with different directions of spin
quantization axes this is, however, a crucial point as the resulting spin
quantization axis in not clear in the beginning. We will see that in the
secular approximation the choice of the proper system bath separation is
crucial. For the expression in Eq. (2.50) the right choice of the system
is not that crucial such that the result can serve as a benchmark for the
result we obtain in secular approximation. In the next chapter we will
have a closer look at the secular approximation and the implication of the
choice of a specific system.
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2.2.5 Secular Approximation
The basic idea behind the secular approximation is to identify terms that
are oscillating fast compared to the relaxation dynamics of the density
matrix due to the coupling to the bath and neglect them. We, however,
have to distinguish between the fast oscillation of the off diagonal ele-
ments of the density matrix and the fast oscillations of the couplings in
the master equation.
By going to the interaction picture the unperturbed part of the evolu-
tion is included in the definition of the states of the system. The resulting
dynamics is now driven by the perturbation. This dynamics is now de-
scribed by the master equation. By including the free evolution in the
definition of the states itself we get rid of the part of the coherent evo-
lution that is driven by the unperturbed system. The oscillating behavior
of the off diagonal entries of the density matrix in Schrödinger picture
is driven by the coherent dynamics and thus is absent in the interaction
picture. Formally we can compare Eq. (2.40) to Eq. (2.35) and find that
one major difference is that Eq. (2.35) lacks the LS term which drives
the oscillations of the off diagonal elements of the density matrix. Be-
cause we assumed that the interaction term does not vanish if the bath
is traced out we still have an additional term that has been included in
the definition of LS,eff.
To understand how this term can be removed we transform Eq. (2.40)
into an interaction picture where we leave the unperturbed system H¯S
not yet chosen. The corresponding density matrix is defined as ρI¯ =
exp(iH¯St/~)ρ(t) exp(−iH¯St~). Using the master equation in the Schrö-
dinger picture Eq. (2.40) we can also give a master equation in this new
interaction picture corresponding to H¯S
ρ˙I¯(t) = i
(LH¯S − LI¯S,eff)ρI¯
−
∫ t
0
dτ eiH¯St/~
(K(t− τ)ρ(τ))e−iH¯St/~, (2.51)
where the second term defines the transformed integration kernel. In this
form we see that by choosing H¯S = HS we can remove the LS term
from the master equation. In general we are able to remove all terms
that describe coherent dynamics by choosing H¯S accordingly.
At this point we can come back to the definitions Eqs. (2.20). The first
term in Eq. (2.40) describes the coherent dynamics. In the interaction
picture we can remove this term by carefully choosing the Hamiltonian we
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consider to be the unperturbed system and thus removing the first term
in Eq. (2.51). If we chose the wrong system we are left with remainder
coherent dynamics. If we choose the partition into system and bath such
that 〈HI〉V = 0 then we already chose a system that removes the coherent
oscillation in the interaction picture. If we choose the naive partitioning
we would end up with a remainder term that drives coherent dynamics
that then drive oscillation on the off diagonal terms.
In the naive partitioning we would have ended up with
LS,effρ = 1~ [HZ + 2J〈J
z〉V Sz, ρ]. (2.52)
In order to remove the coherent dynamics in the interaction picture we
then needed to choose H¯S = HZ + 2J〈Jz〉V Sz, which again brings us
back to the definition we did in Eq. (2.20). Because in this light this
Hamiltonian includes an effective field induced by the lead we call it the
effective Hamiltonian Heff ≡ H¯S .
For the secular approximation we start with the master equation in the
interaction picture Eq. (2.35) and its kernel Eq. (2.39) and insert explicit
expressions for the operators in the interaction picture. Those are given
in the Schrödinger picture by
BIα(t) =
∑
k=±,z
cαke
iσk∆St/~Sk (2.53)
where σ+ = −σ− = 1, σz = 0 and Eq. (2.22) was inserted into the
definition of the operators in the interaction picture. Inserting these into
Eq. (2.39) we obtain
KI(t, τ)ρI(τ) = 1
~2
∑
k,l=±,z
ei∆S(σk+σl)t/~e−i∆σl(t−τ)/~
× (Gkl(t− τ)[Sk, SlρI(τ)] + Glk(τ − t)[ρI(τ)Sl, Sk]). (2.54)
In the next step we do the Markov approximation. For the Markov ap-
proximation we assume that the correlation in the leads decay fast and
that thus the correlation functions of the leads are δ-like and we can as-
sume that ρI(τ) ≈ ρI(t). By this approximation the equation becomes
time local in t and we are independent of the history of the evolution of
the system.
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In Markov approximation the integral in Eq. (2.35) can now be carried
out yielding
ρ˙I(t) = − 1
~2
∑
k,l=±,z
ei∆S(σk+σl)t/~
× (F+kl(−∆Sσl)[Sk, SlρI(t)] + F−lk(−∆Sσl)[ρI(t)Sl, Sk]), (2.55)
where
Fσkl(z) =
∫ ∞
0
dτ eizτ/~Gkl(στ) (2.56)
are the half sided Fourier transforms of the correlation functions Gkl(τ).
Note that as the integral is not over the whole real axis the sign of the
time argument of Gkl(τ) plays a role.
The master equation in Markov approximation now being time local
still contains some fast oscillating terms. The oscillating terms oscillate
on the scale τs ≈ ~/∆S of the system. For the density matrix the terms
that drive coherent oscillations that are on the same order, however, are
removed such that the dynamics of the density matrix are determined by
the coupling to the bath alone. This coupling to the bath has a relaxation
time scale τR ∝ ~β(J/vF~)−2 which we assume to be larger than τS .
As the density matrix in interaction picture changes on the scale of τR it
is approximately constant on the scale τS such that the fast oscillations
do not contribute. We thus neglect terms for which σk + σl 6= 0. The
resulting equation
ρ˙I(t) = − 1
~2
∑
k=±,z(F+
kk¯
(∆Sσk)[S
k, Sk¯ρI(t)] + F−
k¯k
(∆Sσk)[ρ
I(t)Sk¯, Sk]
)
, (2.57)
is now local in time and does not contain oscillating terms anymore.
The secular approximation is obtained by neglecting fast oscillating
terms. The oscillations in these terms needed to be fast compared to the
relaxation dynamics of the system. For the validity of the approximation it
is important that the dynamics of the system are only given by relaxation
as these processes are slow. Therefore it was important to remove any
additional coherent oscillations. If any coherent oscillations were left the
separations in fast and slow oscillation would have been obscured. The
choice of the unperturbed system is thus of great importance for the
validity of the secular approximation.
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The master equation in secular approximation can be written in a stan-
dardized form2; the Lindblad form. This form guarantees the conservation
of the trace and thus is the standard form of the Markovian dynamics of
open systems. This form will be given in the next chapter. Finally we
will then compare the result of Eq. (2.50) to the result obtained from
Eq. (2.57) before continuing with the calculation of transport properties.
2.2.6 Master Equation in Lindblad Form
It can be shown that all quantum dynamical semigroups can be described
in a standardized form [Bre02]. For this standardized form the Liouvillian
is written in the Lindblad form
ρ˙(t) = LLFρ(t) = − i~ [H, ρ] +
1
~2
N2−1∑
k=1
γk
(
Wkρ(t)W
†
k
− 1
2
(
W †kWkρ(t) + ρ(t)W
†
kWk
))
, (2.58)
where N is the dimension of the Hilbert space and Wk are the Lindblad
operators and γk are positive coefficients and H is a Hermitian operator.
This equation can be written in a more convenient form
LLFρ(t) = −iLHρ(t) +D[ρ(t)], (2.59)
where the dissipator D is defined by
D[ρ(t)] = 1
~2
N2−1∑
k=1
γk
(
Wkρ(t)W
†
k −
1
2
{W †kWk, ρ(t)}
)
, (2.60)
and {A,B} = AB+BA is the anticommutator. Using the dissipator the
master equation can be written in a very compact form. It is, however,
important to mention that the Hermitian operator need not be the system
Hamiltonian.
We will now bring the master equation in secular approximation Eq. (2.57)
into the Lindblad form and determine the operators H, Wk as well as the
2In general this is not possible for all master equations. Breuer and Petruc-
cione argue that for functions of positive type this form can always be obtained
[Bre02]. The correlation functions here fulfill this condition.
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coefficients γk. By carrying out the commutators in Eq. (2.57) we obtain
ρ˙I(t) = −
∑
k=±,z
(
F+
kk¯
(∆Sσk)S
kSk¯ρI(t) + F−
kk¯
(−∆Sσk)ρI(t)SkSk¯
−Fkk¯(∆Sσk)Sk¯ρI(t)Sk
)
, (2.61)
where the Fourier transform Fkl(ω) is defined by
Fkl(ω) = F+kl(ω) + F−kl(−ω). (2.62)
In order to cast this equation in Lindblad form we use
aXˆYˆ + bYˆ Xˆ =
a+ b
2
[Xˆ, Yˆ ] +
a− b
2
{Xˆ, Yˆ }, (2.63)
where Xˆ and Yˆ are operators and a, b ∈ R. The master equation can
then be written in Lindblad form by
ρ˙(t)I = − i
~
[HLS, ρ
I(t)] +D[ρI(t)] (2.64)
HLS = −i
∑
k=±,z
F+
kk¯
(∆Sσk)−F−kk¯(−∆Sσk)
2~
SkSk
†
(2.65)
D[ρI(t)] = 1
~2
∑
k=±,z
Fk¯k(−∆Sσk)
(
SkρI(t)Sk
†
− 1
2
{Sk†Sk, ρI(t)}
)
, (2.66)
where we used that Sk¯ = Sk† and HLS is the Lamb shift Hamilto-
nian. Transforming this equation back to the Schrödinger picture only
reintroduces the commutator with the system Hamiltonian such that the
dissipator as well as the Lamb shift Hamiltonian have the same shape.
The Lamb shift Hamiltonian gives second order corrections to the effec-
tive system Hamiltonian. For our case the resulting matrix for the Lamb
shift terms only has diagonal entries as
S+S− = ~2
(
1 0
0 0
)
SzSz = ~2
(
1/4 0
0 1/4
)
S−S+ = ~2
(
0 0
0 1
)
(2.67)
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such that the Lamb shift will not alter the direction of the quantization
axis and only shifts the energy and changes the splitting of the effective
QD levels. The splitting is the only term that has an effect on the system
and would enter in the dissipator and thus only in higher order terms.
This is in contrast to the first order terms which need to be respected as
they change the direction of quantization and thus are important for the
validity of the secular approximation. Here we will ignore this Lamb shift
term.
In this form we can write down the equations of motion in the Schrödinger
picture in a particular simple form. Changing to the Schrödinger picture
only reintroduces the commutator that was removed by going to the inter-
action picture. Inserting the matrix representation of the spin operators
into Eq. (2.64) we obtain the equations of motion for the entries of the
density matrix
ρ˙↑↑(t) = −Γ↓↑ρ↑↑(t) + Γ↑↓ρ↓↓(t) (2.68a)
ρ˙↓↓(t) = Γ↓↑ρ↑↑(t)− Γ↑↓ρ↓↓(t) (2.68b)
ρ˙↑↓(t) = (−i∆S/~− Γdeph)ρ↑↓(t) (2.68c)
ρ˙↓↑(t) = (i∆S/~− Γdeph)ρ↓↑(t), (2.68d)
where Γ↑↓ ≡ F−+(−∆S), Γ↓↑ ≡ F+−(∆S), Γ = Γ↑↓+ Γ↓↑ and Γdeph ≡
F−+(−∆S) + F+−(∆S) + Fzz(0)/2. The diagonal and off diagonal
entries thus decouple and the equation of motion can be interpreted as a
rate equation for the diagonal entries and dephasing for the off diagonal
entries. This representation allows us to interpret the behavior in an
intuitive way. The behavior of the system will now be an interplay of the
spin flip rates Γσσ¯ and the parameters of the effective system. Before
we can discuss the behavior of the system we thus need to discuss the
properties of the effective system.
2.2.7 Effective System Parameters
In Eq. (2.22) we introduced an additional term in the system that we
later identified as the induced field due to the coupling to the lead in
Eq. (2.52). We also argued that this additional term is equivalent to
the redefinition of system and coupling in Eq. (2.20). In the derivation
of the master equation we used the coefficients defined in Eq. (2.17) to
write the spin operators Sσ in a basis that diagonalizes the system such
that their time evolution is simple. This transformation is parameterized
by the two angles θ and φ as discussed in section 2.1.3. There we also
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showed that these angles can be determined by representing the resulting
effective magnetic field in spherical coordinates.
In Fig. 2.1b) the geometry of the effective Hamiltonian is shown. The
effective system is the sum of the splitting due to the magnetic field gµB ~B
and an induced splitting ∆V zˆ, where zˆ is the spin quantization direction
of the edge state electrons. Those two fields are tilted by θZ with respect
to each other. The resulting effective field is modified in strength and in
direction. We need to determine those new parameters.
The transformation between the operators for the spin in the edge
state and the effective quantization direction in the effective system can
most conveniently be calculated by writing down the effective system
Hamiltonian Heff in the spin basis in which the z axis is parallel to the
spin of the right movers. In this basis the direction of the magnetic field
can be parameterized by two angles; the polar angle θZ and the azimuthal
angle φZ of the magnetic field.The induced field points along the z axis
such that
Heff =
1
~
∆Z sin θZ cosφZ∆Z sin θZ sinφZ
∆Z cos θZ + ∆V
 · ~S = ∆S
~
sin θ cosφsin θ sinφ
cos θ
 · ~S, (2.69)
where θ and φ are the polar and azimuthal angles parameterizing the
effective system direction nˆ and ∆S is the effective splitting of the system.
The effective splitting in the system can be determined by calculating
the norm of the vectors on both sides of the equation. This leads to
∆S =
√
∆2Z + ∆
2
V + 2∆Z∆V cos θZ , (2.70)
where we chose the splitting ∆S to be positive. The parameter φ only
appears in the first two components. By choosing φ = φZ we can get rid
of these factors. The third component then yields
θ = arccos
(∆Z cos θZ + ∆V
∆S
)
. (2.71)
By using sin(arccos(x)) =
√
1− x2, which is valid for −1 < x < 1 we
can check that this angle also fulfills the first two components because√
1−
(∆Z cos θZ + ∆V
∆S
)2
=
√
∆2Z
∆2S
sin2 θZ =
∆Z
∆S
sin θZ , (2.72)
where we used that ∆Z ,∆S > 0 and that 0 ≤ θZ < pi.
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For a fixed angle θZ the interplay between ∆V and ∆Z determines the
properties of the effective system. In general we can distinguish three
interesting regimes; the regime in which the Zeeman splitting dominates
∆Z  ∆V , the regime of large bias voltage in which |∆V |  ∆Z and the
regime where the two contributions cancel each other ∆V ≈ −∆Z cos θZ .
Because ∆V ∝ JV and ∆Z ∝ B these regimes can either be switched
by changing the magnetic field or by changing the bias. Depending on
which contribution it is larger and will dominate the behavior.
For small bias voltage we find ∆V  ∆Z . Because we assume that J
is small and ∆V ∝ JV this condition is met for a large bias voltage range
when ∆Z is not zero. This especially also includes the cases in which
eV ≈ ∆Z . In this regime ∆S ≈ ∆Z and thus θ ≈ θZ . The effective field
aligns with the magnetic field and the splitting is given by the Zeeman
splitting.
For large bias voltage when |∆V |  ∆Z we find that ∆S ≈ |∆V |.
The angle on the other hand then is θ = arccos(sgn(eV β)) = (1 −
sgn(eV β))pi/2. For large bias voltage the system thus aligns with the
lead quantization axis. The sign of the bias then decides whether the
system aligns or antialigns. In Fig. 2.1 this corresponds to the case where
∆V pushes the system into the right upper or left lower direction.
For the intermediate bias voltage the resulting system is in between
those two cases. It also includes the point where ∆V ≈ −∆Z cos θZ . At
this point the resulting splitting is minimal. In this regime the effect of
the bias voltage on the direction of the effective field is very strong and
the direction can be changed without really affecting the splitting.
2.2.8 Correlation Functions of the HLL
In section 2.2.6 we saw that the transition rates between the diagonal
elements of the density matrix contain the Fourier transforms of the lead
correlation functions. These correlation functions can be calculated using
bosonization including the Coulomb interaction of the electrons in the
helical edge. The details of these calculations are given in appendix B.
Here we would like to summarize the most important properties of the
correlation functions needed to interpret the behavior of the transition
rates.
In section 2.2.3 we introduced the correlation function Gkl(τ). Due to
number conservation in the system only three correlation functions play
a role Gzz(τ) and G±∓(τ). Following [Peç03] the bias voltage in the
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density matrix ρV can be gauged into the lead operators such that
Gαα¯(τ) = e
−iσαeV t/~TrB(ρHLLAα(t)Aα¯(0)), (2.73)
where ρHLL = exp(−βHHLL)/ZHLL and ZHLL = TrB(ρHLL). The de-
tails of this transformation is summarized in appendix B.2. The correla-
tion function can thus be decomposed into an oscillating prefactor and
an expectation value for a system without bias. The correlation functions
are
G±∓(τ) =
(
J
βv
)2
e∓ieV t/~
(sin a)2K
(2a)2
(
i
sinh(ia− pit~β )
)2K
(2.74a)
Gzz(τ) =
(
J
βv
)2
1
2K
(
i
sinh(ia− pit~β )
)2
, (2.74b)
where a ≡ piα/~βv, α is the cutoff and K the interaction parameter of
the bosonization and v ≡ vFK is the Fermi velocity.
The interaction influences Gzz(τ) and G±∓(τ) differently. The contin-
uum limit a→ 0 is well behaved for Gzz(τ) whereas it cannot be carried
out for G±∓(τ) for K 6= 1 as a the prefactor has an algebraic divergence
with an exponent of 2K − 2. When interaction in the leads is included
we thus cannot carry out the continuum limit and have to keep the cutoff
parameter a finite.
In both cases the time argument leads to a decay that is characterized
by the dimensionless time pit/~β. For larger temperatures the decay is
exponential and the correlation function is well localized in time. For
smaller temperatures, however, the hyperbolic sine can be approximated
linearly and we find that the decay is algebraic and in the case of G±∓(τ)
is non universal.
For the transition rates we need to calculate the Fourier transforms of
these correlation functions. We define these Fourier transforms by
Fz(ω) =
∫ ∞
−∞
dτ eiωτ/~ Gzz(τ) (2.75a)
Fσσ¯(ω) =
∫ ∞
−∞
dτ eiωτ/~ Gσσ¯(τ). (2.75b)
These integrals can be carried out analytically by using a generalized
binominal formula. For small a the resulting expressions can be simplified
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and we obtain
Fz(ω) =
1
~β
(
~J
v
)2
ωβ
2piK
eβω/2
sinh(ωβ/2)
(2.76a)
Fσσ¯(ω) = F (ω − σeV ) (2.76b)
F (ω) =
1
~β
(
~J
v
)2
(2 sin a)2K
(2a)2
pi
Γ(K)|Γ(1−K + iωβ/2pi)|2
eωβ/2
coshωβ − cos 2piK . (2.76c)
As the bias voltage only appears in an oscillating prefactor in Eq. (2.74a)
the bias voltage just shifts the frequency and to understand the behavior
of Fσσ¯(ω) it is sufficient to discuss the properties of F (ω).
For the GME the half sided Fourier transforms also play a role. These
can also be calculated analytically. The result, however, is more compli-
cated and not very intuitive. They only appear in the GME result. Most
of the interpretations of the result can be done using the GME in secular
approximation which only contains the Fourier transforms. We thus give
these transforms in appendix B and only discuss the Fourier transforms
here.
For the interpretation of the result the dependence on the bias voltage
plays an important role. The bias voltage or also the Zeeman splitting
only has an significant influence if they are larger than kBT as otherwise
the thermal widening will hide all structures. We are thus especially
interested in frequencies of ωβ > 1. For |ωβ|  1 we can use Stirling’s
formula to show that
|Γ(1−K + iωβ/2pi)|2 ≈ 2pi(|ω|β/2pi)1−2Ke−|ω|β/2e−2+2K . (2.77)
Inserting this into Eq. (2.76c) we obtain for ωβ  1 and a 1
F (ω) ≈ 1
~β
(
~J
v
)2
4pi2
Γ(K)e−2+2K
(2a)2K−2 (ωβ/2pi)2K−1 e(ω−|ω|)β/2 (2.78)
We thus find that for negative frequencies the Fourier transform decays
exponentially whereas for positive frequencies it behaves algebraically with
an exponent of 2K − 1. For K = 1 the Fourier transform F (ω) shows
the same functional behavior as Fz(ω).
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2.2.9 Validity of Secular Approximation
In section 2.2.5 we introduced the secular approximation. Its central idea
was to neglect terms in the equation which just introduce fast oscillations
that vanish when averaged over a time longer than the period of these
oscillations. The important assumption was that the time scale of the
relaxation τR is large compared to the time scale of this oscillations which
is given by the timescale of the oscillations of the system τS . In the last
section we introduced the effective system parameters and also listed
some properties and different regimes. The master equation in secular
approximation allows for an intuitive interpretation. It is thus important
to understand in which regime the secular approximation is reliable as this
opens up a very strong tool for the interpretation of the system.
In the last section we showed that the induced field cannot only modify
the effective splitting itself but also the direction. Each of these regimes
were characterized by a specific relation between ∆V and ∆Z . To get a
feeling for the influence on the validity for the secular approximation we
need to estimate τS and τR.
The system time scale can be estimated by the relaxation rates. In
general these relaxation rates are small as they are of second order in the
coupling which is small. The rates also contain the Fourier transform of
the lead correlation function which follows a power law with exponent
2K−1 for large bias voltage βV . On the one hand we can thus estimate
the timescale of the relaxation by
1
τR
=
(
~J
vF
)2
1
~β
(eV β)2K−1. (2.79)
The timescale of the system, on the other hand, can be estimated by
~/∆S , which can be estimated by
~
τS
= ∆S ≈ max(∆V ,∆Z). (2.80)
These simple estimates allow to determine in which regime τR  τS .
In the regime where the bias voltage is of the order of the Zeeman
splitting we find
τS
τR
≈
(
~J
vF
)2
(eV β)2K−2  1. (2.81)
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Figure 2.2: Spin expectation values of the QD spin using the steady state cal-
culated for the GME (black) and the GME in secular approximation (red) for
∆Zβ = 0.5, ~J/vF = 0.1, θZ = pi/6 and K = 1. The bias voltage eV goes
from −150kBT to 100kBT , which is the same bias voltage range also shown
in Fig. 2.3, where the same parameters are used. In grey the plane defined
by x = 0, the direction of the magnetic field as well as the circle defining full
polarization are added to guide the eye. On the walls of the box the projections
onto these surfaces are shown. We see that for large positive and negative
bias voltage the spin of the QD aligns with the lead quantization axis. For
lower bias the system aligns with the magnetic field and switches polarization
for eV ≈ ∆Z . For growing negative bias voltage the quantization axis rotates
and the polarization anti aligns with the lead quantization axis. During this
rotation the spin expectation value in secular approximation deviates from the
polarization using the full GME as the spin expectation value rotates out of the
plane.
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We can thus expect the secular approximation to hold. In this bias voltage
range the splitting is not altered crucially. The splitting of the system thus
protects the approximation.
In the case where ∆Z ≈ −∆V the system timescale is of order (~J/vF )−1
such that a more careful analysis is necessary. Using ∆V = −~JV/4pivF
we find
τS
τR
=
~J
vF
4pi (eV β)2K−2, (2.82)
which is now only first order in the small parameter such that the secular
approximation is not as safe as for smaller bias. This regime is realized
either by a small Zeeman splitting, a strong coupling or a high bias voltage
applied to the edge state. In the first two cases the splitting in the system
is reduced and thus the approximation is not as good anymore. In the
third case the rates are large such that the relaxation dynamics are faster
rendering fast oscillation more important. In this case the effective angle
is close to pi/2. The spin of the impurity thus cannot have a large influence
as no spin direction is preferred.
In the regime of |∆V |  ∆Z the bias voltage and thus the relaxation
rates are large and also generate the same problems as mentioned above.
The difference however is that in this case θ ≈ 0 or θ ≈ pi. Looking closer
at the secular entries in K we see that all those entries are multiplied by
sin θ or sin2 θ which is small. In order to understand how small they are
we insert Eq. (2.71) into the sine and obtain
sin θ = sin
(
arccos
(
∆V + ∆Z cos θZ
∆S
))
= sin θZ
∣∣∣∣∆Z∆S
∣∣∣∣. (2.83)
Because ∆S ≈ ∆V this term add another factor of ∆Z/∆S , which is of
order of 1/eV leading to an additional suppression. The secular approxi-
mation thus is aided by the suppression of the oscillating terms because
the system quantization direction aligns with the electrons in the lead.
Using the GME we can calculate the steady state density matrix which is
completely determined by the spin expectation values. To understand the
influence of the secular approximation we calculated the spin polarization
using the full kernel as well as using the secular approximation. In the
regime of |eV | ≈ ∆Z we found no crucial deviations of the two results as
is expected from our estimates. The result for a small Zeeman splitting
is shown in Fig. 2.2. In Fig. 2.3 the same results for the polarization
in secular approximation is shown as a function of the bias voltage V .
We see that the results coincide well for positive bias voltage as well as
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very negative bias voltage. They deviate in the regime where the bias
voltage is such that it changes the direction of the quantization axis of
the effective system. This is also the regime where the effective splitting
is small. Above we argued that this is also the regime in which we expect
the secular approximation to be worse. The polarization using the full
GME rotates out of the plane which is a sign of the precession in the
system. If one focuses on the projection to the y-z-plane, however, the
qualitative behavior is still good.
The polarization in secular approximation and the result using the full
GME coincide in a wide range of parameters. The only regime in which
they deviate is the regime in which ∆V ≈ −∆Z cos θZ . There the effec-
tive splitting is small compared to the relaxation, which is fast due to the
high bias voltage, making the secular approximation less accurate. The
qualitative features, however, still coincide. We will thus use the secular
result to interpret the results qualitatively but have to check whether the
result in secular approximation still reproduces the result from the full
GME sufficiently well.
2.3 Behavior of the Quantum Dot
In the previous section we discussed several properties of the correlation
functions and the effective system as well as the validity of the secular ap-
proximation. The secular approximation showed to be valid in all relevant
regimes such that we can use it to interpret the behavior of the system.
We will now look at the behavior of the system and interpret it using the
properties of the rates and the geometry. For this we will focus on the
polarization. We first investigate the case of ∆Z  ∆V and continue
with the case of ∆Z ≈ −∆V .
The spin polarization of the QD is determined by two factors; the
polarization of the QD and the direction of the spin quantization axis.
In Eq. (2.68) we have a simple solvable rate equation. It is, however,
only that simple when choosing the basis to be the effective system. In
this description the steady state density matrix is always diagonal. From
the point of view of the helical edge state this state then will have off
diagonal entries in the density matrix. Because the steady state in the
effective system is diagonal it can be completely parameterized by 〈S′z〉
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Figure 2.3: Backscattering current and QD spin polarization in y and z direc-
tion, where the z direction is the spin quantization axis of the edge state, for
~J/vF = 0.1, θZ = pi/6, ∆Z = 15kBT (blue, solid), ∆Z = 0.5kBT (red,
dashed) and ∆Z = 0kBT (black, dash dotted) as a function of the bias voltage
V and for K = 1. The inset shows the spin polarization in the y-z plane. For
illustration, the Bloch sphere as well as the direction of the magnetic field is
added in gray. When |eV | is comparable with ∆Z and thus ∆Z  ∆V , the
spin polarization aligns with the magnetic field. If ∆V becomes comparable
to ∆Z the spin polarization starts to align with the lead quantization axis.
For a sufficiently small magnetic field or a sufficient large bias voltage we see
that the spin quantization axis rotates while the quantum dot is still polarized
such that the spin polarization forms a loop before again aligning with the lead
quantization axis. Without magnetic field the induced field is parallel to the
lead quantization axis such that the polarization in z direction changes sign at
eV = 0. Figure and caption reproduced from the original publication [Pro15].
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and the spin polarization in the edge state system is then
〈Sx〉 = cos θ〈S′z〉 (2.84a)
〈Sy〉 = cosφ sin θ〈S′z〉 (2.84b)
〈Sz〉 = sinφ sin θ〈S′z〉. (2.84c)
The spin polarization in the effective system 〈S′z〉 on the other hand
is determined by the steady state of Eq. (2.68). A closer look at this
equation shows that diagonal and off diagonal entries decouple. Because
we chose a basis in which the system is diagonal we do not have transitions
between the off diagonal entries. Besides the system splitting driving
oscillations we also find a damping term that describes dephasing. In the
long time limit the off diagonal entries thus do decay such that the steady
state density matrix is diagonal in this basis and thus given by
ρ¯ =
(
Γ↑↓/Γ 0
0 Γ↓↑/Γ
)
=
(
1/2 + 〈S′z〉/~ 0
0 1/2− 〈S′z〉/~
)
. (2.85)
The total spin polarization is thus an interplay of the direction of the
effective system and the polarization in this effective frame of reference.
We will start to focus on a regime in which the direction is fixed first
and then discuss the case in which the direction changes significantly as
a function of the bias voltage.
For ∆V  ∆Z we showed in section 2.2.7 that the direction of the
effective system aligns with the magnetic field. For our discussion it is
thus sufficient to understand the behavior of Eq. (2.85). Therefore we
write down the two rates
Γ↓↑ = cos4
θ
2
F (∆S − eV ) + sin4 θ
2
F (∆S + eV )
+
1
4
sin2 θFz(∆S) (2.86a)
Γ↑↓ = sin4
θ
2
F (−∆S − eV ) + cos4 θ
2
F (−∆S + eV )
+
1
4
sin2 θFz(−∆S). (2.86b)
Each of the terms in the sum is a product of a term depending on θ which
represents the geometry and a term that depends on ∆S and eV which
represents energy conservation.
First we have a closer look at the term representing energy conservation.
In Fig. 2.4 a process is illustrated in which the system is excited by making
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Figure 2.4: Spin conserving cotunneling event contained in HI . The right and
left movers are represented as two different reservoirs and the system by its two
states. A spin up electron is scattered to a spin down electron by exciting the
QD. To excite the system it has to supply an energy of ∆S . This process is
thus possible for eV > ∆Z . Because in this process the spin of the impurity is
increased and the spin in the lead is decreased this process is spin conserving.
a right mover (spin up) a left mover (spin down). For now we will assume
that the magnetic field is aligned with the lead quantization axis. Exciting
the system means increasing the spin such that the spin of the edge
electron needs to be reduced. In order to excite the system the lead has
to supply an energy of ∆S meaning that the electron that is put back in
the lead needs to be inserted at a lower energy than the electron removed
from the lead. For eV < ∆S this process is thus only possible for finite
temperature and exponentially suppressed and only strong for eV > ∆Z .
The situation changes if the magnetic field is not exactly aligned with
the spin quantization axis of the edge state. If the magnetic field is slightly
tilted the right movers (spin up) have a large overlap with the spin up
electrons on the QD but also a small finite overlap with the spin down
electrons on the QD. If we now only focus on the diagonal entries of the
density matrix this would seem to be a spin conservation violating process.
In the master equation the off diagonal entries, however, decay such that
although the Hamiltonian is spin conserving the resulting transition rates
seem to violate spin conservation. Now, also spin flips in the lead are
possible without flipping the spin of the impurity or flipping the impurity
in the same direction.
We will thus distinguish processes that violate spin conservation and
processes that conserve spin conservation. The spin conservation violating
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Figure 2.5: Polarization in the effective system for ~J/vF = 0.1, ∆Z = 15kBT ,
θZ = pi/6 (black, dash dotted), θZ = pi/3 (red, dashed) and θZ = pi/2 (blue,
solid).
processes are enabled by the overlap of an edge state electron with the
opposite spin in the system. In the case of θZ = pi/2 the overlap of the
lead electrons and the states in the QD is such that no spin direction
is preferred. When going from 0 ≤ θZ < pi/2 to pi/2 ≤ θZ < pi the
effective system spin quantization axis flips over in the reference frame
of the edge state and the spin conserving and spin conservation violating
processes exchange their meaning.
When looking at Eq. (2.86) we can identify terms that correspond to
spin conserving processes and terms that correspond to spin conservation
violating processes. The spin conserving terms are also present without a
tilt in the magnetic field and thus are the terms involving a cosine whereas
the terms violating spin conservation involve a sine. The spin conserving
and spin conservation violating terms differ only by their effect in the
leads where they flip the spin in different directions such that energy
conservation demands a change of sign in the bias. We will thus restrict
our discussion on cases 0 < θZ < pi/2.
We will now have a closer look at the effect of the different processes
on the polarization which is shown in Fig. 2.5 for several angles θZ .
Looking at Eq. (2.86) we find that for Γ↑↓ all terms are exponentially
suppressed for |eV | < ∆S whereas for Γ↓↑ no term has this suppression.
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The QD thus relaxes into its spin down state, being its ground state,
as can be seen for all angles in Fig. 2.5. For |eV | > ∆S one of the
two first terms in Eq. (2.86a) becomes strong; for eV > ∆S the spin
conserving process and for eV < −∆S the spin conservation violating
process. As the rate to excite the QD is now finite the spin expectation
value increases. The strength of the spin conservation violating process
compared to the spin conserving process is controlled by the angle θZ .
Looking at Fig. 2.5, we see that for small tilt angles the spin conserving
processes excite the QD effectively for eV > ∆S whereas there is hardly
any effect for eV < ∆S . Increasing the angle will reduce the effect
of the spin conserving processes and strengthen the spin conservation
violating processes such that the polarization of the QD for eV > ∆Z is
less effective but more effective for eV < ∆S . When we reach a point
where the magnetic field is perpendicular to the spin quantization axis
in the lead the spin conserving and spin conservation violating processes
are equivalent and the result for positive and negative bias voltage is the
same.
In Eq. (2.86) we find also one term, the last one, that depends on the
bias voltage only via ∆S . This term corresponds to spin flip processes
that are independent of the state of the lead. Such a process is possible if
an electron jumps onto the QD and the electron from the dot jumps back
into the hole the first electron left. Because we assume only one level on
the QD these electrons must have opposite spin and this process is only
possible because the electron jumping to the dot has a finite overlap with
both states. This is also a spin non conserving process.
For now the interpretation of the different types of processes helps us
to understand the behavior of the rates. In chapter 3.3 this idea will be
formalized and extended to interpret the transport properties. For now it
is important to understand that for |eV | ≈ ∆S two processes set in and
that the relative strength is controlled by the tilt angle θZ .
Until now we focused on the case where the tilt angle of the effective
system θ is independent of the bias voltage V . This case already offers
the interesting perspective of manipulating the state of the QD electri-
cally by changing the strength of the polarization. The direction of the
polarization is, however, fixed. In order to manipulate the direction of
the impurity we need to go into a regime in which −∆V ≈ ∆Z which
directly yields −eV  ∆Z . In this regime the angle depends on the bias
V . As a consequence of the bias voltage being large we can approximate
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Figure 2.6: Spin expectation value (black, solid) and approximation from
Eq. (2.88) (red, dashed) in the effective system for ~J/vF = 0.1, θZ = pi/6
and ∆Z = 0.5kBT . In the inset the resulting spin polarization in the edge state
system is shown. The direction of the magnetic field and the Bloch sphere are
shown for illustration.
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the rates by
Γ↓↑ ≈ cos4 θ
2
F (−eV ) Γ↑↓ ≈ sin4 θ
2
F (−eV ) (2.87)
because the other terms are exponentially suppressed or of the order of
∆S . This approximation yields a particular simple expression for the spin
excitation value in the effective system
〈S′z〉 = ~
2
Γ↑↓ − Γ↓↑
Γ
≈ ~
2
sin4 θ/2− cos4 θ/2
sin4 θ/2 + cos4 θ/2
= ~
2 cos θ
cos2 θ + 1
. (2.88)
It is interesting that in this regime the behavior is only given by the
geometry of the problem and not by the lead correlation functions because
the functional dependence for both rates is the same.
The resulting spin polarization is shown in Fig. 2.6. We can see that the
simple approximation does not describe the change of the spin polarization
at eV ≈ ∆Z but describes the increase of polarization for negative bias
very well. The change of the polarization is thus an effect of the rotation
of the angle between the lead quantization axis and the effective system
quantization axis. In the effective system this rotation shifts the weight
from the spin conserving to the spin conservation violating processes such
that the excitation rate increases again. As at the same time the effective
system flips over the resulting polarization in the reference frame of the
edge state is pointing into the negative z direction. This is illustrated in
the inset of Fig. 2.6.
We discussed the behavior of the QD and understood how the bias volt-
age applied to the edge state and the tilt of the magnetic field together
influence the behavior of the system. We found that processes violating
spin conservation play an important role in the interpretation of the be-
havior. This reflects the fact that the spin of the electrons can change
due to the magnetic field. This means that the magnetic field could now
also drive a backscattering current which was prohibited by time reversal
symmetry without magnetic field.
2.4 Transport Properties Using the GME
In section 2.2 we focused on the derivation of a generalized master equa-
tion in order to describe the behavior of the system and obtained a method
for determining the steady state density matrix. In section 2.3 we then
looked at the polarization as this is one method of parameterizing the
58 Chapter 2. Quantum Dot Coupled to a HLL
density matrix. We could identify several regimes in which we found in-
teresting behavior. Until now we have, however, not discussed the effect
on the lead. Due to the dynamics of the system the number of left and
right movers now can be changed. This leads to signatures of the system
behavior in the transport through the edge state.
In the edge state time reversal symmetry prohibits elastic backscat-
tering from impurities that do not violate time reversal symmetry. In a
simple picture this can be understood as a consequence of the fact that
the electron cannot change its spin. In section 2.3 we argued that an
electron can change its spin by jumping on the dot such that the QD
makes it possible to make right left movers and vice versa, leading to
backscattering.
Here we will derive an expression for the current that allows the cal-
culation of the current for the GME as well as for the GME in secular
approximation. In chapter 3 we will use a different method to calculate
the current that also allows the calculation of higher cumulants.
2.4.1 Current Operator
The edge states form at a domain boundary between domains of different
topology. Here we consider a topological insulator in which time reversal
symmetry is not violated. This means that also the edge state is time
reversal symmetric. Kramer’s theorem ensures that in a spin 1/2 system
each eigenvalue is at least twofold degenerate and each eigenstate has
a time reversal partner [Haa10]. These pairs of eigenstates are Kramer
pairs. The edge states are such Kramer pairs propagating in different di-
rections. Without breaking time reversal symmetry elastic backscattering
is thus forbidden [Xu06, Wu06]. Using the Landauer-Büttiger formalism
the conductance for each edge is
G0 =
e2
h
, (2.89)
because each edge has one mode, which is not spin degenerate and the
transmission can be assumed to be perfect as backscattering is forbidden.
Coupling the QD in the cotunneling regime to this edge state now allows
single electrons to jump onto the QD while simultaneously the electron
sitting on the impurity is pushed back into the edge state. We can now
treat the left and the right movers in the edge state as two different
independent reservoirs. The spin of the electrons in these reservoirs is
then antiparallel.
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Considering the case where the spin is conserved the right mover (spin
up) can only scatter if the QD is in its ground state (spin down). After
this scattering event the QD stays in its excited state (spin up). During
this scattering process a right mover is removed and a left mover is added.
As the QD is now excited the only possible process is the reverse process.
This means that when averaging over time the number of right movers
does not change.
The situation changes if the processes are not spin conserving anymore.
If a right mover (spin up) scatters here the impurity could also stay in
its ground state. The process is thus not blocked anymore by spin con-
servation. This process then reduces the number of right movers also on
average.
The current in the edge state, however, is not completely determined by
this scattering events but by the bias voltage applied to it. The bias volt-
age applied to the edge state drives an occupation imbalance of right and
left movers ultimately leading to the quantized conductance mentioned
above. Adding backscattering events to this picture will now modify this
ballistic current. C. S. Peça et al. showed this by gauging the bias voltage
into the operators and found that the current operator obtains an offset
that corresponds to this ballistic contribution and the operator describing
the deviations from this ballistic value [Peç03]. I. Safi and H. J. Schulz
showed that if a right mover is injected into a Luttinger liquid it will end
up in the right reservoir [Saf96]. If a scattering event generates a left
mover from a right mover this means an electron is injected into the left
lead. As series of these events generate a current that is on top of the
ballistic current and can be interpreted as a backscattering current.
Following this argument we identified the rate of injection of left movers
as the backscattering current. In the context of a GME we will treat the
left and the right movers as two separate reservoirs of electrons each hav-
ing their own chemical potential differing by eV . In this respect the setup
we consider is similar to a setup where a QD is coupled to Spin polarized
antiparallel reservoirs. The important difference here is, however, that
these two reservoirs are realized in the same edge states but can never-
theless be probed separately by reservoirs on the left and right. This also
holds even if interactions are present in the helical edge state.
We consider the current to be positive for electrons going left to right.
The right movers and left movers are treated as two separate reservoirs.
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The current into these reservoirs are defined as
Iˆη(t) ≡ ˙ˆNη = ie~ [HI(t), Nˆη(t)] =
ie
~
ση
∑
α=±
σαAα(t)B
α(t), (2.90)
where Nˆη is the number of electrons moving in branch η as defined in
Eq. (2.4) and σR = −σL = 1. As the QD in Coulomb blockade cannot
accumulate charge the current coming from the right movers is the same
as the current going to the left movers.
We do not consider a sudden quench such that we are interested in the
current in the steady state. The current is thus defined as the expectation
value at long times when the system has relaxed into the steady state
Iη = lim
t→∞Tr(Iˆη(t)ρtot(t)). (2.91)
We choose the backscattering current such that a positive backscattering
current reduces the current compared to the ballistic value. Furthermore,
we define the backscattering current by its long time limit where it is
defined by the steady state such that it is given by the expectation value
Ibs = IL. (2.92)
The backscattering current is thus given by the rate at which left movers
are added to the helical edge state. In the reminder of this chapter we
will always discuss this backscattering current.
2.4.2 Current from GME
In section 2.4.1 we identified the current between the reservoir of the right
and left movers as the backscattering current and also defined a current
operator for this current. Here we will use the result from the GME
to calculate the backscattering current Eq. (2.92). For this we evaluate
Eq. (2.91) in the interaction picture
Iη(t) = Tr(IIηρ
I
tot(t))
= i
∫ t
t0
dτ Tr
(
IIη (t)LII(τ)ρItot(τ)
)
+O(J3). (2.93)
When calculating the current up to second order and rewriting it using
the cyclic property of the trace we can cast this equation into a form that
is very similar to our GME
Iσ(t) =
i
~
∫ t
t0
dτ Tr
(
1
2
{
IˆIη (t), [H
I
I (τ), ρ
I(τ)]
})
. (2.94)
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In this form the equation is very similar to Eq. (2.35) up to the fact that
the current operator is not associated with a commutator but with an anti
commutator. We exploit this similarity and define LIIη (t)• = 12{IIη (t), •}.
Using this definition the current can now be written by the current kernel
KIIη (t, τ) defined by
KIIη (t, τ)ρI(τ) = iTrB(LIIη (t)LII(τ)ρI(τ)⊗ ρV ) (2.95)
such that the current then can be written as
Iη(t) =
∫ t
t0
TrS(KIIη (t, τ)ρI(τ)). (2.96)
The expression in the trace can be brought back to the Schrödinger picture
the same way as discussed for the kernel KI in section 2.2.4. Following
the same procedure we obtain
KIη (t− τ)ρ(τ) =
e
~2
1
2
∑
k,l=±,z
[
GIηk,l(t− τ)
(
S′ke−iHS(t−τ)S′lρ(τ)eiHS(t−τ)
+ e−iHS(t−τ)S′lρ(τ)eiHS(t−τ)S′k
)
+ GIηkl (τ − t)
(
e−iHS(t−τ)ρ(τ)S′keiHS(t−τ)S′l
+ S′le−iHS(t−τ)ρ(τ)S′keiHS(t−τ)
)]
, (2.97)
where
GIηkl (τ) ≡
∑
α=±
σαση cα,kcα¯,lGαα¯(τ). (2.98)
This expression is very similar to Eq. (2.42). The current superoperator
has some important differences to the tunnel operator Eq. (2.9). It is
built using an anti commutator instead of a commutator such that the
terms are added up and not subtracted. The sum in the definition of Iˆη
excludes the AzBz term and has an alternating sign. This is reflected in
the definition of GIηkl (τ) where the sum is only over the ± components and
the sign of the terms in the sum alternate in sign. This alternating sign
corresponds to the direction of current that a certain process contributes.
This will be discussed in more detail in section 3.3.
Because for the calculation of the current the trace of Eq. (2.97) is
needed, the resulting expression can be simplified using the cyclic property
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of the trace. Using this property the two time propagation operators can
be arranged around the S′k operators and the operators can be arranged
to the right of the density matrix yielding
Iη(t) =
e
~2
∫ t
t0
dτ
∑
k,l=±,z
(
GIηkl (t− τ)eiσk∆S(t−τ)/~
+ GIηkl (τ − t)eiσl∆S(t−τ)/~
)
TrS(ρ(τ)S′kS′l). (2.99)
In order to obtain the long time limit we can use the final value theorem.
For this we need to perform the Laplace transform defined in Eq. (2.45)
and determine the z → i0+ limit. As Eq. (2.99) is a convolution the
result is
Iη(z) =
e
~2
∑
k,l=±,z
(
FIη+kl (z + σk∆S)
+ FIη−kl (z + σl∆S)
)
TrS(ρ(z)S′kS′l), (2.100)
where
FIησkl (z) ≡
∫ ∞
0
dτ eizτ/~GIηkl (στ) =
∑
α=±
σασηcα,kcα¯,lF
σ
αα¯(z), (2.101)
and Fσαα¯(z) is the half sided Fourier transform of Gαα¯(στ). Inserting this
into the final value theorem we find
Iη =
e
~2
∑
k,l=±,z
(
FIη+kl (σk∆S) + FIη−kl (σl∆S)
)
TrS(ρ¯S′kS′l), (2.102)
where we used that the steady state density matrix is given by limz→i0+
ρ(z)/~. Using Eq. (2.102) we can now calculate the current resulting for
the steady state obtained from Eq. (2.50) or from Eq. (2.68).
For diagonal density matrices only terms with σk = −σl contribute to
Eq. (2.102) such that the result takes on the relative simple form
Iη = −σηe
[
cos4
θ
2
(F−+(−∆S)ρ¯↓↓ − F+−(∆S)ρ¯↑↑)
+ sin4
θ
2
(F−+(∆S)ρ¯↑↑ − F+−(−∆S)ρ¯↓↓)
+
sin2 θ
4
(F−+(0)− F+−(0))
]
. (2.103)
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For the steady state in secular approximation we can thus give an ana-
lytical result for the current because the steady state is represented by
a diagonal density matrix and can be given analytically. The current for
using the full steady state from the GME again gives us the possibility to
benchmark our analytical result. Here we will, however, not focus on this
comparison but rather on the properties of the transport.
The current formula can also be calculated using full counting statistics
as is shown in chapter 3. This formalism then also allows us to calculate
noise and interpret the properties by breaking down the current to simple
events.
2.4.3 Results
Before we discuss the transport signatures of the behavior discussed in
section 2.3 we first discuss as a benchmark the case of aligned spin quan-
tization axis in the edge and the system. As discussed in section 2.2.7
this includes two cases; the case of aligned magnetic field θZ = 0 and the
case of large bias |∆V |  ∆Z . After discussing the influence of the angle
θZ in various regimes we will also discuss the influence of interaction in
the helical edge.
The two aligned scenarios are somewhat different. We will first discuss
the case of a magnetic field that is aligned with the spin quantization
axis in the edge and then show that in the high bias voltage regime with
a small tilted magnetic field transport also vanishes. If θZ = 0 the rates
Γσσ¯ simplify substantially as spin conservation violating processes are
forbidden and we find
Γ↓↑ = F+−(∆S) Γ↑↓ = F−+(−∆S). (2.104)
For θZ = 0 also the angle θ = 0 and the backscattering current reduces
to
Ibs = eF−+(−∆S)ρ¯↓↓ − eF+−(∆S)ρ¯↑↑
= e
(
F−+(−∆S)− F+−(∆S) ρ¯↑↑
ρ¯↓↓
)
ρ¯↓↓. (2.105)
From Eq. (2.85) we find that
ρ¯↑↑/ρ¯↓↓ = Γ↑↓/Γ↓↑ = F−+(−∆S)/F+−(∆S) (2.106)
and thus that the current vanishes. For θZ = 0 a closer look at the kernel
of the GME Eq. (D.5) shows that the resulting matrix coincides with
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the matrix defining the rate equation Eq. (2.68) as all terms combining
diagonal and off diagonal entries vanish. The same reasoning thus also
applies for the GME result.
For |∆V |  ∆Z the reasoning is similar but we have to be more careful
because for large bias voltage θ approaches 0 but on the other hand the
rates are also very large as they can be proportional to (eV β)2K−1. It is
thus not clear whether the product vanishes or whether we obtain a finite
value in the limit |eV | → ∞. We start by looking at the polarizations
at large bias. Because only one Fourier transform in Eq. (2.86) is not
suppressed exponentially we find for eV  ∆Z
ρ↓↓ ≈
sin4 θ2
cos4 θ2 + sin
4 θ
2
ρ↑↑ ≈
cos4 θ2
cos4 θ2 + sin
4 θ
2
, (2.107)
whereas for −eV  ∆Z we find
ρ↓↓ ≈
cos4 θ2
cos4 θ2 + sin
4 θ
2
ρ↑↑ ≈
sin4 θ2
cos4 θ2 + sin
4 θ
2
. (2.108)
It is important to notice that in the case of |∆V |  ∆Z and thus ∆S ≈
∆V we find that eV  ∆S such that F (σ∆S ± eV ) ≈ F (±eV ) and the
last term in Eq. (2.86) can be neglected. In the regime discussed here
the sign of the bias voltage decides whether the effective system aligns
or anti aligns with the lead polarization axis. Its only effect is thus to
exchange ρ↑↑ and ρ↓↓. Because a change of the sign in the bias voltage
also changes whether F+−(ω) or F−+(ω) vanishes we find for the current
in the case ±eV  ∆Z
Iη = −η e sign(eV )F (|eV |)
(
cos4 θ2 sin
2 θ
2
cos4 θ2 + sin
2 θ
2
+
sin2 θ
4
)
. (2.109)
This result now separates the geometrical factors from the lead correlation
function. The effects of the electron–electron interaction in the lead is
also restricted to the lead correlation function in this result.
The case in which the system quantization axis aligns with the lead
quantization axis goes further than this and even requires ∆Z/∆V  1.
We thus can expand the trigonometric functions in ∆Z/∆V . Inserting
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Figure 2.7: Backscattering current for ~J/vF = 0.1, ∆Z = 0.5kBT , θZ = pi/6
(black), θZ = pi/3 (red) and θZ = pi/2 (blue) using the secular approximation
(solid) and approximation Eq. (2.111) (dashed). In the inset the backscattering
current is shown for the same parameters using the secular approximation (solid)
and the result using the GME (dashed). We see that despite the deviations the
qualitative behavior coincides.
Eq. (2.71) we find
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where higher orders in ∆Z/∆V have been neglected. Inserting this
into Eq. (2.109) we find that the trigonometric terms decay at least as
(eV β)−2 and thus the current decays at least with 1/eV β. This shows
that although the bias voltage and thus the rates are large the spin of the
impurity still blocks the current because the system aligns fast enough.
Using Eq. (2.109) we could show that the current vanishes if the bias
voltage is large enough such that the effective system aligns with the lead
quantization axis. In the calculation we only used |eV |  ∆Z and only
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used in the end that also |∆V |  ∆Z . The equation itself however only
relies on the fact that the rates Eq. (2.86) are each dominated by one
term. This means Eq. (2.109) is also valid when dropping the assumption
that |∆V |  ∆Z . Inserting Eq. (2.110) we find
Iη = −η e sign(eV ) F (|eV |)
× 1
4
(
∆2Z sin
2 θZ
cos2 θZ+1
2 ∆
2
Z + ∆
2
V + 2∆Z∆V cos θZ
)
. (2.111)
The current for small ∆Z and large bias voltage is shown in Fig. 2.7 for
several angles θZ . We see that on the one hand for eV < 0 a strong
minimum in the backscattering current develops. The minimum is most
pronounced for small tilt angles. For eV > 0 on the other hand we see a
very washed out maximum that is small for a small tilt angle. Increasing
the tilt angle the minimum becomes less pronounced and moves closer
to eV = 0. For eV > 0 the transport becomes stronger up to the point
where at θZ = pi/2 the curve is symmetric.
In section 2.3 we argued that the rotation of the effective system leads
to the exchange of spin conserving and spin non conserving processes
when the system tips over. In the reference frame of the lead the impurity
seems to flip when going from large to very negative bias voltage. In the
reference frame of the effective QD system, however, we found that the
polarization relaxes to the ground state for eV ≈ ∆Z but then becomes
excited again as soon as the effective system quantization axis is rotated
and thus exchanges the meaning of relaxation processes and processes
exciting the system. The processes that drive this repolarization then
contribute a current. When the impurity is fully polarized the transport
is blocked again.
For the interpretation of this transport feature we used the secular
approximation. In section 2.2.9 we analyzed the validity of this approxi-
mation and found that in the regime discussed here there are qualitative
deviations in the polarization. To see these deviations appear in the cur-
rent we show the current using the GME and the secular approximation
in the inset of Fig. 2.7. The results agree qualitatively. In the secular
approximation the current is overestimated in general. The rotation out
of the y-z plane seems to lead to a transport blockade of the dot.
Until now we discussed the cases in which the bias voltage compared to
the Zeeman splitting is either so large that the system aligns with the lead
quantization axis or that the system starts to rotate. We could show that
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Figure 2.8: Differential conductance for ~J/vF = 0.1, ∆Z = 15kBT , θZ =
pi/6 (black, solid), θZ = pi/4 (red, dashed), θZ = pi/3 (blue, dash dotted)
and θZ = pi/2 (orange, dash double dotted). Elastic processes that transfer
electrons without changing the state of the QD lead to transport for |eV | < ∆Z
whereas for |eV | > ∆Z also spin flip processes contribute. Increasing the angle
θZ also increases the current due to elastic processes. The spin flip processes
show a different strength for positive and negative bias. The asymmetry is
stronger for small θZ and vanishes for θZ = pi/2.
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these phenomena can be understood by the change of the orientation of
the effective system with respect to the edge state polarization and the
resulting change in overlaps alone. The Fourier transforms characterizing
the lead correlations are in the high frequency regime where the behavior
is completely dominated by the bias voltage such that any change comes
from the geometric factors. Furthermore we chose ∆Z < kBT . Because
we need ~J/vF to be small this helps us to find the phenomena in a
reasonable bias voltage range.
Now we will discuss the case in which eV ≈ ∆Z and ∆Z > kBT .
In this regime the direction of the effective field hardly depends on the
bias. Transitions between regions in which energy conservation prohibits
or enables processes are now well separated and can be identified. To un-
derstand the behavior of the QD in this regime we distinguished between
spin conserving and spin conservation violating processes. We argued that
without violation of spin conservation the system can only be excited for
eV > ∆Z whereas it can only relax to the ground state for |eV | < ∆Z .
The tilt of the quantization axis then enables spin conservation violating
processes and thus also excitation for −eV > ∆Z . For |eV | < ∆Z ,
however, all excitation processes, no matter whether they conserve spin
or not, are forbidden energetically. The quantum dot is locked in the
ground state and one would expect no transport.
To discuss the transport in the system we have a look at the differential
conductance G. In Fig. 2.8 we show the differential conductance for
several tilt angles θZ . Looking at the region |eV | < ∆Z we find a
constant conductance although no excitation is possible. For |eV | > ∆Z
we find transport signatures that can be explained by onset of excitation
processes.
Where the onset of transport at |eV | > ∆Z is expected the transport
for |eV | < ∆Z is unexpected as the QD cannot change its state there.
Responsible for this transport is the last term in Eq. (2.103) which is
independent of the state of the QD. This current is contributed by pro-
cesses that change the spin of an electron in the helical edge state without
changing the spin of the electron on the QD. Such a process could be
an electron tunneling onto the QD and back to the edge state. As the
electron in the edge state has a finite overlap with both states of the QD
it can change the spin in one of those tunneling events. This does not
change the spin of the electron on the QD and the electron thus does not
have to absorb or deposit any energy in the QD. It can happen as soon
as a bias voltage is applied to the edge states and there are free states to
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Figure 2.9: Renormalized differential conductance as a function of bias voltage
V for different HLL interaction strengths: K = 0.6 (black dash dotted), K =
0.8 (red dashed) and K = 1 (blue solid), ∆Z = 15 kBT , ~J/vF = 0.1,
α/~βvF = 10−3, and θZ = pi/6. The inset shows the renormalized differential
conductance for the parameters and line styles as in Fig. 2.8 but now with
K = 0.8. Figure and caption reproduced from the original publication [Pro15].
scatter into.
For |eV | > ∆Z processes exciting the QD are now allowed energetically
and processes flipping the spin on the QD and the edge states simultane-
ously contribute to the current. In section 2.3 we learned that the QD is
in its ground state for |eV | < ∆Z such that only processes exciting the
QD are possible. Looking at Eq. (2.103) we find that this means that
the onset at eV ≈ ∆Z is weighted by a cosine term whereas the onset at
−eV = ∆Z is weighted by a sine and thus suppressed for3 0 ≤ θZ < pi/2.
This reflects the fact that exciting the system at positive bias voltage can
be done conserving the spin whereas it can only be done by violating spin
conservation for negative bias. Because the spin conservation is violated
this means that the sign of the current is negative. When θZ = pi/2 the
meaning of spin conservation vanishes as the overlap with electrons in
the edge state with both states on the QD is the same. The onset of
transport thus is symmetric.
The rates in our approach are given by the Fourier transform of the lead
3The missing range in the angle can be obtained by inverting the sign of the
bias voltage as already mentioned in section 2.3
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correlation functions. Using bosonization we can calculate these correla-
tion functions and their Fourier transforms also including the interactions
of the electrons in the edge state. The corresponding rates were also
given in section 2.2.8. There we saw that Fz(ω) and F (ω) behave differ-
ently when interaction is introduced. Interaction only renormalizes Fz(ω)
whereas it leads to an algebraic behavior with non universal exponent
as well as a divergent dependence on the regularization parameter a in
F (ω). This divergent behavior makes it difficult to compare different
interactions with each other. We will thus renormalize the differential
conductance to the differential conductance at V = 0.
The results are shown in Fig. 2.9 where the renormalized conductance
is shown for several interaction parameters K ≤ 1. The range of values
shown there and the special value of K = 0.8 used later corresponds
to values observed in cleaved edge nanowires in GaAs–AlGaAs het-
erostructures [Aus00, Aus02]. Furthermore this value was also predicted
for HgTe–CdTe quantum wells [Teo09]. We can see that three distinct
peaks develop; two peaks at the onset of transport at |eV | ≈ ∆Z and
another peak at eV = 0. At these voltages the phase oscillation, that are
driven by the Zeeman field and due to the spin flip, are compensated by
the oscillations driven by the bias voltage. The electron–electron interac-
tion will lead to divergences at these points that are cut by temperature.
To understand this behavior better we have a closer look at Eq. (2.78)
and find that the rate shows a |ωβ|2K−1 behavior where the bias voltage
is contained in ω. The derivative with respect to the frequency thus di-
verges at ω = 0. This divergence is cut by the temperature. For K = 1
we obtain a linear frequency dependence of the rate resulting in a con-
stant conductance. For K < 1 the weight of the rates shifts closer to the
point where ω = 0 due to the divergent behavior. This then leads to the
peaks in the differential conductance.
The interaction will change the correlation functions but not the effec-
tive Hamiltonian. Especially the tilt angle θ between the edge state spins
and the effective spin quantization direction is the same as in the K = 1
case. This means that besides the rates being concentrated around the
points eV = 0 and |eV | = ∆Z the geometry prefactors are not altered.
This can be seen in the inset of Fig. 2.9 where the renormalized differ-
ential conductance is plotted for several angles. Comparing the height of
the peaks at eV ≈ ±∆Z we find again the asymmetric behavior that is
controlled by the tilt angle.
For now we could use the notion of spin conserving and spin con-
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servation violating processes to understand the transport properties. In
section 3.3 we will decompose the master equation into the single pro-
cesses and analyze their effect on the lead. This will not only allow us
to understand the current in more detail but also to interpret the noise
behavior.
2.5 Conclusion
In this chapter we discussed the behavior of a quantum dot in the Coulomb
blockade regime coupled to a helical edge state. To this setup we added a
magnetic field that is not necessarily aligned to the spin quantization axis
of the helical edge state. If the magnetic field is not aligned to the spin
quantization axis in the helical edge state it can drive nontrivial behavior
of the impurity spin.
To describe the behavior of the system we set up a generalized master
equation. This master equation is investigated within two approaches. In
a first approach, we expanded the time evolution of the reduced density
matrix in the interaction picture, transformed it back to the Schrödinger
picture and were able to obtain the long time limit from the resulting
equation using the final value theorem. In a second approach, we applied
the secular approximation in the interaction picture and obtained a rate
equation for the entries of the density matrix. The advantage of the
first approach is that we obtain the steady state without the need for
the secular approximation. In contrast to this approach, we obtain a
dynamical equation using the secular approximation which allows us to
interpret the behavior by a rate equation.
In the derivation of the result in secular approximation we found that
it is essential to choose the appropriate system Hamiltonian in order to
remove leading order terms in the Kondo coupling in the interaction pic-
ture. The chosen system can be interpreted as an effective system that
contains the external magnetic field as well as the induced field due to the
coupling to the helical edge state. The induced field is a consequence of
the spin bias in the helical edge state and thus linear in the bias voltage
applied to the edge state.
For the validity of the secular approximation we need to assume that
the system dynamics is fast compared to the relaxation time of the sys-
tem. The relaxation in the system is fast for large rates and the system
dynamics are fast for a large splitting of the effective states of the quan-
tum dot. This is fulfilled for |eV | ≈ ∆Z and we find that the secular
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approximation is good in this regime. For a larger bias voltage the in-
duced field becomes comparable to the external magnetic field. In this
case the rates are large and depending on the sign of the bias voltage
the external magnetic field and the induced field can cancel each other
partially reducing the effective splitting. We found that in this case the
secular approximation is less justified but still reproduces the qualitative
features. The result using the secular approximation can thus be used to
interpret the behavior at least qualitatively in the whole parameter range.
In secular approximation we find that the off diagonal entries of the
reduced density matrix decay and that the quantum dot spin thus aligns
with the effective spin quantization direction. For the diagonal entries
we obtain a rate equation. If the effective spin quantization axis of the
quantum dot and the spin quantization axis in the helical edge are not
aligned a simultaneous spin flip conserving the total spin will populate
the off diagonal entries of the reduced density matrix. As these decay
the spin gets effectively projected onto the diagonal entries. Because
now both spin components of the quantum dot are affected it seems that
spin conservation violating processes are possible. Distinguishing spin
conserving processes and spin conservation violating processes allows for
a better understanding. Spin conservation violating processes are enabled
by the tilt of the effective quantum dot spin quantization axis and are thus
weaker than spin conserving processes. Compared to the spin conserving
processes a spin flip on the quantum dot violating the spin conservation
has the opposite effect in the helical edge.
For different bias voltages the behavior of the system is defined by
different mechanisms. If the bias voltage applied to the helical edge
state is of the order of the Zeeman splitting this bias voltage determines
whether spin flip processes are possible or suppressed on the quantum dot.
If the bias voltage is so large that the induced field is of the order of the
external magnetic field then the direction of the effective field depends
on the voltage and the geometrical factors in the GME determine the
behavior of the quantum dot. These two effects allow us to manipulate
the spin polarization of the quantum dot in the strength as well as in the
direction.
In the first case the bias voltage is considered to be of the order of
the Zeeman splitting. In this regime the effective system is dominated
by the Zeeman term and thus aligns with the external magnetic field and
the splitting is given by the Zeeman splitting ∆Z . In the edge states spin
flips processes can be selectively suppressed by applying a bias voltage. By
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blocking the spin flip processes in the edge state the corresponding spin
flip on the quantum dot can thus be suppressed. This allows to directly
tune the spin flip rates on the quantum dot using the bias voltage in the
edge state. Because the spin polarization is determined by the relative
strength of the two spin flip rates of the quantum dot spin the spin
polarization of the quantum dot can be adjusted using the bias voltage
in the edge state. As the effective spin quantization axis of the quantum
dot is not aligned with the spin quantization axis in the helical edge
spin conservation violating processes are possible and can be switched
separately using the bias voltage. For |eV | < ∆Z the quantum dot is
in its ground state and for |eV | ≈ ∆Z starts to become excited. This
increase of the spin is driven by different spin flip processes for ±eV so
that it is asymmetric in the bias voltage. This asymmetry is a consequence
of the helical structure of the edge together with the tilt of the magnetic
field. The spin of the quantum dot itself will, however, still be aligned
with the magnetic field.
In the case of −∆V ≈ ∆Z the direction of the effective spin quanti-
zation direction can be tuned by the applied bias voltage. Because the
coupling is considered to be weak this case is a high bias voltage case and
|eV |  ∆Z . In the large bias voltage case one type of spin flip in the
helical edge state is strongly suppressed. The geometry of the effective
spin quantization axis of the quantum dot now determines which process
on the quantum dot is associated to this process. As the spin quanti-
zation axis on the quantum dot now starts rotating the spin conserving
and spin conservation violating processes exchange their meaning. The
result is that the spin polarization of the quantum dot will follow the
effective system quantization axis forming a loop and eventually aligning
with the lead quantization axis for the case of a dominant induced field.
This provides a handle to also adjust the direction of the spin polariza-
tion electronically. The amount of polarization is also determined by the
geometric factors such that it cannot be tuned independently from the
direction.
Because the spin flip processes on the quantum dot are also associated
with spin flip processes in the helical edge state these manipulations also
have signatures in the backscattering current. The two cases discussed
above have different signatures which can be understood by the relative
orientation of the effective spin quantization axis of the quantum dot and
the spin quantization axis in the lead. In the low bias voltage case |eV | ≈
∆Z the rates of spin conserving and spin conservation violating processes
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change in relative strength. For large bias voltage where −∆V ≈ ∆Z
only one component contributes to the rate and the geometry of the
effective system quantization axis decides whether this corresponds to a
spin conserving or a spin conservation violating process.
One type of spin conservation violating process enabled by the tilted
magnetic field are processes that change the spin of an electron in the
edge state without changing the spin of the quantum dot. These processes
are called elastic processes whereas processes changing the quantum dot
are inelastic processes. In the low bias voltage case we found that for
|eV | < ∆Z the elastic tunneling processes drive a current and that for
|eV | > ∆Z spin flip processes drive an additional current. The elastic
processes are possible irrespective of the state of the quantum dot. For the
case of a noninteracting helical edge their contribution to the conductance
is a constant offset.
The inelastic processes become possible for |eV | ≈ ∆Z as in this pro-
cess energy needs to be absorbed from or deposited in the helical edge
states. The sign of the bias voltage determines whether they are enabled
by conserving spin or not. The spin conserving process is possible for
eV > ∆Z whereas the spin conservation violating process is only possible
for eV < −∆Z . The relative strength of these two processes can thus be
obtained by comparing the strength of the onset of transport. The asym-
metry of the two peaks associated with the onset of these two transport
channels in the conductance thus enables us to learn something on the
relative orientation of the external magnetic field and the spin quantiza-
tion axis. When changing the external magnetic field one could try to find
the configuration in which the transport signatures are symmetric. This
would be a definite sign that the field is oriented perpendicular to the spin
quantization axis in the helical edge state. A quantum dot thus could be
used as a spin polarization probe using the external field to adjust the
direction and the backscattering current as a readout.
This behavior is in principle unaltered when interaction in the edge
state is included. By including the interaction in the edge state we found
that three peaks develop in the conductance. Each peak corresponds to
one type of process; one elastic process and two inelastic processes. The
geometry of the effective system quantization axis is independent of the
interaction such that the height of the peaks is again determined by the
relative orientation of the lead spin quantization axis and the effective
system quantization axis. The peak origins from the divergence of the
lead correlation function cut by the temperature.
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For high bias voltage the effective system quantization axis starts to
align with the lead quantization axis. For a perfectly aligned effective
field the interplay between spin polarization of the quantum dot and the
lead correlation function will block transport. For large bias voltage the
lead correlation functions can become large. We showed that if the effec-
tive system quantization axis aligns with the edge state quantization axis
the spin polarization is stronger than the increase of the lead correlation
function such that the blockage in the aligned case is restored even with
small magnetic fields. For ∆Z ≈ −∆V we found that the spin conserving
processes and spin conservation violating processes are similar in strength
such that the quantum dot depolarizes. The reason was the rotation of
the effective spin quantization. Because now also inelastic processes are
not blocked by spin polarization anymore we find a strong maximum in
the current. The rotation of the effective spin quantization axis thus leads
to strong backscattering.
In our proposal we assume that a freely tunable magnetic field is applied
to the quantum dot. In realistic experimental setups it is very difficult to
generate magnetic fields restricted to small regions of a sample. There
are nevertheless some proposals how this can be achieved. By coupling
the quantum dot to a magnetic insulator a field can be induced on the
quantum dot [Ted86, Los98, Mia15]. Using a magnetic insulator gen-
erates an induced field similar to the helical edge state in our proposal.
External fields cannot be limited locally in general on the scales needed to
address a single quantum dot. It has, however, been demonstrated that,
using the stray fields of nanomagnetic elements, magnetic fields can be
controlled on a submicrometer length scale [McN10].
Limiting the magnetic field to the quantum dot might be challenging
and the amount of tunability might be limited. The alternative would be
to expose the complete quantum spin Hall sample to an external magnetic
field. This will break time reversal symmetry such that the transport might
not be ballistic anymore and become diffusive. Ballistic transport can then
only be expected on length scales of the mean free path. For HgTe–
CdTe quantum wells mobilities of 1.5− 4.9× 105 cm2V−1s−1 have been
observed [Rot09, Ger10]. Assuming an effective mass of m∗ = 0.007me
[Rot10] this corresponds to mean free paths of 0.3− 1.1µm. If the edge
state of the device is shorter than this mean free path we still can expect
to obtain ballistic transport.
By exposing the edge states to a magnetic field they are subjected to
the Zeeman effect as well as to orbital effects. The orbital effect was
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studied by G. Tkachov and E. M. Hankiewicz [Tka10]. They found that
close to the Dirac points still two bands exist but that one of these bands
flattens out for higher energies leading to a chiral edge state and thus a
quantum Hall regime. Around the Dirac points the two bands, however,
are approximately helical such that we still expect the quantum spin Hall
effect for energies close to the Dirac point. Several other studies also
found that the helical edge states persist up to several Tesla [Tka10,
Tka11, Sch12a, Pik14, Pik14].
The orbital effect itself can be estimated by comparing the bulk pen-
etration length lλ = ~vF /D ≈ 37 nm to the magnetic length lB =
|e ~B/~|−1/2. By lλ = lB we can now define a critical magnetic field. For
the penetration depth mentioned above we find a critical magnetic field
of 0.5 T which corresponds to a Zeeman splitting of ∆Z/kB ≈ 18.5 K
assuming g∗ ≈ 55. The Zeeman effect opens a gap of gap at the Dirac
point. The effect of this gap, however, becomes smaller further away
from the Dirac point. Above the gap the two edge states are not per-
fectly antiparallel anymore. The overlap of the states is of the order of
O(gap/~vF kF ) where kF is the Fermi momentum. Due to this overlap
a scalar impurity of strength V0 would lead to a backscattering rate in the
order of O((V0gap/~2v2F kF )2). In this chapter the Zeeman splitting was
assumed to be comparable to or smaller than the bias voltage which itself
has to be smaller than the band width D. Therefore, we assume that it
should be possible to avoid the vicinity of the Dirac point in the choice of
the chemical potential thus reducing the effect from backscattering due
to scalar impurities.
For HgTe–CdTe quantum wells the bulk band gap in the topological
phase is D ≈ 10 meV. Using this bulk band gap we find for the short
distance cutoff α ≈ ~vF /D used in this chapter a temperature of T ≈
116 mK. The Kondo temperature TK ≈ (D/kB) exp(−pivF /~J) for the
parameters we used is much lower such that our perturbative treatment
is justified. At these temperatures the currents we found are in the order
of several pico ampere. These currents as well as the temperatures are
experimentally accessible. Novel materials with higher band gaps [Zho14,
Zha14, Xu13, Xia11] would allow for higher temperatures and thus larger
transport signatures.
Chapter 3
Full Counting Statistics for the QD-HLL
System
Full counting statistics is a very convenient method to obtain the transport
properties of a system. The starting point is the probability P (N,T )
that N electrons are transferred in a time interval T . This probability
is of special interest as its cumulants are connected to the current and
the current noise. Namely the expectation value of N is connected to
the average current and the variance is connected to the current noise.
In order to calculate these cumulants it is most convenient to use the
cumulant generating function (CGF). This CGF is basically defined as
the logarithm of the Fourier transform of the probability P (N,T ). The
CGF has the interesting property that the nth cumulant is given by the
nth derivative by the frequency which is called counting field χ here. The
motivation for this name stems from the fact that only terms that transfer
an electron depend on this counting field meaning only they couple to this
field. If we have the CGF calculating the cumulants thus is only a matter
of calculating derivatives.
The CGF can be calculated by several methods by including counting
fields. It can be calculated using scattering matrices [Kli03], non equilib-
rium Greens functions [Bel03, Bel05] and master equations [Bag03]. The
main interest in this chapter is on a closer analysis of the behavior found
in chapter 2 and include higher cumulants into the analysis. We will thus
focus on how to obtain the CGF from a generalized master equation.
In order to distinguish if the single electrons have been transferred
independently or whether they are correlated a very common observable
is the Fano factor. The Fano factor is the ratio of the first and the
second cumulant. It already allows some insight into the statistics of
the transport. For uncorrelated rare events one can expect a Poissonian
distribution which is characterized by a Fano factor of one. If the Fano
factor is larger than one, one speaks of super-Poissonian noise, whereas
one speaks of sub-Poissonian noise if the Fano factor is smaller than one.
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One property of large interest is whether the electrons have a ten-
dency to follow right next after each other or whether they have the
tendency to avoid each other in subsequent tunneling events. This is
called bunching and antibunching. In general bunching is considered to
lead to super-Poissonian noise whereas antibunching is considered to lead
to sub-Poissonian noise. This association, however, is not always appro-
priate. If the dynamics is more involved this association does not apply
[Ema12]. To understand if two events bunch or not we have to discuss
the joined probability of two electrons being transferred within a certain
time. This joined probability can be characterized by the g(2)-function.
This function allows to distinguish bunching from antibunching even if it
does not show in the Fano factor.
To analyze the behavior observed in chapter 2 and the underlying mech-
anisms in more detail we investigate the bunching behavior of the elec-
trons scattered. For this we first follow the argument of Bagrets and
Nazarov [Bag03] to derive an expression for the CGF using the master
equation in section 3.1. If the measurement time T is chosen long enough
the CGF takes a very simple form which is given in section 3.1.1. In sec-
tion 3.2 this result is then used to obtain the transport properties by
doing a perturbative expansion in the counting field. To calculate the
g(2)-function we have to understand the effect of a single electron scat-
tering event. In section 3.3 we expand the propagation for the reduced
density matrix for short times and then define superoperators correspond-
ing to the scattering of an electron in the edge state. This enables us to
calculate the g(2)-function in section 3.3.1.
In section 3.4 these methods are then applied to the system from chap-
ter 2. For this system we first calculate the noise and the Fano factor
in section 3.4.1. There we find an asymmetric Fano factor with respect
to the bias voltage in the helical edge state exhibiting a transition from
a super-Poissonian to a sub-Poissonian value. In order to understand
this we decompose the Fano factor into a contribution from uncorrelated
events and correlated events in section 3.4.2. This shows that the sub-
Poissonian noise comes from correlated events which are then analyzed
in section 3.4.3 using single scattering events. We then also discuss the
influence of interaction in section 3.4.4 and find that we still find anti-
bunching which is, however, not always visible in the Fano factor.
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3.1 FCS and Master Equations
The central probability distribution P (N,T ) was introduced rather gen-
erally. We did not yet specify what we mean by N . In general, N would
be the number of electrons added to a specific part of the system, for
example a reservoir or a lead. This means that we can define a counting
field for each reservoir. Bagrets and Nazarov discussed this in more detail
[Bag03]. They derive a master equation with counting fields for QDs
in the Coulomb blockade regime including several leads. The derivation
given here is strongly motivated by their approach. We use, however, a
generalized von Neumann equation as a starting point. Furthermore, we
have the special case that we only have two reservoirs; the right movers
and the left movers. In the regime considered here the QD cannot accu-
mulate charge or change its charging state, such that it is sufficient to
discuss only one of the two reservoirs. We will choose this reservoir to be
the one of the left movers in section 3.2. Here we will derive the basic
equations for one counting field χ counting a general number of electrons
N . If one would be interested in several leads one could easily exchange
this field by a vector of several fields and the electron number by a vector
of numbers.
To see how to introduce the counting fields into a master equation we
derive the CGF in an open system context. We start with the definition
of the CGF
e−S(χ,T ) =
∑
N
eiχNP (N,T ) (3.1)
as the Fourier transform of the probability P (N,T ). Writing the final and
the initial state in a Fock basis one can rewrite the expression as [Kli03]
e−S(χ,T ) = Tr
(
ρ0e
−iχNˆU(0, T )eiχNˆU(T, 0)
)
, (3.2)
where U(t, t′) is the time propagator, Nˆ is the number operator for the
electrons counted and the initial state ρ0 is the initial state that is assumed
to be diagonal in the electron number basis. As the initial state is diagonal
in the number of electrons the expression can be rewritten such that
e−S(χ,t) = Tr
(
ρtot(χ; t)
)
(3.3a)
ρtot(χ; t) = U
(
χ/2; t, 0
)
ρ0U
(− χ/2; 0, t) (3.3b)
U(χ; t, t′) = eiχNˆU(t, t′)e−iχNˆ . (3.3c)
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The CGF is thus given by the trace of a density matrix which now depends
on the counting field χ via the time propagator. Since the counting field
and the number operator do not contain an explicit time dependence we
can gauge it into the Hamiltonian such that
U(χ; t, t′) = eiχNˆ
(
T ei
∫ t′
t
Hdτ
)
e−iχNˆ = T ei
∫ t′
t
H(χ)dτ , (3.4)
where T denotes time ordering and
H(χ) ≡ eiχNˆHe−iχNˆ . (3.5)
In this formulation it is clear that the time derivative of U is again given
by the Hamiltonian now including the counting field. The resulting von
Neumann equation for the density matrix ρ(χ, t) is thus simply
ρ˙tot(χ; t) = −iLH(χ)ρtot(χ; t) (3.6a)
LH(χ)X = 1~ (H(χ/2)X −XH(−χ/2)), (3.6b)
where a Liouvillian LH(χ) including the counting field has been defined.
By gauging the counting field into the Hamiltonian and defining a
Liouvillian that includes the counting field we managed to reestablish
a von Neumann equation including counting fields that looks the same as
the von Neumann equation1 in Eq. (2.30). Instead of using Eq. (2.30) as
a starting point we will use Eq. (3.6) to derive a master equation. Before
we continue we will, however, have a closer look at H(χ).
The counting field terms in Eq. (3.5) only affect terms of the Hamil-
tonian that do not commute with Nˆ and thus change the number of
electrons. In our model neither the system nor the bath Hamiltonian
change the number of electrons in the reservoir. Using the decomposi-
tion into a system and a bath part Eq. (2.19) we can thus see that the
interaction Hamiltonian is the only term depending on the counting field
H(χ) = HB +HS +HI(χ). (3.7)
Going to the interaction picture thus will not introduce further depen-
dencies on the counting field such that the von Neumann equation in the
interaction picture looks the same as in Eq. (2.30) with the Liouvillian
taking care of the counting field.
1Note that the von Neumann equation in Eq. (2.30) is already in the inter-
action picture.
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We can now repeat the derivation of the generalized master equation
using the Liouvillian defined in Eq. (3.6). For simplicity we also assume
that we are in the interaction picture with respect to the effective system
defined in the previous chapter such that the equivalent expression to
Eq. (2.34) is now
ρ˙I(χ; t) = −
∫ t
t0
dτ TrB
(
LII(χ; t)LII(χ; τ)(ρI(χ; τ)⊗ ρV )
)
. (3.8)
Starting from this expression we will now derive the master equation in
secular approximation.
3.1.1 Long Time Limit
In section 2.2 we were able to calculate the long time behavior of the
reduced density matrix from the spectral properties of the superoperator
that defined the GME. When considering P (N,T ) we explicitely have a
time dependence in the definition and thus need the dynamical behav-
ior of the density matrix. The dynamics of the density matrix can most
conveniently be obtained from an equation of motion. In secular approx-
imation the GME is time local and can be interpreted as an equation of
motion and is no self-consistency equation anymore. We will thus restrict
ourselves to the GME in secular approximation. For χ = 0 the initial
state can be decomposed into the steady state and deviations from this
steady state which decay exponentially. For long times the density matrix
thus relaxes to the steady state. This situation changes for χ 6= 0 as
there this steady state now also decays. If the measurement time T used
in the definition of P (N,T ), however, is long enough the CGF simplifies
significantly [Bag03].
In secular approximation and the Markov approximation the resulting
equation is time local and the dynamics can be calculated. The GME can
then be written using a Liouvillian LI by
ρ˙I(χ; t) = −LI(χ)ρI(χ; t). (3.9)
A formal solution of this equation can be obtained by
ρI(χ; t) = e−tL
I(χ)ρ0(χ) = Ω(t)ρ0(χ), (3.10)
where Ω(t) ≡ exp(−iLI(χ)t) is the propagator for the density matrix and
ρ0(χ) is now the initial reduced density matrix. Here, the solution is given
in the interaction picture. It can be transformed back to the Schrödinger
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picture. This, however, makes only a difference on the off diagonal entries
of the density matrix. We will later see that for the interpretation of the
transport properties only diagonal entries play a role and the behavior can
be interpreted using a rate equation approach.
For longer measurement times T the CGF can be calculated from the
spectral properties of LI(χ). To see this we need to have a closer look
at the spectrum of LI(χ). For χ = 0 we will have one eigenvalue 0 that
corresponds to the steady state. All other eigenvalues have a positive
real part, meaning the corresponding eigenstates decay and thus lead to
relaxation to the steady state. If the eigenvalues have a finite imaginary
part this corresponds to a resulting coherent evolution such that we also
have to find a complex conjugated partner. Those eigenvalues come from
the coherent dynamics as for example seen in the Lamb shift term.
This situation changes for a finite counting field. If the counting field
is finite all eigenstates lead to decaying solutions. The dependence on
the counting field is continuous such that we can identify the eigenvalue
with the smallest real part Λ0(χ) as the eigenvalue that is connected to
the steady state at χ = 0 such that Λ0(0) = 0, which is the steady state
ρ¯. When representing the initial state using the eigenstates of LI the
density matrix will be dominated by the contribution of this space for
long times as this state decays slower than the others. Inserting this into
the definition of the CGF we find [Bag03]
S(χ; t) ≈ − lnTr(e−Λ0(χ)tρ0(χ)) ≈ Λ0(χ)t. (3.11)
For long times the analytical structure of the CGF is thus given by the
analytical structure of Λ0. These analytical properties now determine the
transport properties.
3.2 Transport Properties
In the previous section we discussed how to obtain the CGF from a master
equation approach. The CGF is one possibility to characterize the prob-
ability P (N,T ). This probability carries the information on how many
electrons have been transferred and thus determines the transport prop-
erties. The important step is to connect the cumulants of this probability
distribution to transport properties [Naz03]. This can be done by using
that the current is the rate of total change of the number of left movers
and thus the change of the number of left movers is the integrated cur-
rent.
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The average current I¯ and the current noise SI are defined as
I¯ ≡ 1
T
∫ T
0
dτ IL(τ) SI ≡
∫ ∞
−∞
dτ 〈δIL(τ)δIL(0)〉, (3.12)
where δIˆη ≡ Iˆη − 〈Iˆη〉. In appendix E we show that these are connected
to the cumulants of P (N,T ) and thus to the CGF via
I¯ = i
e
T
∂
∂χ
S(χ, T ) SI =
e2
T
∂2
∂χ2
S(χ, T ), (3.13)
where T is the duration of the measurement. This measurement time is
assumed to be long compared to all correlation times in the system.
For long measurement times T , we can now use Eq. (3.11) to calculate
I¯ and SI by expanding Λ0 in χ up to second order. Instead of using the
exact expression for Λ0 we use perturbation theory up to second order in
the counting field to calculate the average current and the noise. On the
one hand we are not interested in higher cumulants and on the other hand
a perturbative treatment opens up more possibilities for the interpretation
of the physical processes that contribute.
In standard perturbation theory the perturbation is linear in the small
parameter and the operator is Hermitian. The Liouvillian describing the
GME is not Hermitian and depends nonlinearly on the counting field. The
operator not being Hermitian means that the left and right eigenvectors
are not just connected via adjungation. When setting up the perturbative
treatment we thus have to be careful. We thus will generalize the per-
turbation theory for non-Hermitian matrices in which the superoperator
is a matrix and the density matrix is a vector. But first we will discuss
the nonlinear dependence of L on the counting field.
In standard perturbation theory usually only a term linear in the per-
turbation is considered. The Liouvillian L(χ), however, via Eq. (3.7)
contains an exponential function in HI , such that we cannot restrict our-
selves to linear order. If we want to calculate the quadratic contributions
we also have to expand the Liouvillian up to second order by
L(χ) = L(0) + χL′(0) + χ
2
2
L′′(0) +O(χ3), (3.14)
where the primes denote derivatives with respect to the counting field χ.
The first term is the unperturbed system which corresponds to the GME
of the system. The other terms will be treated in perturbation theory.
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The unperturbed state is the steady state where Λ0(0) = 0. This
steady state ρ¯ is represented by a vector |φ0〉. The master equation and
hence the Liouvillian conserve the trace of a density matrix. Thus the left
eigenvector for Λ0(0) is given by the linear form that is representing the
trace 〈φ˜0|. To avoid irritations left eigenvalues have a tilde.
These eigenstates can now be used to define the projector onto the
steady state P = |φ0〉〈φ˜0| and the projector onto the complement of the
steady state Q = 1 − |φ0〉〈φ˜0|. As an expansion for the eigenvalue Λ0
we find
Λ0(χ) ≈ Λ0(0) + χΛ′0(0) +
χ2
2
Λ′′0(0) +O(χ3) (3.15)
and can now determine the expansion coefficients in perturbation theory
using the projectors we just defined
Λ′0(0) = 〈φ˜0|L′|φ0〉 (3.16a)
Λ′′0(0) = 〈φ˜0|L′′|φ0〉 − 〈φ˜0|L′Q
2
L(0)− Λ0(0)QL
′|φ0〉. (3.16b)
In the second term of the second equation we used the inverse of a singular
linear operator. For this to be well behaved the kernel of this operator
is projected out such that this inverse is well defined and we obtain a
pseudoinverse. The details of the calculation can be found in appendix F.
Because of Eq. (3.11) these coefficients are directly connected to I¯ and
SI via
I¯ = e〈〈iL′〉〉 (3.17a)
S = e2
(
〈〈L′′〉〉 − 2〈〈L′Q 1L(0)− Λ0QL
′〉〉
)
, (3.17b)
where 〈〈•〉〉 ≡ Tr(•ρ0) = 〈φ˜0| • |φ0〉. In order to calculate the current
we now just need the steady state and the Liouvillian including the phase
factor from the counting field dependence. In section 3.4 we will use the
explicit example of a Kondo coupling to show that the resulting current is
the same as the current derived in section 2.4.2. Before we continue with
calculating the current and the noise in our system we will first have a
closer look at the interpretation of the phase factor including the counting
field and its interpretation.
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3.3 Electron Scattering Operators
In the last section we analysed the transport properties for long measure-
ment times. For those long times the CGF was given by the spectral
properties of the Liouvillian but not the dynamical structure of the GME.
To characterize the dynamic behavior we want to calculate the proba-
bilities for the transfer of an electron and the joint probability for two
successive electron transfers. In quantum optics the probabilities that an
atom absorbs a photon are used to characterize the field as well corre-
lations in the field [Scu97]. By discussing those single events and their
correlations the bunching properties are more clear than via the noise.
Furthermore, this discussion opens up another possibility to interpret the
noise behavior by means of the effect of a single jump.
Before we can analyze the effect of an electron jump event we will first
establish an interpretation for the counting field dependence in the Liou-
villian. Looking at the definition of the propagator U(χ; t, t′) in Eq. (3.3)
we see that only the parts of the propagator which obtain a phase de-
pendence are the terms changing the number of left movers. The time
evolution of the density matrix ρ(χ; t) itself is then composed of a time
forward and a time backward evolution, where in the time backward evo-
lution the counting field needs to change sign. Because the counting
field is spread on time forward and backward propagator the phase de-
pendence is χ/2 in Eqs. (3.3) and (3.6). If we interpret ρ0 as an initial
state and ρ(χ; t) as the final state a phase dependence indicates that the
number of left movers has changed during the propagation of the density
matrix. The von Neumann equation defined by Eq. (3.6) now gives us
a definition for the propagator of the density matrix. When deriving the
master equation from Eq. (3.6) we obtain a time local description of the
reduced density matrix that still contains the phase dependence despite
not containing the lead part anymore. The phase dependence, however,
still indicates the change in number of left movers in the lead and allows
us to identify the parts of the evolution of the reduced density matrix that
changed the number of left movers in the edge state. We thus decompose
the Liouvillian from Eq. (3.9) into three parts by
L(χ) = L0 + eiχJ+ + e−iχJ−, (3.18)
such that the phase dependence is split into separate operators. Here,
L0 is the part of the evolution which did not change the number of left
movers in the lead whereas J± represents processes that changed the
number of left movers in the edge state.
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In order to understand the different terms in the Liouvillian we first
focus on the time evolution for short times and especially on the cases
in which the number of left movers has changed in this short time. For
short times δt we can expand the propagator from Eq. (3.9) by
e−L(χ)δt ≈ 1− δt L(χ) = (1− δt L0)− eiχδt J+− e−iχδt J−. (3.19)
Following the interpretation from above we can now identify the effect of
the processes that changed the number of left movers and those that did
not on the reduced density matrix. If we now observe that the number
of left movers changed during this short time by one this restricts the
dynamics to those parts that have a phase dependence of eiχ. The state
after such a scattering event is then given by applying J± to the initial
density matrix. The resulting density matrix then needs to be renormal-
ized due to the partial collapse of the wavefunction due to the observation
done in the lead. The probability for this process, however, is obtained by
summing over the final states. The restriction of the final states to those
that differ by one in the number of left movers from the initial state is
done by restricting the dynamics to the part with the right phase factor.
Using this decomposition of the Liouvillian we can now obtain the den-
sity matrix after we observed an event in the edge state which allows us
to calculate the probability of these events as well as the properties of
the impurity after such an event. In the next section we will calculate
the probability for scattering events as well as the joined probability for
two scattering events. After this we will use these probabilities to calcu-
late transport properties. Finally we will connect the probabilities to the
perturbative expressions Eq. (3.17). This allows us to interpret the noise
and current by the scattering events and their probabilities.
3.3.1 Correlation in Electron Transport
The most direct measure of the independence of events is to calculate
the joint probability of those two events and compare it to the probability
for the single events. This approach is also used to characterize the light
field in quantum optics, where this approach is applied to atoms absorbing
photons from the field [Scu97]. Here we will use the dynamics of the QD
system to determine the joint probability for the transfer of electrons.
We start by giving the probability for a single electron transfer. In
general one would calculate this probability by calculating the overlap
between an initial state after some propagation with all final state that
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differ from the initial state by one electron in the lead part. Here we can,
just from the counting field dependence, see which part of the evolution
will contribute. This means that we do not have to restrict the set of
possible final states but can just choose the corresponding part from L(χ)
driving the dynamics that we are interested in. The probability to observe
a backscattering event in a time interval δt is thus given by
w±1 ≡ −δt〈〈J±〉〉, (3.20)
where the system is assumed to be in the steady state initially2.
To determine if two events are independent the joint probability needs
to be calculated. This means we need to calculate the probability that
after an electron transfer at time t another electron is transferred at time
t + τ . We need to adjust the propagation accordingly. The propagator
fulfills the group property such that the propagation can be written by a
sequence of a scattering event followed by a free evolution and another
scattering event. The propagation during a scattering event is described
using Eq. (3.19) whereas the free evolution is described by Eq. (3.10).
Note that free evolution does not imply that the system is isolated but that
electrons exchanged with the edge state are not observed. The correlation
is between two observed scattering events. The joined probability is thus
given by
wην2 (τ) = δt
2 〈〈Jηe−τL(0)Jν〉〉
wν1
(3.21)
where we already used that the problem only depends on τ .
Starting from this joined probability we can define a second order corre-
lation function that compares the joined probabilities to the probabilities
of the single events
g(2)µν (τ) =
wµν2 (τ)
wµ1
=
〈〈Jµe−τL(0)Jν〉〉
〈〈Jµ〉〉〈〈Jν〉〉 , (3.22)
whose short time behavior determines the bunching behavior of the events.
Bunching leads to g(2)µν (0) > 1 whereas antibunching means g
(2)
µν (0) < 1.
This is the most general definition of bunching and antibunching. The
characterization using the Fano factor can be derived from this definition
for many systems. We will now express the current and the current noise
using those probabilities and the g(2)-function which allows us to interpret
the noise behavior by single and successive scattering events.
2Note that the negative sign comes from the definition of the exponent of
the propagator Eq. (3.10).
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3.3.2 Connection to Transport Noise
In our perturbative expansion Eq. (3.17b) we need the expansion of the
Liouvillian L in the counting field χ. Using Eq. (3.18) we find
L′ = i(J+ − J−) (3.23a)
L′′ = −(J+ + J−). (3.23b)
Especially the first expression has a simple interpretation. When calcu-
lating the current we find that
I¯ = e
w+1 − w−1
δt
(3.24)
such that the current is given by the difference of the probabilities that
during a time δt an electron is scattered to a left mover and the one
that it is scattered to a right mover. Motivated by this interpretation we
define the current superoperator by
I ≡ J− − J+. (3.25)
The backscattered current is then defined as I¯ = e〈〈I〉〉. We define the
rate of a flip event by Iσ ≡ −〈〈Jσ〉〉. Note that we use the notation
of a current although it lacks the charge here3. The rate of flip events
is always positive. They can, however, be used to obtain the electrical
current.
In order to connect the noise calculated using FCS to the g(2)-function
we write the pseudoinverse in the perturbative expansion Eq. (3.16) to
the propagator. The pseudoinverse of a linear operator is characterized by
being 0 on the kernel of this linear operator and the inverse everywhere
else. This idea of projecting out the kernel of a linear map can also
be generalized to the propagator by defining the irreducible propagator
R(t) ≡ QΩ(t)Q where the steady state part is projected out. Using this
irreducible propagator the pseudoinverse can be written as
Q 1L(0)Q =
∫ ∞
0
dt R(t). (3.26)
which allows to associate the irreducible propagator R(t) to the pseu-
doinverse of the Liouvillian L(0).
3Note that this notation must not be confused with the currents in sec-
tion 2.4.1. The notation can be distinguished by the subscript as there we
use R/L and here ±.
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We can now use Eqs. (3.23) and (3.25) to express the noise from
Eq. (3.17b) using electron jump operators and the reduced propagator
yielding
S
e2
= I+ + I− + 2
∫ ∞
0
dτ 〈〈IR(τ)I〉〉. (3.27)
The integrand can now be rewritten by inserting the definition of the
current Eq. (3.25) and expressing the result using the definition of the
g(2)-function Eq. (3.22) yielding
〈〈IR(τ)I〉〉 = I2+(g(2)++(τ)− 1) + I2+(g(2)−−(τ)− 1)
− I+I−(g(2)+−(τ) + g(2)−+(τ)− 2). (3.28)
Because for long times the two scattering events are independent the g(2)
functions approach one and we can define the integral
G(2)µν ≡
∫ ∞
0
dτ
(
g(2)µν (τ)− 1
)
. (3.29)
Using these factors the Fano factor defined as F = S/|eI¯| can conve-
niently be written as
F =
I+ + I−
|I+ − I−| +
2|I¯|
e
(
e2I2+
I¯2
G
(2)
++ +
e2I2−
I¯2
G
(2)
−−
− e
2I+I−
I¯2
(G
(2)
+− +G
(2)
−+)
)
. (3.30)
This expression is a generalisation of the result from [Ema12] where a
similar derivation was done in the large bias voltage limit. It is composed
of two parts. The first term describes the Poissonian noise due to inde-
pendent scattering events. The second term describes the contribution
to the noise from correlated scattering events.
The second term is composed of two components. First, there is a
weight factor which weights the contribution of a type of process to
the transport and a factor that characterizes the independence of the
events. The sign of the G(2)-factor determines whether the Fano factor
is reduced or enhanced. The Fano factor thus depends on the integral
over time and not only on the short time behavior of the g(2)-function. If
the system dynamics are more involved the Fano factor cannot determine
the bunching behavior anymore [Ema12]. If the dynamics of the system
does not change the sign of g(2)(t)− 1 the discussion of the short times
behavior is sufficient to determine the sign of the Fano factor.
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3.4 Application to the Spin Impurity Coupled to the HLL
In the previous sections we derived the master equation including the
counting fields and derived expressions for the current and the current
noise. The dynamics have been decomposed into the different scattering
processes to allow for a better interpretation of the average current and
the current noise. Here we will now give the explicit form for the impurity
coupled to the helical edge state. We will calculate the current noise and
analyze the behavior using single scattering events.
In order to obtain a master equation including the counting fields we
need to calculate HI(χ) first. Using the Baker-Campbell-Hausdorff the-
orem we find
HI(χ) = e
iχNˆHIe
−iχNˆ (3.31a)
= J(e−iχA+B+ + eiχA−B− +AzBz) (3.31b)
=
∑
α=±,z
Aα(χ)Bα, (3.31c)
where Aα(χ) ≡ e−iσαχAα. From this point we can directly give the
equivalent expression to Eq. (2.39). The only point we need to take
special care of is the sign of the counting field. This sign depends on
whether the Hamiltonian has been added on the left or on the right of
the density matrix. Writing out the double commutators in Eq. (2.39) we
find
KI(χ; t, τ)ρI(χ; τ) =
1
~2
∑
α=±,z
Gαα¯(t− τ)BIα(t)BIα¯(τ)ρI(τ)
+Gαα¯(τ − t)ρI(τ)BIα¯(τ)BIα(t) + eiσαχ
(
Gαα¯(τ − t)BIα¯(t)ρI(χ; τ)BIα(τ)
+Gαα¯(t− τ)BIα¯(τ)ρI(χ; τ)BIα(t)
)
. (3.32)
The counting field factor thus only attaches to the correlation function
Gαα¯(τ) and only for terms in which the two system operators are on
different sides of the density matrix. From this point we can repeat
the derivation and obtain the master equation in secular approximation
including counting fields. Defining
Fk,l(χ;ω) ≡
∑
α=±,z
cαkcα¯le
iσαχFαα¯(ω) (3.33)
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this master equation is given by
ρ˙I(χ; t) = − i
~
[HLS, ρ
I(χ; t)]
+
1
~2
∑
k=±,z
(
Fk¯k(χ;−∆Sσk)SkρI(χ; t)Sk
†
− 1
2
Fk¯k(0;−∆Sσk){SkSk
†
, ρI(χ; t)}
)
, (3.34)
where the Lamb shift Hamiltonian is independent of the counting field.
Introducing a counting field will not add new terms but only add phase
factors to the existing terms such that due to the secular approximation
the diagonal and off diagonal entries decouple again. It is thus sufficient
to give a rate equation for the diagonal entries which have the same form
in the interaction picture and the Schrödinger picture. Representing the
density matrix by
ρ =
(
ρ↑↑
ρ↓↓
)
(3.35)
the master equation is
ρ˙(χ; t) = −L(χ)ρ(χ; t), (3.36)
where
L(χ)
(
ρ↑↑
ρ↓↓
)
=
(
Γ↓↑ − Γ00(χ) −Γ↑↓(χ)
−Γ↓↑(χ) Γ↑↓ − Γ00(χ)
)(
ρ↑↑
ρ↓↓
)
(3.37)
and
Γ00(χ) =
1
4
∑
α=±
cz,αcz,α¯(e
iσαχ − 1)Fαα¯(0) (3.38a)
Γ↑↓(χ) =
∑
α=±,z
c+αc−α¯eiσαχFαα¯(−∆S) (3.38b)
Γ↓↑(χ) =
∑
α=±,z
c−αc+α¯eiσαχFαα¯(∆S) (3.38c)
are the transition rates, where Γσσ¯ ≡ Γσσ¯(0).
To understand the meaning of the rates Γσσ¯(χ) and Γ00(χ) we have to
understand their influence on the dynamics of the impurity. The dynamics
of the impurity are retained for χ = 0. The entries of the matrix in
Eq. (3.37) then tell to which type of process the rate is associated to. A
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counting field dependence of a rate indicates that an electron has been
transferred in the process. We can thus identify what the corresponding
process does to the impurity and whether an electron has been transferred.
The off diagonal entries are spin flip processes described by the rate
Γσσ¯(χ). They stem from the terms with k = ± in Eq. (3.34). Due to
the structure of the dissipation part only the off diagonal entries have a
counting field dependence. The same terms also appear on the diagonal of
L but this time without a counting field dependence. These terms ensure
that for χ = 0 the trace of ρ is preserved. Because in these processes
the impurity is changed these terms are called inelastic processes and the
rates are the inelastic cotunneling rates.
On the diagonal there are further terms described by Γ00(χ) that stem
from the k = z terms in Eq. (3.34). Looking at the χ = 0 case we
see that Γ00(0) = 0 such that these terms vanish and do not contribute
to the dynamics of the impurity. As they do not change the impurity
those processes are called elastic processes. The rate, however, has a
phase dependence indicating that an electron can be transferred. The
rate Γ00(χ) is the elastic cotunneling rate. For our special case we also
see that the elastic rate is the same on both diagonal entries. The elastic
processes are therefore independent of the state of the impurity.
This can be elaborated by setting up the decomposition defined in
Eq. (3.18). For this we split up the rates by the phase dependencies by
Γσσ¯ = Γ
0
σσ¯ + e
iχΓ+σσ¯ + e
−iχΓ−σσ¯, (3.39)
where Γ0σσ¯ are transitions in the system without changing the number of
left movers, Γ+σσ¯ corresponds to a process that increases the number of
left movers, whereas Γ−σσ¯ decreases those. Using these rates the electron
jump operators and L0 are given by
J± =
(−Γ±00 −Γ±↑↓
−Γ±↓↑ −Γ±00
)
L0 =
(
Γ↓↑ − Γ000 −Γ0↑↓
−Γ0↓↑ Γ↓↑ − Γ000
)
, (3.40)
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where the rates are given by
Γ000 = −
1
4
sin2 θ
(
F+−(0) + F−+(0)
)
(3.41a)
Γ+00 =
1
4
sin2 θ F+−(0) Γ−00 =
1
4
sin2 θ F−+(0) (3.41b)
Γ0↑↓ =
1
4
sin2 θ Fzz(−∆S) Γ0↓↑ =
1
4
sin2 θ Fzz(∆S) (3.41c)
Γ+↑↓ = cos
4 θ
2
F+−(−∆S) Γ+↓↑ = sin4
θ
2
F+−(∆S) (3.41d)
Γ−↑↓ = sin
4 θ
2
F−+(−∆S) Γ−↓↑ = cos4
θ
2
F−+(∆S). (3.41e)
This decomposition allows us an interpretation of each term individually
on the one hand by its effect on the Impurity as well as by its effect on the
leads. In general, the subscripts indicate the effect on the dot, 0 meaning
no change, whereas the superscript indicates the effect on the edge state
where 0 also means no change and ± means increase/decrease of left
movers.
Before we continue to an analysis of the noise we first check that the
results presented here coincide with the results from section 2.4.2. The
best way to see this is to use the Liouvillian in the form it is defined in
Eq.(3.34). Using this form we find
〈〈L′〉〉 = 1
~2
∑
k=±,z
∂χFkk¯(χ; ∆Sσk)TrS(ρ¯SkSk
†
), (3.42)
where the derivative by the counting field needs to be evaluated at χ = 0.
This needs to be compared to the result from using the secular approx-
imation in Eq. (2.102). The secular approximation implies l = k¯ such
that the half sided Fourier transforms become a Fourier transform which
is given by
FIη
kk¯
(ω) ≡
∑
α=±
σαση cαkcα¯k¯Fαα¯(ω). (3.43)
Note that the sum is only over α = ± . Comparing this to Eq. (3.33)
we see that the derivative by χ kills the α = z term in the sum and
introduces the sign of α into the sum. The derivative of the correla-
tion function Fkk¯(χ;ω) thus directly produces the correlation functions4
4The additional factor of i we did not mention here is then cancelled by the
i in the definition of the current superoperator.
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FIη
kk¯
(ω). The FCS and the GME in secular approximation thus produce
the same current. The FCS result, however, allows a closer inspection of
the contributing processes.
After we have now given the electron jump operators and the Liouvil-
lian we just need the pseudoinverse to calculate the noise and the g(2)-
functions. Also here the steady state can be obtained by diagonalising
the Liouvillian in Eq. (3.37) and yields
ρ0 =
1
Γ
(
Γ↑↓
Γ↓↑
)
, (3.44)
where Γ ≡ Γ↑↓ + Γ↓↑. As we describe the system using only two states
the irreducible propagator and the pseudoinverse take a very simple form.
Both project out the steady state and have a simple behavior on the
complement of the steady state. The irreducible propagator gives an
exponential decay
R(t) = Qe−Γt (3.45)
whereas the pseudoinverse gives a factor of 1/Γ such that it is
Q 1L(0)Q =
Q
Γ
. (3.46)
The projector on the complement itself is
Q =
(
Γ↓↑/Γ −Γ↑↓/Γ
−Γ↓↑/Γ Γ↑↓/Γ
)
. (3.47)
The propagator and the pseudoinverse now allow the calculation of the
noise current as well as the g(2)-function. The irreducible propagator
has a rather simple form and shows an exponential decay and no further
complex dynamics. As the time scale of the decay is given by Γ the
G
(2)
µν -factors can be calculated and are
G(2)µν =
1
Γ
(g(2)µν (0)− 1) =
1
Γ
〈〈J µQJ ν〉〉
〈〈J µ〉〉〈〈J ν〉〉 . (3.48)
Using the definition ofQ we arrive at the most handy form of these factors
G(2)µν =
1
Γ
〈〈J µJ ν〉〉 − 〈〈J µ〉〉〈〈J ν〉〉
〈〈J µ〉〉〈〈J ν〉〉 . (3.49)
This term compares the probability of two successive flips following in-
stantaneously after each other to the probability for two individual flips.
For the interpretation we need to look at the results.
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Figure 3.1: Fano factor for ~J/vF = 0.1, ∆Z = 15kBT , θZ = pi/2 (blue,
dashdotted), θZ = pi/3 (red, dashed) and θZ = pi/4 (black, solid). The inset
shows the corresponding backscattering conductance. This conductance shows
an asymmetry as a function of bias voltage polarity in the onset of transport
for eV ≈ ∆Z compared to eV ≈ −∆Z which was discussed in section 2.4.3.
For θZ = pi/2 the contribution to the Fano factor of cotunelling is super-
Poissonian. If the magnetic field is neither aligned with nor perpendicular to
the spin quantization axis in the edge state, however, cotunneling leads to a
region of sub-Poissonian noise.
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3.4.1 Noise Behavior of the System
The current noise allows insights into the behavior of the system the
current itself does not give. An impurity or a tunnel barrier will lead to
fluctuations in the occupation of the states in a conductor which leads to
fluctuations in the current. One important question is whether the scat-
tering or tunneling events are independent or whether they are correlated.
If the events are not correlated and rare the distribution P (N,T ) is the
Poisson distribution. For a Poissonian distribution all cumulants are the
same. We define the Fano Factor as the ratio between second and first
cumulant
F =
S
e|I¯| . (3.50)
For a Poissonian distribution this ratio is one, indicating that the events
are not correlated. One example are two terminal conductors without
interaction in the weak transmission regimes. The Fano factor there is
F = 1 − T such that for low transmission and thus rare events the
Fano factor is approximately one [Bla00]. For rare events the events are
independent and thus we expect a Poissonian distribution.
3.4.2 Decomposition of Noise
To discuss the noise behavior we look at the Fano factor of the backscat-
tering current in the impurity edge state system. In Fig. 3.1 the Fano
factor is plotted for several tilt angles θZ . In the inset also the con-
ductance already discussed in section 2.4.3 is shown for support of the
discussion. For the symmetric case of θZ = pi/2 we see that the backscat-
tering conductance as well as the Fano factor are symmetric as a function
of the bias voltage eV and thus only depend on |eV |. When the angle is
changed to a non perpendicular orientation we found in section 2.4.3 that
the conductance becomes asymmetric and that there is a stronger onset
of transport for eV ≈ ∆Z compared to eV ≈ −∆Z . The noise, how-
ever, despite being super-Poissonian in general develops a sub-Poissonian
region. To identify the relevant processes we need to look closer at the
different contributions to the noise.
To interpret the noise behavior we need to understand the contributions
to the different terms in Eq. (3.30) as this also allows us to identify the
processes that are responsible for the sub- and super-Poissonian contribu-
tions. In Fig. 3.2 the total Fano factor as well as the contribution due to
the first term containing the Poissonian contributions and the other terms
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Figure 3.2: Full Fano factor (black, solid), first term (blue, dashdotted) and
second term from Eq. (3.30) (red, dashed) for ~J/vF = 0.1, ∆Z = 15kBT
and θZ = pi/3. The inset shows (eI+/I¯)2 (red, dashed), (eI−/I¯)2 (blue,
dashdotted) and (e2I+I−/I¯2) (black, solid) for the same values. The first
term of Eq. (3.30) describes the Poissonian contribution of cotunelling and the
thermal noise arround eV = 0 whereas the other terms show super- as well
as sub-Poissonian noise. The e2I+I−/I¯2 terms can only contribute around
eV = 0 as only there both rates are not suppressed. For larger bias voltages
only one of the two terms weighted by eI+/I¯ or eI−/I¯ dominates. The noise
contribution SI is thus given by electron jumps into the same direction whereas
jumping back and forth only contributes for small bias voltage.
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containing the correlations are shown. We see that the contribution of the
first term describes the thermal noise as well as the Poissonian shot noise
whereas the other terms describe the deviation from the Poissonian value.
The contribution of the second term changes its sign and thus leads to
sub-Poissonian noise. In order to understand this behavior better we need
to analyze the correlation terms in Eq. (3.30) closer. These three terms
are given by a weight factor of e2IσIτ/I¯2 and a correlation function of
the flip operators G(2)στ . Each of these weights thus describes the weight
of a certain type of process to the transport5. The correlation function
then tells us how these processes contribute to the noise. In the inset of
Fig. 3.2 the weight factors are plotted. We see that eI+/|I¯| and eI−/|I¯|
are close to one for positive or negative bias voltage respectively. They
diverge at eV = 0 as there is still a probability for electrons to backscat-
ter but no current is contributed. As these two weight factors have a
step shape the product of the weight factors will only have contributions
around eV = 0. The noise of electrons jumping back and forth thus only
contributes here whereas for eV > kBT the electrons mostly scatter into
the same direction such that the noise is dominated by the contribution
of two successive jumps of electrons into the same direction. The noise
behavior in this regime thus can be understood by studying the factors
G
(2)
±±.
For a closer understanding of these successive jump events we insert the
explicit definition of the electron jump operators Eq. (3.40) into Eq. (3.49)
and obtain
G(2)σσΓIσ
2 = Γσ↓↑Γ
σ
↑↓ − (Γσ↑↓ρ↓↓ + Γσ↓↑ρ↑↑)2. (3.51)
The first term corresponds to processes in which a spin flips up and
down and vice versa when two electrons jump, whereas the second term
summarizes the probability for a spin flip event. Because a spin flip flop
event is possible by the same rates irrespective of the initial state of the
impurity this term does not depend on ρ↑↑ or ρ↓↓. We find that the
bunching properties are solely determined by spin flip processes and that
elastic tunneling events do not play a role. Because they are independent
of the state of the impurity they contribute the same way to the correlated
scattering events as they also contribute to the square of the probability
5Note that the weights here might be larger than one. This is due to the
fact that the current is not a measure of total events but the difference of
the two processes.
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of a single scattering event and cancel in this expression. Elastic processes
thus cannot correlate scattering events.
Before we go into the details of Eq. (3.51) we take a closer look at
the implications of the spin rotation onto the rates. When introducing
the rotated operators to the Hamiltonian we obtain terms that seemingly
violate spin conservation. When setting up the GME we found that the
off diagonal entries decouple from the diagonal entries and decay. This
seemingly spin conservation violation thus leads to processes that do not
conserve spin and processes that conserve spin. The reason is that an
electron in the edge has a finite overlap with both spin directions in the
impurity. When 0 < θZ < pi/2 the overlap with the same spin is larger
such that spin conserving processes are preferred over processes violating
spin conservation.
By defining the electron jump operators we cannot only categorize a
process by its effect on the QD but can also identify the process that is
associated in the helical edge state. This allows us to split the spin flip
rates of the QD into three contributions each associated with a specific
scattering event in the helical edge state; two different types of backscat-
tering events and one in which the number of left movers is not changed.
Each of the backscattering events will change the spin of an electron in
the edge state. A backscattering event scattering a left (right) mover will
increase (decrease) the spin of the edge state electron. The rates can
thus be spin conserving (Γ−↓↑, Γ
+
↑↓) or spin conservation violating (Γ
+
↓↑,
Γ−↑↓, Γ
σ
00). The spin non conserving processes are enabled by a finite
spin overlap with the edge electrons but suppressed compared to the spin
conserving processes.
This preferred spin direction can directly be seen in the bias voltage
dependencies of the flip rates shown in the insets of Fig. 3.3. The flip
rates are zero up to a voltage determined by the level splitting on the QD
and then the increase is linear6. In Fig. 3.3 (a) right movers with spin
up are scattered to left movers with spin down. By flipping the impurity
the right movers can only gain an energy of ∆Z . As for eV < −∆Z all
energetically available states of left movers are mostly filled, the flip rates
are small. If eV > −∆Z the right movers can gain energy by flipping the
impurity from ↑ to ↓ and scatter back. By scattering back their spin also
flip from ↑ to ↓ such that this is a spin non conserving process. As the
6In a more general case including electron-electron interaction the increase
is given by a power law with the exponent 2K−1. The suppression, however,
is in all cases exponential.
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Figure 3.3: Rates Γσ00 (black, solid), Γσ↑↓ (blue, dashdotted) and Γ
σ
↓↑ (red,
dashed) for σ = + (a) and σ = − (b) for ~J/vF = 0.1, ∆Z = 15kBT
and θZ = pi/3. In the insets the corresponding contributions Γσ↓↑Γ
σ
↑↓ (black,
solid) and (Γσ↓↑ρ↑↑ + Γ
σ
↑↓ρ↓↓)
2 (red, dashed) to the Eq. (3.51) for G(2)++ΓI
2
+
(a) and G(2)−−ΓI
2
− (b) are shown. We see that up to a threshold the rates are
suppressed and then start to increase linearly. In (a) we see that the order of
the dominant rate changes whereas it does not in (b). When weighting the
rates with the probability of the initial states we can see in the insets that the
dominant contribution to Eq. (3.51) does not change in (b) whereas it changes
in (a) leading to a crossover between super and sub-Poissonian noise.
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matrix element is suppressed the slope of the linear part is decreased. For
eV > ∆Z backscattering of a right mover is also possible by flipping the
impurity from ↓ to ↑ which matches the flip of spins in the helical edge.
This process conserves spin and the slope of the linear part is larger. In
elastic processes the state of the QD and thus the energy of the scattered
electron does not change such that the onset of transport is at eV = 0.
For scattering a left mover to a right mover the interpretation is equiv-
alent although now the spin flips are suppressed for large bias. The onset
of the flips is determined by the flip process on the dot. As the electron
in the edge is now scattered in the opposite direction the spin flip is also
inverted such that the rate starting a linear increase is also the rate corre-
sponding to the inverted spin flip. Looking at Fig. 3.3 (b) the dominant
rate sets in for eV < ∆Z such that the relevant voltage is the same for
both spin conserving spin flip rates. The order of the flip rates does thus
not change and the rate Γ−↓↑ is always the largest rate.
To determine whether the noise is super- or sub-Poissonian we need
to compare Γσ↑↓Γ
σ
↓↑ to (Γ
σ
↓↑ρ↑↑ + Γ
σ
↑↓ρ↓↓)
2 which is done in the insets of
Fig. 3.3 (a) and (b). There, the order of these contributions only changes
for positive bias leading to sub-Poissonian noise.
To understand this behavior we need to look at the polarization of the
impurity shown in Fig. 3.4. For eV < ∆Z the impurity is relaxed to its
ground state and thus in the spin down state. For eV > ∆Z the rate
Γ↓↑ is blocked energetically such that the impurity cannot relax to its
ground state anymore and stays in the excited state. For eV < −∆Z an
additional excitation mechanism is possible due to spin non conserving
processes which are, however, suppressed such that the excitation of the
impurity is weak. When the polarization is negative the contribution
of the spin flip process Γσ↓↑ is suppressed by the spin polarization. For
eV < −∆Z the dominant contribution in (Γσ↓↑ρ↑↑+Γσ↑↓ρ↓↓)2 thus comes
from a spin conservation violating process exciting the QD which is weak.
This term thus is small in Fig. 3.3 (b). For eV > ∆Z , however, the
excitation rate becomes the dominant rate. This excitation process is now
the spin conserving process and is not blocked by the spin polarization
of the QD such that we find a regime in which (Γσ↓↑ρ↑↑ + Γ
σ
↑↓ρ↓↓)
2 is
dominated by this favored spin conserving process.
The factors Γσ↑↓Γ
σ
↓↑ for σ = ± only differ in the sign of eV such that
the contribution in Fig. 3.3 (a) and (b) are the same up to a change in
the sign of the bias. This factor is always composed of a spin conserving
and a spin non conserving process. In the (Γσ↓↑ρ↑↑ + Γ
σ
↑↓ρ↓↓)
2 term only
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Figure 3.4: Polarization of the impurity (black, solid) and polarization after a
scattering event increasing the number of left movers (blue, dash dotted) or
decreasing the number of left movers (red, dashed) for ~J/vF = 0.1, ∆Z =
15kBT and θZ = pi/3. We see that for negative bias voltage the polarization of
the impurity after a scattering event is closer to the unpolarized state whereas
for positive bias voltage the polarization of the impurity might even change
sign after a scattering event. If the dot is strongly polarized, spin conserving
processes are blocked and all processes violate spin conservation. For positive
bias voltage the polarization does not block the spin conserving process such
that the polarization can even change sign for eV ≈ ∆Z . For larger bias voltage
the polarization again blocks the spin conserving processes.
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one of the two summands can be a spin conserving process whereas the
other has to violate spin conservation. If the spin conserving process is
not suppressed by the spin of the impurity it dominates this term. If
it is suppressed, however, the rate for the suppressed spin conservation
violating process is squared. Comparing this to a term that contains a
spin conserving as well as a spin conservation violating process means that
switching between this two cases in which spin conservation violating or
spin conserving processes dominate directly means a change of sign of the
right hand side of Eq. (3.51). This way we can understand the crossover
between super- and sub-Poissonian noise from a formal point of view.
Here the rate for flip flop processes are compared to the rate for transport
processes squared. One can also understand the behavior by analyzing
the events directly.
3.4.3 Effect of Scattering Events
To understand why the electrons bunch for eV < −∆Z and antibunch
for some range for eV > ∆Z we calculate the spin of the impurity after
an electron jump event. To find the spin of the impurity after such a
scattering event we need to restrict the time evolution to processes that
change the number of left movers in the lead. Applying this restricted
dynamics to the density matrix means that the trace is not conserved such
that we have to renormalize the density matrix after the scattering event
(see introduction of section 3.3). The spin of the system after an electron
jump thus is given by 〈〈SzJ σ〉〉/〈〈J σ〉〉 which is plotted in Fig. 3.4. We
see that in general by an electron transfer event the spin of the impurity
increases. This might be counterintuitive for eV < 0 as on the one hand
a scattering event increases the spin of the electron in the edge state and
on the other hand the spin of the impurity is also increased. The reason
is that the spin polarization blocks the spin conserving processes and
only processes that do not conserve the spin will occur. These processes
then increase the spin. As the blockage due to the polarization is now
weakened a successive jump conserving spin is now more probable leading
to bunching.
For eV > ∆Z the situation is different. There the polarization is
also increased but now due to the spin conserving process. Increasing
the polarization thus does not open a channel previously blocked. On
the contrary, when the polarization becomes positive after a flip event a
successive flip increasing the impurity spin is suppressed. The flip back
104 Chapter 3. Full Counting Statistics for the QD-HLL System
down, however is a spin non conserving process and thus suppressed.
This means that two successive flips are less likely leading to antibunch-
ing. For larger bias voltage the impurity approaches a full polarization
again suppressing the favored spin conserving process. Then the electron
backscattering event will reduce the polarization and thus facilitating a
successive scattering event again leading to bunching as can be seen by
comparing Fig. 3.2 and Fig. 3.4.
The spin of the impurity after the scattering event shows some unex-
pected behavior in the regions where the scattering event is blocked. In
Fig. 3.4 we see that the polarization after a electron scattering event is
alway −1/2. To understand this behavior we have to have a closer look
at the rates in Fig. 3.3 (a) and (b). In the region in which the rates
are exponentially suppressed the largest rate is always Γσ↓↑. Because the
exponential suppression sets in later it is exponentially larger than the
other rates. In a region where hardly any events happen this is thus the
dominant rate such that the dot after such a rare event is always polarized
in the down state.
The interplay of the spin polarization of the QD and the switch of the
strength of different scattering rates determines the bunching behavior.
To understand this better we assume that the polarization of the dot can
be tuned freely. In general two successive scattering events are associated
by two events on the QD. For simplicity we will focus on the spin flip
flop processes. The polarization of the QD will now determine whether
the first spin flip is an excitation or a relaxation process. For positive
polarization the first spin flip will be a relaxation process and the second an
excitation process and vice versa for negative polarization. To determine
whether we expect bunching or antibunching we have to compare the
rates for these events. Looking at Fig. 3.3 (b) we see that for scattering
to a right mover the relaxation is always the dominating process. For
scattering to a left mover, however, we see that the relaxation sets in
already at eV ≈ −∆Z but excitation only at eV ≈ ∆Z as can be seen in
Fig. 3.3 (a). Because the excitation process is the spin conserving process
the corresponding rate quickly becomes larger than the one corresponding
to the relaxation process. So in general we can argue that for eV < ∆Z
relaxation dominates and negative polarization leads to bunching whereas
for eV > ∆Z excitation dominates such that negative polarization leads
to antibunching.
The polarization of the QD is not only driven by scattering events
but also by events that are not connected to scattering events. For this
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reason the QD is also influenced by events not recognized in transport.
The transport events thus do not completely determine the polarization of
the QD. For negative bias voltage we see only negative polarization such
that the mechanism described above will lead to bunching. For positive
bias voltage the impurity is not instantaneously repolarized and still in
its down state. At eV ≈ ∆Z the excitation rate becomes larger allowing
for antibunching which is also observed due to the negative polarization
of the QD. If the polarization becomes positive the picture changes and
antibunching becomes possible.
In simple terms one could argue that the question is whether the first
event releases a spin blockage or drives the system into a blocking state.
The smaller the tilt of the magnetic field is, the stronger the effect of
the spin blockage affects the behavior. This leads to the very strong
sub-Poissonian region for small tilt in Fig. 3.1. If the magnetic field is
oriented perpendicular to the spin quantization axis in the helical edge all
rates are equivalent such that we cannot obtain a blocking state. The
noise thus is purely super-Poissonian.
3.4.4 Effect of Interaction
In a next step we will also look at the effect of interactions. By introducing
interactions into the bath we find that the correlation functions change.
Instead of an exponential suppression for negative frequencies and linear
behavior for positive frequencies we showed in section 2.2.8 that instead
of the linear frequency dependence we find algebraic behavior with an
exponent of 2K − 1 for positive frequencies. The effect on the system
is shown in Fig. 3.5. The most notably effect of the interaction is the
bump in the Fano factor at eV ≈ ∆Z . This bump is not coming from the
correlated scattering events but is already apparent in the Poissonian part.
It is, however, also not an effect of interactions but it is already present
without interaction but more prominent with interactions. In Fig. 3.2 it
is hardly visible. In Fig. 3.3 (a) we also miss this small bump because it
is reduced further as we show the squares of eIσ/I¯.
To understand where this bump comes from we have a closer look at
Iσ which can be written as
Iσ = Γ
σ
00 + Γ
σ
↓↑ρ↑↑ + Γ
σ
↑↓ρ↓↓. (3.52)
Responsible for the bump is the term Γ−↓↑ρ↑↑ which is plotted for the
interacting case in Fig. 3.6 (b). Looking at Fig. 3.6 (a) we see that ρ↑↑
106 Chapter 3. Full Counting Statistics for the QD-HLL System
−30 −20 −10 0 10 20 30 40 50 60
0.0
0.2
0.4
0.6
0.8
1.0
1.2
eV/kBT
F
−40 −20 0 20 400
0.5
1
1.5
w
ei
gh
ts
Figure 3.5: Fano factor (black, solid) as well as Poissonian contribution (blue,
dash dotted) and the contributions of correlated events for ~J/vF = 0.1, ∆Z =
15kBT , θZ = pi/3, α/~βvF = 10−3 and K = 0.8. The Poissonian part and
contributions by correlations are given by the first and the second term in
Eq. (3.30). In the inset the corresponding weight factors I2+/I2 (red, dashed),
e2I2−/I¯
2 (blue, dash dotted) and e2I−I+/I¯2 (black, solid) are shown. We see
that eI+/I¯ as well as the Poissonian contribution develop a bump at eV = ∆Z .
On closer inspection we see that this bump has its origin in a recurrence of eI−
which then decreases I¯. Details of this recurrence are shown in Fig. 2.9.
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is exponentially decaying towards eV ≈ 0 and increases exponentially
towards |eV | ≈ ∆Z . As ρ↑↑ = Γ↑↓/Γ this exponential behavior comes
from Γ↑↓. From Fig. 3.3 (a) and (b) we can see that both rates Γ±↑↓ are
algebraic for ±eV > ∆Z and decay exponentially for ±eV < ∆Z . There
is thus a window |eV | < ∆Z where the larger exponential of Γ+↓↑ and
Γ−↓↑ dominates over Γ↓↑. In this window Γ is linear in the bias voltage.
The polarization thus shows this exponential behavior. The exponential
behavior is not altered by the interaction such that the behavior seen in
Fig. 3.6 is in principle also present in Fig. 3.3. Coming back to Γ−↓↑ρ↑↑
we see that in the regime where the rate is still algebraic the probability
of a scattering event with a spin flip Γ−↓↑ρ↑↑ is suppressed exponentially
by ρ↑↑. This probability is only suppressed exponentially for eV > ∆Z
but ρ↑↑ already increases exponentially for 0 < eV < ∆Z such that it
is not strong enough to suppress the rate at eV ≈ ∆Z and a bump can
be seen. As introducing interactions leads to an exponent smaller than
one the weight in the rate shifts towards eV ≈ ∆Z without changing the
exponential behavior the height of the bump is increased. It is thus a
phenomenon that occurs due to the transition from the exponential to
the algebraic behavior. The width of the range in the bias voltage in
which we can see this bump is thus of the order of kBT .
This deviation of the Fano factor from the Poissonian value thus is no
sign of correlation of the events. For eV ≈ ∆Z the spin of the impurity
starts to change its polarization. In this process not only processes that
increase the number of left movers increase but also processes that in-
crease the number of right movers become strong again around eV ≈ ∆Z
despite the bias voltage being positive. This reverse current is not ob-
served in chapter 2 as at the same time a stronger current increasing the
number of left mover sets in. These events increase the number of events
and thus the noise but reduce the current. The current is thus no good
measure for the number of events. By defining the Fano factor using
the average current I¯ we obtain a value F > 1 although the events are
uncorrelated because we underestimate the number of total events.
Looking at the contribution of the correlated events to the Fano factor
in Fig. 3.5 also with interaction we see antibunching. Because now all
rates are power laws with an exponent smaller than one the behavior
known from the noninteracting case is basically compressed to the points
where |eV | = ∆Z and eV = 0. For eV ≈ ∆Z we find that the Fano
factor develops a region where it is larger than one due to uncorrelated
events. Unfortunately, the interaction now pushed the region in which we
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Figure 3.6: Polarization of the impurity (a) as well as scattering rates (b) for
~J/vF = 0.1, ∆Z = 15kBT , θZ = pi/3, α/~βvF = 10−3 and K = 0.8. In
(a) the polarization (black, solid) as well as the polarization after a scattering
event increasing (blue, dash dotted) and decreasing (red, dashed) the number
of left movers. In the inset the entries of the density matrix ρ↑↑ (black, solid)
and ρ↓↓ (red, dashed) are shown on a logarithmic scale. We observe that the
suppression of ρ↑↑ is exponential in |eV | and ends when |eV | > ∆Z . In (b) the
rate Γ−↓↑ (red, dashed) as well as Γ
−
↓↑ρ↑↑ (black, solid) is shown. We see that
Γ−↓↑ is suppressed exponentially for eV > ∆Z and algebraic for eV < ∆Z . For
|eV | < ∆Z we see in Γ−↓↑ρ↑↑ the exponential behavior of ρ↑↑. For eV ≈ ∆Z
this suppression is weak. Because the interaction shifts the weight in the rate
towards this point a recurrence of Γ−↓↑ρ↑↑ becomes visible.
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find antibunching just into this region such that the antibunching cannot
be seen in the Fano factor.
The sub-Poissonian regime, however, is controlled by the polarization.
By using Sterling’s formula in Eq. (2.78) we could show that the rates can
be written by power laws in the frequency. This can be used to show that
the polarization mostly7 depends on eV/∆Z . The bias voltage region in
which antibunching can be found thus becomes larger by increasing the
Zeeman splitting. The width of the bump that hides the antibunching in
the Fano factor, however is given by kBT and thus is independent of ∆Z .
For larger Zeeman splitting the antibunching thus becomes visible again
in the Fano factor.
3.5 Conclusion
In this chapter we calculated the current and the current noise using full
counting statistics and our master equation from chapter 2. We started
from the general definition of the cumulant generating function from the
probability P (N,T ) that N electrons are transferred in a time interval T .
This cumulant generating function could be represented by the trace over
a density matrix whose time evolution included the counting fields. From
this expression we derived a master equation that now contains counting
fields. The long time behavior of the cumulant generating function is
then connected to the spectral properties of the Liouvillian that describes
this master equation and its counting field dependence. The current and
noise were then calculated using perturbation theory in the counting field
for this Liouvillian.
By expanding the propagator for the reduced density matrix for short
times we could identify the parts of the evolution that are associated with
a transfer of electrons between the helical states of opposite propagation
direction. Using these parts we defined superoperators which allowed
us to describe the effect of an electron scattering event on the reduced
density matrix.
To study the bunching behavior we calculated the joint probability of
two scattering events using the superoperators describing the effect of
these scattering events. The bunching behavior is then characterized by
7For K = 1 this is exact as Fz(ω) ∝ ω and F (ω) ∝ ω for ω > 0 there. With
interaction only F (ω) becomes algebraic. This different behavior prohibits a
pure eV/∆Z dependence. For larger bias voltage the Fz(ω) term can be
neglected such that the dependence on eV/∆Z is restored.
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a generalized g(2)-function. Using the behavior at small times of this
g(2)-function bunching and antibunching can directly be distinguished.
This g(2)-function then was also connected to the Fano factor defined as
the ratio of noise and current. This directly allowed us to identify which
contribution comes from independent and which comes from correlated
events.
By decomposing the Liouvillian of the master equation into the su-
peroperators describing scattering events we were able to analyze the
dynamics not only by the effect a process has on the quantum dot but
also by the effect the process has on the helical edge state. This allows
a better understanding of the processes involved also in chapter 2 but
especially in the correlations of two events.
This method then was applied to the quantum dot coupled to the heli-
cal edge also discussed in chapter 2. We showed that using full counting
statistics we could reproduce the expression for the current from chap-
ter 2.4.2. For the noise we found thermal noise for eV = 0 which corre-
sponds to current fluctuations due to the spin noise of the quantum dot
that is not associated with an average charge current. For |eV | < ∆Z we
found Poissonian noise from the independent elastic tunneling events. In
general, we found super-Poissonian noise for |eV | > ∆Z . For tilt angles
0 < θZ < pi/2 we found a region with sub-Poissonian noise for eV ≈ ∆Z .
This sub-Poissonian behavior could be interpreted using the rates for a
spin flip which is associated with a scattering event in the edge state. The
spin of the quantum dot played an important role in the understanding
of the bunching behavior. We could show that the bunching behavior is
determined by events flipping the spin of the quantum dot twice. As the
impurity has spin 1/2 these processes are flip-flop processes. Depending
on whether the first or the second flip event is more probable we find
antibunching or bunching. If the first event is less probable and the second
process is more probable we find bunching as the disturbance from the
first event relaxes quickly. If the second process would have been less
probable we would have observed antibunching.
The spin polarization of the quantum dot determines what the first
event of the flip-flop process is. For positive spin polarization the first
event will be a relaxation event and for negative polarization an excitation
event. The relative strength of the rates for relaxation and excitation
changes at eV ≈ ∆Z . The spin of the quantum dot only changes its
spin for eV > ∆Z . The change of the relative strength of excitation
and relaxation rates thus also leads to a crossover from bunching to
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antibunching. The smaller the tilt in the magnetic field direction is the
stronger is the difference of excitation and relaxation rate and thus the
antibunching. For perpendicular orientation the difference vanishes and
we find only bunching.
Because the edge state can be treated as a helical Luttinger liquid we
also could include electron-electron interaction in the edge state. As also
seen in the previous chapter 2 we found that the rates shifted the weight
to the crucial points ±eV = ∆Z and eV = 0.
This amplified a phenomenon also present without interaction. For
eV ≈ ∆Z the number of electrons transferred in the direction favored
by the bias voltage increases strongly. The number of electrons being
transported against the polarity of the bias voltage, however, also in-
creases in a small bias voltage region. Such processes are enabled in
the crossover between two regimes by finite temperature. We still find
a positive backscattering current but the average current is now a bad
measure for the total number of events. As this current was used in the
definition of the Fano factor this leads to a super-Poissonian region in the
contribution from uncorrelated events.
From the analysis of the g(2)-function we found that we still have bunch-
ing behavior. The interaction alters the functional dependence on the bias
voltage of the rates but the overall strength of the rates is a direct conse-
quence of the tilt of the magnetic field which is not altered by the inter-
action. Due to the power law the width of the region where antibunching
is found is smaller. The spin polarization, however, depends mostly on
eV/∆Z such that this region is larger for larger Zeeman splitting.
In the Fano factor the signatures of the super-Poissonian noise for
uncorrelated events and the sub-Poissonian contribution of the correlated
events cancel each other. This is a consequence of the interaction shifting
the weight towards eV ≈ ∆Z . This enhances the flow of electrons against
the bias voltage and compresses the regime in which antibunching is
observed into the same region. The width of the super-Poissonian region
in the contribution of the uncorrelated events, however, is given by the
temperature whereas the width of the region in which antibunching is
observed is given by the Zeeman splitting. If the Zeeman splitting is
large compared to the temperature the antibunching then also leads to
sub-Poissonian noise which is also reflected in the Fano factor.

Chapter 4
Double Dot Josephson Junction
The creation of mobile spin-entangled electron pairs in solid-state trans-
port setups has been the subject of intensive research in recent years
[Rec01, Les01, Rec02, Ben02, Rec03, Pra04, Oli02, LY07, Cay08, Sat10,
Sch15b, Ami16, Bur16, Hus16]. The interest stems from the nonlocal
properties of these entangled electrons that could be an interesting in-
gredient for quantum computing or other devices. The key idea in these
setups is to use Cooper pairs and split them creating a nonlocal pair of
electrons and injecting them into Fermi liquid leads. In the experiment
the nonlocal transport features are observed. Whether these electrons are
still entangled is still an open question.
In a previous proposal Choi et al. [Cho00] already showed that in a
double quantum dot Josephson junction nonlocal correlations on the two
quantum dots are induced. The nonlocal correlations can be probed by
measuring the supercurrent in a SQUID setup [Cho00, Wan11]. This
Josephson current is only possible for coherent transport of the Cooper
pairs in contrast to the Cooper-pair splitters. Although in these setups
the Cooper pair cannot be split they nevertheless offer the possibility to
show nonlocal coherent transport.
Recently this setup was realized in an experiment by Deacon et al.
[Dea15]. In their setup they measured the critical current in a Josephson
junction made from two self assembled quantum dots which are in the
single level regime. In their setup they claim to observe nonlocal transport
signatures. They obtain these signatures by switching the charging state
of each quantum dot and find signatures that are in contrast to the
behavior expected for two independent dots. The change of the charging
state of one quantum dot, however, is not included in the discussion of
Choi et al. [Cho00]. In this chapter we will thus extend their proposal to
include all charging states of the quantum dot. In order to be even closer
to the experiment we will also decrease the superconducting gap.
As we will not assume that the Coulomb repulsion or the superconduct-
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ing gap is large compared to the single particle energies of the quantum
dots the methods need to be adjusted slightly. We will compare three
approaches. In a first approach we will assume zero bandwidth in the
superconductors reducing each of them to a single site. This reduces the
complexity such that the resulting Hamiltonian can be diagonalized nu-
merically exact in the whole parameter range. If the superconducting gap
is large we use an effective model where the coupling to the supercon-
ductors is included by second-order corrections corresponding to electron
tunneling between the quantum dots as well as injection of Cooper pairs.
This model can also be diagonalized numerically exactly but relies on a
large superconducting gap. In the third approach we proceed without
this assumption and directly calculate the fourth-order corrections to the
ground state. The third approach offers the advantage that it can be ap-
plied to the zero-bandwidth limit as well as to a finite bandwidth model
of the two superconductors. Besides the possibility to extend the obser-
vations to a model with finite bandwidth in the superconductors we can
also attribute the behavior observed to specific processes for interpreta-
tion. As the superconducting gap is reduced, more processes start to
contribute leading to a richer behavior.
For an infinite superconducting gap we find that only nonlocal reso-
nances in transport can lead to resonances in the critical current as local
resonances are absent in the ground state. By reducing the supercon-
ducting gap the behavior becomes more complex. On the one hand local
transport is enhanced but on the other hand nonlocal processes drive a
singlet triplet transition not present in the case of infinite gap in the su-
perconductors. Using perturbation theory we can identify the relevant
processes and show that a coupling to a singlet superconductor can drive
triplet ground states. We analyze this nonlocal behavior and show that
the switching between the two spin states shows clear transport signa-
tures.
We start this chapter with a short discussion of the dc-Josephson effect
in section 4.1. Next, we introduce the system Hamiltonian in section 4.2.
Here, we also introduce the coupling to the superconductors and com-
ment on the influence the local wave functions of the levels have on the
tunnel coupling amplitude and how we gauge the phases of the super-
conductors into the tunnel couplings. In section 4.3 we then introduce
the methods we use. Namely the zero-bandwidth approximation in sec-
tion 4.3.1 and quasi degenerate perturbation theory in section 4.3.2. The
quasi degenerate perturbation theory is then used to set up the effective
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model for infinite superconducting gap in section 4.3.3 and to calculate
the fourth-order corrections to the ground state directly in section 4.3.4.
In section 4.4 we then discuss the behavior we find. We begin with the
behavior for an infinite superconducting gap in section 4.3.3 and then
show how reducing the superconducting gaps lead to a singlet–triplet
transition in section 4.4.2. This singlet–triplet transition then leads to
asymmetric peak structures discussed in section 4.4.3. These ideas are
then extended to a multilevel setup producing behavior similar to the
experiment in section 4.5 before we conclude this chapter.
This chapter is based on an original publication by Probst et al. [Pro16].
This publication is the result of a close collaboration with Dr. Fernando
Domínguez from Madrid, who contributed the numerical data for the
model in zero-bandwidth approximation and the multi level quantum dot,
and Dr. Alexander Schroer from Braunschweig, who contributed the cal-
culations for the second order effective model called Cooper pair splitter
regime here. The fourth order perturbation theory calculations and the
diagrammatic scheme was the contribution of the author of this thesis.
4.1 dc-Josephson Effect
In 1962 B. Josephson showed that a current between two superconductors
can flow without any bias voltage applied [Jos62, Jos65] if they are cou-
pled but separated by a barrier. He showed that the supercurrent called
Josephson current IJ is given by
IJ = Ic sin ∆ϕ, (4.1)
where the critical current Ic is the maximum current that can be driven
by a difference in the phase of the superconductor ∆ϕ. This contribution
to the current is present whether the junction of the two superconductors
is normal conducting or an insulator as long as the order parameters of
the superconductor penetrate into the other superconductor.
He also showed that the Josephson current can be obtained from the
free energy of the barrier F by
IJ =
2e
~
∂F
∂∆ϕ
. (4.2)
As a direct consequence we find for T = 0 that the Josephson current is
given by the dependence of the ground state to the phase difference ∆ϕ.
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We want to elaborate on the result from Eq. (4.2) in more detail. In
his derivation Josephson used thermodynamical arguments in equilibrium.
The same result can also be derived using a tunneling Hamiltonian which
corresponds to the approach used in the DQD Josephson junction. We
follow the derivation given by Bruus and Flensberg [Bru04].
In the BCS theory the superconductor ν is described by
HBCSν =
∑
kσ
εkνc
†
kνσckνσ +
∑
k
∆νe
−iϕν c†kν↑c
†
−kν↓ + h.c., (4.3)
where ckνσ annihilates an electron with momentum k and spin σ in su-
perconductor ν, εkν is the energy of these electrons and ∆ν and ϕν are
the absolute value and the phase of the superconducting order parameter.
These two superconductors are now coupled by a barrier. This barrier
can be an insulator or a metal but also a more complicated system like a
quantum dot or even a double quantum dot. In general we refer to this
system as a barrier. This barrier is described by the Hamiltonian Hbarrier.
The electrons of the superconductor can now tunnel into the barrier. The
phase of the superconductor can now be used to describe the tunneling
current. The tunnel operator can in general be defined by
H ′T =
∑
k,σ,ν
tkσνf
†
σckσν + h.c., (4.4)
where fσ annihilates a fermion in the barrier and tkσν is the tunneling
amplitude. In general the tunneling transfers the electron into a state
in the barrier. The case of an insulating barrier here is a special case.
In this case the barrier does not have a state for the electron to tun-
nel into. Because the electrons have a finite overlap with the electrons
in the other superconductor the electrons tunnel directly into the other
superconductor.
The phase of the order parameter here plays the role of a counting
field similar to the counting field in chapter 3 because it also indicates
terms changing the number of electrons. To make the correspondence
of counting field and superconducting field more obvious we gauge the
phase of the order parameter into the fermions of the superconductor by
ckνσ → e−iϕν/2ckνσ. (4.5)
This way the order parameter becomes purely real and the tunneling
Hamiltonian obtains the same phase factor as in chapter 3.
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In order to emphasize the connection of the tunneling Hamiltonian,
the current operator and the phase of the order parameter we write the
current into the superconductor ν in analogy to Eq. (2.90) by
Iˆν = e
˙ˆ
Nν =
ie
~
[H ′T , Nˆν ]. (4.6)
Inserting the tunneling Hamiltonian including the phase dependence we
find by a simple calculation
Iˆν = i
e
~
∑
kσ
(
t∗kσνe
−iϕν/2f†σckσν − t∗kσνeiϕν/2c†kσνfσ
)
= −2e
~
∂H ′T
∂ϕν
(4.7)
which shows that this phase also practically can be used as a counting
field.
When considering two superconductors both coupled to the barrier this
gauge transformation can be carried out on both sides. As the tunneling
operator conserves charge and the barrier itself also conserves charge,
the current out of the one superconductor has to be the same as the
current into the other. This means that all results only can depend on
the difference of the two phases ∆ϕ. This is also the only gauge invariant
quantity. The resulting current operator IˆS between two superconductors
thus is given by
IˆS =
2e
~
∂H ′T
∂∆ϕ
. (4.8)
In the gauge we chose the dependence on the phase is in the tunneling
Hamiltonian only. The total Hamiltonian is thus defined by
H =
∑
ν
HBCSν +Hbarrier +H
′
T (∆ϕ). (4.9)
Because the only phase dependence of H is via H ′T (∆ϕ) we can safely
replace the tunnel Hamiltonian by the total Hamiltonian H in Eq. (4.8).
This allows us to obtain the supercurrent from the free energy.
The free energy of the system is defined by
F (∆ϕ) = −β−1 lnTr
(
exp
(− βH(∆ϕ))), (4.10)
where β = 1/kBT is the inverse temperature. It is now straight forward
to check that
∂F
∂∆ϕ
=
~
2e
〈IˆS〉, (4.11)
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where the expectation value over the canonical ensemble defined by the
Hamiltonian H. This way we could show that the phase acts as a count-
ing field and also reproduces Eq. (4.2). For T = 0 the supercurrent is
determined by the ground state.
This expression gives us the supercurrent as a function of the applied
phase difference. In order to characterize the dc-junction usually a current
is pushed through the system. The system then adjusts the phase differ-
ence such that it can carry this current without resistance. The amount
of current the system can carry in its superconducting state, however,
can be limited. When pushing more current through the system it thus
has to become normal conducting. This threshold current is the critical
current
Ic =
2e
~
max
∆ϕ
(
∂F
∂∆ϕ
)
. (4.12)
For simple systems where the critical current is sinusoidal as in Eq. (4.1)
the maximum is always at ∆ϕ = pi/2. If the phase dependence of the
ground state is more complicated or the ground state changes, the situ-
ation is more complicated and we have to be more careful.
To calculate the free energy or in the T = 0 limit the ground state
energy we have to diagonalize H. In section 4.3.1 we do this exactly for a
simplified model. In many cases the superconducting gap is so large that
excitations in the superconductors are energetically expensive. We can
thus use quasi degenerate perturbation theory to decouple the low energy
part of the Hilbert space without excitations in the superconductor and
the high energy part. This way we obtain an effective low energy model.
For low temperatures we can ignore the phase dependence of the effective
high energy part such that then the free energy is given by the free energy
of the effective low energy system alone. If the superconducting gap is
larger than all energies of the barrier the effective low energy system
contains corrections second order in the tunnel coupling. In section 4.3.3
we include this second-order terms and diagonalize the resulting effective
low energy Hamiltonian to obtain the ground state. If the energies of
the barrier are also large, we can directly do perturbation theory for the
ground state in fourth order to obtain its phase dependence. This is done
in section 4.3.4 to obtain the supercurrent.
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Figure 4.1: Double-quantum-dot Josephson junction. (a) The Josephson cur-
rent is carried by Cooper pairs which tunnel coherently between two supercon-
ducting leads with superconducting phases ϕL and ϕR. Microscopically, this
involves four single-particle tunneling events with amplitudes tνi. Local trans-
port (both electrons of a Cooper pair tunnel through a single quantum dot)
can be distinguished from nonlocal transport (the two electrons of a Cooper
pair tunnel through different quantum dots). (b) The symmetry of the or-
bital wave functions on the quantum dots is captured in the total tunnel parity
P = sign(tL1tL2tR1tR2), or, equivalently, in ±tR2, and has distinctive signa-
tures in the critical current. Figure and caption reproduced from the original
publication [Pro16].
4.2 Model
Following [Cho00, Wan11] we consider the geometry depicted in Fig. 4.1 (a).
Two quantum dots (QDs) i = 1, 2 are tunnel coupled in parallel to two
s-wave superconductors ν = L,R at x = 0 with amplitudes tνi, which
are chosen real in the absence of a magnetic field. Each QD contains
only a single spin-degenerate level, σ =↑, ↓, with energy εi and with the
local Coulomb repulsion Ui, which is relevant for transport. There is no
direct crosstalk between the QDs or between the superconductors. The
Hamiltonian is
H = H1 +H2 +HL +HR +HT (4.13)
with the QD contributions
Hi =
∑
σ
εid
†
iσdiσ + Uid
†
i↑d
†
i↓di↓di↑, (4.14)
the superconducting lead contributions
Hν =
∑
kσ
εkνc
†
kνσckνσ +
∑
k
∆e−iϕν c†kν↑c
†
−kν↓ + H.c., (4.15)
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and their tunnel coupling
HT =
∑
iσν
tνid
†
iσψνσ(0) + H.c. =
∑
ikσν
tνid
†
iσckνσ + H.c., (4.16)
where the diσ operators annihilate electrons localized on the QDs and
where the ckνσ and the ψνσ(x) operators annihilate spin-σ electrons in
lead ν with momentum k or at position x, respectively. The normal-state
dispersion in the leads is εkν . We assume the two superconducting leads
to be of the same material with the same superconducting energy gap
∆ and same dispersion relation εkν . The superconducting phases ϕν are
not equal and only the difference between the superconducting phases,
∆ϕ = ϕL − ϕR is a gauge-invariant quantity, which enters the physical
observables as mentioned in section 4.1.
The tunneling amplitudes depend strongly on the wave function of the
electron on the QD. As illustrated in Fig. 4.1 (b) the relative sign of
the wave function on the left and the right can be positive or negative,
depending on the parity of the wave function. Without magnetic fields we
know that tL1t∗L2tR1t
∗
R2 has to be a real number. We can thus summarize
this sign by defining the total tunnel parity
P = sgn(tL1tL2tR1tR2). (4.17)
This parity summarizes all signs that can be induced locally by the wave
function.
Following section 4.1 we choose a gauge that makes the amplitude of
the superconducting pairing term in Eq. (4.15) real by
ckνσ → e−iϕν/2ckνσ. (4.18)
This gauge then adds a phase factor to the tunnel amplitudes in Eq. (4.16).
All these effects can be summarized very conveniently by gauging all
signs and phase factors into the right side. By gauging the operators of
the DQD the amplitudes tLi cannot only be made real but also positive
such that the tunnel parity sign P now only appears in the tunnel am-
plitudes of the right superconductor. By shifting the phase of the right
superconductor we can choose a gauge such that
tR1 → tR1ei∆ϕ/2 tR2 → PtR2ei∆ϕ/2, (4.19)
where all tνi > 0. This way we gauged the superconducting phase differ-
ence into the tunnel coupling to the right superconductor and the tunnel
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parity sign P into the coupling of the second QD to the right lead. In gen-
eral we could have gauged this sign into an arbitrary tunneling barrier and
have chosen the junction of the second dot and the right superconductor.
We discuss the case in which both QDs are in the single-level and
Coulomb-blockade regime where the level broadening due to the tunnel
couplings to the leads, Γνi = 2piN(εF )|tνi|2 with N(εF ) the normal-
state density of states at the Fermi level, is much smaller than the level
spacing δεi and the Coulomb repulsion U , Γνi  δεi, Ui. For each dot
this ensures a well defined charge.
In a DQD the QDs can also hybridize amongst each other either by
exchanging an electron or by injection of a Cooper pair. The charge state
of the DQD (N1, N2) is, however, well defined away from the transport
resonances driven by these processes. The different charging states in the
ε1-ε2 plane are illustrated in Fig. 4.2 where the singlet (S) and triplet
(T ) are both (1, 1) states and will be defined in detail in section 4.3.4.
For transport in systems with superconductivity we have to distinguish
transport features for single electrons and pairs of electrons. If the gap is
larger than the temperature single electron transport is blocked in the gap.
We will nevertheless discuss the single particle transport resonances as this
also helps to understand the behavior of the system, because the DQD is
characterized by its charging states which are directly connected to single
particle transitions. These transitions are also used to characterize the
device of Deacon et al. [Dea15] and helps to understand the behavior of
the system.
For normal conducting leads single particle transport is facilitated via
sequential tunneling if two states differing by one electron are nearly de-
generate such that transitions between the states are allowed. For single
electron transport the QDs can be treated separately such that these res-
onances occur at εi = 0 and εi = −Ui. These lines then also coincide
with the change of ground state.
The fact that the change of ground state coincides with the onset of
single particle transport means that transport signatures in the Joseph-
son current occur in the same region in the ε1 − ε2 plane. To see this
we need to understand which states of the DQD are coupled by the
superconductors. These resonances, which come from the coupling to
the superconductors, do not involve a ground states and thus cannot
be observed in the critical current. The most significant features in the
Josephson current are those of switching ground states. The different
types of resonances are discussed in detail in section 4.4.1.
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Figure 4.2: Critical current across the junction at zero temperature as a func-
tion of the quantum-dot level energies ε1/2 obtained in the zero-bandwidth
approximation. The upper-left half of the plot shows the critical current at
even tunnel parity and the lower-right half at odd tunnel parity. The critical
current becomes large close to ground-state transitions where the charge of the
quantum dots (N1, N2) fluctuates. At even tunnel parity a transition between a
nonlocal singlet (S) and a triplet (T) ground state in the (1, 1) sector emerges.
The parameters are |t| = 0.5∆ and the Coulomb repulsion U = 10∆, where ∆
is the magnitude of the superconducting gap in the leads. Figure and caption
reproduced from the original publication [Pro16].
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4.3 Methods
We will discuss the result of three different methods. First, we use a
method introduced by Aﬄeck et al. [Aff00] where the superconductor is
integrated out reducing it to a single superconducting site corresponding
to the zero-bandwidth approximation. This reduces the size of the Hilbert
space significantly such that we can diagonalize the system exactly.
In the second method we exploit that the superconducting gap is large
and use quasi degenerate perturbation theory to obtain an effective model
for the DQD. In the third model we do direct quasi degenerate perturba-
tion theory for the ground state.
If ∆ is large compared to all energy scales of the DQD we are in the
regime where Cooper-pair splitting dominates transport [Cho00, Sch15a].
Using quasi degenerate perturbation theory we can derive an effective
model for the DQD containing local as well as nonlocal Cooper-pair in-
jection terms and a cotunneling term which allow an electron to change
the QD [Sch15a]. These terms are of second order in the tunneling and
higher order terms are suppressed by the large superconducting gap. The
resulting Hamiltonian can then be diagonalized exactly numerically. The
resulting energy phase relation then contains all orders of the second-
order corrections. As the phase dependent terms in the Hamiltonian are
already second order in the tunneling the resulting effect on the ground
state energy, and thus the Josephson current, is of fourth order in the tun-
neling. This method stays valid in the vicinity of the resonances and also
describes the hybridization of the DQD states due to the superconductor.
The third method directly calculates the fourth-order corrections to the
ground state energy. Compared to the Cooper-pair splitter regime this
method does not depend on the gap being larger than the DQD energy
scales and thus allows a wider range of parameters and is also closer to
the regime described by Deacon et al. [Dea15]. This method, however,
cannot be valid in the vicinity of a change of ground states and thus
will not cover the resonances that are used in the Cooper-pair splitting
regime. In exchange it allows to access a regime in which more processes
are possible that show interesting behavior and that are also interesting in
the non resonant regime. It can furthermore also be applied to the zero-
bandwidth case allowing the interpretation of the behavior seen there.
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4.3.1 Zero-Bandwidth Approximation
In 2000 Aﬄeck et al. [Aff00] used a model in which they integrated
out the superconducting leads such that they are reduced to a boundary
contribution. This corresponds to a single superconducting site, yielding
the effective lead Hamiltonian
Hzbwν = ∆bc
†
ν↑c
†
ν↓ + H.c. (4.20)
where now renormalized tunnel parameters tνi → tbνi and a renormalized
pairing amplitude ∆b are used. The Hilbert space of this model is small
enough to be handled numerically such that the eigenenergies can be
calculated exactly. This model was used in calculations for single QDs
coupled to superconductors and showed good qualitative agreement to
mean field calculations. It is able to describe the competition of Kondo
correlations and superconducting pairing correlations in these systems
[Vec03, Ber07].
The renormalized parameters ∆b and tbνi need to be calculated self-
consistently [Aff00]. In section 4.4 we will use fourth order perturbation
theory to interpret the results of the zero-bandwidth model as well as
the original Hamiltonian Eq. (4.15). Using bare couplings ∆b = ∆ and
tbνi we find already good qualitative agreement for weak coupling. The
difference can be accounted for by a global prefactor proportional to the
energy density of states of the normal leads.
4.3.2 Quasidegenerate Perturbation Theory
When considering the superconducting gap to be larger than the on-site
energies of the DQD and tunnel couplings ∆ εj , tµj excitations in the
superconducting leads are highly unfavorable. We can thus assume that
states with no excitations in the leads are energetically well separated from
states with excitations in the leads. We can thus use quasi degenerate
perturbation theory. We will sketch the results here and refer to [Win03]
for the details of the derivation.
For quasi degenerate perturbation theory we have to define a low energy
space and a high energy space. The Hamiltonian is then decomposed into
two parts
H = H0 +H ′, (4.21)
where H0 is a Hamiltonian whose eigenenergies En as well as eigenstates
are known and a coupling Hamiltonian H ′ that contains all couplings be-
tween the high and low energy space. To decouple the low and the high
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energy space we use a canonical transformation. This transformation is
then chosen such that it removes the coupling to higher energies order
by order such that the Hamiltonian becomes block diagonal and the re-
maining coupling to higher energies becomes higher order in the tunnel
coupling. As pushing the coupling to higher order the low and the high
energy space decouple and we are left with an effective Hamiltonian for
the low energy space.
In our case we want to exploit that excitations in the lead cost a lot of
energy. The tunneling operators generate these excitations and thus are
the coupling operator H ′ in our case. As each tunneling process involves
an excitation there are no matrix elements within the low energy space
but only matrix elements to the high energy space or within the high
energy space. This will allow us to simplify the expressions significantly.
Removing the coupling up to second order we obtain for the matrix
elements of the effective Hamiltonian
Heff = H
(0) +H(2) +H(4), (4.22)
where H(n) are the corrections nth order in the tunnel coupling to the
unperturbed Hamiltonian H(0). The corrections up to second order are
given by
H
(0)
mm′ = H
0
mm′ (4.23a)
H
(2)
mm′ =
1
2
∑
l
H ′mlH
′
lm′
(
1
Em − El +
1
Em′ − El
)
, (4.23b)
where H ′ml are the matrix elements of the coupling with respect to the
eigenstates of H0, m and m′ are low energy states and the sum over l
is over the high energy states. Here we already used that H ′mm′ = 0 as
mentioned above. When evaluating the matrix elements of H ′ we have
to be careful and take care of signs that might arise due to the exchange
of electrons.
This expansion allows us to set up effective Hamiltonians without fur-
ther assumptions on the low energy Hamiltonian and coupling. Especially
degeneracies are not problematic in contrast to standard perturbation the-
ory. Using quasi degenerate perturbation theory one obtains the matrix
elements that will lift the degeneracy and can diagonalize the resulting
effective Hamiltonian afterwards.
One extreme choice of low energy state is to chose the ground state
only. If the ground state is not degenerate this simply reproduces the
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expression for standard perturbation theory. If the ground state is de-
generate, however, quasi perturbation theory simplifies finding the two
energies when the degeneracy is lifted. For degenerate low energy states
the fourth-order corrections take the sufficiently simple form
H
(4)
mm′ = −
1
2
∑
l,l′,m′′
HmlHlm′′Hm′′l′Hl′m′
×
( 1
(Em − El)2(Em − El′) +
1
(Em − El)(Em − El′)2
)
+
∑
l,l′,l′′
HmlHll′Hl′l′′Hl′′m′
1
Em − El
1
Em − El′
1
Em − El′′ , (4.24)
where the sum over l and l′ is over the high energy states and H ′ll′ is the
corresponding matrix element and the sum overm′′ is over the low energy
states. In order to obtain the effective Hamiltonians we just need to find
the matrix elements H ′ml. Because the states l have to be eigenstates we
first need to diagonalize the superconducting lead.
The superconducting lead can be diagonalized by a Bogoliubov trans-
formation [Tin96]. We will summarize this procedure here for the Hamil-
tonian Eq. (4.15). This method also applies to the zero-bandwidth Hamil-
tonian Eq. (4.20) as there only the sum over k is dropped, which is not
essential to the diagonalization. The Bogoliubov transformation is defined
by
ckν↑ = u∗kνγkν0 + vkγ
†
kν1 c
†
−kν↓ = −v∗kνγkν0 + ukγ†kν1, (4.25a)
where |ukν |2 + |vkν |2 = 1 ensures fermionic commutation relations for
γkνη. Inserting this into Eq. (4.15) and removing diagonal terms we find
vkνu
∗
kν =
∆ν
2Ekη
|vkν |2 = 1− |ukν |2 = 1
2
(
1− εkν
Ekν
)
, (4.26)
where Ekν =
√
∆2ν + ε
2
kν is the energy of the excitations defined by
1
γkνη. The resulting Hamiltonian is then given by
Hν =
∑
k
Ekν(γ
†
kν0γkν0 + γ
†
kν1γkν1), (4.27)
1 Note that ukν and vkν are real here as we gauged the phase of the super-
conductor into the tunnel coupling. If we had not done this the phase factor
would appear in the vkνu∗kν term.
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where we dropped a constant term. We will thus use a basis in which the
excitations in the lead are described by the Bogoliubons which are the
excitations generated by γ†kνη.
Using this formalism we will now discuss two cases. The first case is
the Cooper pair splitter regime. In this regime the superconducting gap
is larger than the on-site energies of the DQD and tunnel couplings ∆
εj , tµj such that the low energy space is given by all DQD states without
any excitations in the leads. In second order the effective Hamiltonian
then contains terms for local as well as nonlocal Cooper-pair injection as
well as cotunneling terms. After this we will allow the superconducting
gap to be of the order of the on-site energies of the DQD such that the
low energy space now only consists of a possibly degenerate ground state.
For this case we then do fourth order perturbation theory. As there are
a lot of possible processes we will give a simple diagrammatic scheme to
take care of all the fermion exchange signs that may occur.
4.3.3 Cooper-Pair-Splitter Regime
In 2000 Choi et al. discussed a Josephson junction with a DQD in be-
tween two superconductors and showed that nonlocal correlations are
induced on the DQD and calculated the Josephson current [Cho00]. In
2001 Recher et al. [Rec01] used two normal leads instead of a second
superconductor and were able to show that for large superconducting gap
the nonlocal processes dominate. A large superconducting gap will also
enhance nonlocal correlations in a DQD Josephson junctions which then
also leads to nonlocal transport of Cooper pairs. We thus call this regime
the Cooper-pair splitter regime. By having a nonlocal supercurrent one is
even able to demonstrate that the Cooper pairs not only are transported
nonlocally but also coherently.
In the original suggestion for a Cooper-pair splitter [Rec01] it was shown
that for large superconducting gap the dominant transport channel is non-
local and thus splits the Cooper pairs. Probing the entanglement of these
Cooper pairs is, however, difficult as spin measurement for single electrons
is difficult. There were several ideas how to transfer the entanglement to
photons and probe them for entanglement. One suggestion uses a LASER
to excite the split Cooper pair to a higher level such that the following re-
laxation generates entangled photons [Nig15]. Another approach suggest
a DQD in between a p-type and a n-type superconductor which allows to
transfer the entanglement of the Cooper pair to photons in a cavity by
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recombination of the electrons from the two superconductors [Sch15a].
They also derived an effective model for the DQD including supercon-
ducting pairing terms. Here we will revisit this model from the point of
view of nonlocality in the Josephson current.
In this model the superconducting gap is considered significantly larger
than the on-site energies of the DQD and the tunnel couplings ∆ 
εj , tµj and excitations in the superconducting leads are highly unfavor-
able. The low energy space is thus given by all DQD states without
any excitations in the lead. Using the quasi degenerate perturbation the-
ory summarized above2 the effective Hamiltonian in for large ∆ can be
written as
Heff =
∑
iσ
εid
†
iσdiσ +
∑
i
Uid
†
i↑d
†
i↓di↑di↓ +
∑
ijσν
t˜Pijνd†iσdjσ
+
∑
ijν
(
∆˜ijPijνe−iϕν (d†i↑d†j↓ − d†i↓d†j↑) + H.c.
)
, (4.28)
where ∆˜ij is the effective amplitude to inject a local (i = j) or a nonlocal
(i 6= j) Cooper pair and t˜ describes cotunneling. The parity enters via
Pijν = 1 if ν = L or i = j and Pijν = P if ν = R and i 6= j. For
the explicit form of ∆˜ij and t˜ we refer to [Sch15a] and treat them here
as effective parameters. They can also be calculated using the technique
given in section 4.3.5.
As the particle number in the superconductor is conserved modulo two
the effective Hamiltonian can be separated into two decoupled blocks; an
even block in which an even number of electrons on the DQD and an odd
block in which the number of electrons on the DQD are odd.
One special even state is the (1, 1)-charge state. This state can be
represented by a nonlocal singlet state and three nonlocal triplet states.
Because the Cooper pairs in the superconductor are singlets the triplets
decouple as they cannot interact with the superconductor. The singlet,
however, is coupled to higher other charging states. When treating this
coupling in second-order perturbation theory in ∆˜ij and t˜, that is fourth
2Schroer et al. [Sch15a] use the Schrieffer-Wolff transformation as intro-
duced by Hewson [Hew93] that facilitates projections onto the low energy
space and a simple algebraic operation. This method, however, assumes that
we know the exact energy. In leading order this is not very problematic, but
it becomes more complicated when extended to higher orders. We thus stick
to the method described by Winkler [Win03].
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order in the tunnel coupling, these states repel each other such that the
singlet state is lowered and the triplets are always higher or same in energy
as the singlet. In section 4.3.5 we will show this in an example.
4.3.4 Ground State in Perturbation Theory
Assuming a large superconducting gap in the leads simplifies the expres-
sions for the coefficients ∆˜ij and t˜ in Eq. (4.28). It also suppresses
cotunneling compared to Cooper-pair injection thus making it a Cooper-
pair splitter. In the experiment by Deacon et al., however, the gap is
not significantly larger than the energy differences of the DQD states
[Dea15]. We thus want to drop this assumption. This means we now
cannot neglect cotunneling anymore in general. Excitations of the DQD
system now are similar in energy to excitations in the leads and thus also
have to be treated as high energy states. The low energy space is thus
only given by the possibly degenerate ground state.
The other method valid in this regime is the zero-bandwidth approxi-
mation which produces exact results in the whole parameter range. This
exact solution will be accompanied by a perturbative treatment. Applying
perturbation theory allows us directly to interpret features we observe by
the processes corresponding to the terms in the perturbativ expansion.
The perturbative result furthermore also allows the generalization to the
wide band limit. We can thus directly see whether a feature observed in
the zero-bandwidth limit will also be present in the wide band limit.
In Eq. (4.24) we see that a series of four tunnel terms has to be consid-
ered. Each of these tunnel terms can be interpreted as a process. Because
in the lead there is no conservation of number of electrons and also tran-
sitions between high energy states are possible the number of available
processes is very high. To account for all of these processes and the
matrix elements connected to those we developed a simple diagrammatic
scheme. Before we describe this scheme in section 4.3.5 we want to de-
scribe the influence of certain processes first. We start by commenting on
the structure of the ground state. We will then characterize the different
processes and give their effect in the energy correction. This then also
allows us to discuss the peculiarities that a change in the ground state
has for the critical current.
In the unperturbed ground state, there are no excitations in the leads
and the QDs have a well-defined charging state (N1, N2), where Ni is
the number of electrons on QD i. Each charging state is spin degenerate
130 Chapter 4. Double Dot Josephson Junction
and can be realized by different quantum states, |α, β〉 ≡ |α〉QD1 |β〉QD2,
all of which are completely decoupled because the model conserves the z
projection of the total spin, Sz.
The only exception are the states in the (1, 1) sector with Sz = 0,
where degenerate perturbation theory in the space spanned by the states
|↑, ↓〉 and |↓, ↑〉 is required. Since the total spin is conserved, it is most
intuitive to use a spin basis built from the nonlocal singlet and nonlocal
triplet
|S〉 = 1√
2
(
| ↑, ↓〉 − | ↓, ↑〉
)
|T 〉 = 1√
2
(
| ↑, ↓〉+ | ↓, ↑〉
)
, (4.29)
as these will remain eigenstates of the system. For the calculation of the
matrix elements it is, however, easier to use | ↑, ↓〉 and | ↓, ↑〉 as a basis as
the effect of the tunnel coupling on those states is easily understood. In
this basis the effective model is not diagonal. The off diagonal elements
correspond to processes that exchange the spins on the two QDs whereas
the diagonal entries are processes that do not exchange the spins. As both
spins are equivalent the spin conserving entries on the diagonal are the
same. The effective Hamiltonian obtained from ground state perturbation
theory can thus be written as
Heff = H1 +H2 +Hscσ0 +Hseσx, (4.30)
where Hsc and Hse are the amplitudes for spin conserving and spin-
exchanging processes and σi are the Pauli matrices σ0 being the identity
matrix. We see that the sign of Hse determines whether the singlet or
the triplet is the ground state. The singlet–triplet splitting is thus given
by 2Hse and the singlet is the ground state if Hse is positive where the
triplet is the ground state Hse it is negative. Note that the spin triplets
with Sz = ±1 behave equivalently to |T 〉 by spin-rotation invariance.
The terms in the perturbative expansion are local or nonlocal, where
local processes involve only one of the QDs whereas nonlocal processes in-
volve both QDs. Furthermore, we call all processes Josephson processes,
in which entire Cooper pairs are removed from or added to the supercon-
ducting leads due to two single-particle tunnel events. In processes which
are not Josephson processes as many carriers are added to each lead as
are removed, so we call them cotunneling processes 3.
3As the charging state of the QDs must not change, Josephson processes
and cotunneling processes do not mix to fourth order.
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Summarizing all of the processes, we can write down the general form
of the correction of the ground-state energy in perturbation theory,
δE0(∆ϕ) = E
loc
CT,1 + E
loc
CT,2 + E
loc
J,1(∆ϕ) + E
loc
J,2(∆ϕ)
+ EnlCT,sc + E
nl
J,sc(∆ϕ)±
[
EnlCT,se + E
nl
J,se(∆ϕ)
]
, (4.31)
where the superscript denotes whether the correction is due to local (loc)
or nonlocal (nl) processes and the subscripts denote whether the correc-
tion comes from a cotunneling (CT) or from a Josephson (J) process. For
local processes, the second subscript denotes the QD which is involved
in the process whereas for nonlocal processes, the second subscript de-
notes whether the process is a spin-exchanging (se) or spin-conserving
(sc) process. The spin-exchange contributions are nonzero only in the
(1, 1) sector. In the (1, 1) sector, Eq. (4.31) is thus the energy correction
of the nonlocal triplet (upper sign) and the nonlocal singlet (lower sign).
In the charge sectors with a unique ground state or a degenerate ground
state whose degeneracy is not lifted, the critical current is given directly
by the amplitude of the phase-dependent corrections of the ground-state
energy, which, in perturbation theory, are proportional to cos(∆ϕ). The
amplitude is commonly referred to as the (phase-independent) Josephson
energy EJ and the critical current is proportional to the Josephson energy,
Ic ∝ EJ . Since EJ decomposes into local and nonlocal contributions, so
does Ic. The critical phase is always at ∆ϕ = ±pi/2, where ∂∆ϕ cos(∆ϕ)
is maximized.
In the (1, 1)-charge sector, the situation is more complicated. Both the
energy of the singlet state and the energy of the triplet state, cf. Eq. (4.31),
depend on the phase difference such that they may cross for suitable pa-
rameters and hence the ground state changes between singlet and triplet
as a function of the phase difference ∆ϕ. Three possible situations are
shown in Fig. 4.3. If there is a singlet–triplet ground-state transition
as a function of the phase difference, the cosinelike energy-phase rela-
tion of the ground state δE0(∆ϕ) becomes a piecewise function of the
phase difference with two different amplitudes and with two different
constant energy offsets for the singlet state and the triplet state, cf.
right panels of Figs. 4.3 (a) and (b). This is different from the sim-
ple model given by Deacon et al. [Dea15] where they assume that the
Josephson energy is independent of the phase difference. When the crit-
ical current is probed, the junction adjusts to the phase difference which
maximizes the supercurrent. This is not necessarily at the conventional
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Figure 4.3: Phase dependence of the energy corrections δE0 of the two lowest-
lying states in the (1, 1)-charge sector and the resulting supercurrent IJ in the
ground state evaluated in the zero-bandwidth approximation. (a) Point A in
Fig. 4.7. The critical current Ic is carried by the singlet ground state (S) at
∆ϕ = ±pi/2. (b) Point B in Fig. 4.7. The critical current is carried by the
triplet ground state (T) at ∆ϕ 6= ±pi/2. (c) Point C in Fig. 4.7. At odd total
tunnel parity, P = −1, the ground state is a singlet at all ∆ϕ and the critical
current has the conventional sinusoidal dependence on ∆ϕ. The junction is
in the pi phase. Figure and caption reproduced from the original publication
[Pro16].
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value ∆ϕ = ±pi/2. At ∆ϕ = ±pi/2 there might be a singlet (triplet)
ground state with a low amplitude EJ(∆ϕ) which cannot carry as high
a supercurrent as the triplet (singlet) ground state at a different phase
difference ∆ϕ′ 6= ±pi/2 but with a larger amplitude EJ(∆ϕ′) such that
|EJ(±pi/2)| < |EJ(∆ϕ′) sin(∆ϕ′)|. This is depicted in Fig. 4.3 (b).
Then the junction will switch to the triplet (singlet) ground state and the
critical phase locks to ∆ϕ′.
An important reason that the critical current differs between the singlet
phase and the triplet phase is the sign of the nonlocal Josephson current.
As can be seen from Eqs. (4.24) and (4.37), it depends on the phase,
on the parity, and on whether the ground state is a singlet or a triplet.
So if the local supercurrents and the nonlocal supercurrent are flowing in
opposite directions at ∆ϕ = ±pi/2, it can be beneficial to switch to the
other ground state at ∆ϕ′ 6= ±pi/2, where the individual supercurrents
are smaller but flow in the same direction. Due to this interplay it is
nontrivial to isolate nonlocal features from the critical current.
To determine whether the ground state changes and which ground
state carries the critical current we need to evaluate the different terms
in Eq. (4.31). To evaluate a specific term we need to use Eq. (4.22) and
only sum over processes contributing to that term. As there are many
processes contributing we have to find a way to write down the matrix
elements in an efficient way. This can be achieved by using a simple
diagrammatic technique explained in the next section.
4.3.5 Diagrammatic Technique for Matrix Elements
To organize all processes, we represent them by diagrams. We take the
point of view of the DQD system. From this point of view, the DQD
emits electrons to the leads or absorbs electrons from the leads. Due to
the excitation gap of the superconductors, tunneling proceeds in pairs:
the DQD can emit an electron into a superconductor which is later reab-
sorbed, absorb an electron from the Fermi sea and subsequently fill the
hole which was created, emit two electrons which form a Cooper pair, or
absorb two electrons by destroying a Cooper pair. At this point it does
not matter which one of the leads enables the process as later on all
possibilities are summed over. To keep track of which QD is affected by
one tunneling event, we represent each QD by one horizontal line. Each
tunnel event involving the QD is a vertex on this line. A line connecting
two vertices indicates, which two tunnel events are connected by one of
134 Chapter 4. Double Dot Josephson Junction
Figure 4.4: Example diagram of (a) a spin-exchange Josephson and (b) a spin-
exchange cotunneling process with the same intermediate QD occupations (de-
noted by 0 and 2 electrons) read from the left to the right. The upper two
horizontal lines represent the QDs and the lower horizontal line represents the
DQD as a whole. The spin arrows at the beginning and at the end of the
horizontal lines denote the initial state and the final state of the DQD and the
arrows on the lead lines indicate the direction of the electrons flowing out of
or into the DQD. Figure and caption reproduced from the original publication
[Pro16].
the processes mentioned above. We name it a lead line. Two example
diagrams are shown in Fig. 4.4. The process on the DQD is the same
but it is mediated by two different lead processes; in Fig. 4.4 (a) the
process is mediated by Josephson processes whereas it is mediated by
cotunneling in Fig. 4.4 (b). The direction of the arrows on the lead lines
indicates the flow of electrons onto or out of the QDs. So the lead lines
of Josephson processes have two arrows and cotunneling processes have
one arrow. The intermediate DQD occupations are given by numbers or
by small spin arrows.
Since all processes conserve the total charge of the DQD, they are
always a sequence of two creation and two annihilation events both in the
DQD and in the leads. It can easily be checked that all possible sequences
decompose into a part concerning the leads and a part concerning the
DQD without acquiring an overall fermion-exchange sign. But within
both of the subsystems, we need to account for possible signs due to
fermion exchange. To determine the sign of the QD subsystem, the
number of permutations is counted which would be required to arrange
all vertices of QD 1 to the left of all vertices of QD 2. If the number is
odd, a fermion-exchange sign results.
If the spin of the electron on a QD is changed in a spin-exchange pro-
cess, another sign may occur. Changing the spin of a QD can be done
either by removing the electron and filling the QD with an electron of
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opposite spin (intermediate occupation number 0) or by adding another
electron and removing the first electron afterwards (intermediate occupa-
tion number 2). In the second case, an additional exchange of fermions
is necessary when removing the first electron, which we call spin flip via
a local singlet. Such a spin flip introduces a sign.
To determine the sign of the processes on the DQD, we can thus sum-
marize the following rules:
• Draw the diagram.
• Count the number of permutations which would be required to ar-
range all vertices of QD 1 to the left of all vertices of QD 2. If it is
odd, add a sign.
• Count the spin flips via a local singlet (intermediate occupation
number 2). Each contributes a fermion-exchange sign.
To determine the contributions due to the lead process, we construct
an auxiliary diagram by collapsing the two lines of the QDs onto one.
These auxiliary diagrams are the third horizontal line in Figs. 4.4 (a) and
4.4 (b). Now each crossing of lead lines corresponds to a commutation
of lead operators. Furthermore, each lead line represents a normal or
an anomalous superconducting correlation function. If, e.g., a lead line
connects two events in which, read from the left to the right, first a
spin-up electron is removed from the superconductors and then a spin-
down electron is removed from the superconductors, the corresponding
correlation function is 〈c↓c↑〉. All correlation functions can be calculated
using the standard Bogoliubov transform summarized in section 4.3.2,
〈c†kν↑c†−kν↓〉 = 〈c−kν↓ckν↑〉 = −〈c†−kν↓c†kν↑〉 = −〈ckν↑ckν↓〉
= ukνvkν =
∆ν
2
√
ε2kν + ∆
2
(4.32a)
〈c†kν↑ckν↑〉 = 〈c†kν↓ckν↓〉 = |vkν |2 =
1
2
(
1− εkν√
ε2kν + ∆
2
ν
)
(4.32b)
〈ckν↑c†kν↑〉 = 〈ckν↓c†kν↓〉 = |ukν |2 =
1
2
(
1 +
εkν√
ε2kν + ∆
2
ν
)
, (4.32c)
where εkν is the normal-state dispersion of the lead electron measured
from the Fermi level. Note that the order of the spins in the supercon-
ducting correlation functions is important since the order in which the
electrons are put into the Cooper-pair condensate matters.
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The lead part of the matrix element can thus be obtained by following
these rules:
• Collapse the two-line diagram to the auxiliary diagram.
• Count the number of line crossings. Each crossing contributes a
fermion-exchange sign.
• Write down the lead correlations following Eq. (4.32). Take care of
fermion-exchange signs that might occur due to the spin-order of
Cooper pairs. Use εkν for one lead line and εk′ν′ for the other line.
Finally, we need to determine the energies of the virtual states. The
corresponding energies of the DQD can be read off from the two-line
diagram. The energies of the three virtual states can be found by looking
at the states in the three spaces between the dashed lines in the two line
diagrams. Each lead line contributes an additional energy
√
ε2kν + ∆
2
ν
and
√
εk′ν′2 + ∆2, for the two pairs of tunneling events, respectively.
By drawing all diagrams and inserting the corresponding matrix ele-
ments and the energies into Eq. (4.24), the fourth-order corrections of
the ground state energy can be constructed explicitly.
As an illustration we will now calculate the matrix element for three
examples. First we will reproduce the result by Spivak and Kivelson
[Spi91] who calculated the Josephson current through a single QD and
found that this QD builds a pi-junction if the QD charge is odd. We then
evaluate the example from Fig. 4.4 (a). Finally, we also check that the
effective Hamiltonian from section 4.3.3 lowers the singlet and decouples
from the triplet.
In their paper, Spivak and Kivelson consider one QD. This needs thus
also be included in our formalism as having a single dot is equivalent
to our definition of a local process. They furthermore also assume that
Coulomb interaction is large such that virtual states involving double
occupancies can be neglected. We focus on Josephson processes here.
As we only have one QD line the only diagram contributing is the one
shown in Fig. 4.5 (a). Looking at the lead lines we find that there is one
crossing which contributes one sign. The order of the spins used to add
a Cooper pair to the leads and the order of the spins used to extract a
Cooper pair from the leads is not the same; injecting the Cooper pair into
the lead starts with spin up whereas extracting the Cooper pair starts with
spin down. Looking at Eq. (4.32) we see that the sign for these processes
is the same and thus we have no additional sign such that the lead part
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Figure 4.5: Diagrams for a local Josephson process (a), a cotunneling process
including an spin exchange between the QDs (b) and cotunneling correction
due to processes also present in the Cooper-pair-splitter regime (c).The pro-
cesses illustrated in (a) and (b) are genuine fourth-order processes whereas the
processes in (c) are higher order contributions of second-order processes. In
local processes only one QD is involved whereas the other QD is not involved.
Figure and caption reproduced from the original publication [Pro16].
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of the process in general will contribute a sign. As we do not have a spin
flip via a singlet in the QD part of the process it does not contribute a
sign such that the total sign of the diagram is negative. Cooper pairs
can be added and removed from the same lead or from different leads
such that we have to sum over these possibilities. The diagram does not
change structurally when changing the spin of the initial state such that
it is the same for both spin states. All virtual states involve excitations in
the lead such that we only have terms in the second sum of Eq. (4.24).
Putting all these facts together we arrive at
ElocJ = −
∑
νν′kk′
|tν |2|tν′ |2ei(ϕν−ϕν′ )
∆2
4EkEk′
1
ε− Ek
1
−(Ek + Ek′)
1
ε− Ek′ , (4.33)
where we already assumed that the superconductors are equivalent and
only the tunnel coupling might differ. Because each of the energy factors
is defined as the difference of the ground and the excited state they are
negative such that the whole term is positive which agrees4 with [Spi91].
As an example for a nonlocal process we consider the process depicted
in Fig. 4.4 (b). Here an electron hops off QD1 and is immediately replaced
such that two excitations remain in the leads. After that the excitations
annihilate via tunneling to the other dot. The dot operators are already
in the right order. On QD2 we have a spin flip via a singlet which
contributes a sign. In the auxiliary diagram we have one line crossing
which contributes a sign. As the lead also contributes a sign as well as
the DQD, the total sign is positive. In the left lead line an electron is
first emitted to the lead and then reabsorbed such that the excitation is
particle like whereas the right line is hole like. Looking at Eq. (4.32) we
see that these are not equivalent. Using the prime to denote the terms
from the hole like excitation we find
EnlCT =
∑
νν′kk′
t∗ν1tν′2tν2t
∗
ν′2 Pν Pν′
1
4
Ekν + εkν
Ekν
Ek′ν′ − εk′ν′
Ek′ν′
× 1
ε2 − Ekν
1
−Ekν − Ek′ν′
1
−ε2 − U2 − Ek′ν′ , (4.34)
4Note that they defined the interaction in the Hamiltonian including a minus
sign such that a negative J corresponds to a positive correction in the total
energy
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where Pν is the total tunnel parity for ν = R and 1 for ν = L. We see
that nonlocal processes can pick up the sign due to the parity whereas
local terms cannot as they use tunnel couplings always twice. For this
process the DQD returns into a ground state after two tunneling processes
such that the second energy term is independent of the DQD parameters.
A similar process without spin exchange also exists and only differs from
this one in the spin of the second lead line. In this case the spin flip via
a singlet is missing such that it just changes its total sign.
As a final example we can also use our technique to show that in the
Cooper-pair-splitter regime the singlet is lowered. For this we need to
show that the second order contributions do not lower the triplet. In
section 4.4.2 we will show that all processes that lower the triplet are
cotunneling processes. It is thus sufficient to focus on those cotunneling
processes that are combinations of two second-order processes. These
processes are shown in Fig. 4.5 (c) up to the exchange of the two QDs.
In the Cooper-pair-splitter regime the only states the (1, 1)-charge states
couple to are the (2, 0) and the (0, 2) state. We discuss as an exam-
ple the coupling to the (0, 2) state. In the Cooper-pair-splitter regime
excitations in the leads are costly such that only processes contribute in
which an excitation generated by a tunneling event is annihilated in the
next tunneling event. In fourth order these are all diagrams with no lead
line in the middle. We also call these diagrams reducible as they can
be interpreted as higher orders of lower order corrections. All reducible
diagrams that couple the (1, 1) to the (0, 2) state are shown in Fig. 4.5.
We see that the neighboring diagrams only differ in the order in which
the electrons are reinserted into the QDs, which induces a sign between
them. In all diagrams the spin flip is mediated via a singlet such that
another sign is introduced. As the lead lines never, cross the lead does
not contribute another sign. This way we obtain the signs next to the
diagrams. For the matrix element we thus find
EnlCP,se =
∑
νν′kk′
t∗ν1tν2tν1t
∗
ν′2 Pν Pν′
1
4
1
ε1 − ε2 − U2
×
( |ukν |2
ε1 − Ekν
|vk′ν′ |2
−ε2 − U2 − Ek′ν′ +
|uk′ν′ |2
ε1 − Ek′ν′
|vkν |2
−ε2 − U2 − Ekν
− |ukν |
2|uk′ν′ |2
(ε1 − Ekν)(ε1 − Ek′ν′)−
|vkν |2|vk′ν′ |2
(−ε2 − U2 − Ekν)(−ε2 − U2 − Ek′ν′)
)
.
(4.35)
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We used that the middle virtual state, and thus the term in the matrix
element, is the (0, 2) state in all diagrams. The prime indicates that the
term corresponds to the second lead line. After some simple algebra we
find that
EnlCP,se = −
1
ε1 − ε2 − U2
×
∑
νk
t∗ν1tν2 Pν
|ukν |2(−ε2 − U2 − Ekν)− |vkν |2(ε1 − Ekν)
(ε1 − Ekν)(−ε2 − U2 − Ekν)
×
∑
ν′k′
tν′1t
∗
ν′2 Pν′
|uk′ν′ |2(−ε2 − U2 − Ek′ν′)− |vk′ν′ |2(ε1 − Ek′ν′)
(ε1 − Ek′ν′)(−ε2 − U2 − Ek′ν′) .
(4.36)
Both of these sums are the same and thus the final result is positive such
that the singlet is lowered. Each of these terms is one of the cotunneling
terms in Eq. (4.28) which shows that this diagrammatic formalism could
also be used to calculate the second-order terms and that higher order of
these terms are naturally included in the expansion Eq. (4.24).
In these examples we showed how local as well as nonlocal terms can
be evaluated and also showed that the second-order terms are included
and always lead to a singlet ground state. After this introduction to our
diagrammatic technique we will now continue with the application to our
problem. Knowledge of the structure of these terms will help us here to
understand the behavior.
4.4 Results
In the previous section we defined three approaches; a simplified model re-
ducing the lead to a single site, an effective model including Cooper-pair
injection and cotunneling in Eq. (4.28) and a full fourth-order pertur-
bation theory for the ground state using Eq. (4.24). By discussing the
Cooper-pair splitter regime we will familiarize ourselves with the differ-
ent transport regimes as function of the DQD parameters. We will then
discuss the properties of the ground state in the (1, 1) sector if the super-
conducting gap is not larger than the on-site energies. Here we will use
the perturbative approach to analyze the behavior of the model in zero-
bandwidth approximation. The perturbative approach offers a possibility
to interpret the results of the system in zero-bandwidth approximation,
which stays valid even in regimes where the perturbation theory breaks
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down. The perturbative result can then even be generalized to the wide
band limit which expands the effect to more realistic systems. Here we
will show the existence of a phase in which the supercurrent is carried by
a triplet ground state and develop signatures of nonlocal transport. We
will then also discuss a multi level DQD which is close to the situation
described in the experiment of Deacon et al. [Dea15]. The model is
solved in zero-bandwidth approximation and the results are interpreted
using the ideas developed using perturbation theory.
4.4.1 Cooper-Pair-Splitter Regime
In the proposal by Choi et al. only a large Coulomb repulsion was as-
sumed as they were focused more on the nonlocal spin correlations than
on splitting the Cooper pair [Cho00]. They, however, found that if the
superconducting gap is not large local processes also play an important
role and that only for a large gap the nonlocal terms dominate. In their
proposal Schroer et al. assumed an infinite superconducting gap to ob-
tain an effective model describing a DQD coupled to two superconductors
[Sch15a]. They, however, also show that a finite Coulomb repulsion does
not invalidate the effective model but makes the expressions more compli-
cated and also allows local Cooper pair contribution. With the experiment
of Deacon et al. [Dea15] in mind we need to release the assumption of
strong Coulomb repulsion as we especially want to understand the effect
of different charging states.
The Coulomb repulsion is not essential to the effective model we in-
troduced in section 4.3.3. In this model all further corrections are of
higher orders of tνi/∆ν such that they are suppressed also by the large
superconducting gap alone. In this model we also showed that the triplet
decouples and the singlet gets lowered. We will see that reducing ∆ν
will enable fourth-order cotunneling processes that lower the triplet in
section 4.4.2. Here those processes are suppressed.
If the superconducting gap is large the effective coupling parameters
are furthermore independent of the DQD states and only depend on the
coupling and lead parameters [Sch15a]. One contribution to t˜ was calcu-
lated as an example in section 4.3.5 and we arrived at Eq. (4.36). Each
of the sums in the product is a contribution to t˜. For a large ∆ν also Ekν
is large such that we can neglect all dot energies εi and Ui and obtain the
result by [Sch15a]. The only dependence of the Josephson current on the
DQD parameters thus comes from the DQD terms in the Hamiltonian.
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Figure 4.6: Critical current in the limit of large ∆, where U1 = U2 ≡ U ,
∆˜L = 0.05U , ∆˜NL = 0.025U , and t˜ = 0.01U . The plot for even and the plot
for odd parity are separated by a dashed line. Electrons can leave or enter the
superconducting leads only in pairs, so sequential transport is not possible and
the single-particle resonances at the ground-state transitions are suppressed. In
turn, if the Coulomb repulsion is large, two-particle resonances in the ground
state are possible only at four points, where εi = 0 or εi = −Ui is fulfilled
simultaneously for both quantum dots i = 1, 2. At these points, nonlocal
transport dominates. Parity has only quantitative influence. In particular, the
singlet ground state (S) is stable in contrast to the situation shown in Fig. 4.2.
Figure and caption reproduced from the original publication [Pro16].
It is thus vital to understand in which regime resonances between two
states occur.
Each term of the Hamiltonian can lead to transport resonances. A
resonance occurs if the states coupled by a process are close in energy.
We will thus now discuss in which regimes each process is effective. As we
are interested in the Josephson current, which is a ground-state property,
we still need to understand whether the resonance involves a ground state.
For local Cooper-pair injection the QD needs to be in the empty state.
After the Cooper pair is injected the QD is doubly occupied such that this
resonance occurs for εi = −Ui/2. In this regime the QD ground state is
the singly occupied state such that this resonance cannot be seen in the
Josephson current.
As an example we will discuss the behavior of the (1, 1)-charge sector
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which is the central state for an even number of electrons on the DQD.
Nonlocal cotunneling can couple this sector only to the (2, 0)-charge state
and the (0, 2)-charge state. These resonances are only possible for ε2 ∓
ε2 = U1/2. As the (1, 1)-charge sector is only the ground state for −Ui <
εi < 0 the only point where the resonance could appear is at the (2, 0)–
(1, 1) and the (2, 0)–(1, 1) transition. Following similar arguments in the
odd charge sectors we also find that cotunneling can lead to resonances
at the (0, 1)–(1, 0) point as well as the (2, 1)–(1, 2) point in the charge
diagram.
In the (1, 1) sector Cooper-pair injection is only possible in resonance
with the (0, 0) state and the (2, 2) state. These resonances are possible at
ε1 = −ε2 and ε1 + ε2 = −U1 − U2, respectively. The only points where
these resonances are possible are thus the (0, 0)–(1, 1) point and the
(2, 2)–(1, 1) point. Similar arguments show that in the odd charge sector
at the (2, 1)–(1, 0) point and the (1, 2)–(0, 1) point these resonances also
occur.
In Fig. 4.6 we show the resulting critical current for a DQD Josephson
junction in the Cooper-pair-splitter regime. The parameters are chosen
such that the local Cooper-pair amplitude is larger than the nonlocal
Cooper-pair-injection amplitude and nonlocal cotunneling is even weaker.
We can clearly see transitions in the ground state at εi ≈ −Ui and
εi ≈ 0. Because the nonlocal pair injection is larger than the cotunneling
we see that in the corners of the (1, 1)-charge sector the states coupled
by Cooper-pair injection hybridize and the resonance is visible. The res-
onance due to nonlocal cotunneling is invisible as the resonant states are
no ground states at the corresponding corner of the (1, 1) sector. Similar
behavior can also be found for the other states in the odd charge sector.
We also see that the parity has no qualitative influence on the critical
current but only varies the strength.
These resonances in the even (odd) charge state are at the corner of
four charge sectors of which only two comprise the resonance. This means
that they only extend along the diagonal and are cut in all other directions
by a ground-state transition to an odd (even) charge state. Due to this
transition these resonances are well localized in the ε1-ε2 space. These
localized features are a clear signature of nonlocal transport.
Local features can only lead to resonances between the empty and
the doubly occupied QD and thus only lead to resonances along ε1/2 =
−U1/2/2. There the ground state is the singly occupied dot such that
the resonance is between excited state of the QD. When these resonant
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levels become ground states, however, we can still see the tails of this
resonance or the tails of the nonlocal cotunneling resonances. These cut
resonances tails might look like the resonances we will discuss in the next
section but in contrast to those they are not resonant at the transition
between different charge states.
4.4.2 Singlet–Triplet Ground-State Transition
To get closer to the experimental situation we have to decrease the super-
conducting gap ∆ν . This regime can now be treated numerically exact in
zero-bandwidth approximation which we also analyze using fourth-order
perturbation theory. In Fig. 4.7, we present the results for the critical
current of the DQD Josephson junction. In Fig. 4.7 (a), we plot the
critical current and the total spin of the QD system in the ground state
carrying the critical current depending on U = U1 = U2 and on ε1 at
fixed ε2 = −1.5∆ in the zero-bandwidth limit. When the tunnel parity
is even, P = 1, (left panels), the total spin in the (1, 1) sector changes
from a singlet to a triplet in a regime of finite charging energy U . This
is true both in the zero-bandwidth limit (solid and dash-dotted phase
boundaries) and in the wideband limit (dashed phase boundary) with no
qualitative differences. In the wideband limit, the normal-state density
of states in the superconducting leads is constant at all relevant QD en-
ergies. Then it affects the critical current only as a constant prefactor,
which we choose to fit the zero-bandwidth results. With the tunnel cou-
plings |tνi| = 0.5∆, as chosen in Fig. 4.7, and a superconducting gap
on the order of ∆ = 0.1 meV, we obtain a critical current of a few
nanoamperes at the resonances. This agrees with the experimental data
of Deacon et al. [Dea15], where aluminum electrodes were used.
In the wideband limit at very large Coulomb repulsion, Ui → ∞, the
parameter space is confined to what is the upper right corner of the (1, 1)
sector in Fig. 4.2 (c) and the triplet ground state cannot be observed,
consistent with earlier studies [Cho00]. In appendix G we reproduce their
result and show that finite Coulomb repulsion as well as large band gap are
essential for the anti ferromagnetic behavior they find. The triplet ground
state can emerge if either the Coulomb repulsion or the bandwidth are
not significantly larger than all other energy scales, which makes it rather
the rule than the exception.
Intuitively, one could expect a singlet ground state in the (1, 1)-charge
sector, which could be justified by noting that only the nonlocal singlet
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Figure 4.7: (a) Critical current and total spin of the Josephson junction depend-
ing on the on-site energy ε1 on quantum dot 1 and on the Coulomb repulsion
U = U1 = U2. Quantum dot 2 is kept at ε2 = −1.5∆ and the tunnel cou-
plings are |tνi| = 0.5∆. Following the white dotted line from left to right, the
quantum-dot occupation varies (2, 1) → (1, 1) → (0, 1). The critical current
increases at each transition because the particle number fluctuates. Left: At
even total tunnel parity, P = 1, an additional ground-state transition between
a nonlocal singlet and a nonlocal triplet occurs in the (1, 1) sector. It is caused
by competing cotunneling processes between the quantum dots via the super-
conducting leads which give rise to an exchange interaction (text). The red
lines indicate the phase boundary obtained in perturbation theory in the zero-
bandwidth approximation (dash dotted) and in the wideband limit (dashed).
Right: At odd total tunnel parity, P = −1, the singlet–triplet transition is ab-
sent. (b) Cuts across the ε1–U plane at U = 7.5∆ reveal that the shape of the
current peaks depends strongly on the tunnel parity. This can be traced back to
the singlet–triplet transition (text), which also immediately manifests as a kink
in the critical current. Since singlet and triplet can be distinguished only by
nonlocal transport, this kink constitutes immediate evidence of coherently split
Cooper pairs. There is no qualitative difference between the zero-bandwidth
approximation (exact result in solid black, perturbative result in dash-dotted
red) and the wide-band limit (dashed red). In the wideband limit, the critical
current scales with the density of states, which is chosen to agree with the result
in the zero-bandwidth approximation. Figure and caption reproduced from the
original publication [Pro16].
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Figure 4.8: All diagrams contributing to (a) MnlJ,se and (b)–(d) MnlCT,se. (a)
All Josephson processes have a negative overall sign and lower the singlet. (b)
Cotunneling processes which lower the singlet. The process of Fig. 4.4 (a) is
highlighted. (c) Higher orders of second-order cotunneling processes come with
different signs but cannot lower the triplet since they are contained in the limit
of large ∆. (d) Cotunneling processes which lower the triplet. The process of
Fig. 4.4 (b) is highlighted. Figure and caption reproduced from the original
publication [Pro16].
can tunnel into the leads to hybridize with the Cooper pairs in the s-
wave superconductors and lower its energy. However, in addition to this
second-order Cooper-pair tunneling process, there are genuine fourth-
order terms with additional intermediate single-particle excitations in the
superconducting leads. They cannot be decomposed into two Cooper-
pair tunnel events and may favor the triplet ground state and thus are
not present in the Cooper-pair-splitter regime.
The splitting of the nonlocal singlet and the nonlocal triplet is given
by 2(EnlCT,se + E
nl
J,se(∆ϕ)). Since the superconductors are identical, the
energy corrections can be split into a matrix element Mnl/locCT/J,se/sc and
the tunnel couplings to the leads. Because we associate the parity P
and the phase difference ∆ϕ to the tunnel couplings tνi, the matrix
element is then independent of either. As demonstrated in section 4.3.5
each nonlocal process contributing to EnlJ,se(∆ϕ) can involve the same
superconducting lead twice or both leads once. Summing all combinations
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Figure 4.9: Two spin-exchange processes, which have a different overall sign
and hence energetically favor (a) singlet states and (b) triplet states. Initially,
one of two electrons (solid circles) with opposite spin resides on each quantum
dot (left and right narrow tray). A final state with the spins swapped can
be reached via intermediate virtual states (arranged top to bottom) connected
by four tunnel processes (dashed arrows) between the quantum dots and the
superconducting leads (wide tray). Every time the left-to-right order of two
fermions is changed, a sign results. (a) If only electronlike states in the leads
are involved, the two initial electrons have to be swapped. This kind of process
with a negative sign energetically favors the singlet state. (b) If the exchange
process involves a hole (open circle), it is possible to exchange the spins without
anticommutation signs. This type of process energetically favors the triplet
state. Figure and caption reproduced from the original publication [Pro16].
we obtain
EnlJ,se(∆ϕ) =MnlJ,se
×
[
(tR1tR2)
2 + (tL1tL2)
2 + 2PtR1tR2tL1tL2 cos(∆ϕ)
]
. (4.37)
The matrix element can be determined using the diagrammatic technique
described in section 4.3.5. All diagrams that contribute to a spin exchange
are shown in Fig. 4.8. Looking at Fig. 4.8 (a) we see that all Josephson
processes have the same sign such that MnlJ,se > 0 and thus EnlJ,se is
strictly positive and favors the singlet ground state.
With the same arguments, we find
EnlCT,se =MnlCT,se
[
(tR1tR2)
2 + (tL1tL2)
2 + 2PtR1tR2tL1tL2
]
=MnlCT,se(tR1tR2 + PtL1tL2)2, (4.38)
so the sign of EnlCT,se is determined solely by MnlCT,se. This time, how-
ever, the perturbative analysis ofMnlCT,se reveals that processes of both
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signs exist. This can be seen by closer inspections of the diagrams in
Fig. 4.8 (b)-(d). There are a few diagrams that contribute no sign and
thus the corresponding processes lower the triplet. For illustration two
processes are shown in detail in Fig. 4.9. Processes in which the electrons
are exchanged via electronlike excitations in the leads [Fig. 4.9 (a)] have
a different number of fermion-exchange signs than processes in which
the electrons are exchanged via an electronlike and a holelike excitation
[Fig. 4.9 (b)]. Processes involving only electronlike excitations lower the
singlet while processes involving an electronlike and a holelike excitation
lower the triplet.
For the existence of a triplet ground state the Josephson processes play
a minor role as they are suppressed if ∆ϕ is chosen such that P cos ∆ϕ =
−1. The nonlocal triplet is thus driven by the sign of EnlCT,se, which is
ultimately determined by the microscopic parameters.
The influence of ∆ on the parameter space in which there may be a
triplet ground state can be estimated. The matrix element of each process
in the perturbative expansion is weighted by the product of the reciprocal
virtual excitation energies (cf. Eq. (4.24)). In electronlike processes,
which favor the singlet ground state, all virtual states involve excitations5
on the QDs as can be seen from Fig. 4.8. They can be estimated by
1
(εDQD + ∆)2
1
2εDQD + 2∆
, (4.39)
where εDQD is a typical DQD-excitation energy. By using electronlike and
holelike excitations, however, it is possible to restore the initial DQD state
at the expense of two virtual excitations in the leads which corresponds
to the diagrams in Fig. 4.8 (d). These processes, which favor the triplet
ground state, are hence weighted by
1
(εDQD + ∆)2
1
2∆
. (4.40)
If ∆ is comparable to or smaller than εDQD, the ratio between triplet-
favoring and singlet-favoring processes, 1 + εDQD/∆, becomes large and
a triplet ground state may emerge.
5Processes without an excitation in the middle virtual state are also present
in the CPS regime. We already argued and showed for an example that these
second-order terms lead to fourth-order corrections. As this can be seen in
second-order perturbation theory and the triplet decouples, the singlet has to
be lowered.
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In general, second-order Cooper-pair tunneling restores the ground state
of the superconducting leads in one intermediate virtual state, whereas
the leads are excited in all three intermediate states of genuine fourth-
order processes. So, genuine fourth-order processes have an additional
suppression by ∆−1 compared to second-order Cooper-pair processes 6. If
the superconducting gap is very large compared to the other energy scales,
the singlet character induced by the superconducting leads dominates and
we recover the intuitive singlet ground state. This then restores the regime
discussed in section 4.3.3.
The triplet ground state is absent in the regime of odd total tunnel
parity, P = −1, as can be seen in Fig. 4.7 (a), right panel. This is because
different cotunneling processes interfere destructively, which reduces the
magnetic exchange coupling. At negative tunnel parity, P = −1, the
parity-dependent factor in Eq. (4.38) is reduced and even vanishes in a
symmetric setup, tLi = tRi. This is different to the Josephson process.
For EnlJ,se/sc(∆ϕ) this sign could be absorbed by a shift in ∆ϕ such that
for Josephson processes this interference is not destructive. Without the
exchange coupling, the nonlocal Josephson processes will always favor the
singlet over the triplet, cf. Eq. (4.38) and Fig. 4.3 (c).
4.4.3 Peak Asymmetry and Signature of Nonlocal Transport
In the last section we established the existence of a triplet ground state
and discussed their origin. This transition is inherently nonlocal. It thus
offers a direct probe to identify nonlocal behavior. To identify nonlocal
transport properties we will now discuss the implications for the critical
current.
Figure 4.7 (b) shows the critical current as a function of ε1 for a fixed
on-site repulsion U = 7.5∆ in the P = ±1 regimes. Red lines are
the results from perturbation theory in the zero-bandwidth limit (dash
dotted) and in the wideband limit (dashed), both of which agree with the
exact results of the zero-bandwidth model (black solid). In general, the
critical current is high at the charge neutrality points where the number
of electrons on the QDs can fluctuate.
Both the singlet ground state and the triplet ground state can support
6When integrating out the momentum quantum number in the case of con-
tinuous leads, at large ∆, second-order Cooper-pair processes are independent
of ∆ so the relative suppression of genuine fourth-order processes may be even
stronger.
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Figure 4.10: Typical Josephson transport processes via three intermediate vir-
tual states (gray) in the (1, 1)-charge sector. (a) In the singlet ground state,
there are transport channels in which the two electrons initially localized on
the DQD are absorbed as a Cooper pair in one lead. (b) In the triplet ground
state (all triplets are equivalent by spin-rotation invariance and time-reversal
symmetry), the electrons of the Cooper pair need to be transferred sequentially
through the double quantum dot. Figure and caption reproduced from the
original publication [Pro16].
a finite supercurrent. At first sight this seems to be contradicting. Pro-
cesses that are blocked by the triplet have to exist in a spin exchanging
and a spin conserving version. Looking at Fig. 4.8 those are all the dia-
grams in which the lead lines do not cross. If the lead lines do not cross
the choice of the spin for the second lead line is free and a spin conserving
version exists. As this involves either avoiding a spin flip via a singlet of
changing the order of the creation or annihilation of a Cooper pair, the
spin conserving and the spin exchanging version always differ by a sign
only. For the triplet this sign leads to destructive interference whereas it
is compensated by the singlet. All processes that involve no crossings of
lead lines thus are possible for the singlet but blocked for the triplet. The
processes with crossed lead lines are splitting the triplet and the singlet
and thus also lead to transport for a triplet ground state.
In the singlet phase, the supercurrent tends to be higher because of
these additional transport processes. One example of such processes is a
process in which the two electrons of a Cooper pair are simultaneously
added to or removed from the DQD. In the triplet ground state, this
channel is blocked by the Pauli exclusion principle. At the resonance near
ε1 = 0 in Fig. 4.7 (b), the QD charging states (1, 1), (1, 0), (0, 1), and
(0, 0) are almost degenerate so this type of transport is particularly strong
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and in the singlet ground state the supercurrent is primarily carried by
the process shown in Fig. 4.10 (a).
Following the above arguments and looking at the diagrams in Fig. 4.8
we see that there is no fourth-order transport process in the triplet ground
state involving the (0, 0)-charging state 7. At the other resonance, how-
ever, ε1 ≈ −U1, a Josephson process involving the almost-degenerate
QD states (1, 1), (1, 0), (2, 1), and (2, 0) does exist in the triplet ground
state. This transport process is depicted in Fig. 4.10 (b). So with in-
creasing ε1 in Fig. 4.7 (b), the singlet ground state has resonances both
at the (2, 1)–(1, 1) transition and at the (1, 1)–(0, 1) transition but the
triplet ground state has only one resonance at the (2, 1)–(1, 1) transition.
Hence, at even parity, with increasing ε1 the critical current decreases in
the (1, 1) sector as long as the system is still in the triplet ground state.
Only once the ground state switches to a singlet, which happens close to
the (1, 1)–(0, 1) transition in Fig. 4.7 (a), the critical current rises again,
producing a notable asymmetry between the resonance peaks. At odd
parity, there is no asymmetry because the ground state remains a singlet
throughout the entire (1, 1) sector.
We emphasize that the singlet–triplet transition of the ground state in
the (1, 1) sector, realized in a large parameter window, leads to a kink
in the critical current as a function of ε2. This kink appears because,
in the singlet phase, different processes contribute to the critical current
compared to the triplet phase and, hence, the dependency on the on-site
energies changes across the singlet–triplet transition. Since the distinc-
tion between triplet and singlet phases results from phase-coherent and
nonlocal exchange, its observation in the critical current is a clear sign of
coherent nonlocal Cooper-pair transport.
At odd tunnel parity, P = −1, there is no singlet–triplet transition and
hence no signature of nonlocal transport in the critical current. The other
way around, if two neighboring resonance peaks belonging to the same
level of a QD decay symmetrically in the off resonant regime between
them, the level has odd parity. An asymmetric decay may be caused by
a singlet–triplet transition and indicates even parity.
7It is helpful to consider the equivalent behavior of the fully-polarized triplet.
152 Chapter 4. Double Dot Josephson Junction
4.5 Multilevel Quantum Dot
In our discussion in this chapter we discussed several ways how differ-
ent processes influence the behavior. We discussed how spin-exchange
processes might split singlet and triplets in the (1, 1)-charge sector and
showed that these processes only split the ground state for negative tunnel
parity. This tunnel parity is a property of the orbital level used to define
our single level impurity. For different levels this parity might differ.
In the experiment by Deacon et al. [Dea15] the transition between sev-
eral charging states is observed. This might indicate that several orbital
levels are involved. These orbital levels might have a different tunneling
parity. In order to make contact to the experiments we include one extra
level in the model, e.g., on QD 2. In this way, we can study the evolution
of the critical current along four consecutive resonances by continuously
tuning ε2. This scenario requires the substitution of H2 in Eq. (4.13) by
H2 = ε2d
†
21σd21σ + (ε2 + δ)d
†
22σd22σ +
∑
(iσ)6=(jρ)
Uijn2iσn2jρ, (4.41)
where δ is the energy separation between the QD levels, and Uij the
Coulomb energy coming from the interaction of the occupation of the
levels i and j on the second QD. We neglect the spin-exchange interaction
within QD 2. Adding it, however, would not change our results because
the device is in the single-level regime, δ  U2i, t. To couple this level
to the leads, we also need to include an additional tunnel coupling to
Eq. (4.16). Computationally, the addition of the extra level requires to
extend the 256×256 Hamiltonian matrix to a 1024×1024 matrix, which
remains tractable. Taking into account that the levels are well separated,
we can still define the total tunnel parity close to a resonance as within
the single-level model involving only the four relevant tunnel couplings.
Choosing the measurement presented in Fig. 4 by Deacon et al. [Dea15]
as a specific example, we observe that two neighboring resonance peaks
at lower gate voltages (higher on-site energies) are clearly more symmetric
than two neighboring resonances at higher gate voltages (lower on-site
energies). Within our model this is expected if the two lower peaks belong
to one level with odd parity and the two higher peaks belong to one level
with even parity. This was the behavior shown in Fig. 4.7. Note that
concerning the occupation numbers this does not agree with Deacon et
al. [Dea15], which seems to suggest that, in total, three levels on QD 2
are involved. Nevertheless, the model is clearly capable of reproducing
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Figure 4.11: Critical current of the double-quantum-dot junction with two dif-
ferent levels of opposite parity on quantum dot 1. The parameters of the
quantum dots are δ = 18.5∆, tR1 = tL1 = 0.45∆, tR21 = −tL21 = 0.45∆,
tR22 = tL22 = 0.57∆, U1 = 28∆, U11 = 12∆, U22 = 3∆, and U12 = 0.5∆.
Top panel: critical current as a function of the gate-controlled on-site energies
ε1 and ε2. Bottom panel: Cuts at (a) ε1 = −0.9∆, (b) ε1 = −1.8∆, and (c)
ε1 = −4.2∆. In the absence of nonlocal transport, the three curves are ex-
pected to differ only by a constant. Instead, when approaching the resonance,
ε1 → 0, the critical current grows more strongly at the peaks and less strongly
between the peaks. Within our model this behavior is clearly attributable to
nonlocal coherent transport and it was already observed experimentally [Dea15].
Figure and caption reproduced from the original publication [Pro16].
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the qualitative features observed in the experiment when choosing the
appropriate parameters.
In Fig. 4.11 we show the critical current as a function of ε2 and ε1 (top
panel) and in the bottom panel we perform three cuts at different values
of ε1. Close to the resonance (blue and green curves), the results are
basically equivalent to the results from the single-level model, once with
even parity, and once with odd parity. Here, we recover the signature
of nonlocal transport proposed by Deacon et al. [Dea15]: if there were
only two independent transport channels, local transport through QD 1
and local transport through QD 2, the blue and the green curves would
only differ from each other by being shifted along the vertical axis. This
is because changing ε1 would only affect the contribution of the critical
current going through QD 1, which is independent from ε2; i.e., it cannot
influence the behavior of the critical current along the horizontal axis in
the lower panel of Fig. 4.11. Choosing, however, an arbitrary reference
point as indicated by the shaded areas, we can clearly see that there is
crosstalk between ε1 and ε2. When QD 1 is brought closer to resonance,
the resonance peaks of QD 2 grow, indicating an additional transport
channel involving both QD 1 and QD 2. Moreover, there are interference
effects which reduce the critical current between the two levels on QD 2,
when QD 1 is brought closer to resonance. More strikingly, for values of
−ε1 > t, U , we observe that the resonance at ε2 ≈ −18∆, increases when
effectively decoupling QD 1 (yellow curve). Now, the Cooper pairs tunnel
locally through QD 2 but through two different levels. Note that this
feature cannot occur in the simpler model with only two single-level QDs.
Summing up, our model reproduces the signatures of nonlocal transport
observed in [Dea15] even though, as we have argued in Sec. 4.3.4, the
actual decomposition of the Josephson energy is more complicated than
stated in their work.
4.6 Conclusion
In this chapter we discussed the setup of a double quantum dot Josephson
junction. We extended the proposal by Choi et al. [Cho00] to contain all
possible states of the double quantum dot and used the critical current
to characterize the double dot Josephson junction. By extending their
proposal and by focusing on the critical current this offers the possibility
for a better understanding of the experiment by Deacon et al. [Dea15].
In our discussion we included all possible charging states of the dou-
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ble quantum dot where we included on-site Coulomb interaction but ne-
glected capacitive inter dot coupling. The tunnel coupling was described
by the tunneling Hamiltonian where a possible sign of the product of all
tunnel couplings defined the tunnel parity.
We discussed the system in three different approaches. In a first ap-
proach we reduced the superconductor to a single site which allowed us
to diagonalize the system exactly numerically. In the second approach
we derived an effective model for the double quantum dot valid for large
superconducting gaps. This effective model contains second-order correc-
tions in the tunnel coupling representing Cooper-pair injection and cotun-
neling of electrons between the quantum dots. In the third approach we
released the need for the superconducting gaps being the largest energy
scales and calculated the corrections to the ground state directly in fourth
order in the tunnel coupling.
For large superconducting gaps we showed that nonlocal processes dom-
inate the critical current. As the Coulomb interaction was finite local
transport was not suppressed. These local Cooper-pair injection terms,
however, only lead to resonances between states that are not the ground
state such that this resonance is not visible in the critical current. The
nonlocal processes can lead to resonances close to ground-state transi-
tions. These points are localized where four charging states are nearly
degenerate such that this leads to well localized transport features in the
1 − 2-plane.
When reducing the superconducting gap we found that the singlet
ground state becomes unstable and a singlet–triplet transition is possible
in the (1, 1)-charging state. This singlet–triplet transition was found in
the zero-bandwidth model. Using the perturbative expansion we showed
that this singlet–triplet transition is driven by some nonlocal cotunnel-
ing processes. These processes are genuinely fourth order and are not
higher orders of second-order corrections such that they vanish for large
superconducting gap. For the existence of the triplet states the tunnel
parity played a crucial role. Nonlocal processes pick up the parity sign
such that nonlocal cotunneling processes interfere destructively whereas
the superconducting phase difference avoids this cancellation in Joseph-
son processes. The triplet ground state thus can only be observed for
even tunnel parity.
Essential for the understanding of the triplet ground state was to in-
terpret the behavior of the system in the zero-bandwidth approximation
using a perturbative expansion of the ground-state energy. This expan-
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sion allowed us to identify the relevant processes and thus to understand
why processes lowering the triplet are possible. The perturbative treat-
ment furthermore can be extended to the wide-band limit. We found that
the triplet ground state is also stable in the wide-band limit. This seems
to be in contrast to the findings by Choi et al. [Cho00] which find no
singlet–triplet transition although also performing fourth-order perturba-
tion theory. We were able to show that to suppress the triplet ground
state an infinite Coulomb repulsion as well as a wide band are necessary.
The ground state of the double quantum dot Josephson junction also
depends on the superconducting phase difference which makes determin-
ing the critical current more difficult. If the ground state does not change,
the critical current is just given by the Josephson energy, but if the ground
state changes between a singlet and a triplet, we need to look whether
the maximum current is in the singlet or the triplet phase. By changing
the phase the sign of the nonlocal currents also changes whereas the lo-
cal current does not change sign. The critical current in the singlet and
the triplet phase thus are very different. When just scanning the single
level energy of one dot the other one being singly occupied we can see
a singlet–triplet transition such that the critical current is not symmetric
but asymmetric and develops a kink at the transition. This asymmetry
and the kink are two clear signatures of a ground state transition and
thus of the presence of nonlocal processes.
The ground-state transition thus makes the behavior more complicated
than suggested in the simple model by Deacon et al. [Dea15]. In our
model we see a lot of the phenomena described in their experiment. The
phenomena, however, correspond to different tunnel parity. To combine
these phenomena into one single model we added one level to one of the
dots such that the levels have different tunnel parity. By choosing the
on-site energies and the Coulomb repulsion such that the two levels are
well separated we could find a set of parameters that shows all phenom-
ena in one setup and also closely resembles the findings by Deacon et al.
[Dea15]. Our proposal, however, underestimates the stronger transport
resonance close to the single particle transitions and the total number of
electrons reported in the experiment does not match our assumptions.
This, however, could also indicate that another level is involved. Our
findings thus motivate that the behavior could be more rich than antici-
pated. Despite the details of the setup being different we still think that
our analysis helps understanding the qualitative features.
Chapter 5
Summary and Conclusion
In this thesis we discussed two systems in which spin played a crucial
role in the interpretation of the behavior. First we discussed a quantum
dot coupled to a helical edge states in which a magnetic field on the
quantum dot introduces some interesting dynamics. In the second system
we consider a double quantum dot coupled to two s-wave superconductors
forming a double quantum dot Josephson junction.
In the first setup we considered a quantum dot in the cotunneling regime
tunnel coupled to helical edge states. The quantum dot is assumed to
be occupied by one electron such that we can use the Kondo model to
describe the coupling. The quantum dot is described by the reduced den-
sity matrix obtained by tracing out the edge states degree of freedom.
We derived a generalized master equation for the reduced density matrix.
In this derivation we obtained an induced magnetic field on the quantum
dot parallel to the spin quantization axis in the edge states and propor-
tional to the bias applied to the edge state. We found that by defining an
effective magnetic field including the induced and the external field the
general master equation in secular approximation describes the behavior
of the system very well compared to the full generalized master equation.
In general we found two interesting regimes. In the first regime the bias
voltage is of the order of the effective Zeeman splitting for the quantum
dot and in the second regime the induced field is of the order of the
external magnetic field. In the first regime we found that the quantum
dot relaxes to the ground state if the absolute value of the bias voltage
is smaller than the Zeeman splitting whereas it becomes excited when
exceeding this value. The state of the quantum dot was characterized by
its spin polarization. If the external magnetic field is not perpendicular
to the spin quantization direction of the helical edge states the amount
of excitation of the quantum dot depends on the polarity of the bias
applied to the edge states. The magnetic field enables spin conservation
violating processes. By applying a bias to the edge state one type of
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spin flip in the edge states is suppressed. The polarity of the bias thus
determines whether the excitation process of the quantum dot conserves
spin or not. When the external magnetic field is not perpendicular to
the spin quantization direction in the helical edge states these two types
of processes are not equally strong and thus we find this asymmetry in
the strength of the excitation of the quantum dot and hence in its spin
polarization.
In the second regime the direction of the effective magnetic field is
influenced by the induced field and thus can be controlled electrically.
Especially for large negative bias the direction of the effective field rotates
until it antialigns with the spin quantization direction of the helical edge
states. Because this regime is a high bias regime the amount of the
spin polarization is completely determined by the relative orientation of
effective magnetic field and spin quantization axis in the edge states.
When going to very negative bias voltages the effective field eventually
rotates and the excitation and relaxation process exchange their meaning
such that the polarization forms a loop in the plane defined by the external
magnetic field and the spin quantization direction in the helical edge states
and ends up antialigned with the latter.
We also calculated transport for this setup. By transferring an electron
through the quantum dot we change its spin and thus drive a backscat-
tering current. In the second regime we found that during the rotation
of the effective spin quantization axis on the dot the spin conservation
violating processes lead to a strong current. When aligning the axis by
a high bias, however, the backscattering current is blocked despite the
large bias. In the first regime we found that due to the spin conserva-
tion violating processes transport is possible elastically and inelastically.
The elastic processes contribute a constant offset to the differential con-
ductance whereas the inelastic processes set in as soon as the absolute
value of the bias exceeds the Zeeman splitting. The onset of this inelas-
tic transport processes is asymmetric in strength and is associated with
the relative orientation of the magnetic field and the spin quantization
axis in the helical edge states. This asymmetry again is a consequence
of the different strength of the spin conserving and spin non conserving
processes.
Using full counting statistics we extended our investigation and also
calculated the noise. We found that in the second regime the elastic tun-
neling lead to Poissonian noise whereas the inelastic processes in general
lead to super-Poissonian noise. If the magnetic field is not perpendicular
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to the spin quantization axis in the leads, however, for positive bias a
sub-Poissonian region develops. By decomposing the dynamics into sin-
gle scattering events we could show that this sub-Poissonian region is the
consequence of the interplay of the change of strength in the inelastic
scattering rates and the polarization of the quantum dot. By calculating
the joined probability for two subsequent scattering events we could show
that this sub-Poissonian behavior is associated with antibunching and the
super-Poissonian behavior with bunching.
In order to obtain the behavior described here it was important that the
external magnetic field was not aligned with the spin quantization axis
in the helical edge states. This tilt enabled the electrons coming from
the edge state to have a finite overlap with both spins on the quantum
dot and thus enabled spin conservation violating processes. The relative
strength of spin conserving and spin conservation violating processes was
controlled by the angle between the effective field and the spin quantiza-
tion axis in the edge states. The strength of a process is thus determined
by a geometrical factor determined by whether spin is conserved or not
and whether the process in the lead is suppressed by the applied bias
voltage. Applying a bias to the edge state thus allowed to induce specific
spin flip processes selectively. This then means that the amount of spin
polarization can be tuned very precisely. Only for a large bias and thus
strong induced magnetic field the direction changes. Then the amount
of polarization is completely determined by the relative orientation of the
effective field and the spin quantization direction in the edge states. This
means that we are in some bounds able to manipulate the magnetization
of the quantum dot electrically. Of central importance is here the ex-
ternal magnetic fields that tunes the relative strength of spin conserving
processes and spin conservation violating processes. The behavior thus
reflects the internal spin quantization direction of the helical edge state
to an externally controllable field. As this orientation leaves clear signa-
tures in the transport we cannot only manipulate the quantum dot but
also use the quantum dot as a measurement probe for the internal spin
quantization direction of the helical edge states.
Because helical edge states are intrinsically one dimensional and show a
linear dispersion we could also include electron–electron interaction in the
edge states exactly. Using bosonization we calculated the spin flip rates in
our general master equation including electron–electron interaction in the
edge states. The electron–electron interaction only influences the rates
in the master equation and not the induced field and thus not the direc-
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tion of the effective field. The qualitative behavior and the asymmetry in
transport is not altered such that the interpretation does not change. In
the noise we found that the electron–electron interaction leads to super-
Poissonian noise that is not related to correlated scattering events. That
uncorrelated events can lead to super-Poissonian noise is associated to the
current being a bad measure for the total number of scattering events.
This phenomenon could also be found without electron–electron inter-
action in the helical edges state but was enhanced by it. We showed
that for positive bias we still find antibunching that is now masked by
the super-Poissonian noise of the uncorrelated events by calculating the
joined probability of two scattering events.
In the second system we considered a parallel double quantum dot with-
out capacitive or direct tunnel coupling between the dots coupled to two
s-wave superconductors and calculated the critical current. These setups
are commonly used to find signatures of nonlocal transport of Cooper
pairs. In contrast to Cooper pair splitters that separate the two electrons
of a Cooper pair spatially here the two electrons are split and then again
combined in a coherent manner. The supercurrent thus can show nonlocal
signatures and additionally shows that after being nonlocally transported
the electron pairs are still coherent.
We discussed two major regimes. In the first regime we considered
the superconducting gap to be formally infinite whereas it was considered
to be comparable to the other energy scales in the second regime. In
contrast to previous studies we kept the Coulomb interaction finite and
extended our studies to the whole range of charging states. This was
motivated by recent experiments in the Tarucha group in Japan [Dea15].
In the first regime we used quasi degenerate perturbation theory to
obtain second order corrections in the tunnel couplings from the quantum
dots to the superconductors to the Hamiltonian. The superconducting
gaps being large suppresses higher order corrections. In this regime we
found that resonances due to local processes are only between states that
are no ground states whereas resonances due to nonlocal processes can
also involve the ground state. Because the critical current only picks up
ground state properties this means that resonant features in this system
always indicate nonlocal processes.
In the second regime more processes are possible because higher order
tunneling processes are not suppressed anymore. In a first approach we
used a simplified model in which the superconductors are represented by
a single site with superconducting correlations. In this approximation the
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system can be solved numerically exactly. The regime in which one elec-
tron can be found on each quantum dot is of special interest because a
nonlocal singlet as well as triplets can be found there. We found that in
this system a singlet–triplet transition in the ground state is possible that
also leaves signatures in the critical current. Using fourth-order perturba-
tion theory for the ground state we could identify the relevant processes
leading to a triplet ground state. All of these processes are nonlocal
cotunneling processes in which the electrons on the quantum dots are ex-
changed. Whether a triplet ground state exists crucially depends on the
signs of the tunnel couplings. The perturbative result can be extended to
a model in which the superconductors have a large bandwidth which also
shows the singlet–triplet transition.
The nonlocal contribution to the supercurrent in the singlet and triplet
ground states not only differs in strength but also in sign. This reflects
that for the singlet more processes are possible and that singlet and triplets
have different signs under exchange of the electrons. Together with the
local contributions the current for the singlet and triplet ground state are
different. A transition in the current carrying ground state thus leads
to different dependences on the system parameters. When varying the
single level energy of one dot the critical current shows a kink at the
ground state transition. When this transition is between two transport
resonances this leads to an asymmetric peak structure. The kink as well
as the asymmetry of the peaks are signatures of nonlocal behavior.
Our interpretation supports the interpretation of Deacon et al. [Dea15]
but also shows that the details can be more involved if a ground state
transition is possible. Because the singlet–triplet transition in the ground
state also depends on the phase difference of the superconductors and
the supercurrent in each ground state depends on the phase difference
differently, finding the maximal current becomes a nontrivial task. This
makes the signatures of the singlet–triplet transition less apparent. In
a SQUID geometry, however, one could also tune the phase difference
of the superconductor and by that measure the phase dependence of the
supercurrent directly in which the singlet–triplet transition should become
more obvious.

Appendices

Appendix A
Diagonalization of the HLL
Solving systems of interacting fermions is not possible in general. Usually
one tries to do perturbation theory to cover the interaction effects. In one
dimension, however, perturbation theory does not work. It turns out that
bosonization can be used in one dimension to solve some systems exactly.
Spinless fermions with linear dispersion are one of the most prominent ex-
amples of the systems that can be diagonalized exactly. When introduc-
ing spin into this system one finds phenomena as spin charge separation.
Then it is, however, not exactly solvable anymore. Using renormalization
group methods one can still identify the relevant interactions.
The source of the problems with the spinful fermions comes from the
fact that there are two kinds of left and two kinds of right movers that
interact. For helical edge states there is only one kind of left and one
kind of right mover. Because the interaction between the electrons is a
density-density interaction the interaction is not spin sensitive. A helical
edge state can thus be described by a spinless fermionic system.
We will first define the fermion operators and the electron density op-
erator. This electron density operator then has bosonic commutation
relations. After we defined these operators we will rewrite the Hamilto-
nian using these electron density operators thus representing it by bosonic
excitations. This bosonic Hamiltonian will then be diagonalized using
a Bogoliubov transform. In this section we basically follow the proce-
dure and the calculation of von Delft and Schoeller [vD98] and thus
also adopt their notation but choose a different normalization of the
fields. Their notation differs from the notation used in other publications
[Gra01, Gia07, Kan92a, Kan92b]. For better comparison and because it
is more convenient when bosonizing the Kondo Hamiltonian we finally
define fields that correspond to their conventions.
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A.1 Definition of the Fermion and Boson Operators
Before we have a closer look at the Hamiltonian Eq. (2.2) we first define
the fermion operators and the bosonic operators used to describe the
electrons and the electron density operator. The operator describing a
fermion in branch η is defined by
Ψη(x) =
1√
L
∞∑
k=−∞
eiηkxckη. (A.1)
The Fock states can be grouped by the number of electron in each branch
Nη. The system is then said to be in a state with ~N = (NR, NL)
electrons. The ground state of these systems is the Fermi sea where
all states are filled beginning from the bottom. All excitations are now
defined with respect to this state. This is achieved by defining the normal
ordering
: • :≡ • − 0〈 ~N | • | ~N〉0, (A.2)
where • is some operator and | ~N〉0 is the Fermi sea for ~N electrons.
Using this normal ordering we can write the electron density by
ρη(x) ≡ Ψ†η(x)Ψη(x) (A.3a)
=
1
L
∞∑
k,k′=−∞
e−iη(k−k
′)xc†kηck′η (A.3b)
=
Nˆη
L
+
ση
2pi
∑
q>0
1√
nq
∂x
(
e−iηqxb†qη + e
iηqxbqη
)
, (A.3c)
where nq = L2pi q, nq ∈ Z+, σR = −σL = 1 and the bosonic operators
are defined by
b†qη =
i√
nq
∞∑
k=−∞
c†k+qηckη, bqη =
−i√
nq
∞∑
k=−∞
c†k−qηckη. (A.4)
In this appendix and in all other appendices we set e = ~ = 1. Restricting
the operator to positive q allows us to define a real field
φ˜L/R(x) = −
∑
nq∈Z+
1√
nq
e−αp/2
[
e∓iqxbqL/R + e±iqxb
†
qL/R
]
, (A.5)
where α > 0 is a small regularization parameter. The price we pay is
the additional Nˆη/L term which is a finite size term and will vanish in
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the limit L → ∞. The regularization parameter is effectively a high
momentum cutoff which is later send to zero or set by the bandwidth.
The commutation relation for L→∞ and α→ 0 is given by
[φ˜L/R(x), φ˜L/R(x
′)] = ±ipi sign(x− x′). (A.6)
Using this operator the density operator now has a particular simple form
ρη(x) =
Nˆη
L
− ση
2pi
∂xφ˜η(x). (A.7)
The fermionic operators can now also be written by these bosonic fields
using the bosonisation identity which is given by
Ψ˜L/R(x) =
1√
2piα
FL/Re
∓i 2piL NˆL/Rxe−iφ˜L/R(x). (A.8)
It is interesting to note that the direction of propagation is already in-
corporated in the definition of the field φ˜L/R(x) or better in its spatial
dependence. We can now start rewriting the Hamiltonian by means of
these operators.
A.2 Diagonalization of the HLL
We will now use the bosonic representation of the fermion operators to
diagonalize the Hamiltonian Eq. (2.2). We will though stick to a more
general form where the Coulomb interaction is described using the g-ology.
We start by representing the kinetic term in the bosonic fields. Then we
define and bosonize the interaction terms. The resulting Hamiltonian is
then diagonalized using a Bogoliubov transform.
The Coulomb interaction is a density-density interaction. Because we
consider spinless fermions each density-density interaction has two types
of interaction. To see this we write ρ(x) = ρL(x) + ρR(x) and obtain
ρ(x)ρ(x′) = ρR(x)ρR(x′) + ρL(x)ρL(x′)
+ ρR(x)ρL(x
′) + ρL(x)ρR(x′). (A.9)
To generalize this expression we define the terms in which densities of the
same type interact to be of g4 type whereas the mixed terms are of g2
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type. The Coulomb interaction is split into two Hamiltonians by
Hint = Hint,2 +Hint,4 (A.10a)
Hint,2 = g2
∫
dx ρL(x)ρR(x) (A.10b)
Hint,4 =
g4
2
∫
dx
∑
η=L/R
ρη(x)ρη(x). (A.10c)
The Hamiltonian defined in Eq. (2.2) can thus be obtained choosing
g4 = g2 = λ. We now need to find a bosonic representation of the
Hamiltonian.
The kinetic term is not bosonized by inserting the Bosonization identity
but by showing that the excitations generated by b†η are eigenstates to
the Hamiltonian and using that these excitations are a complete basis for
the Hilbert space. Inserting the fermions from Eq. (A.1) into the kinetic
part we find
Hkin = vF
∫ L/2
−L/2
dx :
(∑
η
Ψ†η(x)(−iη∂x)Ψη(x)
)
:
= vF
∑
k
k : c†k,ηck,η : . (A.11)
Using the definitions we can calculate the commutation relation
[Hkin, b
†
qη] = vF qb
†
qη. (A.12)
Using this relation we can show that
Hkinb
†
qη|N〉0 = (E0η + vF q)b†qη|N〉0 (A.13)
where E0η is the energy contribution of the fermions in branch η of the
ground state | ~N〉0. The excitations thus are eigenstates of the kinetic
Hamiltonian. Because the bosonic excitations are a complete description
of the Hilbert space the kinetic Hamiltonian can be represented in a
bosonic basis by1
Hkin = vF
∑
q,η
qb†qηbqη +
2pi
L
vF
2
∑
η
Nˆ2η . (A.14)
1For detail of this argument see von Delft and Schoeller [vD98].
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The second term again comes from the energy of the ~N -particle ground
state2 and is a finite size term that vanishes in the L → ∞ limit. This
way we managed to express the kinetic Hamiltonian, that is quadratic in
the fermion operators, by bosonic operators such that the operator is also
quadratic in these bosonic operators. That this is possible is not clear
as each bosonic operator is already quadratic in the fermion operators.
Because the interaction terms are quadratic in the electron densities, and
hence also in the bosonic operators, the total Hamiltonian stays quadratic
and can be diagonalized.
For the diagonalization we still need the representation of the Coulomb
interaction terms which can be obtained by inserting Eq. (A.3) into
Eq. (A.10). For the g4 term we obtain
Hint,4 =
g4
2
∫
dx
∑
η=L/R
ρη(x)ρη(x)
= g4
∑
q>0
q
2pi
(
b†qηbqη +
1
2
)
+ g4Nˆ
2
η , (A.15)
and for the g2 term
Hint,2 = g2
∫
dx ρL(x)ρR(x)
= −g2
∑
q>0
q
2pi
(
bqRbqL + b
†
qRb
†
qL
)
+ 2g2
NˆRNˆL
L
. (A.16)
Here the restriction q > 0 is crucial as this reduces the terms a lot when
performing the integral.The q = 0 component is included in the finite size
term that vanishes for L→∞.
The total Hamiltonian is then given by
HHLL = vF
∑
q>0
q
[(
1 +
g4
2pivF
)
b†qηbqη
− g2
2pivF
(
bqRbqL + b
†
qRb
†
qL
)]
. (A.17)
2For convenience we chose anti periodic boundary conditions. For details
see von Delft and Schoeller [vD98].
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This Hamiltonian can now be diagonalized using a Bogoliubov transfor-
mation. This transformation is defined by
Bq1 = uq bqL − vq b†qR (A.18a)
Bq2 = −uq bqR + vq b†qL, (A.18b)
where uq ≡ cosh(λq) and vq ≡ sinh(λq) ensure the bosonic commutation
relations for the operators Bqη. Inserting these operators into Eq. (A.17)
and requesting all non diagonal terms to vanish we obtain(
1 +
g4
2pivF
)
2uqvq = (u
2
q + v
2
q )
g2
2pivF
, (A.19)
which is independent of q. The resulting diagonal Hamiltonian is then
HHLL = vF
∑
q>0
q
[(
1 +
g4
2pivF
)
(u2q + v
2
q )
− g2
2pivF
2uqvq
](
B†q1Bq1 +B
†
q2Bq2
)
. (A.20)
Using the parametrization for uq and vq we can solve Eq. (A.19). The
resulting λq is found to be
λq = ln
(
4
√
2pivF + g4 + g2
2pivF + g4 − g2
)
. (A.21)
By defining the interaction parameter K as
K ≡ e−2λq =
√
2pivF + g4 − g2
2pivF + g4 + g2
(A.22)
the parameters uq and vq take a particular simple form
uq =
1
2
( 1√
K
+
√
K
)
vq =
1
2
( 1√
K
−
√
K
)
. (A.23)
In this particular model the interaction parameter K is momentum inde-
pendent. Inserting these into Eq. (A.20) we find
HHLL = v
∑
q>0
q
(
B†q,1Bq,1 +B
†
q,2Bq,2
)
(A.24)
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where we defined a renormalized group velocity
v ≡ vF
√(
1 +
g4
2pivF
)2
−
( g2
2pivF
)2
. (A.25)
The excitations Bqη thus diagonalize the Hamiltonian and have again a
linear dispersion relation with a renormalized group velocity v.
Finally we define the real field corresponding to the Bqη by
Φ1/2(x) = −
∑
q>0
e−αq/2√
nq
[
e−iqxBq1/2 + eiqxB
†
q1/2
]
. (A.26)
In this expression one can insert the definition of the operators Bqη in
order to obtain a relation to the original fields
Φ1/2(x) =
1
2
(( 1√
K
±
√
K
)
φ˜R(±x)−
( 1√
K
∓
√
K
)
φ˜L(±x)
)
. (A.27)
Using the original commutation relation Eq. (A.6) we can calculate the
commutation relation for these fields and find
[Φ1/2(x),Φ1/2(x
′)] = ipi sign(x− x′). (A.28)
This commutation relation will be used later to define several canonical
transformations.
To finish the diagonalization of the Hamiltonian we need to be able to
represent the original fermions in terms of the bosonic eigenstates. This
can be obtained by inverting this equation
φ˜L/R(x) =
1
2
(( 1√
K
∓
√
K
)
Φ1(x)−
( 1√
K
±
√
K
)
Φ2(−x)
)
. (A.29)
Inserting this field into the Bosonisation identity Eq. (A.8) we obtain a
representation of the electrons in eigen states.
To finish this section we will give some handy definition of fields that
will be needed later when bosonizing the Kondo Hamiltonian. We define
two new fields
ϕ(x) = Φ1(x) + Φ2(−x) = 1√
K
(
φ˜R(x)− φ˜L(x)
)
(A.30a)
ϑ(x) = Φ1(x)− Φ2(−x) =
√
K
(
φ˜R(x) + φ˜L(x)
)
. (A.30b)
These fields are also more directly connected to the notation of other
works.

Appendix B
Correlation Functions of HLL
The general master equation is an equation of motion in which the tran-
sition rates are governed by the Fourier transforms or half sided Fourier
transforms of the bath correlation functions. In this section we will give
these correlation functions as well as the Fourier transforms. We will start
by calculating the fundamental correlation function 〈Φη(x, t)Φη(x′, 0)〉
for edge states without bias voltage applied to them. The bias volt-
age will then be gauged from the statistical operator to the Hamiltonian
used to describe the dynamics. The bias voltage will then contribute an
oscillating phase factor to the fermion operators that shifts the Fourier
transforms in frequency. We will then also calculate the Fourier transform.
In this appendix, as in the other appendices, we set e = ~ = 1.
B.1 Correlation Function of the Bosonic Fields Φ1/2
The correlation function of the fields Φ1/2(x, t) have a special function as
the Hamiltonian of the edge state is diagonal in these fields. Furthermore
all other fields are linear combinations of these fields such that all other
correlation functions can be written as a combination of these correlation
functions.
The correlation function can be calculated as described in appendix
H by von Delft and Schoeller [vD98]. We will sketch these calculations
here and refer to their publication for the details. In the calculations first
we calculate the T = 0 correlation function. After this is achieved we
calculate the T > 0 correlation function using complex analysis. In this
calculation a free parameter remains which is then fixed by the T → 0
limit such that the T = 0 result is reproduced.
Because the Hamiltonian is diagonal in the bosonic operators Bq,η and
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we assume an equilibrium distribution we find
〈B†q1/2Bq1/2〉HLL = nB(vp)
Bq1/2(t) = e
−ivqtBq1/2 B
†
q,1/2(t) = e
ivqtB†q,1/2, (B.1)
where nB() = (e−βvq−1)−1 is the Bose distribution function and 〈•〉HLL
is the expectation value with respect to the helical Luttinger liquid (HLL)
without a bias voltage applied to the edge states. Inserting the definition
of the fields Eq. (A.26) we find as the basic expression
〈Φ1/2(x, t)Φ1/2(0, 0)〉HLL =
2pi
L
∑
q>0
e−αq
q
(
e−i(x+vt)q(1− nB(q)) + ei(x+vt)qnB(q)
)
. (B.2)
This expression now needs to be evaluated for T = 0 and T > 0.
For T = 0 the Bose function is nB() = −θ(−q) such that Eq. (B.2)
is easy to evaluate. We find
〈Φ1/2(x, t)Φ1/2(0, 0)〉HLL,T=0 = 2pi
L
∑
q>0
e−αq
q
e−i(x+vt)q
= − ln
(
1− e−i 2piL
(
x+vt−iα
))
, (B.3)
which in the limit L→∞ becomes
〈Φ1/2(x, t)Φ1/2(0, 0)〉HLL,T=0 ≈ − ln
(
i
2pi
L
(
x+ vt− iα
))
. (B.4)
This will now hold as a benchmark for the result for T > 0 that has to
reproduce this limit.
For T > 0 we first rewrite the sum in Eq. (B.2) using an integral and
obtain
〈Φ1/2(x, t)Φ1/2(0, 0)〉HLL =∫ ∞
2pi
L
1
q
[
e−i(x+vt−iα)q
1− e−βvq +
ei(x+vt+iα)q
eβvq − 1
]
dq . (B.5)
The convergence of these integrals is ensured by α > 0. In the second
term, however, this task could also be taken over by the Bose function.
For α β we can thus change the sign of α without making a large errors.
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In this form we can now change the sign in the integration variable of the
second term to obtain
〈Φ1/2(x, t)Φ1/2(0, 0)〉HLL = P
∫ ∞
−∞
1
q
e−i(x+vt−iα)q
1− e−βvq dq + C, (B.6)
where the P means Cauchy’s principal value. In Eq. (B.5) we set the lower
boundary of the integral to 2pi/L which also cuts the UV divergence. So
in general these integrals have to diverge as ln(L/α). By introducing
Cauchy’s principal value we basically ignored this behavior and assumed
to be in the L→∞ limit. The divergent terms are then collected in the
constant C which we fix later by comparing to the T = 0 case.
The principal value can be evaluated using complex analysis [Arf13,
Fre06]. It is expressed using the residues of the integrand. This method,
however, only applies for simple singularities on the real axis. Here the
singularity is of second order. Terms in the Laurent series representing
higher order poles will obtain a L dependence and will be absorbed in the
constant C. For the poles qn we find
q0 = 0 qn = i
2n
βv
(B.7)
and for the corresponding residues
Res
(
1
q
e−i(x+vt−iα)q
1− e−βvq , q0
)
= −i ln y¯
2pi
(B.8a)
Res
(
1
q
e−i(x+vt−iα)q
1− e−βvq , qn
)
= −i y¯
n
2pin
, (B.8b)
where
y¯ ≡ exp
((
x+ vt− iα
)2pi
βv
)
. (B.9)
The real part of the exponent determines whether the contour has to
be closed in the upper or lower complex half plane. Using these we can
evaluate the principal value and find
〈Φ1/2(x, t)Φ1/2(0, 0)〉 = −θ(x+ vt)
(
2pii
−1∑
n=−∞
−iy¯n
2pin
+ pii
ln y¯
2pii
)
+ θ(−x+ vt)
(
2pii
∞∑
n=1
−iy¯n
2pin
+ pii
ln y¯
2pii
)
+ C. (B.10)
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The sums can be evaluated using the series representation of the logarithm
via
∑∞
n=1(−1)n−1(−y¯)n/n = ln(1−y¯). One needs to ensure that |y¯| < 0
which can be achieved by using y¯−1 in the second term. This yields
〈Φ1/2(x, t)Φ1/2(0, 0)〉 = − ln
(
sign
(
x+ vt
)(
y¯1/2 − y¯−1/2
))
+ C =
− ln
(
e−Csign(x+ vt)2 sinh
( pi
βv
(
x+ t− iα
))
. (B.11)
Choosing C appropriately we find as a result with the right L→∞ and
T → 0 limit
〈Φ1/2(x, t)Φ1/2(0, 0)〉HLL =
− ln
(
i
βv
L
sinh
( pi
βv
(
x+ v − iα))). (B.12)
This correlation function is the correlation function for the system in
equilibrium without a bias voltage applied to the edge states. With these
functions we could calculate the correlation functions for V = 0. Be-
fore calculating the lead correlation functions we first introduce the bias
voltage into the system.
B.2 Bias Voltage in HLL Systems
The bias voltage is included using a transformation described by Peça et
al. [Peç03]. The basic idea is to obtain the bias term in the statistical
operator by a gauge transformation from HHLL and then not apply the
transformation to the statistical operator including HHLL but to the op-
erator in the correlation function. This way the bias voltage term does
not appear in the statistical operator but in the propagators and the oper-
ators. This means that we can use the correlation function for the system
without bias voltage applied to the edge states as described above.
In this gauge transform we use the 1/L terms to generate the bias
term by shifting the particle numbers with respect to each other. Peça
et al. [Peç03] argue that they gauge the zero mode. Following von Delft
and Schoeller [vD98] this argumentation is somehow dangerous as the
zero mode is no field in the conventional sense. We argue with shifting
particle numbers rather than by gauging the zero mode. This corresponds
to adding and removing particles using the Klein factors.
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We assume that the interactions are only active in a small part of the
edge state and that the statistics of the electrons are determined in the
noninteracting part. This corresponds to the picture that the zero modes
span the whole system and that only a smaller part of the system is
affected by the interactions. When defining the unitary transformation
we thus only consider the 1/L terms of Hkin.
To obtain a term describing the bias voltage we shift the particle num-
bers by NL/R → NL/R ±NV /2 such that
N2R +N
2
L → N2R +N2L +NV (NR −NL) +
N2V
2
. (B.13)
The second term thus has the right form for a bias term. The way NV is
introduced here it needs to be an even integer. A transformation having
such an effect can be build by a series of Klein factors. We define this
transformation to be UNV . The effect on the kinetic part is now
UNVHkinU
†
NV
= Hkin +
pivF
L
NV (NˆR − NˆL) + C, (B.14)
where C is a constant. The bias term in the statistical operator is defined
to be Vˆ = V/2 (NˆR − NˆL). By choosing NV = LV/2pivF we thus find
U†VHkinUV = Hkin +
V
2
(NˆR − NˆL) + C = Hkin + Vˆ + C, (B.15)
where UV is the transformation generating the right number of electrons.
As mentioned above this way only discrete values of V can be obtained.
In the limit of L→∞ these values become dense. Using this transform
we find that
U†V
eβHV
Z
UV =
e−βHHLL
ZHLL
, (B.16)
where ZHLL ≡ Tr(exp(−βHHLL)) and the constant C canceled as it
appears in the nominator as well. For any operator we thus find
1
Z
Tr
(
e−βHV eiHtOˆe−iHt
)
=
1
ZHLL
Tr
(
e−βHHLLei(H+Vˆ )U†V OˆUV e−i(H+Vˆ )
)
, (B.17)
where we used the cyclic property of the trace to bring the transformation
UV to the operator Oˆ whose time evolution was written out. This way we
managed to obtain an expression where the statistical operator is given
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by the equilibrium without bias voltage applied to the edge states and
an propagator in which the Hamiltonian now contains an additional bias
term.
The other change is the transformation of the operator Oˆ such that we
have to have a closer look at the effect on our lead operators Aη(t). To
generate the imbalance between right and left movers the operator UV is
basically a series of Klein Factors which make left movers to right movers
or vice versa. They thus commute with the spin flip operators A±(t).
To find the effect on the operator Az(t) we have to go to its bosonized
representation and keep the 1/L terms. In the definition ofAz in Eq. (2.21)
also the expectation value of Jz appears. In the bosonized form the op-
erator can be written by
Jz =
1
2
(
ρR(0)− ρL(0)
)
=
1
2
(
NˆR − NˆL
L
+
1
2pi
√
K
∂xϑ(x)|x=0
)
. (B.18)
Using this expression and we find
Tr
(
e−βHV
Z
Jz
)
=
1
2
Tr
(
e−βHHLL
ZHLL
(NˆR − NˆL +NV
L
+
1
2pi
√
K
∂xϑ(0)
))
=
NV
2L
, (B.19)
where we used that the Hamiltonian is symmetric under exchange of NˆR
and NˆL such that the expectation value of Nˆη does not depend on η. The
NˆR−NˆL thus has a vanishing expectation value. The θ(x) term changes
the number of bosonic excitations such that the expectation value also
vanishes.
The full bosonic representation of Az thus is
Az =
NˆR − NˆL −NV
L
+
1
2pi
√
K
∂xϑ(x)|x=0. (B.20)
Applying the transform UV now we thus find
U†VAzUV =
NˆR − NˆL
L
+
1
2pi
√
K
∂xϑ(x)|x=0. (B.21)
The way we defined Az in Eq. (2.21), by construction, the expectation
value vanishes which holds for this expression. In the definition of ∆S ,
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however, the expectation value of Jz appears. For the completeness we
give this value. It can be easily calculated by inserting the right NV into
Eq. (B.19) yielding
〈Jz〉V = V
4pivF
, (B.22)
where 〈•〉V is the expectation value with respect to the HLL with bias
applied to the helical edge states. Now that we gauged the bias volt-
age into the operators we can now express any expectation value as an
expectation value of the unbiased system with bias voltage dependent
operators.
B.3 Correlation Functions
Having included the bias voltage into the expressions we will now use these
to calculate the correlation functions Gαα¯ and Gzz using the bosonized
expression. Those two functions will require two different approaches.
B.3.1 G±∓(τ)
Here we will first show that the bias term leads to an oscillating phase
factor and then use bosonization. To understand the effect we start by
gauging the bias into the spin flip operators
Gνν¯(t) = TrB
(
e−β(HHLL−Vˆ )
Z
eiHHLLtAνe
−iHHLLtAν¯
)
(B.23a)
= TrB
(
e−βHHLL
ZHLL
ei(HHLL+Vˆ )tAνe
−i(HHLL+Vˆ )tAν¯
)
, (B.23b)
where we used that the spin flip operators are not affected by the gauge
transform. The bias term now commutes with all operators but the Klein
factors. The commutation relations are given by von Delft and Schoeller
[vD98]
[Nˆη, F
†
η ] = F
†
η [Nˆη, Fη] = −Fη. (B.24)
Using these commutators we find
eiVˆ tAνe
iVˆ t =
J
2piα
e−iσν
√
Kφ(t)eiVˆ F †ν¯Fνe
iVˆ
=
J
2piα
e−iσν
√
Kφ(t)e−iσνV t. (B.25)
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Inserting this into Eq. (B.23) we find
Gνν¯(t) =
J2
4pi2α2
e−iσνV 〈e−iσν
√
Kφ(t)eiσν
√
Kφ(0)〉HLL (B.26)
where x = 0 is implied.
To evaluate this expression we need a combination of the famous Baker-
Campbell-Hausdorff formula and an identity sometimes referred to as
Debye-Waller factor. This factor simplifies the expectation value of the
exponential of bosonic operators. In appendix C theorem 4 from [vD98],
we find that for a Hamiltonian H =
∑
n ωn(b
†
nbn + 1/2), where bn are
bosonic operators for any operator Bˆ =
∑
n λnb
†
n + λ˜nbn
〈eBˆ〉 = exp
(
1
2
〈Bˆ2〉
)
, (B.27)
where the expectation value is for the density matrix defined by H. This
relation thus expecially is valid for the bosonic fields used to diagonalize
HHLL. We thus find
〈e−iσν
√
Kφ(t)eiσν
√
Kφ(0)〉HLL
= exp
(
1
K
(
〈ϕ(t)ϕ(0)〉HLL − 〈ϕ(0)2〉HLL
))
, (B.28)
where the Baker-Campbell-Hausdorff formula is used to combine the two
exponentials and that 〈ϕ(t)ϕ(t)〉HLL = 〈ϕ(0)ϕ(0)〉HLL. By inserting the
definition of ϕ(x, t) from Eq. (A.30a) we find
〈ϕ(t)ϕ(0)〉HLL =
∑
ν=1,2
〈φν(t)φν(0)〉HLL
= 2〈φ1/2(t)φ1/2(0)〉HLL, (B.29)
where we used that the correlation function of the φν(x) fields does not
depend on the type η. Inserting Eq. (B.12) here and inserting the result
to Eq. (B.28) we find
Gνν¯(t) =
J2
β2v2
e−iσνV t
(
sin
(
a
))2K
a2
(
i
sinh
(
ia− pitβ
))2K , (B.30)
where a = piα/βv. In the case of K = 1 this expression becomes inde-
pendent of the regularization parameter a and gives the 1/ sinh2(pit/β)
dependence expected for non interacting fermions.
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B.3.2 Gzz(τ)
Because the operator Az is given directly by one of the fields here we do
not need to go the detour via the exponential but can rather calculate
the correlation function directly. For the product of the two operators we
find
Az(t)Az(0) = J
2
(
(NˆR − NˆL)2
L2
+
NˆR − NˆL
2pi
√
KL
(∂xϑ(x, t)|x=0 + ∂xϑ(x, 0)|x=0)
+
1
4pi2K
∂x∂x′ϑ(x, t)ϑ(x
′, 0)|x=x′=0
))
, (B.31)
where we already used that the number operators do not have any dy-
namics. We will first discuss the expectation values of the first two terms.
For the second term a similar argument as used previously for 〈Jz〉HLL
applies. The theta fields change the number of bosons and thus the
expectation value has to vanish. For the first term we need to have a
closer look at the expectation value for NˆRNˆL and Nˆ2η because
(NˆR − NˆL)2 = Nˆ2R + Nˆ2L − 2NˆRNˆL. (B.32)
In the Hamiltonian only the 1/L terms depend on NˆR/L explicitly. Be-
cause NˆR/L commute with the boson fields and amongst each other we
just have to consider terms of the type
Tr
(
Nˆη
L
e−βpivF Nˆ
2
η/L
ZNη
)
(B.33)
and
Tr
(
Nˆ2η
L2
e−βpivF Nˆ
2
η/L
ZNη
)
, (B.34)
where
ZNη = Tr
(
exp(−βpivF Nˆ2η/L)
)
. (B.35)
In the limit L→∞ we can transform the sum defined by the trace into
an integral such that
ZNη = L
∫ ∞
0
dx exp(−βpivFLx2) = 1
2
√
L
βvF
. (B.36)
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using the same trick we find that
Tr
(
Nˆη
L
e−βpivF Nˆ
2
η/L
ZNη
)
=
1
pi
√
LβvF
(B.37a)
Tr
(
Nˆ2η
L2
e−βpivF Nˆ
2
η/L
ZNη
)
=
1
2piLβvF
. (B.37b)
Using these we find
Tr
(
e−βHHLL
ZHLL
(NˆR − NˆL)2
L2
)
=
pi − 2
piLvFβ
(B.38)
such that the first term in Eq. (B.31) vanishes in the L→∞ limit.
The correlation function is thus given by
Gzz(τ) =
J2
4pi2K
∂x∂x′〈ϑ(x− x′, τ)ϑ(0, 0)〉HLL (B.39)
Using the definitions of Eq. (A.30) we find
Gzz(τ) = − J
2
2pi2K
∂x∂x′〈Φ1/2(x− x′, τ)Φ1/2〉HLL
=
J2
β2v2K
(
i
sinh
(− pitβ + ia)
)2
. (B.40)
After we now have the correlation functions we still need their Fourier
transforms.
B.4 Fourier Transforms of the Correlation Functions
The correlation functions in general are of the form(
i
sinh(ia− τ)
)γ
, (B.41)
where a, γ > 0. To calculate the Fourier transforms and the half sided
Fourier transforms we thus can stick to this expression. We will first give
the expressions for the half sided Fourier transform and then continue
with the Fourier transform.
The half sided Fourier transform of Eq. (B.41) can be obtained by using
the binominal series. This series is also given by Eq. (C4) of Virtanen
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and Recher [Vir11]. For this series representation the half sided Fourier
transform can be carried out and by rewriting the result one obtains
∫ ∞
0
eizτ
(
i
sinh(ia− τ)
)γ
dτ =
2γi−γeiaγ
γ − iz 2F1
(
γ,
γ
2
− iz
2
,
γ
2
− iz
2
+ 1, ei2a
)
, (B.42)
where 2F1 is the hypergeometric function [Abr65]. The other half sided
Fourier transform can be obtained by complex conjugation and replacing
z → −z such that we find
∫ ∞
0
eizτ
(
i
sinh(ia+ τ)
)γ
dτ
=
2γ(−i)−γe−iaγ
γ − iz 2F1
(
γ,
γ
2
− iz
2
,
γ
2
− iz
2
+ 1, e−i2a
)
. (B.43)
We can thus summarize these formulas by
∫ ∞
0
eizτ
(
i
sinh(ia+ στ)
)γ
dτ =
2γ(−σi)−γe−iσaγ
γ − iz 2F1
(
γ,
γ
2
− iz
2
,
γ
2
− iz
2
+ 1, e−iσ2a
)
. (B.44)
These expressions can now be applied to the half sided Fourier transforms.
In section 2.2.5 the half sided Fourier transforms have been defined by
Fσαα¯(z) =
∫ ∞
0
dτ eizτGαα¯(στ) (B.45a)
Fσzz(z) =
∫ ∞
0
dτ eizτGzz(στ). (B.45b)
The identity Eq. (B.44) can now be used to express the Half sided Fourier
transforms of the lead correlation functions Eq. (B.30) and Eq. (B.40).
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The resulting functions are
Fσzz(z) =
1
~β
(
~J
v
)2
2
K
ei2σaK
2pi − izβ 2F1
(
2, 1− izβ
pi
, 2− izβ
pi
, ei2σaK
)
(B.46a)
Fσαα¯(z) = F
σ(z − σαV ) (B.46b)
Fσ(z) =
1
~β
(
~J
v
)
(2 sin a)2
(2a)2
(σi)−2Keiσ2aK
2piK − izβ
2F1
(
2K,K − izβ
pi
,K + 1− zβ
pi
, ei2σaK
)
(B.46c)
where we used that the oscillating pre factor of Gαα¯(τ) only contributes
a frequency shift.
Using those half sided Fourier transforms the exact Fourier transforms
can easily be expressed by
F (ω) = F+(ω) + F−(−ω) Fz(ω) = F+zz(ω) + F−z (ω). (B.47)
In general we are interested in the wide band limit which corresponds to
the limit α → 0. In this limit the expressions for the Fourier transforms
can be simplified significantly.
For the case of a = 0 the hypergeometric functions can be rewritten
using Eq. (15.1.20) from [Abr65]. Using Eq. (6.1.17) from the same
publication and addition theorems we find
∫ ∞
−∞
dτ eiωτ
(
i
sinh
(
ia− τ)
)γ
=
epiω/2
2γpi2
Γ(γ)|Γ(1− γ2 + iω2 )|2( cosh(piω)− cos(piγ)) . (B.48)
The formula Eq. (15.1.20) from [Abr65], however, is only valid if γ is no
integer. If γ is integer the hypergeometric function diverges for a → 0.
For the Fourier transform, however, we can use the residue theorem for
integer γ to evaluate the integral and find that the integral exist an thus
the divergence in the F+(ω) and the F−(ω) term cancel. We can use
this replacement in the a→ 0 limit also for integer γ.
B.4 Fourier Transforms of the Correlation Functions 185
Using this formula to express the Fourier transforms we find
Fz(ω) =
1
~β
(
~J
v
)2
1
2piK
ωβ
eωβ/2
sinh(ωβ/2)
(B.49a)
F (ω) =
1
~β
(
~J
v
)2
pi eωβ/2
Γ(2K)|Γ(1−K + uωβ/2pi)|2(cosh(ωβ)− cos(2piK)) . (B.49b)
In the noninteracting case we can use again Eq. (6.1.29) from [Abr65]
and we find
F (ω) =
1
~β
(
~J
v
)2
ωβ
4pi
eωβ/2
sinh(ωβ/2)
. (B.50)
Using these formulas the correlation functions needed in chapter 2 and
chapter 3 can be given. In section 2.2.8 we also give the asymptotic
behavior for large |ωβ| which can be found using Sterling’s formula.

Appendix C
Schrieffer–Wolff and the Kondo
Hamiltonian
In the cotunneling regime the processes changing the number of electrons
on the quantum dot are strongly suppressed. This is usually achieved by
making the energy costs very high. In section 2 we introduced the single
impurity Anderson model. In the cotunneling regime we find that  < 0
and  + U > 0. Furthermore they are much larger than kBT and the
level broadening due to the coupling to the leads. As the tunnel coupling
always changes the number of electrons on the QD it increases the en-
ergy regardless of whether an electron is added or removed. Sequential
tunneling processes thus are suppressed exponentially. Higher order tun-
neling processes, however, are only suppressed algebraically and thus can
be dominant deep in the Coulomb blockade regime.
There are several methods to account for these higher order tunneling
processes. Schrieffer and Wolff used a canonical transformation to obtain
the Kondo model as a low energy model [Sch66]. Another approach to
obtain a low energy model is presented by Hewson where he introduces
a projection operator to the low energy space and then obtaining an
eigenvalue problem for the low energy part only [Hew93]. In this approach
the inverse of an operator is obtained by a series expansion. A similar
approach for Hubbard models is also found in the literature [Fra91, Ess05].
In this thesis we make use of quasi degenerate perturbation theory as
presented in an appendix of the book by Winkler [Win03]. It enables us
to define a low energy space and then derive a low energy model. This
approach is equivalent to the approach by Schrieffer and Wolff.
In his book Winkler presents a technique known as Löwdin partitioning.
In this method a canonical transformation is used to remove the coupling
in lower orders and move it to higher orders in the interaction Hamiltonian
[Win03]. For this the Hamiltonian is split into a diagonalizable part H0
and an off diagonal part H ′. The resulting Hamiltonian H˜ = H(0) +
H(1) + · · · can now be decomposed into parts that have corrections of
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the same order of the perturbation. Up to second order he gives for the
matrix elements
H
(0)
m,m′ = H
0
m,m′ (C.1a)
H
(1)
m,m′ = H
′
m,m′ (C.1b)
H
(2)
m,m′ =
1
2
∑
l
H ′m,lH
′
l,m′
(
1
Em − El +
1
Em′ − El
)
, (C.1c)
where m is the index of the low energy state |m〉, l is the index of the
high energy state |l〉, Hm,n = 〈m|H|n〉 are the matrix elements. These
expressions along with higher order terms are also used in section 4.3.2.
The part of the Hamiltonian that connects the low energy states is given
by HZ + HHLL whereas the coupling to the higher energies is given by
the tunnel Hamiltonian HT .
The separation into an interaction H ′ and a diagonalizable part H0
does not restrict the interaction to terms that couple to higher orders. It
may as well contain matrix elements between low energy states or high
energy states among each other. If such couplings are possible also odd
orders contribute.
C.1 Kondo Hamiltonian Using Perturbation Theory
Our main interest in the calculations here is to see whether or to what de-
gree the Zeeman splitting modifies the result of other derivations [Sch66,
Fra91, Hew93, Ess05] which found an isotropic Kondo model. We are
interested in deriving a low energy and low temperature model. We will
thus only consider excitations in the lead that are much smaller than the
excitation energies of the quantum dot. In this regime the states with
excitations in the quantum dot can be assumed to be well separated in
energy from the states in which the quantum dot is in its ground state,
which allows the use of quasi degenerate perturbation theory.
In a wide-band limit, however, this separation of energies is not given
strictly as the energies of the excitations in the lead can be very large.
The processes discussed here are only possible close to the Fermi-energy.
In the vicinity of the Fermi-energy the energy of the excitations in the lead
can be neglected in comparison to the energies of the excitations on the
quantum dot. We thus restrict the summation over the states in the lead
to the states close to the Fermi-energy. By restricting the behavior to the
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vicinity of the Fermi-energy we thus achieve the necessary assumptions
needed for the application of quasi degenerate perturbation theory.
Some remark on the lead operators is, however, in place as the in-
teraction in the lead cannot be treated perturbatively. When allowing
interactions amongst the high energy excitations we basically include the
perturbative expansions for the interaction in the general scheme which
has to fail for 1D electrons. The proper way would be to use a bosonic
basis instead of the fermionic for the lead part instead and rewrite the
tunnel operator accordingly. The main difference, however, would be that
the sum over these bosonic states would be weighted by the by different
energies of the corresponding excitations in the lead in the denominator.
Being close to the Fermi-energy we ignore these contributions such that
this weighting does not appear. We thus can ignore whether the interac-
tion was mediated by bosonic or fermionic excitations. We will thus use
the fermionic formulation of the tunneling here and insert the bosonic
field later when bosonizing the resulting model.
We choose the diagonal part H0 = HQD + HHLL and the interac-
tion H ′ = HZ +HT . In this formulation the tunneling operator couples
low and high energy states whereas the Zeeman Hamiltonian also cou-
ples the states in one energy block amongst each other. Inserting these
Hamiltonians into Eq. (C.1) we find
H
(0)
m,m′ = δm,m′m +HHLL (C.2a)
H
(1)
m,m′ = 〈m|HZ |m′〉 (C.2b)
H
(2)
↑,↓ = −
|t|2
L
∑
k,k′
c†k↓ck′↑d
†
↑d↓
(
1
− s +
1

)
(C.2c)
H
(2)
↓,↑ = −
|t|2
L
∑
k,k′
c†k↑ck′↓d
†
↓d↑
(
1
− s +
1

)
(C.2d)
H
(2)
↑,↑ =
|t|2
L
∑
k,k′
(
c†k↓d↓d
†
↓ck′↓
1
− s + d
†
↑ck′↑c
†
k↑d↑
1

)
(C.2e)
H
(2)
↓,↓ =
|t|2
L
∑
k,k′
(
c†k↑d↑d
†
↑ck′↑
1
− s + d
†
↓ck′↓c
†
k↓d↓
1

)
. (C.2f)
As a next step we will have a closer look at H(2)↑↑ and H
(2)
↓↓ . Here we bring
the operator in normal ordering. In this normal ordering we can define
nˆσ = d
†
σdσ. In the subspace considered here we find nˆ↑ + nˆ↓ = 1. Using
190 Appendix C. Schrieffer–Wolff and the Kondo Hamiltonian
this we obtain
H
(2)
↑↑ +H
(2)
↓↓ =
|t|2
L
∑
k,k′
(
nˆ↑(c
†
k↑ck′↑ − c†k↓ck′↓)
( 1
+ U
− 1

)
− c†k↑ck′↑
1
+ U
− c†k↓ck′↓
1

+ δk,k′
1

)
. (C.3)
The sum over k and k′ can be carried out. Using that 2Sz = nˆ↑ − nˆ↓,
Jz = (Ψ†↑(0)Ψ↑(0) − Ψ†↓(0)Ψ↓(0))/2 and ρ(x) =
∑
σ Ψ
†
σ(x)Ψσ(x) we
find that
H
(2)
↑↑ +H
(2)
↓↓ =
|t|2
(
2SzJz
( 1
+ U
− 1

)
− 1
2
( 1
+ U
+
1

)
ρ(0) +
1
d
)
, (C.4)
where d is the lattice constant. Together with the other two terms we
thus have
H(2) = |t|2
(
1
+ U
− 1

)(
J−S+ + J+S− + 2JzSz
)
− |t|
2
2
(
1
+ U
+
1

)
ρ(0) (C.5)
and a constant energy shift. By defining the Kondo parameter
J = |t|2
(
1
+ U
− 1

)
(C.6)
we obtain the Kondo Hamiltonian and a potential scattering term. The
resulting Hamiltonians are now
HK = J(J
+S− + J−S+ + 2Jzsz) (C.7a)
Hpot = Vpotρ(0), (C.7b)
where
Vpot ≡ |t|
2
2
(
1
+ U
+
1

)
(C.8)
is the strength of the potential impurity at x = 0. In this appendix, as in
all appendices, we set e = ~ = 1.
Here we did not assume that the Hamiltonian H0 is diagonal and al-
ready mentioned that this introduces several further matrix elements. One
C.2 Bosonized Kondo Hamiltonian 191
important difference to the other treatment is the additional Zeeman term
that functions as a nondiagonal term here. Lookling at H(3) as defined
by Winkler [Win03] we find that the corrections add an additional factor
of ∆Z/min(, +U) to the Kondo term. As  as well as +U are much
larger than ∆Z we can safely neglect these contributions.
C.2 Bosonized Kondo Hamiltonian
In order to calculate the correlation functions of the operators in the
Kondo Hamiltonian we need to find the bosonic representation. The
operator as presented in Eq. (2.10) is already normal ordered. We can
thus add normal ordering without obtaining any additional terms. Insert-
ing the bosonization identity Eq. (A.8) into the definition of the Kondo
Hamiltonian we find
HK =
J
2pi
:
(F †LFR
α
e−i
√
Kϕ(0)S+ +
F †RFL
α
ei
√
Kϕ(0)S−
− 2√
K
∂xϑ(0)S
z
)
: (C.9a)
Hpot = −Vpot
√
K
2pi
: ∂xϕ(0) :, (C.9b)
where the 1/L terms in the exponent do not show up as we chose x = 0
and we explicitely used that the operators commute when being evaluated
at the same position.
In a next step we will remove the potential term using a unitary trans-
formation. We define this transformation by
Upot = e
−i 2
v
√
K
ϑ(0)
. (C.10)
Because all commutation relations vanish when the fields are at the same
position the Kondo Hamiltonian is not affected by this transformation.
Applying this transformation to HHLL will generate a term that can will
cancel the potential term. To see this we use the commutator
[Bqη,Φη(x)] = − 1√
nq
e−αq/2+iqx (C.11)
and the Baker-Campbell-Hausdorff relation to show that for a generic
transform Uλ ≡ eiλΦη(x) the Hamiltonian transforms as
UλHHLLU
†
λ = HHLL − λ
v
2pi
∂xφ(x). (C.12)
192 Appendix C. Schrieffer–Wolff and the Kondo Hamiltonian
Choosing the λ as indicated above thus removes the potential scattering
term.
In general one could also use the same trick to remove the Jz terms
from the Kondo Hamiltonian. This is used for example by [Mac09, Tan11].
They also introduce a magnetic field to mimic the behavior of a bias volt-
age applied to the edge states. In our case, however, this transformation
will not commute with the Zeeman field as the field is not necessarily
parallel to the z axis. We thus don’t remove this term but rather deal
with it in the master equation.
Appendix D
Kernel of GME
In section 2.2 we derived a self-consistency equation for a density matrix.
This equation contained a Kernel. The Kernel here is a superoperator,
which is an operator acting on operators. In order to give a matrix rep-
resentation we have to vectorize the density matrix. Here we choose
ρ =
(
ρ↑↑ ρ↓↓ ρ↑↓ ρ↓↑
)T
, (D.1)
where the first two entries are the diagonal entries and the last two entries
are the off diagonal entries. Using this vectorization we can represent the
effect of the spin operators and the time propagation in Eq. (2.42) matrix
form. The correlation functions then are the prefactor and the sum can
be represented in a matrix. In this matrix we can distinguish entries that
couple diagonal and off diagonal terms amongst each other and terms
that couple those with each other. This way we can split the Kernel by
K(τ) =
(Kdd(τ) Kdo(τ)
Kod(τ) Koo(τ)
)
, (D.2)
where o indicates off diagonal and d indicates diagonal. We find for our
system
Kdd(τ) =

e−i∆SτG+−(−τ)
+ei∆SτG+−
−ei∆SτG−+(τ)
+ei∆SτG−+
−e−i∆SτG+−(−τ)
−ei∆SτG+−
ei∆SτG−+(τ)
+ei∆SτG−+
 (D.3a)
Kdo(τ) =
(
−e−i∆Sτ G−z(τ)+Gz−(−τ)2 −ei∆Sτ G+z(τ)+Gz+(−τ)2
e−i∆Sτ G−z(τ)+Gz−(−τ)2 e
i∆Sτ G+z(τ)+Gz+(−τ)
2
)
(D.3b)
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Kod(τ) =

Gz+(−τ)− G+z(τ)
2
−e−i∆SτG+z(−τ)
Gz+(−τ)− G+z(τ)
2
−e−i∆SτGz+(τ)
G−z(τ)− Gz−(−τ)
2
−ei∆SτGz−(τ)
G−z(−τ)− Gz−(−τ)
2
−ei∆SτG−z(−τ)

(D.3c)
Koo(τ) =

G−+(−τ)+G+−(τ)+e−i∆Sτ
×Gzz(−τ)+Gzz(τ)2
−(G++(−τ) + G++(τ))
−(G−−(−τ) + G−−(τ)) G+−(−τ)+G−+(τ)+ei∆Sτ
×Gzz(−τ)+Gzz(τ)2
 .
(D.3d)
In this appendix as in all appendices we set e = ~ = 1. To determine the
steady state we need the Laplace transform of this superoperator. This
is defined by
K(z) =
∫ ∞
0
dτ eizτK(τ). (D.4)
Using the definition of the half sided Fourier transforms Eq. (2.56) and
K(z) =
(Kdd(z) Kdo(z)
Kod(z) Koo(z)
)
, (D.5)
we find
Kdd(z) =

F−+−(z −∆S)
+F++−(z + ∆S)
−(F−−+(z + ∆S)
+F+−+(z −∆S)
−(F−+−(z −∆S)
+F++−(z + ∆S))
F−−+(z + ∆S)
+F+−+(z −∆S)
 (D.6a)
Kdo(z) =
(
−F
+
−z(z−∆S)+F−z−(z−∆S)
2 −
F++z(z+∆S)+F−z+(z+∆S)
2
F+−z(z−∆S)+F−z−(z−∆S)
2
F++z(z+∆S)+F−z+(z+∆S)
2
)
(D.6b)
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Kod(z) =

F−z+(z)−F++z(z)
2−F−+z(z −∆S)
F+z+(z −∆S)
+
F−z+(z)−F++z(z)
2
F+−z(z)−F−z−(z)
2−F+z−(z + ∆S)
F−−z(z + ∆S)
+
F+−z(z)−F−z−(z)
2

(D.6c)
Koo(z) =

F−−+(z)+F++−(z)
+
F−zz(z−∆S)+F+zz(z−∆Z )
2
−(F−++(z) + F+++(z))
−(F−−−(z) + F+−−(z)) F+−+(z)+F−+−(z)
+
F−zz(z+∆S)+F+zz(z+∆Z )
2
 .
(D.6d)
Noting that the Fourier transforms are defined by
Fkl(ω) = F+kl(ω) + F−kl(−ω) (D.7)
we can see that the Kdd block can be written using Fourier transforms
and directly produces the rate equation. In the secular approximation all
terms containing other correlation functions than Fσ
kk¯
vanish such that
the diagonal entries and the off diagonal entries vanish.

Appendix E
Transport Statistics and Transport
Properties
The starting point for our derivation of FCS was the probability distribu-
tion P (N,T ) for N electrons being transferred in a time interval T . This
is not directly connected to transport properties as current or noise. That
the average number of electrons transferred, which is the first cumulant
of P (N,T ), is given by the average current multiplied by T can still be
understood intuitively. How the current noise is connected to P (N,T ) is
less intuitive. We will thus show how to obtain the transport properties
from the cumulants of the function P (N,T ). The main idea here is to
exploit that the current is defined as the rate of change of electrons in
the reservoir and thus the number of electrons transferred is the integral
of the current.
To calculate the cumulants we use the CGF. The cumulants can con-
veniently obtained from S(χ, T ). Using Eq. (3.2) we can easily find
S(χ, T ) = − ln
(
Tr
(
ρ0e
iχNˆU(0, T )e−iχNˆU(T, 0)
))
. (E.1)
In this form we can check that the derivatives directly reproduce the
cumulants of the distribution P (N,T ).
E.1 Current
From the definition of the CGF it is straightforward to show that
∂χS(χ, T )|χ=0 = −i
(〈Nˆ(T )〉 − 〈Nˆ(0)〉), (E.2)
where 〈X(t)〉 = Tr(ρ0X(t)) is the expectation value of an operator X(t)
in the Heisenberg picture. The current is defined as the rate of change
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of the number of electrons in a reservoir. We can use this and the fun-
damental theorem of calculus and find
∂χS(χ, T )|χ=0 = −i
∫ T
0
dτ 〈 ˙ˆN(τ)〉 = − i
e
∫ T
0
dτ I(τ) ≡ −iT
e
I¯, (E.3)
where I¯ is the average current averaged over the time interval T . This
average current is thus
I¯ = i
e
T
∂χS(χ, T )|χ=0, (E.4)
which corresponds to the definition in Eq. (3.13). For the mean value
using the interpretation of the current as rate of change of the number of
electrons transferred is still intuitive. To identify the current noise to be
the second cumulant of the distribution will be slightly more complicated.
E.2 Current Noise
One assumption made here is particularly important in the context of
noise. In the derivation of Eq. (3.2) it is explicitly assumed that the
density matrix is diagonal in the number operator. This assumption is
also at the heart of the master equation approach. In a way it is also
at the heart of FCS as P (N,T ) assumes that the number of electrons
is at any time well defined. We assume here that the initial state ρ0 is
diagonal in a particle number representation and thus commutes with the
number operator. Using this we find
∂2χS(χ, T )|χ=0 =
(〈Nˆ(T )− Nˆ(0)〉)2 − 〈(Nˆ(T )− Nˆ(0))2〉. (E.5)
Each of these terms can now be represented by an integral over the current
such that
∂2χS(χ, T )|χ=0 =
1
e2
∫ T
0
dτ
∫ T
0
dτ ′
(
〈Iˆ(τ)Iˆ(τ ′)〉 − 〈Iˆ(τ)〉〈Iˆ(τ ′)〉
)
. (E.6)
Defining the deviation of the current from its expectation value as δIˆ(t) =
Iˆ(t)− 〈Iˆ(t)〉 we can rewrite this expression by
∂2χS(χ, T )|χ=0 =
1
e2
∫ T
0
dτ
∫ T
0
dτ ′ 〈δIˆ(τ)δIˆ(τ ′)〉. (E.7)
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As no term in the Hamiltonian has an explicit time dependence the cor-
relation function will only depend on the difference of the two times τ
and τ ′ such that
∂2χS(χ, T )|χ=0 =
1
e2
∫ T
0
dτ
∫ T
0
dτ ′ 〈δIˆ(τ − τ ′)δIˆ(0)〉. (E.8)
Defining s = τ − τ ′ this expression becomes
∂2χS(χ, T )|χ=0 =
1
e2
∫ T
0
dτ
∫ T
−T
ds 〈δIˆ(s)δIˆ(0)〉. (E.9)
Assuming that the current correlators decay faster than the time T the
inner integral becomes independent of T and we can carry out the outer
integral to obtain the final form for the zero frequency noise SI
∂2χS(χ, T )|χ=0 =
T
e2
∫ ∞
−∞
ds 〈δIˆ(s)δIˆ(0)〉 ≡ T
e2
SI . (E.10)
A simple calculation then restores the form of the definition in Eq. (3.13)
SI =
e2
T
∂2
∂χ2
S(χ, T ). (E.11)
By interpreting the current as rate of change of the number of particles
in the reservoir we could show that the cumulants that can be obtained
by the derivatives of S(χ, T ) are connected to the transport properties
by Eq. (3.13).

Appendix F
Perturbation Theory for Superoperators
In section 3.2 we used the analytical properties of the eigenvalue with
the lowest real part of the Liouvillian Λ0(χ) to calculate the transport
properties. We thus need a expansion of Λ0 in χ up to second order. As
the Liouvillian is not Hermitian and the dependence on the counting field
is not Hermitian we will carefully repeat the derivation of the perturbative
expression here. We follow the derivation given in [Sak09] and check that
all the steps also work for non-Hermitian operators.
In section 3.1.1 we already argued that Λ0 is the eigenvalue corre-
sponding to the steady state. We also argued that for χ = 0 the right
eigenvector is the steady state density matrix which has no dynamics
and that the left eigenvector is the trace which is conserved. The left
and the right eigenvectors are defined to be 〈φ˜0(χ)| and |φ0(χ)〉. Using
these eigenvectors we defined the projector onto the unperturbed state
P = |φ˜0〉〈φ0| and the projector onto the complement Q = 1−P, where
dropping the argument in the eigenstates implies χ = 0.
The starting point for the perturbative treatment is decomposing the
eigenvalue problem by splitting the perturbation and the unperturbed part
by (L(0) + L˜(χ))|φ0(χ)〉 = (Λ0(0) + ∆(χ))|φ0(χ)〉, (F.1)
where L˜(χ) and ∆(χ) are the deviations from the unperturbed state.
Multiplying this equation from the left by 〈φ˜0| we find
0 = ∆(χ)〈φ˜0|φ0(χ)〉 − 〈φ˜0|L˜(χ)|φ0(χ)〉. (F.2)
Now we expand all quantities in χ up to second order in χ
L(χ) = L(0) + L′χ+ χ
2
2
L′′ (F.3a)
Λ0(χ) = Λ0(0) + χΛ
′
0 +
χ2
2
Λ′′0 (F.3b)
|φ0(χ)〉 = |φ0(0)〉+ χ|φ′0〉+
χ2
2
|φ′′0〉, (F.3c)
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where the prime denotes derivatives with respect to the counting field.
Inserting this into Eq. (F.2) and sorting by orders of χ we find
Λ′0 = 〈φ˜0|L′|φ0〉 (F.4a)
Λ′′0 = 2〈φ˜0|L′|φ′0〉+ 〈φ˜0|L′′|φ0〉 − 2Λ′0〈φ˜0|φ′0〉. (F.4b)
This expression already contains the final expression for Λ′0. The expres-
sion for Λ′′0 , however, still contains the first correction to the state, |φ′0〉.
In order to eliminate this we have a closer look at Eq. (F.1). By bringing
all unperturbed quantities to the right we find(L(0)− Λ0(0))|φ0(χ)〉 = (∆(χ)− L˜(χ))|φ0(χ)〉. (F.5)
It is straightforward to check that
Q(L(0)− Λ0(0))Q = L(0)− Λ0(0). (F.6)
This shows that
(
∆(χ)−L˜(χ))|φ0(χ)〉 has no overlap with |φ0(0)〉, which
is the kernel of the linear map L(0) − Λ0(0). This means we use a
pseudoinverse to isolate |φ0(χ)〉 in Eq. (F.5) on the left hand side. This
leads to
Q|φ0(χ)〉 = Q 1L(0)− Λ0(0)Q
(
∆(χ)− L˜(χ))|φ0(χ)〉, (F.7)
where the pseudoinverse does not depend on χ and ∆(χ) − L˜(χ) is in
leading order linear in χ. This means that this equation gives a hierar-
chy for the expansion coefficients of |φ0(χ)〉. Inserting the expansion of
|φ0(χ)〉 and comparing coefficients we find
|φ′0〉 = Q
1
L(0)− Λ0(0)Q|L
′|φ0〉. (F.8)
Inserting this into Eq. (F.4) we find the final expression
Λ′′0 = 〈φ˜0|L′′|φ0〉 − 〈φ˜0|L′Q
2
L(0)− Λ0(0)QL
′|φ0〉. (F.9)
These expressions now allow the calculations of the current and the cur-
rent noise just by knowing the analytical dependence of the Liouvillian on
the counting field.
Appendix G
Comparison to the Result by Choi et al.
In the paper by Choi et al. [Cho00] the same setup as in our case is
considered. They find an effective model in which two spins are cou-
pled antiferromagnetically. The different terms can be categorized us-
ing Aharonov-Bohm oscillations and superconducting phase oscillations.
They assume that the Coulomb repulsion is large such that they can ne-
glect double occupancies on the quantum dots. Furthermore they assume
that the levels of the two quantum dots have the same energy ε.
We found that there is also a regime in which the coupling is ferromag-
netic and we could show that this ferromagnetic regime is driven by the
nonlocal cotunneling processes. To compare our result to theirs we look
at these contributions in their result. We will show that in their result a
wide band is essential.
The cotunneling corrections leading to a splitting of the singlet and
triplet are included in their J1. The other terms J and J0 are higher
orders of second order terms and genuine fourth order Josephson processes
respectively. The diagrams for the processes contributing to the splitting
of singlet and triplet are depicted in Fig. G.1. We will now decompose
the result by Choi et al. such that we can see that it corresponds to the
diagrams shown. Choi et al. define the Heisenberg exchange coupling
parameter due to cotunneling as
J1 =
Γ2
∆
∫
dxdy
pi2
g(x)[f(x) + f(y)]− 2ζg(y)
g(x)2g(y)[g(x) + g(y)][f(x) + f(y)]
, (G.1)
where Γ = pit2N(0), N(0) is the normal state density of states for one
spin at the Fermi edge, ζ = ε/∆ is the single level energy in units of
the superconducting splitting, f(x) =
√
1 + x2 and g(x) =
√
1 + x2 + ζ.
The functions f(x) can be identified as Ekν/∆ν where x = εkν/∆ν . To
better understand this expression for J1 we insert
ζ =
1
2
(
(g(x) + g(y))− (f(x) + f(y))
)
(G.2)
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Figure G.1: Cotunneling diagrams contributing to J1 from Choi et al. [Cho00].
The sign next to the diagramm is the sign contributed by the diagram. Two
of the diagrams lower the singlet whereas the middle one lifts the singlet in
energy.
and split the sum not separating f(x) + f(y) and g(x) + g(y). In most
of the terms the fractions can be reduced and we obtain
J1 =
Γ2
∆
∫
dxdy
pi2
[
1
g(x)[g(x) + g(y)]g(y)
+
1
g(x)[g(x) + g(y)]g(x)
− 1
g(x)[f(x) + f(y)]g(x)
]
. (G.3)
This expression can be reproduced using our diagrammatic technique.
In Fig. G.1 all cotunneling diagrams splitting the singlet and the triplet
not involving double occupancy of one dot are shown. All of these dia-
grams contain particle and/or hole excitations in the leads. These factors
contribute a factor of |ukν |2 and |vkν | respectively. These expressions,
however, do not appear in Eq. (G.3). To see this we have to have a closer
look at the integral over all states. In the wide-band limit the density
of states is considered to be constant such that we can also parametrize
|ukν |2 and |vkν |2 by the energy alone. Particle and hole excitations then
are connected by a change in the sign of the energy and especially∫ ∞
−∞
dεν h(|εν |)|uενν |2 =
∫ ∞
−∞
dεν h(|εν |)|vενν |2 (G.4)
where h(|εν |) is a function that does not depend on the sign of εν .
This can be seen by changing the sign of the energy and exchange the
boundaries of the integral. Adding the left side to both sides of this
equation and using Eq. (4.26) we then find∫ ∞
−∞
dεν h(|εν |)|uενν |2 =
1
2
∫ ∞
−∞
dεν h(|εν |)
(
|vενν |2 + |uενν |2
)
=
1
2
∫ ∞
−∞
dεν h(|εν |), (G.5)
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Figure G.2: Dependence of the coupling parameter J1 from Choi et al. [Cho00]
on a energy cutoff D for ε = −10∆. For small energies the integrand can be
negative such that for small cutoff D the resulting coupling is ferromagnetic.
Only if D is large enough the coupling becomes antiferromagnetic.
which works for integrals over |vενν |2 as well. As long as the energy does
not depend on the sign of the free electron energy and we integrate over
all energies we can thus replace these factors by 1/2.
When setting up the energy terms corresponding to the diagrams in
Fig. G.1 we make use of the notation defined by Choi et al.. As ε is
the same on their QDs they cannot distinguish whether the electron was
removed on the first or the second QD. Because they exclude double
occupancies the quantum dot can only be singly occupied or empty and
thus an empty dot has to be associated with an excitation in the lead.
The energy difference to the ground state of an excitation in the lead and
an empty dot is g(x), where x = εν/∆ν is the free single particle energy
parameterizing this excitation. It is, however, possible to have excitations
in the lead with the dot being in the ground state. This energy difference
is then given by f(x). Having that in mind we can identify the terms in
Eq. (G.3) to correspond to the diagrams in Fig. G.1 from left to right.
As we can reproduce their result the method used cannot be the reason
why we find a triplet ground state where they have none. Looking closer
at Eq. (G.3) we see that also in their expression it is not clear that the
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integrand is positive as the last term has a negative sign. The middle
virtual state has no excitation in the DQD such that it is only regularized
by the superconductor, which we identified as one of the reasons for a
triplet ground state.
To understand the influence of possible negative values in the integrand
we introduce a cutoff D for the integral and calculate J1. The result is
shown in Fig. G.2. We see that for small values of the cutoff the result
is a ferromagnetic model. This means that for small energies of the
lead excitation the last term in Eq. (G.3) dominates. In this regime the
first terms are approximately 1/ε3 whereas the last term is approximately
1/(ε2∆). As ε ∆ we find negative values in the integrand. In the tail
of the terms the second and the third term are similar and cancel each
other approximately. The first term, however, will eventually overcome
the negative values. This, however, demands a rather large cutoff.
When comparing the processes listed in Fig. G.1 to the processes listed
in Fig. 4.8 we see that for infinite U there is one out of three spin exchange
processes favoring the triplet whereas for finite U there are six out of
twelve. An infinite U thus seems to suppress spin exchange processes
lowering the triplet stronger than those that lower the singlet. This shows
that for the antiferromagnetic Heisenberg term of Choi et al. [Cho00] a
large bandwidth as well as infinite U are necessary. Dropping either could
enable a ferromagnetic interaction.
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