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SUMMARY
R eed Solom on codes are a well-know n family o f m ultilevel codes that are used in a variety 
o f applications where errors are assum ed to be bursty in nature. One o f its appealing 
features is that it can correct random  errors and m ixtures o f both random  and burst errors. 
A lthough the codes m eet the Singleton bound w ith equality they are very inefficient with 
respect to the H am m ing bound, allowing a very high proportion o f uncorrectable errors to 
be detected but not corrected. The algebraic decoding techniques traditionally used suffer 
the disadvantage that soft decision decoding cannot be achieved in a single decoding 
attempt, although it is possible to erase symbols o f low  confidence and allow  the decoder to 
fill the erasures.
Since Reed Solom on codes are M axim um  D istance Separable (M DS) codes, it is possible 
to erase any n — k  symbols (w here n  is the length and k  the dim ension o f the code) and 
still achieve a successful decoding. In this thesis a study is m ade o f an approach in which 
a large num ber o f erasure patterns of w eight 2 t  are generated and the decodings com pared 
with the received sequence using hard  and soft decision voting strategies. In  addition, two 
im provem ents to the enhanced decoder have been investigated. The first is to compare 
decoded sequences bit by b it w ith the received sequence. The second is to incorporate soft 
decisions.
In its m ost basic form , the enhanced decoder is com putationally inefficient, consequently 
various m ethods were investigated to overcom e this problem . This was also true after 
reducing the exhaustive erasure pattern set to one w hich covered all possible com binations 
of 2 t  — 1 error patterns in  a reduced erasure pattern set. A lternative algorithms 
investigated various m ethods to use the soft decision inform ation to locate the m ost likely 
error symbols rather than use exhaustive decoding techniques. A lthough these algorithms 
were veiy efficient in  term s of perform ance and substantially reduced the average 
com putation, in the w orst case the com putational complexity they generated could exceed 
that o f the exhaustive erasure pattern m ethod. For com parison purposes the error 
correcting algorithm  as proposed by Chase was im plem ented. It w as found that the 
perform ance o f the enhanced decoder was slightly superior to that o f the Chase algorithm  
but w ith the added advantage o f a reduction in com plexity.
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CHAPTER 1
INTRODUCTION
1.1. PREAMBLE
In today's highly com petitive com m unication industry great em phasis is placed upon the 
reliable and econom ical transm ission o f digital data. From  this underlying necessity there 
has developed the need for reliable com m unication systems and efficient coding schemes. 
Claude Shannon's classic paper A  M a th e m a tic a l T h eo ry  o f  C o m m u n ica tio n  in 1948 
[Shannon, 1948] established the fundam ental criteria for all com m unication systems and 
since then m uch w ork has been carried out to form ulate new coding schem es which are 
efficient in a noisy environm ent. If  the rate o f  inform ation transm ission is over a certain 
lim it, the so-called channel capacity, then successful data transm ission cannot be reliably 
achieved. To counteract the effects o f the channel, redundancy is often introduced into the 
transm issions, or error control coding used, to deliver the inform ation w ith a m inim um  
num ber o f errors.
The purpose o f error control is to detect or detect and correct errors and this can be 
achieved using two traditional techniques: Forw ard E rro r Correction (FEC) and A utom atic 
R epeat reQ uest (ARQ). In FEC the data is transm itted and in the presence o f errors an 
attem pt is m ade to correct the errors at the receiving end. In an ARQ  system, if  the errors 
are detected a re-transm ission is requested from  the m essage transm itter. One o f the 
differences betw een the two systems is that in  FEC the transm ission is one way whilst an 
A RQ  system requires a two way path to exist. Also, ARQ systems w hich require error 
detection only are m uch sim pler than FEC systems which require error correction. In this 
thesis only FEC systems w ill be considered.
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Two types of channel coding are in  use today, b lock codes and convolutional codes. In a 
block code the data, w hich is given in digital form , is usually m ade up of k  inform ation 
symbols and c  check or redundant symbols w hich are often a form  o f parity check on the 
inform ation symbols. The resulting code word o f length n -  k  +  c , is then transm itted 
over the channel. A  convolutional code encodes the inform ation in a m anner where the 
output is dependent on a num ber o f previous blocks. The error control symbols are now 
interleaved w ith the inform ation sym bols to form  a continuous stream  o f data.
Cyclic codes, w hich are an im portant subclass o f linear block codes, have an inherent 
structure [Lin and Costello, 1983] which assists in decoding. Som e classes o f these codes 
include H am m ing, Golay, BC H  (Bose, Chaudhuri and Hocquenghem ) and RS (Reed 
Solom on) codes. Reed Solom on [Reed and Solom on, 1960] codes are possibly the only 
m ulti-level codes to have been im plem ented for com m unication purposes. They have been 
used in a variety of applications including CD player and CD ROM s [Aral, 1984], digital 
audio tape [W atkinson, 1988], teletext broadcasting [M ortimer e t  a l, 1987], space 
com m unications [Hodgart, 1992], [Liu and Lee, 1984] and have been proposed for use in 
M obile Speech Com m unications [A tungsiri e t  a l, 1991].
Figure 1.1 Coding System
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In  its basic form  a coding system consists o f five blocks as outlined in  Figure 1.1. Raw 
data enters the encoder where it is form atted using a specific coding schem e to produce an 
encoded w ord ready to be transm itted over the channel by the m odulator. The encoded 
inform ation is then used to m odulate a carrier for transm ission over the channel. The 
m odulation schem e varies according to the application.
The channel can suffer from  a variety o f noise effects which result in  either a  random  or 
bursty error channel. In  a random  error channel the noise is usually white Gaussian and 
the errors which occur on the channel are independent from  one symbol to the next. For a 
burst error channel the noise is usually im pulsive and the errors will occur in bursts of 
varying lengths follow ed by long intervals o f no or relatively few  errors.
N oise is often view ed as im posed by the channel although it is also possible that noise may 
be present at the m odulator and/or dem odulator. A t the receiver the dem odulator will try 
to perform  the opposite o f the operations o f the m odulator but can also give additional 
inform ation to the decoder which m ay assist it in  decoding. In the absence of errors the 
received w ord is decoded hack  into the original transm itted data. How ever, if  errors are 
present then the decoder w ill attem pt to correct them.
If the assum ption is m ade that a binary code is used then the data received by the decoder 
can be decoded using either hard  or soft decision decoding. In hard  decision decoding, the 
dem odulator is forced to choose betw een whether the received b it is either 0 or 1. It 
achieves this by setting a threshold or decision value for the received bit. If  the received 
bit exceeds this threshold it is assigned one value otherwise it assigns the other value. Soft 
decision decoding how ever gives the decoder som e extra inform ation by assigning a 
confidence value to the received bit w hich gives an indication o f how  confident the 
dem odulator is o f its decision as to the received bit-value.
The idea behind different coding systems is to m axim ise efficiency in the coding system. 
This measure is given by the c o d e  ra te
n
The code rate is always less than unity and in practice usually lies betw een one half and 
near unity [Farrell, 1990]. In  an attem pt to achieve m axim um  efficiency the system 
designer m ust determ ine the trade o ff betw een channel efficiency and code perform ance. 
In any FEC coding system  the decoder is always m ore com plex than the encoder, the
3
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reason being that the decoder has the extra task o f correcting possible errors introduced by 
the channel.
In the presence o f erroneous data, a Reed Solom on decoder can em ploy a variety of 
algebraic error correction m ethods to correct the data. These m ethods may include erasure 
decoding (section 3.6) o r hard  decision decoding. Research activity in  the past has mainly 
been concerned w ith im proving the perform ance o f error correction algorithm s w ithin the 
bounds specified by the code (section 4.3). For example, Reed Solom on codes are 
designed to correct up to t  errors. Thus, m any error correction algorithm s concentrate 
upon recovering the t  errors as quickly and efficiently as possible. V ery few  researchers 
have investigated error correction m ethods beyond the designed constraint o f the code.
B lahut [Blahut, 1979] suggested a m ethod whereby it was possible to correct up  to f +  3 or 
t  +  4  errors for a Reed Solom on code, t  being the error correcting capability of the code. 
H is proposal had lim itations to specific codes and the large increase in  the com putational 
burden did riot justify  the im provem ents in perform ance. O ther m ethods that correct Reed 
Solom on w ords include Forney's Generalised M inim um  Distance D ecoder [Forney, 1966], 
the Chase algorithm  [Chase, 1972] and Taleb's M inim um  W eight D ecoder [Taleb, 1989] 
w hich is a variant o f the K asam i decoder [Kasami, 1964].
Each of the above m ethods is designed to be used as a  standard decoder which has the 
additional capability o f correcting m ore than t  errors at the expense o f an increase in 
com putation. Bearing this in  mind, the m otivation behind the investigation o f an 
E n h a n ced  R e e d  S o lo m o n  D e c o d e r  was to devise a decoder w hich incorporated soft 
decision decoding, was com putationally efficient and had the ability to succeed when 
norm al algebraic decoding m ethods failed.
In this thesis, an investigation is m ade o f the ways o f im proving the error correcting 
capability o f Reed Solom on codes using soft decision decoding. The m ethod o f enhanced 
error correction was originally suggested by W olf [Wolf, 1983] in the context o f the 
relationship betw een the discrete Fourier transform  and error-control codes. The strategy 
is based upon a voting schem e w hich was gradually refined over a num ber of stages. 
Enhanced error correction is only executed if  standard algebraic error correction methods 
fail and the conditions under w hich this occurs w ill also be examined. H ow ever it can also 
be im plem ented as a  direct decoder like the Chase A lgorithm  and Forney's Generalised 
M inim um  D istance Decoder.
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Following the introduction chapter, this thesis w ill show how  the enhanced decoder 
algorithm  was developed. C hapter 2 describes the fundam ental principles of BCH codes 
w hich also apply to Reed Solom on codes. These include basic algebraic properties, 
representation o f finite fields and code structure. A  review of the different coding 
approaches is also given for com parison purposes to show the reader that other methods 
are also in  use.
T ransform  techniques play a part in the im plem ented version of the enhanced decoder and 
in chapter 3 a study o f a num ber of algorithm s that can be used for encoding and decoding 
Reed Solom on codes is m ade; in  particular fast Fourier transform s are review ed. This is 
then followed by an analysis o f the various techniques that be can used to perform  standard 
algebraic error correction. A n introduction to erasure decoding is also given.
C hapter 4  describes other decoding m ethods that are available w ith particular attention 
being paid to the Chase algorithm  which was im plem ented for com parison purposes. It is 
then follow ed by an introduction to the principles o f enhanced decoding particularly 
focusing on how  three alternative voting schem es were derived, namely symbol, bit and 
soft decision voting. These schem es are analogous to different definitions of distance 
w hich may be em ployed in conventional decoders.
One o f the problem s that is fundam ental in codec design is reducing the overall 
com putational complexity. In som e cases the encoding process is m ade com plex in order 
to reduce the highly com putational decoding process. The enhanced decoder is not able to 
take advantage o f the latter and initially suffered from  a high com putational complexity. 
Chapter 5 discusses the ro le o f the pattern searching scheme and sym bol selection ordering 
and how  they were used to reduce the com plexity o f the decoder, and also the role they 
played in the developm ent o f further algorithms.
The enhanced decoder produced results w hich could be classified into a  variety of 
solutions. C hapter 6 is a com prehensive study o f the results produced by different voting 
strategies along w ith the outcom es o f im posing various constraints on these strategies. 
The thesis ends w ith a conclusion chapter w hich looks back on the contributions m ade in 
this thesis. The second part o f the chapter reflects upon the possible future avenues for 
research.
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The original w ork in  this thesis can be sum m arised as follows:
• Finite field arithmetic: A lthough m any m apping schemes have been im plem ented 
it is not clear w hat advantage/disadvantage each scheme offers. A  detailed look at 
the various m apping schem es w hich are available is given.
• Transform  techniques for Reed Solom on codes: A  review  o f some o f the fast 
Fourier transform s as w ell as the discrete Fourier transform  in  the finite field is 
given.
• The theory and idea behind the Enhanced Reed Solomon decoder.
•  D evelopm ent of the three voting strategies to decode erroneous code words when 
norm al algebraic m ethods have failed.
• Effects o f im posing various constraints on these strategies. This included 
decoding using two schem es as well as discarding code w ords w hich did not 
exceed a certain voting threshold value.
• D evelopm ent o f a m eans o f recognising the best solution.
• D evelopm ent o f various algorithm s to reduce the com putational com plexity o f the 
three voting strategies. In  order to m ake the decoder m ore efficient various pattern 
searching algorithm s were developed. A lso the soft decision values were used to 
develop symbol selection ordering to further reduce the complexity.
• Com parison o f results w ith the Chase algorithm  and complexity analysis. In  order 
to m easure the perform ance of any algorithm  one m ust com pare it w ith its m ost 
successful equivalent, in this case it is the Chase algorithm.
• Publications and presentations include:
ISSSE 92, International Sym posium  On Signals, Systems and Electronics, 
Paris, France, Septem ber 1992.
EUROCODE 92, International Colloquium  On Coding Theory And 
Applications, Udine, Italy, O ctober 1992.
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BCH CODES
2.1. INTRODUCTION
The previous chapter stated that the were two form s o f coding, b lock and convolutional 
coding. A lm ost all block codes posses the property o f linearity which help simplify the 
encoding and decoding process. Cyclic codes, w hich form  an im portant subclass o f linear 
block codes are structured in  a m anner such that any cyclic shift o f a  code word will 
always result in a code word. The codes are sim ple to encode and various algorithms 
w hich take advantage o f their algebraic structure have been designed to decode them. The 
m ain area o f interest in  block codes for random  error correction is the fam ily of codes 
know n collectively as BCH, nam ed after their discoverers Bose, C haudhuri and 
H ocquenghem . A lthough binary as well as m ultilevel BCH codes exist, the concepts 
discussed in this chapter are equally applicable to both.
R eed Solom on codes, w hich w ill be studied later in this chapter, are an im portant subclass 
o f BCH  codes. In order to clarify the intricate process o f encoding and decoding these 
codes, a study o f the algebraic structure o f these codes w ill be made. This chapter begins 
w ith a basic introduction into the m athem atics o f BC H  codes and then various exam ples of 
m apping schem es are given. In  the coding section, the original historic approach of coding 
Reed Solom on codes using polynom ials is given along w ith a brief description o f coding 
using transform  techniques. The chapter then concludes w ith an introduction to the 
im portant concept o f coding gain.
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2.2.1. Polynomial Representation
Cyclic codes are best understood through the use of an algebra in w hich a polynom ial is 
used to represent a sequence. A ll code words can be generated from  a single code word 
called the generator by a sequence o f cyclic sym bol shifts and additions. Each code word 
can be expressed as a polynom ial o f the form:
c ( x )  =  Sn_\X’’ 1 +  Sn~lX" ~    4* SjX' +   +  +  -SqX0 (2 .1)
where each s n  i =  0 , 1, 2 ,  ,n  — 1 is one o f the legal symbols in  w hich the inform ation
or parity can be presented (0 or 1 in  the binary case). xf  is simply the i th position within 
the n  positional code word, x °  being the rightm ost position. The generator is referred to 
as the generator polynom ial G ( x )  and satisfies the following properties [M ichelson & 
Levesque, 1985]:
1. The generator polynom ial is a factor o f X n + 1.
2. The degree o f the generator polynom ial is n — k .
Thus, given the generator polynom ial o f a cyclic code we can deduce its properties, 
namely, the num ber o f parity check digits and code length [Sweeney, 1991] (pages 50-51). 
It has also been conjectured for binary codes that it is possible to deduce the m inim um  
distance o f the code [Farrell and Cam pello de Souza, 1982] by long division m odulo 2 
using the generator polynomial.
2.2.2. Finite Fields
BCH  codes use finite field arithm etic for their im plem entation. A  finite field can simply 
be described as a closed set o f elem ents w ith two defined operations, nam ely addition and 
m ultiplication and then  inverses. The field is also called a Galois field, designated 
G F ( q ) ,  nam ed after the French m athem atician Galois, q  being the num ber o f elements in
that field. In  addition, the field m ust satisfy the following conditions:
1. The result o f adding or m ultiplying any two elements in  the field always results
in  an elem ent w ithin the field, that is fo r a , b  €  G F ( q ) :
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a + b € GF(q) 
a * b e  GF(q)
2. The field has a unity and zero element defined such that
a + 0 = a 
a ^ l - a
for any element a in the field.
3. Each element of the field has an additive inverse element such that
a + (—a) = 0
and a multiplicative inverse denoted by b~l , such that 
b*b~l = 1
where b&  0. These properties help us to define the inverse operations of 
subtraction and division:
a — b =  a + (—b) 
where a, b e  GF(q).
— = a*b' 
b
where b & 0.
4. The associative, commutative and distributive laws apply.
Associative a + (b + c) = (a + b) + c
a*(b*c) = (a*b)*c 
Commutative a + b = b + a
a * b - b * a
Distributive a*(b + c) = (a*b) + (a*c)
9
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It is not always possible to satisfy all the properties for a finite field for every field size. It 
is found that if the field size, q , is a prime number or an integer power of a prime number
then the above conditions can always be satisfied.
2.2.3. Extension Fields and Primitive Polynomials
By raising the field size q to an integer power of a prime, m it is possible to create 
extensions to that field. The main cases of interest are usually extensions to the binary 
field, that is GF(2m). In each finite field there exists at least one primitive element, a, 
where the q — 1 powers of a  represent the q — 1 non-zero elements of the field [Clark and 
Cain, 1981], zero representing itself. For example, the eight field elements of GF(8) or 
GF(23) are:
O.o^.a1, a 2, a 3, a 4, a 5, a 6
Higher powers of a  are merely repetitions of other elements in the finite field. In 
particular, it should be noted that a 0 represents the unity element and a 7 is also equal to 
a 0 . In the general case this becomes
a 2"-1 = a 0
=> a 2""1 = 1 (2.2)
or
a 2"”1+1 = 0 (2.3)
If any of the factors of equation (2.3) are equal to zero then the conditions are satisfied. In 
addition, the factor that is chosen should be irreducible and not be a factor of a h +1 where 
h < 2 m — 1. If it is a factor of a 7' +1 then the powers of a  will repeat before all the 
nonzero elements of the field have been generated. Any polynomial that satisfies these 
conditions is called a primitive polynomial. For every possible field GF(2'n), it can be 
shown that there will always be a primitive polynomial and its degree will always be m 
[Blahut, 1983]. Appendix A gives a sample of the primitive polynomials that exist for 
different field sizes, and it is from these polynomials that the higher powers of a  are 
expressed in terms of the lower powers. In addition it should be noted that non-primitive 
polynomials also do exist. For other properties of finite field elements and primitive 
polynomials the reader is referred to Clark and Cain [Clark and Cain, 1981] and Sweeney 
[Sweeney, 1991].
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The field elem ents for G F ( 2 4) are shown in Table 2.1 which have been generated from  
the prim itive polynom ial
x 4 + x  +  l  =  0  (2.4)
For exam ple, from  the above equation all the elem ents up to a 4 are know n and subsequent 
elem ents such as a 5 are derived in  the follow ing manner:
a 5 = a 4* a L 
= ( l+ a )* a  
= a 2 + a
Power & Polynomial Representation
0 0
a 0 1
a 1 a 1
a 2 a 2
a 3 a 3
a 4 1 + a
a 5 a + a 2
a 6 a 2 + a 3
a 7 1 + a + a 3
a 8 1 + a 2
a 9 a  + a 3
a 10 1+a  + a 2
a 11 a + a 2 + a 3
a 12 1 + a + a 2 + a 3
a 13 l+ a 2+ a 3
a 14 1 + a 3
Table 2.1 Representation for the Elem ents o f GF(2^)
From  this table it clear that to add two elem ents in  a finite field one w ould add together the 
sim plified polynom ial representation o f each elem ent, for example:
a 7 + a 5 = (1 + a 1 + a 3) + (a 1 + a 2) (2.5)
= l + a 2+ a 3 (2.6)
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M ultiplication can be achieved in a  sim ilar fashion by adding the pow ers o f each elem ent 
o f a  and using the fact that a 15 = 1 .  As an example:
a 12* a 7 = a 19
= a 15* a 4 
= a 4
A lternatively add the powers o f each elem ent m odulo q  — 1.
2.2.4. Zech Logarithms
The addition o f elem ents in  a finite field using their equivalent polynom ial form  can be 
very tedious, even if  a lookup table is set up for each Galois field. A n alternative method, 
which is easier to set up com putationally is to use Zech logarithm s [Clark and Cain, 1981], 
defined in the following m anner. Let
a Z(n) =  a "  + 1  (2.7)
Then, in order to add two elem ents together
a "  +  a m =  a '"  [ a " - '" + 1]
= a m* a Z(n~'n)
= a Z(n"mH'" (2.8)
assum ing n > m .  U sing equation (2.8) in conjunction w ith the polynom ial form  of 
representing the finite field elem ents, a Zech logarithm  table can be built up. This is best 
illustrated in the form  o f an example. To calculate the Zech logarithm  Z (5 )  in  G F ( 2 4 )
a Z(5) = a 5+ l  
=  a  +  a 2 +1 
= a 10
Hence, the Zech logarithm  o f Z (5 )  is 10. This procedure is repeated until the Zech 
logarithm  table is com pleted for the field as shown in Table 2.2.
N ote that the addition o f two identical elements gives a zero result. A lso, it can be 
observed from  the Zech logarithm  table that if
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Z (m ) =  n
then
Z ( n )  =  m
i Z(i)
1 4
2 8
3 14
4 1
5 10
6 13
7 9
8 2
9 7
10 5
11 12
12 11
13 6
14 3
Table 2.2 Zech Logarithm  Table for GF(2^)
2.2.5. Mapping Schemes
Up until this point m uch of the theory given may seem to have been rather abstract with 
little relation to r e a l  digital com m unications. In order to relate digitally coded symbols to 
elem ents o f a finite field each individual elem ent is uniquely m apped onto a binary num ber 
w hich in turn is translated into a symbol. Hence, the zero elem ent in  the finite field may 
be represented by 0 0 0  w hich in  turn is translated to symbol 0 .  Subsequent symbols are 
represented by their equivalent binary values, 001 is 1 , 0 1 0  is 2  and so on. A  num ber of 
m apping schemes have been devised to represent the elements o f the finite field 
num erically. Four schem es w ill be presented, each bearing its own merits and drawbacks.
The first schem e involves letting the m  initial elem ents of the finite field be represented by 
their equivalent binary powers. Subsequent elem ents are m apped from  then- equivalent 
polynom ial representation. If  for G F ( 2 3) the prim itive polynom ial x 3 +  x  +  l  was 
chosen, this would give rise to the m apping schem e shown in Table 2.3. So for example, 
a 2 is represented by 22, a 1 is represented by 21 and so on.
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Galois Field Element Binary Number
0 000
a 0 001
a 1 010
a 2 100
a 3 = a+1 O il
a 4 = a 2 + a 110
a 5 = a 3 + a 2 111
a 6 = a 4 + a 3 101
Table 2.3 Initial Polynom ial Representation M apping Scheme
A lthough addition in  this schem e is veiy sim ple, by adding the binary equivalent o f the 
elem ents, m ultiplication is com plex. Each symbol's pow er m ust first be looked up, then 
the appropriate pow ers are added m odulo ( q  — 1) , the result m ust then be used in the look 
up table to convert back to its binary form.
In the second scheme the m  -bit coded sym bol representing the num ber i  is m apped onto 
an elem ent in the finite field  w hose pow er is one less than i , hence
i  - >  a 1'"1 (2.9)
Galois Field Element Binary Number
0 000
a 0 001
a 1 010
a 2 Oil
a 3 100
a 4 101
a 5 110
a 6 111
Table 2.4 Second M apping Schem e
The elem ent m apping in G F ( 2 3) for this second schem e is shown in Table 2.4. The 
elements are presented in a slightly m ore natural order com pared to the polynom ial 
representation scheme, but is handicapped due to the com plex addition routines required as 
dem onstrated by the following exam ple for G F (2 3):
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100 +111 = a 3 + a 6
= a Z(3)+3
=  101
In order to add two num bers, one m ust be subtracted from  each elem ent to m ap it onto the 
finite field. The addition routine is then perform ed using Zech logarithm s and one added 
to the result to m ap it back to its binary num ber representation.
Tran [Tran, 1988] suggested a schem e which lets successive G F ( 2 " ‘)  elem ents be m apped 
onto successive m -b it coded binary num bers in  their natural counting order from  0 to 
2»i-2  ^ The zero eiem ent jn  the finite field is m apped onto 2"'_ i. The elem ent m apping in 
G F ( 2 3) for Tran's scheme is shown in Table 2.5.
Galois Field Element Binary Number
a 0 000
a 1 001
; a 2 010
a 3 Oil
a 4 100
a 5 101
a 6 110
0 111
Table 2.5 Tran's M apping Scheme
The com plex addition and m ultiplication routines have been replaced w ith sim ple Zech 
logarithm  routines for addition and adding the pow ers m odulo q  — 1 for m ultiplication. 
The trade-off is that one w ill have to check for the occurrence of the zero elem ent in  the 
finite field. The reason being that if  q  — 1 occurs (zero element), m ultiplication with any 
other non-zero elem ent yields zero and addition produces the non-zero element.
The one's com plem ent m apping schem e [Sweeney, 1991] has as its m ain advantage that 
zero in the finite field is zero in  its binary representation, Table 2.6 shows the m apping 
scheme.
Although this scheme is as com putationally efficient as Tran's method, that is addition and 
m ultiplication require the sam e num ber of operations a  new Zech logarithm  table has to be 
generated in ones com plem ent form.
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Galois Field Element Binary Number One's Complement 
Representation
0 111 000
a 0 000 111
a 1 001 110
a 2 010 101
a 3 Oil 100
a 4 100 Oil
a 5 101 010
a 6 110 001
Table 2.6 One's C om plem ent M apping Scheme
2.2.6. Implementation of Finite Field Arithmetic
Although the w ork in  this thesis was only carried out in sim ulation, if  any serious 
im plem entation o f Reed Solom on codes is to be undertaken then one should consider the 
hardw are requirem ents for the im plem entation o f finite field arithm etic. A ddition is trivial 
in  finite field arithmetic because there are no carries. The key operation in  the 
im plem entation o f RS codes is m ultiplication. A  considerable am ount o f w ork has been 
undertaken in designing finite field m ultipliers for im plem entation in Reed Solom on 
codecs [Berlekamp, 1982], [Hassan and Bhargava, 1992] [Scott e t  a l , 1984]. This is 
because m ultiplication is required extensively in  the encoding and decoding algorithms.
Finite field m ultipliers can be categorised according to whether they are bit-serial or bit- 
parallel multipliers. Furtherm ore the m ultipliers tend to be fast and hardw are efficient such 
as Berlekam p's m ultiplier or regular, easily extended to different G F ( 2 m) and hardware 
intensive such as the systolic m ultiplier presented by Yeh e t  a l  [Yeh, 1984].
As shown in section 2.2.2 finite field division can be carried out indirectly by m eans o f an 
inversion algorithm, that is
c  =  a * b ~ l
One approach uses a look-up table which is im plem ented in ROM . The inverse of 
a '  e  G F ( 2 m)  is given by a 2 _1_'.  The appropriate representations of this elem ent can 
then be stored in the RO M  table. O ther m ethods include Boolean functions [Davida, 1972] 
or techniques based on Ferm at’s Theorem  [Feng, 1989].
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2.3. REED SOLOMON CODES
Reed Solom on codes which are a special subclass o f q  -ary BCH  codes were discovered in 
1960 [Reed and Solom on, 1960] and are possibly the only m ultilevel codes to be widely 
im plem ented. A  Reed Solom on code w ord defined in G F ( q m) has the code word
structure shown in Figure 2.1:
n  Components
<— 21 Parity Symbols —► «--------------------------- k  Information Symbols----------------------- ►
Figure 2.1 Reed Solom on Code W ord
B lock Length n ~ q  — 1
Inform ation Symbols k
Parity Symbols 2 t  =  n  — k
M inim um  distance ^min =  2f +  l
W hat is unique about R eed Solom on codes is that they m eet the Singleton bound 
[Singleton, 1964] w ith equality, that is
Codes that satisfy this inequality are term ed as m axim um  distance codes. This implies that 
a Reed Solom on code w ord can be reconstituted from  any k  symbols. One m ust also 
rem em ber that for Reed Solom on codes one is now dealing w ith symbols rather than bits 
where, if  q  — 2"', each symbol is m ade up o f m-bits from  the Galois field G F ( 2 ' n) ,  a
typical code word being of blocklength n. The structure of the code w ord is such that the 
2 t  parity check symbols may be placed as a block at any position in  the code word, but for 
purposes o f convenience, they are usually placed in the first 2 t  positions.
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2.4. CODING APPROACHES FOR REED 
SOLOMON CODES
B CH  coding techniques were historically developed in the time dom ain using a generator 
polynom ial approach. However, it was not until 1971 when Fourier transforms were 
defined over a finite field [Pollard, 1971], that coding techniques becam e more accessible 
to engineers m ore fam iliar w ith spectral techniques. Since then engineers have been able 
to study these codes from  a spectral dom ain point o f view and find alternative encoding 
and decoding techniques w hich can have com putational advantages.
In the following subsections the tim e and frequency dom ain approach for the coding 
process will be shown. This will incorporate the encoding, decoding and syndrome 
form ation process.
2.4.1. Time Domain Coding Using Generator Polynomials
r  i x
Y 9° V
▼v 9a.
f i  . n  -6— -  ■ — 4 f k i  to
Channel
Input Data Symbols 
c 0 cq C2 ....
Figure 2.2 Parity Check Generator for Reed Solom on Time D om ain Encoder
Conventionally, data for Reed Solom on codes encoded in the time dom ain is passed 
through an encoder circuit as show n in Figure 2.2. W hen all the data has entered the 
channel, the parity-check symbols have been generated in the registers and are ready to be 
transm itted over the channel. The m ain advantage o f encoding using this m ethod, instead 
o f the frequency dom ain m ethod is that the data is directly available at the decoder and it is 
possible to reduce the code length or have a shortened code [Blahut, 1983]. For example, 
a Reed Solom on code from  G F ( 2 5)  does not necessarily have to have 31 symbols or 155
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bits to make up the code word. If  the specification is such that few er bits are required then 
it is possible using this time dom ain coding method.
Once the data has been encoded it is ready to be transm itted over the channel. The effects 
o f the channel may cause the data to becom e erroneous. To determ ine w hether this is so, 
at the decoder the code w ord is systematically passed through a decoding circuit sim ilar to 
the encoding circuit and a new set o f parity-check symbols are generated. If  these parity- 
check symbols are identical to the ones received, then it is assum ed that no errors have 
occurred and the data is directly available. I f  the parity check symbols are different, errors 
have occurred and the decoder m ust go through an error correction process to try and 
recover the original transm itted data (see section 3.4). The tim e dom ain decoding 
approach requires the initial step o f com puting the 2t  syndrome com ponents (non-zero 
parity check symbols). This is calculated in the following manner, if,
c(X)  =  c0 +  cxX l + c2 X 2 + c3X 3 ........................cn_xX'"1
is the transm itted code w ord and
r(X)  = r0 + rxX x + r2 X 2 + r3X 3 ........................rnA X"'1
is the received word w hich can also be expressed as
r(X)  = c(X)  + e(X)
where e(X)  is the error pattern introduced by the channel. The syndrom e com ponents are
then com puted by substituting a ‘, the roots o f the generator polynom ial, into the received 
polynom ial r(X)  for i = 1,2,3,......,2t.  In  general,
S(x) = r(x)modg(x)  
and each syndrome would therefore be com puted as:
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S(l) ^ ( a 1)
S(2) =  r(ot2)
S(3) = r ( a 3) 
5(2/) = r ( a 2f)
E ach erroneous sym bol produces its own syndrome and the syndrome o f the received word 
is the sum  o f the syndromes o f each o f the erroneous symbols.
2.4.2. Frequency Domain Coding Using Transform 
Techniques
The first point that can be m ade about frequency dom ain encoding is that the parity check 
symbols are constrained to zero (in the finite field) and can be placed anywhere in the code 
w ord as long as they are in  a continuous 2 t  block (see section 3.3.5). However, for the 
sake o f simplicity the first 2 t  positions are usually chosen. A n inverse finite field Fourier 
transform  (section 3.2) o f the code w ord C ( z )  is taken and the resulting time dom ain code 
word is ready to be transm itted over the channel. For purposes o f simplicity finite field 
Fourier transform s are not discussed in  this section o f the thesis but the reader may think of 
them  as a m odified version o f the Fourier transform.
A t the decoder end the received code word has a forw ard finite field Fourier transform  
perform ed on it and if  the code word produced has its 2 t  parity check symbols equal to 
zero (in the finite field) then no errors have occurred during transm ission. If  the symbols 
are not zero then errors have occured and an error correction routine m ust be invoked to 
try and extract the original transm itted code word. This coding procedure is sum m arised 
in Figure 2.3,
E ach dom ain (tim e or frequency) has its m erits and drawbacks. The choice o f which 
scheme to im plem ent is dependent upon the design specification w hich will in turn 
consider points such as speed o f im plem entation, complexity and cost. Som e of the m ore 
im portant points o f choice o f dom ain occur in the error correction routines which will be 
discussed in the next chapter.
20
2.5. SOFT DECISION DECODING
Figure 2.3 C oding Procedure for Reed Solom on Codes
2.5. SOFT DECISION DECODING
Up until this point all decoding techniques explained have only considered hard  decision 
decoding. If  hard decision decoding is being used the dem odulator is throw ing away vital 
inform ation about the bits it receives (assum ing a binary channel). If  a confidence value is 
assigned to every bit o f inform ation received by the dem odulator then these confidence 
values may help us identify erroneous bits. This confidence value is usually called the sof t  
d e c i s i o n .The problem  that is now  faced is how  to assign these values and over what range 
they extend to.
If  the signal levels are given by - - y f f f  for 0 and for 1 ( E s is the energy received per
bit), then it is found that eight confidence levels are adequate [Clark and Cain, 1981] as 
shown in  the diagram  below, although m ore levels are possible.
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000 001 010 Oil 100 101 110 111
'-M
Increase Likelihood of 0 Increase Likelihood of 1
Figure 2.4 Soft D ecision Thresholds
Hence if a 000 is received at the dem odulator it can be said with a h igh degree of 
confidence that a 0 was actually transm itted by the encoder. H ow ever if  100 is received it 
is unclear whether this actually constitutes a transm itted bit value o f T  or whether the 
effects o f the channel have caused the degradation to 100 from  a 'O'.
To translate these received values onto som e form  o f m etric it has been found [Clark and 
Cain, 1981] that the optim um  distances are 0, 1, 2, 3, 4, 5, 6 and 8.67 from  the code 
sym bol 0. The last value gives the w hole m etric a non-linear range but for practical 
purposes it is usual to assum e a linear m etric and give the last distance a value o f 7. H ence 
a soft decision value o f 6 im plies that the decoder received a 110 which in the hard 
decision case w ould be a 1. A s w ill be seen later in this thesis, soft decision decoding can 
be used to great advantage in  certain decoding strategies.
2.6. CODING GAIN
The m easure o f perform ance for a code is usually given by a plot o f the bit error rate 
versus the energy per inform ation bit over the noise spectral density ( E b I N 0). The coding
gain is then given by the difference betw een what a coded system  achieves over the 
uncoded system for the sam e bit error rate. Conventionally, E b /  N 0 is plotted in decibels
and a logarithm ic scale is used for the bit error rate. H owever for Reed Solom on codes 
m any of the incorrect received sequences are detected as uncorrectable so a bit error rate 
becom es m eaningless. This is then replaced by a block error rate but it makes our 
calculation of coding gain slightly m ore com plex since the block error rate equations 
becom e different for coded and uncoded systems.
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For a binary PSK channel subject to additive white Gaussian noise the probability of a bit 
in error is given by:
where Es is the energy per transmitted binary symbol and N0 is the single sided noise 
power spectral density. It is conventional to use Eb rather than 2^ and the relationship 
between the two is given by
A = A x i
N0 Nc R
where R is the code rate, the ratio of the input to output symbols in one frame or for a 
Reed Solomon code k i n .  For an uncoded system where no parity symbols are used, the 
code rate R is 1 and hence equation (2.10) becomes
p - ^ e i f c
The probability of a correct decoding is then the probability of correct reception of all 
mk information bits or
pe i = ( i - p ) ’"k
and hence the probability of a incorrect decoding or a block being in error is
1 - P cd = p )mk
For a coded system the probability of a bit in error is now given by
P = - e r fc
and the probability of an incorrect symbol is
Ps = l - ( 1 - P ) ’
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where q — 21. The reasons for the incorrect decodings will be explained in a later section 
of the thesis (section 6.2.1).
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Figure 2.4 Performance Curve for a RS(63,53) code
2.7. CONCLUDING REMARKS
This chapter has presented some of the basic theory and background that is required to 
understand the implementation of Reed Solomon codes. A variety of mapping schemes 
were discussed and their strong and weak points shown. The classic approach to encoding 
Reed Solomon codes was given as was the transform technique approach. Since all the 
decoding techniques explained used hard decision decoding a more detailed description of 
soft decision decoding was given. This form of decoding is one of the key elements used 
in the development of the enhanced Reed Solomon decoder. The chapter concluded with 
an introduction to the concept of coding gain and how it is calculated for Reed Solomon 
codes.
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The probability of zero errors in a code word is then simply
and die probability of 1 symbol being in error is
P(  1 )  =
\ 3 j
psa - p s)
H—1
where
1
implies it is possible for the single symbol error to be in any of the n positions.
Similarly, the probability of i symbols being in error will be
P(i) =
v  j
p ; a - p y
The probability of a correct decoding, that is the number of errors is less than t is then
t
simply ^  P(i) or
i=0
Finally, it is now possible to calculate the block error rate, which is given by
W - p . r
i= 0
The performance curves for Reed Solomon codes can then be obtained by plotting Eb / N0 
versus 1 — Pcd. As an example a coding gain curve for a RS(63,53) code is shown in 
Figure 2.4. The block error rate or 1 ~Pa  includes both detected but not corrected errors 
and incorrect decodings. Incorrect decodings refers to code words which pass the criteria 
for a correct decoding but in fact decode to another code word. The probability of this 
event is given by the upper bound:
qn-k
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CHAPTER 3
SPECTRAL TECHNIQUES AND 
ERROR CORRECTION
3.1. OUTLINE
Algorithms for Fourier transform s and in particular, fast Fourier transform s have been well 
documented ever since their introduction [Runge, 1903] [Danielson and Lanczos, 1942]. 
Classic fast Fourier transforms have been defined with the num ber o f  points always a power 
o f 2. The problem  with Reed Solomon codes is that the num ber o f  symbols to  be 
transform ed is often one less than a pow er o f 2 (recall that the blocklength is n  =  2 m - 1). 
This chapter will describe firstly how the Fourier transform  is defined for finite fields and 
secondly give a description o f some o f  the more computationally efficient transform  
algorithms. A  detailed description o f  the error correction process is then given. A  number 
o f  algorithms are described with particular attention being paid to the Berlekamp-M assey 
algorithm. The chapter concludes with sections on erasure and soft decision decoding which 
form  the basis o f the w ork undertaken.
3.2. FINITE FIELD FOURIER TRANSFORMS
In  section 2.4, coding techniques were discussed and in particular references were made to 
using Fourier transform s over a finite field to achieve this. Over the years the discrete 
Fourier transform  (DFT) has been well documented [Oppenheim and Schafer, 1975]. In 
order to  define the Fourier transform  in a finite field one must first go back to the basic 
principles upon which the D FT was defined. I f  a sequence o f numbers is represented by
26
3.2. FINITE FIELD FOURIER TRANSFORMS
x ( i ) ,  i -  0 ,1 ,2 ,3 ,  > n ~  1, the D FT o f  the sequence in the field o f  complex numbers is
given as
n - l  - j l n i h
" (3-D
i=0
where h -  0 ,1 ,2 ,3 , ....... , n ~  I .  In  equation (3 .1 ) ,)  = f - 1  and the exponential factor e~j2lx
~ ] 2 n
is the unity element and hence e  ” is j f i 1 root o f  unity. In  order to relate the D FT to  a 
finite field transform , the root o f  unity is replaced by the element (X. This is because 
a 9-1 represents the unity element and for RS codes n -  q - 1. The finite field Fourier 
transform  over G F ( q m ) o f the time domain sequence v. can then be defined as:
vk - £ v ,o c “ (3.2)
<=0
where Vh is the transform ed frequency domain sequence, and the inverse transform  is given
by
v , - 2 7 * « - “ (3.3)
h-Q
T o illustrate the discrete Fourier transform  in a  finite field, the forw ard transform  o f  an 
RS(7,3) code word with the discrete time sequence a 10 0 a 2a 4a ° a °  over G F ( 2 3) (using 
the polynomial x 3 + x  + 1 ) will be calculated. The equivalent polynomial representation for 
the discrete tim e sequence is
v(X) = a ‘X6 + OX5 + OX4 + a 2X3 + a 4X2 + a ° X '  + a°X ° 
= a ‘X6 + a 2X3 + a 4X2 + X1 + X°
F0 - £ v,a "
i=0
= a°a° + a°a° + a 4a° + a 2a° + 0a° + 0a° + c^a0 
= a 4 + a 2 + a !
=  0
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/=0
= a°a° + a V 1 + a4a2 + a2a3 + Oa4 + Oa5 + a !a 6 
= a0 + a1 + a6 + a5 + a0 
= 0
5 = i > i « 2'
i=0
= a°a° + a°a2 + a 4 a4 + a 2a6 + Oa1 + Oa3 + a !a 5 
= a 0 + a2 + a1 + a 1 + a 6 
= 0
V3 =  Z Vi a 3 i  
f= 0
= a°a° + a°a3 + a4a6 + a 2a2 + Oa5 + Oa1 + a!a4 
= a0 + a3 + a3 + a4 + a5 
= 0
k = X >,a4'
i=0
= a°a° + a°a4 + a4**1 + a2 a5 + Oa2 + Oa6 + a !a3 
= a0 + a4 + a5 + a0 + a4 
= a5
K5 = £ v ,0 ( 51
i=0
= a°a° + a°a5 + a 4a3 + a 2a! + Oa6 + Oa4 + a !a 2 
= a 0 + a5 + a0 + a 3 + a 3 
= a5
i - 0
= a°a° + a°a6 + a4a5 + a2a4 + Oa3 + Oa2 + a V  
= ct° + a6 + a2 + a6 + a2
Hence, the transformed sequence is a ° a 5a 50000 or in polynomial form
F(z) = a V  + a V  + a V
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3.3. FAST FOURIER TRANSFORMS
Evaluation o f  equation (3.2) requires n 2 m ultiplications and n 2 additions. For field sizes 
where it is possible to factorise the blocklength it is possible to reduce the complexity o f the
Fourier transform  by changing it into a two-dimensional transform , more commonly known 
as a fast Fourier transform  (FFT). The fact that the radix o f  all the transform s is not base 2 
com plicates matters slightly. Nonetheless, it is still possible to find good algorithms. In  the 
following sub-sections the FFT  algorithms as defined by Cooley-Tukey [Cooley and Tukey, 
1965] and Good-Thomas [Good, 1958] [Thomas, 1963] will be examined.
The Cooley-Tukey FFT  algorithm changes the Fourier transform  by m apping the elements 
into a two-dimensional array. It achieves this by replacing the field size n , by its composite 
factors. For example, i f  n  ~  n' n " , then replace each o f the indices in equation (3.2) by a 
coarse and vernier index as follows:
3.3.1. Cooley-Tukey Fast Fourier Transform
i = i' + ti i" where i' = 0 , 1, 2,  n ' -1
T  = 0, 1, 2 ,.........r i ' - l
h  = n"  h' +  h"  where H -  0, 1, 2, ............ n  -1
/ i " =  0 , 1, 2,  n " - l
Substituting the above indices, equation 3.2 becomes
n -i« -1
<x(i +h i )(n ti+h )v .  . . .i +n if =0 i" =0
Expanding
(3.4)
Because the term a n n 1 h is o f the order n1 n" = 1(= n ) , it is dropped. Simplifying the 
variables v and V  into:
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v, •„ = v, I f,( f+m#
y  = vh',h" ri'h' +h"
where
where
0 ,1 ,2 ,.............n ' - l
i" = 0,1,2,.............. n"-l
H  =  0 , 1 , 2 , ...........n ' - l
/z" = 0 ,l ,2 , .............n" -1
Equation (3.3) then becomes in term s o f  a two-dimensional variable
n '- l
f=0
n"-l
f=0
The computation consists o f  a n" -point D FT on  each column followed by an element by 
element multiplication throughout the new array by a 1 / l , followed by an n' -point D FT on 
each row. Although this form  is more difficult to understand than the original, the number 
o f  multiplications and additions is m uch less. The num ber o f multiplications is now reduced 
to  n(n '  + n " )  + n .
The CooleyrTukey FFT  can be visualised as m apping one two-dimensional array into 
another [Blahut 1983, p319]. This is illustrated in Figure 3.1 for a  Reed Solomon code o f 
length 15 defined over G F (2 4). The input data  is m apped from a 1-dimensional into a 2- 
dim ensional array row by row . The transform  is perform ed as explained above and the data 
appears as shown in the second 2-dimensional array. This time however the data has been 
transform ed from colum n input to row  output.
0 1 2 3 4 K 0 3 6 9 12
5 6 7 8 9 > 1 4 7 10 13
10 n 12 13 14 V 2 5 8 11 14
Transformed
0
1
2
3
- ■ >
4
------- V
Output
Data 1112
13
14
Figure 3.1 Cooley-Tukey Shuffling
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3.3.2. Good-Thomas Fast Fourier Transform
The second fast Fourier transform  that will be described is the one developed by Good and 
Thom as. This is a  little more complicated conceptually than the Cooley-Tukey algorithm 
but is a little less complex com putationally. The Good-Thomas algorithm is another way of 
organising a  linear array o f  n  -  i i  n" numbers into an  n' by n" array. The method is quite 
different from the idea o f the Cooley-Tukey algorithm: n' and n" m ust now be relatively 
prim e. Relatively prim e means that the integers have no com m on factors besides 1.
0 6 12 3 9
10 1 7 13 4
5 11 2 8 14
Figure 3.2 Input Array
Figure 3.2 shows how the input data is arranged for the Good-Thomas fast Fourier 
transform . The data is stored in the two-dimensional array by starting in the upper left- 
hand corner and listing the data down the extended diagonal until all the inputs are filled. 
Since the length o f the sequence is relatively prim e all data inputs can be accounted for. 
N ote how the order o f  the output components (Figure 3.3) is very different from that o f  the 
input components.
0 3 6 9 12
5 8 11 14 2
10 13 1 4 7
Figure 3.3 Output Array 
The input and output data is arranged in the following manner:
Input Indices
i' -  i mod n' 
i" = i mod n"
Output Indices
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H = N" h m o d  n' 
h" = N' h m o d  n"
where
i = i' N"n"+i"N'n' (m o d  n)
(3.5)
h~n"h'+n'h" (m o d  n)
and
N1 ri +N" n" - 1
Various values for N' and N" have been calculated in Table 3.1 and values for n' and n" 
are also shown.
n n' n " N ' N " N ' n '  +  N " n " = I
15 5 3 -1 2 -1x5 + 2x3 = 1
31
63 9 7 -3 4 -3x9 + 4x7 = 1
127
255 17 15 -7 8 -7x17 + 8x15 = 1
511 73 7 -2 21 -2x73 + 21x7 = 1
1023 33 31 -15 16 -15x33 + 16x31=  1
2047 89 23 -8 31 -8x89 + 31x23 = 1
4095 65 63 -31 32 -31x65 + 32x63 = 1
Table 3.1 D ifferent values o f N ' , N " ,n '  a n d  n" 
Substituting these values o f i and h  from  equation (3.5), equation (3.2) becomes
«-i
tt = V* u ndN"n" +t"N'«’)(«"/»’+rih")
n"li +«’ /»" Z - /  t N"n"+i"N'ri w
Simplifying
y  =  V  y  n  K " { n " f i ' l i  W ( n 'f i" h "
ri'h '+ rih" Z -t Z - ' f  N"«"+i".
h’ - 1 n " -l
N'n'
f  =0 i"=0
and remembering that a " " is equal to 1 these terms are dropped. Finally, the Good-
Thom as FFT can be given in a two-dimensional form:
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n'-l n"-l
K,„- =
i’=0 i"=0
where (3 = a N"n " and y = a ;
U pon first exam ination o f the output array (Figure 3.3), extracting the data seems a difficult 
task and indeed it is. The colum ns increase in order o f  magnitude n" (modulo n ), while the 
row s increase by r i  (modulo n ) .  A  feasible way o f  extracting the inform ation is to first 
locate the co-ordinates o f  the integers 1 and 2. Then, by increasing the row  length and 
decreasing the colum n length one can systematically locate elements 3 and  4 etc. This 
procedure is repeated until all data elements have been accounted for and the data elements 
are now retrieved in their natural counting order.
The num ber o f multiplications are now reduced to n(n '  +/?."), n less than the Cooley-Tukey 
algorithm. Table 3.2 shows a com parison o f  the num ber o f multiplications required for the 
various Fourier transform s. The comparisons from D FT to fast Fourier transform s are 
quite apparent although when com paring the two fast Fourier transform s the advantages o f 
using the more com plex Good-Thomas algorithm does not seem so apparent.
G F  size n F ac to rs D FT Cooley
T ukey
G ood
T hom as
8 7 7 49 - -
16 15 5,3 225 135 120
32 31 31 961 - -
64 63 7,3,3 3969 1071 1008
128 127 127 16129 - -
256 255 3,5,17 65025 8415 8160
512 511 7,73 261121 41391 40880
1024 1023 3,11,31 1046529 66495 65472
2048 2047 23,89 4194304 231311 229264
4096 4095 3,3,5,7,13 16769025 528255 524160
Table 3.2 N um ber o f M ultiplications Required for various Fourier Transform s
3.3.3. Combination Transforms
It is possible to build a Fourier transform  algorithm by using both the Cooley-Tukey FFT  
and the Good-Thomas FFT . For exam ple, a 63-point transform  can be broken into a 9x7- 
point transform  using the Good-Thom as FFT and the 9 point transform  can be broken into a 
3x3-point Cooley-Tukey transform . This can further reduce the com putation but makes
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implementation more complex since the different mapping schemes have to be accounted 
for.
3.3.4. Transforms For Prime Length Fields
Previous Fourier transforms have only been applicable for blocklengths which are not prime 
numbers. If the blocklength is a prime number as in GF(25) and GF(27), that is length 
31 and 127, then it is not possible to apply a fast Fourier transform and take advantage of 
its computational efficiency. In this case the most commonly used algorithm is the 
Winograd fast Fourier transform which consists of four stages. Although the algorithm is 
computationally more efficient than the Cooley-Tukey, it is more intricate and still complex 
to implement. Apart from the discrete Fourier transform, other transforms for prime lengths 
were not implemented in this work.
3.3.5. Frequency Representation of RS Codes
It has been shown that using Fourier transforms one can relate the time and frequency 
domain views of Reed Solomon code words. However, no explanation was given as to why 
the parity symbols in the frequency domain were constrained to zero. In order to understand 
this one must go back to the algebraic representation of Reed Solomon code words. A 
polynomial v(X) in GF(2"’) has a root a k if the corresponding component Vk is zero.
Hence, if the first 2t components of a Reed Solomon code word are zero in the frequency
domain this implies that a k where k = 0,1, 2t - 1, are roots of the polynomial v(X).
Conversely, if v{ is zero then this implies a root of a -1 of the polynomial V(z) . By 
definition the generator polynomial of a Reed Solomon code word defined over GF(2"') 
contains 2t consecutive powers of a  as roots [Clark and Cain, 1981] or equivalently that 
the spectrum has 2t consecutive zero components. Hence the reason why a Reed Solomon 
code word in the frequency domain contains has 2t components constrained to zero.
3.4. ERROR CORRECTION
Transferring data over a channel can result in effects such as fading and noise which 
corrupts the transmitted data. Upon detection of errors the decoder will require error 
correction routines to try and cancel these effects to retrieve the original data. For Reed 
Solomon codes the additional factor that one must remember is that not only do the 
positions of the errors have to be located, as in binary codes, but also the values of the
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errors have to be calculated. The received data 01* the received word at the decoder can be 
written as (section 2.4.1):
r(X ) = c(X) + e(X)
If interference effects have not been imposed on the received data then r(X)  = c(X), the 
syndrome is zero, and the decoder proceeds to the next word. However, in some instances 
this is not the case and in order to obtain the transmitted code word c(X) the error pattern 
e(X)  has to be extracted. If the data is encoded in the time domain, then for error 
correction an additional process is required which will be described later in this section. In 
this thesis however, data was encoded in the spectral domain and as such an explanation 
will be given for this domain. The received data is forward transformed to give
R(z) = C(z) + E(z)
Being a code word, C(z) should be zero in the 2t parity positions, hence E(z) is known 
for the 2t parity positions. If we can calculate E(z) for the other n -  21 positions then 
C(z) can be derived from the above equation. To do this the assumption is made that the 
number of errors is less than or equal to t and an error locator polynomial, A(X) is defined 
such that it is zero in the positions where e(X) is non-zero, that is At.(X) = 0 when 
<?; (X) ^ 0 for all i or
X(X)e(X) = 0
This product in the time domain can be converted to a convolution in the frequency domain 
in the following manner:
i > A - , = o (3-6>jm0
where k = t, t + 1,..... , 2 f - l .  These t equations in / +1 unknowns, EQ,EX,  , Elt_x
being known, are called the key equations and can be solved by imposing an arbitrary value 
011 one of the coefficients of A . The condition that is usually imposed is to set A 0 = 1 and
the justification is that the value of A in the non-zero positions of the code word in the time 
domain is arbitrary. The above summation can be expanded as follows:
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A 0E{ + AjFj.j +.............A tE0 = 0
A 0F r+1 + AjF, + .............A (Et -  0
A o^r-l + ^ \^2t-2 + 1 0
It is clear that if t is small then solving the key equations is a relatively simple task.
However for the general case special algorithms have been devised to solve the key 
equations (see section 3.5). Once all the values of A . are known one can proceed to
calculate the other t values of Ek. Substituting A 0 = 1 into the above equation (3.6) and 
rearranging gives:
J-1
i
=*■ Ek ~ AjEk_j k -  t, t +1,... 2t -1
j-i
where I is the number of errors usually given by the number of A 's calculated. The above 
equation is in the form of an /-stage feedback shift register with A as the feedback 
polynomial as is shown in Figure 3.4. This procedure, which is used to calculate the 
remaining values of Ek is known as recursive extension.
Figure 3.4 Feedback Shift Register For Recursive Extension
The error sequence calculated is then added to the received word to produce the code word.
If the data had been encoded in the time domain and the error correction process invoked, an 
additional transform has to be taken to determine the value of the errors. This is sometimes
36
3.4. ERROR CORRECTION
seen as extra complexity for this coding domain and is offset by other factors which make 
time domain coding suitable (such as not having to transmit n symbols).
The theory given above may seem abstract and complicated but can best be explained by 
way of an example. Suppose for a RS(7,3) code the information symbols to be encoded 
were a 0, a 5 and a 1 or
C ( z ) - a V  + a V  +z4
which would be encoded by inverse Fourier transforming into
c(X) = a 2X6 + a 6 X s + a 6X4 + a 2X3 + oc'X2 + a 4X‘ + a 2X°
During the transmission process the channel introduces errors into the code word and the 
received word has two errors in positions 4 and 6:
r(X ) = ot3X6 + ot6X5 + oc2X3 + a lX 2 + o tV  + ot2X°
Forward transforming the received word gives:
R ( z )  =  a 3z 6 +  z 5 + z A + a  V  + a  xz 2 + a V  + a lz °
If no errors had been present tlie symbols in positions 0 through to 3 would be zero. The 
fact that these symbols are not tells us that errors are present and that correction is required. 
An error correction routine is invoked (see section 3.5) and gives rise to the following key 
equations remembering that the first 2t coefficients in R(z) are also the first 2t 
coefficients in E(z) and that A 0 = 1
cx1 + AjOt6 + A2a ] = 0 
a 1 + A ja1 + A 2a 6 = 0
which can be solved to give Aj = A 2 = a 3. These values are then used in the feedback 
shift register configuration of Figure 3.5 to give rise to the error sequence.
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Figure 3.5 Feedback Shift Register for Recursive Extension
Cycling the shift register by first loading the two lowest coefficients o f  E(z) (Ct1 and a 6) 
the rem ainder error sequence can now be obtained:
E(z)  = z 6 + a  V  + a  V  + a xz 2 + a V  + a !z°
and adding this to R(z) gives us the original code word
C(z) = a ' z 6 + a V  + z4
3.4.1. Polynomial Form of Key Equation
It has been shown in the previous section how to solve the key equations using the following 
equation
o
for k - t >t  + 1 ,...... , 2 /  - 1 .  However, as the codes become larger and the num ber o f errors
to correct increases it becomes desirable to find a  more efficient method to solve the key 
equations.
Remembering that the above equation is a convolution and can be expressed as a 
polynomial whose coefficients o f degree from t  to  I t  -1  are equal to zero:
[A (z )E (z )f_1 = 0
or alternatively
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A (z)E(z) = f ( z ) z 2t +Q.(z) (3.7)
where f ( z ) z 2t represents terms of degree 2 t  and £1 ( z )  represents terms o f  degree less than 
t  . £ l ( z )  is referred to as the e r r o r  e v a l u a to r  p o l y n o m i a l  and as will be shown in the next 
section it is used in more advanced error correction routines such as Euclid's algorithm and 
the Berlekamp- M assey algorithm.
3.5. ALGORITHMS FOR ERROR CORRECTION
As stated in the previous section the complexity o f the solution o f  the key equations is 
dependent upon t  , the error correcting capability o f  a  Reed Solomon code. I f  t  is small, 
methods such as Cram ers rule and Petersons Direct Solution can be used. However, if  as in 
many cases t  is large, efficient and quick methods o f solving the key equations such as 
Euclid or the Berlekamp-M assey algorithm are used. The following sub-sections will give 
b rief descriptions o f the various algorithms available with particular attention being paid  to 
the Berlekamp-M assey algorithm which was used in this thesis.
3.5.1. Cramers Method
Cram ers method involves the solution o f  the key equations by determinants. I f  the key 
equation coefficients are denoted by a m atrix A, that is
E, E,_, ............
 E,Etn Et
A - l  B2t-2 A - l ,
and if  the determinant o f A is given by Adet and Ak det is the determinant o f another matrix 
Ak which is simply the above m atrix bu t the k th column is interchanged with the right hand 
side o f the key equations. Then the solution o f the key equations are given by
4  =
k_ det
det
where division is perform ed in GF(q) and it is assum ed that Adat is not equal to zero in the 
finite field.
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Except for systems o f  only two or three equations, the determinant method is too inefficient 
and as such is not often used to solve the key equations.
3.5.2. Peterson's Direct Solution Method
Peterson’s direct solution m ethod [Peterson and W eldon, 1972] is more o f  a decoding 
m ethod which is built up from  five steps. The first step is to calculate the syndrome values; 
this is only applicable if  the encoding was perform ed in the time domain (see section 2.4.1). 
Use Cram ers rule to com pute the coefficients o f  the error-locator polynomial as shown in 
the previous section. A  procedure called the Chien search [Chien 1964] is used to calculate 
the roots o f the error locator polynomial. The error values are then calculated by solving a 
set o f  predetermined equations called the syndrome equations and the received word is 
computed by adding the error values to the received word in the calculated positions. 
Peterson's method is outlined below.
•  Compute the syndrome values Sk for k -  0 ,1 , ......., 2 /  - 1  (only necessary if
encoding performed in the tim e domain.
•  Using determinants, calculate the num ber o f errors.
•  Compute the coefficients o f the error-locator polynomial A ( z ) .
•  Using the Chien search find the roots of the error locator polynomial.
•  Obtain the error values by solving the predefined equations.
•  Correct the received word.
• I f  the syndrome o f  the corrected word is non-zero announce error detection.
For correction o f  a  large num ber o f  errors Peterson's method becomes inefficient due to 
computational complexity and for such cases other methods have to  be investigated.
3.5.3. Euclid's Algorithm
The algorithm as described by Euclid is the basis o f another error correction algorithm 
which uses the polynomial form  o f  the key equation. Its connection between finding the 
greatest common divisor, which m ost frequently finds application in pure m athem atics, and 
solving the key equations is not apparent. In  this section, its application to solving the key 
equations will be given and no attem pt will be made to show its relevance to its more 
traditional application. Although this algorithm was not used in this thesis a description is 
given to  show w hat methods are available and the reader is referred to Sweeney [1991] or 
Clark and Cain [1982] for a  m ore detailed explanation.
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Euclid's algorithm is based upon polynomial division o f  the polynomial form o f  the key 
equations
A  ( z ) E ( z )  =  f t z ) z 2' + C l ( z )
which can be rearranged to  give
f ( z ) z2'+A(z)E(z) = 0.(z)
This is analogous to the more commonly used mathematical form o f Euclid's algorithm 
given by
f ( z ) a ( z ) + g ( z ) b ( z )  = r(z)
Using a certain set o f  initial conditions and letting a ( z )  -  z 2t and b ( z )  = S ( z ) , c i ( z )  is 
divided by S ( z ) to produce a  quotient and a rem ainder q f z )  and i \ ( z )  respectively. I f  the 
degree o f the rem ainder i\ ( z )  is less than t,  then the algorithm terminates. O therwise, the 
algorithm is repeated with b f z )  now being divided by q ( z ) ,  again a test is made to see 
whether or not the termination point is reached, otherwise the process continues by now 
dividing i \ ( z )  with r2(z ) . This process is sum m arised below.
a ( z )  -  z 2t
b ( z ) - S ( z )
•  Initial conditions are:
g . i(z )  = 0
£0(O = l
ii = 1
•  Divide z 2t by S ( z )  to give the rem ainder i\ ( z )  and the quotient q f z )
• Repeat and increment n
8n(z) = <ln(z)8n-l(z) + 8n-2(z)
• Stop when d eg [rH(z )] < t.
• A (z )  = g n(z)
3.5.4. The Berlekamp-Massey Algorithm
The solution o f the key equations as approached by Berlekamp and later modified by 
M assey [1969] can be viewed as the generation o f a  minimum length shift register which 
predicts the first 2 t  syndrome values S ( z ) .  The idea is to iteratively generate the syndrome
values with the shortest possible feedback register. I f  the prediction fails then the register is 
modified in a m anner such that the correct syndrome is generated but the length o f  the
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register is increased by the smallest possible amount. The procedure is terminated when the 
first 2/ symbols of S(z) have been generated.
The syndrome values are generated by a connection polynomial C(z) until it fails to 
correctly predict the next syndrome. Another polynomial D(z),  called the correction term 
is used to modify the connection polynomial C(z) when C(z) fails to correctly predict the 
next syndrome value Sn for 1 < i < 2/. It does this by calculating the difference A,
between the current syndrome value and the previous values generated by the feedback shift 
register. This point is of the utmost importance because not only will A have corrected 
C(z) but it will also ensure that the previous syndrome values are not affected. This can be
best shown by way of example but before that the Berlekamp-Massey algorithm can be 
summarised as follows:
C(z) Connection Polynomial;
D(z)  Correction Term;
C (z) Modified Connection Polynomial;
L Length of Shift Register;
A Discrepancy, the difference between the new syndrome value and the value
generated by the feedback shift register.
• Initialise variables
C(z) - 1  
D(z) -  z 
L = 0
7 = 0
• Calculate A
L
• If A = 0, then no need to modify the connection polynomial.
* If A =£ 0 then:
1. Modify connection polynomial:
C \ z ) = C ( z ) - A D ( z ) .
2. Check length of feedback shift register, if 2L> j  exit the if loop.
3. Update length of feedback shift register:
L ~  j ~  L
• Update Connection Polynomial 
C(z) -CT(z)
• Update Correction Term 
D (z)«zD (z) .
• Increment / 
j  " 7  + 1-
• If j  < 2t, repeat from calculation of A, otherwise stop.
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Example
Consider the double error correcting RS(7,3) code example from section 3.4. T he syndrome 
was given by:
S(z) = a V  + a lz 2 + a V  + a !z°
Initialise variables 
A = a 1 
I f  A * 0
C *(z) = a° + a ‘
L  =  \
D[z\ = a 6 
Update C(z)
Update D[z] -  z a 6 
7 = 1
A = a°
If A ^ 0
C*(z) = a° + a 5z
L = 1
2 L >  j ,  exit if  loop 
Update C(z )
Update D(z)  = ot6z 2 
7  =  2
A = a 2 
If A * 0
C* (z) = a° + a 5z + a !z2
L  =  2
D[z\ -  a 5 + a 3z 
Update C(z)
Update D [z] = a 5z + a 3z 2 
7 = 3
A = a 4 
If A * 0
C*(z)  “  a°  + a 3z + a 3z2
L - 2
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2 L >  y ,e x  it if  loop 
Update C (z )
Update D [ z ]  =  a 5z 2 + a  V  
7 = 4
7 = 2 / ,  Algorithm terminates.
Hence the feedback shift register required to  produce the new error sequence is 
C (z ) "  1 +  <X3z + a 3z 2 which is the same result as obtained in section 3.4.
The Berlekamp-M assey algorithm is easier to implement than Euclid's algorithm although 
no attem pt has been m ade here to  justify  certain statements such as the initial conditions. 
The algorithm terminates within 2 /  iterations. I f  the degree o f the connection polynomial or 
FSR  at the end o f the algorithm is greater than t  then one cannot assum e that the algoritlim 
will correct all the errors and error detection is announced [Michelson and Levesque, 1985],
In  the general case o f  2 / iterations o f  the Berlekamp-M assey algorithm, it can be said that 
the num ber o f  multiplications is o f  the order o f  / 2 [Blahut, 1983 p331]. For large codes 
and large t  this order can be com putationally inefficient. It is possible using two variations 
o f the Berlekamp-M assey algorithm , termed accelerated and recursive, to  reduce this 
complexity. The accelerated Berlekamp-M assey algorithm tries to reduce the large number 
o f m ultiplications into a subset o f  sm aller ones. The recursive method works by recursively 
splitting the problem  until only one iteration is required to compute the solution. For a 
fuller explanation the reader is referred to Blahut [Blahut, 1983, pp. 331-340].
3.6. ERASURE DECODING
Under certain channel conditions the dem odulator sometimes receives bits o f  data where it is 
unclear w hether a  0 or a 1 b it has been transm itted. This can occur if  the received bit value 
coincides with the threshold o f transform ing a bit 0 to  1 or vice-versa or where a high level 
o f  impulsive noise is detected. At this point the demodulator which does not have a high 
degree o f  confidence in its decision may m ark the appropriate bit which is then said to have 
been erased. The value assigned to an erased bit is arbitrary although it is usual to assign it 
the hard decision value given by the demodulator.
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When an erasure occurs, the code is capable of correcting any pattern of / errors and e 
erasures provided that the following inequality is adhered to:
21 + e < d m(3.8)
where dmm is the minimum distance of the code, n -  k +1 for Reed Solomon codes. If there 
are no errors present, then from equation (3.8) it can be said that it is possible to construct a 
Reed Solomon code word if up to any n -  k symbols are erased. This important fact will 
be utilised in the next chapter and is one of the basic ideas used in the research earned out.
To correct errors and erasure in Reed Solomon codes an erasure locator polynomial T (z) is 
defined in addition to the error locator polynomial A(z) by
r ( z ) = r L i + z a '*) <3-9>*=i
where ik is the position of each of the e erasures. The error correction algorithm is also 
modified to take into account these erasures. For the Berlekamp-Massey algorithm the 
following parameters are changed as shown below:
• Calculate T (z ) .
• Replace A(z) with \P(z) where 'P(z) represents the combined erasure and error 
locator polynomial A(z)T(z) .
• Change initial conditions to:
n = I = e
¥ „ ( 0 - r ( z )
De (z) = zT (z)
• Complete Berlekamp-Massey algorithm as before.
3.7. CONCLUDING REMARKS
This chapter has presented an analysis of the various transform techniques that can be used 
to implement Reed Solomon codes. The conventional discrete Fourier transform was 
applied to finite fields as were fast Fourier transforms with a computational comparison of 
the various transforms also being given.
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The standard algebraic error correction process is then described with particular attention 
being given to the conditions under w hich error correction fails. V arious error correction 
algorithm s are then analysed from the relatively simple algorithms such as Cram er's method 
to the more complex and powerful ones such as the Berlekamp-M assey algorithm. Finally 
the concept o f erasure decoding is discussed. This will be used later in this thesis to develop 
the enhanced decoding algorithm.
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CHAPTER 4
DECODING BEYOND THE BCH 
BOUND
4.1. INTRODUCTION
The last few chapters have concentrated on w hat options are available to us for the design 
o f a Reed Solom on coder. This chapter starts w ith an introduction into w hat com ponent 
parts were used in  the im plem entation o f the coder, how  the channel w as sim ulated and 
w hat procedures were used to generate the code words or messages.
It then proceeds to describe som e o f the general decoding algorithm s available which can 
also correct m ore than t  errors. These include the Generalised M inim um  D istance 
D ecoding algorithm  [Forney, 1966], Chase algorithm  [Chase, 1972] and m ore recently 
Taleb's m inim um  weight decoder [Taleb, 1989] w ith particular attention being m ade to the 
Chase algorithm.
A  description w ill then be given o f the way in w hich the E n h an ce d  R e e d  So lom on  D e c o d e r  
was developed. The decoder comes into effect only w hen standard algebraic error 
correction m ethods fail. The enhanced decoder is based upon the principle o f using 
e ras ure  d e c o d in g  and sof t  dec i s i on  v a lu es  in  an attem pt to find the best solution. W ith this 
in m ind, the algorithm  had to be relatively 'sim ple and efficient to im plem ent requiring 
m inim um  complexity. The m ethod was developed in various stages and section 4.4.1 
describes the context in w hich the original idea was presented.
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4.2. IMPLEMENTATION OF REED SOLOMON 
SIMULATOR
Figure 4.1 shows a block schematic of the implemented simulator. It can be observed that 
after the initial parameters have been selected the simulator goes into a loop a specified 
amount of times, encoding, transmitting over the channel and then decoding. For the 
purposes of simplicity the details of the enhanced decoding process have been omitted in 
the schematic and a detailed explanation can be found later in this chapter (section 4.4).
Figure 4.1 Simulator Block Schematic
4.2.1. Initial Parameters
One of the first points to consider when running a simulation is what type of code to use. 
Since the encoding is performed in the frequency domain shortened codes cannot be 
considered. The following fields were made available to the user:
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GF{ 23)
G F(24)
GF( 2s)
GF(2‘ )
The user is then not only able to specify the field size but the error correcting capability t , 
of the code. Hence it is possible to simulate codes such as RS(15,9), RS(31,25), 
RS(63,53) and so on. The user can also change the number of quantization levels ranging 
from 8, 16, 32, 64 and 128 levels with 8 levels set as default. The number of code words 
or blocks also has to be specified.
Having decided what code to simulate the next step is to generate the data which for the 
purposes of simulation can either be generated as all zero or random data generated by a 
random number generator algorithm.
4.2.2. Code Word Generation
For simulation purposes it is usual to transmit the all zero code word or the same code 
word although it is equally valid but more time consuming to transmit different code 
words. The problem with using the all zero code word is that the messages are not 
protected against biasing in the decoding algorithm. In this thesis the data was generated 
using an algorithm which had an undetermined period [Park and Miller, 1988]. Data 
generation is based on a random number generator algorithm which uses D. H. Lehmer's 
minimal standard [Lehmer, 1951] for generating a uniformly distributed sequence between 
0 and 1. The random binary numbers produced are then converted to the relevant symbol 
values in the appropriate Galois field GF(2"'). The resulting code word produced of 
length k symbols or km bits is now ready for encoding.
4.2.3. Encoding
Once the code word data is available it is ready for the encoding process. Recalling that 
the coder is encoding in the frequency domain (Figure 4.1), the 21 parity symbols (zeros in 
the frequency domain) have to be added. The parity symbol values or bit values depend on 
the mapping scheme used and for this coder the mapping scheme suggested by Tran 
(section 2.2.5) was implemented. The 21 parity symbols were placed in the low order
positions of the code word, that is positions 0,1,2,3,..... . 2t  - 1 .  The resulting code word
of length n — k + 2t  is now ready to have an inverse Fourier transform performed on it to
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give a tim e dom ain code w ord c ( X ) . The user is given the choice of three Fourier 
transform  algorithms with the D FT set as the default:
1. D iscrete Fourier Transform  (DFT)
2. Cooley-Tukey Fast Fourier Transform
3. Good-Thom as Fast Fourier Transform
If  the field size is not appropriate for a fast Fourier transform  then the user is notified as in 
the case o f G F ( 2 5) or G F ( 2 7) .
4.2.4. Channel
W hen data is transm itted over a channel, the channel can take a variety o f form s from  data 
transm itted over a network, speech on a m obile channel or im ages from  a satellite, each 
channel im posing different conditions. For the purposes o f this thesis only Gaussian 
channels were considered although other channels are equally applicable. The Gaussian 
channel was sim ulated by taking each transm itted bit and translating it into an unquantized 
value by applying the following equation:
The ±1 value is dependant on w hether a one (1) bit has been transm itted for +1 or zero (0) 
bit for - 1 .  The m d  variable is a random  num ber generated using the Lehm er m inim al 
standard and norm alised for a G aussian distribution. Hence, the transm itted bit value is 
translated to an unquantized value w hich can then be changed to a soft decision value with 
the appropriate num ber o f levels, defaulted as 8.
Soft Decision 
V alues
1 1 7 0 0 5 5 0 0 0 7 3 0 7 7 7 6 2 7 6 0
Equivalent 
H ard Decision 
Binary Values
0 0 1 0 0 1 1 0 0 0 1 0 0 1 1 1 1 0 1 1 0
H ard Decision 
Sym bol Values
1 1 4 2 3 6 6
Table 4.1 Soft to H ard D ecision Exam ple
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This changing of bit values into soft decision values has the effect of possibly adding errors 
onto each bit and each length n code word is now replaced by a code word consisting of 
mn soft decision values. For example a RS code in GF(23) can have its 21 soft decision
values hard decision converted to 7 symbols as shown in Table 4.1.
4.2.5. Decoding
Figure 4.2 Block Schematic of the RS Decoder
Figure 4.2 is a flow chart of the RS decoder process implemented. The received code 
word r(X)  has a forward Fourier transform performed on it to give a frequency domain 
word R(z) . The 2t  syndrome symbols are examined and if they are zero (in the finite
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field) then a code word has been received and the decoding process terminates. However, 
if the syndrome is non-zero then it is apparent that errors have been incurred and the 
decoder proceeds to the error correction process. The error correction algorithm that was 
implemented was the Berlekamp-Massey algorithm [Massey, 1969] which if successful, 
terminates with the degree of the connection polynomial less than or equal to / .
One must not assume however that if the syndrome is zero that no errors have occurred. A 
combination of the channel and decoder could have corrupted the data so that the error 
correction process terminates to produce another code word. This is usually referred to as 
a miscorrection.
The connection polynomial produced by the Berlekamp-Massey algorithm which is used as 
a feedback shift register gives rise to the error sequence E(z) which is produced in the 
recursive extension process. This process is said to have failed if the error sequence 
calculated is non-cyclic, that is
Ek ^  E,i+k
This implies that there are more than t errors and the decoder has detected this fact but it 
is incapable of correcting them. The fact that the error sequence is non-cyclic is one of the 
ways of checking that the error correction process has failed. This condition is equivalent 
to showing that for a shift regster with feedback to produce a sequence which is cyclic with 
period n , the feedback polynomial, C(z) in the case of the Berlekamp-Massey algorithm, 
must be a factor of X n +1. In GF(« 4-1), it can be shown [Sweeney, 1991] that the 
factors of X n 4-1 are
l 4 l , l 4 a , Z 4 a 2 , . . . . . , 1 4  a " '1
That is, the non-zero elements of GF(n 4-1) are the roots. For C(z) to be a factor, it must 
take the form of some sub-set of the factors of X n +1. If C(z) is of degree t , it will have 
t different roots, which is the known condition for correctable errors. As will be seen in 
the next section, various methods will show how it is possible to correct more than t 
errors.
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4.3. ALGORITHMS FOR CORRECTING 
ERRORS BEYOND t
The following subsections outline some commonly encountered decoding algorithms 
which can be used for Reed Solomon codes. As RS decoding algorithms, they are 
inefficient when compared to standard algebraic methods but offer the added advantage 
that in some cases if more than t errors are present then it is possible for these algorithms 
to correct these errors. The main advantage that standard algebraic methods offer over 
these algorithms is that they assume at most t errors are present and so are more 
computationally efficient. The following algorithms do not assume this and since in a high 
percentage of cases the number of errors is less than t , these algorithms become 
inefficient.
4.3.1. Chase Algorithm
The Chase algorithm [Chase, 1972] is an error correction algorithm which consists of 3 
simple stages:
• Perform hard decisions on each received symbol to produce a received sequence.
• For each received sequence, generate a set of error patterns to produce a set of new 
sequences and decode.
• For each code word produced, compute the distance from the received sequence 
and choose the code word which is closest.
Chase proposed three variations on this basic algorithm for binary codes. These variations 
were concerned with the various ways of producing the error patterns.
4.3.1.1. Chase Method 1
The first method of the Chase algorithm is an exhaustive routine which takes as its error 
patterns all possible combinations of [_d /  2 j bits and error decodes them. In the multi­
level case for Reed Solomon codes this extends to taking all possible combinations of 
\_d/2j  symbols and for each symbol combination, try all (2"‘ y-dn  ^ bit combinations.
Hence a total of
__________  x  n m )U/2J
\_d!2 \ \ (n- \_d l2 \ ) \
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which simplifies to
n\ ,
 x qt \(n - 1)
passes are required for an exhaustive test of the Chase algorithm.
By performing an exhaustive search of error decoding l_Jmin / 2 J symbols which in all 
cases will become t symbols, the algorithm is trying to locate t errors. When these t 
errors are located, if any other errors are present, up to t more errors, then they will also 
be corrected.
The code word which is closest to the received code word can be determined by using a 
distance decoding method. It has been found that Chase method 1 gives the best 
performance [Clark and Cain, 1982] because it produces all the possible combinations of
r  d~\
the — error patterns, however it suffers from the fact that it is computationally
inefficient and except in computing distance the soft decision confidence values are not 
utilised.
4.3.I.2. Chase Method 2
Method 2 of the Chase algorithm goes some way into reducing the computational 
complexity imposed by method 1 by using the soft decision information. It takes the i 
least reliable positions where i is an integer which does not exceed | dmin 72 |. All
possible combinations of bit values for these positions are tried. In a binary code this is 
relatively straightforward, that is all 2' possible combinations are error decoded, but for a 
multi-level code such as a Reed Solomon code the symbols have to be changed to their bit 
equivalents and all possible combinations of the bits have to be error decoded. This means 
that for the i least reliable symbols chosen, at least (2"')' error decodes are necessary for 
those symbols.
RS Code Chase Method 1 Chase Method 2
7,3 1344 64
15,11 26880 256
15,9 1863680 4096
31,27 476160 1024
31,25 147292160 32768
Table 4.2 Computation Order For Chase Algorithm Methods 1 and 2
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A lthough the complexity for this m ethod is reduced (Table 4.2) it is clear that the 
perform ance will suffer, h i general m ethod 2 is m ore widely used because perform ance 
does not suffer too much.
4.3.I.3. Chase Method 3
M ethod 3 determ ines the d  — l  least reliable positions. The error pattern is then m ade by 
placing in  the binary case, ones in  the i  least reliable positions and zeros elsewhere. Note
that for d  odd, i =  0 ,2 ,4 ,  , d  — 1 and for d  even, i =  0 ,1 ,3 ,........  d  — 1. Extending the
third m ethod o f the Chase algorithm  to the m ulti-level case is open to interpretation. 
Placing the zeros is straightforw ard enough and indeed placing ones in  the i  least reliable 
positions is as well, but then one is not using all possible values o f the m ulti-level symbols 
and hence all possible com binations o f the code w ord will not be produced. For the case 
o f Reed Solom on codes the d  — 1 or 2 /  least reliable positions w ill be error decoded trying 
possible com binations as explained above. H ence, at least
for i =  0 ,2 ,4 ,  , d  — 1 w hen d  is odd
for i  =  0, 1,3 ,......, d  — 1 w hen d  is even
decodes are necessary for all the possible values for the symbols. This increase the 
com putational complexity o f the algorithm  w hen com pared to the other two m ethods as 
shown in Table 4.3.
RS Code Chase Method 3
7,3 4161
15,11 65793
15,9 16843009
31,27 1049601
31,25 1073742849
Table 4.3 C om putation O rder F o r Chase A lgorithm  M ethod 3
4.3.2. Forney's Generalised Minimum Distance Decoding 
(GMD)
Forneys GM D decoding algorithm  [Forney, 1966] uses erasures and soft decision values 
for its decoding technique and is an error and erasures algorithm. The algorithm  is best 
described in the following sequence o f steps:
S ( 2
i
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• Take hard decisions o f the received sequence and form  a sequence called the 
original received sequence.
• U sing the soft decision values, erase the 2 least reliable symbols, erasure decode to 
form  a new  code word.
• N ow  erase 4 symbols and repeat until at m ost d  — 1 symbols have been erased or
until the best code w ord has been found.
• The best code word is defined in the following manner:
If  symbol i  has confidence value y , then count y  if  the decoded and original
symbols match.
If  they do not m atch count —y .
Sum  for the entire code word, that is n  symbols.
I f  the sum  exceeds n  — d . ,  then the best code word has been found.
Figure 4.1 Forneys GM D M atching Symbols
The great advantage o f this algorithm  is that it only requires at m ost ( [ d min + 1 ] /  2 )  or t  
iterations. However, at m ost it can only correct d  — 1 symbols if  all the errors are in the 
erased pattern.
4.3.3. Minimum Weight Decoder
Taleb's M inim um  W eight D ecoder, M W D  [Taleb, 1989] is a reduced search m inim um  
distance decoding algorithm . The basic decoding m ethod is a trial and error m ethod 
(systematic search) based upon polynom ial division of the received word with the 
generator polynom ial to generate a syndrome. The H am m ing w eight o f the syndrome is 
calculated and if  it is less than or equal to t  the error pattern has been found. I f  the weight
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is some other value then a new  syndrom e value is generated and the process repeated until 
the H am m ing w eight o f the syndrom e is less than or equal to t  . The transm itted code 
word can then be calculated. The algorithm  can be m odified to incorporate soft decisions 
and im proved to take into account error patterns that polynom ial division does not 
generate. However, M W D  although relatively efficient com putationally suffers from  the 
fact that the code rate ( k i n )  m ust satisfy the follow ing criterion:
where f  is the num ber o f errors that can be corrected. A ssum ing f  =  n  — k  for soft 
decision this can be rew ritten as:
n n  — k
Only certain Reed Solom on codes m eet this criteria as shown in Table 4.4. All the single 
error correcting codes pass the criteria but besides the RS(7,3) double error correcting code 
no other codes pass the criteria.
RS Code k  ^  2
n  n  — k
7,5 Yes
7,3 Yes
15,13 Yes
15,11 No
15,9 No
31,29 Yes
31,27 No
31,25 No
Table 4.4 Reed Solom on Codes W hich Pass Criteria Required For 
Taleb's M inim um  W eight Decoder
Therefore if  the num ber o f errors that can be corrected increases through the use o f soft 
decisions the code rate decreases. A lternatively for large code rates the num ber o f errors 
that can be corrected is small. This im poses a severe lim itation on the algorithm  but is 
counteracted by its com putational efficiency.
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4.4. DEVELOPMENT OF ENHANCED REED 
SOLOMON DECODER
4.4.1. Motivations
The original idea of the enhanced decoder was suggested by J. K. W olf [Wolf, 1983] in the 
context o f the relationship between the discrete Fourier transform  and error-control codes. 
W olf applied his theory o f error detection and correction to signal processing and impulse 
noise cancellation. He argued that using DFT codes it was possible to correct 
approxim ately twice as many errors as the codes were designed for.
In our adaptation o f this theory to Reed Solom on codes, an attem pt will be made to justify 
that it is possible to improve the error correcting capability of a Reed Solom on code, which 
by definition is t  errors to 2 t — 1 errors. At a later stage in this thesis it will be further 
shown that it is possible to im prove upon this and under certain circum stances it is 
possible to correct up to 2 / errors.
4.4.2. Theory
It has been shown (section 3.6) that if any n — k  or 2 1 positions are erased in a Reed 
Solom on code word then it is still possible to reconstruct a valid code word. W ith this in 
mind, if a Reed Solom on code word has failed to be corrected by the standard algebraic 
decoding techniques, that is m ore than t  errors are present, if  2 / symbols are erased and 
then decoded, a valid Reed Solom on code word will be reconstituted.
If the symbols where the errors lie are erased, then by decoding again the transm itted code 
word will be reconstituted. This is best illustrated by way of an exam ple for a RS (7,3) 
code where V constitutes a correct sym bol and X an erroneous one.
V X X V V X V
0 l 2 3 4 5 6
The above code word shows errors in positions 1, 2 and 5 respectively, that is the sequence
has three errors. Standard algebraic techniques can only correct t  =  2  errors, hence, if 4
symbols are erased and the symbols that are erased incorporate the errors thus:
V V V
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Key:
Position Erased
Then the reconstituted sequence will correct the erroneous symbols and it will correspond 
to the received sequence in at least 1 position, the non-erroneous symbol ( 4 th or lightly 
shaded symbol):
V H D H
Key:
Symbol M atch
If an erasure pattern was chosen that did not incorporate all or some o f the errors thus:
V X
Then the reconstituted sequence is likely to differ from  the received sequence in all the 
erased places:
X X X X X V
4.4.3. Basic Implementation
After having chosen the erasure pattern, the decoding procedure is as follows. Since an 
erasures only decoder is being considered there is no need for the Berlekam p-M assey 
algorithm  because all the required inform ation comes from  the erasure locator polynomial 
T ( z ) .  Hence, if  for a RS(7,3) code the positions 1, 2, 4  and 5 were being erased, from
equation (3.9) the erasure locator polynom ial would be:
r(z) = (1 + zct1 )(1 ■+ zoc2 XI +  z a 4 )(1 + zcx5)
The coefficients o f the erasure locator polynom ial are then used in a feedback shift register 
as before, but w ith the syndrome values which were initially generated by the Berlekamp- 
M assey algorithm  used as the initialisation values in the shift registers. Recursive
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extension should then generate an error sequence which is added to the received word to 
produce the code word. However our task is not complete since it is unclear whether this 
code word is correct and if erasing any other position might produce the correct code word. 
These factors will be discussed in the next section. If the assumption is made that the 
errors have been located by the positions chosen to be erased, then an example can show 
how the enhanced decoder works.
Example
Suppose we have a double error correcting RS(7,3) code word:
C(z) = a V  + a V  + a  V
defined over GF(23). To encode this code word 2t  parity check digits are added and an
inverse transform taken to give
c(X) = a 3X 6 + a°X 5 + OX4 + a 5X3 + a 3X2 + OX1 + oc4X°
Transmission over the channel introduces errors at positions 1, 5 and 6 giving the received 
word:
r(X ) = criX6 + a 1 X s + OX4 + oc5X3 + a 3X2 + oriX1 + a 4X°
In order to retrieve the information a forward transform is taken to give the sequence
R(z) = a V  + a  V  + a V  + a  ¥  + a  V  + a V  + a°z°
which we can immediately tell is erroneous because the first 2t  components are non-zero. 
Execution of the Berlekamp-Massey algorithm produces an error sequence which does not 
have the correct cyclic length of n .
E(z) = ot V  + a  V  + a  V  + a  V  + a  V  + a  V  + a°z°
Hence, error detection and not error correction is announced and the enhanced decoder
comes into effect. Erasing positions 1, 2, 5 and 6 gives an erasure locator polynomial of
T(z) = (1 + a 6z)(l + a 5z)(l + a 2z)(l + a lz)
= 1 + a V  + a  V  + a V  + a V
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which would give the following error sequence and possible code word of
E(z) = a  °z6 + a  V  + a  V  + a V  + a V  + a  V  + a°z° 
C(z) = a  V  + a  V  + a  V  
c ( X ) =  a  V  + a  V  + Oz4 + a 5z3 + a V  + Oz1 + (x4z°
Being in the privileged position of knowing where the errors are one can say that erasing 
positions 1, 2, 5 and 6 w ill give us the correct code word C(z). H ow ever if any other 
positions are erased which do not incorporate the erroneous symbols then the correct code 
word will not be produced, as shown in Table 4.5.
A  variety of problem s instantly come to m ind with the example:
• W hich solution does one choose as the transm itted code word?
• W hich positions does one erase?
• At what point does one stop?
Solutions for each of the above problem s were developed individually to improve the
perform ance o f the enhanced decoder. The first problem  to consider is which solution to
choose as the transm itted code word or winner .
C(z) 7 7 7 7 3 5 1
c(X) 4 7 3 5 7 0 3
Position o f Errors X X X
r(X ) 4 3 3 5 7 1 1
R(z) 0 0 6 6 6 7 3
Positions Erased
Possible E(z) 0 0 6 6 4 5 0
Possible C(z) 7 7 7 7 3 5 1
Possible c(X) 4 7 3 5 7 0 3
Positions Erased 4 j | |  6
Possible E(z) 5 1 6 0 6 6 0
Possible C(z) 7 7 7 7 5 4 7
Possible c(X) 0 5 2 1 2 2 7
Table 4.5 Enhanced Error D ecoding Exam ple
61
4.5. VOTING SCHEMES
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4.5.1. Symbol Voting Scheme
The above exam ple indicated that when the erasure pattern incorporated all the errors in 
the time dom ain, the reconstituted code word corresponded to the received sequence in at 
least one o f the erased positions (assum ing a m axim um  o f 2 t  — 1 errors).
If the com parison is m ade solely on the basis o f whether the symbols are the same or 
different then each instance o f a corresponding sym bol can be regarded as a symbol vote 
for that solution. If there are no more than 2 t  — 1 symbol errors then the correct solution 
will get at least 1 vote if all the errors are in the erasure pattern, whereas no other solution 
is guaranteed any votes. The symbol voting scheme is illustrated in Table 4.6 for a 
R S(7,3) code word. The voting is carried out only on the positions erased since the other 
positions are bound to correspond.
Received W ord 1 1 4 2 3 6 6
Positions Erased
Reconstituted W ord 1 5 6 3 3 6 6
M atching Symbols
N um ber of Symbol 
Votes
1
Table 4.6 Sym bol Voting Scheme
W ith the symbol voting schem e it was found experim entally for codes with a low error 
correcting property, that if t  is small, a large num ber of erasure patterns give the same 
num ber o f symbol votes and hence there is no clear winner. This is not necessarily the 
case when 21 is quite large.
One can observe that although sym bol voting produces the correct transm itted code word it 
also produces many other code words which are incorrect and the voting scheme is not 
always able to discrim inate. Hence the voting schem e needs to be enhanced to give us a 
better indication of the correct code word.
Symbol voting cannot give a different answ er to algebraic decoding because using symbol 
voting, any sequence which has no more than t  errors com pared w ith some code word 
will always give a least t  votes to that code word. Since the m inim um  distance o f a Reed 
Solom on code word d min =  2 t  +  1, the sequence requires at least t  +  \  more errors to get
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another code word. Hence one m ust erase those t  +  l  positions (and t  — 1 more to make 
2 t )  to get another code word. Therefore the m axim um  num ber o f votes that can be 
achieved is /  — l .  Therefore as symbol voting cannot give a different answ er to algebraic 
decoding assum ing up to t  errors, algebraic error correction may be used to filter out the 
t  or fewer errors.
4.5.2. Bit Voting Scheme
The next enhancem ent was to replace each symbol w ith its equivalent binary representation 
as illustrated in Table 4.7.
Received W ord 1 1 4 2 3 6 6
Binary Equivalent 001 001 100 010 011 110 110
Positions Erased
Reconstituted W ord 1 5 6 3 3 6 6
Reconstituted Binary 
W ord
001 101 110 011 011 110 110
M atching N um ber of 
Bits
Num ber o f Bit Votes 9
Table 4.7 Bit Voting Scheme
The bit voting scheme in a substantial percentage o f cases gave a clear w inner and was a 
m arked im provem ent over the symbol voting scheme. However, there was still a 
percentage of cases whereby num erous code words were obtaining the same num ber of 
votes and it was unclear which code word was the correct solution. Under these 
circum stances a t ie  is said to have occurred. For symbol voting this occurred in a high 
percentage o f the cases but using bit voting this percentage was substantially reduced.
4.5.3. Soft Decision Voting Scheme
O ur final refinem ent for the voting schem e was to incorporate soft decision values. A 
further refinem ent was required to:
1. Reduce the num ber o f ties;
2. Increase the num ber o f outright winners.
A lthough one would never be in a situation where the num ber o f ties was zero the ultimate 
goal is to get as close as possible to this point.
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For each code word received at the dem odulator the soft decision values were recorded. 
This was then translated into its equivalent hard decision values as shown in Figure 4.3.
Soft Decision Levels 117 005 500 073 077 762 760
Binary Equivalent 001 001 100 010 011 110 110
Symbol Equivalent 1 1 4 2 3 6 6
Positions Erased
Reconstituted Binary 
W ord
001 101 110 011 011 110 110
Reconstituted Symbol 
W ord
1 5 6 3 3 6 6
Soft Decision Votes 6+6+7 0+7+5 5+0+7 7+7+3 7+7+7 7+6+5 7+6+7
Num ber o f Soft Votes 119
Table 4.8 Soft D ecision Voting Scheme
Using these equivalent hard decision values enhanced decoding takes place as described 
previously (section 4.4.2). The votes are counted for the whole data block by com paring 
the reconstituted binary word w ith the soft decision values. For 8 quantization levels, if  the 
reconstituted bit is 1, then the soft decision level is taken as the vote count. If  however, the 
reconstituted bit is 0, then the vote count is 7 m inus the soft decision value, as shown at the 
bottom  o f Table 4.8.
The numeric value o f the soft decision voting scheme is significantly higher than that of 
the other two schemes and as such the reconstituted code words have their solution spread 
out over a wider range. H ence the likelihood o f a clear winner is higher in this case. The 
question that rem ains is w hether the w inner is the correct solution and if so, how often? 
These points will be addressed in Chapter 6 .
4.6. CONCLUDING REMARKS
This chapter began with a presentation of the im plem ented Reed Solom on sim ulator with 
explanation o f the com ponent parts used and how  certain items were simulated. Then 
various decoding algorithm s that are available were analysed with particular attention 
being paid to the Chase algorithm. A lthough these algorithm 's function is equivalent to the 
enhanced decoding algorithm  they suffer from  various inefficiencies.
The latter half o f the chapter gave a theoretical description o f the enhanced decoding 
algorithm  that has been developed. The theory given by W olf stipulated a relationship
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between the D FT and error correction. The enhanced decoding algorithm  modified this 
theory and applied it to Reed Solom on codes. In  its basic form  the algorithm  was very 
clum sy and its initial refinem ent in terms of voting strategies was then explained. The 
algorithm  still has scope for im provem ent which include determ ining which erasure 
patterns to select. This and other factors w ill be exam ined in the next chapter.
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CHAPTER 5
IMPLEMENTATION OF DECODING 
ALGORITHMS
5.1. INTRODUCTION
The aim  o f this chapter is to explore in detail the im plem entation o f the enhanced Reed 
Solom on decoding algorithm . In m ost research cases the end im plem entation is very 
different to the initial idea and this case proved to be no different, consequently the way in 
w hich the enhanced decoder was developed is shown. The chapter begins w ith an outline 
o f the algorithm  in w hich an explanation o f each of the com ponent parts is given (Figure 
5.1).
Figure 5.1 Basic B lock D iagram  o f Enhanced Reed Solom on D ecoder
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The various methods of generating the erasure patterns are discussed. These include 
exhaustive methods and computationally efficient methods. Further efficient methods 
using soft decisions are also explained as is the amalgamation scheme which uses some of 
the component parts of the methods described earlier in the chapter. The chapter 
concludes with a description of the various results possible from the enhanced decoder.
5.2. GENERATING THE ERASURE PATTERNS 
AND COMPUTATIONAL COMPLEXITY
The enhanced decoder as stated previously is invoked when algebraic error correction is 
said to have failed (section 3.4) although it is equally as valid to invoke the decoder as 
soon as a code word is received. The first task that the decoder faces is which symbols to 
erase, remembering that the decoder is trying to correct up to 2/ —1 errors by erasing 2t  
positions in the code word. The reader may ask himself why try to correct 2 t~  1 errors by 
erasing 21 positions when it is equally valid to correct up to 2t  errors. The reason behind 
this is that if one of the erased symbols is correct and the other 2/ — 1 are incorrect, a 
symbol match or vote will be registered by the decoder and this will boost the correct 
decoding relative to others.
5.2.1. Upper Bounds On Computation
Initially, all 2t  possible erasure patterns were erased. This meant that for each failure of 
the standard algebraic decoding process,
n !
N  =  —  (5.1)
(2t)\(n — 2t)\
decodings were necessary to cover all the possible erasure patterns. The above equation 
actually covers all possible combinations of 2t  error patterns. Hence for a RS(7,3) code, 
35 erasure patterns would be decoded. Table 5.1 shows how many decodings are required 
for various Reed Solomon codes.
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RS Code Number of Erasure 
Patterns
7,3 35
15,11 1365
15,9 5005
31,27 31465
31,25 736281
63,53 127805525001
Table 5.1 Computational Order For 2t Erasure Patterns
The problem with this approach is that each error position is covered n Jr \  — 2t  times, so 
this is too loose a bound. A tighter bound can be calculated by re-addressing the problem 
as one of fixing one erasure position and then choosing 2t — 1 symbols from n — 1 
symbols:
(z i- l ) l
which becomes
( n - l ) l (5.2)
( 2 f - l ) l ( « - 2 f ) l
The above equation can be justified because our original theory stipulates that since only 
2t  — 1 symbols are being corrected the 2 t ,h symbol must always be correct if the correct 
code word is to be reconstituted. Hence the 2 tth symbol does not have to be included in 
the combinatorial. The above equation gives us an upper bound from which a 
performance order can be evaluated.
5.2.2. Lower Bound On Computation
It is quite clear that the upper bound decoding complexity is quite large and has to be 
reduced in order to make the approach practical. The first point that comes to mind when 
trying to achieve this is that the decoder is trying to correct 2t — 1 errors by using an 
erasure pattern which is of length 2 1. However each erasure pattern covers 21 error 
patterns. So, for example if the symbols 5, 6, 7, 8, 9, 10 were erased for a RS(15,9) code 
these would lead to the following error patterns:
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5 6 7 8 9 X
5 6 7 8 X 10
5 6 7 X 9 10
5 6 X 8 9 10
5 X 7 8 9 10
X 6 7 8 9 10
X  - Sym bol Not U sed In Error Pattern
Hence, if  each erasure pattern o f length 2 t  covers 2 t  error patterns as show n in  F igure 5.2,
then it is possible to cover all the error patterns in a reduced erasure pattern set. There are 
7 n  \
error patterns and if  each erasure pattern covers a unique set o f error patterns
\ 2 t  - 1 )
then the low er bound is given by:
Erasure Pattern 
Length 2t
IXMXl I
m
Symbol Used In 
Error Pattern □ Symbol NOT Used In Error Pattern
Figure 5.2 2 t  Error Patterns C overed In One Erasure Pattern
n\ 1
 — --------  - X —  (5.3)
(2 f - l ) ! ( r c  —2 /  +  1)! 2 t
w hich simplifies to
Error Patterns of Length 
2t-l
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(2 f ) l (H -2f+ l ) !
where |" "j is the ceiling operator.
RS Code Upper Bound Lower Bound
7,3 20 9
15,11 364 114
15,9 2002 501
31,27 4060 1124
31,25 142506 28319
Table 5.2 Upper and Lower Bound Values for Various Reed Solomon Codes
Ideally an algorithm that generates the reduced erasure pattern set should strive to get to
the lower bound as close as possible. Upper and lower bound values are shown in Table
5.2 for various Reed Solomon Codes.
5.3. THE REDUCED ERASURE PATTERN SET
5.3.1. Algorithm 1
As stated previously the idea of the reduced erasure set is to generate a set that is as close
to the lower bound as possible. This problem was approached in two ways:
The first method is best summarised in point form:
• Generate a list of error patterns for the code called the error pattern set (Appendix C).
• Generate all the possible combinations of the erasure patterns of length 2t called the 
erasure pattern set (Appendix C).
• Systematically go through the error pattern set. The first error pattern is covered by the 
first erasure pattern. From the list of error patterns delete all subsequent error patterns 
covered by this erasure pattern.
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• Proceed to the next error pattern. There are 2 t  possible erasure sequences that can 
cover each error pattern. Choose the erasure sequence which:
i. Covers as few  as possible o f the error patterns already chosen, ideally this
should be zero. If  an error pattern has already been chosen this will be 
referred to as a clash.
ii. I f  m ore than 1 erasure sequence gives the sam e num ber o f  clashes then 
choose the first erasure sequence encountered.
•  R epeat the process until all error patterns are accounted for.
The above procedure can be illustrated by way o f a partial exam ple for a  RS(7,3) code.
F rom  Appendix C the first error pattern is 012 from  the error pattern set, which will be
covered by the first erasure pattern 0123. This erasure pattern w ill also cover error 
patterns 013, 023 and 123 and these can now be rem oved from  the error pattern list. The 
next error pattern to be encountered is 014 (013 covered by 0123) w hich is covered by the 
follow ing erasure patterns:
0124,0134,0145,0146
Table 5.3 shows how  m any c la shes  occur for each o f the above erasure patterns. Erasure 
pattern 0145 is chosen because it is the first pattern to occur w ith zero clashes. The 
algorithm  then continues w ith the next error pattern 016 and the resulting reduced erasure 
pattern set generated is shown in  Table 5.4
Erasure
Patterns
E rror Patterns Clashes
0124 012 014 024 124 1
0134 013 014 034 134 1
0145 014 015 045 145 0
0146 014 016 046 146 0
Table 5.3 Clashes for Various Erasure Patterns U nder Error Pattern 014
A ppendix D gives a com plete w orked through exam ple o f the RS(7,3) code. The 
algorithm  can be enhanced by noting that for any error pattern, it is only w orth considering 
subsequent erasure patterns w hich are form ed after the first sym bol in  the error pattern. 
For exam ple, w hen considering error pattern 136, it is only worth considering erasure 
patterns 1236, 1346 and 1356, not 0136 which has the zero sym bol before the error
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pattern. This is because this erasure pattern already contains previous error patterns which 
have been accounted for, the other erasure patterns are considering error patterns which 
have yet to be accounted for.
0123 0123
0145 0126
0126 0145
0234 0156
0235 0234
0346 0235
0156 Sorted To => 0346
1245 0456
1345 1236
1236 1245
1246 1246
2356 1345
0456 2356 j
Table 5.4 Reduced Erasure Pattern Set Generated From  F irst A lgorithm
5.3.3. Algorithm 2
A  flow  diagram  of the im plem ented version o f the reduced erasure pattern set algorithm  is 
given in Figure 5.3. As in  the other two cases, firstly the error and erasure pattern sets 
were generated. The algorithm  then begins by going through the list o f error patterns and 
checking if  they have been used. If  an error pattern has been used the algorithm  
systematically goes through the error pattern set until it encounters one w hich has not been 
accounted for. For the error pattern encountered generate the erasure patterns in the 
following m anner. For each error pattern of length 2 t  — 1 there are 2 /  possible positions 
from  w hich the erasure pattern can be derived as shown in  Figure 5.4. For each of these 
2 t  positions a value can be calculated which will give the num ber o f erasure patterns that 
can be derived from  that position.
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Figure 5.3 Schematic for 2nd Reduced Erasure Pattern Algorithm
At each position iteration i , that is for positions 1,2,3 up to 21, where i is a possible 
position for a symbol, 1 being at the extreme left and 4 at the extreme right. For the 
erasure pattern generated if the number of extra error patterns covered is equal to i — 1 then 
no other erasure pattern can possibly cover any more error patterns. Other erasure patterns 
may cover the same number of error patterns but not more. For each erasure pattern the 
number of extra error patterns covered by the erasure pattern is calculated.
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21 Possible Positions For Symbol
|  / I
: XkWs i’V'w •' -V>
2/-1 Error Symbols
Figure 5.4 21 Positions To Generate The Erasure Pattern From  A n E rror Pattern
If this condition is m et then the no other erasure patterns from  the set have to be 
considered and the next error pattern can be considered. Prior to this som e ho use kee p i ng  
has to be undertaken by rem em bering that w ith the chosen erasure pattern the additional 
error patterns it covers have to be elim inated from  our list o f the error pattern set. The 
algorithm  is repeated until all the error patterns have been accounted for.
By way o f exam ple, the case again o f the RS(7,3) code will be considered. The first error 
pattern is 012 w hich gives rise to the follow ing erasure patterns
Position Value Erasure Pattern Set
4 4 0123 (3) 0124 0125 0126
3 0
2 0
1 0
Since this is the first error pattern to be considered the first erasure pattern w ill be chosen 
because it will cover the m axim um  num ber of extra error patterns (figure in brackets in 
above table). Rem ove error patterns 013, 023 and 123 from  the error pattern set. The next 
error pattern to be encountered is 014 w hich gives rise to:
Position Value Erasure Patterns Set
4 2 0145 (3) 0146
3 2 0124 0134
2 0
1 0
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The first erasure pattern encountered m eets the criteria for being able to cover the 
m axim um  am ount o f error patterns possible, that is i  — 1 or 3 and hence 0145 is chosen. 
H ousekeeping is then undertaken by rem oving subsequent error patterns covered 015, 145 
and 145. The next error pattern to be encountered is 016 which gives rise to:
Position Value Erasure Patterns Set
4 0
3 4 0126 (2) 0136 0146 0156
2 0
1 0
This process is repeated until all error patterns are covered and the following reduced 
erasure pattern list is produced.
0123
0126
0145
0245
0346
0356
0456
1236
1246
1256
1345
2345
W hen com pared to the first algorithm  this version, although quite different in its 
im plem entation does not give significant reductions in  com putation com plexity (Table 
5.5). However, any reduction is useful and as such this algorithm  was selected to generate 
the reduced erasure pattern set.
RS Code A lgorithm  1 A lgorithm  2
7,3 13 12
15,11 138 135
15,9 698 694
Table 5.5 Com parisons o f A lgorithm s 1 and 2
The second algorithm  w hen im plem ented for various Reed Solom on codes gave the 
following experim ental reductions:
75
5.4. FURTHER REDUCTION IN COMPLEXITY
RS
Code
U pper
Bound
Lower
Bound
K2 t j
Experimenta
1
7,3 20 9 35 12
15,11 364 114 1365 135
15,9 2002 501 5005 694
31,27 4060 1124 31465 1259
31,25 142506 28319 736281 33424
Table 5.6 C om putation Orders F or V arious Reed Solom on Codes
The algorithm  reduces the com putations quite considerably w ith values obtained close to 
the low er bound but not enough to m ake the approach applicable for real tim e solutions. 
The m ethod is quite acceptable for the sm aller R eed Solom on codes but as can be seen 
from  the above table still quite unacceptable for the larger Reed Solom on codes.
5.4. FURTHER REDUCTION IN COMPLEXITY
Generating the reduced erasure pattern set reduces the com putation although it does not 
m ake the approach very practical. W ith this point in  mind, a variety o f sym bol ordering 
m ethods were developed w hich used the soft decision symbol values to determ ine the 
erroneous symbols and tried to reduce the com putational order. Three m ethods, based on 
a sym bol ordering schem e were considered and evaluated.
5.4.1. Method 1
The symbols o f each received word were ordered according to a uncertainty value 
calculated as follows:
• For each sym bol bit b ( i )
rt/oW (o=° l
[ N -  U (0  fo r  b ( i )  =  l j  
where N  is the num ber o f quantization levels and U ( i )  is the uncertainty value of 
each bit. Then for each sym bol, its soft decision value is
l v ( f >
i= 0
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where m  is the num ber o f bits per symbol.
The sym bol uncertainty values are then ordered in decreasing order as shown in Figure 5.4
0 1 2 3 4 5 6 *
2 2 2 3 0 3 1
!
▼
Ordered To
3 5 0
T
1 2 6 4 n
3 3 2 2 2 1 0
Symbol Positions
Symbol Uncertainty 
Values
Reordered Symbol 
Positions
Figure 5.5 M ethod 1 Sym bol Ordering Exam ple For RS(7,3) code
A fter having the symbols reordered, the enhanced decoding algorithm  proceeds to the 
erase 2 t  — 1 lowest confidence sym bols plus one high confidence symbol. In the above 
exam ple this w ould be, for the low  confidence symbols, positions 3, 5 and 0 and for the 
high confidence symbol position 4. This high confidence symbol is included because our 
original theoiy stipulates that 2 t ~  1 symbols could be corrected if at least one symbol 
w hich was erased was know n to be correct. The sym bol m ost likely to be correct is the 
one w ith h ighest confidence. The erasure pattern set w ill then be derived from  the symbols 
with low confidence value or non-zero confidence values. In the above exam ple these will 
be symbols 3, 5, 0, 1, 2 and 6. A  subset o f the erasure pattern set that would be used is 
shown in the table below:
3504
3514
3524
3514
3524
3564
3524
3564
3014
3024
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5.4.2. Method 2
The second m ethod again erases 2 t  — 1 low confidence symbols but this tim e varies the 
h igh confidence symbol. If  for exam ple (Figure 5.6) there was m ore than one high 
confidence symbol
4 8 14 2 1 1 0  13 9 15 7 3 1 12 6 10 5
5 5 4 , 4 4  4  i  3 2 2 2 1 1 0 0 0 0
Symbol Positions
Uncertainty Symbol 
Values
Figure 5.6 M ethod 2 Sym bol O rdering Exam ple For RS(15,9) code
or symbols w ith zero soft decision values, then the reduced erasure pattern set will be built 
for the 2 / - 1  symbols from  sym bol positions 4, 8, 14, 2, 11, 0, 13, 9, 15, 7, 3 and 1 and 
for the high confidence sym bol from  positions 12, 6, 10 and 5. A gain a subset o f the 
erasure pattern set that would be used is given in the table below.
4 8 14 2 11 5
4 8 14 2 0 10
4 8 14 2 13 6
4 8 14 2 9 12
4 8 14 2 15 5
Table 5.7 Exam ple Subset Erasure Pattern For RS(15,9) code
5.4.3. Method 3
The third symbol ordering m ethod erases 2 1 low  confidence symbols, so the erasure 
pattern set is then derived from  the low  confidence symbols. For the above exam ple o f the 
RS(15,9) code the sym bols would be 4, 8, 14, 2, 11, 0, 13, 9, 15, 7, 3 and 1.
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2t Low Confidence Symbols 
Erased
4 8 14 2 11 0 13 9 15 7 3 1 12 6 10 5
5 5 4 4 4 4 3 2 2 2 i 1 1 . 0 0 0 0
Figure 5.7 M ethod 3 Sym bol Ordering Exam ple For RS(15,9) code
5.4.4. Potential Problems of Symbol Ordering
One o f the problem s o f symbol ordering is that it may in  fact increase the num ber of 
patterns erased when com pared to the reduced erasure pattern set. For exam ple if  all the 
symbols in a code w ord had non-zero uncertainty values then the enhanced decoder would 
proceed to erase all possible symbols, i.e.
n \
(5.5)
and the com putational complexity o f the algorithm  w ould be back to our original problem . 
There are three potential ways to overcom e this problem .
The first m ethod is to introduce a finite num ber o f passes for the num ber o f erasure 
patterns covered, the num ber o f passes having been determ ined by experim entation. So 
for exam ple, only the first 20 possible com binations o f the erasure pattern set may be 
considered. It should be noted that the erasure pattern set produced when perform ing 
symbol ordering is not a reduced set but an exhaustive one which is taking into account all 
possible com binations o f the reordered code word. H ow ever it is hoped that the symbol 
ordering locates the sym bols earlier than the reduced erasure pattern method.
The second m ethod is to generate an erasure pattern set by considering not all the non-zero 
soft decision sym bol values but values up to a level again determ ined by experim entation. 
So for exam ple from  Figure 5.6, only symbols w ith soft decision values o f 3 or greater will 
be considered and the erasure pattern set w ill thus be derived from  the 2 t  — 1 low 
confidence symbols from  positions 4, 8, 14, 2, 1 1 ,0  and 13. This and the previous m ethod 
can obviously be used with all three sym bol ordering algorithm s.
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E ach voting schem e gives a certain num ber o f votes for a correct decoding for every Reed 
Solom on code. By running sim ulations for different codes at various E b /  N 0 it is possible
to obtain a th re sh o ld  value for every code. This value is the m axim um  num ber o f votes 
obtained for the best loser to a decoded code word, the best loser being defined as the code 
word w hich comes second to the code word w hich receives the m axim um  num ber o f votes. 
If by sim ulation the m axim um  value that the best loser can obtain is determ ined, then any 
code word that exceeds this threshold value is likely to have a high probability o f being the 
correct code word.
If  all these m ethods are im plem ented together then this should not only im prove our 
chances o f finding the correct code w ord but also to find it more quickly.
5.5. AMALGAMATION OF VOTING SCHEMES
Each voting schem e potentially offers varying degrees of perform ance. If  som e o f the 
schemes were am algam ated then this m ay further improve our chances o f locating the 
errors. For instance when considering the bit voting scheme one looks for bit matches 
between the reconstituted and received w ord as well as symbol m atches. For the soft 
decision voting scheme this can be extended to either look for bit and or sym bol m atches. 
This forcing o f reconstituted w ords to m eet certain criteria is not im proving com putation 
efficiency but helping to discard code words that are likely to be incorrect.
For this scheme each tim e the enhanced decoder is called, its im plem entation can be 
sum m arised w ith the follow ing points:
1. Generate A  Possible Erasure Pattern
2. Calculate the E rasure Locator Polynom ial
3. Generate a new  error sequence
4. U sing this error sequence generate a code word
5. Count the num ber o f votes
6. D oes this code w ord give m ore votes than any other code word reconstituted 
so far ?
7. If  so, store this code w ord
8. Repeat until all erasure patterns have been accounted for
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The am algam ation scheme com es into effect after the num ber of votes are counted. For 
soft decision voting, if  the current code word has a certain num ber o f bits m atched w ith the 
original received code word then this is m ore likely to be the correct code word (this is 
based on the assum ption that the num ber o f errors is less than 2 t ) .  The m otivation for this 
line o f thought was to help reduce the num ber o f ties, that is reconstituted code words with 
the same num ber o f votes.
It is also equally applicable not to force any o f the voting schemes to have any form  of 
symbol/bit matching. The votes are counted using the m ethod as described previously but 
all code words are now considered and the w in n e r  is the code w ord w ith the highest 
num ber o f votes. It was initially assum ed that this m ethod would locate up to 2 1 errors 
but the danger is that one is m ore unsure o f w hich code w ord is correct because symbol 
m atching at least ensured that one o f the symbols was correct whereas this m ethod leaves 
the decoder uncertain o f w hether it has chosen the correct code word.
5.6. CATEGORISATION OF RESULTS
The algorithm s were im plem ented in  a variety o f schemes but using two standard ways, 
with and without algebraic decoding. If  algebraic decoding was used this was mainly to 
filter out t  or fewer errors. A lso, it is possible to specify whether or not on the vote 
counting a sym bol m atch is required. Recall that our original theory required us to have at 
least one symbol m atch betw een the received w ord and the reconstituted word. As will be 
seen later, not im posing this constraint im proved the perform ance of the decoding 
algorithms.
5.6.1. Algebraic Decoding As A Filter
Table 5.8 shows a typical output from  a RS(7,3) code im plem ented w ith the enhanced 
decoding algorithm.
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Sim ulation R esults for RS[7,3] code +  N o Sym bol M atch
Eb/No 6 dB, BER 0.032355
A lg e b ra ic  D e c o d in g s
2935665 Decodings
8593 M iscorrections
E n h a n ced  D e c o d in g s
52326 Enhanced Error Corrections
42 Solutions Get M ore Votes Than Code W ord
3259 Code W ords N EV ER decoded
115 Ties o f which 170 were correct blocks
and 162 were incorrect blocks
0 Occurrences o f Code W ord B U T N o Symbol 
M atch
Table 5.8 Typical E nd Output F rom  Enhanced Decoding 
A lgorithm  U sing Soft D ecision Voting
For the algebraic decoding each item  can be described in the following manner:
• Decodings: This refers to the num ber o f code words w hich had t  or fewer errors, 
in the above case for the RS(7,3) code this would be 2 errors.
• Miscorrections: If  a code word has the all zero syndrom e this does not 
necessarily m ean that the code w ord is error free. A  m iscorrection refers to the 
fact that the decoder thinks it has decoded the received w ord correctly but in fact it 
has decoded it incorrectly. U sually this signifies 2 t  or m ore sym bol errors are 
present.
The enhanced decoding items can be outlined as follows:
• Enhanced Error Corrections: The num ber o f code w ords which have been 
correctly decoded by the algorithm . In the above case since algebraic error 
correction is being used as a filter this would refer to code words w hich had more 
than t  errors or the correct code word obtained the highest num ber o f votes for the 
voting scheme im plem ented.
• Solutions Get More Votes Than Code Word: The correct solution is obtained 
but another code w ord gets a  higher num ber o f votes. The reasons for this could 
be that the received word's distance is nearer to another code word than it is to the 
original transm itted code word.
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• Code Words NEVER Decoded: For the pattern set used, be it the reduced 
erasure pattern set o r sym bol ordering, the correct code w ord is never 
reconstituted. This could m ean that either there are 2 t  or m ore errors or the errors 
are never trapped by the patterns that are erased. This value indicates the potential 
for im provem ent in the m ethod in  that the erasure set does not cover the errors.
• Ties: A tie occurs w hen the correct code w ord is reconstituted but other code 
words also get the sam e num ber o f votes. This is then split into two further 
categories w ith an am ount giving the num ber o f tim es the correct code word 
occurred and the num ber of tim es the incorrect code words occurred. A gain the 
reason for this could be the sam e as so lu tio n s  g e t  m o re  v o te s  than  th e  c o d e  w o rd .
•  Occurrences Of Code word BUT No Symbol Match: This case will only 
occur if  a sym bol m atch has been im posed on the algorithm . The code word can 
be reconstituted but if  a sym bol m atch is necessary betw een the reconstituted and 
received words, the decoder flags that a successful decoding was not possible. The 
occurrence of this particular statem ent usually signifies that 2 t  errors were 
present.
Table 5.9 shows a typical output for the Chase algorithm  (version 2) im plem ented. The
only item  that is different is enhanced decodings is now replaced by Chase decodings.
Sim ulation Results for RS[7,3] code + N o Sym bol M atch
Eb/N o 6 dB, B ER  0.032355
A lg e b r a ic  D e c o d in g s
2935665 Decodings
8593 M iscorrections
C h a se  D e c o d in g s
52208 Chase E rror Corrections
49 Solutions G et M ore Votes Than Code W ord
3371 Code W ords N EV ER  decoded
114 Ties o f which 490 were correct blocks j
and 565 were incorrect blocks
0 Occurrences o f Code W ord B U T N o Symbol 
M atch
Table 5.9 Typical E nd Output From  Chase Decoding 
A lgorithm  U sing Soft D ecision Voting
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5.6.2. Direct Implementation Of Decoding Algorithm
A direct or straight im plem entation o f the decoding algorithm  im plies that algebraic 
decoding was not used as a filter to correct t  or less errors. Therefore the decoder be it 
enhanced or the Chase algorithm  has to correct from  single errors up to the design 
capability o f the algorithm . As can be seen from  Table 5.11 the output o f the decoder is 
now  split into 2 sections, code words w hich require error correction and those that do not.
Sim ulation Results for RS[7,3] code +  N o Symbol M atch
Eb/N o 6 dB, B ER  0.032355
1505486 Code W ords N o Error Correction R equired
0 M iscorrections
Enhanced Decodings
1489732 Enhanced E rror Corrections
87 Solutions Get M ore Votes Than Code W ord
4491 Code W ords N EV ER decoded
204 Ties o f w hich 384 were correct blocks
and 400 were incorrect blocks
0 O ccurrences o f Code W ord BU T N o Symbol 
M atch
Table 5.11 Output F rom  D irect Im plem entation O f Enhanced D ecoding A lgorithm
5.7. CONCLUDING REMARKS
This chapter explained the various building blocks that were required to im plem ent the 
enhanced decoder. The decoder initiates itse lf by generating the erasure pattern set that is 
required for the im plem ented code. The first erasure pattern sets that were im plem ented 
were exhaustive and consequently various algorithm s were developed to optim ise these 
sets resulting in the reduced erasure pattern set. The aim  of the reduced erasure pattern set 
was to try and get to the low er bound (Table 5.2) as close as possible.
In an effort to further reduce com putation, a sym bol ordering m ethod was developed w hich 
used the soft decision inform ation to try and identify the m ost likely erroneous symbols. 
Three different m ethods were tested and their potential pitfalls were outlined. These 
pitfalls included the fact that sym bol ordering may turn out to be m ore com putationally 
expensive than using reduced erasure pattern set.
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It was suggested that in order to achieve m axim um  perform ance an am algam ation of 
certain schemes may be used. This would sim ultaneously calculate bit and soft decision 
votes and use both values to determ ine the correct code word. Sym bol m atching can also 
be added to further help us identify the code word. Finally, an analysis o f the 
categorisation of results generated by the enhanced decoder was given.
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CHAPTER 6
PERFORMANCE ANALYSIS OF 
DECODING ALGORITHMS
6.1. INTRODUCTION
The last few chapters have explained the theory behind the enhanced decoder and the 
various enhancem ents and m odifications that w ere assessed. This chapter will give an 
analysis o f the perform ance o f the decoder under simulation. From  a sim ulation point of 
view, the designer is at liberty to analyse the data at the decoder m ore comprehensively 
knowing what data was actually transm itted and thus give a m ore detailed analysis. The 
chapter begins w ith an overview o f the enhanced decoder giving the variations that are 
possible. A  probabilistic analysis o f the behaviour of the channel at various bit error rates 
is then given. Each o f the variations o f the enhanced decoder are then analysed 
analytically and graphically for various RS codes. V arious sim ulation results are given in 
the appendices and in  this chapter selected results are used to illustrate issues addressed. 
The effects o f using algebraic decoding as a filter are described along with the coding gain 
curves. Com parisons w ith the Chase algorithm  are also made.
6.2. OVERVIEW OF ENHANCED DECODER
The enhanced decoder has m any possible variations and the reader may be confused as to 
the com binations o f possibilities that are available. To clarify this point, Figure 6.1 shows 
a block diagram  of all the possibilities available for the decoder. To begin with, the 
decoding algorithm  can be im plem ented directly or algebraic error correction can be used 
to filter out t  or fewer errors. The next option is the 3 pattern search m ethods that are 
available. There are two exhaustive m ethods w hich use hard decisions, full erasure pattern
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and the optim ised version called the reduced erasure pattern. The third erasure pattern 
m ethod, symbol ordering, uses the soft decision inform ation to decide on the m ost likely 
positions o f the errors. W ithin the sym bol ordering m ethod there are three variations, each 
using different procedures to try and identify the m ost likely erroneous symbols.
The next available choice is the three voting schemes, soft decision, bit and symbol. W ith 
each o f the voting schemes, there is then a choice o f either having no symbol m atch or 
enforcing a  sym bol match.
Figure 6 .1 Overview  o f Enhanced Decoder
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6.3. PROBABILISTIC ANALYSIS
Before a detailed analysis o f the sim ulations are carried out it is w orth analysing from  a 
probabilistic point o f view how  the algebraic as well as the enhanced decoder is expected 
to behave, that is how  often they may be invoked. This in turn may help explain som e of 
the results obtained through sim ulation. Three different types o f codes were simulated, 
two double error correcting codes RS(7,3) and RS(15,11) and one triple error correcting 
code RS(15,9). The channel bit error ra te  was set to 0 .0 1  although in  som e cases the 
results are also given for a channel b it error rate of 0 .0 3 .
For each code sim ulated under any channel BER there are a certain num ber of single, 
double, triple etc., error patterns that can occur. For the field sizes sim ulated these values 
are given in Table 6.1. The num ber o f error patterns o f w eight r  is calculated from  the
f n \
com binatorial
W eight o f 
Errors
n  — 1 n  =  15
1 7 15
2 21 105
3 35 455
4 35 1365
5 21 3003
6 7 5005
Table 6.1 N um ber o f E rror Patterns o f Given W eight 
For Codes O f Length 7 and 15
From  section 2.6, the probability of i  sym bols being in  error is given by
P(0 =
r n
where Ps is the probability o f an incorrect symbol. From  section 2.6 it is know n that Ps 
relates to p ,  the probability o f a bit being in error by
p = i - ( i - p y
and that the probability o f an incorrect decoding is
6.3. PROBABILISTIC ANALYSIS
This value can be partitioned into the probability o f a m iscorrection occurring and the 
probability o f detecting m ore than t  errors. The probability o f a m iscorrection can be 
determ ined from  the H am m ing bound w hich states that the total num ber of syndromes has 
to at least equal the total num ber o f error patterns. The total num ber o f syndromes for a
Reed Solom on code is q  
weight i is given by
n-k The num ber of syndromes corresponding to error patterns of
(q-iy
Hence the total num ber o f syndrom es up to weight t  is given by
1=0 V
Therefore the probability o f a m iscorrection given that a syndrom e w ill correspond to a 
correctable error is given by the bound:
i= 0
XKViy
P  . ~wise n-k
9
U sing this probabilistic value one can determ ine for different Reed Solom on codes the 
likelihood o f the algebraic decoder failing. It is clear from  Table 6.2 that the higher the 
rate o f the code the m ore likely the algebraic decoder is to fail. In the sim ulations carried 
out therefore, one expects the RS(15,11) code to m iscorrect m ore than any o f the other 
codes sim ulated. The value o f Pmisc is an upper bound; from  the sim ulation results it will
be later seen that the actual values are lower.
RS Code P .  (% )m isc y
7,3 26.3
15,11 36.4
15,9 9.2
31,27 42.7
31,25 12.5
31,23 2.6
31,21 0.4
Table 6.2 Probability o f M iscorrection For Various 
Reed Solom on Codes
89
6.3. PROBABILISTIC ANALYSIS
It is also possible to calculate on average how  often the enhanced decoder w ill be invoked. 
This will be given by the probability o f getting m ore than t  symbol errors (unless a 
m iscorrection occurs)
i=0
where P ( i )  is the probability o f i  symbols being in error. This value w ill be the average 
num ber o f decodes the enhanced decoder will be called upon to correct. Since P ( i )  is 
dependent on the channel conditions, Ped w ill vary for different values o f the bit error rate.
Ped «
BER RS(7,3) RS(15,11) RS(15,9)
0.005 0.01 0.3 0.01
0.01 0.08 1.9 2.3
0.03 1.8 24.3 8.4
Table 6.3 Probability o f M ore Than t  Errors For Various RS Codes
As expected, w ith increase in  the channel BER the value o f Ped rises, m ost noticeably for 
the RS(15,11) code.
U sing equation 6.1 one can estim ate for a certain num ber of data blocks how  m any single, 
double, triple etc., errors are likely to occur. For 0 .5  x lO 6 blocks of data Tables 6.4 and 
6.5 give an estim ate o f these errors for the RS codes simulated.
W eight o f 
Errors
Bit E rror Rate 
0.005 0.01 0.03
0 90% 80.971% 52.75%
1 9.55% 17.35% 35.33%
2 0.42% 1.59% 10.14%
3 0.01% 0.08% 1.62%
4 2E-04% 2.6E-03% 0.16%
Table 6.4 Percentage o f D ifferent Error W eights for RS Codes of 
Length 7 A t V arious B it Error Rates
For the RS(15,11) code the num ber of likely 2 t  error patterns is substantially higher than 
for any o f the other code sim ulated. A lso note that as the bit error rate increases the 
likelihood of no errors occurring decreases.
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W eight of 
Errors
Bit E rror Rate 
0.005 0.01 0.03
0 74.03% 54.72% 16.08%
1 22.49% 33.67% 31.27%
2 3.19% 9.67% 28.35%
3 0.28% 1.72% 15.92%
4 0.02% 0.21% 6.19%
5 8E-04% 0.02% 1.76%
6 2E-06% 1.4E-03% 0.38%
Table 6.5 Percentage of D ifferent Error W eights for Codes of 
Length 15 A t V arious Bit E rror Rates
6.4. SYMBOL, BIT AND SOFT DECISION 
VOTING
The various possibilities m ake it very difficult to give an single analysis o f all the various 
com binations o f the decoder w ithout confusing the reader. In order to try and overcome 
this problem  the results will be presented in an order as close as possible to that in  which 
the various parts o f the enhanced decoder were developed. This is to present the design 
issues as they were encountered in the research. To evaluate the perform ance o f the 
different voting schem es the following sections w ill refer to the sim ulations that were 
perform ed for the RS(7,3) code although in som e cases references w ill also be m ade to 
RS(15,11) and RS(15,9) codes for w hich the full set o f results can be found in Appendix E 
and F  respectively. The first analysis will evaluate the various voting schem es using the 
following erasure pattern methods:
• Full Pattern Search
• Reduced Pattern Search
Each o f the above m ethods can then be further constrained in the decoding process using 
the symbol m atch but this w ill be analysed in the next section. The sim ulations were 
carried out on the same data set for each o f the erasure pattern methods.
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6.4.1. Full Pattern Search
Sim ulation Results for RS[7,3] code
E b / N 0 = 8 dB
499556 Code W ords No Enhanced E rror Correction Required
56 M iscorrections
Enhanced D ecodings
Soft Bit Symbol
376 252 0 Enhanced Error Corrections
0 0 0 Solutions Get M ore Votes Than Code W ord
1 1 1 Code W ords N EV ER decoded
0 124 376 Ties o f W hich
0 512:558 1540:4155 Ratio o f Correct to Incorrect Blocks
11 11 11 Occurrences of Code W ord B U T No Symbol 
M atch
Table 6.6 Perform ance O f V arious V oting Schem es U sing 
Full Pattern Search A nd Sym bol M atch
From  the Table 6.6 it can be seen that using the full pattern search m ethod, the soft 
decision voting scheme is perform ing the best out all three voting schem es, correcting 
practically all detectable errors beyond / in the RS(15,9) case. For the bit voting case, the 
ratio o f the num ber o f ties is high because each error pattern o f w eight 2 / — 1 is covered 
n  — 2 t  + 1  times and the ratios im ply a 50% chance o f correctly obtaining the code word. 
In  the case o f soft decision voting, since the votes are counted over the whole code word 
the votes are spread out over a w ider range and hence the chance o f a tie occurring is 
reduced.
The sym bol voting strategy is perform ing very badly; not even a single successful correct 
decoding has been achieved. N ote that when com paring the set o f results for the two 
double error correcting codes, the RS(15,11) and RS(7,3), the form er does not perform  as 
well as the RS(7,3) in both the soft decision and bit voting strategy. There are a num ber of 
reasons for this, firstly the RS(15,11) code has a higher m iscorrection rate than the RS(7,3) 
code, this is a failure of the algebraic decoder. Secondly, for the bit voting strategy, since 
the range o f votes are not spread out over as wide as range as the soft decision voting 
scheme, m any o f the decodings becom e ties. Finally, the rate o f errors for the channel 
sim ulated is higher than for the other tw o codes.
For all the voting strategies, the decoder outputs a num ber o f cases where O c c u rre n c e s  o f  
C o d e  W o rd  B U T  N o  S y m b o l M a tch  is occurring. A lthough for both RS(7,3) and RS(15,9) 
this value is low, it is extrem ely high in the RS( 15,11) case. This is due to the fact that for 
the channel sim ulated the RS(15,11) code has m ore 2 t  errors occurring than the other two
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the channel sim ulated the RS(15,11) code has m ore 2 t  errors occurring than the other two 
codes and the O c c u rre n c e s  o f  C o d e  W o rd  B U T  N o  S ym b o l M a tch  is m ainly picking up 
these errors.
6.4.2. Reduced Pattern Search
Sim ulation Results for RS[7,3] code
E b / N 0 =  8 dB
499556 Code W ords N o Enhanced Error Correction Required
56 M iscorrections
Enhanced Decodings
Soft Bit Symbol
376 252 0 Enhanced Error Corrections
0 0 0 Solutions Get M ore Votes Than Code word
11 11 11 Code W ords NEVER decoded
0 124 376 Ties o f W hich
0 190:201 566:1484 Ratio o f Correct to Incorrect Blocks
1 1 1 Occurrences o f Code W ord B U T N o Symbol 
M atch
Table 6.7 Perform ance O f Various Voting Schemes U sing 
Reduced Pattern Search A nd Sym bol M atch
The problem  with the full pattern search was the com putational com plexity that it 
generated. At least
n \
( n - 2 t ) \ 2 t \
iterations were required but all possible com binations of 2? error patterns were covered. 
For the reduced erased pattern set w hen com paring the results w ith the full pattern search it 
can be observed that a vast reduction in com putational com plexity has not caused a 
deterioration in perform ance. O f course there has been som e loss o f perform ance as 
expected but not noticeably so as to discard this method.
A t higher channel bit error rates where the likelihood o f 2 /  errors occurring is higher 
m oving from  a full pattern search m ethod to a reduced pattern search w ill cause a loss in 
perform ance simply because not all the 2 t  error patterns are covered. This point can be 
highlighted by com paring the set o f results betw een the full and reduced erasure pattern 
m ethod for a RS(7,3) code w ith a channel BER o f 0 .0 3 .
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Sim ulation Results for RS[7,3] code
E b /  N 0 =  6.2 dB
491202 Code W ords No Enhanced Error C orrection Required
1161 M iscorrections
Enhanced Decodings
Full Pattern 
Search
Reduced Pattern 
Search
6997 6997 Enhanced Error Corrections
4 4 Solutions Get M ore Votes Than Code word
42 425 Code W ords N EV ER  decoded
9 9 Ties of W hich
36:38 12:11 Ratio o f Correct to Incorrect Blocks
585 202 Occurrences of Code W ord B U T N o Symbol 
M atch
Table 6.8 Perform ance O f Soft D ecision V oting Schem e U sing Full 
A nd Reduced Pattern Search, Sym bol M atch
It can be concluded therefore that under certain conditions changing from  the full pattern 
set to a  reduced pattern set generated experim entally can give practically equal 
perform ance and reduce com putational com plexity i f  the channel conditions dictate.
6.5. EFFECTS OF SYMBOL MATCH
Sim ulation Results for RS[7,3] code
E b /  N 0 = 8 dB
499556 Code W ords N o Enhanced Error Correction Required
56 M iscorrections
Enhanced Decodings
Soft Bit Symbol
387 247 0 Enhanced E rror Corrections
0 0 11 Solutions Get M ore Votes Than Code W ord
1 1 1 Code words N EV ER decoded
0 140 376 Ties of W hich
0 544:653 1540:4155 Ratio o f Correct to Incorrect Blocks
0 0 0 Occurrences of Code W ord B U T N o Symbol 
M atch
Table 6.9 Perform ance O f Various Voting Schem es U sing 
Full Pattern Search A nd N o Sym bol M atch
In the last section, the enhanced decoder gave instances where O c c u rre n c e s  o f  C o d e  W ord  
B U T  N o  S y m b o l M a tch  occurred on som e occasions. The reason for this was due to a
94
6.5. EFFECTS OF SYMBOL MATCH
In the last section, the enhanced decoder gave instances where O c c u rre n c e s  o f  C o d e  W ord  
B U T  N o  S y m b o l M a tch  occurred on som e occasions. The reason for this was due to a 
symbol m atch being im posed betw een the received w ord and the reconstituted word in the 
positions erased. Table 6.9 gives a set o f sim ulation results for a RS(7,3) code using full 
pattern search but does not require a sym bol m atch to be present. Com paring to Table 6.6, 
fo r the soft decision case there is an im provem ent in  perform ance w ith m ore enhanced 
error corrections now occurring. This fact is m ore apparent w hen the results o f the 
RS(15,11) code are analysed (Appendix E).
For the bit voting strategy there is a reverse in  the trend; the perform ance of the code 
actually gets worse. The param eter O c c u rre n c e s  o f  C o d e  W o rd  B U T  N o  S y m b o l M a tch  
moves onto ties instead o f enhanced error corrections and the enhanced error corrections 
actually go down. This im plies that this voting strategy actually needs a symbol m atch in 
order to have a better chance o f obtaining the correct solutions. By im posing a symbol 
m atch incorrect solutions w ith the same num ber o f votes as the correct code word are 
discarded because they have no symbol m atch and hence the likelihood o f a clear winner 
increases.
Sim ulation Results for RS[7,3] code
E b / N 0 = 8 dB
499556 Code W ords N o Enhanced Error Correction Required
56 M iscorrections
Enhanced Decodings
Soft Bit Sym bol
377 249 0 Enhanced Error Corrections
0 0 1 Solutions Get M ore Votes Than Code W ord
11 11 11 Code W ords N EV ER decoded
0 128 376 Ties of W hich
0 196:211 566:1484 Ratio o f Correct to Incorrect Blocks
0 0 0 Occurrences of Code W ord B U T N o Symbol 
M atch
Table 6.10 Perform ance O f Various Voting Schemes U sing 
Reduced Pattern Search A nd N o Sym bol M atch
M oving from  full pattern search to reduced pattern search (Table 6.10) one can draw the 
sam e conclusions. It should be noted however, that for the RS(15,9) code the bit voting 
schem e is practically perform ing on par w ith the soft decision voting schem e (Appendix 
F). This is due to the channel conditions, w hich are such that that the num ber o f likely 
errors com pared to the num ber possible o f errors (Table 6.1) for the RS(15,9) code is veiy 
low.
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If  the num ber o f likely errors is high, as in a RS(7,3) code w ith B ER  0.03 (Table 6.4), then 
the effect o f rem oving the sym bol m atch causes the num ber of enhanced decodings to 
increase. This im plies that im posing a sym bol m atch in the soft decision voting case 
degrades the perform ance o f the enhanced decoder.
Sim ulation Results for RS[7,3] code
E b / N 0 =  6.2 dB
491202 Code W ords N o Enhanced Error Correction Required
1161 M iscorrections
Enhanced D ecodings
Full Pattern 
Search
Reduced Pattern 
Search
7567 7198 E nhanced Error Corrections
12 6 Solutions Get M ore Votes Than Code word
42 425 Code W ords N EV ER  decoded
16 8 Ties
47:49 11:10 Ratio o f Correct to Incorrect Blocks
0 0 Occurrences o f Code W ord B U T No Symbol 
M atch
Table 6.11 Perform ance O f Soft D ecision Voting Schem e U sing Full 
A nd Reduced Pattern Search, N o Sym bol M atch
The symbol voting schem e has not perform ed w ell w ith any o f the variations. W hen used 
in the guise o f sym bol m atch it is an aide to other voting schemes. That is by im posing 
symbol m atches on bit and soft decision voting it can help or hinder in  the search for the 
location o f the error symbols as show n above.
6.6. SYMBOL ORDERING
The last two sections have concentrated on using exhaustive decoding techniques to try and 
correct code words w hich had m ore than t  errors. The sym bol ordering techniques make 
use o f the soft decision inform ation to help identify the m ost likely error symbols.
For the soft decision case, the rem oval o f the symbol m atch im proved the perform ance of 
the enhanced decoding algorithm  and the reverse occurred for the bit voting case. A rm ed 
with this additional know ledge the sym bol ordering scheme was only tested for the soft 
decision and bit voting scheme. The soft decision is perform ing the best out all the voting 
schemes w ith no sym bol m atch. For this reason the sym bol m atch option was not pursued 
even though it gave a slightly better perform ance on the bit voting scheme.
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Sim ulation Results for RS[7,3] code
E b /  N 0 = 8 dB
4999556 Code W ords N o Enhanced Error Correction Required
56 M iscorrections
Enhanced Decodings
V ersion 1 V ersion 2 V ersion 3
364 365 371 Enhanced Error Corrections
0 0 0 Solutions Get M ore Votes Than Code W ord
24 23 17 Code W ords N EV ER decoded
0 0 0 Ties o f W hich
0 0 0 Ratio o f Correct to Incorrect Blocks
0 0 0 Occurrences o f Code W ord B U T N o Symbol 
M atch
Table 6.12 Perform ance O f Sym bol O rdering U sing Soft D ecision 
Voting A nd No Sym bol M atch
U sing soft decision voting w ith no symbol m atch version 3 o f the sym bol ordering 
technique w hich erases the 2 t  least reliable symbols gives the best perform ance out o f the 
three methods as shown in  Table 6.12. For the R S Q 5,9) code, sym bol ordering corrects 
up to 98.8%  o f the detectable errors above t  . Com pared to the reduced erasure pattern 
m ethod the perform ance o f this m ethod is slightly down as expected. This is because in 
theory if  one thinks in  term s o f erasure pattern sets, the set is now reduced even further 
because not all the sym bols are likely to be erased.
M oving onto the b it voting schem e, the symbol ordering technique is perform ing well, in 
the case for the R S Q 5,9) code correcting up to 95.9%  of the detectable errors above t  . 
Surprisingly the bit voting schem e im proves its perform ance on the symbol ordering 
schem e w hen com pared to the fu ll and reduced erasure pattern sets: for all o f the codes the 
num ber of ties is now reduced. This is because only symbols w hich are likely to be in 
error are considered and consequently other incorrect code words w hich w ould give the 
sam e num ber o f votes are now  not generated. The bit voting schem e, which is a hard 
decision based m ethod is using the soft decision m ethod in order to locate the m ost likely 
error symbols m aking this a hard  and soft decision technique. A nother interesting point to 
note is that all 3 m ethods gave the sam e perform ance results (Table 6.13 for exam ple).
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Sim ulation Results for RS[7,3] code
E b / N 0 = 8 dB
4999556 Code W ords N o Enhanced Error Correction Required
56 M iscorrections
Enhanced Decodings
Version 1 V ersion 2 V ersion 3
287 287 287 Enhanced Error Corrections
0 0 0 Solutions Get M ore Votes Than Code word
24 24 24 Code words N EV ER decoded
77 77 77 Ties
83:205 83:205 83:205 Ratio o f Correct to Incorrect Blocks
0 0 0 Occurrences o f Code W ord BU T N o Symbol 
M atch
Table 6.13 Perform ance O f Sym bol Ordering U sing B it Voting 
A nd N o Sym bol M atch
6.6.1. Computational Complexity
If  all the symbols w ith uncertainty values greater than zero were erased, then in terms of 
com putational perform ance for versions 1 and 2, at least
(nQ — 2 /  +  l ) ! ( 2 f — 1)!
iterations w ill be required, where n0 is the num ber of symbols which have a uncertainty 
value greater than zero. The num ber o f symbols to be erased can be decreased by either 
changing the lim it o f the uncertainty value, that is only erase symbols with higher 
confidence values, o r lim it the num ber o f iterations to a  set value. This value can be 
determ ined by experim entation as will be show n in the next section.
For version 3 of the symbol ordering routine the m axim um  num ber of iterations that will 
be required is
»01 6 3  
(n0 - 2 f ) ! 2 ( !
D epending on the value o f n0 , the com plexity between equation 6.3 and 6.2 can either be 
equal or one m ethod can be m ore com plex than another.
However, the sym bol ordering technique w hich is efficient in terms o f complexity and 
giving good perform ance suffers from  one drawback. If  the code has a large value o f n ,
98
6.7. ANALYSIS OF COMPUTATION
then the algorithm  becom es inefficient due to the sorting routine required to im plem ent 
symbol ordering. Sorting routines have been well docum ented [Knuth, 1973], how ever if 
the sort length is sm all then the com putational gains obtained from  one sorting routine 
over another is not that great. It m ust though be pointed out that sym bol ordering can 
develop a bottleneck at this point if  n  is large.
6.7. ANALYSIS OF COMPUTATION
In  order to analyse the three erasure pattern schemes m ore thoroughly two plots were 
taken. The first graph gives a plot o f frequency against the position in  the erasure pattern 
sequence o f the correct solution first occurring. This will tell us how  quickly the solutions 
are being located for each o f the three erasure pattern schemes used and hence how 
efficient the m ethods are. The second graph gives a plot o f frequency against the num ber 
o f votes the correct code word receives. Correct code word refers to the code word which 
w ould have been transm itted in  the absence o f errors. This plot is only for the cases when 
the enhanced decoding is successful. A lso plotted on this graph is the num ber o f votes the 
nearest rival obtains w hen a correct decoding occurs. The plots shown are for the RS(7,3) 
code whose results have were given previously. Again for the sake o f com pleteness the 
plots for RS(15,11) and RS(15,9) can be found in Appendices E  and F  respectively. These 
plots will also be referred to in this analysis.
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6.7.1. Full Pattern Search, No Symbol Match
S o ft D e c is io n  V oting
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POSITION IN SEQUENCE
Figure 6.2 Frequency A gainst Occurrence o f Correct Code W ord 
for RS(7,3) Code Using Soft Decision Voting.
From  Figure 6.2 one can observe that in the soft decision case the majority o f the solutions 
occur w ithin the first 20 iterations. Beyond this code words are only occurring at positions 
22, 24 and 32. The reason for this could be that the first 20 code words are unique and 
cover all the 2 t  — 1 error patterns and beyond that only the 2 / error patterns are catered 
for. In this instance however the 2 1 error patterns do not occur very often as shown in the 
probabilistic analysis.
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Figure 6.3 Frequency A gainst N um ber of Votes A Correct Code W ord 
O btains and Its Nearest Incorrect Rival.
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Figure 6.3 can help us identify the m axim um  num ber of votes an incorrect code word 
obtains. Then, if in enhanced decoding a code word obtains more than this num ber of 
votes, 121 in the above case, it can be said w ith a high degree of confidence that this code 
word is the one that was originally transm itted.
B it V oting
POSITION IN SEQUENCE
Figure 6.4 Frequency A gainst Occurrence o f Correct Code W ord 
for RS(7,3) Code U sing Bit Voting.
For the same data set, the bit voting strategy does not exceed 20 iterations, but this does 
not necessarily m ean it is m ore efficient because in the equivalent sim ulation the soft 
decision voting strategy gave better perform ance. However, since the num ber of passes 
does not exceed 20 and the first 20 patterns cover all the 2 t  — 1 error patterns it would 
appear that either the bit voting strategy fails to pick up all the possible 2 t  errors or not 
m ore than 20 instances o f 2 1 different errors occurred. From  Table 6.4 one can see that 
the latter is true.
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6 7  8 9
Votes
Figure 6.5 Frequency A gainst N um ber of Votes A  Correct Code W ord 
O btains and Its Nearest Incorrect Rival.
A lthough it is not clear in Figure 6.5, for a sm all percentage of the cases the correct code 
word is being decoded with 8 bit votes although the majority o f them are occurring at 9 bit 
votes. Also, no incorrect code word obtains more than 7 votes so if a decoding occurs with 
8 or m ore bit votes than it can be said with a high degree o f confidence that the correct 
solution has been obtained.
6.7.2. Reduced Pattern Search, No Symbol Match
S oft D e c is io n  V oting
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Figure 6.6 Frequency A gainst Occurrence of Correct Code W ord 
for RS(7,3) Code Using Soft Decision Voting.
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M oving on to the reduced erasure pattern set the occurrence of the correct code word is 
now spread evenly over the pattern set, recalling that the com putational complexity has
now been reduced from
\ 2 f J
to a value determ ined by experim entation, 12 in the RS(7,3)
case. A gain it should be pointed out that for the RS(7,3) and RS(15,9) the code 
perform ance did not suffer.
Figure 6.7 Frequency A gainst N um ber of Votes A Correct Code W ord 
Obtains and Its Nearest Incorrect Rival.
Although the overlaps o f incorrect and correct code word are occurring over a range 
distance o f about 10 it is interesting to note the high frequency at which this occurs for the 
RS(15,11) code. Com paring Figure 6.7 with its full pattern search equivalent one can see 
that they are alm ost identical.
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B it V otin g
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Figure 6.8 Frequency A gainst Occurrence o f Correct Code W ord 
for RS(7,3) Code Using Bit Voting.
Analysis o f the reduced pattern search technique from  Figure 6.8 is not giving us any 
additional inform ation that m ight help in error location. W hat can be said in general terms 
is that if the num ber of 2 / error patterns is m uch sm aller than the num ber o f 2 t  — 1 error 
patterns then changing from  the full erasure pattern set to the reduced erasure set will not 
affect the perform ance greatly.
300 ------------------------------------------------------------------------------------------------------------------------------------------------------------
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Votes
Figure 6.9 Frequency A gainst N um ber of Votes A Correct Code W ord 
O btains and Its N earest Incorrect Rival.
For the double error correcting codes, using bit voting there is still a definite cut o ff point 
from  which it can be said with a high degree o f confidence that if a code word obtains in
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the case o f RS(7,3) 8 bit votes and 13 in the RS(15,11) case, then the correct code word 
has been decoded. The fact that there is overlap in the RS(15,9) case does not m atter 
because this code perform s better than the other two codes.
6.7.3. Symbol Ordering
It has been shown how well the symbol ordering technique is w orking in terms of 
perform ance but its possible draw backs have also been highlighted (see section 6 .6.1). 
The following analysis will show how well the different m ethods are perform ing 
com putationally and com parisons can then be made with the full and reduced erased 
pattern set.
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Figure 6.10 Frequency A gainst Occurrence of Correct Code W ord 
for RS(7,3) Code Using Soft D ecision Voting.
It can be immediately observed from  Figure 6.10 that the first m ethod o f symbol ordering 
has actually increased the com putational com plexity o f the code when com pared to the 
reduced pattern search. In the worst case the m axim um  num ber o f decodings is less than 
the order required by the full pattern search. However, a high proportion of the errors are 
now located within the first decoding, so there is some form  o f trade off, this point can 
clearly be seen in the graphs for the R S(15 ,11) and RS(15,9) codes.
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Soft Decision Votes
Best Loser Soft Decision Votes
. . i l l . Ill
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Figure 6.11 Frequency Against N um ber o f Votes A Correct Code W ord 
Obtains and Its N earest Incorrect Rival.
The overlaps o f incorrect and correct code words are now occurring at a low er value than 
they did for the full and reduced erasure pattern m ethods. Besides this there is hardly any 
additional inform ation to be gained from  Figure 6.11 and unless some useful inform ation 
is to be gained these graphs will not be shown hereafter.
M ethod 2
1 2 3 4  5  6 7  8 9 10 11 12 13 14 16 17 18
POSITION IN SEQUENCE
Figure 6.12 Frequency A gainst Occurrence o f Correct Code W ord 
for RS(7,3) Code Using Soft Decision Voting.
For all codes it can be seen from  the Frequency Against Occurrence of Correct Code W ord 
graphs that there is no noticeable difference between methods 1 and 2 and this is also 
reflected in the sim ulation results. This implies that the metric which calculates the
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uncertainty value o f the symbols is efficient in its calculation of the high confidence 
symbols.
M ethod 3
400   -------
1 2 3 4 5 6 7 8 9
POSITION IN SEQUENCE
Figure 6.13 Frequency A gainst Occurrence of Correct Code W ord 
for RS(7,3) Code U sing Soft Decision Voting.
In the general case it can be said that the third symbol ordering m ethod is finding the 
solutions quicker and in a shorter span when com pared to the other two m ethods. For the 
RS(7,3) and RS(15,9) this m ethod is com putationally more efficient than the reduced 
erasure pattern search. Note how the frequency of the occurrence of the solutions is double 
that o f the M ethods 1 and 2 and in the case o f the RS( 15,11) code the frequency is triple.
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B it V oting  
M ethod 1
1 2  3  4 5 6 7  8 9 10 11 12 13 14 18
POSITION IN SEQUENCE
Figure 6.14 Frequency A gainst Occurrence of Correct Code W ord 
for RS(7,3) Code Using Bit Voting.
Com paring Figure 6.14 with its equivalent soft decision voting schem e (Figure 6.10) the 
spectrum  appears very sim ilar. As in the soft decision case the voting scheme is better 
than the exhaustive full pattern search in the worst case but when com pared to the reduced 
erasure pattern set it is m ore com putational intense. The reader may recall that this 
schem e perform ed identically for all three methods.
5 6 7  8 9
Votes
Figure 6.15 Frequency A gainst N um ber o f Votes A Correct Code W ord 
Obtains and Its Nearest Incorrect Rival.
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The advantage o f the wide range o f votes in the soft decision voting strategy was that it 
gave a clear w inner in a high percentage o f the cases but this voting range was reduced in 
the bit voting case. However, one can now see one of the advantages the bit voting 
strategy is offering us. In both the RS(7,3) and R S(15 ,11) codes there is a clear case o f the 
correct code word obtaining a certain num ber o f votes which its nearest rival cannot 
obtain. This is an advantage because this could be used in conjunction with the soft 
decision scheme to determ ine the correct code word.
M ethod 2
1 2  3  4  5  6  7  8 9 10 11 12 13 14 18
POSrriON IN SEQUENCE
Figure 6.16 Frequency Against Occurrence o f Correct Code W ord 
for RS(7,3) Code Using Bit Voting.
The second m ethod which erases 2 t  — 1 low confidence symbols plus one high confidence 
symbol is perform ing as in the soft decision case the same as m ethod 1. The variation of 
the high confidence symbol does not seem to have given us any additional gain in 
perform ance or complexity.
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M ethod 3
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Figure 6.17 Frequency Against Occurrence o f Correct Code W ord 
for RS(7,3) Code U sing Bit Voting.
The m ost surprising point in the bit voting case is the perform ance o f the third method, 
erasing 2 1 low confidence symbols. A  quick com parison of the Frequency Against 
Occurrence of Correct Code W ord graph shows practically no difference in all three cases. 
Even though the symbol ordering is helping us identify the erroneous symbols (as 
dem onstrated by soft decision voting) the voting strategy is not taking advantage o f this.
6.8. COMPARISONS WITH CHASE 
ALGORITHM
RS Code Chase Method 2 Reduced 
Erasure Pattern
7,3 64 12
15,11 256 135
15,9 4096 694
31,27 1024 1259
31,25 32768 33424
Table 6.14 Com parison o f C om putation Orders Between Chase 2 
and the Reduced Erasure Pattern Set
The im plem ented version o f the Chase algorithm  requires at least ( 2 m)' decodes where 
is the num ber o f least reliable symbols. Com paring this with the reduced erasurei =
110
6.8. COMPARISONS WITH CHASE ALGORITHM
pattern set which was generated experim entally it can be seen from  Table 6.14 for the 
h igher rate codes the Chase algorithm  gives better com putational perform ance.
Sim ulation Results for RS[7,3] code
E b I N 0 =  8 dB
2997481 Code W ords N o Enhanced Error Correction R equired
298 M iscorrections
Chase Enhanced
Decodings Decodings
2164 2182 Error Corrections Above t
0 0 Solutions Get M ore Votes Than Code W ord
57 39 Code w ords N EV ER decoded
0 0 Ties
0 0 Ratio o f Correct to Incorrect Blocks
0 0 Occurrences of Code W ord B U T  N o Symbol 
M atch
Table 6.15 Perform ance Figures For The Chase A nd Enhanced D ecoder 
A lgorithm  For A  RS(7,3) Code
However, w hen a com parison is m ade on a perform ance level betw een the two algorithms, 
the enhanced decoder perform s better as shown in Table 6.15. Note that the sim ulation is 
carried out for 3 X 1 06 blocks of data, no sym bol m atch is im posed betw een the received 
and reconstituted word and algebraic error correction is used to filter out the t  and fewer 
errors. The results shown are for the soft decision voting scheme.
Sim ulation Results for RS[7,3] code
E b I N 0 = 8 dB
2428619 Code W ords N o Enhanced Error Correction Required
Chase
Decodings
Enhanced
Decodings
571304 571329 Error Corrections Required
0 0 Solutions Get M ore Votes Than Code W ord
76 51 Code words NEVER decoded
1 1 Ties
15:1 4:1 Ratio o f Correct to Incorrect Blocks
0 0 Occurrences of Code W ord BU T N o Symbol 
M atch
Table 6.16 Perform ance Figures F or The Chase A nd Enhanced D ecoder 
A lgorithm  For A  RS(7,3) Code, D irect Im plem entation
Rem oving algebraic error correction as a filter, the enhanced decoder still out perform s the 
Chase algorithm  (Table 6.16). It is difficult to see under what conditions the Chase 
algorithm  would perform  better than the enhanced decoder.
I l l
6.9. EFFECTS OF ALGEBRAIC FILTERING
6.9. EFFECTS OF ALGEBRAIC FILTERING
It has been previously stated that the enhanced decoder can be im plem ented with an 
algebraic decoder used as filter to cut out the t  or few er errors (as show n and analysed in 
the previous sections) or im plem ented directly. It would be interesting to see what the 
effects w ould be in terms o f coding gain if  this filter was rem oved (Chase algorithm  is 
norm ally defined without the algebraic filter).
Before these effects are analysed a point should also be m ade about the difference in terms 
o f com putation. For this analysis let us assum e that soft decision voting is being used with 
the reduced erasure pattern search. W ith the direct im plem entation o f the decoder in the 
presence of errors the com putation w ill require:
• T ransform  r (X )  into R(z)
•  Im plem entation o f Enhanced D ecoder
If algebraic filtering is used then this becomes:
• Transform  r ( X ) into R(z)
• A lgebraic Error Correction
• Im plem entation of Enhanced D ecoder if  above fails
For the codes simulated, using algebraic decoding as a filter will always be less complex 
than the direct im plem entation of the enhanced decoder. This is because if r or fewer 
errors exist im plem enting an algebraic decoder w ill be less com plex than an enhanced 
decoding. If  sym bol ordering is used then this m ight not be the case depending on which 
code is being implemented.
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Figure 6.18 Coding Gain Plot For RS(7,3)
Figure 6.18 shows a coding gain curve for a RS(7,3) code which uses the reduced pattern 
search m ethod and soft decision voting with no symbol m atch im posed. For the lower 
values o f E b /  N 0 plotted, the enhanced decoding algorithm  with algebraic decoding as a
filter is giving about 1 dB coding gain when com pared to the coded system. The points 
plot at practically the same co-ordinates as the Chase algorithm . If algebraic decoding is 
not used to act as a filter the enhanced decoding algorithm  gives a m uch better 
perform ance with coding gains o f up to 1.5 dB, but this is at the cost o f extra 
com putational complexity.
C om pared with the RS(7,3) code and in general the RS(15,11) code did not perform  as 
well as expected. As can be seen from  Figure 6.19, coding gains less than 0.5 dB are 
being achieved when using algebraic decoding as a filter. Recalling that the RS(15,11) 
code had a high probability o f m iscorrection this implies that for codes w ith a high value 
o f Pmisc the additional perform ance gained by using the enhanced decoder will not be very
substantial.
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For the RS(15,9) coding gain curve (Figure 6.20) the enhanced decoding algorithm  with 
algebraic decoding as a filter gives a m axim um  o f about 1 dB coding gain which reduces 
to about 0.8 dB for the points plotted when com pared to the coded system. For this and 
the RS(7,3) code one expects the enhanced decoder to give favourable coding gains since 
the probability o f detection is high. This im plies that in order for the enhanced decoder to 
perform  well one needs good detection in order to give good conversion to correction. As 
the curves extend to the very low block error rates one expects the perform ance curves of 
the enhanced decoder and coded system  to converge.
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Algebraic Error Correction 
and Enhanced Decoding
Algebraic Error Correcion 
and Chase Algorithm
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Figure 6.19 Coding Gain Curve for RS(15,11)
For other pattern m ethods such as the full pattern search, for some codes the difference in 
perform ance between the latter and the reduced patterns search was negligible hence one 
expects a sim ilar effect in the coding gain curves. In the case o f the R S (15 ,11) code which 
had a high value o f Pmisc, the best perform ance was given when the full erasure pattern
m ethod was used. Therefore one expects the coding gain to im prove especially since the 
value o f C o d e  W ords N e v e r  D e c o d e d  decreases. Symbol ordering which improved the 
perform ance o f the enhanced decoder in all codes com pared to reduced erasure pattern 
search was im plem ented m ainly because of its com putational efficiency. The additional 
coding gain that this m ethod w ould give would be negligible.
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Figure 6.20 Coding Gain Curve for RS(15,9) code
6.10. CONCLUDING REMARKS
The aim  o f this chapter was to present the way the various parts o f the enhanced decoder 
perform ed. Firstly, an overview o f the options o f the enhanced decoder were given 
followed by an probabilistic analysis o f the behaviour o f the channel at various bit error 
rates. The three voting strategies were analysed for various pattern search m ethods, full 
pattern search, reduced pattern search and symbol ordering. The effects o f imposing a 
symbol match were then considered and it was found that the soft decision voting scheme 
im proved its perform ance while the bit voting scheme degraded. As the erasure pattern 
schemes were refined, the complexity was reduced and it was found that the perform ance 
o f the enhanced decoding algorithm  w ould not suffer if the num ber of 2 / error patterns 
was low com pared to the num ber o f 2 t  — 1 error patterns.
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Sym bol ordering still perform ed as well as the reduced pattern search m ethod and in the 
case of the bit voting strategy the perform ance actually im proved but its m ain  feature was 
to reduce the com putational com plexity even further. It was outlined however, that in the 
worse case the reverse may occur.
In order to analyse the m ethods m ore critically a graphical analysis was m ade o f each of 
the erasure pattern m ethods used. H ow ever since im posing a symbol m atch proved not to 
be as successful as hoped this line of research was not carried further. A lso, symbol voting 
from  w hich the idea o f enhanced decoding was developed, did not give reasonable 
perform ance as expected so this line o f thought was also not pursued. F rom  the graphical 
analysis, the perform ance o f the various schem es could be analysed. F or the various codes 
im plem ented one could see how  quickly the different schemes w ere achieving their 
objective o f finding the correct solutions. It was also possible to determ ine cut o ff points 
from  w hich it was possible to say that if  a solution was achieved over a certain num ber of 
votes then it had to be correct.
Taking all o f the inform ation into account the best perform ance o f the enhanced decoder 
w ill be achieved w hen the soft decision voting schem e is used in conjunction w ith symbol 
ordering and no symbol m atch is im posed. A nother possibility is to use the bit and soft 
decision voting schem es to determ ine the correct solutions. If  a threshold value for the 
votes is used, bit votes for exam ple, then the perform ance m ay further be enhanced.
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CHAPTER 7
CONCLUDING REMARKS
This thesis has exam ined a new  m ethod o f decoding Reed Solom on codes beyond their 
design constraint using hard  and soft decision m ethods. The original interpretation o f this 
idea im posed m any restrictions on the decoding algorithm  such as im posing symbol 
m atches. A s the algorithm  was refined, the restrictions that were im posed on it were 
rem oved and subsequently it was found that the perform ance of the algorithm  im proved in 
som e cases and degraded in  others. The follow ing sections give a b rief conclusion o f the 
research achievem ents and is follow ed by some suggestions for further im provem ents.
7.1. CONCLUSIONS
The m ain em phasis o f the thesis has been to exam ine the various ways of im proving the 
error correcting capability o f RS codes from  t  up to 2 t .  Consequently, the motivation 
behind the developm ent o f the enhanced decoder was to develop a com putationally 
efficient algorithm  which explored the deficiencies o f standard algebraic error correction 
m ethods. The aim  was to develop an decoding algorithm  based on an erasures strategy.
Our initial idea, the sym bol voting strategy, used an exhaustive hard  decision m ethod to 
erase 2 t  sym bol sets to try and locate the positions of the error symbols. A lthough this 
idea was successful, the vast m ajority o f enhanced decodings were ties m aking it difficult 
to differentiate betw een the correct transm itted code words and other incorrect code words. 
The sym bol voting idea was refined by replacing the symbol values w ith their appropriate 
bit values and the perform ance o f the decoder im proved vastly. The reasons were mainly 
due to the fact that the num ber o f votes obtained using b it voting was now spread out over 
a w ider range hence the chance o f a tie occurring was less likely.
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The final refinem ent in the voting strategy was to use the soft decision inform ation. The 
voting was now slightly m ore com plex but there was a m arked im provem ent in 
perform ance. The num ber o f ties were reduced and this voting schem e perform ed best out 
o f all three. Therefore it could be seen that by replacing a hard  decision based voting 
schem e w ith a soft decision one there was a m arked im provem ent in perform ance.
Having achieved veiy good perform ance the next area to be addressed is that of 
com putational complexity. Initially all possible com binations o f 2 t  sym bol sets were 
covered but this was inefficient since initially the idea o f the enhanced decoder was to try 
and correct up to 2 t  — 1 errors in an erasure pattern o f length 2 t .  A n erasure pattern set 
was then developed which covered all the possible com binations o f the 2 t  — 1 error 
patterns in a reduced erasure pattern set. H ow ever these m ethods were still time 
consum ing and did not make use o f the soft decision information.
The sym bol ordering m ethod used a  soft decision m etric to try and identify the m ost likely 
error symbols. It did this w ith a h igh degree o f success. In the m ajority of cases it would 
correct the received w ord w ithin the bound o f the reduced erasure pattern set and in m ost 
cases w ithin a few iterations. In the worst case it w ould exceed the bound o f the reduced 
erasure pattern set. In  order to counteract this, com putational analysis gave us certain 
threshold values w hich could be used to determ ine correct decodings. So for a correct 
decoding to occur one could specify a certain num ber o f bit and soft decision votes.
Finally from  a developm ent point o f view, the decoder had the option o f having symbol 
m atch restrictions im posed on it. This was because our initial idea w hich was to correct up 
to 2 t  — 1 errors could recognise this fact because the rem aining correct symbol would be 
the sam e betw een the received and reconstituted word. For the bit voting strategy this 
im proved its perform ance but it was a hindrance for the soft decision voting scheme.
The perform ance o f the enhanced decoder is affected by the relative likelihood of different 
num bers of decoding errors. This is also true for all decoding algorithm s. If the code has 
a low probability o f m iscorrection and the probability of detecting errors above t  is high 
then one expects the enhanced decoder to perform  well. If  param eter C o d e  W ords N E V E R  
D e c o d e d  is kept at m anageable levels then it is difficult for other soft decision schem es to 
perform  m uch better than the enhanced decoder.
For the codes simulated, the enhanced decoder offers savings in  com putational complexity 
over the Chase algorithm  w ith the added advantage o f giving the sam e coding gain. U sing 
standard algebraic decoding m ethods to filter out t and fewer errors reduced the average
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tim e required for a decoding but with the loss o f coding gain. If  algebraic decoding was 
rem oved as a filter, the enhanced decoder still gave at least as good as perform ance as the 
C hase algorithm  so it is a viable alternative to the Chase algorithm.
A s a decoding algorithm , there are m ultiple variations available for im plem entation. I f  the 
data was stored im ages from  space and could be processed at leisure, then using the 
enhanced decoder w ith the exhaustive pattern search techniques would prove to be fruitful. 
A lternatively it could act as a  second in line decoder, if  the first m ethod fails such as 
algebraic decoding then the enhanced decoder could be invoked.
7.2. FUTURE WORK
There are two avenues o f future w ork possible:
1. D evelopm ent O f Present M ethods.
2. A pplication o f  Enhanced D ecoder To O ther A lgorithm s.
7.2.1. Development Of Present Methods
E arlier on in  the thesis, the subject o f generating the reduced erasure pattern set was 
discussed. There are m any ways to generate this set and the real efficiency o f each o f these 
methods m ay only be appreciated w hen longer RS codes are considered. The im plem ented 
reduced erasure pattern algorithm  works by considering an error pattern and the erasure 
patterns that are covered by it. The criteria for choosing the erasure pattern is the one 
w hich covers the fewest extra error patterns. However, in  som e cases m ore than one 
erasure pattern can do this and the im plem ented algorithm  chooses the first erasure pattern. 
If  all erasure patterns were considered then the set derived could be sm aller. The 
algorithm  required to generate this set w ould be m ore intricate to im plem ent but the 
possible reduction in com plexity would be useful.
The current sym bol ordering m ethod is based upon a scheme w hich determ ines the 
uncertainty value o f a sym bol using the soft decision inform ation o f its m  constituent bits. 
This has been shown to be very effective in identifying erroneous symbols in a high 
percentages of cases. Its draw back is that once the symbol ordering has been carried out 
the m ethod is not efficient in  term s o f varying the symbol patterns. A nother approach
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would be to have the m ethod o f determ ining the uncertainty value as before but now 
choose the 2 / erasure pattern symbols whose uncertainty values adds up to a predefined 
value. The symbol patterns can then be varied by changing this predefined value. It was 
also highlighted earlier that the bottleneck in the sym bol ordering m ethod is the sorting 
complexity. A  better sorting routing algorithm  would im prove upon the speed o f the 
enhanced decoder. The larger the value o f n , the more efficient the sorting routine has to 
be.
To determ ine the behaviour o f a decoder in  very low range bit error rates such as 1CT6 to 
10-1° can be very difficult for ordinary sim ulations. This is because one m ust count at 
least 100 errors in order to obtain a reasonable degree of confidence in  the simulation. 
Thus, if  the probability o f error is 10-6 then one would require at least 1 08 iterations, 
clearly this num ber is far too large to be feasible. Im portance Sam pling [Lu, 
1988][Letaief, 1992] is a technique w hich m akes low  probability events occur more 
frequently by modifying the probability density function o f the input random  process. As a 
result o f this an accurate and reliable estim ate can be obtained w ith few er sim ulation runs 
in com parison to ordinary sim ulations. H ence larger codes can be sim ulated with fewer 
iterations and the behaviour o f the enhanced decoder can be studied for the larger field 
sizes.
7.2.2. Application of Enhanced Decoder To Other 
Methods
The enhanced decoder could be applied to Forney's GMD algorithm. Instead of using 
Forney's m ethod o f calculating the best code word, soft decision voting could be used. The 
solution w ith the highest num ber o f votes would be chosen as the code word. Peile [Peile, 
1993] has im plem ented the GM D on various RS codes using GM D and the W elch- 
Berlekam p algorithm  for error correction [T. H. Liu, 1984][W elch and Berlekam p, 1983]. 
It would be interesting to see w hat additional perform ance one could achieve if  the 
principles of the enhanced decoder were applied to this method. A  m odification to the 
GM D could be to im plem ent the GMD as before but if  no satisfactory solution had been 
found within t  iterations then use the enhanced decoder.
It seems unlikely that m ethods such as the enhanced decoder, even w ith the developed 
im provem ents w ill prove viable for many real time applications because o f the 
com putational com plexity. The ultim ate goal w ould be the developm ent of a full algebraic
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decoding method, but as yet there can be no certainty that such a m ethod will be 
developed, or even any firm  idea o f how  the problem  m ight be approached. Even so, the 
w ork reported here on recognition o f the correct solution may prove valuable.
One m ethod of soft decision decoding w hich is applicable to Reed Solom on codes is 
V iterbi decoding. The com plexity o f this m ethod is also prohibitive for all bu t the simplest 
codes. Trellis based m ethods using reduced search techniques are however, possible and 
again could m ake use o f our w ork on recognition w hich sets a bound on the distance to the 
optim al solution.
It is possible that the solutions suggested in  this and the previous section m ay not improve 
perform ance and in som e cases may even im pose m ore com putational complexity. 
N evertheless, a new decoding algorithm  for Reed Solom on codes has been suggested with 
perform ance slightly superior to the Chase algorithm  and w hich gives a reduction in 
com plexity for many Reed Solom on codes.
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APPENDIX A - PRIMITIVE POLYNOMIALS
The follow ing table gives a reduced list o f prim itive polynom ials o f degree 8 or less.
Degree Generating Polynomial
2 l  + X  + X 2
3 l  + X  + X 3
4 l + X  + X 4
5 1 + X 2 + X 5 
1 +  X 2 + X 3 + X 4 +  X 5 
l  + X + X 2 + x 4 + x 5
6 l  + X  + X 6
l + X  + X 2 + x 5+ x 6 
1 + X 2 + X 3 + X 5+ X 6
7 l + X 3 + X 7 
1 + X  + X 2 + X 3 + X 7 
l + X 2 + X 3+ X 4 + X 7
8 i+x2 + x3+x4+x8
1 + X 3 + X 5 + X 6 + X 8 
l + X  + X 2 + X 5 + X 6 + X 7 +X*
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APPENDIX B - FINITE FIELD MAPPING AND 
ARITHMETIC IN GF(23)
Table 1 gives the result o f two symbols w hich are added in a finite field for G F ( 2 3) . The 
addition is based on the follow ing m apping schem e w hich was used in  this thesis:
Number Finite Field 
Equivalent
0 a 0 = 1 = a 7
1 a 1
2 a 2
! 3 a 3
| 4 a 4
5 a 5
6 a 6
7 0
Table B -l M apping Schem e Im plem ented
0 1 2 3 4 5 6 7
0 7 3 6 1 5 4 2 0
1 3 7 4 0 2 6 5 1
2 6 4 7 5 1 3 0 2 i
3 1 0 5 7 6 2 4 3
4 5 2 1 6 7 0 3 4
5 4 6 3 2 0 7 1 5
6 2 5 0 4 3 1 7 6
7 0 1 2 3 4 5 6 7
Table B-2 Table To A dd Tw o Sym bols In G F ( 2 3)
H ence,if one was required to add the sym bols 5 and 6  the result from  the table would be 1. 
This would be equivalent to adding a 5 +  a 6 =  a 1.
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APPENDIX C - ERROR AND ERASURE 
PATTERN SETS
The 35 erasure patterns for a RS(7,3) code.
Erasure Pattern Set
No. Erasure Patterns
1. 0 1 2 3
2. 0 1 2 4
3. 0 1 2 5
4. 0 1 2 6
5. 0 1 3 4
6. 0 1 3 5
7. 0 1 3 6
8. 0 1 4 5
9. 0 1 4 6
10. 0 1 5 6
11. 0 2 3 4
12. 0 2 3 5
13. 0 2 3 6
14. 0 2 4 5
15. 0 2 4 6
16. 0 2 5 6
17. 0 3 4 5
18. 0 3 4 6
19. 0 3 5 6
20. 0 4 5 6
21. 1 2 3 4
22. 1 2 3 5
23. 1 2 3 6
24. 1 2 4 5
25. 1 2 4 6
26. 1 2 5 6
27. 1 3 4 5
28. 1 3 4 6
29. 1 3 5 6
30. 1 4 5 6
31. 2 3 4 5
32. 2 3 4 6 i
33. 2 3 5 6
34. 2 4 5 6
35. 3 4 5 6
125
APPENDIX C - ERROR AND ERASURE PATTERN SETS
Error Pattern Set
The 35 error patterns for a RS(7>3) code.
N um ber E rror Patterns
1. 0 1 2
2. 0 1 3
3. 0 1 4
4. 0 1 5
5. 0 1 6
6 . 0 2 3
7. 0 2 4
8. 0 2 5
9. 0 2 6
10. 0 3 4
11. 0 3 5
12. 0 3 6
13. 0 4 5
14. 0 4 6
15. 0 5 6
16. 1 2 3
17. 1 2 4
18. 1 2 5
19. 1 2 6
20. 1 3 4
21. 1 3 5
22. 1 3 6
23. 1 4 5
24. 1 4 6
25. 1 5 6
26. 2 3 4
27. 2 3 5
28. 2 3 6
29. 2 4 5
30. 2 4 6
31. 2 5 6
32. 3 4 5
33. 3 4 6
34. 3 5 6
35. 4 5 6
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APPENDIX C - ERROR AND ERASURE PATTERN SETS
A lgorithm  1
The 4  (21) erasure patterns generated by each error pattern for a RS(7,3) code.
E rror Pattern Erasure Patterns
012 0123 0124 0125 0126
013 0123 0134 0135 0136
014 0124 0134 0145 0146
015 0125 0135 0145 0156
016 0126 0136 0146 0156
023 0123 0234 0235 0236
024 0124 0234 0245 0246
025 0125 0235 0245 0256
026 0126 0236 0246 0256
034 0134 0234 0345 0346
035 0135 0235 0345 0356
036 0136 0236 0346 0356
045 0145 0245 0345 0456
046 0146 0246 0346 0456
056 0156 0256 0356 0456
123 0123 1234 1235 1236
124 0124 1234 1245 1246
125 0125 1235 1245 1256
126 0126 1236 1246 1256
134 0134 1234 1345 1346
135 0135 1235 1345 1356
136 0136 1236 1346 1356
145 0145 1245 1345 1456
146 0146 1246 1346 1456
156 0156 1256 1356 1456
234 0234 1234 2345 2356
235 0235 1235 2345 2356
236 0236 1236 2346 2356
245 0245 1245 2345 2456
246 0246 1246 2346 2456
256 0256 1256 2356 2456
345 0345 1345 2345 3456
346 0346 1346 2346 3456
356 0356 1356 2356 3456
456 0456 1456 2456 3456
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A lgorithm  2
The 4 (2 t) error patterns generated by each erasure pattern for a RS(7,3) code.
Erasure Pattern E rror Patterns
0123 012 013 023 123
0124 012 014 024 124
0125 012 015 025 125
0126 012 016 026 126
0134 013 014 034 034
0135 013 015 035 135
0136 013 016 036 136
0145 014 015 045 145
0146 014 016 046 146
0156 015 016 056 156
0234 023 024 034 234
0235 023 025 035 235
0236 023 026 036 236
0245 024 025 045 245
0246 024 026 046 246
0256 025 026 056 256
0345 034 035 045 345
0346 034 036 046 346
0356 035 036 056 356
0456 045 046 056 456
1234 123 124 134 234
1235 123 125 135 235
1236 123 126 136 236
1245 124 125 145 245
1246 124 126 146 246
1256 125 126 156 256
1345 134 135 145 345
1346 134 136 146 346
1356 135 136 156 356
1456 145 146 156 456
2345 234 235 246 345
2346 234 236 246 346
2356 235 236 256 356
2456 245 246 256 456
3456 345 346 356 456
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APPENDIX D - EXAMPLE OF REDUCED 
ERASURE PATTERN GENERATION
E rror Pattern Erasure Patterns
—>012 01:23 . ■ : 0124 0125 0126
013 0123 0134 0135 0136
—>014 0124 (1) 0134 (1) 0 1 4 5 (0 ) 0146 (0)
015 0125 0135 0145 0156
—>016 0 1 2 6 (1 ) 0136 (1) 0146 (1) 0 1 5 6 (1 )
023 0123 0234 0235 0236
—>024 0124 (2) 0234 (1) V. - ;
.0235'(1) •!?>+ T
0245 (1) 0246 (1)
->025 0125 (2) 0245 (2) 0256 (1)
026 0126 0236 0246 0256 j
034 0134 0234 0345 0346
035 0135 0235 0345 0356
—>036 0136 (2) 0236 (2) 0346 (1) ,  , 0356 (1)
045 0145 0245 0345 0456
046 0146 0246 0346 0456
—>056 0156 (2> 0256 (2) 0356 (2) 0456 (2)
123 0123 1234 1235 1236
—>124 0124 (3) 1234 (2) 1245 (1) 1246 (1)
125 0125 1235 1245 1256
126 0126 1236 1246 1256
—>134 0134 (3) 1234 (3) 1345(1) V: 1346 (1)
135 0135 1235 1345 1356
—>136 0136 (3) 1236 (2) Y " ." 1346 (2) 1356 (2)
145 0145 1245 1345 1456
146 0146 1246 1346 1456
156 0156 1256 1356 1456
234 0234 1234 2345 2356
235 0235 1235 2345 2356
236 0236 1236 2346 2356
245 0245 1245 2345 2456
246 0246 1246 2346 2456
—>256 0256 (3) 1256 (3) 2356 (2) Y .vX 2456 (2)
345 0345 1345 2345 3456
346 0346 1346 2346 3456
356 0356 1356 2356 3456
456 0456 (3) 1456 (3) 2456 (3) 3456 (3)
Table D .l  W orked Exam ple O f The Im plem ented V ersion O f The 
Reduced Erasure Pattern Generation A lgorithm
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APPENDIX D - EXAMPLE OF REDUCED ERASURE PATTERN GENERATION
A worked exam ple of the reduced erasure patterns set for a RS(7,3) code is presented in 
Table D .l .  The —> sign signifies that this error pattern is currently under consideration. 
The highlighted erasure pattern:
~2356 (2)
im plies that this erasure pattern has been selected. The figure in brackets represents for the 
erasure pattern how m any extra error patterns have been covered by it.
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APPENDIX E - SIMULATION RESULTS AND 
ANALYSIS GRAPHS FOR RS(15,11)
This appendix contains the set o f sim ulation results and graphical analysis for the 
RS(15,11) code carried out under the same conditions as the set o f results shown in 
C hapter 6 for the RS(7,3) code.
Full Pattern Search
Sim ulation Results for RS[15,11] code I
E b / N 0 = 5 .7  dB
490231 Code W ords No Error Correction Required
3014 M iscorrections
Enhanced Decodings
Soft Bit Symbol
6055 3652 0 Enhanced Error Corrections
1 106 0 Solutions Get M ore Votes T han Code W ord
52 52 52 Code W ords N EV ER D ecoded
1 2299 6057 Ties of W hich
12:12 27602:
35405
72730:
1831211
Ratio o f Correct to Incorrect Blocks
646 646 646 Occurrences o f Code W ord B U T N o Symbol 
M atch
Table E .l  Perform ance O f V arious Voting Schem es U sing 
Full Pattern Search and Sym bol M atch
Sim ulation R esults for RS[15,11] code
E b l N 0 = 5 .7 d B
490231 Code W ords N o Error Correction Required
3014 M iscorrections
Enhanced D ecodings
Soft Bit Sym bol
6697 3633 0 Enhanced Error Corrections
4 373 646 Solutions Get M ore Votes Than Code W ord
52 52 52 Code W ords N EV ER Decoded
2 2697 6057 Ties
24:13 28210:
49203
72730:
1831211
Ratio of Correct to Incorrect Blocks
0 0 0 Occurrences o f Code W ord BU T N o Sym bol 
M atch
Table E .2 Perform ance O f Various Voting Schemes U sing 
Full Pattern Search and N o Sym bol M atch
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APPENDIX E - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,U)
Reduced Pattern Search
Sim ulation Results for RS [ 15,11] code
E b / N 0 =  5 . 1  dB
490231 Code W ords N o Enhanced Error Correction Required
3014 M iscorrections
Enhanced Decodings
Soft Bit Symbol
6040 3643 0 Enhanced Error Corrections
1 106 0 Solutions Get M ore Votes Than Code W ord
650 650 650 Code W ords N EV ER  Decoded
1 2293 6042 Ties of W hich
1:1 2738:
3497
7210:
181579
Ratio of Correct to Incorrect Blocks
63 63 63 Occurrences o f Code W ord BU T N o Symbol 
M atch
Table E.3 Perform ance O f Various V oting Schemes U sing 
R educed Pattern Search and Sym bol M atch
Sim ulation Results for RS[15,11] code
E b 1 N 0 =  5.7 dB
490231 Code W ords N o Error C orrection Required
3014 M iscorrections
Enhanced Decodings
Soft Bit Symbol
6102 3632 0 Enhanced Error Corrections
2 130 63 Solutions Get M ore Votes Than Code W ord
650 650 650 Code W ords N EV ER D ecoded
1 2343 6042 Ties of W hich
1:1 2794:
3742
7210:
181579
Ratio o f Correct to Incorrect Blocks
0 0 0 Occurrences o f Code W ord BUT N o Symbol 
M atch
Table E .4 Perform ance O f V arious V oting Schemes U sing 
R educed Pattern Search and N o Sym bol M atch
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APPENDIX E - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,11)
Sym bol Ordering
Sim ulation Results for R S[15,11] code
E b / N 0 =  5.7 dB
490231 j Code W ords N o Enhanced Error Correction Required
3014 M iscorrections
Enhanced D ecodings
V ersion 1 V ersion 2 V ersion 3
6016 6016 6651 Enhanced Error Corrections
1 1 4 Solutions Get M ore Votes T han Code W ord
737 737 98 Code W ords N EV ER D ecoded
1 1 2 Ties of W hich
1:1 1:1 18:11 Ratio o f Correct to Incorrect Blocks
0 0 0 Occurrences o f Code W ord B U T N o Symbol 
M atch
Table E.5 Perform ance O f Sym bol O rdering U sing Soft D ecision 
Voting A nd N o Sym bol M atch
Sim ulation Results for R S [15 ,11] code
E b J N 0 ~  5.7 dB
490231 Code W ords N o Enhanced Error Correction Required
3014 M iscorrections
Enhanced D ecodings
V ersion 1 V ersion 2 V ersion 3
4314 4314 4314 Enhanced Error Corrections
75 75 75 Solutions Get M ore Votes Than Code W ord
737 737 737 Code W ords N EV ER  D ecoded
1629 1629 1629 Ties of W hich
1640:
6938
1640:
6938
1640:
6938
Ratio o f Correct to Incorrect Blocks
0 0 0 Occurrences of Code W ord BU T N o Symbol 
M atch
Table E.6 Perform ance O f Sym bol Ordering U sing Bit 
Voting A nd N o Sym bol M atch
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APPENDIX E - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,11)
Full Pattern Search, No Symbol Match
1 51 101 151 201 251 301 351 453 588 701 838 979 1109 1252 1355
POSITION IN SEQUENCE
Graph E .l Frequency A gainst Occurrence o f Correct Code W ord 
for R S(15 ,11) Code Using Soft Decision Voting.
3 4 4 3 4 6 3 4 8 3 5 0 3 5 2 3 5 4 3 5 6  358 3 6 0 3 6 2 3 6 4 3 8 6 3 6 8  370 372 374 376 378 3 8 0 3 8 2 3 8 4 3 8 6 3 8 8 3 9 0  392 3 9 4 3 9 6
Graph E.2 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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APPENDIX E - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,11)
Bit Voting
40 ------
Graph E.3 Frequency A gainst Occurrence of Correct Code W ord 
for R S (15 ,11) Code U sing Bit Voting.
Graph E.4 Frequency Against Num ber of Votes A Correct Code W ord 
Obtains and Its N earest Incorrect Rival.
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APPENDIX E - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,11)
Reduced Pattern Search, No Sym bol M atch
Soft Decision Voting
1 11 21 31 41 51 81 71 81 91 101 111 121 131
POSITION IN SEQUENCE
Graph E.5 Frequency A gainst Occurrence of Correct Code W ord 
for R S(15,11) Code U sing Soft Decision Voting.
Soft Decision Votes
Best Loser Soft Decision Votes
339 341 343 345 347 349 351 353 355 357 359 361 383 365 367 369 371 373 375 377 379 381 383 385 387 389 391 393 395 398
Graph E.6 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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APPENDIX E - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,11)
Bit Voting
3  30
1 11 21 31 41 51 61 71 81 91 101 111 121 131
P O S IT IO N  IN S E Q U E N C E
Graph E.7 Frequency Against Occurrence of Correct Code Word 
for RS(15,11) Code Using Bit Voting.
§ 2 -
Bit Votes
Best Loser Bit V o tes
Graph E.8 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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APPENDIX E - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,11)
Symbol Ordering, No Symbol Match
Soft Decision Voting
Method 1
1 11 21 31 41 51 61 71 81 91 101 111 122 132 142 154 165 175 189 204 216 238 257 295
P O S IT IO N  IN S E Q U E N C E
Graph E.9 Frequency Against Occurrence of Correct Code Word 
for RS(15,11) Code Using Soft Decision Voting.
S oft D ecision V otes
Best Lo ser Soft Decision V otes
ill I I . . -
339 343 345 347 349 351 353 355 357 359 361 363 365 367 369 371 373 375 377 379 381 383 385 387 389 391 393 395 398
Graph E.10 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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APPENDIX E - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,11)
Method 2
41 51 61 71 81 91 101 111 122 132 142 154 165 175 189 204 216 238 257 295
P O S rriO N  IN S E Q U E N C E
Graph E. 11 Frequency Against Occurrence of Correct Code Word 
for RS(15,11) Code Using Soft Decision Voting.
500
400
300
200
100
0
339 343 345 347 349 351 353 355 357 359 361 363 365 367 369 371 373 375 377 379 381 383 385 387 389 391 393 395 398
Graph E.12 Frequency Against Number of Votes A Correct Code Word 
Obtains and Its Nearest Incorrect Rival.
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APPENDIX E - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,11)
Method 3
1 11 21 31 41 51 81 71 81 91 101 111 124 134 144 156 173 189 210 224 238 274 297 316 352 394 540 827
P O S IT IO N  IN S E Q U E N C E
Graph E.13 Frequency Against Occurrence of Correct Code Word 
for RS(15,11) Code Using Soft Decision Voting.
S oft Decision V otes
Best Loser Soft Decision V otes
. . . u l l l I I I I ■■
342 345 347 349 351 353 355 357 359 361 363 365 367 369 371 373 375 377 379 381 383 385 387 389 391 393 395 398
Graph E.14 Frequency Against Number of Votes A Correct Code Word 
Obtains and Its Nearest Incorrect Rival.
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APPENDIX E - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,11)
Bit Voting 
Method 1
1 11 21 31 41 51 61 71 81 91 101 111 122 132 142 154 165 175 190 206 225 247 282
P O S IT IO N  IN S E Q U E N C E
Graph E.15 Frequency Against Occurrence of Correct Code Word 
for RS(15,11) Code Using Bit Voting.
Bit V otes
Best Loser Bit V otes
Graph E.16 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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APPENDIX E - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,11)
Method 2
1 11 21 31 41 51 61 71 81 91 101 111 122 132 142 154 165 175 190 206 225 247 282
P O S IT IO N  IN S E Q U E N C E
Graph E.17 Frequency Against Occurrence of Correct Code Word 
for RS(15,11) Code Using Bit Voting.
5
10 11 12 13
Graph E.18 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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APPENDIX E - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,11)
Method 3
HUiaAuLi i i l U r f i n . 11 l h  II I l L *  11 L l  i j L l l f c l  111 I !■......................^ i i t i in j i i i i i i i i f c im i i in i j i j im m i i  m in iu m
1 11 21 31 41 51 61 71 81 91 101 111 122 132 142 154 165 175 190 206 225 247 282
P O S IT IO N  IN S E Q U E N C E
Graph E.19 Frequency Against Occurrence of Correct Code Word 
for RS(15,11) Code Using Bit Voting.
Bit V otes
Best Loser Bit V otes
Graph E.20 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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APPENDIX F - SIMULATION RESULTS AND 
ANALYSIS GRAPHS FOR RS(15,9)
This appendix contains the set of simulation results and graphical analysis for the RS(15,9) 
code carried out under the same conditions as the set of results shown in Chapter 6 for the 
RS(7,3) code.
Full. Pattern Search
Simulation Results for RS[15,9] code
Eb 1N 0 = 6.5 dB
498814 Code Words No Enhanced Error Correction Required
58 Miscorrections
Enhanced Decodings
Soft Bit Symbol
1124 1070 0 Enhanced Error Corrections
0 4 79 Solutions Get More Votes Than Code Word
0 0 0 Code Words NEVER Decoded
0 50 1045 Ties of Which
0 2120:
2141
57489:
213172
Ratio of Coiiect to Incorrect Blocks
4 4 4 Occurrences of Code Word BUT No Symbol 
Match
Table F.l Performance Of Various Voting Schemes Using 
Full Pattern Search and Symbol Match
Simulation Results for RS[15,9] code
Eb / N 0 = 6.5 dB
498814 Code Words No Enhanced Error Correction Required
58 Miscorrections
Enhanced Decodings
Soft Bit Symbol
1128 1070 0 Enhanced Error Corrections
0 7 83 Solutions Get More Votes Than Code Word
0 0 0 Code Words NEVER Decoded
0 51 1045 Ties of Which
0 2121:
2155
57489:
213172
Ratio of Correct to Incorrect Blocks
0 0 0 Occurrences of Code Word BUT No Symbol 
Match
Table F.2 Performance Of Various Voting Schemes Using 
Full Pattern Search and No Symbol Match
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APPENDIX F - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,9)
Reduced Pattern Search
Simulation Results for RS[15,9] code
Eb / N0 -  6.5 dB
498814 Code Words No Enhanced Error Correction Required
58 Miscorrections
Enhanced Decodings
Soft Bit Symbol
1124 1070 0 Enhanced Error Corrections
0 4 79 Solutions Get More Votes Than Code Word
3 3 3 Code Words NEVER Decoded
0 50 1045 Ties of Which
0 290:298 7996:
29671
Ratio of Correct to Incorrect Blocks
1 1 1 Occurrences of Code Word BUT No Symbol 
Match
Table F.3 Performance Of Various Voting Schemes Using 
Reduced Pattern Search and Symbol Match
Simulation Results for RS[15,9] code
Eb / N0 = 6.5 dB
498814 Code Words No Enhanced Error Correction Required
58 Miscorrections
Enhanced Decodings
Soft Bit Symbol
1125 1070 0 Enhanced Error Corrections
0 5 80 Solutions Get More Votes Than Code Word
3 3 3 Code Words NEVER Decoded
0 50 1045 Ties of Which
0 290:298 7996:
29671
Ratio of Correct to Incorrect Blocks
0 0 0 Occurrences of Code Word BUT No Symbol 
Match
Table F.4 Performance Of Various Voting Schemes Using 
Reduced Pattern Search and No Symbol Match
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APPENDIX F - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,9)
Symbol Ordering
Simulation Results for RS[15,9] code
Eb / N 0 =6.5 dB
498814 Code Words No Enhanced Error Correction Required
58 Miscorrections
Enhanced Decodings
Version 1 Version 2 Version 3
1115 1115 1117 Enhanced Error Corrections
0 0 0 Solutions Get More Votes Than Code Word
13 13 11 Code Words NEVER Decoded
0 0 0 Ties of Which
0 0 0 Ratio of Correct to Incorrect Blocks
0 0 0 Occurrences of Code Word BUT No Symbol 
Match
Table F.5 Performance Of Symbol Ordering Using Soft Decision 
Voting And No Symbol Match
Simulation Results for RS[15,9] code
Eb / N 0 = 6.5 dB
498814 Code Words No Enhanced Error Correction Required
58 Miscorrections
Enhanced Decodings
Version 1 Version 2 Version 3
1082 1082 1082 Enhanced Error Corrections
3 3 3 Solutions Get More Votes Than Code Word
13 13 13 Code Words NEVER Decoded
30 30 30 Ties of Which
201:528 201:528 201:528 Ratio of Correct to Incorrect Blocks
0 0 0 Occurrences of Code Word BUT No Symbol 
Match
Table F.6 Performance Of Symbol Ordering Using Bit 
Voting And No Symbol Match
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APPENDIX F - SIMULATION RESULTS AND ANALYSIS GRAPHS FOR
RS(15,9)
Full Pattern Search, No Symbol Match 
Soft Decision Voting
212 397
PO SITIO N  N  SEQ UENCE
Graph F.l Frequency Against Occurrence of Correct Code Word 
for RS(15,9) Code Using Soft Decision Voting.
I Soft Decision Votes  
I Best Loser Soft Decision VotBS
1.1III . . .  i JjjIiL
332 334 336 338 340 342 344 346 348 350 352 354 356 358 360 362 364 366 368 370 372 374 376 378 380 382 384 386 388 394
Graph F.2 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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PO SITIO N  N  SEQ UENCE
Graph F.3 Frequency Against Occurrence of Correct Code Word 
for RS(15,9) Code Using Bit Voting.
Bit Votes
Best Loser Bit Votes
Graph F.4 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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Reduced Pattern Search, No Symbol Match
Soft Decision Voting
Graph F.5 Frequency Against Occurrence of Correct Code Word 
for RS(15,9) Code Using Soft Decision Voting.
...I
Soft Decision V o les
Best Loser Soft Decision Votes
J-LLl
330 333 335 337 339 341 343 345 347 349 351 353 355 357 359 361 363 365 367 369 371 373 375 377 379 381 383 385 387 393
Graph F.6 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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Bit Voting
21 41 61 82 103 123 143 167 187 207 228 251 341 643
P O S IT IO N  IN SEQ UENCE
Graph F.7 Frequency Against Occurrence of Correct Code Word 
for RS(15,9) Code Using Bit Voting.
Bit Votes
Best Loser Bit Votes
Graph F.8 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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Symbol Ordering, No Symbol Match 
Soft Decision Voting 
Method 1
M u lh -id ak k jh L jtA liu i II —   ............ ....... .
1 11 21 31 41 53  63 82 92 110 128 149 171 203 226 248 300 416 723
P O S IT IO N  IN S EQ UENCE
Graph F.9 Frequency Against Occurrence of Correct Code Word 
for RS(15,9) Code Using Soft Decision Voting.
330 333 336 337 339 341 343 345 347 349 351 353 355 357 359 361 363 365 367 369 371 373 375 377 379 381 383 385 387 393
Graph F.10 Frequency Against Number of Votes A Correct Code Word 
Obtains and Its Nearest Incorrect Rival.
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Method 2
PO S ITIO N  IN SEQUENCE
Graph F. 11 Frequency Against Occurrence of Correct Code Word 
for RS(15,9) Code Using Soft Decision Voting.
Soft Decision V otes
Best Loser Son Decision Votes
JL U i wJ L i
330 333 335 337 339 341 343 345 347 349 351 353 365 357 359 361 363 365 367 369 371 373 375 377 379 381 383 385 387 393 
3 3 2 3 3 4 3 3 6 3 3 8 3 4 0 3 4 2 3 4 4 3 4 6 3 4 8  350 352 354 3 5 6 3 5 8 3 6 0 3 6 2 3 6 4 3 6 6 3 6 8  370 372 374 376 378 3 8 0 3 8 2 3 8 4 3 8 6 3 8 8 3 9 4
Graph F.12 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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Method 3
1 1 1 j . 1 1 j . ..................  . . i i i .      . I ................................... i i . .
11 21 31 44 56 74 92 139 228
P O S ITIO N  N  SEQ UENCE
Graph F.13 Frequency Against Occurrence of Correct Code Word 
for RS(15,9) Code Using Soft Decision Voting.
Soft Decision V otes
Best Loser Soft Decision V otes
iLl 11_L
332 334 336 338 340 342 344 346 348 350 362 354 356 358 360 362 364 366 368 370 372 374 376 378 380 382 384 386 388 394
Graph F.14 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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Bit Voting
Method 1
P O S IT IO N  IN SEQ UENCE
Graph F.15 Frequency Against Occurrence of Correct Code Word 
for RS(15,9) Code Using Bit Voting.
Bit Votes
Best Loser Bit Votes
Graph F.16 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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Method 2
1 11 21 31 43 54 64 83 95 116 134 156 181 221 238 287 379 713
P O SITIO N  IN SEQ UENCE
Graph F.17 Frequency Against Occurrence of Correct Code Word 
for RS(15,9) Code Using Bit Voting.
Bit Votes
Best Loser Bit Votes
Graph E.18 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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Method 3
11 It* rtn1 r - - - II— U . I U I  J u n l u i u i  1.11 . n  111 III I . . .  I m m  I "  imu .m i l  m i . .................* i ...............n i l ...........m i
1 11 21 31 43 54 64 83 95 116 134 156 181 221 238 287 379 713
P O SITIO N  IN SEQ UENCE
Graph F.19 Frequency Against Occurrence of Correct Code Word 
for RS(15,9) Code Using Bit Voting.
Bit Votes
Best Loser Bit Votes
Graph E.20 Frequency Against Number of Votes A Correct Code Word
Obtains and Its Nearest Incorrect Rival.
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