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Abstract
This paper is devoted to build the existence-and-uniqueness theorem of solutions to stochastic functional
differential equations with infinite delay (short for ISFDEs) at phase space BC((−∞,0];Rd). Under the
uniform Lipschitz condition, the linear growth condition is weaked to obtain the moment estimate of the
solution for ISFDEs. Furthermore, the existence-and-uniqueness theorem of the solution for ISFDEs is de-
rived, and the estimate for the error between approximate solution and accurate solution is given. On the
other hand, under the linear growth condition, the uniform Lipschitz condition is replaced by the local Lip-
schitz condition, the existence-and-uniqueness theorem is also valid for ISFDEs on [t0, T ]. Moreover, the
existence-and-uniqueness theorem still holds on interval [t0,∞), where t0 ∈ R is an arbitrary real number.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Mao Xuerong had investigated the stochastic differential equations (short for SDEs)
dX(t) = f (X(t), t)dt + g(X(t), t)dB(t), (1.1)
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F. Wei, K. Wang / J. Math. Anal. Appl. 331 (2007) 516–531 517on the closed interval [t0, T ], t0  T in his book [1], and he obtained that if Lipschitz condi-
tion (1.2) and linear growth condition (1.3) hold, namely, for any X,X¯ ∈ Rd and t ∈ [t0, T ], it
follows that∣∣f (X, t) − f (X¯, t)∣∣2 ∨ ∣∣g(X, t) − g(X¯, t)∣∣2  K¯|X − X¯|2, K¯ > 0. (1.2)
For any (X, t) ∈ Rd × [t0, T ], it follows that∣∣f (X, t)∣∣2 ∨ ∣∣g(X, t)∣∣2 K(1 + |X|2), K > 0, (1.3)
then (1.1) had a unique solution X(t), moreover, X(t) ∈M2([t0, T ];Rd).
Furthermore, Mao [1] also discussed stochastic functional differential equations with finite
delay (short for SFDEs)
dX(t) = f (Xt , t)dt + g(Xt , t)dB(t), t0  t  T , (1.4)
where Xt = {X(t + θ): −τ  θ  0} could be considered as a C([−τ,0];Rd)-value stochastic
process. The initial value of (1.2) was proposed as follows:
Xt0 = ξ =
{
ξ(θ): −τ  θ  0} is an Ft0 -measurable
C
([−τ,0];Rd)-value random variable such that E‖ξ‖2 < ∞. (1.5)
For system (1.4), if uniform Lipschitz condition (1.6) and linear growth condition (1.7) are
satisfied, that is, for any ϕ,ψ ∈ C([−τ,0];Rd) and t ∈ [t0, T ], it follows that∣∣f (ϕ, t) − f (ψ, t)∣∣2 ∨ ∣∣g(ϕ, t) − g(ψ, t)∣∣2  K¯‖ϕ − ψ‖2, K¯ > 0. (1.6)
For any (ϕ, t) ∈ C([−τ,0];Rd) × [t0, T ], it then follows that∣∣f (ϕ, t)∣∣2 ∨ ∣∣g(ϕ, t)∣∣2 K(1 + ‖ϕ‖2), K¯ > 0; (1.7)
then (1.4) had a unique solution X(t), moreover, X(t) ∈M2([t0 − τ, T ];Rd).
Namely, the existence and uniqueness results for SDEs and SFDEs had been studied by [1],
the related results of existence and uniqueness of solutions could also be found in the literature
[2–6]. Our work is motivated by the work [1] of Mao Xuerong, we will generalize the existence-
and-uniqueness theorem of the solution for SDEs and SFDEs to stochastic functional differential
equations with infinite delay (short for ISFDEs) at phase space BC((−∞,0];Rd) in this paper.
We still take t0 ∈ R as our initial time at next discussion. Now, let us state our main results as
follows: first, under the uniform Lipschitz condition and the linear growth condition, the moment
estimate of the solution for ISFDEs is obtained. Furthermore, the existence-and-uniqueness the-
orem of the solution for ISFDEs is derived, and the estimate for the error between approximate
solution and accurate solution is given. On the other hand, under the linear growth condition
and the local Lipschitz condition, the existence-and-uniqueness theorem is also valid for ISFDEs
on the closed interval [t0, T ]. Moreover, the existence-and-uniqueness theorem still holds on the
entire interval [t0,∞).
2. Preliminary
Let | · | denote Euclidean norm in Rn. If A is a vector or a matrix, its transpose is de-
noted by AT ; if A is a matrix, its trace norm is represented by |A| = √trace(AT A). Let
(Ω,F ,P ), throughout this paper unless otherwise specified, be a complete probability space
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contains all P -null sets). Assume that B(t) is an m-dimensional Brownian motion defined on
complete probability space, that is B(t) = (B1(t),B2(t), . . . ,Bm(t))T . Let BC((−∞,0];Rd)
denote the family of bounded continuous Rd -value functions ϕ defined on (−∞,0] with norm
‖ϕ‖ = sup−∞<θ0 |ϕ(θ)|.
Consider a d-dimensional stochastic functional differential equations
dX(t) = f (Xt , t)dt + g(Xt , t)dB(t), t0  t  T , (2.1)
where Xt = {X(t + θ): −∞ < θ  0} can be regarded as a BC((−∞,0];Rd)-value stochas-
tic process, where f : BC((−∞,0];Rd) × [t0, T ] → Rd and g : BC((−∞,0];Rd) × [t0, T ] →
Rd×m be Borel measurable.
The first question is what is the solution of (2.1). More accurately, what is the smallest data of
stochastic process X(t) defined on [t0, T ]? At first glance, we derive that initial data of stochastic
process must define on (−∞, t0], so, the initial value is followed:
Xt0 = ξ =
{
ξ(θ): −∞ < θ  0} is Ft0 -measurable
BC
(
(−∞,0];Rd)-value random variable such that ξ ∈M2((−∞,0];Rd). (2.2)
The initial value problem of (2.1) is to find out the solution of (2.1) with initial data (2.2). But,
what is the solution of (2.1)? We will show the definition of the solution of (2.1), the existence–
uniqueness theorem and the estimate for approximate solution in the next section.
3. The existence-and-uniqueness theorem
Lemma 3.1. If p  2, g ∈M2([t0, T ];Rd×m) such that E
∫ T
t0
|g(s)|p ds < ∞, then
E
∣∣∣∣∣
T∫
t0
g(s)dB(s)
∣∣∣∣∣
p

(
p (p − 1)
2
) p
2
T
p−2
2 E
T∫
t0
∣∣g(s)∣∣p ds.
Mao had shown Lemma 3.1 in [1, p. 39], so, we just introduce it as our lemma here.
Definition 3.1. Rd -value stochastic process X(t) defined on −∞ < t  T is called the solution
of (2.1) with initial data (2.2), if X(t) has the following properties:
(i) X(t) is continuous and {X(t)}t0tT is Ft -adapted;
(ii) {f (Xt , t)} ∈ L1([t0, T ];Rd) and {g(Xt , t)} ∈ L2([t0, T ];Rd×m);
(iii) Xt0 = ξ , for each t0  t  T , X(t) = ξ(0) +
∫ t
t0
f (Xs, s)ds +
∫ t
t0
g(Xs, s)dB(s) a.s.
X(t) is called as a unique solution, if any other solution X¯(t) is distinguishable with X(t),
that is
P
{
X(t) = X¯(t), for any −∞ < t  T }= 1.
Now we begin to establish the existence-and-uniqueness theorem for (2.1) with initial
data (2.2). Under uniform Lipschitz condition, linear growth condition is weakened, then fol-
lows Theorem 3.1.
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(i) (uniform Lipschitz condition) For any ϕ,ψ ∈ BC((−∞,0];Rd) and t ∈ [t0, T ], it follows
that ∣∣f (ϕ, t) − f (ψ, t)∣∣2 ∨ ∣∣g(ϕ, t) − g(ψ, t)∣∣2  K¯‖ϕ −ψ‖2; (3.1)
(ii) For any t ∈ [t0, T ], it follows that f (0, t), g(0, t) ∈ L2 such that∣∣f (0, t)∣∣2∨∣∣g(0, t)∣∣2 K. (3.2)
Then initial value problem (2.1)–(2.2) has a unique solution X(t). Moreover, X(t) ∈
M2((−∞, T ];Rd).
To show Theorem 3.1, first of all, let us turn to see a useful lemma.
Lemma 3.2. Let (3.2) hold. If X(t) is the solution of (2.1) with initial data (2.2), then
E
(
sup
−∞<tT
∣∣X(t)∣∣2)E‖ξ‖2 + Ce6K¯(T−t0+1)(T−t0), (3.3)
where C = 3E‖ξ‖2 + 6(T − t0 + 1)(T − t0)(K + K¯E‖ξ‖2). In addition, X(t) ∈M2((−∞, T ];
Rd).
Proof. For each number n 1, define the stopping time
τn = T ∧ inf
{
t ∈ [t0, T ]: ‖Xt‖ n
}
.
Obviously, as n → ∞, τn ↑ T a.s. Let Xn(t) = X(t ∧ τn), t ∈ [t0, T ]. Then Xn(t) satisfy the
following equation
Xn(t) = ξ(0) +
t∫
t0
f
(
Xns , s
)
I[t0,τn](s)ds +
t∫
t0
g
(
Xns , s
)
I[t0,τn](s)dB(s),
by the elementary inequality (a + b + c)2  3(a2 + b2 + c2), one gets
∣∣Xn(t)∣∣2  3∣∣ξ(0)∣∣2 + 3
∣∣∣∣∣
t∫
t0
f
(
Xns , s
)
I[t0,τn](s)ds
∣∣∣∣∣
2
+ 3
∣∣∣∣∣
t∫
t0
g
(
Xns , s
)
I[t0,τn](s)dB(s)
∣∣∣∣∣
2
.
Taking the expectation on both sides, and by the Hölder inequality and (3.2) thus we have
E
∣∣Xn(t)∣∣2  3E∣∣ξ(0)∣∣2 + 3E
∣∣∣∣∣
t∫
t0
f
(
Xns , s
)
I[t0,τn](s)ds
∣∣∣∣∣
2
+ 3E
∣∣∣∣∣
t∫
t0
g
(
Xns , s
)
I[t0,τn](s)dB(s)
∣∣∣∣∣
2
 3E‖ξ‖2 + 3(t − t0)E
t∫ ∣∣f (Xns , s)∣∣2 ds + 3E
t∫ ∣∣g(Xns , s)∣∣2I[t0,τn](s)ds.
t0 t0
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E
(
sup
t0st
∣∣Xn(s)∣∣2) 3E‖ξ‖2 + 3(t − t0)E
t∫
t0
∣∣f (Xns , s)∣∣2 ds + 3E
t∫
t0
2
∣∣g(Xns , s)∣∣2 ds
 3E‖ξ‖2 + 6(t − t0 + 1)E
t∫
t0
(
K¯
∥∥Xns ∥∥2 +K)ds
 c1 + 6K¯(T − t0 + 1)
t∫
t0
E
(
‖ξ‖2 + sup
t0rs
∣∣Xn(r)∣∣2)ds
 c2 + 6K¯(T − t0 + 1)
t∫
t0
E
(
sup
t0rs
∣∣Xn(r)∣∣2)ds,
where c1 = 3E‖ξ‖2 + 6K(T − t0 + 1)(T − t0), c2 = c1 + 6K¯(T − t0 + 1)(T − t0)E‖ξ‖2, we
collect c2 then to obtain C.
By the Gronwall inequality,
E
(
sup
t0<st
∣∣Xn(s)∣∣2) Ce6K¯(T−t0+1)(T−t0), t0  t  T .
Noting the fact that sup−∞<st |Xn(s)|2  ‖ξ‖2 + supt0st |Xn(s)|2, therefore
E
(
sup
−∞<st
∣∣Xn(s)∣∣2)E‖ξ‖2 +E( sup
t0st
∣∣Xn(s)∣∣2)E‖ξ‖2 +Ce6K¯(T−t0+1)(T−t0).
Letting t = T , it then follows that
E
(
sup
−∞<sT
∣∣Xn(s)∣∣2)E‖ξ‖2 +Ce6K¯(T−t0+1)(T−t0),
that is
E
(
sup
−∞<sT
∣∣X(s ∧ τn)∣∣2)E‖ξ‖2 +Ce6K¯(T−t0+1)(T−t0).
Consequently
E
(
sup
−∞<sτn
∣∣X(s)∣∣2)E‖ξ‖2 + Ce6K¯(T−t0+1)(T−t0).
Letting n → ∞, it then implies the following inequality
E
(
sup
−∞<sT
∣∣X(s)∣∣2)E‖ξ‖2 +Ce6K¯(T−t0+1)(T−t0). 
Proof of Theorem 3.1. Let X(t) and X¯(t) be any two solutions of (2.1). By Lemma 3.2,
X(t), X¯(t) ∈M2((−∞, T ];Rd). Note that
X(t) − X¯(t) =
t∫ [
f (Xs, s) − f (X¯s, s)
]
ds +
t∫ [
g(Xs, s) − g(X¯s, s)
]
dB(s).t0 t0
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∣∣X(t) − X¯(t)∣∣2 2
∣∣∣∣∣
t∫
t0
[
f (Xs, s) − f (X¯s, s)
]
ds
∣∣∣∣∣
2
+ 2
∣∣∣∣∣
t∫
t0
[
g(Xs, s) − g(X¯s, s)
]
dB(s)
∣∣∣∣∣
2
.
By the Hölder inequality and (3.2), we have
E
∣∣X(t) − X¯(t)∣∣2
 2(t − t0)E
t∫
t0
∣∣f (Xs, s) − f (X¯s, s)∣∣2 ds + 2E
t∫
t0
∣∣g(Xs, s) − g(X¯s, s)∣∣2 ds
 2K¯(t − t0)E
t∫
t0
‖Xs − X¯s‖2 ds + 2K¯E
t∫
t0
‖Xs − X¯s‖2 ds
 2K¯(T − t0 + 1)E
t∫
t0
‖Xs − X¯s‖2 ds.
From the fact Xt0(s) = X¯t0(s) = ξ(s), s ∈ (−∞,0], one finds that
E
(
sup
t0st
∣∣X(s) − X¯(s)∣∣2) 2K¯(T − t0 + 1)E
t∫
t0
‖Xs − X¯s‖2 ds
 2K¯(T − t0 + 1)
t∫
t0
E
(
sup
t0rs
∣∣X(r) − X¯(r)∣∣2)ds.
Applying the Gronwall inequality to yield
E
(
sup
t0st
∣∣X(s) − X¯(s)∣∣2)= 0, t0  t  T .
The above expression means that X(t) = X¯(t) for t0  t  T . Therefore, for all −∞ < t  T ,
X(t) = X¯(t) a.s. The proof of uniqueness is complete.
Next to check the existence, define X0t0 = ξ and X0(t) = ξ(0), for t0  t  T . Let Xnt0 = ξ ,
n = 1,2, . . . , and define Picard sequence
Xn(t) = ξ(0) +
t∫
t0
f
(
Xn−1s , s
)
ds +
t∫
t0
g
(
Xn−1s , s
)
dB(s), t0  t  T . (3.4)
Obviously X0(t) ∈M2((−∞, T ];Rd). By induction, Xn(t) ∈M2((−∞, T ];Rd), in fact
∣∣Xn(t)∣∣2  3∣∣ξ(0)∣∣2 + 3
∣∣∣∣∣
t∫
t0
f
(
Xn−1s , s
)
ds
∣∣∣∣∣
2
+ 3
∣∣∣∣∣
t∫
t0
g
(
Xn−1s , s
)
dB(s)
∣∣∣∣∣
2
.
From the Hölder inequality, we have
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∣∣Xn(t)∣∣2  3E∣∣ξ(0)∣∣2 + 3E
∣∣∣∣∣
t∫
t0
f
(
Xn−1s , s
)
ds
∣∣∣∣∣
2
+ 3E
∣∣∣∣∣
t∫
t0
g
(
Xn−1s , s
)
dB(s)
∣∣∣∣∣
2
 3E‖ξ‖2 + 3(t − t0)E
t∫
t0
∣∣f (Xn−1s , s)− f (0, s) + f (0, s)∣∣2 ds
+ 3E
t∫
t0
∣∣g(Xn−1s , s)− g(0, s) + g(0, s)∣∣2 ds.
Again the elementary inequality (a + b)2  2a2 + 2b2 and (3.2) imply that
E
∣∣Xn(t)∣∣2  3E‖ξ‖2 + 3(t − t0)E
t∫
t0
(
2
∣∣f (Xn−1s , s)− f (0, s)∣∣2 + 2∣∣f (0, s)∣∣2)ds
+ 3E
t∫
t0
(
2
∣∣g(Xn−1s , s)− g(0, s)∣∣2 + 2∣∣g(0, s)∣∣2)ds
 3E‖ξ‖2 + 3(t − t0 + 1)E
t∫
t0
(
2K¯
∥∥Xn−1s ∥∥2 + 2K)ds
 c1 + 6K¯(T − t0 + 1)
t∫
t0
E
(
sup
t0rs
∣∣Xn−1(r)∣∣2)ds
 c1 + 6K¯(T − t0 + 1)
t∫
t0
E
∣∣Xn−1(s)∣∣2 ds,
where c1 = 3E‖ξ‖2 + 6K(T − t0 + 1)(T − t0).
Hence for any k  1, one can derive that
max
1nk
E
∣∣Xn(t)∣∣2  c1 + 6K¯(T − t0 + 1)
t∫
t0
max
1nk
E
∣∣Xn−1(s)∣∣2 ds.
Note that
max
1nk
E
∣∣Xn−1(s)∣∣2 = max{E∣∣ξ(0)∣∣2,E∣∣X1(s)∣∣2, . . . ,E∣∣Xk−1(s)∣∣2}
max
{
E‖ξ‖2,E∣∣X1(s)∣∣2, . . . ,E∣∣Xk−1(s)∣∣2,E∣∣Xk(s)∣∣2}
= max{E‖ξ‖2, max
1nk
E
∣∣Xn(s)∣∣2}
E‖ξ‖2 + max
1nk
E
∣∣Xn(s)∣∣2,
therefore
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1nk
E
∣∣Xn(t)∣∣2  c1 + 6K¯(T − t0 + 1)
t∫
t0
(
E‖ξ‖2 + max
1nk
E
∣∣Xn(s)∣∣2)ds
 c2 + 6K¯(T − t0 + 1)
t∫
t0
max
1nk
E
∣∣Xn(s)∣∣2 ds,
where c2 = c1 + 6K¯(T − t0 + 1)(T − t0)E‖ξ‖2.
From the Gronwall inequality, one gets that
max
1nk
E
∣∣Xn(t)∣∣2  c2e6K¯(T−t0+1)(T−t0).
Since k is arbitrary,
E
∣∣Xn(t)∣∣2  c2e6K¯(T−t0+1)(T−t0), t0  t  T , n 1. (3.5)
From the Hölder inequality and (3.2), one then has
E
∣∣X1(t) −X0(t)∣∣2  2E
∣∣∣∣∣
t∫
t0
f
(
X0s , s
)
ds
∣∣∣∣∣
2
+ 2E
∣∣∣∣∣
t∫
t0
g
(
X0s , s
)
dB(s)
∣∣∣∣∣
2
 2(t − t0)E
t∫
t0
∣∣f (X0s , s)∣∣2 ds + 2E
t∫
t0
∣∣g(X0s , s)∣∣2 ds
 2(t − t0 + 1)E
t∫
t0
(
2K¯
∥∥X0s ∥∥2 + 2K)ds
 4K(t − t0 + 1)(t − t0) + 4K¯(t − t0 + 1)(t − t0)E‖ξ‖2,
that is
E
(
sup
t0st
∣∣X1(s) − X0(s)∣∣2) 4K(t − t0 + 1)(t − t0) + 4K¯(t − t0 + 1)(t − t0)E‖ξ‖2.
Taking t = T , then
E
(
sup
t0st
∣∣X1(s) − X0(s)∣∣2)
 4K(T − t0 + 1)(T − t0) + 4K¯(T − t0 + 1)(T − t0)E‖ξ‖2 := C.
By the same ways as above, we compute
E
∣∣X2(t) −X1(t)∣∣2
 2E
∣∣∣∣∣
t∫
t0
[
f
(
X1s , s
)− f (X0s , s)]ds
∣∣∣∣∣
2
+ 2E
∣∣∣∣∣
t∫
t0
[
g
(
X1s , s
)− g(X0s , s)]dB(s)
∣∣∣∣∣
2
 2(t − t0)E
t∫ ∣∣f (X1s , s)− f (X0s , s)∣∣2 ds + 2E
t∫ ∣∣g(X1s , s)− g(X0s , s)∣∣2 ds,
t0 t0
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E
(
sup
t0st
∣∣X2(s) −X1(s)∣∣2)ME
t∫
t0
∥∥X1s −X0s ∥∥2 ds
M
t∫
t0
E
(
sup
t0rs
∣∣X1(r) −X0(r)∣∣2)ds M(t − t0)C,
where M = 2K¯(T − t0 + 1). Similarly,
E
(
sup
t0st
∣∣X3(s) −X2(s)∣∣2)M
t∫
t0
E
(
sup
t0rs
∣∣X2(r) −X1(r)∣∣2)ds
M
t∫
t0
M(s − t0)C ds = C[M(t − t0)]
2
2
,
continuing this process to find that
E
(
sup
t0st
∣∣X4(s) −X3(s)∣∣2)M
t∫
t0
E
(
sup
t0rs
∣∣X3(r) −X2(r)∣∣2)ds
M
t∫
t0
C[M(s − t0)]2
2
ds = C[M(t − t0)]
3
6
.
Now we claim that for all n 0,
E
(
sup
t0st
∣∣Xn+1(s) −Xn(s)∣∣2) C[M(t − t0)]n
n! , t0  t  T . (3.6)
When n = 0,1,2,3, inequality (3.6) holds. We suppose that (3.6) holds for some n, now to
check (3.6) for n+ 1. In fact,
E
(
sup
t0st
∣∣Xn+2(s) −Xn+1(s)∣∣2) 2K¯(t − t0 + 1)
t∫
t0
E
∥∥Xn+1s − Xns ∥∥2 ds
M
t∫
t0
E
(
sup
t0rs
∣∣Xn+1(r) −Xn(r)∣∣2)ds.
By induction and (3.6),
E
(
sup
t0st
∣∣Xn+2(s) −Xn+1(s)∣∣2)M
t∫
t0
C[M(s − t0)]n
n! ds =
C[M(t − t0)]n+1
(n + 1)! .
It is easy to see that (3.6) holds for n + 1. Therefore, by induction, (3.6) holds for all n 0.
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Rd), moreover, X(t) is the solution of (2.1) with initial data (2.2). For (3.6), taking t = T ,
E
(
sup
t0tT
∣∣Xn+1(t) −Xn(t)∣∣2) C[M(T − t0)]n
n! .
By the Chebyshev inequality,
P
{
sup
t0tT
∣∣Xn+1(t) −Xn(t)∣∣> 1
2n
}
 C[4M(T − t0)]
n
n! .
From the fact
∑∞
n=0 C[4M(T − t0)]n/n! < ∞, and by the Borel–Cantelli lemma, for almost all
ω ∈ Ω, there exists a positive integer n0 = n0(ω) such that
sup
t0tT
∣∣Xn+1(t) − Xn(t)∣∣ 1
2n
, as n n0.
X0(t) +∑ni=1[Xi(t) − Xi−1(t)] = Xn(t) is the partial sum of function series
X0(t) + [X1(t) − X0(t)]+ · · · + [Xn(t) − Xn−1(t)]+ · · · (3.7)
by the second item of series (3.7), the absolute value of every item of (3.7) is less than the
corresponding item of positive series
1 + 1
2
+ 1
22
+ · · · + 1
2n
+ · · · ,
moreover, the positive series is convergent, further, by the Weierstrass’s criterion, series (3.7) is
convergent on (−∞, T ], furthermore, it is uniformly convergent on (−∞, T ]. Let sum function
be X(t), therefore approximate sequence {Xn(t)} uniformly converge to X(t) on (−∞, T ]. Since
Xn(t) is continuous on (−∞, T ] and Ft adapted, hence X(t) is also continuous and Ft adapted.
On the other hand, (3.6) implies that for each t , sequence {Xn(t)} is also a Cauchy sequence
in L2. Hence, as n → ∞, Xn(t) L2−→ X(t), that is E|Xn(t) − X(t)|2 → 0. Letting n → ∞
in (3.5) then yields that
E
∣∣X(t)∣∣2  c2e6K¯(T−t0+1)(T−t0), for all t0  t  T ,
where c2 = c1 + 6K¯(T − t0 + 1)(T − t0)E‖ξ‖2.
Therefore, by use of the above result, we obtain that
E
T∫
−∞
∣∣X(s)∣∣2 ds = E
t0∫
−∞
∣∣X(s)∣∣2 ds + E
T∫
t0
∣∣X(s)∣∣2 ds
E
0∫
−∞
∣∣ξ(s)∣∣2 ds +
T∫
t0
c2e
6K¯(T−t0+1)(T−t0) ds < ∞,
that is X(t) ∈M2((−∞, T ];Rd).
Now to show that X(t) satisfy (2.1).
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∣∣∣∣∣
t∫
t0
[
f
(
Xns , s
)− f (Xs, s)]ds +
t∫
t0
[
g
(
Xns , s
)− g(Xs, s)]dB(s)
∣∣∣∣∣
2
 2E
∣∣∣∣∣
t∫
t0
[
f
(
Xns , s
)− f (Xns , s)]ds
∣∣∣∣∣
2
+ 2E
∣∣∣∣∣
t∫
t0
[
g
(
Xns , s
)− g(Xs, s)]dB(s)
∣∣∣∣∣
2
 2(t − t0)E
t∫
t0
∣∣f (Xns , s)− f (Xs, s)∣∣2 ds + 2E
t∫
t0
∣∣g(Xns , s)− g(Xs, s)∣∣2 ds
ME
t∫
t0
∥∥Xns − Xs∥∥2 ds M
t∫
t0
E
(
sup
t0rs
∣∣Xn(r) −X(r)∣∣2)ds
M
T∫
t0
E
∣∣Xn(s) − X(s)∣∣2 ds.
Noting that sequence {Xn(t)} is uniformly converge on (−∞, T ], it means that for any given
ε > 0, there exists an n0 such that as n  n0, for any t ∈ (−∞, T ], one then deduces that
E|Xn(t) −X(t)|2 < ε, further,
T∫
t0
E
∣∣Xn(s) −X(s)∣∣2 ds < (T − t0)ε.
In other words, for t ∈ [t0, T ] one has
t∫
t0
f
(
Xns , s
)
ds L
2−→
t∫
t0
f (Xs, s)ds,
t∫
t0
g
(
Xns , s
)
dB(s) L
2−→
t∫
t0
g(Xs, s)dB(s).
For t0  t  T , taking limits on both sides of (3.4),
lim
n→∞X
n(t) = ξ(0) + lim
n→∞
t∫
t0
f
(
Xn−1s , s
)
ds + lim
n→∞
t∫
t0
g
(
Xn−1s , s
)
dB(s),
that is
X(t) = ξ(0) +
t∫
t0
f (Xs, s)ds +
t∫
t0
g(Xs, s)dB(s), t0  t  T .
The above expression demonstrates that X(t) is the solution of (2.1). So far, the existence of
theorem is complete. 
The process of the proof shows that Picard sequence Xn(t) converges to accurate solution
X(t) of (2.1). It tells us how to get the approximate solution of (2.1) and how to construct Picard
sequence Xn(t). Next, the estimate of error for Picard approximate solution Xn(t) and accurate
solution X(t) will be shown.
F. Wei, K. Wang / J. Math. Anal. Appl. 331 (2007) 516–531 527Theorem 3.2. Suppose that assumptions of Theorem 3.1 hold. Let X(t) be the unique solution of
(2.1) with initial data (2.2), and Xn(t) is defined by (3.4). Then for all n 1, it follows that
E
(
sup
t0tT
∣∣Xn(t) −X(t)∣∣2) 2C[M(T − t0)]n
n! e
2M(T−t0), (3.8)
where C = 4K(T − t0 + 1)(T − t0) + 4K¯(T − t0 + 1)(T − t0)E‖ξ‖2, M = 2K¯(T − t0 + 1).
Proof. The discussion is similar to Theorem 3.1, then
E
(
sup
t0st
∣∣Xn(s) − X(s)∣∣2)
M
t∫
t0
E
∥∥Xn−1s − Xs∥∥2 ds
M
t∫
t0
E
(
sup
t0rs
∣∣Xn−1(r) − X(r)∣∣2)ds
 2M
t∫
t0
E
(
sup
t0rs
∣∣Xn(r) −Xn−1(r)∣∣2)ds + 2M
t∫
t0
E
(
sup
t0rs
∣∣Xn(r) −X(r)∣∣2)ds.
We substitute (3.6) into the above expression, then deduce that
E
(
sup
t0st
∣∣Xn(s) − X(s)∣∣2)
 2M
T∫
t0
C[M(s − t0)]n−1
(n− 1)! ds + 2M
t∫
t0
E
(
sup
t0rs
∣∣Xn(r) − X(r)∣∣2)ds
 2C[M(T − t0)]
n
n! + 2M
t∫
t0
E
(
sup
t0rs
∣∣Xn(r) −X(r)∣∣2)ds.
Making use of the Gronwall inequality, one then gets
E
(
sup
t0st
∣∣Xn(s) − X(s)∣∣2) 2C[M(T − t0)]n
n! e
2M(T−t0), t0  t  T .
As t = T , this expression is desired. The proof is complete. 
For ISFDEs, we know that uniform Lipschitz condition imposed on Theorem 3.1 is rigorous
for our discussion. Next, we replace uniform Lipschitz condition by local Lipschitz condition.
Then Theorem 3.3 arrives.
Theorem 3.3. Assume that
(i) (linear growth condition) For all t ∈ [t0, T ] and ϕ ∈ BC((−∞,0];Rd), there exists a positive
number K such that∣∣f (ϕ, t)∣∣2 ∨ ∣∣g(ϕ, t)∣∣2 K(1 + ‖ϕ‖2); (3.2)′
528 F. Wei, K. Wang / J. Math. Anal. Appl. 331 (2007) 516–531(ii) (local Lipschitz condition) For each integer n  1, there exists a positive constant num-
ber Kn such that for all t ∈ [t0, T ] and all ϕ,ψ ∈ BC((−∞,0];Rd) with ‖ϕ‖ ∨ ‖ψ‖ n, it
follows that∣∣f (ϕ, t) − f (ψ, t)∣∣2 ∨ ∣∣g(ϕ, t) − g(ψ, t)∣∣2 Kn‖ϕ − ψ‖2. (3.9)
Then initial value problem (2.1)–(2.2) has a unique solution X(t), moreover X(t) ∈
M2((−∞, T ];Rd).
Proof. For each n 1, define truncation functions fn and gn as follows:
fn(Xt , t) =
{
f (Xt , t), ‖Xt‖ n,
f (nXt/‖Xt‖, t), ‖Xt‖ > n,
gn(Xt , t) =
{
g(Xt , t), ‖Xt‖ n,
g(nXt/‖Xt‖, t), ‖Xt‖ > n,
then fn and gn satisfy conditions (3.1) and (3.2). By Theorem 3.1, equation
Xn(t) = ξ(0) +
t∫
t0
fn
(
(Xn)s, s
)
ds +
t∫
t0
gn
(
(Xn)s, s
)
dB(s), t ∈ [t0, T ], (3.10)
has a unique solution Xn(t), moreover, Xn(t) ∈M2((−∞, T ];Rd). Of course, Xn+1(t) is the
unique solution of equation
Xn+1(t) = ξ(0) +
t∫
t0
fn+1
(
(Xn+1)s, s
)
ds +
t∫
t0
gn+1
(
(Xn+1)s, s
)
dB(s), t ∈ [t0, T ],
and Xn+1(t) ∈M2((−∞, T ];Rd).
Define the stopping time τn = T ∧ inf{t ∈ [t0, T ]: ‖(Xn)t‖ n}.
Taking the expectation, and by the Hölder inequality, it deduces that
E
∣∣Xn+1(t) −Xn(t)∣∣2
 2E
∣∣∣∣∣
t∫
t0
fn+1
(
(Xn+1)s, s
)
ds −
t∫
t0
fn
(
(Xn)s, s
)
ds
∣∣∣∣∣
2
+ 2E
∣∣∣∣∣
t∫
t0
gn+1
(
(Xn+1)s, s
)
dB(s) −
t∫
t0
gn
(
(Xn)s, s
)
dB(s)
∣∣∣∣∣
2
 2(t − t0)E
t∫
t0
∣∣fn+1((Xn+1)s, s)− fn((Xn)s, s)∣∣2 ds
+ 2E
t∫ ∣∣gn+1((Xn+1)s, s)− gn((Xn)s, s)∣∣2 dst0
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t∫
t0
(∣∣fn+1((Xn+1)s, s)− fn+1((Xn)s, s)∣∣2
+ ∣∣fn+1((Xn)s, s)− fn((Xn)s, s)∣∣2)ds
+ 4E
t∫
t0
(∣∣gn+1((Xn+1)s, s)− gn+1((Xn)s, s)∣∣2
+ ∣∣gn+1((Xn)s, s)− gn((Xn)s, s)∣∣2)ds.
For t0  t  τn, we have known that
fn+1
(
(Xn)s, s
)= fn((Xn)s, s)= f ((Xn)s, s),
gn+1
(
(Xn)s, s
)= gn((Xn)s, s)= g((Xn)s, s),
again by Xn+1(t0 + s) = Xn(t0 + s) = ξ(s), s ∈ (−∞,0], one then gets that
E
(
sup
t0st
∣∣Xn+1(s) −Xn(s)∣∣2)
 4(t − t0)E
t∫
t0
∣∣fn+1((Xn+1)s, s)− fn+1((Xn)s, s)∣∣2 ds
+ 4E
t∫
t0
∣∣gn+1((Xn+1)s, s)− gn+1((Xn)s, s)∣∣2 ds
 4(t − t0 + 1)E
t∫
t0
Kn
∥∥(Xn+1)s − (Xn)s∥∥2 ds
 4(t − t0 + 1)Kn
t∫
t0
E
(
sup
t0rs
∣∣Xn+1(r) −Xn(r)∣∣2)ds.
From the Gronwall inequality, one sees that
E
(
sup t0  s  t
∣∣Xn+1(s) −Xn(s)∣∣2)= 0, t0  t  τn,
this means that for t0  t  τn, we always have
Xn(t) = Xn+1(t). (3.11)
It then deduces that τn is increasing, that is as n → ∞, τn ↑ T a.s. By linear growth condition,
for almost all ω ∈ Ω , there exists an integer n0 = n0(ω) such that τn = T as n n0. Now define
X(t) by X(t) = Xn0(t), t ∈ [t0, T ].
Next to verify that X(t) is the solution of (2.1). By (3.11), X(t ∧ τn) = Xn(t ∧ τn), and
by (3.10), it follows that
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t∧τn∫
t0
fn(Xs, s)ds +
t∧τn∫
t0
gn(Xs, s)dB(s)
= ξ(0) +
t∧τn∫
t0
f (Xs, s)ds +
t∧τn∫
t0
g(Xs, s)dB(s).
Letting n → ∞ then yields
X(t ∧ T ) = ξ(0) +
t∧T∫
t0
f (Xs, s)ds +
t∧T∫
t0
g(Xs, s)dB(s),
that is
X(t) = ξ(0) +
t∫
t0
f (Xs, s)ds +
t∫
t0
g(Xs, s)dB(s).
We can see that X(t) is the solution of (2.1), and X(t) ∈M2((−∞, T ];Rd). So far, the existence
is complete. The uniqueness is obtained by stopping our process. The proof is complete. 
We consider the existence and uniqueness of solutions for stochastic functional differential
equation with infinite delay
dX(t) = f (Xt , t)dt + g(Xt , t)dB(t), t ∈ [t0,∞), (3.12)
with initial value (2.2) on [t0,∞), where f (·, t) and g(·, t) are mappings from BC((−∞,0];Rd)
to Rd and Rd×m, respectively. If the existence-and-uniqueness theorem holds on every finite
subinterval [t0, T ] of [t0,∞), then (3.12) has a unique solution X(t) on (−∞,∞). It is called as
a global solution. Immediately, Theorem 3.4 will be derived.
Theorem 3.4. Assume that for each real number T > 0 and each integer n  1, there exists a
positive constant KT,n such that for all t ∈ [t0, T ] and all ϕ,ψ ∈ BC((−∞,0];Rd) with ‖ϕ‖ ∨
‖ψ‖ n, it follows that∣∣f (ϕ, t) − f (ψ, t)∣∣2 ∨ ∣∣g(ϕ, t) − g(ψ, t)∣∣2 KT,n‖ϕ −ψ‖2.
Assume further that for each T > 0, there exists a positive number KT such that for all ϕ ∈
BC((−∞,0];Rd) and t ∈ [t0, T ], it then follows that∣∣f (ϕ, t)∣∣2 ∨ ∣∣g(ϕ, t)∣∣2 KT (1 + ‖ϕ‖2).
Then (3.12) has a unique global solution X(t), moreover, X(t) ∈M2((−∞,∞);Rd).
Proof. The proof of Theorem 3.4 is similar to that of Theorem 3.3. We omit it here. 
A kind of general stochastic functional differential equation will be considered next, its future
state is dependent on all past states or part of them.
For example, stochastic integral equation
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( t∫
t0
∣∣X(s)∣∣ds
)
G
(
X(t), t
)
dB(t) (3.13)
and stochastic functional equation
dX(t) = F (X(t), t)dt + ( sup
t0st
∣∣r(s)X(s)∣∣)G(X(t), t)dB(t). (3.14)
For the sake of formulation, first of all, some notations are introduced. For each t  0, let
BC((−∞, t];Rd) denote the family of bounded continuous functions ϕ : (−∞, t] → Rd with
norm ‖ϕ‖ = sup−∞<θt |ϕ(θ)|, and assume that f (·, t) and g(·, t) represent the mappings from
BC((−∞, t];Rd) to Rd and Rd×m, respectively. Define Xt = {X(t + θ): −∞ < θ  t}.
Consider a d-dimensional stochastic functional differential equation
dX(t) = f (Xt , t)dt + g(Xt , t)dB(t), t ∈ [t0,∞), (3.15)
with initial value (2.2).
Clearly, (3.13) and (3.14) are special cases of (3.15). Now we demonstrate the existence-and-
uniqueness theorem for (3.15), its proof is similar to Theorem 3.1, we omit it here and just state
the theorem itself.
Theorem 3.5. Assume that for each real number T > 0 and each integer n  1, there exists a
positive constant number KT,n such that for all t ∈ [t0, T ] and all ϕ,ψ ∈ BC((−∞, t];Rd) with
‖ϕ‖ ∨ ‖ψ‖ n it follows that∣∣f (ϕ, t) − f (ψ, t)∣∣2 ∨ ∣∣g(ϕ, t) − g(ψ, t)∣∣2 KT,n‖ϕ − ψ‖2.
Assume further that for each T > 0, there exists a positive constant number KT such that for all
t ∈ [t0, T ] and ϕ ∈ BC((−∞, t];Rd), it follows that∣∣f (ϕ, t)∣∣2 ∨ ∣∣g(ϕ, t)∣∣2 KT (1 + ‖ϕ‖2).
Then (3.15) has a unique global solution X(t), moreover, X(t) ∈M2((−∞,∞);Rd).
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