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Abstract
This paper studies a class of probabilistic models on graphs, where edge variables depend
on incident node variables through a fixed probability kernel. The class includes planted con-
straint satisfaction problems (CSPs), as well as more general structures motivated by coding
and community clustering problems. It is shown that under mild assumptions on the kernel and
for sparse random graphs, the conditional entropy of the node variables given the edge variables
concentrates around a deterministic threshold. This implies in particular the concentration of
the number of solutions in a broad class of planted CSPs, the existence of a threshold function
for the disassortative stochastic block model, and the proof of a conjecture on parity check
codes. It also establishes new connections among coding, clustering and satisfiability.
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1 Introduction
This paper studies a class of probabilistic models on graphs encompassing models of statistical learn-
ing theory, coding theory, and random combinatorial optimization. Depending on the framework,
the class may be described as a family of conditional random fields, memory channels, or planted
constrained satisfaction problems. We start by providing motivations in the latter framework.
Constrained satisfaction problems (CSPs) are key components in the theory of computational
complexity as well as important mathematical models in various applications of computer science,
engineering and physics. In CSPs, a set of variables x1, . . . , xn is required to satisfy a collection
of constraints involving each a subset of the variables. In many cases of interest, the variables are
Boolean and the constraints are all of a common type: e.g., in k-SAT, the constraints require the
OR of k Boolean variables or their negations to be TRUE, whereas in k-XORSAT, the XOR of the
variables or their negations must equal to zero. Given a set of constraints and a number of vari-
ables, the problem is to decide whether there exists a satisfying assignment. In random CSPs, the
constraints are drawn at random from a given ensemble, keeping the constraint density1 constant.
In this setting, it is of interest to estimate the probability that a random instance is satisfiable. One
of the fascinating phenomenon occurring for random instances is the phase transition, which makes
the task of estimating this probability much easier in the limit of large n. For a large class of CSPs,
and as n tends to infinity, the probability of being satisfiable tends to a step function, jumping
from 1 to 0 when the constraint density crosses a critical threshold. For random k-XORSAT the
existence of such a critical threshold is proved [DR08, DM02, DGM+10, PS12]. For random k-SAT,
k ≥ 3, the existence of a n-dependent threshold is proved in [Fri99]. However it remains open to
show that this threshold converges when n tends to infinity. Upper and lower bounds are known
to match up to a term that is of relative order k 2−k as k increases [ANP05]. Phase transition
phenomena in other types of CSPs are also investigated in [AKKT02, MRT09, ANP05]
In planted random CSPs, a “planted assignment” is first drawn, and the constraints are then
drawn at random so as to keep that planted assignment a satisfying one. Planted ensembles
were investigated in [BHL+02, HJKN05, AKG, AJM04, JMS05, ACO08], and at high density in
[AMZ06, ACOV07, FMV06]. In the planted setting, the probability of being SAT is always one
by construction, and a more relevant question is to determine the actual number of satisfying
assignments. One would expect that this problem becomes easier in the limit of large n due to an
asymptotic phenomenon. This paper shows that, indeed, a concentration phenomenon occurs: for
a large class of planted CSPs (including SAT, NAE-SAT and XOR-SAT) the normalized logarithm
of the number or satisfying assignment concentrates around a deterministic number. Moreover,
this deterministic threshold is n-independent.
It is worth comparing the result obtained in this paper for planted CSPs, with the one obtained
in [AM] for non planted CSPs. In that case, the number of solution is zero with positive probability
and therefore the logarithm of the number of solution does not have a finite expectation. Technically,
standard martingale methods does not allow to prove concentration, even around an n-dependent
threshold. In [AM] an interpolation method [GT02] is used to prove the existence of the limit of
a ‘regularized’ quantity, namely the logarithm of the number of solutions plus one, divided by the
number of variables. A technical consequence of this approach is that the concentration of this
quantity around a value that is independent of n can only be proved when the UNSAT probability
1The ratio of the expected number of constraints per variables.
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is known to be O(1/ log(n)1+ε).
This paper shows that –in the planted case– the concentration around an n-independent value
holds unconditionally and is exponentially fast. We use again the interpolation technique [GT02,
FL03, FLT03, PT04, BGT10, AM] but with an interesting twist. While in all the cited references,
the entropy (or log-partition function) is shown to be superaddittive, in the present setting it turns
out to be subaddittive.
Let us also mention that a fruitful line of work has addressed the relation between planted
random CSPs and their non planted counterparts in the satisfiable phase [ACO08], and in [KZ09,
ZK11]. These papers show that, when the number of solutions is sufficiently concentrated, planting
does not play a critical role in the model. It would be interesting to use these ideas to ‘export’ the
concentration result obtained here to non planted models.
In this paper, we pursue a different type of approach. Motivated by applications2, in particular
in coding theory and community clustering, we consider extensions of the standard planted CSPs
to a setting allowing soft probabilistic constraints. Within this setting, the planted solution is an
unknown vector to be reconstructed, and the constraints are regarded as noisy observations of this
unknown vector. For instance one can recover the case of planted random k-SAT as follows. Each
clause is generated by selecting first k variable indices i1, . . . , ik uniformly at random, representing
the hyperedge of a random graph. Then a clause is drawn uniformly among the ones that are
satisfied by the variables xi1 , . . . , xik appearing in the planted assignment. The clause can hence be
regarded as a noisy observation of xi1 , . . . , xik . More generally the formula can be seen as a noisy
observation of the planted assignment.
Our framework extends the above to include numerous examples from coding theory and statis-
tics. Within LDPC or LDGM codes [RU08], encoding is performed by evaluating the sum of a
random subset of information bits and transmitting it through a noisy communication channel.
The selection of the information bits is described by a graphs, drawn at random for the code con-
struction, and the transmission of these bits leads to a noisy observation of the graph variables.
Similarly, a community clustering block model [GZFA10] can be seen as a random graph model,
whereby each edge is a noisy observation of the community assignments of the adjacent nodes.
Definitions will be made precise in the next section.
The conditional probability of the unknown vector given the noisy observations takes the form of
a graphical model, i.e. factorizes according to an hypergraph whose nodes correspond to variables
and hyperedges correspond to noisy observations. Such graphical models have been studied by
many authors in machine learning [Laf01] under the name of ‘conditional random fields’, and in
[Mon08] in the context of LDPC and LDGM codes. The conditional entropy of the unknown
vector given the observations is used here to quantify the residual uncertainty of the vector. This
is equivalent to considering the mutual information between the node and edge variables. In such
a general setting, we prove that the conditional entropy per variable concentrates around a well
defined deterministic limit. This framework allows a unified treatment of a large class of interesting
random combinatorial optimization problems, raises new connections among them, and opens up
to new models. We obtain in particular a proof of a conjecture posed in [RKPSS10] on low-density
parity-check codes, and the existence of a threshold function for the disassortative stochastic block
model [DKMZ11].
2Planted models are also appealing to cryptographic application, as hard instances with known solutions provide
good one-way functions.
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2 The model
Let k and n be two positive integers with n ≥ k.
• Let V = [n] and g = (V,E(g)) be a hypergraph with vertex set V and edge set E(g) ⊆ Ek(V ),
where Ek(V ) denotes the set of all possible
(
n
k
)
hyperedges of order k on the vertex set V .
We will often drop the term “hyper”.
• Let X and Y be two finite sets called respectively the input and output alphabets. Let Q(·|·)
be a probability transition function (or channel) from X k to Y, i.e., for each u ∈ X k, Q(·|u)
is a probability distribution on Y.
• To each vertex in V , we assign a node-variable in X , and to each edge in E(g), we assign an
edge-variable in Y. We define
Pg(y|x) ≡
∏
I∈E(g)
Q(yI |x[I]), x ∈ X
V , y ∈ YE(g), (1)
where yI denotes the edge-variable attached to edge I, and x[I] denotes the k node-variables
attached to the vertices adjacent to edge I. This defines for a given hypergraph g the proba-
bility of the edge-variables given the node-variables.
The above is a type of factor or graphical model, or a planted constraint satisfaction problem
with soft probabilistic constraints. For each x ∈ X V , Pg(·|x) is a product measure on the set of
edge-variables. We call Pg a graphical channel with graph g and kernel Q. We next put
the uniform probability distribution on the set of node-variables X V , and define the a posteriori
probability distribution (or reverse channel) by
Rg(x|y) ≡
1
Sg(y)
Pg(y|x)2
−n, x ∈ X V , y ∈ YE(g), (2)
where
Sg(y) ≡
∑
x∈XV
Pg(y|x)2
−n (3)
is the output marginal distribution.
We now define two probability distributions on the hypergraph g, which are equivalent for the
purpose of this paper:
• A sparse Erdo¨s-Re´nyi distribution, where each edge is drawn independently with probability
p = αn
(nk)
, where α > 0 is the edge density.
• A sparse Poisson distribution, where for each I ∈ Ek(V ), a number of edges mI is drawn
independently from a Poisson distribution of parameter p = αn
(nk)
. Note that mI takes value in
Z, hence G is now a multi-edge hypergraph. To cope with this more general setting, we allow
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the edge-variable yI to take value in Y
mI , i.e., yI = (yI(1), . . . , yI(mI)), and define (with a
slight abuse of notation)
Q(yI |x[I]) =
mI∏
i=1
Q(yI(i)|x[I]). (4)
This means that for each I, mI i.i.d. outputs are drawn from the kernel Q. If mI = 0, no
edge is drawn. We denote by Pk(α, n) the above distribution on (multi-edge) hypergraphs.
Since p = αn
(nk)
, the number of edges concentrates around its expectation given by αn and the
two models are equivalent in the limit of large n — at least they are equivalent for the subsequent
results.
3 Main Results
We now define the conditional entropy between the node and edge variables. This is equivalent, up
to a constant shift, to the mutual information between the node and edge variables.
Definition 3.1. Let X be uniformly drawn in X n, G be a random sparse hypergraph drawn from
the Pk(α, n) ensemble independently of X, and Y be the output of X through the graphical channel
PG defined in (1) for a kernel Q. We define
H
(n)
G (X|Y ) ≡ −2
−n
∑
x∈XV
∑
y∈YE(G)
PG(y|x) logRG(x|y), (5)
H(n)(X|Y ) ≡ EGH
(n)
G (X|Y ), (6)
where PG and RG are defined in (1) and (2) respectively. Note that H
(n)
G (X|Y ) is a random variable
since G is random, and for a realization G = g, H
(n)
g (X|Y ) is the conditional entropy of X given
Y , which can be expressed as H
(n)
g (X|Y ) = EyH
(n)
g (X|Y = y). Note that the mutual information
between the node and edge variables is also obtained as I
(n)
g (X|Y ) = n−H
(n)
g (X|Y ).
Definition 3.2. We denote by M1(X
l) the set of probability measures on X l. For a kernel Q from
X k to Y, we define
Γl : M1(X
l)→ R (7)
ν 7→ Γl(ν) =
1
|Y|
∑
u(1),...,u(l)∈Xk
[∑
z∈Y
l∏
r=1
(1−Q(z|u(r)))
]
k∏
i=1
ν(u
(1)
i , . . . , u
(l)
i ) . (8)
Hypothesis H. A kernel Q is said to satisfy hypothesis H if Γl is convex for any l ≥ 1.
Despite the lengthy expression, it is important to note that the definition of Γl depends solely on the
kernel Q. We will see in Section 4 that a large variety of kernels satisfy this hypothesis, including
kernels corresponding to parity-check encoded channels, planted SAT, NAE-SAT, XORSAT, and
disassortative stochastic block models.
We first show a sub-additivity property for the expected conditional entropy of graphical chan-
nels.
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Theorem 3.3. Let Q be a kernel satisfying hypothesis H and n = n1 + n2, with n1, n2 ≥ k. Then
H(n)(X|Y ) ≤ H(n1)(X|Y ) +H(n2)(X|Y ). (9)
The proof of this theorem is outlined in Section 5.
Corollary 3.4. Let Q be a kernel satisfying hypothesis H. There exists Ck(α,Q) such that
1
n
H(n)(X|Y )→ Ck(α,Q), as n→∞. (10)
The following is obtained using previous corollary and a concentration argument.
Theorem 3.5. Let Q be a kernel satisfying hypothesis H, then, almost surely,
lim
n→∞
1
n
H
(n)
G (X|Y ) = Ck(α,Q), (11)
with Ck(α,Q) as in Corollary 3.4.
The proof is given in Section A.
4 Applications
We next present three applications of the general model described in previous section. While
planted CSPs and parity-check codes are directly derived as particular cases of our model, the
stochastic block model is obtained with a limiting argument. One of the advantages of relying on
a general model class, is that it allows to consider new hybrid structures. For example, one may
consider codes which are not linear but which rely on OR gates as in SAT, or on community models
whose connectivity rely on collections of k nodes.
4.1 Planted constraint satisfaction problems
Definition 4.1. A CSP kernel is given by
Q(z|u) =
1
|A(u)|
1(z ∈ A(u)), u ∈ X k, z ∈ Y, (12)
where A(u) is a subset of Y containing the “authorized constraints”, with the property that |A(u)|
is constant (it may depend on k but not on u).
We next show that a graphical channel with a CSP kernel corresponds to a planted CSP. We
derive first a few known examples from this model.
• For planted k-SAT, Y = {0, 1}k and A(u) = {0, 1}k \ u¯, where u¯ is the vector obtained by
flipping each component in u. Using this kernel for the graphical channel means that for any
selected edge I ∈ Ek(V ), the edge variable yI is a vector in {0, 1}
k \ x¯[I] uniformly drawn,
representing the negation pattern of the constraint I. Note that using u rather than u¯ leads
to an equivalent probabilistic model, u¯ is simply used here to represent u as a “satisfying
assignment”. Note that |A(u)| = 2k − 1.
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• For planted k-NAE-SAT, Y = {0, 1}k and A(u) = {0, 1}k \ {u, u¯}, with |A(u)| = 2k − 2.
• For k-XOR-SAT, Y = {0, 1} and A(u) = ⊕ki=1ui and |A(u)| = 1.
In general, a graphical channel with graph g and kernel Q as in (12) leads to a planted CSP where
the constraints are given by A(x[I]) ∋ yI for any I ∈ E(g). For example, for planted k-SAT, the
constraints are x¯[I] 6= yI , whereas for planted k-NAE-SAT, the constraints are x¯[I] /∈ (yI , y¯I). If y is
drawn from the output marginal distribution Sg (cf. (3)), then there exists a satisfying assignment
by construction.
Lemma 4.2. For a graphical channel with graph g and CSP kernel Q as in (12), and for y in the
support of Sg,
Hg(X|Y = y) = logZg(y) (13)
where Zg(y) is the number of satisfying assignments of the corresponding planted CSP.
Corollary 4.3. For a graphical channel with CSP kernel Q as in (12), and for a graph drawn from
the ensemble P(α, n),
H(n)(X|Y ) = EG,Y logZG(Y ), (14)
where ZG(Y ) is the number of satisfying assignments of the corresponding random planted CSP.
Lemma 4.4. For any k ≥ 1, and for the CSP kernel corresponding to planted k-SAT, the operator
Γl is convex for any l ≥ 1.
Lemma 4.5. For any k ≥ 1, and for the CSP kernel corresponding to planted k-NAE-SAT, the
operator Γl is convex for any l ≥ 1.
Lemma 4.6. For any k even, and for the CSP kernel corresponding to planted k-XOR-SAT, the
operator Γl is convex for any l ≥ 1.
Using Theorem 3.5 and previous lemmas, the following is obtained.
Corollary 4.7. For random planted k-SAT, k-NAE-SAT, and k-XOR-SAT (k even), the normal-
ized logarithm of the number of solutions concentrates in probability.
4.2 Stochastic block model
The problem of community clustering is to divide a set of vertices in a network (graph) into
groups having a higher connectivity within the groups and lower connectivity across the groups
(assortative case), or the other way around (disassortative case). This is a fundamental problem
in many modern statistics, machine learning, and data mining problems with a broad range of
applications in population genetics, image processing, biology and social science. A large variety of
models have been proposed for community detection problems, we refer to [New11, For10, GZFA10]
for a survey on the subject.
At an algorithmic level, the problem of finding the smallest cut in a graph with two equally sized
groups, i.e., the min-bisection problem, is well-known to be NP-hard [DF89]. Concerning average-
case complexity, various random graphs models have been proposed for community clustering. The
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Erdo¨s-Re´nyi random graph is typically a very bad model for community structures, since each node
is equally connected to any other nodes and no communities are typically formed. The stochastic
block model is a natural extension of an Erdo¨s-Re´nyi model with a community structure. Although
the model is fairly simple (communities emerge but the average degree is still constant3), it is a
fascinating model with several fundamental questions open.
We now describe the stochastic block model (SBM), also called planted bisection model, with
two groups and symmetric parameters. Let V = [n] be the vertex set and a, b be two positive real
numbers. For a uniformly drawn assignment X ∈ {0, 1}V on the vertices, an edge is drawn between
vertex i and j with probability a/n if Xi = Xj and with probability b/n if Xi 6= Xj , and each edge
is drawn independently. We denote this model by G(n, a, b). Note that the average degree of an
edge is (a+ b)/2, however, a 0-labelled node is connected in expectation with a/2 0-labeled nodes
and with b/2 1-labeled nodes.
This type of model was introduced in [DF89], in the dense regime. The attention to the
sparse regime described above is more recent, with [Co10] and [KN11, DKMZ11, MNS12]. In
particular, [DKMZ11] conjectured a phase transition phenomenon, with the detection of clusters4
being possible if (a − b)2 > 2(a + b) and impossible otherwise. In [MNS12], a remarkable proof of
the impossibility part is obtained, leaving the achievability part open.
We next define a parametrized kernel which will allow us to approximate the above SBM model
with a graphical channel.
Definition 4.8. An SBM kernel is given by
Q(z|u1, u2) =
{
a/γ if u1 = u2,
b/γ if u1 6= u2,
(15)
where u1, u2, z ∈ {0, 1}.
Lemma 4.9. There exists n0 = n0(γ, a, b) and C = C(a, b) such that the following holds true. Let
X be uniformly drawn on {0, 1}V , Y be the output (the graph) of a sparse stochastic block model
of parameters a, b, and Yγ be the output of a graphical channel with graph ensemble P(γ, n) and
kernel (15), then, for all n ≥ n0∣∣H(n)(X|Y )−H(n)(X|Yγ)∣∣ ≤ Cn
γ
. (16)
Lemma 4.10. For the SBM kernel given by (15), a ≤ b (disassortative case) and γ large enough,
the operator Γl is convex for any l ≥ 1.
Corollary 4.11. For the disassortative SBM, the limit of H(X(n)|Y )/n exists and satisfies
lim
n→∞
1
n
H(n)(X|Y ) = lim
γ→∞
lim
n→∞
1
n
H(n)(X|Yγ) . (17)
In a work in progress, the assortative case is investigated with a different proof technique.
The computation of the above limit is also expected to reflect a phase transition for the SBM
[DKMZ11, MNS12].
3Models with corrected degrees have been proposed in [KN11]
4Obtaining a reconstruction positively correlated with the true assignment
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4.3 Parity-check encoded channels
The Shannon celebrated coding theorem states that for a discrete memoryless channel W from
X to Y, the largest rate at which reliable communication can take place is given by the capacity
C(W ) = maxX I(X;Y ), where I(X;Y ) is the mutual information of the channel W with a random
input X. To show that rates up to capacity are achievable, Shannon used random code books,
relying on a probabilistic argument. Shortly after, Elias [Eli55] showed that random linear codes
allow to achieve capacity, reducing the encoding complexity from exponential to quadratic in the
code dimension. However, Berlekamp, McEliece, and Van Tilborg showed in [BMVT78] that the
maximum likelihood decoding of unstructured linear codes is NP-complete.
In order to reduce the complexity of the decoder, Gallager proposed the use sparse linear codes
[Gal63], giving birth to the LDPC codes, with sparse parity-check matrices, and LDGM codes, with
sparse generator matrices. Various types of LDPC/LDGM codes depend on various types of row
and column degree distributions. Perhaps one of the most basic class of such codes is the LDGM
code with constant right degree, which corresponds to a generator matrix with column having
a fixed number k of one’s. This means that each codeword is the XOR of k uniformly selected
information bits. In other words, this is a graph based code drawn from an Erdo¨s-Re´nyi or Poisson
ensemble Pk(α, n). The dimension of the code is m = αn and the rate is r = 1/α. The code can
also be seen as a planted k-XOR-SAT formula.
Despite the long history of research on the LDPC and LDGM codes, and their success in prac-
tical applications of communications, there are still many open questions concerning the behaviour
of these codes. In particular, even for the simple code described above, it is still open to show that
the mutual information 1
n
I(Xn;Y m) concentrates, with the exception of the binary erasure channel
for which much more is known [LMSS01, LMS+97]. In the case of dense random codes, standard
probability arguments show that concentration occurs with a transition at capacity for any discrete
memoryless channels. But for sparse codes, the traditional arguments fail. Recently, the following
was conjectured in [RKPSS10] for constant right degree LDGM codes and binary input symmetric
output channels 5,
P{
1
m
I(X;Y ) < C(W )} →
{
0 if α < Ck(W )
1 if α > Ck(W )
(18)
where Ck(W ) is a constant depending on k and W .
We provide next a concentration result for this model, which implies the above conjecture for
even degrees.
Definition 4.12. An encoded symmetric kernel is given by
Q(z|u) =W (z| ⊕ki=1 ui), (19)
where W is a binary input symmetric output (BISO) channel from X to Y.
Note that this corresponds to the output of a BISOW when the input to the channel is the XOR
of k information bits. This corresponds also to the constant right-degree LDGM codes considered
in the conjecture of [RKPSS10].
5This means that the channel is a weighted sum of binary symmetric channels
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Lemma 4.13. For an encoded symmetric kernel with k even, the operator Γl is convex for any
l ≥ 1.
Corollary 4.14. Let X be uniformly drawn in GF (2)n, U = XG be the output of a k-degree LDGM
code of dimension αn, and Y be the output of U on a BISO channel W . Then 1
n
I(X;Y ) converges
in probability to a constant Ck(α,W ).
Note that 1
m
I(X;Y ) = 1
m
H(Y ) −H(W ), where H(W ) denotes the conditional entropy of the
channel W . Hence 1
m
I(X;Y ) < 1−H(W ) ≡ 1
m
H(Y ) < 1. Since 1
m
H(Y ) converges from previous
corollary, and since the limit must be decreasing in α (increasing in r), the conjecture (18) follows.
5 Proof outline for Theorem 3.3: Interpolation method for graph-
ical channels
We now show the sub-additivity of H(n)(X|Y ),
H(n)(X|Y ) ≤ H(n1)(X|Y ) +H(n2)(X|Y ). (20)
Note that if we partition the set of vertices [n] into two disjoint sets of size n1 and n2 with
n1+n2 = n, and denote by g1 and g2 the restriction of g onto these subsets obtained by removing
all the crossing hyperedges, then the following is obtained by basic properties of the entropy
H(n)g (X|Y ) ≤ H
(n)
g1
(X|Y ) +H(n)g2 (X|Y ). (21)
Hence the above is true for a random graph G drawn from the ensemble Pk(α, n). However, the
terms H
(n)
Gi
(X|Y ), i = 1, 2, do not correspond to H
(ni)
Gi
(X|Y ), since the edge probability is αn
(nk)
and
not αni
(nik )
. Consequently, the above does not imply H(n)(X|Y ) ≤ H(n1)(X|Y ) + H(n2)(X|Y ). To
obtain the proper term on the right hand side, one should add the edges lost in the splitting of
the vertices (e.g., via a coupling argument), but this gives a lower bound on the right hand side of
(21), conflicting with the upper bound. The interpolation method provides a way to compare the
right quantities.
The interpolation method was first introduced in [GT02] for the Sherrington-Kirkpatrick model.
This is a model for a spin-glass (i.e. a spin model with random couplings) on a complete graph. It
was subsequently shown in [FL03, FLT03, PT04] that the same ideas can be generalized to models
on random sparse graphs, and applications in coding theory and random combinatorial optimization
were proposed in [Mon05, KM09] and [BGT10, AM]. We next develop an interpolation method to
estimate the conditional entropy of general graphical channels for different values of n. Interestingly,
the planting flips the behaviour of the entropy from supper to sub-additive.
Definition 5.1. We define a more general Poisson model for the random graph, where a parameter
εI ≥ 0 is attached to each I ∈ Ek(V ), and the number of edges mI(εI) is drawn from a Poisson
distribution of parameter εI . This defines a random hypergraph whose edge probability is not ho-
mogenous but depends on the parameters εI . Denoting by ε the collection of all
(
n
k
)
parameters
εI , we denote this ensemble as Pk(ε, n). If for any I, εI =
αn
(nk)
, Pk(ε, n) reduces to Pk(α, n) as
previously defined.
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Lemma 5.2. Let X be uniformly drawn over X n, G be a random hypergraph drawn from the
ensemble Pk(ε, n) independently of X, and Y (ε) be the output of X through PG defined in (1) for
a kernel Q. Then
∂
∂εI
H(n)(X|Y (ε)) = −I(YI ;XI |Y (ε)) , (22)
where YI and Y (ε) are independent conditionally on X (i.e., YI is drawn under Q(·|X[I]) and Y (ε)
is drawn independently under RG(·|X)).
We define a path as a differentiable map t 7→ ε(t), with t ∈ [0, T ] for some T ≥ 0. We say that
a path is balanced if ∑
I∈Ek(V )
dεI
dt
(t) = 0 . (23)
We will write ε˙I(t) for the derivative of εI(t) along the path and Y (t) for Y (ε(t)).
Corollary 5.3. For a balanced path
d
dt
H(X|Y (t)) = −
∑
I∈Ek(V )
H(YI |Y (t)) ε˙I(t) . (24)
Given a partition V = V1 ⊔ V2, we define the associated canonical path ε : t ∈ [0, 1] → ε(t) ∈
[0, 1]Ek(V ) as follows. Let ni = |Vi|, mi = |Ek(Vi)|, i ∈ {1, 2}, and m = |Ek(V )|. We define
εI(0) ≡
αn
m
, ∀I ∈ Ek(V ), (25)
εI(1) ≡

αn1
m1
if I ∈ Ek(V1)
αn2
m2
if I ∈ Ek(V2)
0 otherwise.
(26)
and
ε(t) = (1− t)ε(0) + tε(1). (27)
Note that the canonical path is balanced. Moreover, at time t = 0, Pk(ε(0), n) reduces to the
original ensemble Pk(α, n), and at time t = 1, Pk(ε(1), n) reduces to two independent copies of the
original ensemble on the subset of n1 and n2 variables: Pk(α, n1)× Pk(α, n2).
Applying Lemma 5.3, we obtain the following.
Corollary 5.4. For the canonical path
d
dt
H(X|Y (t)) = αnEIH(YI |Y (t))− αn1EI1H(YI1 |Y (t))− αn2EI2H(YI2 |Y (t)) , (28)
where I is drawn uniformly in Ek(V ), and Ii, i ∈ {1, 2}, are drawn uniformly in Ek(Vi).
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We recall that
H(YI |Y (t)) = −EY,YI log
∑
x
Q(YI |x[I])RG(t)(x|Y ) (29)
= −EY (t),YI logEX|Y (t)Q(YI |X[I]) , (30)
where Y (t) is the output of PG(t) and EX|Y (t) is the conditional expectation over RG(t).
Lemma 5.5.
1
α|Y|
d
dt
H(X|Y (t)) = −
∞∑
l=2
1
l(l − 1)
EX(1),...,X(l) [nΓl(V )− n1Γl(V1)− n2Γl(V2)] (31)
where
Γl(V ) ≡ EI,WI
l∏
r=1
(
1− P (WI |X
(r)[I])
)
, (32)
I is uniformly drawn in Ek(V ), WI is uniformly drawn in Y, and X
(1), . . . ,X(l) are drawn under
the probability distribution
∑
y
∏l
i=1RG(t)(x
(i)|y)
∑
u PG(t)(y|u)2
−n.
This means that X(1), . . . ,X(l) are drawn i.i.d. from the channel RG(t) given a hidden output
Y , these are the ‘replica’ variables, which are exchangeable but not i.i.d.. Note that denoting by
ν the empirical distribution of X(1), . . . ,X(l), the above definition of Γl(V ) coincides with that of
Γl(ν), hence the abuse of notation with definition (8). Hypothesis H ensures that Γl is convex for
any distribution on X l, hence in particular for the empirical distribution of the replicas. Therefore,
previous lemma implies Lemma 3.3 and Theorem 3.4 follows by the sub-additivity property.
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A Proofs of Theorems 3.4 and 3.5
We now prove the lemmas used in Section 5 to prove Theorem 3.4. We then prove Theorem 3.5.
In the proofs, we may drop the upper-script n for the entropy.
Proof of Lemma 5.2. Note that for a random variable Zε which is Poisson distributed of parameter
ε, and a function f ,
∂
∂ε
Ef(Zε) = Ef(Zε + 1)− Ef(Zε). (33)
Therefore,
∂
∂εI
H(n)(X|Y (ε)) = H(n)(X|Y (ε), YI)−H
(n)(X|Y (ε)), (34)
where YI is an extra output drawn independently from Y (ε) but conditionally on the same X. We
also recall the definition of the mutual information, I(A;B) = H(A)−H(A|B) = H(B)−H(B|A).
We have
∂
∂εI
H(X|Y (ε)) = −I(YI ;X|Y (ε)) (35)
= −H(YI |Y (ε)) +H(YI |X,Y (ε)) (36)
= −H(YI |Y (ε)) +H(YI |XI , Y (ε)) (37)
= −I(YI ;XI |Y (ε)), (38)
where we used the fact that YI depends only on the components of X indexed by I.
Proof of Corollary 5.3. Note that from previous proof, and using the fact that YI −X−Y (ε) form
a Markov chain,
∂
∂εI
H(X|Y (ε)) = −I(YI ;XI |Y (ε)) (39)
= −H(YI |Y (ε)) +H(YI |XI) (40)
= −H(YI |Y (ε)) +H(Q) (41)
where
H(Q) ≡ −2−k
∑
u∈Xk,z∈Y
Q(z|u) logQ(z|u)
is a constant depending on Q only. Therefore, if the path is balanced, the chain rule yields the
result.
Proof of Lemma 5.5. By definition
H(YI |Y (t)) = −EY (t),YI logEX|Y (t)Q(YI |X[I]) , (42)
and expanding the logarithm in its power series,
logEX|Y (t)Q(YI |X[I]) = −
∞∑
l=1
1
l
(EX|Y (t)(1−Q(YI |X[I])))
l. (43)
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We now introduce the ‘replicas’ X(1), . . . ,X(l), which are i.i.d. under QX|Y (t), i.e., we have the
Markov relation X − Y (t)− (X(1), . . . ,X(l)). Denoting by Q˜ = 1−Q, we obtain
logEX|Y (t)Q(YI |X[I]) = −
∞∑
l=1
1
l
EX(1),...,X(l)|Y (t)
l∏
r=1
Q˜(YI |X
(r)[I])). (44)
As opposed to the non-planted case, where supper-additivity is achieved by showing that terms
weighted by 1/l are convex in the empirical distribution of the replicas, convexity does not hold
with the above expression and the following is needed. Collecting terms we have
H(YI |Y (t)) = EXEY (t)|XEYI |X
∞∑
l=1
1
l
EX(1),...,X(l)|Y (t)
l∏
r=1
Q˜(YI |X
(r)[I])) (45)
=
∞∑
l=1
1
l
EX,X(1)...,X(l)EYI |X
l∏
r=1
Q˜(YI |X
(r)[I])). (46)
We next write switch measure in the expectation EYI |X , defining WI to be uniformly distributed
over Y, and writing
H(YI |Y (t)) = |Y|
∞∑
l=1
1
l
EX,X(1)...,X(l)EWI
l∏
r=1
Q˜(WI |X
(r)[I]))Q(WI |X[I])). (47)
Renaming X by X(0), and using the fact that X(0),X(1) . . . ,X(l) are exchangeable, we can write
H(YI |Y (t)) = |Y|
∞∑
l=1
1
l
EX(0),X(1)...,X(l)
(
EWI
l∏
r=1
Q˜(WI |X
(r)[I])) − EWI
l∏
r=0
Q˜(WI |X
(r)[I]))
)
(48)
= |Y|EX(1)EWIQ˜(WI |X
(1)[I])) − |Y|
∞∑
l=2
1
l(l − 1)
EX(1)...,X(l)EWI
l∏
r=1
Q˜(WI |X
(r)[I])).
(49)
Recall that from Corollary 5.4,
d
dt
H(X|Y (t)) = αnEIH(YI |Y (t))− αn1EI1H(YI1 |Y (t))− αn2EI2H(YI2 |Y (t)) .
Hence, carrying out the above expansions for each term, and since the term EX(1)EWI Q˜(WI |X
(1)[I]))
cancels out, the lemma follows.
Proof of Theorem 3.5. Since we now that H
(n)
G (X|Y )/n converges in expectation, it is sufficient to
show that it concentrates around its expectation. Indeed we claim that there exists B > 0 such
that
P{|H
(n)
G (X|Y )−H
(n)(X|Y )| ≥ n∆} ≤ 2 e−nB∆
2
, (50)
whence our thesis follows from Borel-Cantelli.
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The proof of (50) is a direct application of Azuma-Hoeffding inequality, and we limit ourselves
to sketching its main steps. We condition on the number m = O(n) of hyperedges in G and
regard H
(n)
G (X|Y ) as a function of the choice of the m hyperedges. We claim that |H
(n)
G (X|Y ) −
H
(n)
G′ (X|Y )| ≤ 2C, for some constant C, if G and G
′ differ only in one of their hyperedges, whence
Eq. (50) follows by Azuma-Hoeffding.
In order to prove the last claim, let G′ = G + a denote the graph G to which hyperedge
a = (i1, . . . , ik) has been added. Then, writing explicitly the component of Y corresponding to
hyperedge a, we need to prove that |H
(n)
G+a(X|Y, Ya) − H
(n)
G (X|Y )| ≤ C. We have, dropping the
subscripts and superscript for the sake of simplicity,
0 ≤ H(X|Y )−H(X|Y, Ya) = H(X|Y )−H(X,Ya|Y ) +H(Ya|Y ) (51)
= H(Ya|Y )−H(Ya|X,Y ) (52)
≤ log2 |Y| , (53)
where the last inequality follows from the fact that Ya takes value in the finite set Y.
B Proofs of Lemmas 4.2, 4.4, 4.5 and 4.6
Proof of Lemma 4.2. We have
Pg(y|x) =
∏
I∈E(g)
Q(yI |x[I]) (54)
=
∏
I∈E(g)
1
|A|
1(yI ∈ A(x[I])) (55)
=
{
1
|A||E(g)|
if x ∼ y,
0 otherwise,
(56)
where x ∼ y means that x is a satisfying assignment for y. Hence for a given x, Pg(·|x) is uniform
on the set of all y’s verifying x, which has cardinality |A||E(g)|. Since X is uniform, for a given y,
Rg(·|y) is a uniform measure on a set of cardinality∑
x∈Xn
∏
I∈E(g)
1(yI ∈ A(x[I])) = |{x ∈ X
n : yI ∈ A(x[I]),∀I ∈ E(g)}| = Zg(y) (57)
Therefore Hg(X|Y = y) = logZg(y).
Proof of Lemma 4.4. For planted k-SAT, Y = X k = {0, 1}k ,
Q(z|u) =
1
2k − 1
1(z 6= u¯) (58)
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and
Γl(ν) =
1
2k
(
1
2k − 1
)l ∑
u(1),...,u(l)∈Xk
[∑
z∈Y
l∏
r=1
1(z¯ = u(r))
]
k∏
i=1
ν(u
(1)
i , . . . , u
(l)
i ) (59)
=
1
2k
(
1
2k − 1
)l ∑
u∈Xk
k∏
i=1
ν(ui, . . . , ui) (60)
=
1
2k
(
1
2k − 1
)l ∑
u1,...,uk∈X
k∏
i=1
ν(ui, . . . , ui) (61)
=
1
2k
(
1
2k − 1
)l∑
u1∈X
ν(u1, . . . , u1)
k , (62)
which is convex in ν for any k, l ≥ 1.
Proof of Lemma 4.5. For planted k-NAE-SAT, Y = X k = {0, 1}k ,
Q(z|u) =
1
2k − 2
1(z /∈ (u, u¯)) (63)
and
Γl(ν) =
1
2k
(
1
2k − 2
)l ∑
u(1),...,u(l)∈Xk
[∑
z∈Y
l∏
r=1
1(u(r) ∈ (z, z¯))
]
k∏
i=1
ν(u
(1)
i , . . . , u
(l)
i ) (64)
=
1
2k
(
1
2k − 2
)l ∑
b1,...,bl∈X
∑
u∈Xk
k∏
i=1
ν(ui ⊕ b1, . . . , ui ⊕ bl) (65)
=
1
2k
(
1
2k − 2
)l ∑
b1,...,bl∈X
∑
u1∈X
ν(u1 ⊕ b1, . . . , u1 ⊕ bl)
k , (66)
which is convex in ν for any k, l ≥ 1.
Proof of Lemma 4.6. This is a special case of Lemma C.2 for s = 1, d = −1.
C Proofs of Lemmas 4.9 and 4.10
Proof of Lemma 4.9. We introduce a new collection of random variables {Zij}(ij)∈E2(V ), taking
values in {0, 1, ∗}, and indexed by the
(
n
2
)
edges of the complete graph over vertex set V . These
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are conditionally independent given X with distribution given as follows:
Zij
∣∣
Xi=Xj
=

1 with probability a/n,
0 with probability (2γ − a)/n,
∗ with probability 1− 2γ/n,
(67)
Zij
∣∣
Xi 6=Xj
=

1 with probability b/n,
0 with probability (2γ − b)/n,
∗ with probability 1− 2γ/n,
(68)
The following claim is proved below.
Lemma C.1. There exists a constant C = C(γ) <∞ such that, uniformly in n∣∣H(n)(X|Yγ)−H(n)(X|Z)∣∣ ≤ C(γ) . (69)
It is therefore sufficient to bound the difference |H(n)(X|Y ) − H(n)(X|Z)|. Notice that the
variables X,Y,Z can be constructed on the same probability space in such a way that X − Z − Y
form a Markov chain. Namely, it is sufficient to let the Yij be conditionally independent, and
independent from X given Z, with
Yij =
{
1 if Zij = 1,
0 if Zij ∈ {0, ∗}.
(70)
We therefore have that H(n)(X|Z) ≤ H(n)(X|Y ) and we are therefore left with the task of upper
bounding H(n)(X|Y )−H(n)(X|Z). In the rest of this proof we will omit the superscript (n) as it
is will be fixed throughout.
We have, by the Markov property and the chain rule of conditional entropy
H(X|Z) = H(X|Y,Z) (71)
= H(X,Z|Y )−H(Z|Y ) (72)
= H(X|Y ) +H(Z|X,Y )−H(Z|Y ) , (73)
and therefore
H(X|Y )−H(X|Z) = H(Z|Y )−H(Z|X,Y ) . (74)
Note that, by subaddittivity of the entropy, and since conditioning reduces entropy, we have
H(Z|Y ) ≤
∑
(i,j)∈E2(V )
H(Zij |Y ) ≤
∑
(i,j)∈E2(V )
H(Zij |Yij) . (75)
Further, by conditional independence of the {Zij} given X, Y , we have
H(Z|X,Y ) =
∑
(i,j)∈E2(V )
H(Zij |X,Y ) =
∑
(i,j)∈E2(V )
H(Zij |Xi,Xj , Yij) . (76)
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We therefore conclude that
H(X|Y )−H(X|Z) ≤
∑
(i,j)∈E2(V )
{
H(Zij |Yij)−H(Zij |Xi,Xj , Yij)
}
. (77)
A simple calculation yields H(Zij |Yij) = fn((a + b)/2) and H(Zij |Xi,Xj , Yij) = fn(a) + fn(b))/2,
where
fn(c) ≡ −
2γ − c
n
log
(2γ − c
n
)
−
(
1−
2γ
n
)
log
(
1−
2γ
n
)
+
(
1−
c
n
)
log
(
1−
c
n
)
, (78)
Subtracting an affine term, we can write
fn(c) = fn,0 + fn,1c+ gn(c) , (79)
gn(c) = −
2γ
n
[(
1−
c
2γ
)
log
(
1−
c
2γ
)
+
c
2γ
]
+
[(
1−
c
n
)
log
(
1−
c
n
)
+
c
n
]
. (80)
Note that, for x ∈ [−1/2, 41/2], we have 0 ≤ (1− x) log(1− x) + x ≤ x2. Hence, for γ ≥ c, n ≥ 2c,
0 ≥ gn(c) ≥
c2
n
[ 1
n
−
1
2γ
]
≥ −
c2
2nγ
, (81)
and therefore
H(X|Y )−H(X|Z) ≤
(
n
2
)[
fn
(a+ b
2
)
−
1
2
fn(a)−
1
2
fn(b)
]
=
(
n
2
)[
gn
(a+ b
2
)
−
1
2
gn(a)−
1
2
gn(b)
]
≤
n2
2
1
2nγ
(a− b)2
4
=
n(a− b)2
16γ
.
This finishes the proof.
Proof of Lemma C.1. We write Yγ = {Yγ,ij}(i,j)∈E2(V ) where, for each (i, j) ∈ E2(V ), Yγ,ij is a
vector containing Poisson(nγ/
(
n
2
)
) entries, each being an independent output of the channel Q in
Eq. (15) on input (Xi,Xj). Analogously, we can interpret Zij as a vector of length Bernoulli(2γ/n),
with the length 0 corresponding to the value ∗. When the length of the vector is equal to one, its
entry is distributed as the output of the same channel Q.
Let ℓ(Yγ,ij) and ℓ(Zij) denote the length of vectors Yγ,ij and Zij . It follows from standard
estimates on Poisson random variables that Y and Z can be coupled in such a way that E{|ℓ(Yγ,ij)−
ℓ(Zij)|} ≤ C/n
2 with C = C(γ) and further, whenever ℓ(Zij) = 1 and ℓ(Yγ,ij) ≥ 1, the first entry
of the vector Yγ,ij is equal to the only entry in Zij.
Finally notice that
H(X|Yγ , ℓ(Yγ,ij) = ℓ0 + 1)−H(X|Yγ , ℓ(Yγ,ij) = ℓ0) (82)
= H(Y ′ij |X, ℓ(Yγ,ij) = ℓ0)−H(Y
′
ij|Yγ , ℓ(Yγ,ij) = ℓ0) , (83)
with Y ′ij distributed as an independent output of the channel Q on input Xi,Xj , It follows that
|H(X|Yγ , ℓ(Yγ,ij) = ℓ0 + 1)−H(X|Yγ , ℓ(Yγ,ij) = ℓ0)| ≤ 1 and therefore
|H(X|Yγ)−H(X|Z)| ≤
∑
(i,j)∈E2(V )
E{|ℓ(Yγ,ij)− ℓ(Zij)|} ≤ n
2 C
n2
≤ C . (84)
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Proof of Lemma 4.10. This is a special case of Lemma C.2 below, with s = (a + b)/γ and d =
(a − b)/γ. If γ is large enough, s ≤ 1 and if a ≤ b, d ≥ 0, and all the coefficients in (92) are
positive.
Lemma C.2. If X = Y = {0, 1}, Q(y|x1, . . . , xk) = W (y| ⊕
k
i=1 xi) and W is an arbitrary binary
input/output channel, then
Γl(ν) =
1
2
∑
w∈Fl2
d|w|
[
sl−|w| + (−1)|w|(2− s)l−|w|
]
F(ν)k(w) (85)
where s =W (1|0)+W (1|1), d =W (1|0)−W (1|1), |w| =
∑l
i=1wi and F(ν)(w) =
∑
x∈Fl2
(−1)x·wν(x)
is the Fourier-Walsh transform of ν (where x · w denotes the dot product of x and w).
Note that F(ν)(w) is linear in ν, hence
• For s = 1, i.e., for symmetric channels,
Γl(ν) =
∑
w∈Fk2 : |w| even
d|w|F(ν)k(w) (86)
and Γl is convex when k is even.
• If s ≥ 1, d ≥ 0 or s ≤ 1, d ≤ 0, then Γl is convex when k is even.
Proof of Lemma C.2. We have
Γl(ν) =
1
2
∑
u(1),...,u(l)∈Fk2
∑
y∈F2
l∏
r=1
(1− P (y|u(r)))
 k∏
i=1
ν(u
(1)
i , . . . , u
(l)
i ) (87)
and using the fact that P (y|u(r)) =W (y| ⊕ki=1 u
(r)
i ) ,
Γl(ν) =
1
2
∑
v(1) ,...,v(l)∈F2
∑
y∈F2
l∏
r=1
(1−W (y|v(r)))
 ν⋆k(v(1), . . . , v(l)) (88)
=
1
2
∑
v∈Fl2
γ(v)ν⋆k(v) (89)
where
γ(v) ≡
∑
y∈F2
l∏
r=1
(1−W (y|v(r))) = (1− a)l−|v|(1− b)|v| + al−|v|b|v| (90)
and a =W (1|0), b =W (1|1). Note that
al−|v|b|v|
F
←→ (a+ b)l−|w|(a− b)|w|, (91)
hence
F(γ)(w) = (2− (a+ b))l−|w|(a− b)|w|(−1)|w| + (a+ b)l−|w|(a− b)|w| . (92)
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Proof of (91). To show that
F
l
2 ∋ v 7→ ρ
|v| F←→ Fl2 ∋ w 7→ (1 + ρ)
l−|w|(1− ρ)|w| (93)
note that the identity is true when l = 1 and assume it to be true for l. Then for l + 1∑
v∈Fl+12
ρ|v|(−1)|vw| =
∑
v∈Fl2
ρ|v|(−1)|vw
l
1| + ρ|v|+1(−1)|vw
l
1|(−1)wl+1 (94)
=
∑
v∈Fl2
ρ|v|(−1)|vw
l
1|(1 + ρ(−1)wl+1) (95)
= (1 + ρ)l−|w
l
1|(1− ρ)|w
l
1|(1 + ρ(−1)wl+1) . (96)
D Proofs of Lemma 4.13
Proof. We represent the channel W as a 2×|Y| stochastic matrix. By definition of BISO channels,
this matrix can be decomposed into pairs of columns which are symmetric as(
c d
d c
)
(97)
with c, d ≥ 0, or into single columns which have constant values. Let us assume that W contains
m such matrices and s such constant columns. We have
Γl(ν) =
1
|Y|
∑
u(1),...,u(l)∈Fk2
∑
y∈Y
l∏
r=1
(1− P (y|u(r)))
 k∏
i=1
ν(u
(1)
i , . . . , u
(l)
i ) (98)
=
1
|Y|
∑
v(1) ,...,v(l)∈F2
∑
y∈Y
l∏
r=1
(1−W (y|v(r)))
 ν⋆k(v(1), . . . , v(l)) (99)
=
1
|Y|
∑
v∈Fl2
g(v)ν⋆k(v) (100)
=
1
|Y|
∑
w∈Fl2
F(g)(w)F(ν)k(w) (101)
where
g(v) =
m∑
i=1
(
C
l−|v|
i D
|v|
i +D
l−|v|
i C
|v|
i
)
+
s∑
i=1
Eli , (102)
for some positive constants Ci,Di, i ∈ [m], Ei, i ∈ [s]. Moreover, using (91),
C l−|v|D|v| +Dl−|v|C |v|
F
←→ (C +D)l−|w|(C −D)|w| + (C +D)l−|w|(D − C)|w| (103)
= (C +D)l−|w|(C −D)|w|(1 + (−1)|w|), (104)
and F(g)(w) has only positive coefficients since only the terms with |w| even survive. Hence Γl is
convex when k is even.
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