Introduction
Only in rare cases, economic theory implies a particular functional form for an empirical model specification. Incorrect parameterization of the regression equation might result in inconsistent estimates. Sometimes, the researcher might feel more confident about the functional form of some parts of the regression equation but be less confident about the form of the other parts. Combining the parametric and nonparametric techniques to yield the semiparametric regression model could then help obtain consistent estimates of the parameters of interest.
In this article, I describe implementing the difference-based algorithm to fit the partial linear regression model. The econometric problem of fitting a partial linear model arises in a variety of settings. For example:
• Yatchew (1997) estimates the relationship between variable costs of distributing electricity per customer as a nonlinear function of the scale of operation as measured by the number of customers. The other control variables in the model include measures of customer density, remaining life of distribution assets, and a proxy for local wage rates.
• Yatchew (1998) applies the partial linear regression technique to estimating the hedonic price of housing attributes. Parametric variables include lot size, area of living space, and presence of various amenities. The location effect, which has no natural parametric specification, is incorporated nonparametrically.
• Mesnard and Ravallion (2001) estimate the effect of wealth on business startups among migrants returning to their home country, Tunisia. The paper tests for nonlinear wealth effects on the transition to self-employment, consistent with the argument that the extent of aggregate business activity in the economy depends on the distribution of wealth. 
Methods
Consider a semiparametric regression, Following the approach suggested by Yatchew (1997) , to fit the partial linear model (1), we first rearrange (sort) the data such that z 1 < z 2 < · · · < z T , where T is the number of observations in the sample. Then the first difference of (1) results in the following:
When the sample size increases, f {z i(n) } − f {z i(n−1) } → 0 because the derivative of f is bounded. Under standard assumptions, (2) could be estimated by ordinary least squares (OLS). The vector of estimated parameters β diff has the approximate sampling distribution
where σ 2 u is the conditional variance of x given z. The error term in (2) has a first-order moving average structure, thus reducing efficiency of the OLS estimator. The efficiency could be improved by using higher-order differences (Yatchew 1997) . The generalization of (2) for the mth-order differencing can be expressed as 
The first condition in (4) ensures that the differencing removes the nonparametric component in (3) as the sample size increases. The second normalization condition implies that the residuals in (3) have variance of σ 2 u . With the optimal choice of weights, (3) could be estimated by OLS. If m is large enough, the estimator approaches asymptotic efficiency. 1 1. The Monte Carlo simulations using the plreg command demonstrate that the noticeable gains in efficiency from the higher-order differencing occur on samples with 30,000 or more observations. On the smaller samples (1,000-3,000 observations), using the higher-order differencing might result in biased estimates. 
This method allows performing inferences on β as if there were no nonparametric component f in the model. Once β diff is estimated, a variety of nonparametric techniques could be applied to estimate f as if β were known. Formally, subtracting the estimated parametric part from both sides of (1), we get
Because β diff converges quickly enough to true β, the consistency, optimal rate of convergence, and construction of confidence intervals for f remain valid and could be estimated by standard smoothing methods.
Using estimates (5), one can perform the differencing test for the parametric specification of f . Suppose that g(z, π) is the known function of z and some unknown parameter π. We want to test the null hypothesis that y i = g(z i , π) + x i β p against the alternative hypothesis that y i = f (z i ) + x i β. Parameters π and β p and mean square residual s 2 res could be obtained by estimating the parametric regression of y on x and z.
The plreg command
The plreg command uses two alternative sets of differencing weights, d 1 , . . . , d m . Optimal weights do not have analytical expressions but have been tabulated (up to m = 10) by Hall, Kay, and Titterington (1990) and by Yatchew (1998) . In contrast to the former's optimal weight sequences, Yatchew's decline in absolute values toward zero. The nonlinear function f is estimated by Stata's lowess procedure. plreg also outputs the result of a significance test on z, which is a special case of (8) where g(z, π) is a constant function, so that the restricted model is a linear regression function, 
Syntax

Saved results
In addition to the standard results saved by regress, plreg saves the following in e():
variance of the residual in specification that assumes that f is a constant function e(order) order of differencing e(stest) value of the test on the significance of the variable that enters (1) nonlinearly
variance-covariance matrix of differencing (5)
Postestimation commands
Most postestimation commands available after regress are also available after plreg. The postestimation commands are based on the estimation of the difference (3).
Example
I illustrate using the plreg command by replicating the example from Yatchew (2003) . Data for that example come from the survey of 81 municipal electricity distributors in Ontario, Canada, during 1932.
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The cost of distributing electricity is modeled in a simple Cobb-Douglas framework,
where tc is the log of total cost per customer, cust is the log of number of customers, wage is the log of wage rate, pcap is the log price of capital, puc is the dummy variable for the public utility commissions that deliver additional services and may benefit from economy of scope, kwh is the log of kilowatt hours per customer, life is the remaining life of distribution assets, lf is the load factor, and kmwire is the log of kilometers of distribution wire per customer. The objective of the analysis is to assess scale economies in electricity distribution.
The parametric effect, β, is estimated by first-order differencing, as in (2). We also estimate by OLS a pure parametric specification, where the scale effect, f , is modeled with a quadratic polynomial. Stata output of the estimations using plreg example.dta is shown below.
. use plreg_example . plreg tc wage pcap puc kwh life lf kmwire, nlf(cust) generate(func) bwidth (1 
Difference-based semiparametric estimation
The syntax of this command does not specify an option for the order of differencing using the default first-order differencing; bwidth (1) is an option of the Stata lowess command, which determines the bandwidth for nonparametric smoothing.
The significance test of the variable (cust) that enters the specification nonlinearly (7) indicates that the log of number of customers is highly significant (p-value of 0.000). The estimation of the fully parametric model with a quadratic polynomial of the log of number of customers shows that although the effect of exogenous variables is qualitatively similar between these two specifications, the magnitudes of some coefficients are different. For example, the effect of log wage on log of total cost per customer declines from 0.83 in the fully parametric model to 0.45 in the partial linear model estimation.
. regress tc cust custsq wage pcap puc kwh life lf kmwire Using these two estimations, we can conduct a test of quadratic versus nonparametric scale effect. Substituting corresponding values into (8), we get V = √ 81(0.240 − 0.199)/0.199 = 1.854, which corresponds to a p-value of 0.032. plreg uses the Stata lowess routine to generate the nonparametric smoothing of nonlinear function f . Figure 1 illustrates the nonparametric and fully parametric estimates of the return to scale in electricity distribution plotted against the log of the total number of customers. Quadratic specification fits the data closely to the nonparametric specification. 
