We describe the design, implementation and experimental evaluation of new algorithms for computing the approximate factorization of multivariate polynomials with complex coefficients that contain numerical noise. Our algorithms are based on a generalization of the differential forms introduced by W. Ruppert and S. Gao to many variables, and use singular value decomposition or structured total least squares approximation and Gauss-Newton optimization to numerically compute the approximate multivariate factors. We demonstrate on a large set of benchmark polynomials that our algorithms efficiently yield approximate factorizations within the coefficient noise even when the relative error in the input is substantial (10 −3 ).
Introduction
When the scalars in the inputs to a symbolic computation are given as floating point numbers, often with added noise that may come as the result of a preceding numerical computation or a physical measurement, the desired singular properties of the problem formulations can be lost. We shall consider the problem of factoring a multivariate polynomial into its complex factors. Let f (x 1 , . . . , x n ) ∈ Q(i)[x 1 , . . . , x n ] be irreducible over C, where irreducibility is caused by perturbations on the coefficients of f . By f [min] we denote a factorizable polynomial over C with deg( f [min] ) ≤ deg( f ) such that f − f [min] 2 is minimized, that is, f [min] is a nearest reducible polynomial. We present new algorithms that can find a factorization f = f 1 · f 2 · · · f r in C[x 1 , . . . , x n ] with deg( f ) ≤ deg( f ) such that f − f [min] 2 is small. In (Kaltofen and May, 2003 , Example 2) it was discovered that f [min] is dependent on the degree notion. Our bounds such as deg( f ) ≤ deg( f ) limit the degrees in the individual variables, that is deg x i (f ) ≤ deg x i ( f ) for i = 1, . . . , n. One of the authors, L. Zhi, had in Nov. 2002 considered to apply S. Gao's exact polynomial factoring algorithm (see Gao, 2003) for numerical coefficients. Independently, in the conclusion of (Kaltofen and May, 2003) we have suggested that structural minimal deformations that achieve the necessary rank deficiency of the Ruppert matrices arising in S. Gao's (2003) algorithm yield an approximate factorization algorithm. In (Gao et al., 2004) we have jointly designed and implemented a hybrid symbolic-numeric variant of Gao's bivariate polynomial factoring algorithm. Our algorithm computes an unstructured singular value decomposition followed by a newly designed approximate bivariate greatest common divisor algorithm. Here we present a multivariate generalization and, following (Zeng and Dayton, 2004) , we introduce Gauss-Newton post-iteration, which can significantly improve the accuracy of the approximate factorization. As an alternative, one can use a structured total least squares deformation Lemmerling et al., 2000) of the Ruppert matrices, which we demonstrate to be a feasible approach.
We present experimental evidence that our new approach improves the approximate factorizations of (Gao et al., 2004) . The difficulty of a satisfying numerical analysis of any of our algorithms are the notions of "near" and "small". Our experiments show that our algorithms perform well even for polynomials with a relatively large irreducibility radius (Nagasaka, 2002; Kaltofen and May, 2003; Nagasaka, 2005) .
There is an extensive literature on the problem of factoring multivariate polynomials over the real or complex numbers. In (Kaltofen, 1985) one of the first polynomial-time algorithms is given for input polynomials with exact rational or algebraic number coefficients, and the problem of approximate factorization is already discussed there (Kaltofen, 1985, section 6) . Approximate factorization algorithms suppose that the input coefficients are perturbed and consequently, the input polynomial is irreducible over C under an exact interpretation of its coefficients. However, if the input polynomial is near its factorizable counterpart, say within machine floating point precision, one can attempt to run exact methods with floating point arithmetic, such as Hensel lifting, computing zero-sum relations of power series roots, or interpolating the irreducible factors as curves. The work reported in (Sasaki et al., 1991 (Sasaki et al., , 1992 Galligo and Watt, 1997; Huang et al., 2000; Sasaki, 2001; Galligo and Rupprecht, 2001; Corless et al., 2001 Corless et al., , 2002 Galligo and Rupprecht, 2002; Rupprecht, 2004; Sommese et al., 2004 ) studies recovery of approximate factorization from the numerical intermediate results. For significant noise, which is the setting we study, those methods can suffer from stability problems. For instance, the approximate zero sums are now far from zero. A somewhat related topic are algorithms that obtain the exact factorization of an exact input polynomial by use of floating point arithmetic in a practically efficient way (Chèze, 2004) .
A different line of methods bounds from below the distance from the input polynomial to the nearest factorizable polynomial, that is, the irreducibility radius (Nagasaka, 2002; Kaltofen and May, 2003; Nagasaka, 2005) . Not only do such bounds help in declaring inputs numerically irreducible, they also provide insight in the quality of a computed approximate factorization.
No polynomial-time algorithm is known for computing the nearest factorizable polynomial f [min] , which is open problem 1 in (Kaltofen, 2000) . In (Hitz et al., 1999) a polynomial-time al-gorithm is given for computing the nearest polynomial with a complex factor of constant degree. In practice, that algorithm is much slower than any of the numerical solutions-and the same may be expected of a future solution to the open problem-but for polynomials of degree 2 or 3 one can obtain an actual optimal answer with which one can further gauge the output of the fast but non-optimal numerical procedures.
With the algorithms presented in this paper, we have successfully computed improved approximate factorizations of all benchmark examples presented in the literature, including those with significant irreducibility radii introduced in (Gao et al., 2004) .
Approximate Multivariate Polynomial Division and GCD
Our algorithms require, as a substep, the computation of approximate multivariate greatest common divisors of complex polynomials. Several of the algorithms available for approximate GCD further require an algorithm to compute approximate multivariate polynomial division, which we shall discuss first.
Approximate Polynomial Division
The simplest interesting problem in approximate polynomial algebra seems to be the problem of polynomial "exact" division. Multiplication by a given polynomial is a linear operation so we can represent multiplication of polynomials of total degree d by a given f as C [d] ( f ), the convolution matrix associated with f and d. For instance,
Note that the convolution matrix can be formed for other notions of degree (or polynomials with a given support), but for simplicity of discussion we will use total degree in our descriptions in this section. The results carry over to all degree notions. If we are given polynomials f and g with tdeg(g) ≥ tdeg( f ) such that f does not divide g exactly then we want to apply a perturbation so that f does divide g. If we fix the coefficients of f theng, the closest polynomial to g that f divides, can be found by solving the least squares problem:
We can writeg exactly in terms of a convolution matrix,
(where we are being intentionally sloppy about the distinction between g as a polynomial and g as a vector of its coefficients). In the univariate case, the coefficient matrix for the least squares problem (1) has a small displacement rank and the arising system can be solved efficiently (Zhi, 2003) .
One of the shortcomings of this approach is, although it does solve the approximation problem completely, it does not allow for f to vary as well (or instead of) g. However, it is very easy to implement, and the results it provides seem good enough for our purposes.
If one wished to allow perturbations of the coefficients of both f and g, then the division problem becomes a total least squares (TLS) problem (perturbations are allowed in the righthand side vector as well as the entries of the matrix). In fact, since the matrix C [d] ( f ) has a very specific structure, approximate division becomes a structured total least squares (STLS) problem.
Approximate Polynomial GCD
For completeness we restate the algorithm in (Gao et al., 2004) . A very similar multivariate approximate GCD algorithm was proposed independently in (Zeng and Dayton, 2004 ) but a prespecified tolerance ε is required there. In addition, a Gauss-Newton iteration step is introduced to improve the GCD further. In practice just a few steps of iteration can improve the backward error by at least an order of magnitude and so it is usually worth the extra computation, especially when the g and h started quite close to a pair with a non-trivial GCD. For example, if g and h are nearly machine precision distance from a pair with an exact GCD, the approximate GCD computed from the SVD method is generally limited to about half of the machine precision, while Gauss-Newton iteration can usually improve the result to exact within full machine precision.
Algorithm 1 (AMVGCD: Approximate Multivariate GCD).
INPUT: g and h in C[x 1 , . . . , x n ] OUTPUT: d, a non-constant approximate GCD of g and h
(1) Determine k, the degree of the approximate GCD of g and h, in one of the two ways below: (a) Form S = S 1 (g, h), the matrix of the linear system ug+vh = 0, where g, h ∈ C[x 1 , . . . , x n ] with tdeg(u) < tdeg(h) and tdeg(v) < tdeg(g). Find the largest gap in the singular values of S and infer the degree from the numerical rank of S. If one wishes to specify a tolerance, then only the first step of the Algorithm 1 is affected. In that case, it is possible that the computation of the degree could yield k = 0, in which case the method would return d = 1, declaring g and h to be approximately relatively prime to the given tolerance.
We wish to add that there now exist viable alternatives to both the approximate division and approximate GCD problem based on structured total least squares approximation (Kaltofen et al., 2006) .
The Factorization Algorithm and Experiments
In this section, we propose an approximate factoring algorithm for multivariate polynomials over C. The algorithm is a generalization of the bivariate factoring algorithm in (Gao et al., 2004) . In addition, we have incorporated Gauss-Newton post-refinement of the approximate factors. Much like the GCD algorithm presented above, our factoring algorithm relies on singular value decomposition. We have implemented our algorithm in Maple 10 and we present benchmark tests.
The Exact Factoring Algorithm
We briefly describe the multivariate generalization of the bivariate factoring algorithm in (Gao, 2003) , more details can be found in (May, 2005) .
Assume that f is non-constant and gcd( f , f x 1 ) = 1 where f x 1 = ∂ f /∂ x 1 , which makes f both square-free and with no factor in C[x 2 , . . . , x n ]. Suppose that f factors as
where f i ∈ C[x 1 , x 2 , . . . , x n ] are distinct and irreducible over C. Define
Then
The following fact, for two variables stated first in (Ruppert, 1986) , gives a test for irreducibility and is a key part of the factoring algorithm.
Then f is absolutely irreducible if and only if the equations
Since differentiation is linear over C, the equations (5) give a linear system for the coefficients of g and h i , whose coefficient matrix we call the Ruppert matrix Rup( f ). The matrix Rup( f ) of f is full rank if and only if f is absolutely irreducible. Using the criterion in Fact 2, (Kaltofen and May, 2003) provides some separation bounds for testing whether a numerical polynomial is absolutely irreducible, given a certain tolerance on its coefficients. When these bounds are small, one may suspect the polynomial f to be near a reducible polynomial. In the following, we explain how to use Fact 2 for factorization.
First, let us note that, similar to (Gao, 2003) and (Kaltofen and May, 2003) , the degree conditions on g and the h i are changed to:
which allows for the solution ( f x 1 , f x 2 , . . . , f x n ) even when f is irreducible. We use Rup 1 ( f ) to denote the slightly larger coefficient matrix of (5) using the bounds (7).
Suppose f has the factorization into irreducible polynomials as in (2). Then G is a vector space over C of dimension r and each g ∈ G is of the form g
The proof that follows is a direct multivariate generalization of Gao (2003, Theorem 2.3) . First, for any (7) and
. . , E r satisfy (4), they are linearly independent over C.
Let g ∈ G with h 2 , . . . , h n ∈ C[x 1 , x 2 , . . . , x n ] satisfying (5) and (7). We need to show that g is a linear combination of E 1 , . . . , E r over C. Since gcd( f , f x 1 ) = 1, f has no repeated roots in the algebraic closure of C(x 2 , . . . , x n ). Let
Since
The equation (5) algebraic conjugates over C(x 2 , . . . , x n ), then so are a i and a j because of (9); hence a i = a j since they are in C. Therefore a i is constant for c i in the same conjugate class which corresponds to an irreducible factor of f over C(x 2 , . . . , x n ). So as in (Gao, 2003) , we have that 
Furthermore, let E g (x) = det(Ix − A), the characteristic polynomial of A. Then the probability that
gives a complete factorization of f over C is at least 1 − r(r − 1)/(2|S|), where |S| denotes the cardinality of S.
Again, the proof is nearly exactly the same as the one in (Gao, 2003) . It is possible to reduce Gao's degree conditions (7) to Ruppert's (6) in the factoring algorithms. For completeness, we state the corresponding theorem, whose proof reveals how to modify the factoring algorithms.
Theorem 5. Let gcd( f , f x 1 ) = 1. Then Rup( f ) has rank deficiency r − 1, i.e., the dimension of the nullspace of Rup( f ) is r − 1, where r is the number of irreducible factors of f over C.
The proof is based on Ruppert's original arguments (Ruppert, 1999, Section 3) . Clearly, any solution g, h 2 , . . . , h n of Theorem 3 that satisfies the stricter bound (6) corresponds to a vector in the nullspace of Rup( f ). For k = 2, . . . , r the polynomials
where g k and h k,i are as in the proof of Theorem 3, are such solutions, i.e., deg x 1 (ĝ k ) ≤ d 1 − 2, because the leading coefficients in the variable x 1 of deg
cancel. The corresponding coefficients vectors are linearly independent, so the rank deficiency of Rup( f ) is at least r − 1. There cannot be an additional linearly independent null vector, because otherwise all null vectors of Rup 1 ( f ) would be spanned by those polynomial coefficient vectors, but the solution
is not in that span, since the degree in x 1 of g is too high.
2 The following paragraph is omitted from the journal version. Now suppose we have computed polynomials v 2 , . . . , v r whose coefficient vectors form a basis for the g-component of the nullspace of Rup( f ). By basis transformation we have v j = ∑ k µ j,kĝk for j = 2, . . . , r, where [µ j,k ] ∈ C (r−1)×(r−1) is non-singular. Therefore
are linearly independent. Note that the coefficient of s j constitutes the j-th row of those columns. By Zippel/Schwartz ∑ j s j v j has distinct λ i with probability (r − 1)(r − 2)/(2|B|). End of material omitted from the journal version. c authors.
The Numerical Factoring Algorithm
In order to apply the factorization algorithm given in (Gao, 2003) and its multivariate generalization, given above, to approximate polynomials we must be able to solve the following problems:
(1) compute the approximate GCDs of multivariate polynomials: gcd( f , g − λ i f x 1 ), (2) reduce the polynomial f so that gcd( f , f x 1 ) = 1 approximately, (3) determine the numerical dimension of G, and (4) compute an E g that has no cluster of roots.
For the first problem, the previous section discusses robust algorithms to compute the approximate GCDs of multivariate polynomials. The second problem is also handled by way of the approximate GCD; we can compute the approximate GCD of f and f x 1 . Then with an approximate division, f / gcd( f , f x 1 ), we may, heuristically, reduce to the case where gcd( f , f x 1 ) = 1 approximately. Details on this approach follow below in Section 3.4.
To solve the third problem we can determine the numerical dimension of G by the SVD of the matrix Rup 1 ( f ). Let σ i be the i th singular value of Rup 1 ( f ). If a tolerance ε is given, then the numerical dimension of G is the r such that
However, if we do not know the relative error in the coefficients of f , it is difficult to provide a tolerance ε that is consistent with the error in the data. If we have no tolerance given, we infer a tolerance from the largest gap in the singular values. That is, we choose ε = σ r so that σ r+1 /σ r is as large as possible. As in (Kaltofen and May, 2003) , the singular value σ r bounds from below the distance from f to a polynomialf that has r absolutely irreducible factors:
This inferred tolerance σ r can also be used as an input tolerance to the approximate multivariate GCDs at the end of the factorization algorithm.
Remark 6. Ideally, we could apply a structure preserving low rank approximation (SPLRA) as in to obtain a matrixR which is closest to Rup 1 ( f ) and has rank deficiency r. SinceR preserves structure of Rup 1 ( f ), it corresponds to the Ruppert matrix of a polynomial f which is the nearest polynomial that has exactly r absolutely irreducible factors. However, so far our experiments with applying various heuristics for SPLRA to this problem have had mixed results. So we leave details of research in this direction to be reported in future papers. In the following, we still use the SVD of the Rup 1 ( f ) to find a nearby rank deficient matrix.
For the fourth problem, suppose we have obtained approximate basis g 1 , . . . , g r of G from the singular vectors corresponding to the last r singular values of Rup 1 ( f ). It is easy to see that Rup 1 ( f )g i 2 ≤ σ i ≤ σ r . So the g i s form an approximate basis for G with tolerance σ r . Following construction of the matrix A g as described in Fact 4, we find a random element of G by choosing s 1 , . . . , s r ∈ S ⊂ C uniform randomly, letting g = ∑ r i=1 s i g i and substituting arbitrary values of α i ∈ C for x i with the property that f (x 1 , α 1 , . . . , α n−1 ) remains square-free. The matrix A g can be formed in the following manner: first reduce the polynomials gg i and g j f x 1 modulo f (evaluated at x k = α k ) for 1 ≤ i, j ≤ r by using approximate division of univariate polynomials (see Section 2.1) then solve the least squares problem:
to find the value of unknown elements a i, j . Let E g (λ ) = det(Iλ − A), the characteristic polynomial of A g . We compute all the numerical roots λ 1 , . . . , λ r of the univariate polynomial E g over C as the eigenvalues of A g , and find the smallest distance between these roots:
If the distance is small then numerically E g has a cluster of roots, and we should choose another set of s i s and try to find a separable E g . In practice, since Fact 4 says g should give a separable E g with high probability, we compute a number of random gs and keep the g with the largest min dist(g).
In Gao's exact algorithm the absolutely irreducible factors are obtained from g by computing GCDs over algebraic extension fields given by the irreducible factors of E g . In our case, all the roots of E g are given as numerical values in C. Hence there is no need to deal with field extensions, and we can compute directly in C. We compute the multivariate approximate GCDs f i = gcd( f , g − λ i f x 1 ) according to the method in Section 2 for each numerical root λ i of E g and we obtain a proper approximate factorization of f over C: f ≈ ∏ r i=1f i . Once we have computed an approximate factorization, there are a number of ways to improve it. First, we can compute a scaling c that minimizes the backward error of the approximate factorization:
The factorization can be improved further by solving a minimization problem (for example the one in (Huang et al., 2000) ) or by setting up a minimization problem to which we can apply Gauss-Newton iteration, similar to what was done to refine the approximate GCD in (Zeng and Dayton, 2004) . First note that the optimization version of the approximate factorization problem is finding a least squares solution to the non-linear system of the form F(v 1 , . . . , v r ) = f where v i ∈ C[x 1 , . . . , x n ] and
Here C [k] (v) denotes the matrix of the linear map multiplication with polynomials of total degree k as described in subsection 2.1. Clearly there is a solution when f = f 1 · · · f r and v i = f i ; otherwise we will solve
There exists such a minimum at one or more of the points where
(DF denotes the Jacobian of F). When formulated this way, it is easy to see that we can apply Gauss-Newton iteration to attempt to find the solution. That is, given an initial
we refine with the update
Given the description of F above, the product rule gives that the Jacobian of F is a block matrix of the form:
which has full rank (so long as not all the v i 's are 0) since every matrix C [k] (v) has full rank (so long as v = 0). As with any type of Newton method, if the initial input [v 0 1 , v 0 2 , . . . , v 0 r ] is close enough and DF is not rank deficient at the least squares solution, then the iteration will converge to the least squares solution according to Kelley (1999, Theorem 2.4 
Although, as done with the GCD in Gao et al. (2004) , it is possible to bound the distance of the output of the SVD method for factorization from the closest approximate factorization, that bound is quite large (exponentially large in the degree). We need a much tighter bound in order to prove something about when the output of the SVD method will be within the basin of attraction of the global minimum. Finally, it is worth mentioning that Fact 7 implies that Gauss-Newton iteration converges at a quadratic rate if the nearby local minimum is an exact factorization of f . Otherwise, iteration converges at a linear rate that is inversely proportional to the error of the factorization at the global minimum ( F(w ⋆ ) − f 2 ). In practice, the iteration converges in very few steps (≈ 7 for most polynomials tested).
Algorithm

Algorithm 8 (AFMP: Approx. Factoring Multivariate Polynomials).
INPUT: A polynomial f ∈ C[x 1 , . . . , x n ] such that f and f x 1 are approximately relatively prime, that is f is approximately square-free and has no approximate factors in C[x 2 , . . . , x n ] (see Section 3.4 below).
OUTPUT: A list of approximate factors f i and an optimal scaling c. Let S be a finite set S ⊂ C with |S| ≥ tdeg( f ) 2 . In our implementation S = {k/B | −B ≤ k ≤ B} for a size parameter B. Compute
4) Solve optimizations to refine the factorization:
(a) Apply Gauss-Newton iteration to improve the approximate factors;
Remark 9. Two aspects need to be clarified about the approximate GCD computation in step 3. First, in order to obtain the degree of the multivariate GCD, it is fastest to project to univariate problems using a tolerance ε in Step 1 of Algorithm AMVGCD in Section 2.2. The use of σ r as the tolerance for the approximate GCD is not accurate due to the large norm of the projected univariate polynomials, and must be increased (e.g. multiplied by the ratio of the norm of the projected polynomial to the norm of the original polynomial) to obtain suitable GCDs. Second, it should also be noted that Gauss-Newton refinement will not be used on the approximate GCD computations performed in the AFMP algorithm; it will only be used on the factorization. Experiments seem to indicate that using refinement on the approximate GCD computations leads to better pre-refinement factorizations, but that the Gauss-Newton iterations converge to the same factorization as when refinement was not used in the GCD computations.
Remark 10. It is clear that output polynomials cannot be guaranteed to be approximately irreducible. For example, in the case that the input does not lie near a factorizable polynomial then the approximate GCDs may place a factor near a reducible polynomial. One may, of course, always achieve approximate irreducibility certification by applying the test given in (Kaltofen and May, 2003) (generalized to multivariate polynomials in (May, 2005) ) to the produced factors and apply the algorithm again if necessary.
Remark 11. The shape of the matrix Rup 1 ( f ) depends on the degree of f in each x i . Thus, Algorithm 8 will find an approximate factorization of f which will have the same (or smaller) degree in each x i but one which may have higher total degree than f . If one wishes to find an approximate factorization with the same total degree as f one can use a structured version of the Ruppert matrix that depends on the total degree of f . For more details see (May, 2005, Section 3 .2).
In the examples and implementation below, the total degree preserving version of the Ruppert matrix has been used. Product of the approximate factors found will always have total degree less than or equal to the the total degree of the original polynomial. Note that it is possible that the nearest polynomial that factors may have higher total degree. See (Kaltofen and May, 2003) for details.
Remark 12. For the approximate algorithm, our choice of S is based on experimental success. In fact, we worked with B = 10 with good results, requiring re-selection ofḡ 2 , . . . in Step (2.b.i) rarely.
Multiple Factors
In the case that f is quite close to a polynomial that is not square-free, our factorization algorithm does not work well. This is related to the fact that the exact algorithm does not work at all on polynomials with repeated factors. In that case Rup 1 ( f ) has many extraneous null vectors that do not correlate with factors (at least, not in the same way). When an irreducible polynomial is near a repeated factor polynomial, the approximate null vectors and numerical rank of Rup 1 ( f ) exhibit some of these same problems. Another, similar but lesser problem is the removal of approximate factors in C[x 2 , . . . , x n ], that essentially amounts to a multivariate approximate GCD computation of several polynomials (Kaltofen et al., 2006) .
One method to deal with the non-square-free case is to compute f sqfr , the approximate quotient of f and the approximate GCD of f and f x 1 (Gao et al., 2004) . Then compute the distinct approximate factors of f sqfr ≈ f 1 · · · f r using our algorithm. Finally, determine powers for each factor by looking for gaps in the sequence
We can only definitively call f approximately square-free if all of the nearest polynomials that factor are square-free. We cannot compute the nearest polynomial that factors, but we can bound the distance to the nearest polynomial that factors using the singular values of Rup 1 ( f ) as in (Kaltofen and May, 2003) , and similarly bound the distance to the nearest polynomial that is not square-free using the singular values of S 1 ( f , f x 1 ). If the two bounds are very close we have to compute the factorization both ways and use the one with smaller backwards error.
In (Zeng and Dayton, 2004 ) a different method is proposed, that is based entirely on multivariate approximate GCDs and that generalizes the univariate algorithm in (Zeng, 2003) . Experimentally, the two approaches seem to work similarly well (compare the example 14 from the table below to the ASFF example in (Zeng and Dayton, 2004) ).
A Factoring Example
We illustrate our algorithm by factoring the following noisy polynomial (from (Kaltofen, 2000) ) over the complex numbers: Starting from the second smallest singular value, the biggest gap is 145.253/0.868 × 10 −10 = 0.167 × 10 13 .
So r = 2 and f is supposed to be close to a polynomial having two irreducible factors. A basis for G computed from the last two right singular vectors is: 
Implementation and Experiments
The AFMP algorithm and its variants have been implemented in Maple and tests are reported in (Gao et al., 2004) . There, Gauss-Newton iteration was not used to improve approximate GCDs or the final factorization. Here we report the results of repeating the experiments with iterative improvement in Table 1 . Timings are given for some well known and some randomly generated examples run on a Pentium 4 at 2.0 GHz for Digits = 14 in Maple 10 under Windows. Here coeff. error indicates the noise imposed on the input, namely the relative 2-norm coefficient error to the original product of polynomials. Both backward error and bkwd. err. w/ iter. are relative errors, namely f − ∏ ifi 2 / f 2 . Please note that some incorrectly stated backward errors in (Gao et al., 2004) have been corrected here. The time is that for the entire factorization in seconds of a single run; the timings on a given example can vary significantly (up-to a factor of 4) depending on the random choices made in the algorithm; the Gauss-Newton iteration is generally less than 10% of the total time. The column iters is the number of Gauss-Newton iterations that were run before convergence -further iteration did not improve the factorization. Notice that the number of iterations increases as the backward error of the solution found increases (as discussed in the paragraph following Fact 7). The column impr. indicates the factor by which the backwards error was improved by iterative refinement.
Our experiments seem to indicate that refinement will tend improve to backward error by about one order of magnitude over the results originally achieved in (Gao et al., 2004) . The improvement can be quite a bit more pronounced if the original polynomial was within machine precision of being factorizable. In example 9, the factorization found before refinement had backward error worse than 2.37e-1, the backward error of the trivially factorizable polynomial f (x, y) − f (0, y), while that is beaten slightly after refinement. As can be seen by the number of iterations, when noise ≈ 10 −1 it is still very difficult to get good results. One can also compute the forward error of each factorization, by which we mean the relative 2-norm coefficient vector distance of a computed approximate factor to the nearest originally chosen factor, before noise was added to the product. For the examples our implementation produced forward errors that are of the same magnitude of the stated backward errors, with the exception of Example 9 where the degrees of the produced approximate factors are 4 and 5, hence the forward error is, in some sense, infinite.
In Table 1 :
• Example 1 is from (Nagasaka, 2002) where an approximate factorization with backward error 0.000753084 is also given (this smaller backward error is possible because the perturbed polynomial has increased total degree and thus is not comparable to the error given in Table 1 where total degree is preserved 2 ); • Examples 2 and 3 are from (Sasaki, 2001 ); Sasaki's algorithm takes 430ms and 2080ms on a SPARC 5 (CPU: microSPARC Π, 70 MHz) and produced backward errors of 10 −9 and 10 −5 , respectively; • Example 4 is from ; the backward error for their approximate factorization is reported as 0.47 × 10 −4 , compared to our backward error 2.38 × 10 −9 (no timings were reported); • Example 5 is from (Corless et al., 2002) , which is the factorization of an exact polynomial of degree 9 (here their and our backward errors are about the same; no timings were reported); • Examples 6 to 13 and 15 to 17 were constructed by choosing factors with random integer coefficients in the range −5 ≤ c ≤ 5 and then adding a perturbation; for noise we choose a relative tolerance 10 −e , then randomly choose a polynomial that has the same degree as the product, 25% as many terms (5% for Example 10 and 99% for Example 17) and coefficients in [−10 e , 10 e ]; finally, we scale the perturbation so that the relative error is 10 −e ; • Examples 10, 11 and 12 approximately factorize the same polynomial with perturbations of different noise level and sparseness; • Example 13 has repeated factors denoted with exponents in the degrees column; it should be noted that the improved factorization found by Gauss-Newton iteration still has a squared factor even though the refinement iteration does not treat the identical factors differently than non-identical factors.
• Example 14 is Zeng's ASFF example in (Zeng and Dayton, 2004) ; it has non-trivial content and repeated factors. The forward errors of the factors we compute are about 10 −8 , similar to Zeng's forward error.
• Example 15, 15a, and 15b are polynomials in three variables; 15a is from (Kaltofen, 2000) and is worked in detail in Section 3.5; Example 15b is from (Huang et al., 2000) where the backward error for their approximate factorization after refinement is reported as 5.72e-4; • Example 18 is a polynomial with complex coefficients, where the real and imaginary parts of the coefficients of the factors were chosen random integers in [−5, 5] . Noise was added to the real and imaginary parts of all terms.
The implementation reported in (Gao et al., 2004 ) also successfully found the approximate factors of four examples, provided by Jan Verschelde, which arise in the engineering of StewartGough platforms (see (Sommese et al., 2004) ). The input polynomials in 2 and 3 variables of degree 12 have small absolute coefficient error, 10 −16 , and have approximate factors of multiplicities 1, 3 and 5. The trivariate approximate factors were computed via sparse numerical interpolation using the techniques of (Giesbrecht et al., 2004 (Giesbrecht et al., , 2006 , (which is possible in this example because the forward error in the approximate factor coefficients is near machine precision). The running times, no more than 200 seconds with a backward error of no more than 7.62 · 10 −9 , appear much faster than what (Sommese et al., 2004) report for their solution, though this is part due to the advantage gained by using the sparse interpolation code reported in (Giesbrecht et al., 2004 (Giesbrecht et al., , 2006 .
The Maple implementation and benchmark runs can be found online at http://www.math.ncsu.edu/ ∼ kaltofen/software/appfac/paper07 mws/ or http://www.mmrc.iss.ac.cn/ ∼ lzhi/Research/hybrid/appfac/.
