Let (G : V ) be a finite-dimensional representation of a connected reductive complex Lie groupG. Denote by G the derived subgroup ofG and assume that the categorical quotient
The base field is the field C of complex numbers. Let (G : V ) be a finitedimensional representation of a connected reductive Lie group G. The action of G extends to various algebras: C[V ] = S(V * ) the polynomial functions on V , D(V ) the differential operators on V with coefficients in C[V ] and S(V ) identified with differential operators on V with constant coefficients. Recall that D(V ) ∼ = C[V ]⊗S(V ) as a (C[V ], G)-module and that g ∈ G acts on D ∈ D(V ) by (g.D)(ϕ) = g.D(g −1 .ϕ) for all ϕ ∈ C[V ]. We thus obtain algebras of invariants C[V ] G , S(V ) G and D(V ) G . Then C[V ] G is (by definition) the algebra of regular functions on the categorical quotient V / /G and one can define the algebra D(V / /G) of differential operators on this quotient (see [12] or [33] ).
If D ∈ D(V ) G and f ∈ C[V ] G one obviously has D(f ) ∈ C[V ] G ; this gives an algebra homomorphism:
In general V / /G is singular and D(V / /G) is difficult to describe. We will be interested here in the case where V / /G is smooth, i.e. isomorphic to C for some ∈ N, in which case D(V / /G) is isomorphic to the Weyl algebra A (C). More precisely, we want to work with polar representations as defined by J. Dadoc and V. Kac in [5] . In this case there exists a Cartan subspace h ⊂ V , a finite subgroup W ⊂ GL(h) generated by complex reflections (W N G (h)/Z G (h)), such that the restriction map ψ : C[V ] G → C[h] W , ψ(f ) = f |h , is an isomorphism. Thus ψ yields the isomorphism V / /G ∼ − → h/W ≡ C and, consequently, an isomorphism D(V / /G) ∼ − → D(h/W ) ≡ A (C). Recall that among the polar representations one finds two important classes:
-the representations with a one-dimensional quotient, i.e. dim V / /G = 1; -the class of "theta groups". In the latter case there exists a semisimple Lie algebra s and a Z m -grading s = ⊕ m−1 i=0 s i such that (G : V ) identifies with the representation of the adjoint group of s 0 acting on s 1 . This generalizes the case of symmetric pairs (G : V ) = (K : p) where (with obvious notation) s = k ⊕ p is the decomposition associated to a complexified Cartan involution on s. Here h ⊂ p is a usual Cartan subspace and W is a Weyl group (cf. [15] ).
Return to a general polar representation (G : V ). Combining the morphism D(V ) G → D(V / /G) with the isomorphism D(V / /G) ∼ − → D(h/W ) we get the radial component map:
The morphism rad has proved to be useful in the representation theory of semisimple Lie algebras, or symmetric pairs (s : k) as above, see, e.g. [15, 55, 30, 31] . Two obvious questions arise: describe the algebra R = Im(rad) ⊂ D(h/W ) and the ideal J = Ker(rad) ⊂ D(V ) G .
Some answers have been given in particular cases, see for example [31, 51] , and it is expected that the algebra D(V ) G /J has a representation theory similar to that of factors of enveloping algebras of semisimple Lie algebras (cf. [52] ). It is known that in the case (G : V ) = (K : p) of a symmetric pair, the subalgebra rad S(p) K of R can be described via the introduction of Dunkl operators [7, 14, 6, 54] . It is therefore natural to use rational Cherednik algebras [8, 9, 11] to describe R. Recall that to each complex reflection group (W : h) is associated an algebra H(k) where k is a "multiplicity function" on the set of reflecting hyperplanes in h. Denoting by h reg the complement of these hyperplanes, H(k) is a subalgebra of the crossed product D(h reg ) CW generated by C[h], CW and a subalgebra C[T 1 . . . , T ] ∼ = S(h) where each T i is a (generalized) Dunkl operator, see §2.1 for details. If e = 1 |W | w∈W w ∈ CW is the trivial idempotent, eH(k)e is called the spherical subalgebra. Then one can show that there exists an injective homomorphism res : eH(k)e −→ D(h/W ) and we obtain in this way a family U (k) = res(eH(k)e) of subalgebras of D(h/W ).
One would like to obtain information on R by answering the following question:
Does there exist a multiplicity function k such that R = U (k)?
For instance, suppose that (G : V ) = (K : p) as above. The reflecting hyperplanes are then parameterized by elements of the reduced root system R defined by (s, h) and one defines a multiplicity function by:
where s β is the root space associated to the root β. For this choice of k one can prove [32] :
Theorem (L-Stafford). One has R = Im(rad) = U (k) ∼ = eH(k)e.
Our aim in this work is to analyse a simpler case, G semisimple and dim V / /G = dim h = 1 (hence W Z/nZ) and to give some applications of the radial component map in this situation. The function k is then given by n − 1 complex parameters k 1 , . . . , k n−1 , and R, U (k) are subalgebras of the fist Weyl algebra C[z, ∂ z ]. The paper is organized as follows.
In §2 we recall general facts about Cherednik algebras and their spherical subalgebras in the one dimensional case. We show (Proposition 2.8) that U (k) = U /(Ω) where U is an algebra similar to U (sl(2)) (as defined in [53] ) and Ω is a generator of the centre of U . This says in particular that the representation of U (k) is well understood (and already known).
In the third section we assume that V is a representation of the reductive group G, G is the derived group ofG and C[V ] G = C[f ] for a nonconstant f . Then it is known that:G acts on V with an open orbit, i.e. (G : V ) is a prehomogeneous vector space (PHV), S(V ) G = C [∆] , ∆(f s+1 ) = b(s)f s where b(s) = c(s + 1)(s + α 1 ) · · · (s+α n−1 ) is the (Bernstein-)Sato polynomial of f . Choosing k i = α i −1+ i n , 1 ≤ i ≤ n − 1, we prove that R = U (k) (Theorem 3.9).
In section 4 we assume furthermore that the representation (G : V ) is multiplicity free (MF). By [18] this is equivalent to the fact that D(V )G = C[E 0 , . . . , E r ] is a commutative polynomial ring. If Θ is the Euler vector field on V one can find polynomials b Ei 4.11) . We then give a duality (of Howe type) between representations of G and lowest weight modules over the Lie algebra generated by f and ∆ (which is infinite-dimensional when deg f ≥ 3). This duality recovers, and extends, results obtained by H. Rubenthaler [50] when (G : V ) is of commutative parabolic type.
In the last section we specialize further to the case where (G : V ) is of "Capelli type", i.e. (G : V ) is an irreducible MF representation such that D(V )G is equal to the image of the centre of U (g) under the differential τ :g → D(V ) of theGaction. These representations have been studied in [18] , they fall into eight cases (see Appendix A). It is not difficult to see that J = [D(V )τ (g)] G when (G : V ) is of Capelli type (Proposition 5.3) . We first apply this result to study
is a polynomial and Q k = f k or ∆ k . We show in Theorem 5.9 that M(g, k) is holonomic if and only if q(s) = 0. This has the well-known consequence that the space of hyperfunction solutions of M(g, k) is finite-dimensional. These properties generalize results obtained by M. Muro [37, 38] . For the second application, recall first the classical fact [21] that if (G : V ) is MF, there is a finite number ofG-
Oi V be the union of the conormal bundles to the orbits. P. Nang has shown that, when (G : V ) = (SO(n) × C * : C n ), (GL(n) × SL(n) : M n (C)) or (GL(2n) : 2 C 2n ), the category mod rh C (D V ) of regular holonomic D V -modules whose characteristic variety is contained inC is equivalent to the category mod θ (R) of finitely generated R-modules on which θ = z∂ z acts locally finitely. These representations are of Capelli type. We conjecture (see
and the conjecture covers Nang's results; since mod θ (R) can be easily described as a quiver category (i.e. finite diagrams of linear maps) its validity would give a simple classification of (G × C * )-equivariant D V -modules. One can observe (Proposition 5.16) that, as in [40, 42, 44] , the proof of the conjecture reduces to show that any M ∈ mod G×C * (D V ) is generated by its G-fixed points.
Rational Cherednik Algebras of Rank One
2.1. The spherical subalgebra and its restriction. In this section we summarize some of the results we will need about rational Cherednik algebras. We begin with some general facts, see for example [9, 8, 11, 14] .
Let h be a complex vector space of dimension and W ⊂ GL(h) be an arbitrary complex reflection group. Denote by A = {H s } s∈S the collection of reflecting hyperplanes associated to W (where s ∈ S ⊂ W is a complex reflection). Let 
and End C C[h reg ]. These actions restrict to D(h) and D(h reg ) = D(h)[π −1 ]. Denote by D(h reg ) CW the crossed product of the algebra D(h reg ) by the group W . Recall that in that algebra we have:
Then [8] 
Observe that eHe is an algebra whose unit is equal to e. From the previous discussion, we obtain eHe ⊂ e(D(h reg ) CW )e. It is not difficult to show that
Furthermore it is easy to see that d = 0 on C[h] W implies d = 0, hence u = 0. In conclusion: one has the injective restriction morphism (see [14] in the case of a Weyl group):
We set:
The one-dimensional case. We now take up the most simplest case of the previous construction: the case when = dim h = 1.
Notation. Let h = Cv be a one-dimensional vector space and W ⊂ GL(h) be a finite subgroup of order n. We adopt the following notation.
• e 0 = e, e 1 , . . . , e n−1 ∈ CW are the primitive idempotents (hence e i = 1 n n−1 j=0 ζ ij w j ); • k 0 = 0, k 1 , . . . , k n−1 ∈ C;
The following well-known lemma will prove useful (see [27] for a more general statement).
Then there exists a polynomial ϕ(s) ∈ C[s] of degree d such that: Q has order d and can be written
Remark 2.2. One can define the algebra C[z α : α ∈ Q] by adjoining roots of polynomials of the form t p − z, p ∈ N prime. The derivation ∂ z is naturally defined on this algebra by ∂ z (z α ) = αz α−1 . Let Q be as in Lemma 2.1; then Q extends to
The next lemma is straightforward by direct computation.
Lemma 2.3. The following formulas hold:
We now introduce the rational Cherednik algebra, and its spherical subalgebra, in the rank one case.
Definition 2.4. The rational Cherednik algebra associated to W with parameters
Its spherical subalgebra is eHe.
Observe that when n = 1 (i.e. W trivial) the algebra H = eHe is nothing but D(h) = C[x, ∂ x ] and all the results we are going to obtain are in this case obvious. We therefore will only be interested in the case n ≥ 2.
It is easily seen that:
• eHe = eH W = C e, ex n , e(T /n) n , exT /n ; • the image U = res(eHe) of the injective homomorphism, defined in (2.2),
is generated by z, res e(T /n) n and res(exT /n). • there exists a finite-dimensional filtration on eHe such that the associated graded algebra gr(eHe) is isomorphic to
. 262] (one has X ≡ gr(ex n ), Y ≡ gr(eT n ), S ≡ gr(exT )).
Fix a constant c ∈ C * and set:
Proposition 2.5. Set δ = c res e(T /n) n . Then U = res(eHe) = C[z, θ, δ] and one has:
Proof. The equality U = C[z, θ, δ] is clear.
(1) From the definition of the map res, cf. (2.2), and Lemma 2.3(e) we deduce that δ(z s ) = c(T /n) n (z s ) = b * (s)z s−1 . The claim therefore follows from Lemma 2.1 applied to Q = δ, ϕ = b * and p = −1.
(2) By Lemma 2.3(e) again we get that res(exT )(z s ) = xT (x sn ) = snx sn = nsz s , i.e. res(exT /n) = θ.
(
The formulas in (4) and (5) are obvious. (2)). We recall here the definition, and some properties, of the algebras similar to U (sl(2)) introduced in [20] and [53] . Note that when deg ψ = 1, i.e. n = 2, one has U = U (sl(2)). The algebra U has the following properties, see [53, 19, 39] . 
Algebras similar to U (sl
Moreover O α ≡ modA for a finite-dimensional C-algebra A.
The representation theory of the algebras U /(Ω − v(λ + 1)) is therefore quite well understood.
We will be interested in the algebra U = U /(Ω) = C[a, b, h] where a, b, h are the classes of A, B, H. We have in U :
For simplicity we will assume that v(1) = 0. Recall then that
We want to study the Lie subalgebra L of (U, [ , ]) generated by the elements a, b. Recall [53] that when n ≤ 2 this algebra is finite-dimensional. The algebra L acts on C[b] ≡ M (0) and for each i ∈ Z we set:
as desired.
(3) We start with g 0 (h) = ψ(h) = [a, b] ∈ L. Then, deg g 0 = n − 1 and, by (2) ,
Proof. When i = 0 the claim follows from Lemma 2.6. Suppose that i > 0. Let (g m (h)) m ⊂ L 0 be as in Lemma 2.6(3). We will now show that a i (τ i g m )(h) ∈ L −i for all m. Since deg g m+1 > deg g m (because n ≥ 3) the elements a i (τ i g m )(h) are linearly independent in the domain U . We argue by induction on i. When i = 1 the claim follows from [a, g m (h)] = a(τ g m )(h) ∈ L −1 for all m. Assume that
Observe that there exists an anti-automorphism of U given by κ(A) = B, κ(B) = A, κ(H) = H. It satisfies κ(Ω) = Ω, therefore κ induces an anti-automorphism of
Remark. The fact that dim C L = ∞ when n ≥ 3 can also be proved by using [49] .
The next result shows that the spherical subalgebra eHe is isomorphic to a quotient U /(Ω) for an an obvious choice of ψ(s):
be as in (2.5) and (2.6), and denote by U = res(eHe) = C[z, θ, δ] the image of the spherical subalgebra under the restriction map. Let U = C A, B, H be the algebra similar to U (sl(2)) defined by ψ. Then the morphism
Proof. The existence of the surjective homomorphism π clearly follows from (3) and (4) in Proposition 2.5. By Proposition 2.5(5), Ker(π) contains (Ω). Since π( U ) = U is not finite-dimensional, it follows from one of the properties of U that Ker(π) = (Ω).
From results of Smith [53] , Musson-Van den Bergh [39] , et al., one can for instance deduce the following properties of the the algebra U ∼ = eHe: -The Verma modules over U are the M (λ)'s such that v(λ + 1) = −2b * (−λ) = 0, i.e. λ = 0, λ 1 , . . . , λ n−1 , cf. (2.5).
if b * (−s) has no multiple root and two roots differing by some j ∈ N * ; 1 otherwise.
When a root −λ of the polynomial b * (s) is a rational number, one can use Remark 2.2 to realize the Verma module M (λ) under the form C[z]z −λ , on which z, θ, δ act as differential operators. This is for example the case for λ = 0, where we have
There are two cases: 
Representations with a one-dimensional quotient
3.1. Prehomogeneous vector spaces. LetG be a connected reductive complex algebraic group. We denote by G = (G,G) its derived subgroup, which is a connected semisimple group. Recall thatG = GC where C = Z(G) 0 , the connected component of the center ofG, is a a torus.
One says, see [26, Chapter 2] , that (G : V ) = (G,ρ, V ) is a (reductive) prehomogeneous vector space (PHV) ifG has a dense orbit in V . We denote the complement of the dense orbit by S, it is called the singular set of (G : V ). Then it is known [26, Theorem 2.9] that the one-codimensional irreducible components of S are of the form {f i = 0}, 1 ≤ i ≤ r, for some relative invariants f i . The f i are algebraically independent and are called the basic relative invariants of (G : V ); any relative invariant f can be (up to a non-zero constant) written as r i=1 f mi i . When the singular set is a hypersurface (G : V ) is called regular, cf. [26, Theorem 2.28].
Letρ * :G → GL(V * ) be the contragredient representation. Then, see [26, Proposition 2.21], (G : V * ) is a PHV. Recall that S(V ) = C[V * ] can be identified with the algebra of constant coefficients differential operators on V . If ϕ ∈ C[V * ] we denote by ϕ(∂) the corresponding differential operator. If f ∈ C[V ] is a relative invariant of degree n and weight χ ∈ X(G), there exists a relative invariant f * ∈ C[V * ] of degree n and weight χ −1 . The following result summarizes [26, Proposition 2.22] and [22] .
of degree n such that:
The polynomial b(s) is called a b-function of f . Since the form of the operator ∆ = f * (∂) will be important in the proof of Theorem 3.9, we briefly indicate its expression in a particular coordinate system (see [26, p. 38] ).
Denote by a the complex conjugate of a ∈ C and set |a| 2 = aa ∈ R + . LetK be a maximal compact subgroup ofG, so thatG =K exp(ik) is the complexification
In coordinates we have:
Thus we get a bijectiveK-equivariant C-antilinear morphism:
Now, if f is a relative invariant of (G : V ) associated to χ, we obtain:
The expression of φ(f ) = f * in the chosen basis is given as follows.
and therefore:
The previous construction shows that there existK-equivariant bijective
3.2. PHV of rank one. LetG = GC be as above and (G : V ) be a finitedimensional representation ofG. In this subsection we make the following hypothesis:
Let the group C * act on V by homotheties. Then (G × C * : V ) satisfies the hypothesis A. Therefore one could assume without lost of generality that C = C * .
(2) Let f be as in the previous hypothesis.
G is homogeneous and this
. Then one has:
In particular,
relatively prime polynomials in f . One easily sees that p(f ) and q(f ) are relative invariants, thus p(f ) = αf k and q(f ) = βf , α, β ∈ C. It follows that χ k− = 1, hence k = and ϕ ∈ C. From [47, Corollary, p. 156] one gets that (G : V ) is a PHV.
(ii) Adopt the notation of Remarks 3.2. The map φ :
. Then, see [5] , one easily deduces
From now on, we assume that the hypothesis A is satisfied and we fix a Cartan subspace h = Cv for the G-action on V . We set
By [5] we know that there exists an isomorphism V / /G ∼ = h/W given by the restriction map ψ :
is a scalar multiple of z = x n . Therefore, multiplying v by a nonzero constant, we may assume that
where w acts on x by w.x = ζx, ζ primitive n-th root of unity. We can therefore adopt the notation of §2.2. In particular,
be a b-function of the relative invariant f as in Theorem 3.1. We can then define the rational Cherednik algebra
where the parameters k i are given by
Recall from §1 that we have a radial component map:
The aim of this section is to prove that R = U , see Theorem 3.9. Before entering the proof, let us give some standard examples. A complete list of pairs (G : V ) as above with V irreducible can be found in [26] . Recall that ∆ = f * (∂) ∈ S(V ) is the differential operator constructed in (3.5) .
(s + 7/10)(s + 9/10)(s + 11/10)(s + 13/10) 2 .
Remark: The first five examples are regular irreducible PHV, but (6) gives is an example of an irreducible PHV which is not regular [26] . The description of the Verma modules on U associated to examples (1) to (4) are given in §2.3.
Let Θ be the Euler vector field on V ; thus Θ(p) = np for all p ∈ S n (V * ). In particular Θ(f ) = nf , which implies that rad(Θ) = nθ. Set
so that rad(Θ) = θ.
Lemma 3.4. One has:
Proof. Let ∆ = f * (∂) ∈ S(V ) be as in in (3.5) . By definition and Theorem 3.1 we obtain:
Proof. In the coordinate system
Recall that rad : D(V ) G R; we now want to check that the anti-automorphism φ induces an anti-automorphism on R such that φ(z) = δ. Denote by J the kernel of rad, thus:
Since Θ ∈ D(V ) G we can decompose D under the adjoint action of Θ:
Proposition 3.6. One has φ(J) = J.
Proof. As φ 2 = id we need to show that φ(J) ⊂ J. Since J is an ideal of D(V ) G it decomposes under the adjoint action of Θ:
Thus we only need to check that φ(J[p]) ⊂ J. In the previous coordinate system {z i , ∂ zi } 1≤i≤N we have:
We can write D ∈ D[p] in a unique way under the form
From the previous expression we get that φ(D k )(1) = 0 when k > 0, hence
It is easily seen that ∆ (f ) = 0, see [26, Proof of Proposition 2.22] (this is equivalent to b(j) = 0 for all j ∈ N), hence a contradiction. Thus: φ(D) (1) 
We show that φ(D) ∈ J by induction on t = deg z D. (In the case t = 0 one has D = D 0 = 0.) Since ∆ ∈ S(V ) G and J is an ideal, one has [D, ∆] ∈ J. Observe that (1) . It follows from the previous paragraph that φ (D) From U = C[z, δ, θ] we then deduce φ(U ) = U .
(2) Observe that ad(φ(u)) m (r) = (−1) m φ(ad(u) m (r)) for all u, r ∈ R. Since ad(z) is a locally nilpotent operator in R, it follows that ad(φ(z)) = ad(δ) has the same property. We can therefore construct the C-algebras U
Let Q = Frac(U ) be the fraction field of the Noetherian domain U . By Lemma 3.4 we know that Q = C(z, ∂ z ) = Frac(R). It is easy to see that φ extends to Q by
Let M be a module over a C-algebra A, then the Gelfand-Kirillov of M is denoted by GKdim A M or simply GKdim M , see [33] . 
Proof. From Corollary 3.7 we deduce that there exists ν ∈ N such that z ν r ∈ U and δ ν r ∈ U . Therefore the U -module (U + U r)/U is a factor of U/(U z ν + U δ ν ). There exists on U ∼ = U /(Ω) (cf. Proposition 2.8) a finite-dimensional filtration such that gr(U ) is isomorphic to the commutative algebra C[X, Y, S]/(XY − S n ), see §2.2 or [53, 39] , where gr(z) = X, gr(δ) = Y . It follows that the associated graded module of U/(U z ν + U δ ν ) is a factor of gr(U )/(gr(U )X ν + gr(U )Y ν ), which is finite-dimensional. Hence the result.
We now can prove the main result of this section. Theorem 3.9. One has U = R.
Proof. Endow U with a filtration such that gr(U ) ∼ = C[X, Y, S]/(XY −S n ) as in the proof of the previous lemma. Observe that C[X, Y, S]/(XY − S n ) is a commutative Gorenstein normal domain. By [3, Theorem 3.9] U is Auslander-Gorenstein and by [56] U is a maximal order. Recall that Q = Frac(U ) and consider the following family of finitely generated U -modules M :
From [3, Theorem 1.14] we know that F contains a unique maximal elementM . By Lemma 3.8 we have U + U r ⊂M for all r ∈ R; hence R ⊂M . It follows that R is finitely generated over U with Q = Frac(U ) = Frac(R). Thus U = R, since U is a maximal order. 
Multiplicity free representations
4.1. Generalities. Let (G : V ) be a connected reductive group. WriteG = GC, C ∼ = (C * ) c , as in §3.1. We adopt the following notation:
• the Lie algebra of an algebraic group is denoted by the corresponding gothic character; • T U is a Borel subgroup of G, T being a maximal torus of G, henceT U is a Borel subgroup ofG,T = T C; • R is the root system of (g, t), B = {α 1 , . . . , α } is a basis of R and R + is the set of associated positive roots; • Λ is the weight lattice of (g, t),
where w 0 is the longest element of the Weyl group of R (similarly for E(λ) * ).
We fix a finite-dimensional representation (G : V ) of the reductive groupG. Then the rationalG-module C[V ] = S(V * ) decomposes as 
Remark. The MF representations are classified [21, 1, 28] . We give in Appendix A the list of (G : V ) with V irreducible (see [21] ). For instance, the examples (1), (2), (3), (5) given in §3.2 are MF.
From now on, let (G : V ) be a MF representation. The following results can be found, for example, in [1, 18, 21, 27] .
-SetΓ = {λ : m(λ) = 1}, thenΓ = ⊕ r i=0 Nλ i where theλ i are linearly independent over Q.
-The representation (G : V ) is a prehomogeneous vector space. Let f 0 , . . . , f m be the basic relative invariants of this PHV and let χ j ∈ X(G) = X(C), 0 ≤ j ≤ m, be their weights. After identification of X(C) with a subgroup ofΛ as above, one can number theλ j so that
Nλ j . (4.1)
Using the results above, the next lemma is easy to prove.
Lemma 4.2. One has:
(a) Γ 0 = X(C) ∩Γ = {γ ∈Γ :γ(t) = 0}; p induces a bijection Γ ∼ − → p(Γ); (b) letγ ∈Γ, then the G-module V (γ) is isomorphic to E(p(γ)); (c) let γ, γ ∈ Γ, then the following are equivalent:
G of G-invariants is polynomial ring, more precisely:
Ch γ .
Set:
Lemma 4.3. The multiplication map:
is an isomorphism of G-modules.
Observe that C acts by scalars on the simplẽ G-module V (γ); thus, sinceg = g ⊕ c, we have:
Recall that we identify S(V ) with the algebra of differential operators with constant coefficients. Consider the nondegenerate pairing
which extends the duality pairing V ⊗ V * → C. It is easily shown that:
In particular, the representation (G : V * ) is MF and we can write:
Hence, Y (γ) = U (g).∆γ where ∆γ is a lowest weight vector (of weight −γ). Wheñ γ =λ j we set ∆λ j = ∆ j . Note that ∆γ =
(which is a polynomial ring).
If µ = i m iλi and ν = i n iλi are elements ofΓ, we say that µ ≤ ν if m i ≤ n i for all i. Let k :Γ Γ 0 be the projection associated to the decomposition defined in (4.1); thus eachλ ∈Λ writes uniquely γ + k(λ), γ ∈ Γ, k(λ) ∈ Γ 0 . (b) Since ∆λ ∈ S(V ) G we have ∆λ(V (γ)) = ∆λ(U (g).hγ) = U (g).∆λ(hγ). By Lemma 4.2 we know that V (γ) is a simple G-module, it follows that the map ∆λ : V (γ) → ∆λ(V (γ)) is either 0 or an isomorphism of G-modules.
Notice that ∆λ(hγ) 
Proof. From (4.3) we know that S + (V ) G = 0 =λ∈Γ0 C∆λ. Let ϕ ∈ V (γ) for somẽ γ ∈ Γ and let 0 =λ ∈ Γ 0 . We have k(γ) = 0, thus ∆λ(ϕ) = 0 by Lemma 4.4(b). This shows that
Conversely assume that ϕ = γ∈Γ ϕγ, ϕγ ∈ V (γ), satisfies ∆ i (ϕ) = 0 for all i = 0, . . . , m. Fix i ∈ {0, . . . , m}. By Lemma 4.4(b) we get that ∆ i (V (γ)) = 0 ifλ i ≤ k(γ) and ∆ i :
Since ∆ i (ϕ) = 0 we can deduce that ∆ i (ϕγ) = 0 for allγ such thatλ i ≤ k(γ). By the previous remark this implies ϕγ = 0 whenλ i ≤ k(γ), thus ϕ = {γ∈Γ,λi ≤k(γ)} ϕγ. Observe thatλ i ≤ k(γ) means that the weightλ i does not appear inγ. Since this holds for all i = 0, . . . , m we deduce that ϕ = γ∈Γ ϕγ. Hence the result. We now recall some facts about invariant differential operators on MF representations, cf. [1, 18, 27] 
be the operator corresponding to Eγ. The Eγ(x, ∂ x ) are called the normalized Capelli operators. Set (1) Suppose that (G : V ) is irreducible. Then we can assume that V = V (γ r ). If dim V = N we have E r = E r (x, ∂ x ) = 1 N Θ = n NΘ where Θ is the Euler vector field.
(2) If j ∈ {0, . . . , m} we may take
Indeed, theG-invariance of D implies that g.D(hλ) = D(g.hλ) =λ(g)D(hλ) for all g ∈T U , where we have considered hereλ as a character of the Borel subgroupT U ofG; thus D(hλ) ∈ Chλ is either 0 or a highest weight vector of V (λ).
MF representations with a one-dimensional quotient.
In this subsection we will work under the following hypothesis:
Hypothesis B. (G : V ) is a multiplicity free representation which satisfies Hypothesis A.
In the notation of §4.1, this condition means that m = 0, i.e. Γ 0 = Nλ 0 . Set
(see Lemma 4.2 and (4.3)). By Remark 4.9 (2) 
Recall from (3.8) the following notation:
Recall also that (G : V ) is polar and that we have studied in §3.2 the image of radial component map rad :
. We now want to describe J = Ker(rad). Notice thatΘ ∈ D; for j ∈ {0, . . . , r} we set
(4.5)
Thus we have:
Recall that for j = 0 one has
; observe that we have already shown in §3.2 that rad(f ∆ − b * (Θ)) = zδ − b * (θ) = 0.
When V is irreducible we adopt the notation of Remark 4.9(1) and we obtain E r = n NΘ , b Er (s) = n N s, thus Ω r = 0. Therefore in this case one has
The next result gives a description of Ker(rad) and another proof of Theorem 3.9 in the case of MF representations. When (G : V ) = (GL(n) : S 2 C n ), part (i) of Theorem 4.11 is proved in [37, Proposition 2.1].
Theorem 4.11. The following properties hold.
Proof. Endow D(V ), D and D with the "Bernstein filtration", i.e.:
Then, sinceG and G are reductive,
Denote by σ j = gr F (E j ) ∈ V (λ j )⊗Y (λ j ) G the principal symbol of E j for F. Then S = C[σ 0 , . . . , σ r ], see for example [1] . Recall that E 0 = f ∆, hence σ 0 = f f * . By 
Thus:
Since the centre C ofG acts trivially on S and via χ j , resp. χ −j , on f j , resp. (f * ) j , we obtain:
( ) Then, by a filtration argument, one deduces that
). This proves (i).
Observe that Df p and f p D, resp. D∆ p and ∆ p D, are contained in the χ p -weight space, resp. χ −p -weight space, for the action of C on D. This implies easily, as in ( ), that these one-dimensional subspaces are equal to the corresponding weight spaces. This proves (ii) and (iii).
Since Ω i ∈ J = Ker(rad), we obtain rad
we obtain by applying rad:
Recall from §2.2 that there exists a filtration on R such that gr(R) is isomorphic to This kind of duality has been extended by H. Rubenthaler [50] to a class of PHV, the so-called commutative parabolic PHV. They are associated to short gradings s = s −1 ⊕ s 0 ⊕ s 1 on simple Lie algebras. The commutative parabolic PHV are irreducible, MF and satisfy dim V / /G = 1, thus Hypothesis B holds. We want to generalize the Howe duality to the more general class of representations (G : V ) satisfying only Hypothesis B. We therefore fix a representation (G : V ) satisfying this hypothesis, see §4.2. We have indicated in the last column of the table of Appendix A the irreducible MF representations (G : V ) which are of commutative parabolic type.
Let
be the Lie subalgebra generated by f, ∆. Notice that A ⊂ D. Letγ = r j=0 a jλj . Recall that V (γ) = U (g).hγ; we then set: a = (a 0 , . . . , a r ), hγ = h a = f a0 h a1 1 · · · h ar r , V (γ) = V (a) = V (a 0 , . . . , a r ). Let b ∈ N, by Lemma 4.4(b), the operator ∆ b acts as follows: b, a 1 , . . . , a r ) ofG-modules. Define:
It is clear that j∈Z A j ⊂ A and, by the previous remarks, f ∈ A 1 , ∆ ∈ A −1 .
Remarks. 1) It is difficult to compute in the Lie algebra A because [∆, f ] = ψ(−Θ)+ Q for some Q ∈ Ker(rad) which is not easy to calculate (recall that here ψ(s) = b(−s) − b(−s − 1), cf. (2.6)). For example when (G : V ) = (GL(n) × SL(n) : M n (C)) P. Nang [42] has shown that (up to some scalar): Q = trace(x # ∂ # ) where x # , resp. ∂ # , is the adjoint matrix of x = [x ij ] ij , resp. ∂ = [∂ xij ] ij . (See also [44, Proposition 7] for the case (GL(2m) : 2 C 2m ).) 2) When n = deg f = 2 one has A ∼ = sl(2), thus dim C A = 3.
The assertion (2) of the next proposition should be compared with [50, Théorème 3.1]. Then, using Remark 4.9(3), we see that P ∈ A k . The desired equalities follow easily. Since A 0 ⊂ D and D is a commutative algebra, cf. Theorem 4.7, A 0 is abelian.
Proposition 4.13. (1) One has
(2) We claim that rad(A j ) = L j , where L j is defined as in §2.3, i.e.: L = Lie f, ∆ , L i = {u ∈ L : u(z m ) ∈ Cz m+j for all m ∈ N} (with the convention that Cz m+j = (0) when m + j < 0). Note first that rad(A) = Lie rad(f ), rad(∆) = L. Let D ∈ A j , then rad(D)(z m ) = ψ(D(f m )). Observe that f m ∈ V (m, 0, . . . , 0), hence D(f m ) ∈ V (m+j, 0, . . . , 0) , which is (0) is m+j < 0 and Cf m+j if m+j ≥ 0. Thus rad(D) ∈ Cz m+j and rad(A j ) ⊂ L j . It follows that rad(A) = j rad(A j ) ⊂ ⊕ j L j ⊂ L = rad(A). Therefore rad(A j ) = L j for all j (and L = ⊕ j L j ). Now, Proposition 2.5 yields the desired assertion.
We then have a triangular decomposition A = A − ⊕ A 0 ⊕ A + which enables us to introduce the notion of a lowest weight A-module, see [50] . As usual in this situation the weights will be elements of the linear dual space A * 0 of the abelian Lie algebra A 0 . 1 · · · h ar r ) ∈ C * f a0−b h a1 1 · · · h ar r when a 0 ≥ b, and is 0 when a 0 < b, we get that X(γ) = U (A).h γ = µ∈Pγ Ch µ is an irreducible
Then D(h γ ) = D ∆ j (h γ ) and we have noticed that ∆ j (h γ ) = 0, thus A − .h γ = 0. When D ∈ A 0 = A ∩ D, Remark 4.9 (3) gives that D(h γ ) = ϕ(D)h γ ∈ Ch γ . Since it is obvious that ϕ ∈ A * 0 , X(γ) is an irreducible lowest weight module. By [10, Theorem 4.5.16] we know that the D × g-module C[V ] has the following decomposition:
where Hom g (E(λ), C[V ]) is either (0) or a simple D-module (the action being given by
where v λ is a highest weight vector in E(λ). It is easily seen that the g-highest weight vectors of weight λ in C[V ] are the hγ withγ = kλ 0 + γ , p(γ ) = λ. Recall that for γ, γ ∈ Γ, p(γ) = p(γ ) ⇐⇒ γ = γ ; therefore these g-highest weight vectors are the hγ withγ ∈ P γ = γ + Nλ 0 , where γ ∈ Γ is such that p(γ) = λ.
From the previous paragraph we then obtained that Hom g (E(λ), C[V ]) ∼ = X(γ) as A-module. The last assertion follows from [10, Theorem 4.5.12].
D-modules on some PHV
In this section we continue with a representation (G : V ) of the connected reductive groupG as in §3.1.
Representations of Capelli type. Let
be the differential of theG-action. The elements τ (ξ) are linear derivations on C[V ] given by:
They are homogeneous of degree zero in the sense that [Θ, τ (ξ)] = 0. The map τ yields a homomorphism τ : U (g) → D(V ).
Recall that the groupG acts naturally on D(V ); the differential of this action is given by
Following [18, (10. 3)] we make the following definition:
Definition 5.1. We say that (G : V ) is of Capelli type if:
• (G : V ) is irreducible and multiplicity free;
• τ (Z(g)) = D.
Remarks 5.2.
(1) By Howe and Umeda [18] , in the list of (G : V ) which are irreducible and MF we have: three among the thirteen cases are not of Capelli type; ten of them satisfy dim V / /G = 1 (and dim V / /G = 0 for the others), two among these ten cases are not of Capelli type. Thus, we are interested in eight cases of the table in Appendix A.
(2) This definition originates in the case (G = GL(n) × SL(n) : V = M n (C)) where the writing of E 0 = f ∆ = det(x ij ) det(∂ ij ) as an element of τ (Z(g)) is the "classical" Capelli identity.
Recall the morphism rad : D(V ) G → D(V / /G). By definition τ (g)(C[V ] G ) = 0, thus one always has:
When (G : V ) satisfies Hypothesis B, we have computed in Theorem 4.11 the ideal J ⊂ D:
where the Ω i 's are defined in (4.5) . When (G : V ) is irreducible we observed in Remark 4.12(1) that we can number these operators so that Ω r = 0, hence J = r−1 i=0 DΩ i ; the next proposition gives a more useful description if, moreover, (G : V ) is of Capelli type, i.e. one of the eight cases mentioned in Remark 5.2(1). Proposition 5.3. Let (G : V ) be of Capelli type and such that dim V / /G = 1. Then:
Proof. In the irreducible case the centre C ofG acts by scalars on V and we may assume that:G = GC with C = C * . Writeg = g ⊕ c, c = Lie(C) = Cζ. Since
By hypothesis τ (Z(g)) = D, thus we can write each Ω j as follows:
Recall that [D(V )τ (g)] G ⊂ J; thus we have rad(P j,k ) = 0 and we obtain: Remark. Let I ⊂ D(V ) be a left ideal containing D(V )τ (g). Since the condition [τ (g), I] ⊂ I is satisfied, the group G acts naturally on I and therefore on M = D(V )/I. Furthermore, the differential of this action is given by the left multiplication on M by τ (ξ), ξ ∈ g. It follows, see [17, §II.2, Theorem] , that M is a G-equivariant D-module on V (cf. [17] for the definition). This is in particular true for M P .
Following [34, 35, 36, 37] we want to study the solutions of the differential system associated to M P . We first need to study the characteristic variety on M P .
Recall that D(V ) is filtered by the order of differential operators, see [4, 16] , and that the associated graded ring of 
Lemma 5.5. Let k ∈ Z and P = DQ k be as above.
Proof. (a) Let m ∈ N. Then:
As in [46, Section 3] define the commuting varieties of (G : V ) and (G : V ) by:
Recall that (G : V ) is MF; this implies [21] thatG has finitely many orbits in
By [48] , see also [46, Theorem 3.2] , we have the following result:
Theorem 5.6. The irreducible components ofC(V ) are the closures of the conormal bundles of the orbits, i.e. the C i = T * Oi V . In particular,C(V ) is equidimensional of dimension dim V .
. Then we clearly have:
We will now assume that (G : V ) is irreducible. This means that (G : V ) is one of the cases (1) to (10) in the table of Appendix A. We may assume here that G = GC, C ∼ = C * . We then writeg = g ⊕ Cζ, c = Lie(C) = Cζ where ζ is chosen such that τ (ζ) =Θ (i.e. ζ acts as 1 n id V on V ). Assume that (G : V ) is of Capelli type and let P = b D (Θ)Q k + P 1 , P 1 ∈ J, as in (5.1). By Proposition 5.3,
depends only on the polynomial b D (s) and the integer k. We need to know in which case M(b D , k) is holonomic.
Theorem 5.9. Assume that (G : V ) is of Capelli type and let P = b D (Θ)Q k + P 1 with P 1 ∈ Ker(rad). The following are equivalent:
In this case Ch M P ⊂C(V ) is a union of C i 's.
Proof. Suppose that b D = 0, then M(b D , k) = N is not holonomic. Conversely, suppose b D = 0. We are going to show that M P ⊂C(V ), then Theorem 5.6 will give the result.
we haveC(V ) = C(V ) ∩ α −1 (0). Using the notation of Lemma 5.5 we set
Recall that ord P 2 ≤ ord P 0 Q k = d, therefore σ(P 0 Q k ) = σ(h(Θ)) or σ(h(Θ)) + σ(P 2 ) (depending on ord P 2 < d or ord P 2 = d).
If d = 0, we get k = 0, b D ∈ C * , thus M P = (0) and the claim is obvious.
Hence α(v, v * ) = 0 and this proves (v, v * ) ∈ C(V ) ∩ α −1 (0) ⊂C(V ), as desired. 
Notice that since any distribution on V R can be viewed as a hyperfunction, the "distribution solutions space" of M is contained in Sol(M, Proof. We merely repeat the proof of M. Muro (loc. cit.). A well-known result of M. Kashiwara (see [23, Théorème 5.1.6] ) says that if M holonomic Sol(M, B V R ) is a finite-dimensional C-vector space. Therefore by combining the remarks above and Theorem 5.9 we obtain that S = Sol(P, B V R ) is finite-dimensional. Now observe that [Θ, P ] = kP and [Θ, τ (g)] = 0 imply that S is stable under the action of Θ. Therefore S decomposes as a direct sum of spaces of the form Ker(Θ − µ id S ) t . We have noticed after (5.3) that M P depends only on b D (s) and k, therefore it is also the case for S = Hom D V (M P , B V R ).
Regular holonomic modules.
Assume that (G : V ) is of Capelli type and dim V / /G = 1.
We filter D(V ) by order of differential operators and we set D(V ) j = {D ∈ D(V ) : ord D ≤ j}. For the sake of completeness we now recall some known (or easy) results.
Recall the following result proved in [40, Theorem 1.3] (which holds in the analytic case). (1) M = D(V ).E, E finite-dimensional and generated by quasi-homogeneous elements;
Using this result it is not difficult to obtain the next corollary.
Corollary 5.14. Let M be a finitely generated D(V )-module. The following assertions are equivalent:
Recall that a holonomic D(V )-module is regular if there exists a good filtration mod rh C (D V ) the category of regular holonomic whose characteristic variety is contained inC(V );
mod Θ C (D V ) the category of monodromic modules with characteristic variety contained inC(V ).
Let G 1 be the simply connected cover of G and setG 1 = G 1 × C (recall that C ∼ = C * is the connected component of the centre ofG). One has: Lie(G 1 ) = g = g ⊕ c, c = Cζ, where τ (ζ) =Θ as above. The groupG 1 maps onto G × C, and therefore ontoG = GC. It follows thatG 1 and G × C act on V ; the orbits in V then coincide with theG-orbits O 1 , . . . , O t . The category ofG 1 -equivariant D(V )-modules is denoted by
Observe that if
is the category of (G × C)-equivariant D(V )-modules, any object in mod G×C (D V ) can be naturally considered as an object of modG 1 (D V ). When G is simply connected, e.g. G = SL(n), SL(n) × SL(n), SL(n) × Sp(m) or G 2 , we haveG 1 = G × C and these two categories are the same.
Lemma 5.15. Let M be a finitely generated D(V )-module. Then:
Proof. (i) ⇒ (ii): By [4, Theorem 12.11] , or [17, §5] , M is regular holonomic. Its characteristic variety Ch M is therefore aG-stable subvariety of T * V . Let X be an irreducible component of Ch M ; then X is a Lagrangian conical closedG-stable subvariety of T * V and, if π : T * V V is the natural projection, [23, § 5, Lemme 1] implies that X = T * π(X) reg V . But it is easy to see that π(X) reg (the smooth locus of π(X)) is equal to O j for some 1 ≤ j ≤ t. Hence X = C j and Ch M ⊂C(V ).
(ii) ⇒ (iii) and (i): (We mimic the proof of [40, Proposition 1.6].) Choose a good filtration such that I(M ) = ann C[T * V ] gr F (M ) is radical. Since Ch M ⊂C(V ), the principal symbols α = σ(Θ) and σ(τ (ξ)), ξ ∈ g, belong to I(M ), that is to say σ(τ (ξ)) gr F j (M ) = α gr F j (M ) = (0) ⊂ gr F j+1 (M ); in other words:Θ.F j M = Θ.F j M ⊂ F j M and τ (ξ).F j M ⊂ F j M . In particular, M is homogeneous, i.e. monodromic. Let x ∈ M . Since dim C[Θ].x < ∞ there exist j ∈ M and λ 1 , . . . , λ l such that x ∈ l i=1 F j M ∩M λi . From [τ (g), Θ] = 0 and τ (g).F j M ⊂ F j M it follows that τ (g).F j M ∩ M λi ⊂ F j M ∩ M λi ; hence U (g).x is contained in the finite-dimensional space l i=1 F j M ∩ M λi , cf. Theorem 5.13. This shows that the action ofg on M given by the τ (ξ), ξ ∈g, is locally finite. The formula e tξ .x = exp(tτ (ξ)).x = k≥0 t k k! τ (ξ) k .x then yields a rational action ofG 1 on M whose differential is given by multiplication by the elements τ (ξ). It remains to check that this action is compatible with the action ofG on D(V ), which is an easy exercise.
Following [40, 41, 42, 43, 44] we want to describe the category mod Recall that [θ, z] = z, [θ, δ] = −δ, zδ = b * (θ), δz = b(θ) and that the roots of b(−s) are λ 0 + 1 = 1, λ 1 + 1, . . . , λ n−1 + 1, cf. Theorem 3.1. We then obtain:
• dim N λ < ∞ (N is finitely generated); • zδ, resp. δz, is bijective on N λ if and only if λ = −λ j , resp. λ = −(λ j + 1), therefore z : N λ ∼ − → N λ+1 , δ : N λ+1 ∼ − → N λ if λ = −(λ j + 1).
From these properties it is easy to give a description of the category mod θ (U ) in terms of "finite diagrams of linear maps" as in [40, 41, 42, 44] . Let M ∈ mod G×C (D V ). Since the differential of the G-action on M is given by (5.5)
With these notation we have:
Proposition 5.16. (1) Let M ∈ mod G×C (D V ) and N ∈ mod θ (U ), then:
ΦM ∈ mod θ (U ), ΨN ∈ mod G×C (D V ), ΦΨN = N.
(2) Suppose that any M ∈ mod G×C (D V ) is generated by M G as a D(V )-module. Then the categories mod G×C (D V ) and mod θ (U ) are equivalent via the functors Φ and Ψ. If furthermore G is simply connected, we obtain: mod rh C (D V ) ≡ mod θ (U ).
Proof. (1) From G reductive and M finitely generated, one deduces that the D(V ) Gmodule M G is finitely generated. Recall that M is monodromic (Lemma 5.15); since θ.x = rad(Θ).x =Θ.x it follows that ΦM is monodromic. Thus ΦN ∈ mod θ (U ). It is clear that ΨN is finitely generated over D(V ). The group G acts naturally on D(V ) and this action passes to N (note that D(V )τ (g) is G-stable). One easily checks that one can endow N ⊗ U N with a rational G-module structure by setting: g.(ā ⊗ U x) = g.a ⊗ U x forā ∈ N , g ∈ G, x ∈ N . Notice that since N is monodromic the group C = exp(Cζ) acts on N by e tζ .x = exp(tθ).x. One can then verify that C acts on N ⊗ U N by: e tζ .(ā ⊗ U x) = e tζ .ā ⊗ U exp(tθ).x, t ∈ C. One shows without difficulty that this G × C-action is compatible with theG-action on D(V ). Moreover, with the previous notation we get that:
This shows that ΨN ∈ mod G×C (D V ). The equality (ΨN ) G =1 ⊗ U N follows easily from the definition of the G-action on ΨN , hence ΦΨN = N . P. Nang [40, 42, 44] has proved Conjecture 5.17 in the cases: (SO(n) × C * :
C n ), (GL(n) × SL(n) : M n (C)), (GL(2m) : 2 C 2m ). It would be interesting to obtain a uniform proof in the eight cases where (G : V ) is of Capelli type and dim V / /G = 1 (see Appendix A). As observed above the category mod θ (U ) has a nice combinatorial description, which would give, when G is simply connected, a classification of the regular holonomic modules on V whose characteristic variety is contained inC(V ). 
