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IMPROVING TENNIS PLAYER PERFORMANCE USING  
SYSTEM DEVELOPMENT INTERPRETATIONS METHODOLOGY 
 
ABSTRACT 
This research demonstrates a unique analytical approach to improving a player’s performance in the game of tennis. 
We introduce a system development interpretations (SDI) methodology for associating player characteristics and 
factors in a hierarchical structure. We then show how this tool is applied in a human performance environment such 
as tennis. This approach was developed as a multidisciplinary quality tool for process improvement that identifies 
factor dependencies and depicts their impact on the resulting player performance. From the implementation of the 
system development interpretations (SDI) methodology, the research was able to define the tennis player’s 
difficulties and it has allowed the researchers to build an entire team profile of the Clemson University tennis 
program as well as to introduce importance conceptual foundations in this field.  
KEYWORDS 
Human performance improvement, Factor influence, Hierarchical relationships, Statistical analysis 
INTRODUCTION 
In order to achieve a high performance level in the tennis match, the tennis player must understand the relationship 
between different factors that affect his level of performance. Those factors can be divided into two main 
concentrations: internal and external. The internal factors could be characterized as internal inputs to our decision 
making process such as stroke technique, body resources management, and emotional intensity. The external factors 
could be characterized as external inputs to our decision making process such as court conditions, weather 
conditions, and the opponent game type. The key to achieving a high level of performance lies within the ability to 
translate the external inputs and the internal inputs into a winning game plan.  
The process of developing a game plan is not an open loop process but rather a closed one. A game plan could 
change at any time due to a change in the internal or external inputs. A winning game plan can be considered similar 
in its process to quality methodologies seen in production systems. However, with human performance, system 
quality is more difficult to establish. When we consider a production process, there are many tools that are used to 
increase the quality of the process, the capacity of the production line, and the efficiency of the machines. Those 
tools can quantify data from the production process, thus allowing mathematical or statistical methods to be 
employed.  
This research is attempting to create the same quality approach, which is embedded in the industry, to increase the 
tennis player’s performance level. We have used the system development interpretations (SDI) methodology 
(Shvorin 2011), which was developed to improve the plastic injection manufacturing process. The SDI methodology 
is enabling us to identify the ways in which factors in manufacturing are related. In using the SDI method in the 
plastic injection manufacturing setting better machine tolerances were defined, which ultimately lead to 
manufacturing error reduction and material savings. Quality control protocols for material handling and work force 
quality assurance proceedings were created to ensure that a high level of performance was established. Furthermore, 
key performance indicators (KPI) were created in order to better schedule maintenance applications and to increase 
production efficiency.   
However, we note that the implementation of the SDI methodology on human performance is not a simple “plug and 
play” methodology; it requires an understanding of how to define human behavior within an engineering approach. 
With the SDI method a team profile of performance measurements was developed. With the help of the tennis 
program coaches, behavior characteristics were identified and solution applications were implemented. An in depth 
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literature review will provide information about the history of the tennis game development as well as a relevant 
range of the game’s analysis methodologies. Next we will discuss the SDI methodology development and its 
implementation on the tennis game, with the creation of the tennis team profile. After analyzing the SDI 
methodology outcomes, we will open a discussion on the research findings and conclude the future possibilities for 
advance research.      
LITERATURE REVIEW 
The tennis game development takes us back to the 12th century as a part of a rivalry between two opponents. In 
those times, games were developed to test one person’s ability to overcome an opponent. The outcome of the game 
or test was heavily considered in the ability to maintain a certain status, class and honor among the relevant 
societies. The name of the game refers to the word tenez in French, which means “receive,” a key feature of the 
actual game. Over the last 100 years, the game has advanced in many ways (from equipment and venues to the 
ability of the players).. In particular, not only were the physical characteristics of the player advancing, but the 
mental approach to the game was also advancing. The need for the player to be better, stronger, faster, and more 
mentally prepared has opened the sport to the research of how to attain these qualities to achieve the desired 
outcome. 
Since the game was orchestrated by the upper class, it was driven from knowledge, which was used to overcome the 
opponent. The rivalry of two opponents in the game can be defined from a wide range of behavioral characteristics 
of each player, such as the ability to perform, the techniques employed to execute a course of action, and other 
strategies and tactics. According to del Villar et al. (2007), there is a substantial difference between the levels of a 
player’s performance that emerge from his or her decision-making capabilities. Experienced players consider more 
characteristics in their decision-making process and have a better ability to select the right approach in a certain 
scenario, in order to overcome their opponent. This line of research was first explored by Thomas et al. (1986) and 
McPherson and Thomas (1989). They defined three components in the player’s performance characteristics that 
could signify the differences between the levels of a player: control skill, response selection skills and response 
execution.  The first component measures the player’s ability to technically perform a certain stroke or movement in 
a given situation. It refers to the player’s coordination, perception of space, and his body biomechanics potential. 
The second component refers to the player’s ability to select the suitable approach from a wide variety of 
possibilities in order to overcome his opponent. This component describes strategic and tactical choices that a player 
makes, based on his interpretation of the game. The final component measures the outcome implications from the 
selected approach execution. Those performance measurements proved themselves as a way to evaluate the level of 
a player and to identify his weaknesses as well as his strengths.  
Since this research was based on observation characteristics only, it did not address the player’s state of mind. In 
research by Gonzalez et al. (2012), a more rigorous approach was taken based on the same method, except that it 
now included an interview application during the player’s match. They were able to classify a wider range of 
features to represent the player’s level of performance. Lames et al. (2006) extended this point of view by adding 
time perspective and momentum building aspects to the performance and response characteristics of a player, which 
was similar to that discussed in Del Villar et al. (2007). Beyond the somewhat constant skills and abilities of an 
athlete, tennis contains a complex system of cause and effect interactions, which can result in a significant change in 
the actual performance level of the player. Performance level changes are time dependent, when fatigue takes its toll 
for example, or momentum dependent, when a player wins a few points in a row. The dynamic aspect creates 
numerous decision possibilities over time. As one response is perfect for one moment in time it could be devastating 
for another. For example, the player can be continuously searching for a successful strategic and tactic behavior, 
based on the actual score or based on the actions of the opponent.  
One analysis method, used in Lames et al. (2006), is the relative phase concept. This analysis deals with the special 
features of the player, with respect to his court positioning, as a response to the opponent’s reaction. A relative phase 
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means that the player’s court movements are relatively similar to one another. The relative phase is balanced when 
both of the players are in a proper position to hit the ball. As the point plays out, the balance of the relative phase 
begins to be unstable. The unbalanced phase ultimately results a point won or lost. This analysis was driven from 
signal detection theory as it allows calculating continuous relative phase, which is mandatory because we have 
comparatively few strokes in the rally. This research allowed considering three more characteristics in addition to 
the player’s component descriptions such as time dependence, momentum buildup and court positioning 
functionality. Palut and Zanone (2004) further defined the relative phase concept as one of two relationships: In-
phase or out- phase. They also addressed the transitions between them as another indicator for court positioning 
characteristics. The phases mentioned above simply tend to define the relationship between attacking and defending. 
When an attack is made, we can expect a phase out, which means that the balance of the relative phase is about to be 
broken. If a defensive course of action is taken then we can expect a phase in, which means that the relative balance 
is about to be restored.  
Relative phase research provided further interpretation for the player court positioning characteristics in response to 
the executable course of action. One of the most dominating factors in the player’s performance received its 
respectable attention in Akpinar et al. (2012). Their research dealt with anticipation abilities in racket sports. This 
research method of analysis used a Bassin anticipation timer, a LED bulb runway that creates the illusion of motion 
from the way that it operates. It is by adjusting the speed and stopping distance of the flashing red lights that the 
level of anticipation could be evaluated. The anticipation ability serves as one of the most critical attributes to the 
tennis player as it demonstrates prediction abilities. Once a player predicts the ball interception location, opponent 
movement orientation and a decision execution outcome, he has more time to prepare, adjust and select the best way 
to overcome his opponent. A shortage of this ability will result in a disadvantage, which will immediately affect the 
player’s level of performance. This concept extends the research found in Lames et al. (2006), and it provides one 
feature that could make a huge difference in the player performance capabilities.  
Beyond the internal characteristics of a player, the performance level of a player can be affected by external 
characteristics of the game, such as the surface of the court, weather conditions, and equipment. O’Donoghue and 
Ingram (2000) addressed the court surface attributes and how they affect the interaction between the players. There 
are four types of tennis court surfaces, each one with distinct features. The grass court poses a low level of friction, 
thus the ball slides on the surface instead of bouncing. For the same reason, the player’s ability to accelerate and 
change direction decreases as well. In the red clay court, the characteristics are reciprocal to those in grass because 
clay poses the highest friction properties. The last two courts are the mitigation courts between the two extremes. 
The hard court and the light clay (blue, green) court demonstrate more friction then grass but less friction then heavy 
clay (red clay). These surfaces affect stroke variety selection and a player’s execution abilities, and as mentioned 
earlier, each change requires a new game plan that affects the player’s performance level.  
In the last section of the literature review, we focus on the statistical characteristics of player decisions and 
performance over time. Research by Franc et al. (2001) tested individual game points in relation to each other from a 
statistical point of view. The research revealed that points are neither independent nor identically distributed. They 
found that the outcome and characteristics of the previous point affect the current point, and each point has a slim 
chance of being the same as the previous point. This concept proves that the game analysis could not be established 
from isolated characteristics but rather a chain of events. This means that the characteristics of each player affect the 
other and result in (time-dependent) performance ability.  
Over the past three decades, there has been a wide variety of research conducted on tennis player performance. This 
review raises a need for a unique analysis platform that could establish the connection between the player’s 
characteristics with the necessary statistical reliance in order to understand the path for performance improvement. 
In the next section, we will engage in a multidisciplinary quality approach in order to understand the player’s 
characteristics and their relation to his ability to win or lose a point (i.e., his performance level). 
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SDI METHODOLOGY DEVELOPMENT 
Quality is a well-established discipline in the engineering management profession (Hopp and Spearman 2008). 
However, it took 50 years before it gained prominence as a means of process improvement in industry. It was during 
the 1970s and 1980s when Japanese companies gained a significant advantage over their competitors by 
implementing a Just In Time (JIT) methodology in their manufacturing processes. Other countries eventually 
recognized the improvements being made in Japan and began developing their own quality programs. In particular, 
it was not until the 1980s that American industry really took notice of the strategic potential of the quality approach. 
More recently, Lean manufacturing and Six Sigma continue to be ubiquitous programs for process and quality 
improvement in many industries today.  
The main goal of quality improvement is to reduce process randomness, process variability and increase the overall 
process performance level. Our research methodology takes another step in the development of a quality approach 
by examining the characteristics of the variability and how they may contribute differently to the randomness above 
the process mean value or below the process mean value. Specifically, system development interpretations (SDI) 
analysis takes the next step in variability reduction by asking when and where variability reduction needs to occur. 
We can support this aspect of variability reduction by including defect analysis consideration into tolerance 
optimization. If we can assume that there is an optimum point of operation, then tolerance definition tells us that we 
can have a certain allowable variability around this optimum point, and the reduction of variability may be different 
in each direction from the optimum point (Shvorin 2011). Consider the following analogy. Assume that our goal is 
to find the balancing point of a beam when two people are sitting on opposite ends of the beam. Based on the weight 
difference of the two people, the balancing point will shift towards the heavier person until a balance can be 
established. This may cause more variability to exist on one side of the process, leading to a significant portion of 
outcomes that are outside the acceptable tolerance limits. If we cannot change the balancing point we need to reduce 
the distance from the heavier side to the optimum point in order to achieve a balanced system. In order to achieve 
balance in the system, we need to figure out which side is heavier (creates more defect in the system) when we 
consider variability definitions. 
If we want to develop those concepts we need to take a step back and look at the cumulative effect of the deviations 
on the system. Once we can define the cumulative effects we will be able to characterize the variability behavior and 
adapt our tolerance definitions to increase our system performance capabilities. In order to achieve this point of 
view, the SDI analysis method was developed. The first application of this methodology was to improve a polymer 
injection manufacturing process. In the polymer production environment, the relationships between the process 
materials and the time window for their reaction were a key ingredient in the quality of the product. By identifying 
the material effects to one another, while considering a certain time reference, the SDI method was able to tune the 
manufacturing process to achieve a higher level of performance. The research was triggered when a leading 
irrigation equipment manufacturer was facing increased production levels while managing it with a reduced 
workforce. This led to a rise in the defect percentage. By using the SDI methodology, they were able to understand 
how those defects were created. Then, new machine tolerances were established and the defect percentage was 
reduced.  
SDI combines the field research knowledge with information gained from experience to create a database of 
relational information. In order to create this database, the application of SDI (i.e., the SDI algorithm) is outlined 
below:   
1. Map the defects of the process, and define the relative weight for each defect characteristic (Pareto Chart). 
2. Determine the causes for each defect while integrating process capabilities and work force experience. 
3. Create two values (if appropriate) for which the cause could be defined (with respect to some characteristic 
or action of a defect):  
a. Upper deviation from the optimum response within some tolerance. 
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b. Lower deviation from the optimum response within some tolerance.   
4. Provide a relative weight to the causes of the defect to maintain the relative influence of each cause on the 
process. 
5. Calculate the cumulative effect of each cause for creating defects in the system. 
6. Adjust the cause’s tolerance when considering the cumulative effect on the system. 
7. Create protocols for the new working environment. 
 
The second part of the SDI methodology is the ability to map the connections that it establishes between dimensions 
of cause and effect. When applying the algorithm for the first time, we expose the first order connections. 
Depending on the environment, the algorithm can be applied a second or third time (to reveal second or third order 
indirect connections). These additional applications provide a more complete, dimensional relationship (or branch) 
between the source and its outcome. Once we map the dimensional connection chain from one point to another, we 
can detect significant pathways to achieve improved performance. In this manner there are two main points that 
characterize this process: 
• It is possible to achieve a multiplicative (as opposed to a linear) improvement in system performance based 
on making a small (but significant) change in the source.  
• The difficulty of imposing a change is increasing with further iterations of the SDI algorithm.  
 
In the next section we will use this approach to analyze the Clemson tennis team in order to improve their 
performance level. First, we will define the analytical approach, and then we will explain the research findings. 
SDI METHODOLOGY IMPLEMENTATION WITH THE CLEMSON TENNIS PROGRAM 
Using the SDI methodology requires that we identify connections between factors that affect the performance level. 
One contributing area of research in tennis is negotiation theory. Similar to tennis where two opponents are battling 
to win the match, in negotiation, the two sides are trying to achieve the best deal for each other. The foundations 
of negotiation theory are decision analysis, behavioral decision making, game theory, and negotiation analysis 
(Alfredson 2008). Negotiation theory provides three concepts to characterize the interaction between two sides.  
• The first concept that is integrated in to the SDI methodology from the negotiation analysis is strategy 
definition. Strategy can be only one of two things: uncompromised (Attack) or compromised (Defend). 
Similar in the conscious choice for deciding what to do (strategy), player first needs to decide whether to 
attack his opponent or to defend himself from his opponent’s attack.  
• The second concept inherited from negotiation analysis is tactical definition, which tells us how to perform 
the chosen strategy. Similar in the tennis game, the player needs to decide how he is going to execute his 
attack.  
• The third concept, which is integrated here from negotiation analysis as behavioral decision making, is 
addressed in this research as a mental mode description. This concept forces the operator to understand why 
he chose this mode of operation. In tennis, this is a main feature of consideration because it points out to 
the player’s decision making triggers. 
In order to begin the SDI algorithmic approach we have to define a main concept that will guide us in the analysis 
process. In the SDI method we are identifying defects, but what are defects in the tennis player’s game. A defect in 
the tennis player game, by definition in this research, is a wrong decision making in the player’s game. A wrong 
decision does not necessarily mean that the player lost the point; it is a statistical consideration of the long run 
probabilities that he will lose that point according to his decision. For example, player A performs a Touch stroke 
and Player B did not pass the ball over the net such that player A won the point. However, if this scenario is played 
10 times, player A would win the point only once while player B would win the point nine times. If player A decides 
to perform a Touch stroke against player B he statistically made a wrong decision. Next, we create an error list that 
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characterizes errors based on all of the players on the team. In this stage the list is constructed from the knowledge 
of the tennis game and the experience learned from the team performance. With the implementation of the SDI 
method on the Clemson tennis team, over 50 observations of singles and doubles matches were gathered and 
analyzed by the coaches. Some of the matches were evaluated live and some were evaluated through a video 
recording system. As mentioned earlier, the definitions of the error list were made based on expert opinion from the 
input of the coaching staff.   
In Table 1 we see the result of the error list creation. This list characterizes the team’s cumulative profile, which can 
be used to develop a more purposeful training program for the team. The relative weight represents a Pareto 
distribution of the error list.  
Error List Relative Weight 
No point construction pattern from the game plan  45% 
Follow up reaction misses 20% 
Wrong stroke selection misses 15% 
Degraded performance under pressure 10% 
Misses of strokes outside of the hitting comfort zone 5% 
Misses of back movement strokes 3% 
Easy put away misses 1% 
Low motivation misses 1% 
TABLE 1 - ERROR LIST & RELATIVE WEIGHT 
Table 1 denotes eight errors (or defects in manufacturing terms) that are most common to the team’s performance. 
• From this list we can see that 45% of the errors occur because there was no point construction pattern from 
the game plan. This error definition means that the players deviated from their game plan, thus making an 
error that led to a point for their opponent.  
• The second error is a miss from a follow up reaction. Approximately 20% of the errors occur due to 
second- or third-move misses of the point’s construction application. As an example, a player hits a very 
powerful shot that forces their opponent to return a short ball. However, the player misses the next 
pressure shot and loses the point.  
• The third error is when the players choose the wrong shot to execute. For example, after the opponent 
attacks, the player chooses to respond by attacking and loses control over the ball and, ultimately, loses the 
point. 
• The fourth error is degraded performance under pressure, which means that in critical moments of the 
game the player does not execute their chosen course of action as well as they would have done otherwise. 
Examples of such pressure situations are break points, tiebreaker games, etc.  
• The fifth item addresses the ability to react to a difficult challenge shot. For instance, a player loses the 
point due to failed shot execution from a difficult positioning.  
• The sixth item refers to hitting the ball with a backward movement. This means that an error occurs when 
a player is moving backwards while trying to execute their shot selection.  
• The last two items address those points that should not be missed and points where players do not possess 
the right attitude.  
 
Once we defined our error list (defects) we can carry on with the analysis. The first group of factors are intuitively 
the first order connections to the decision making process. We can define those factors when we examine what 
attributes can contribute to the creation of an error from the error list. We will get a list of factors that can be 
classified to the three concentrations: strategy, tactics and mental mode. The second order list is created when we 
ask the same questions (activating the SDI algorithm for the second time) but now we are examining what elements 
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could contribute to the factors that caused the first order error list. We can continue in this same pattern in order to 
identify all factor relationships and dependencies. These connections and dimensions are critical because once they 
are defined their contributions will aggregate throughout the SDI algorithm. Consider Figure 1 below: 
 
FIGURE 1 - SDI ALGORITHM EXAMPLE 
We see that this error has three first order causes (A, B, C), with two second order attributing causes (W, Y) that 
lead to Cause A. We can also see that each cause has its own relative weight within the order level.  The statistical 
attribution in this case is very clear, and we can evaluate how a second order cause can indirectly affect the creation 
of this error. Once a path or relationship is defined, this research will be able to identify those relationships with the 
highest statistical effect on the players’ decision making, the players’ performance level and the game training 
applications.  
We now introduce the three levels of connections that we will specify as part of the SDI algorithm: 
• The first order connections reveal the direct connections. Any change in these characteristics will directly 
affect the performance level of the players, which would change the error list percentile attributes.   
• The second order connections will be characterized by indirect connections and an indirect effect on the 
player’s performance level (e.g., a change in the second level will cause changes in the first level which 
will change the players’ performance level directly). A change in this order level possesses the potential to 
affect the player’s understanding of the game, thereby increasing his performance level beyond what can be 
done by focusing solely on the first order characteristics. 
• The third order connections address core values (or building blocks) and their connection to making an 
error. These relationships possess a greater potential for performance improvement because they contain 
the ability to change the player’s game perception, situational awareness, and behavior.  
 
We propose that all errors can be classified as being caused by strategic, tactical and or mental mode failures. In 
order to classify characteristics as being of type strategy, tactics or mental mode, we adopt the following leading 
questions.  
• What caused this error?  (If a characteristic answers this question, then it is strategic.)  
• How was this error created? (If a characteristic answers this question, then it is tactical.) 













From the first implementation of the SDI methodology, we received an error list and a list of causes to each error. 
We then aggregate the relative weight of an error on to its causes in order to determine the extent to which each 
cause affects the error list. For simplification purposes, consider the example in Figure 2: 
 
FIGURE 2 – SDI AGGRIGATING STATISTICS METHOD LOGIC 
Here we see that there are two errors in our list. We can see that one error is occurring 60% of the time while the 
other error occurs 40% of the time. There are 3 causes for the first error – one strategic cause (which explains what 
causes the error), one tactical cause (which explain how the error is occurring), and one mental mode cause (which 
explains why the error is occurring). There is a single tactical cause for the second error. In order to apply the 
statistical weighting (or effect) to our three classifications of strategic, tactical, and mental mode, we apply the 
following logic: 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑤𝑤𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑆𝑆 =  
∑𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑖𝑖
∑ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑖𝑖 + ∑𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑗𝑗 + ∑𝑀𝑀𝑆𝑆𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆 𝑚𝑚𝑚𝑚𝑚𝑚𝑆𝑆 𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑘𝑘    
=  
60
60 + 100 + 60
= 27.3% 
𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑤𝑤𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑆𝑆 =  
∑𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑗𝑗
∑ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑖𝑖 + ∑𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑗𝑗 + ∑𝑀𝑀𝑆𝑆𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆 𝑚𝑚𝑚𝑚𝑚𝑚𝑆𝑆 𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑘𝑘    
=  
100
60 + 100 + 60
= 45.4% 
𝑀𝑀𝑆𝑆𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆 𝑀𝑀𝑚𝑚𝑚𝑚𝑆𝑆 𝑤𝑤𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑆𝑆 =  
∑𝑀𝑀𝑆𝑆𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆 𝑚𝑚𝑚𝑚𝑚𝑚𝑆𝑆 𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑥𝑥
∑ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑖𝑖 + ∑𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑗𝑗 + ∑𝑀𝑀𝑆𝑆𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆 𝑚𝑚𝑚𝑚𝑚𝑚𝑆𝑆 𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑆𝑆𝑘𝑘    
=  
60
60 + 100 + 60
= 27.3% 
In Table 2, we present first order relationship results from our actual case study. Using this same logic, we see that 
strategy (defined by three direct characteristics or traits) affects 47.5% of the error list. We also record the 
cumulative error effect of each characteristic. Identifying opponent strengths and weaknesses has a 19% effect from 
the strategic point of view, but this parameter affects 84% of the original error list in Table 1. This implies that these 
strategic characteristics are connected to many items in the error list, and the tasks affect each error in a different 
way. The second concentration of factors (i.e., tactical) affects 39% of the error list and it is also characterized by 
three direct characteristics or traits. The third concentration of factors (i.e., mental mode) affects 13.4% of the error 
list and it is characterized by three characteristics as well. With this structure in mind, we can now realize the most 
important elements of the direct connection for improved performance. 
      
First Order Relationship 
Error List 
Error 1  = 60% 




K = 60% 
Mental Mode 
Cause = 60% 
Error 2 = 40% 
of the errors 
Tactical Cause 
K = 40% 
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Strategy – 47.5% 
Direct Characteristic/Trait % Cumulative Error Effect 
Identify opponent strengths and weaknesses 19% 84% 
Classifying opponent game type 14% 59% 
Comprehend and formulate a game plan 14% 62% 
Tactics – 39.1% 
Direct Characteristic/Trait % Cumulative Error Effect 
Stroke Adaptation 9% 39% 
Court Positioning  10% 45% 
Point Construction  20% 85% 
Mental Mode – 13.4% 
Direct Characteristic/Trait % Cumulative Error Effect 
Decreased level of physical ability 2% 9% 
Decreased level of play 6% 24% 
Error Replications 6% 25% 
TABLE 2 - FIRST ORDER RELATIONSHIPS 
From the first order relationships, we can identify two player characteristics that stand out: identifying strengths and 
weaknesses (strategy) and point construction (tactics). Both of these characteristics signify that most of the errors 
come from inappropriate decision making (both at the macro and micro level).  
In order to understand the second level causes that affect the first level causes, we engage in the second iteration of 
the SDI method. We present the data in Table 3, where we can look at the micro effect of each classification 
(strategy, tactics, and mental mode) and the macro effect that transcends to the first level. The second order 
relationship characteristics have the same statistical structure as the first order relationship database. The SDI 
method was used to determine how to aggregate the relative weight on to the second order causes.  
Second Order Relationship 
Strategy – 47.5% 
Indirect Characteristic/Trait % Cumulative Error Effect 
High Value / Over Use   Low Value / Under Use   
Probing Applications 11% 30% 70% 
Stroke Variety 14% 31% 87% 
Self-Awareness 11% 67% 47% 
Clarity of Thought 11% 33% 67% 
Tactics – 39.1% 
Indirect Characteristic/Trait % Cumulative Error Effect 
High Value / Over Use   Low Value / Under Use   
Reaction Time 6% 40% 60% 
Stroke Power 6% 56% 16% 
Stroke Angle 8% 34% 80% 
Stroke Height Level 10% 28% 98% 
Stroke Spin 9% 13% 88% 
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Mental Mode – 13.4% 
Indirect Characteristic/Trait % Cumulative Error Effect 
High Value / Over Use   Low Value / Under Use   
Confidence Level 2% 54% 71% 
Self-Belief 3% 65% 91% 
Fear Intensity 2% 42% 64% 
Temper Implications 2% 37% 75% 
Mental Pressure 2% 77% 35% 
Stroke Motivation 2% 58% 42% 
TABLE 3 - SECOND ORDER RELATIONSHIPS 
The secondary causal relationships expose more parameters that take their toll in the performance considerations. 
However, different from Table 2, these relationships introduce the effect on errors based on both the over-use and 
under-use of any characteristic/trait. This is different than the “yes/no” mentality of the first order characteristics, 
where we evaluated whether or not a particular characteristic was present in a player’s performance. For example, 
the player will make more inappropriate strategic errors when he does not sufficiently probe (i.e., experiment to 
evaluate and gain knowledge about the opponent capabilities) his opponent. If he does not probe his opponent, and 
thus cannot identify the opponent’s strengths and weaknesses, then he will not be able to build a game plan 
accordingly. On the other hand, if the player over probes his opponent, this could result in confusion and difficulty 
in deciding on a specific game plan. Moreover, probing takes time, during which the player’s game plan hasn’t 
really been set yet. This will lead to the errors mentioned in Table 1. We summarize findings based on the subjective 
interpretation of the coaching staff, where the second-level SDI methodology data was applied. 
• The strategic findings show that that the players (and team as a whole) should increase their probing 
abilities, stroke variety and clarity of thought (i.e., separating relevant information from irrelevant 
information). Reducing their self-awareness mainly implies that the player will increase his focus on the 
opponent. 
• The tactical findings point out that the players need to increase their stroke angle, height and spin in order 
to improve their performance. In this case, we often see that the team uses more power than they are able to 
control, which leads to unforced errors.  
• The mental mode findings indicate that the team needs to have more psychological preparation to deal with 
confidence, self-belief and temper control in order to improve their performance level. 
Finally, Table 4 allows examination of the team profile at a deeper level of consciousness. This is an area where 
these characteristics can be analyzed and tested in training sessions. The last iteration of the SDI method, a key 
contribution of this research, defines how more fundamental personality traits and characteristics (as opposed to 
player skill and skill effectiveness from Tables 2 and 3) translate into performance and errors. These characteristics 
and traits can also be defined as the building blocks of our behavior. The most relevant characteristics to the game of 
tennis have been included in Table 4. By adjusting the intensity of any of these characteristics, a unique personality 
forms and a different result can be achieved on the tennis court. We present these characteristics below. The next 
table is founded on the most difficult data based that was put together in this research. There is very limited existing 
research in this area, and we must rely on the expertise of the coaching staff to help define important relationships. 
The database for this level required a unique and timely effort to analyze and translate certain features of the team’s 
behavior, while framing those features in to defined concepts of literature. For instance, seeing a player perform a 
return of serve when his body is moving away from the ball instead of moving towards the ball, means that he failed 
to anticipate where the ball is oriented by his opponent. This is only one instance where anticipation can be 
identified. In order to figure out how to aggregate the relative weight, the SDI methodology was used.  
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Third Order Relationship - Building Blocks 
Strategy – 47.5% 
Characteristic/Trait % Cumulative Error Effect 
High Value / Over Use   Low Value / Under Use   
Anticipation 14% 16% 84% 
Alertness 16% 7% 93% 
Cleverness 9% 49% 51% 
Intuition 9% 52% 48% 
Tactics – 39.1% 
Characteristic/Trait % Cumulative Error Effect 
High Value / Over Use   Low Value / Under Use   
Adaptability 4% 16% 84% 
Aggressiveness 2% 50% 50% 
Determination 4% 14% 86% 
Endurance 4% 18% 82% 
Patience 4% 24% 76% 
Composure 5% 0% 100% 
Precision 4% 27% 73% 
Assertiveness 5% 5% 95% 
Agility 4% 16% 87% 
Imagination 4% 9% 91% 
Mental Mode – 13.4% 
Characteristic/Trait % Cumulative Error Effect 
High Value / Over Use   Low Value / Under Use   
Appreciation 1.1% 21% 79% 
Honesty / Integrity 1.2% 13% 87% 
Valor / Courage 0.9% 66% 34% 
Principles guided 0.9% 63% 37% 
Leadership  0.7% 49% 51% 
Responsibility 1.3% 6% 94% 
Enjoyment 1.2% 11% 89% 
Motivation 1.2% 11% 89% 
Reliability 1.2% 11% 89% 
Self-discipline 1.0% 27% 73% 
Compassion 1.0% 27% 73% 
Professionalism 1.1% 16% 84% 
Devotion 0.8% 40% 60% 
TABLE 4 - THIRD ORDER RELATIONSHIPS 
This table is one of the most fascinating findings from the SDI methodology. From the way that the coaching staff 
and the research knowledge interpret their value perception in a tennis player, we are obtaining aggregated statistical 
information of the team profile performance characteristics of behavior.  
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• The statistical analysis defines four main strategic values that characterize the necessary elements of 
behavior where the team needs to pay special attention, however two of them demonstrate higher effect. 
Anticipation is the ability to predict what is going to happen from the sensory input that we receive. For 
example, the ability to predict the opponent’s movement direction, serve direction, next shot selection, etc. 
We can see that this element interacts with 83% of the second order characteristics. Therefore, it could 
cause a significant change in a player’s performance capability. Alertness is the ability to detect the 
smallest changes in the environment. Players need to notice their environment (which includes changes in 
strategy, tactical and mental mode features of their opponent) in order to increase their performance level. 
• The tactical analysis can characterize how a person should respond to a certain situation. It addresses the 
execution capabilities of the strategic decision. We can see that there is a significant difference between the 
shortage effect and the overage effect in most of the traits. Therefore, in order to improve the team’s 
performance, the team needs to strengthen those values that possess a higher percentile effect when they are 
in shortage of use. Moreover, we can see that the effect of overage is pretty low by comparison. This 
implies that relaxing these values would have little effect on the team’s performance.  
• The mental mode analysis identifies thirteen items that characterize behavior. We can see that the dominant 
values are honesty, responsibility, enjoyment, motivation, reliability and professionalism. Improvement in 
each one of those traits would significantly increase the team’s performance capabilities. Moreover, we can 
see that the overage of those traits (with the exception of valor, guiding principles, and leadership) does not 
have a great impact on error creation because of their positive effect on the team’s performance 
capabilities.  
The SDI methodology addressed three-level orders that are connected through the classification of strategy, tactics 
and mental mode. The analysis provided a database for improvement that could be used to increase the team’s 
performance. Implementing these recommendations in the player’s physical training program, game plan 
development education and in the tennis program structure will result in greater achievements.  
FUTURE RESEARCH 
In order to advance to the second stage of the SDI methodology, which addresses cause and effect relationship with 
the addition of a time element and intensity scale, we will engage in computer simulation model development. The 
simulation model will allow the research team to explore the responsiveness of a player’s current ability based on 
the time-based decisions (and level of intensity of those decisions) that are applied during game settings. The time 
scale would likely be different for each order level when considering the ability to create a performance change. For 
instance, creating a performance change based on first order characteristics would be relatively easy to implement, 
but its ability to result in long-lasting change is less likely. In contrast, creating a performance change based on 
second order characteristics would be much harder (from the former example) to implement, but its effect would 
likely last longer. In order to teach a child how to correct his spelling mistakes could be relatively easier when you 
correct his mistakes as he is speaking, but that correction last only momentarily. However, if a spelling mistake is 
explained to the child, it will be harder and take more time, but he may never make the same mistake again. We will 
further explore the long-term benefits of addressing second- and third-order traits via the simulation modeling 
approach.  
We will also try to identify elements of human behavior that could create a trigger for performance improvement. 
Grunting, for example, is a physical element of performance when the player releases airflow while performing a 
certain shot, thus allowing his body to function without air congestion and to increase his motion. The improved 
motion could generate more power, faster reaction time, and greater stability. Interestingly, the physical aspect of 
grunting may not even be the dominant cause for performance improvement. The mental aspect of grunting seems to 
be more beneficial to performance improvement as it triggers positive outcomes in attitude, character and 
confidence. The connections to higher order performance effects will be investigated further.  
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DISCUSSION  
When we consider performance improvements methods, we need a method that would adapt itself to the real time 
measurements of key performance indicators (KPI). It is a closed loop concept that leads to continuous 
improvement. This research exposes the ability to define the KPIs, although for a tennis player KPIs are learned 
through many methods such as trial and error, video recordings of matches, books, papers and other sources. The 
SDI error listing, characteristics, and traits can be unique for each player, and using the player’s feedback a 
continuous improvement approach can be achieved in the player’s abilities. When considering the second and third-
order characteristics, implementing this methodology may result not only in improvement in player’s tennis game, 
but also in the individual’s daily life. 
CONCLUSIONS 
Quality development is one of the most desired features in industry today. It began its journey almost a century ago 
with simple process charts and reached multidisciplinary tools for process improvements. The system development 
interpretation methodology (SDI) was developed as a quality development tool for improved performance. In this 
research, an implementation of the SDI method revealed interesting findings on the tennis player performance 
characteristics. Those findings resulted in the creation of a team performance profile for the Clemson University 
tennis team. While the current possibilities for improved performance have been outlined, the next stage of this 
research is to create a dynamic system where the player interacts with another player, and performance of each 
player is monitored and recorded. This can be accomplished through a mathematical tool such as computer 
simulation. Through the interaction between the players, the game features would be tested for their performance 
application. A statistical definition would be created to a certain strategy and the level of effectiveness could be 
measured. This is one of the fascinating research areas that take its first steps in the current field as it absorbs 
information and methodologies from the industrial engineering discipline and implements those techniques in 
professional sports.   
REFERENCES 
R. Antúnez, F. Hernández, J. Pedro, F. García, J. Arroyo, Relationship Between Motor Variability, Accuracy, 
and Ball Speed in the Tennis Serve, Journal of Human Kinetics volume 33/2012, 45-53  
DOI:10.2478/v10078-012-0043-3. 
T. Alfredson, Negotiation Theory and Practice: A Review of Literature, Food and Agriculture Organization of 
the United Nations, FAO, Jan 2008. 
S. Akpinar, E. Devrilmez & S. Kirazci, Coincidence? – Anticipation Timing Requirements are Different in 
Racket sports, Perceptual & Motor Skills: Exercise & Sport 2012, 115, 2, 581-593.  
T. Barnett and S. Clarke, Combining player statistics to predict outcomes of tennis matches, IMA Journal of 
Management Mathematics (2005) 16, 113-120 doi:10.1093/imaman/dpi001. 
R. Coleho, W. De Campos, S. Gregorio De Silva, F. Heitor, Alvas Okazaki, B.Keller, Imagery Intervention in 
open and closed tennis motor skill performance, Perceptual and Motor Skills, 2007, 105,458-468. 
F. del Villar, L. Garcia, D. Iglesias, M. Moreno, E. Cervello, Expert – Novice Differences In Cognitive and 
Execution Skills During Tennis Competition, Perceptual and Motor Skills, 2007, 104,355-365. 
J. Franc, M. Klaassen & J.Magn, Are Points in Tennis Independent and Identically Distributed (?), Journal of 
the American Statistical Association, Vol. 96, No. 454 (Jun., 2001), pp. 500-509. 
J. Fernandez, D. Sanz-Rivas, B. Fernandez-Garcia, A. Mendez-Villanueva, Match activity and physiological 
load during a clay court tennis tournament in elite female players, Journal of Sports Sciences, 27 Nov 2008.  
J. Fernandez, A Mendez-Villanueva, B Pluim, Intensity of tennis match play, Br J Sports Med 2006;40:387–
391. doi: 10.1136/bjsm.2005.023168. 
S. George, Optimal Strategy in Tennis: A Simple Probabilistic Model, Journal of the Royal Statistical Society. 
Series C (Applied Statistics), Vol. 22, No. 1, (1973), pp. 97-104. 
15 
L. Gonzalez, F. del Villar, D. Iglesias, A. Moreno & M. Perla Moreno, Tactical Knowledge in Tennis: A 
Comparison of Two Groups With Different Levels of Expertise, Perceptual & Motor Skills: Exercise & 
Sport 2012, 115, 2, 567-580. 
J. Gondola and E. Wughalter, The personality Characteristics of Internationally Rank Female Tennis Players as 
Measured by The Cattell 16PF, Perceptual and Motor Skills, 1991, 73, 987-992. 
B.  Hsi and D. Burych, Games of Two Players, Journal of the Royal Statistical Society. Series C (Applied 
Statistics), Vol. 20, No. 1 (1971), pp. 86-92. 
A.  Hofe and Y. Fery, Attentional Demands of a Temporal Prediction Task: The Trajectory of a Tennis Ball, 
Perceptual and Motor Skills, 1991, 73, 1235-1243. 
D.  Hornery, D. Farrow, I. Mujika, W.Young, An integrated physiological and performance profile of 
professional tennis, Br J Sports Med 2007; 41: 531–536. doi: 10.1136/bjsm.2006.031351.  
W. Hopp & M. Spearman, Factory Physics, third edition, 2008, 1-57766-739-5. 
R.  Howard, An Assessment of Decision Analysis, Operations Research, Vol. 28, No. 1, Design Analysis 
Special Issue (Jan. - Feb., 1980), pp. 4-27. 
W. James, Negotiation in business, Negotiation, theory and practice, BF637.N4 W35 1985, 102-376-208. 
S. Koehn, T. Morris, University of Abertay Dundee, Anthony P. Watt, Correlates of Dispositional and State 
Flow in Tennis Competition, Journal of Applied Sport Psychology, 25: 354–369, 2013. 
O. LS Enhanced Temporal but Not Attentional Processing in Expert Tennis Players. PLoS ONE 3(6): e2380.  
M. Lames, Modeling The Interaction In Game Sports – Relative Phase and Moving Correlations, The 8th 
Australasian Conference on Mathematics and Computers in Sport, 3-5 July 2006, Queensland, Australia. 
J. Landlinger, T. Stöggl, S. Lindinger, H. Wagner, E. Müller, Differences in ball speed and accuracy of tennis 
groundstrokes between elite and high-performance players, European Journal of Sport Science, July 2012; 
12(4): 301_308.  
E. Lindquist, Correlation Between an Embedded Figures Test and Tennis Rank Order as Three Levels of Skill, 
Perceptual and Motor Skills, 1978, 47, 1143-1 146. 
R. Menayo, F. Moreno, R. Sabido and J. Fuentes, J. Garcia, Simultaneous Treatment Effects in Learning Four 
Tennis Shots in Contextual Interference Conditions, Perceptual and Motor Skills, 2010, 110, 2, 661-673. 
T.  Mead & J. Drowarzky, Interdependence of Vision and Audition among Inexperienced and Experienced 
Tennis Players, Perceptual and Motor Skills, 1997.85, 163-166. 
T. Mead, J. Drowatzky, L. Hardin-Crosby, Positive and Negative Stimuli in Relation to Tennis Players Reaction 
Time, Perceptual and Motor Skills, 2000, 90,236-240. 
P. Newton, K. Aslam , Monte Carlo Tennis, Society for Industrial and Applied Mathematics, Vol. 48,No. 4,pp. 
722–742, 2006. 
P. O’Donoghue & B. Ingram, A notational analysis of elite tennis strategy, Journal of Sports Sciences, 2001, 19, 
107–115. 
S. Pugh, J. Kovaleski, T. Heitman, W. Gilley, Upper and Lower Body Strength in Trlation to Vall Speed During 
a Serve by Male Collegiate Tennis Players, Perceptual and Motor Skills, 2003, 97,867-872. 
Y. Palut & P.Zanone, A dynamical analysis of tennis: Concepts and data, Journal of Sports Sciences, October 
2005; 23(10): 1021 – 1032. 
D. Rhea, S. Mathes and K. Hardin, Video Recall for analysis of performance by collegiate female tennis 
players, Perceptual and Motor Skills, 1997,85, 1354. 
R. Rotella and L. Bunker, Field Dependence and Reaction Time in Senior Tennis Players, Perceptual and Motor 
Skills, 1978, 46, 585-586 . 
T. Rees , L. Hardy & D. Ingledew, Performance assessment in sport: Formulation, justification, and 
confirmatory factor analysis of a measurement instrument for tennis performance, Journal of Applied Sport 
Psychology, 12:2, 203-218, 2000 http://dx.doi.org/10.1080/10413200008404223. 
M. Sögüt, S. Kirazci, F. Korkusu, The Effects of Rhythm Training on Tennis Performance, Journal of Human 
Kinetics volume 33/2012, 123-132, Section III – Sports Training, doi: 10.2478/v10078-012-0051-3. 
16 
A. Stepien, T. Bober, J. Zawadzki, The Kinematics of Trunk and Upper Extremities in One-Handed and Two-
Handed Backhand Stroke, Journal of Human Kinetics volume 30/2011, 37- 47 DOI: 10.2478/v10078-011-
0071-4. 
D. Shvorin, Improving the Polymer Injection Manufacturing Process by using Quality Engineering 
Methodology, Quality Leading to Success conf., Haifa, Israel, 2011, 31-10.4-3 
G. Sahota and C. Sahota, A Theory of Human Investment in Physical Skills and Its Application to Achievement 
in Tennis, Southern Economic Journal, Vol. 50, No. 3 (Jan., 1984), pp. 642-664. 
G. Spassova and A. Lee, Looking into the Future: A Match between Self-View and Temporal Distance, Journal 
of Consumer Research, Vol. 40, No. 1 (June 2013), pp. 159-171. 
C. Triolet, N. Benguigui, C. Runigo, A. Williams, Quantifying the nature of anticipation in professional tennis, 
Journal of Sports Sciences, 2013, Vol. 31, No. 8, 820–830, 
http://dx.doi.org/10.1080/02640414.2012.759658. 
A.  Williams, P. Ward, J.  Knowles, and N. Smeeton, Anticipation Skill in a Real-World Task: Measurement, 
Training, and Transfer in Tennis, Journal of Experimental Psychology: Applied Copyright 2002 by the 
American Psychological Association, Inc. 2002, Vol. 8, No. 4, 259–270. 
R. Wong and M. Zigarovich, Tennis with Markov, the College Mathematics Journal, Vol. 38, No. 1 (Jan., 
2007), pp. 53-55. 
R. Weinberg, D. Gould, A. Jackson and P. Barnes, Influence of Cognitive Strategies on Tennis Serves of 
Players of High and Low Ability, Perceptual and Motor Skills, 1980, 50, 663-666. 
S. Whitaker-Bleuler, Information Transmission of Initial Vs. Later between point Nonverbal Behaviors in 
Tennis, Perceptual and Motor Skills, 1982, 54, 1135-1138. 
J. Yoo, Motivational Climate and Perceived Competence in Anxiety and Tennis Performance, Perceptual and 
Motor Skills, 2003, 96,403-413. 
K. Yamamoto, Analysis of Teaching: Another Look, The School Review, Vol. 75, No. 2 (Summer, 1967), pp. 
205-215. 
 
 
