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Ion-sensitive field effective transistor
(ISFET)
Photodiode
Single Photon Avalanche Diode (SPAD)a b s t r a c t
An important consideration when scaling semiconductor sensor devices is the effect it may have on noise
performance. Overall signal to noise ratio can be improved both by increasing sensor size, or alternatively
by averaging the signal from two or more smaller sensors. In the design of sensor systems it is not imme-
diately clear which is the best strategy to pursue. In this paper, we present a detailed theoretical and
experimental study based on three different sensor arrays that show that an array of small independent
sensors is always less noisy than a large sensor of the same size.
 2019 The Authors. Published by Elsevier Ltd. This is an openaccess article under the CCBY license (http://
creativecommons.org/licenses/by/4.0/).1. Introduction
Complementary metal oxide semiconductor (CMOS) technology
has enabled mass production of large arrays for applications from
imaging [1] to genomics [2]. Typically, sensors shrink in size as
technology scales to smaller geometry [3,4]. As sensors become
smaller the signal-to-noise-ratio (SNR) diminishes because of phe-
nomena including reduced optical aperture for image sensors, or
reduced available reagent volume and surface area for biological
sensors. This is because in many cases, the noise is set by the
shot-noise limit that cannot improve as the sensor signal becomes
smaller [5–8].
In this article, we consider the question of whether for sensing
application the overall SNR is best improved by using fewer, larger
area sensors, or by averaging the signal from more independent
smaller sensors in an array configuration. Temporal averaging
uncorrelated signals has been already proved to increase the SNR
[9,10]. Temporal image averaging is a reliable and robust method
for quality and SNR enhancement [11], particularly suited for high
noise and low sensitivity applications [12,13].
On the contrary spatial average of uncorrelated non-image sig-
nal on sensor arrays is a relatively unexploited field. Work in[14,15] demonstrated a reduction of the mean square (MS) noise
as a function of the square root of the average number of sensors
using a 256  256 array of ion sensitive field effect transistors
(ISFET) and a 16  16 array of photodiodes, respectively. In order
to develop a consistent theory in support of sensor array design
we present a theoretical and experimental analysis of three differ-
ent arrays of sensors: a 256  256 ISFET array, a 32  32 array of
Single Photon Avalanche Diode (SPAD) and a 16  16 PD array. We
show that an array of small independent sensors performs better
than a single large sensor, regardless of the nature and the origin
of the noise in the sensor. Moreover, this approach may be used
to optimize lab-on-chip and micro-fluidic design when multiple
assays are to be performed on one array.
2. Theoretical analysis
In this section any quantity with the subscript ‘A’ refers to an
array of sensors whilst the subscript ‘B’ denotes a large single
sensor.
2.1. Array of sensors
An array of M independent sensors (or pixels) having a single
output obtained by spatial and temporal averaging is considered.
We assume that for each sensor in array, numbered i, the noise
ni(t) is additive and uncorrelated to the signal si(t), as shown in
2 C. Accarino et al. /Measurement 152 (2020) 107325Fig. 1(a). The noise is also assumed to be uncorrelated between dif-
ferent sensors. The noise originating from a CMOS chip, n(t), may
be divided into three different components based on their mecha-
nism of action and properties: thermal noise, flicker noise and shot
noise [16]. Since these noise components have different origin,
they will be independent, and the mean square (MS) voltage of
the noise, e2n, can therefore be written for a data sample in an arbi-






n2 tð Þ ¼def e2ther þ e2fli þ e2shot ð1Þ
The time dependent output function v(t) obtained for each sen-
sor is therefore v iðtÞ ¼ siðtÞ þ ni tð Þ thus, since the signal and noise
are uncorrelated v2i ðtÞ ¼ s2i ðtÞ þ n2i ðtÞ. The MS voltage noise, eA2,
for an array of independent sensors calculated on a data sample
































































If we consider a single sensor with an area equivalent to the
total area of the aforementioned array (AB = M*AA), and assume
additive noise as before, the following expression for an equivalent
single sensor as shown in Fig. 1(b) is obtained:




The MS voltage noise for the single sensor, analogous with (2), is
given by:





þ e2nB ð4Þ2.3. Free noise signal comparison
Comparing (2) with (4), we see that the pure signal from both
the single sensor and the array of sensors are the same whereas,
the noise component is not. Based on the three independent noiseFig. 1. (a) Block diagram of the averaging process on an array of sensors. (b) Single
sensor output.components defined in (1), it can be proved that the following rela-
tionships exist between a single sensor and the averaged array:
e2f liA ffi e2f liB ; e2therA ffi e2therB ; e2shotA ¼ e2shot B ð5Þ
Therefore, the following relationship may be derived:
e2nB ffi e2therA þ e2f liA þ e2shotA ¼ e2nA ð6Þ




















This result is perfectly in line with the Gaussian statistics
expected from the noise components and the work in [7]. To verify
the validity of our theoretical analysis, experimental measure-
ments were performed on sensor microarrays.3. Experimental results
3.1. Sensors and systems
We conducted experiments on 3 different arrays of sensors: a
256  256 ISFET array chip [14], a 16  16 photodiode (PD) array
chip [15], a 32  32 SPAD array chip [17] illustrated in Fig. 2(a)–(c)
respectively.
The 256  256 ISFET sensor array chip was fabricated using the
standard AMS 0.35 mm four metal process. With a pixel size of 10.
2 mm  10.2 mm, the entire array occupies an area of approximately
2.87 mm  2.87 mm. The device employed was also post-
processed with a layer of Ta2O5 which increased the sensitivity
of the sensors and reduced the time-drift. The 256  256 ISFET sen-
sor array chip has been described in related works [14].
The 16x16 PD array chip was fabricated with 0.35 mm CMOS
process provided by Austriamicrosystems. The photodiode pixel
measured 10 mm  24 mm and the size of the entire chip was 3.4
mm  3.6 mm. More details about this chip has been reported in
a different work [15].
The 32  32 SPAD array chip was fabricated in an AMS 0.35 mm
high voltage mixed signal triple-well CMOS process. The size of the
chip was 3.7 mm  3.7 mm and integrates SPAD pixels, a control-
lable charge pump, read-out circuitry and 32  (16-bit) digital
pulse counters. The SPAD array has been presented in a correlated
work [17].
Prior to performing measurements, the array chips were pack-
aged with an encapsulation sealant for protecting the bond pads
and wire bonds. The packaging recipe has been described in related
works [14]. In order to operate the array chips, a printed circuit
board (PCB) platform was designed to integrate the chips with an
ARM mbed STM32 Nucleo-F334R8 board (STMicroelectronics,
UK). The mbed performed addressing, data digitization and data
transfer via USB to a PC where a MATLAB software displayed,
acquired and saved data.
3.2. Experimental setup and sub-arrays organization
To mimic arrays with different number of pixels and analyze
the results, the signals from the experimental arrays were orga-
nized into sub-arrays. The signal from each pixel was assumed to
give rise to random ergodic noise. To eliminate temporal variation,
we collected our data from the full array for 1 min at the maximum
possible frame rate of the system, corresponding to 10, 14, and 3
fps for ISFET, PD, and SPAD respectively. The collected data were
averaged pixel by pixel for all frames. Complete datasets for whole
arrays were post-processed using MATLAB. Virtual sub-arrays were
Fig. 2. (a) The 256  256 ISFET chip, (b) the 16x16 PD chip, and (c) the 32  32 SPAD chip.
C. Accarino et al. /Measurement 152 (2020) 107325 3formed by randomly choosing pixels from the full array. On the
three arrays studied, the smallest had only 256 pixels. In order to
be consistent virtual sub-arrays of 2 up to 256 pixels were
therefore evaluated, even in those devices where larger arrays
were available. Virtual sub-arrays were composed by randomly
selecting pixels across the arrays of 256 pixels. Pixels for each
sub-array were selected in code, and the sub-arrays were com-
bined in a virtual array having a total of 256 pixels. The data anal-
ysis was performed 10 times with different random selections in
each case to minimize the impact of bias and error. Each virtual
array was statistically characterized in terms of standard deviation,
variance and mean values.
A simplified pseudo-code, showing how Matlab generated sub-
arrays and randomly assign pixels to each sub-arrays, is reported in
below. Commands are highlighted in bold; variable are shown in
italics and comments are reported in green colour after a percent-
age symbol. The first and last command of the pseudo-code are
written in capital letter to mark the beginning and the end of the
pseudo-code. Since the illustrated pseudo-code is written for one
array at a time, it is required to be run three times.
BEGIN
For i1:=1 to 10, step + 1 do
Sample_population = randomly selected 256 pixels from
array_population;
% select 256 pixels from the array population
For i2:=0 to 8, step + 1 do % for loop, from 0 to 8 with a pace
of 1
n_sub-arrays = 2^i2; % calculate the number of sub-arrays,
which is equal to 2^i2
n_pixels_sub-array = 256/(2^i2)
% calculate number of pixels per sub-array
For i3:=1 to n_sub-arrays, step + 1 do % for loop, from 1
to n_sub-arrays with a pace of 1
sub-array_i3 = 256/(2^i2) randomly selected pixels
from Sample_population;






The histograms in Fig. 3(a)–(c) show the variance versus the
number of pixels in a sub-array for the ISFET, PD, and SPAD arrays
respectively. We applied non-linear regression to the bar plotsand the fitting curve was found to be 1/M, with M being the num-
ber of averaged pixels on any array. The data for two or more
sensors can be fitted using the regression model to determine
the noise in a single sensor if it was scaled in size by a factor
M. The bar graphs show how a reduction of one order of magni-
tude of the variance value is easily achievable by dividing the one
large sensor into 8 smaller sensors, occupying the same area
overall. Scaling down to 128 sensors reduces the variance by
another order of magnitude.
Based on this observation and on the experimental results
reported in Table 1, it can be concluded that an array of sensors
performs better than a single sensor. Moreover, as experimental
results are consistent for each of the three arrays, regardless their
sensing and noise mechanisms, we can assume the averaging pro-
cess is sensor independent and therefore valid.3.4. Discussion
Our findings demonstrate that there is merit of using a sensor
array rather than a standalone sensor with the same area indepen-
dently by the type of the sensor. When designing a sensing system,
our findings mean that the designer has to be aware that - for a
given application - it is possible to achieve a defined standard devi-
ation by tuning the number of sensors embedded into the sensor
array employed for the measurement. Therefore, any given sensor
array as an intrinsic accuracy limit. Our findings show similar
results to works where the overall SNR of an image was improved
by temporal averaging [11–13] and spatial and temporal average
on multiple separate acoustic sensor was implemented [10].
Additionally, our findings are relevant to spatial and temporal
average on a single array of sensors; our results are particularly
relevant when a sensor array is physically divided in several sens-
ing areas to perform simultaneous sensing. The physical separa-
tion of the sensing area is usually achieved by the development
of a microfluidic network – especially in lab-on-chip or point-of
care applications. Our studies imply that the number of microflu-
idic channels into a network is limited not only by the fabrication
technique but also by the required accuracy of the target mea-
surement. In fact, given a fixed sensing area with a fixed number
of sensors, increasing the number of channels imply a reduction of
the size of the microfluidic channels and a reduction of the
sensors dedicated to a single channel. Thus, each measurement
taken from the microfluidic channel would have an increased
dispersion. In summary, when comes to designing a microfluidic
network on the top of a sensor array, the designer has to consider
that the size of the microfluidic channel and the channel density
within the network are linked to the dispersion of the target
measurement.
Table 1










1 0.1496 0.000006 705,957
2 0.076268769 2.91526E06 329,476
4 0.037610381 1.49233E06 190,969
8 0.018285733 6.60015E07 91,809
16 0.008763422 3.22667E07 44,944
32 0.004597231 1.75743E07 22,500
64 0.002312726 8.73203E08 11,449
128 0.001150784 4.35315E08 5776
256 0.000573284 2.18E8 2809
Fig. 3. Variances versus number of averaged pixels plot for (a) ISFET array, (b) PD array, and (c) SPAD array. Fitting curve is plotted in red. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)
4 C. Accarino et al. /Measurement 152 (2020) 1073254. Conclusion
In this paper we have compared the noise performance of a sen-
sor system made using a single large sensor, versus the noise
achievedwhen averaging the signal from an array of small indepen-
dent sensors.Whilst the SNR of a smaller physical sensor is typically
less than that of a single larger sensor, the properties of uncorrelated
Gaussian noise are such that the overall performance of an array of
small sensors is significantly better when the signal is averaged.
This elegant result suggests that there is merit in using sensor
arrays, such as those that can be implemented in CMOS, even if
the application only calls for a single measurement. Given the rel-
atively low cost of CMOS and the wide availability of CMOS sen-
sors, it is therefore beneficial to use arrays in any application
where low noise or multiple parallel sensing are a priority.
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