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動的問題における
異なる離散モデルの連成解析
COMPUTATIONAL COUPLING METHODS OF DYNAMIC
PROBLEMS WITH DIFFERENT DISCRETE IDEALIZATION
川原　知也
Tomoya KAWAHARA
主査 武田　洋 副査 田中　豊
法政大学大学院デザイン工学研究科システムデザイン専攻修士課程
In this paper, we organized uniformly an algorithm has been proposed so far in coupled
analysis dynamic, we propose an algorithm coupled localized can be easily embedded in the
nite element program of traditional, verication basic that the purpose of its application to
engineering problems by doing.
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1. 緒論
動的解析の対象物が複雑になると解析結果の精度を
保つため解析モデルの規模は大きくなる。そのため、従
来から広く用いられている多点拘束の他に適切な誤差
汎関数を用いて連成関係の誤差を最小にするための関
係を導入した方法等が提案されている。本論文では動
的連成解析においてこれまでに提案されている連成ア
ルゴリズムの統一的整理を行うとともに，従来の有限
要素プログラムに簡単に組み込むことが出来る局所化
連成アルゴリズムを提案し，基本検証を行うことによっ
て工学問題への応用を目的としている．
2. 異なる離散モデルに対する連成の理論と
アルゴリズム
(1) 離散モデルに対する支配方程式
図 1 表面連成モデル
ここでは 2つの異なる領域 
(A) と 
(B) から構成さ
れる動的な問題に対して次の離散支配方程式が与えら
れているものとする．
[M(A)]fu(A)g + [C(A)]f _u(A)g + [K(A)]fu(A)g = fp(A)g; in 
(A)
(1a)
[M
(B)
]fu(B)g + [C(B)]f _u(B)g + [K(B)]fu(B)g = fp(B)g; in 
(B)
(1b)
ここでM，C及びKはそれぞれ質量，減衰，剛性行
列であり，pは時間依存の荷重ベクトルである．またu，
_u，及び uは変位，速度，加速度ベクトルである。上式
は次のようにまとめることが出来る．
[Z
(I)
]fv(I)g = fp(I)g; I = A;B (2)
ここで，
[Z
(I)
] = [K
(I)
C
(I)
M
(I)
]; fv(I)g =
8<:
u(I)
_u(I)
u(I)
9=; (3)
ここで，それぞれの領域は次のように表されるもの
とする．


(A)
= 

(A)
A [ 
(A)C ; 
(B) = 
(B)B [ 
(B)C (4)
ここで添え字Cはそれぞれの場における連成する領
域を表す．
続いて式 (1)を用いて次のように表すことが出来る．

Z(A) O
O Z(B)

v(A)
v(B)

=

p(A)
p(B)

(5)
上式は次のように表すことにする．
h
Z
(AB)
in
v
(AB)
o
=
n
p
(AB)
o
(6)
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ここで
n
v
(AB)
o
=

v(A)
v(B)

=
8>><>>:
v
(A)
A
v
(A)
C
v
(B)
B
v
(B)
C
9>>=>>; (7)
(2) 初等的連成法（多点拘束法）
ここでは多点拘束 (multi-point constraint)に代表
される異なる離散モデルの連成問題に対する理論と計
算アルゴリズムについてまとめる．
この理論において領域
(B)における連成変数は，領域

(A)における連成変数と従属関係にあるものとし，次
式によって連成領域における変数間の従属関係が表さ
れるものとする．
n
v
(B)
C
o
=
h
L
(BA)
CC
in
v
(A)
C
o
(8)
連成問題に対する最終的に求める独立未知変数を次
のように表す．
fv^MPg =
8><>:
v
(A)
A
v
(A)
C
v
(B)
B
9>=>; (9)
ここで，添え字MPは多点拘束 (Multi-Point Con-
straint)を表す．式 (8)と式 (9)を考慮すると次式が得
られる．
n
v
(A)
o
=
(
v
(A)
A
v
(A)
C
)
=

I O O
O I O
8><>:
v
(A)
A
v
(A)
C
v
(B)
B
9>=>;
=
h
I
(A)
i
fvMPg (10a)n
v
(B)
o
=
(
v
(B)
B
v
(B)
C
)
=

O O I
O L
(BA)
CC O
8><>:
v
(A)
A
v
(A)
C
v
(B)
B
9>=>;
=
h
L
(B)
i
fvMPg (10b)
ここで Iは単位行列であり，式 (10)より次のように
表される．
n
v
(AB)
o
=

v(A)
v(B)

=

I(A)
L(B)

fv^MPg =
h
L
(AB)
MP
i
fv^MPg (11)
ここで独立自由度と全自由度との関係を表す連成自
由度関連マトリックスL(AB)MP は次の通りである．
h
L
(AB)
MP
i
=

I(A)
L(B)

=
2664
I O O
O I O
O O I
O L
(BA)
CC O
3775 (12)
式 (6)と式 (11)より多点拘束法を用いた場合の支配
方程式は次のように表すことができる．
h
Z^MP
i
fv^MPg = fp^MPg (13)
ここで全体の剛性，減衰及び質量マトリックスと全
体荷重ベクトルは次のようになる．
h
Z^MP
i
=
h
L
(AB)
MP
iT h
Z
(AB)
i h
L
(AB)
MP
i
;
fp^MPg =
h
L
(AB)
MP
iT n
p
(AB)
o
(14)
(3) 最小自乗法を用いた連成アルゴリズム
ここでは最小自乗法 (least square method) を用い
た場合の連成問題に対する理論と計算アルゴリズムに
ついてまとめる．この理論では連成領域 
(C) におけ
る誤差の定義が必要である．
連 成 領 域 の 任 意 点 Xc に お け る 主 変 数 を
u
(I)
C ; (I = A;B) とすると，協会領域における離散主
変数と補間関数 [N(I)C ] を用いて次のように表される．
n
v
(I)
C
o
(XC) =
h
N
(I)
C (XC)
in
v^
(I)
C
o
; I = A;B (15)
ここで領域 (A)の協会領域について補間関数を表す
と次のとおりである．
h
N
(A)
C
i
=
h
N
(A)
C1 N
(A)
C2    N(A)Ci    N(A)Cm
i
(16)
ここで節点が複数の自由度を持つ場合次のように表
される．
N
(A)
Ci = N
(A)
Ci I (17)
ここで I は元数を節点自由度とする単位マトリック
スであり，連成が境界面で線形補間を用いる場合 N(A)Ci
は図 2 に示すとおりである．
図 2 境界領域に対する補間関数
境界領域における主変数は全体離散主変数を用いる
と次のように表すことができる．
n
v
(C)
A
o
=
h
O N
(A)
C O O
i8>><>>:
v
(A)
A
v
(A)
C
v
(B)
B
v
(B)
C
9>>=>>; = [QA]
n
v
(AB)
o
;
(18a)
n
v
(C)
B
o
=
h
O O O N
(B)
C
i8>><>>:
v
(A)
A
v
(A)
C
v
(B)
B
v
(B)
C
9>>=>>; = [QB]
n
v
(AB)
o
:
(18b)
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境界領域における主変数の誤差は次式によって表す
ことができる．
n
e
(C)
o
=
n
v
(C)
A
o
 
n
v
(C)
B
o
= ([QA]  [QB])
n
v
(AB)
o
= fR(AB)g
n
v
(AB)
o
(19)
最小自乗法において，誤差汎関数を次式によって定
義する．
ELS

v
(AB)

=
n
e
(C)
oT h
W
(C)
in
e
(C)
o
=
n
v
(AB)
oT h
R
(C)
iT h
W
(C)
i h
R
(C)
in
v
(AB)
o
(20a)
ここでW(C)は重みテンソルである．
ここで汎関数 F(a;b)に対する導関数は次のように定
義する．
DF(a;b) [~a] = DF [~a] = d
d
F(a+ ~a;b)j=0; (21a)
DF(a;b)
h
~b
i
= DF
h
~b
i
=
d
d
F(a;b+ ~b)j=0: (21b)
ここでW(C) を正定値とすると，ELS は fv^(AB)gの
凸関数であるので，誤差を最小値にするための条件は
次式によって与えられる．
DELS

v^
(AB)
 h
~v
(AB)
i
= 0
!
h
R
(C)
iT h
W
(C)
i h
R
(C)
in
v
(AB)
o
= fog : (22)
上式は式 (21)を考慮すると次のように表される．
26666664
O O O O
O

Q
(C)
A
T
W
(C)
A
Q
(C)
A
O  

Q
(C)
A
T
W
(C)
A
Q
(C)
B
O O O O
O  

Q
(C)
B
T
W
(C)
A
Q
(C)
A
O

Q
(C)
B
T
W
(C)
B
Q
(C)
A
37777775
8>>><>>>:
v
(A)
A
v
(A)
C
v
(B)
B
v
(B)
C
9>>>=>>>;
=
8><>:
o
o
o
o
9>=>; :(23)
上式は次のように表すことができる．
"
Q
(C)
AA Q
(C)
AB
Q
(C)
BA Q
(C)
BB
#(
v
(A)
C
v
(B)
C
)
=

o
o

(24)
ここで，
Q
(C)
AA =

Q
(C)
A
T
W
(C)
A Q
(C)
A (25a)
Q
(C)
AB =  

Q
(C)
A
T
W
(C)
A Q
(C)
B (25b)
Q
(C)
BB =

Q
(C)
B
T
W
(C)
B Q
(C)
A (25c)
Q
(C)
BA =  

Q
(C)
B
T
W
(C)
A Q
(C)
A (25d)
式 (24)よりより次式が得られる．
(
v
(A)
C
v
(B)
C
)
=
"
I
 

Q
(C)
BB
 1
Q
(C)
BA
#n
v
(A)
C
o
(26)
従って次式が得られる．
8>><>>:
v
(A)
A
v
(A)
C
v
(B)
B
v
(B)
C
9>>=>>; =
26664
I O O
O I O
O O I
O

Q
(C)
BB
 1
Q
(C)
BA O
37775
8><>:
v
(A)
A
v
(A)
C
v
(B)
B
9>=>; (27)
上式をまとめて次のように表す．n
v
(AB)
o
=
h
L
(AB)
LS
i
fv^LSg (28)
ここで，
fv^LSg = fv^MPg ;
h
L
(AB)
LS
i
=
26664
I O O
O I O
O O I
O  

Q
(C)
BB
 1
Q
(C)
BA O
37775
(29)
以下の展開は前節MPと同様であり，最終的な支配
方程式は次のように表すことが出来る．
h
Z^LS
i
fv^LSg = fp^LSg (30)
ここで，h
Z^LS
i
=
h
L
(AB)
LS
iT h
Z
(AB)
i h
L
(AB)
LS
i
;
fp^LSg =
h
L
(AB)
LS
iT n
p
(AB)
o
(31)
特色
基本的な考察においては多点拘束法 (MPC) と同様に、
支配方程式が正定値となる．
(4) ラグランジュ乗数法を用いた連成アルゴリズム
ラグランジュ乗数法 (lagrange multiplier coupling
algorithm) を連成アルゴリズムに適用させるための理
論と計算アルゴリズムについてまとめる．
ここでは誤差汎関数を次式によって定義する．
ELM

v
(AB)
; 
(C)

=
n

(C)
oT h
W
(C)

in
e
(C)
o
=
n

(C)
oT h
W
(C)

i h
R
(C)
in
v
(AB)
o
=
n

(C)
oT
[C]
n
v
(AB)
o
(32)
となる．ここで (C) は連成領域 
(C) におけるラグ
ランジュ乗数である．そして，
[C] =
h
W
(C)

i h
R
(C)
i
=
h
O W
(C)
 Q
(C)
A O  W(C) Q
(C)
B
i
(33)
誤差汎関数を最小化するための条件は次式によって
与えられる．
DELM
h
~v
(AB)
i
= 0; [C]
T
n

(C)
o
= fog ; (34a)
DELM
h
~
(C)
i
= 0; [C]
T
n
v
(AB)
o
= fog : (34b)
従って最終的な支配方程式は次のとおりである．
Z(AB) (C)
T
C O

v(AB)
(C)

=

p(AB)
o

(35)
式 (33) より (C) は連成領域における未知変数
v
(A)
C ;v
(B)
C に対してのみ作用する．したがって，本ア
ルゴリズムにおける支配方程式は次の通りである．
h
Z^LM
i
fv^LMg = fp^LMg (36)
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ここで各項はそれぞれ次のとおりである．
h
Z^LM
i
=

Z(AB) (C)
T
C O

;
fv^LMg =

v(AB)
(C)

;
fp^LMg =

p(AB)
o

(37)
特色
ここで [ZLM] は正定値ではなく，前もって未知数  を
消去できないという特色を持っていることがわかる．
(5) ペナルティー変数を用いた連成アルゴリズム
ここでは，ペナルティー法 (Penalty Parameter Cou-
pling Algorithm) を連成問題に適用させるための理論
と計算アルゴリズムについてまとめる．
ペナルティー変数を用いた連成アルゴリズム PPは
前節の LMアルゴリズムで定義した式 (32) :誤差ノル
ムの汎関数を基に誤差ノルムを定義する．ここで，ラ
グランジュ乗数に相当するパラメータをを次のように
定義する．
n

(C)
o
=
1
2
h
W
(C)

in
e
(C)
o
=
1
2
h
W
(C)

i h
R
(C)
in
v
(AB)
o
=
1
2
[C]
n
v
(AB)
o
(38)
ここで はペナルティーパラメータであり微小な値
である．上式を用いて本アルゴリズムにおける誤差汎
関数は次のように表される．
EPP =
1
2
n
v
(AB)
oT
[C]
T
[C]
n
v
(AB)
o
(39)
誤差汎関数を最小化するための条件は次のように与
えられる．
DEPP
h
v
(AB)
i
= 0 ! 1

[C]
T
[C]
n
v
(AB)
o
= fog : (40)
したがって，本アルゴリズムにおける最終的な支配
方程式は次の通りである．h
Z
(AB)
i
+
1

[C]
T
[C]
n
v
(AB)
o
=
n
p
(AB)
o
(41)
ここで上式をまとめて次のように表す．
h
Z^PP
i
fv^PPg = fp^PPg (42)
ここで各項はそれぞれ次のとおりである．
h
Z^PP
i
=
h
Z
(AB)
i
+
1

[C]
T
[C]

;
fv^PPg =
n
v
(AB)
o
;
fp^PPg =
n
p
(AB)
o
(43)
特色
このアルゴリズムの特色として解がパラメータ  に依
存してしまうという点が上げられる．また最終的な支
配方程式は正定値となる．
(6) 拡張ラグランジュ乗数法を用いた連成アルゴリ
ズム
拡張ラグランジュ乗数法 (Augmented Lagrangian
coupling algorithm) を連成アルゴリズムに適用させる
ための理論と計算アルゴリズムについてまとめる．
ここでは，拡張ラグランジュ乗数法は LM-アルゴリ
ズムと PP-アルゴリズムを組み合わせたものである．
したがって，本アルゴリズムにおける誤差汎関数を次
のように定義する．
EAL

v
(AB)
; 
(C)

=
n

(C)
oT
[C]
n
v
(AB)
o
+
1
2
n
v
(AB)
oT
[C]
T
[C]
n
v
(AB)
o
(44)
ここで，添え字 ALは拡張ラグランジュ乗数 (Aug-
mented Lagrangian)を表す．
誤差汎関数を最小化するための条件は次のように与え
られる．
DEAL
h
~v
(C)
i
= 0 ! 1

[C]
T
[C]
n
v
(AB)
o
(C)
	
= fog
(45a)
DEAL
h
~
(C)
i
= 0 ! [C]
n
v
(AB)
o
= fog :
(45b)
従って，本アルゴリズムにおける最終的な支配方程
式は次の通りである．
"
Z(AB) + 1C
T
C

(C)
T
C O
#
v(AB)
(C)

=

p(AB)
o

(46)
ここで上式をまとめて次のように表す．
h
Z^AL
i
fv^ALg = fp^ALg (47)
ここで
h
Z^AL
i
=
"
Z(AB) + 1C
T
C

(C)
T
C o
#
;
fv^ALg = fv^LMg ;
fp^ALg = fp^LMg (48)
特色
このアルゴリズムの特色として計算過程においてパラ
メータ  が打ち消し合う為，解がパラメータ  に依存
しないという点が上げられる．また最終的な支配方程
式において行列が正定値でなく，前もって  を消去す
ることが出来ないという特色が上げられる．
(7) 摂動型ラグランジュ乗数法を用いた連成アルゴリ
ズム
ここでは，摂動型ラグランジュ乗数法 (perturbed
Lagrangian coupling algorithm) を連成アルゴリズム
に適用させるための理論と計算アルゴリズムについて
まとめる．
摂動型ラグランジュ乗数法は AL-アルゴリズムを修
正した方法であり，誤差汎関数は次式で定義される．
EPL

v
(AB)
; 
(C)

=
n

(C)
oT
[C]
n
v
(AB)
o
  1
2
n

(C)
oT h
E
(C)
in

(C)
o
(49)
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ここで，添え字 PLは摂動型ラグランジュ乗数 (Per-
turbed Lagrangian)を表す．
誤差最小化するための条件は次のように与えられる．
DEPL
n
~v
(AB)
o
= 0 ! [C]T
n

(C)
o
= fog ; (50a)
DEPL
n
~
(C)
o
= 0 ! [C]
n
~v
(AB)
o
 
h
E
(C)
in

(C)
o
= fog :
(50b)
上式より，本アルゴリズムの支配方程式は次のよう
に表すことができる．

Z(AB) (C)
T
C  E(C)

v(AB)
(C)

=

p(AB)
o

(51)
ここで，上式から (C)を取り除くと，最終的な支配
方程式が得られる．
h
Z
(AB)
i
+ [C]
T
h
E
(C)
i 1
[C]
n
v
(AB)
o
=
n
p
(AB)
o
(52)
上式をまとめて次のように表す．
h
Z^PL
i
fv^PLg = fp^PLg (53)
ここで
h
Z^PL
i
=
h
Z
(AB)
i
+
h
Z
(C)
PL
i
;
fv^PLg =
n
v
(AB)
o
; fp^PLg =
n
p
(AB)
o
(54)
また
h
Z
(C)
PL
i
= [C]
T
h
E
(C)
i 1
[C] (55)
特色
このアルゴリズムの特色として計算過程においてパラ
メータ  が打ち消し合う為，解がパラメータ  に依存
しないという点が上げられる．また最終的な支配方程
式において行列が正定値でなく，前もって  を消去す
ることが出来ないという特色が上げられる．
3. 局所化連成アルゴリズム
(1) 定式化
図 3 表面連成モデル
PL-アルゴリズムを基本とする局所化連成法 (Local-
ized Coupling Algorithm: LL)は，連成領域における
ラグランジュ乗数が局所化でき，次のように表される
ものとする．

(C)
=
N[
=1

(C)
 ; or
n

(C)
o
=
8>>>>>><>>>>>>:

(C)
1

(C)
2
.
.
.
(C)
.
.
.

(C)
N
9>>>>>>=>>>>>>;
(56)
ここで N は連成領域における部分領域の総数であ
り，(C) は部分領域 における未知のラグランジュ乗
数である．式 (49):PL-アルゴリズムで定義した誤差汎
関数を基に，本アルゴリズムにおける誤差汎関数を次
のように定義する．
ELL

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式 (56)を考慮すると次のように表すことが出来る．
DELL
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ここで
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上式を (C) について解くと次式が得られる．n
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o
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部分領域 における誤差は次のように表すことがで
きる． n
e
(C)

o
=
n
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ここで v(C)A と v
(C)
B は，ゾーン  における領域

A;
Bの未知変数である．これらは全体未知変数と要
素未知変数との関連づけによって全体未知変数 v(AB)
の関数としてあらわされる．n
v
(A)
C
o
=
h
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式 (64)を式 (63)に代入することで次式が得られる．
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したがって，次式が成立する．
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式 (60)，(63)を式 (64)に代入することによって，次
式が得られる．
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以上の結果より，次の支配方程式が得られる．
h
Z^LL
i
fv^LLg = fp^LLg (66)
ここで
h
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fp^LLg = fp^PLg (67)
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ただし
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(2) 係数マトリックスに関する考察
式 (61)より
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上式を式 (68)に代入することにより，次のように表
すことができる．
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ここで
h
Z
(C)
IJ
i
=
NX
=1
h
A(I)C
iT h
z
(IJ)

i h
A(J)C
i
(72)
ただし
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従って次式を得ることが出来る．
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4. 検証
異なる離散モデルの動的連成解析におけ
る 質量マトリックスの取り扱いに関する
検証 (分布質量及び集中質量)
(1) 問題
片持ち梁の非連成モデル及び連成モデル (MPC) で
それぞれ分布質量、集中質量において固有振動数と
モードを求める．
解析対象モデル
解析対象モデルを図 4 に示す．
図 4 解析対象モデル
要素形状
長さ L = 2021:0mm，高さ H = 50:8mm，幅 L =
50:8mm，として計算を行った。
材料定数
ヤング係数を E = 206:9GPa，ポアソン比  = 0:0，
密度  = 7:87 10 3g=mm3，として計算を行った。
使用要素と有限要素モデル
4 節点四辺形平面応力要素を使用した従来モデル、及
び連成 (MPC) モデルにおいてそれぞれ分割数を細か
くしていく．
図 5 従来モデル
図 6 連成モデル
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境界条件
点 X = 0 において全自由度を拘束する．
梁の理論に基づく理論解
長さ lの片持ち梁の i次の振動数 fi は，梁理論に基づ
き次式で表すことが出来る．
fi =
s
EI
A
(kil)
2
2l2
; I =
bh3
12
; A = bh (75)
ここで kil は表１の通りである．
表 1 kilの値
i 1 2 3 4 5 6
kil 1:875 4:694 7:855 10:996 14:137 17:279
上式により得られる理論解は表 2 のとおりである．
表 2 理論解
mode 1 mode 2 mode 3
10:250 64:220 179:800
(2) 解析結果
解析を行なった結果をそれぞれ以下にまとめる．表
3 から表 6 はそれぞれのモデルに対するモード 1 から
モード 3 の振動数の比較である．分割数 (Partition)
は左側が X 軸方向への分割数，右側が Y 軸方向への
分割数となっている．
表 3 非連成 - 分布質量
Partition mode 1 mode 2 mode 3
102 30.5917 189.1100 522.1380
104 30.7114 194.2630 556.1580
106 30.5932 189.1720 522.5280
108 30.5932 189.1750 522.5490
802 10.8660 67.9613 189.7150
1604 10.4031 65.0449 181.4600
3208 10.2841 64.2907 179.3060
表 4 非連成 - 集中質量
Partition mode 1 mode 2 mode 3
102 30.5917 189.1100 522.1380
104 30.5929 189.1620 522.4690
106 30.5932 189.1720 522.5280
108 30.5932 189.1750 522.5490
802 10.8660 67.9597 189.7030
1604 10.4597 65.3870 182.3620
3208 10.3357 64.5284 179.6523
表 5 連成 (MPC) - 分布質量
Partition mode 1 mode 2 mode 3
5(2+1) 30.7116 194.2690 556.1990
5(4+2) 30.7115 194.2640 556.1690
5(6+3) 30.7114 194.2630 556.1550
5(8+4) 30.7114 194.2620 556.1500
40(2+1) 10.8660 67.9597 189.7030
80(4+2) 10.4032 65.0448 181.4710
160(8+4) 10.2841 64.2915 179.3150
表 6 連成 (MPC) - 集中質量
Partition mode 1 mode 2 mode 3
5(2+1) 30.0738 176.5680 521.7820
5(4+2) 30.5954 189.1480 522.3250
5(6+3) 30.6008 189.1810 522.4900
5(8+4) 30.5972 189.1470 522.5360
40(2+1) 10.8516 67.8459 188.6580
80(4+2) 10.4256 65.2480 181.9770
1600(8+4) 10.3358 64.4319 179.5630
続いてモード 1 からモード 3 までの振動数の比較を
グラフにまとめたものを図７ から図９ までに示す．
図 7 モード１
図 8 モード２
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図 9 モード 3
解析結果
Ｙ軸方向への分割数増加では細かくしても効果が表れ
ず，X 軸方向への分割数増加では比較的粗いメッシュ
でも良い結果を得ることが読み取れる．従って多点拘
束により自由度の総数の使用を抑えることとともに、
分割数を増やせば集中質量においても精度が良くなる
事が検証された．
5. 考察
それぞれのアルゴリズムにおける支配方程式につい
て考察すると，最も初等的な手法である MPC におい
ては支配方程式が正定値の形となる。
同様に，最小二乗法を用いたアルゴリズムにおいて
も多点拘束と最終的な考察は同等である．
ラグランジュ乗数法を用いたアルゴリズムでは自由
度における対角要素に関連付けられているマトリック
スには項がないので，これにより直接解において，方
程式はラグランジュ乗数方程式より前に連立方程式を
消去するように順序づけられなくてはならない為，解
法を複雑にする．
ペナルティー法を用いたアルゴリズムでは，支配方
程式は正定値の形となるが，解は用いられた  の値に
反応しやすい欠点があげられる．
数値的に優れているアプローチとしての拡張ラグ
ランジュ法を用いたアルゴリズムでは，誤差汎関数の
定義において，より良い条件の数値問題を導くペナル
ティパラメータμの値を用いるが，支配方程式は正定
値とならず，前もって未知数  を消去することが出来
ない．
拡張型ラグランジュ法の対角要素に関連付けられて
いる欠陥は，摂動型ラグランジュ法において正則化項
を加えることによって正定値となり，パラメータ  に
依存することもなく，連立方程式を解くという特色が
あるがプログラム化するには不向きである．
局所化連成法は摂動型ラグランジュ法を基本に，局
所ごとの誤差の総和を求める方法であり，従来の有限
要素プログラムにインプリメントが容易に行うことが
可能である．以上の特色を踏まえ、正定値性、パラメー
タ  に対する依存性、未知数  を前もって消去できる
かどうかについて以下の表にまとめる．
表 7 特色比較
Algorithmn Positive Denite  dependence No increase in  Implementation
MPC,LS    
LM    
PP    
AL    
PL    
LL    
上記に示したような利点から局所化連成法を用いる
ことによって将来有望な数値解析を行うことが出来る
のではないか．
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