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In this paper we describe our participa-
tion to the SardiStance shared task held
at EVALITA 2020. We developed a set
of classifiers that combined text features,
such as the best performing systems based
on large pre-trained language models, to-
gether with user profile features, such
as psychological traits and social media
user interactions. The classification algo-
rithms chosen for our models were vari-
ous monolingual and multilingual Trans-
former models for text only classification,
and XGBoost for the non-textual features.
The combination of the textual and contex-
tual models was performed by a weighted
voting ensemble learning system. Our ap-
proach obtained the best score for Task B,
on Contextual Stance Detection.
1 Introduction
One of the most important research topics in the
field of Natural Language Processing (NLP) is au-
tomatic information extraction from textual data.
The recent rise of social media has completely
changed the way in which people communicate
their ideas and has thus led to the emergence of
new research problems regarding the automatic
analysis of online contents, such as sentiment
analysis, emotion recognition, or fake news de-
tection. Stance detection (usually considered as
a subproblem of sentiment analysis) is part of
the aforementioned family of research problems
Copyright © 2020 for this paper by its authors. Use per-
mitted under Creative Commons License Attribution 4.0 In-
ternational (CC BY 4.0).
(Küçük and Can, 2020). While there are vari-
ous formulation of the stance detection task, for
SardiStance 2020 the aim is to detect the stance
(AGAINST, FAVOR or NEUTRAL) conveyed by
a given tweet with respect to a specific, previously
given topic (Mohammad et al., 2016), namely,
about the Sardines movement in Italy.
Thus, we address the problem of auto-
matic stance detection in tweets written in Ital-
ian language for the SardiStance 2020 shared
task (Cignarella et al., 2020), organized within
EVALITA 2020 (Basile et al., 2020). In this paper
we include the participation of three teams within
the framework of the DeepReading project 1: (1)
Ixa Group, (2) UNED group, and (3) DeepRead-
ing Group. While Ixa focused on developing text
classifiers based on textual information only (Task
A), UNED was more interested in exploring how
to use contextual information available (Task B).
Likewise, DeepReading is the product of combin-
ing both Ixa and UNED systems into one.
In this sense, the main idea behind our model
is to exploit textual information, based on fine-
tuning large pre-trained language models for text
classification, together with contextual informa-
tion using several feature categories, such as psy-
chological traits of the user, social media data, and
network based features. As a result of our joint
effort, we submitted 4 and 5 runs, respectively, to
tasks A and B. The official results show that our
systems obtained the 3rd position among the con-
strained runs submitted to Task A, which consid-
ered only textual information for prediction, and
1st position from 13 participants for Task B, which




In this section we first describe the text classifi-
cation systems developed for Task A and then the
contextual features used to train XGBoost classi-
fiers for Task B. We also include a description of
the strategies used to combine the classifiers from
both tasks, which resulted in the winner system for
Task B.
2.1 Task A: Textual Stance Detection
The main objective of our participation in Task A
was to benchmark the performance, on the stance
detection task for Italian, of large pre-trained lan-
guage models based on the transformer architec-
ture (Vaswani et al., 2017). This would help us to
identify the best performing models which will be
leveraged to generate features for Task B (Contex-
tual Stance Detection).
As for many other Natural Language Processing
(NLP) tasks, current best performing systems for
text classification are based on large pre-trained
language models which allow to build rich repre-
sentations of text based on contextual word em-
beddings. Deep learning methods in NLP rep-
resent words as continuous vectors on a low di-
mensional space, called word embeddings. The
first approaches generated static word embeddings
(Mikolov et al., 2013; Bojanowski et al., 2017),
namely, they provided a unique vector-based rep-
resentation for a given word independently of the
context in which the word occurs. This means that
polysemy cannot be represented.
In order to address this problem, contextual
word embeddings were proposed. The idea is to
be able to generate word representations accord-
ing to the context in which the word occurs. Cur-
rently there are many approaches to generate such
contextual word representations, but we will fo-
cus on publicly available multilingual and mono-
lingual pre-trained models for Italian.
There are several multilingual versions of these
models. Thus, the multilingual version of BERT
(Devlin et al., 2019) was trained for the top 100
languages with the largest Wikipedias. More re-
cently, XLM-RoBERTa (Conneau et al., 2019)
distributes a multilingual model which contains
104 languages trained on 2.5 TB of Common
Crawl data. Italian is included in both multilingual
models.
These multilingual models perform very well in
tasks involving high-resourced languages such as
English or Spanish, but their performance drops
when applied to languages not so well represented
in the language model (Agerri et al., 2020). Al-
though this is still an open issue, a number of rea-
sons can be found in the literature. First, each
language has to share the quota of substrings and
parameters with the rest of the languages repre-
sented in the pre-trained multilingual model. As
the quota of substrings partially depends on corpus
size, this means that larger languages such as En-
glish or Spanish are better represented than other
languages such as Italian. Moreover, multilingual
models also seem to behave better for structurally
similar languages (Karthikeyan et al., 2020).
We have benchmarked four monolingual pre-
trained language models for Italian: AlBERTo,
GilBERTo, UmBERTo and Italian BERT XXL
with the aim of comparing them with respect to the
multilingual pre-trained models previosly men-
tioned, namely, mBERT and XLM-RoBERTa.
AlBERTo is a BERT base pre-trained lower-
cased model containing a vocabulary of 128k
terms from 200M of Italian tweets (Polignano et
al., 2019).
The Italian BERT XXL models 2 are also based
on the BERT base architecture. The training data
contains the Italian Wikipedia, various parts of the
OPUS corpus and the OSCAR corpus for Italian
(Ortiz Suárez et al., 2019), for a total of 81GB of
Italian text.
GilBERTo3 is based on the RoBERTa base (Liu
et al., 2019) architecture, an improved, optimized
version of BERT which discards the next sentence
prediction task. The model was trained using the
Italian Oscar (Ortiz Suárez et al., 2019), which
contains 71GB of text. The vocabulary used con-
sisted of 32k BPE subwords tokenized by the Sen-
tencePiece tokenizer4.
UmBERTo5 also leverages the RoBERTa base
architecture, the OSCAR corpus for Italian and the
SentencePiece tokenizer, but it adds Whole Word
Masking to the training process. The idea is to
mask an entire word, instead of subwords, if at
least one of all (sub-)tokens generated by Senten-






2.2 Task B: Contextual Stance Detection
In this task, we use several sets of features with the
purpose of trying to model user’s behaviour when
writing a tweet. We obtain such features from both
the text and the social network. Our hypothesis
is that the stance of a user regarding a particular
tweet is highly correlated with the way of writing
of the own user extracted in terms of psychologi-
cal and emotional features. On the other hand, we
focus on exploring how the concept of “homopo-
hily”, namely, the tendency of individuals to asso-
ciate and bond with similar individuals, previously
studied in DellaPosta et al. (2015). In order to test
this hypothesis, we have tested different models
that are explained below.
In this task, we use several sets of features with
the purpose of trying to model user’s behaviour
when writing a tweet. We obtain such features
from text and the network.
The complete set of features extracted from the
data is depicted in Table 1. The set of features used
in the model can be divided into five main types:
psychological, emotional, Twitter-based, network-
based, and language model features.
Category Feature name Description
Psychological
features
pers pred personality prediction
self pred self-revealing prediction
info pred information-seeking prediction
action pred action-seeking prediction
fact pred fact-oriented prediction
Emotion
freatures
arousal mean arousal value
valence mean valence value
russell emotion value on Russell’s model
Twitter
features
statuses count number of tweets posted by user
friends count number of following users
followers count number of follower users
created at account creation date
Network
features
d favor mean distance to users in favor
d against mean distance to users against




p favor prob. of tweet being in favor
p against prob. of tweet being against
p none prob. of tweet being neutral
Table 1: Complete set of features extracted from
the data.
Psychological features. These features were
extracted using a third-party API developed by
Symanto6. Each tweet was sent to the API in order
to retrieve the personality traits and communica-
tion styles obtained from the analysis of the tweet
contents.
The personality traits value would be either
“emotional” or “rational” depending on the anal-
ysis of the user’s text. The value returned by
the API when the communication styles are re-
6https://symanto-research.github.io/symanto-docs/
quested is a collection of traits, such as self-
revealing, which means sharing one’s own expe-
rience and opinion; fact-oriented, which implies
focusing on factual information, objective obser-
vations or statements; information-seeking, that is,
posing questions; and action-seeking or aiming to
trigger someone’s action by giving recommenda-
tion, requests or advice.
Emotional features. In order to retrieve the
emotion values from the tweets, we used Russell’s
circumplex model of affect (Russell, 1980). Rus-
sell argues that emotions can be conceptualized
in a two-dimensional continuous space where the
axes correspond to the degree of arousal and va-
lence (or pleasure). These two dimensions form
a Cartesian space that can be configured in a cir-
cular order in which the different combinations of
valence and arousal correspond to one of four dis-
crete emotion regions: tired, tense, excited, and
pleased.
The values for the degree of arousal and valence
of the tweets were obtained using an adaptation to
Italian language of the Affective Norms for En-
glish Words (ANEW) (Bradley and Lang, 1999).
This database was developed from translations of
the 1,034 English words present in the ANEW dic-
tionary and from words taken from Italian seman-
tic norms (Montefinese et al., 2014).
Twitter features. Exploring how the users be-
have in the social network could offer some in-
sights on the stance tendency of the users. The
collection of Twitter data of each user contained
four features: the number of statuses published by
the user, the number of users followed by the user,
the number of users following the user, and the
creation date of the Twitter account of the user.
Network features. Using the FRIEND.csv
data provided, we built a network consisting of
669817 nodes (or users) and 2847197 edges (or
relationships) in order to represent the following
network of the users. From that network, we ex-
tracted a sub-graph containing the users of known
stance from the training data and the users in-
volved in testing in order to calculate the mean
distances of each user to the rest of known stance








where |T | is the total number of users of a de-
termined stance (AGAINST, FAVOR, NONE) and
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Team Model Rank F1avg F1Against F1Favour F1None
DeepReading Italian BERT XXL 3 66.21 75.80 56.63 42.13
Ixa UmBERTo 4 64.73 76.16 53.30 38.88
Ixa GilBERTo 6 61.71 75.43 48.00 36.75
DeepReading XML-RoBERTa 8 60.04 69.66 50.42 39.16
- baseline 12-13 57.84 71.58 44.09 27.64
Table 2: Official Results for Task A.
d
2
n→i corresponds to the square distance in users
from node n to node i. From this calculation we
obtained 3 values per user: mean distance to users
against (dagainst), mean distance to users in fa-
vor (dfavor), and mean distance to neutral users
(dnone)
Language model features. In order to incor-
porate the language model results into the rest of
the features of the system we choose the best per-
forming, at the development phase, of the models
described in Section 2.1, which was UmBERTo.
Since this kind of language models use a great
amount of features for learning and training, the
strategy used in order to incorporate the language
model without having a great imbalance in the
number of features representing each category,
consisted in extracting the probabilities assigned
by the model to each class for each tweet. In this
way, the language model would be present in 3 of
the 18 features of the model, and it would there-
fore have a balanced size with regards to the rest
of features of the model.
3 Results
3.1 Task A
As we use the base version of every transformer
model we can fine-tune them in a basic GPU of
12GB RAM. Hyperparameter tuning (batch size,
maximum sequence length, learning rate and num-
ber of epochs) was performed on the development
set. For mBERT, AlBERTo, Italian BERT XXL
and UmBERTo the best configuration was: maxi-
mum sequence length 256, batch 32, learning rate
5e-5, and 5 epochs. For GilBERTo we used the
same values except the number of epochs, which
was increased to 10. Finally, the best performing
hyperparameters for XLM-RoBERTa was the fol-
lowing: maximum sequence length 256, batch 16,
learning rate 2e-5, and 10 epochs.
While the monolingual models clearly outper-
formed both mBERT and XLM-RoBERTa on the
development data, we decided to submit the three
best monolingual runs and the best multilingual
one. Table 2 reports the official results obtained
by each of the models and their position with re-
spect to the ranking of constrained runs for Task
A released by the task organizers. Our submis-
sion based on Italian BERT XXL was clearly the
best of our four runs, although its performance was
around 1.5 scores in F1 lower than the winner sys-
tem for Task A. Furthermore, the ranking obtained
in the test does not correspond with the results ob-
tained during the development phase, where Um-
BERTo outperformed the other monolingual mod-
els by more than 3 points in F1 score.
3.2 Task B
We presented a total of five models to Task B,
which consisted of different combinations of the
features listed in Table 1.
Models 1, 2, and 3. During the training and de-
velopment phases of the models, several configu-
rations were tested on models 1, 2, and 3, includ-
ing training with different classifiers, such as Ran-
dom Forest Classifier, Decision Tree Classifier and
XGBoost Classifier. The best performing classi-
fier was XGBoost configured for multi-class clas-
sification and taking into account class weights in
order to deal with the imbalance present in the
data. XGBoost is an efficient and scalable im-
plementation of gradient boosting framework by
(Friedman, 2001). With regards to the set of fea-
tures, the first approach to the task considered only
psychological, emotion, and Twitter features. For
the second model, network features were added
to the feature set. Finally, model 3 considered
the probabilities of each class (AGAINST, FA-
VOR, NONE) predicted by the UmBERTo lan-
guage model as three additional features for train-
ing.
Models 4 and 5. These two models were con-
structed using voting based ensemble learning.
The voting system for model 4 considered pre-
dictions of models 1, 2, and 3 as well as predic-
tions by the best performing language models on
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Team Model Rank F1avg F1Against F1Favour F1None
Ixa Model 5 1 74.45 85.62 63.29 42.14
DeepReading Model 3 3 72.30 83.68 60.93 33.64
DeepReading Model 4 4 72.22 83.00 61.43 42.51
UNED Model 2 7 68.88 81.75 56.00 24.55
- baseline 10-11 62.84 76.72 48.95 30.09
UNED Model 1 13 53.13 73.99 32.26 20.00
Table 3: Ranking results of model 1 to 5 in task B of the competition.
the development data: UmBERTo, GilBERTo, and
Italian BERT XXL, described in Section 2.1. The
most common predicted value among the 6 sys-
tems was chosen as the final prediction of model
4. In case of having two or more values with the
same counts, the final value is randomly selected.
On the other hand, model 5 used a weighted voting
ensemble learning in which each of the systems
considered had as weight the F1 value obtained on
the development data. Therefore, the model con-
sidered the weighted predictions of each system in
order to choose the final prediction.
Table 3 shows the official results obtained by
each model and their position with respect to the
ranking for Task B on Contextual Stance Detec-
tion. As it can be noted, model 5 ranked first in this
task, obtaining an average F1 of 0.7445. Models
3 and 4 also had promising results in the official
test set, ranking third and fourth, respectively, and
just 0.0079 below the system which obtained the
second best result. Model 2 had a slightly worse
performance, ranking seventh from a total of 13,
but still 0.0604 above the baseline. Finally, model
1 had the lowest performance, ranking last for the
task.
4 Discussion
Figure 1 shows the confusion matrices obtained
from the released gold test data for each of the
five runs submitted to task B. As it can be noticed,
the performance of each model is increasingly bet-
ter from the first to the fifth, as new features are
added to them. The biggest increase, especially
with respect to false positives in the AGAINST
class, takes place from model 1 to model 2, that
is, with the inclusion of network features into the
model. This indicates that considering contextual
information for stance detection tasks, such as the
stance of those who are part of the friendship net-
work of the user, can help determine their stance
more accurately.
Furthermore, we can see that predictions from
model 3 also experimented a great increase in true
positives of each of the classes. This increase
is related to the inclusion of the language model
into the features of model 2, which demonstrates
the importance of textual data in stance detection
tasks.
Figure 1: Confusion matrices for models 1 to 5 on
test data.
Finally, models 4 and 5 shows the adequacy of
combining several complementary systems in or-
der to improve results. Since each single model
can detect the stance for different instances, a
proper combination of them could outperform sin-
gle models.
5 Conclusions and Future Work
In this paper we have shown the benefits of ex-
ploiting information from different and heteroge-
neous sources. For our participation to the SardiS-
tance 2020 shared task we have experimented with
classifiers trained with the textual content of the
tweets as well as with features based on social net-
works. This combination of features has allowed
us to obtain the best overall results in the task.
As future work, we plan to further explore the
contribution of network information. Besides, we
want to develop new divergent models and study
how to combine them.
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