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“The most merciful thing in the world, I think, is the inability of the human mind to correlate all its contents.” 
–Howard Phillips Lovecraft 
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ABSTRACT 
 
Microsleeps are complete breaks in responsiveness for 0.5–15 s. They can lead to 
multiple fatalities in certain occupational fields (e.g., transportation and military) due to the 
need in such occupations for extended and continuous vigilance. Therefore, an automated 
microsleep detection system may assist in the reduction of poor job performance and 
occupational fatalities. An EEG-based microsleep detector offers advantages over a video-
based microsleep detector, including speed and temporal resolution. A series of software 
modules were implemented to examine different feature sets to determine the optimal 
circumstances for automated EEG-based microsleep detection.  
The microsleep detection system was organized in a similar manner to an EEG-based 
brain-computer interface (BCI). EEG data underwent baseline removal and filtering to 
remove overhead noise. Following this, feature extraction generated spectral features based 
upon an estimate of the power spectrum or its logarithmic transform. Following this, feature 
selection/reduction (FS/R) was used to select the most relevant information across all the 
spectral features. A trained classifier was then tested on data from a subject it had not seen 
before. In certain cases, an ensemble of classifiers was used instead of a single classifier. The 
performance measures from all cases were then averaged together in leave-one-out cross-
validation (LOOCV).   
Sets of artificial data were generated to test a prototype EEG-based microsleep 
detection system, consisting of a combination of EEG and 2-s bursts of 15 Hz sinusoids of 
varied signal-to-noise ratios (SNRs) ranging from 16 down to 0.03. The balance between 
events and non-events was varied between evenly balanced and highly imbalanced (e.g., 
events occurring only 2% of the time). Features were spectral estimates of various EEG 
bands (e.g., alpha band power) or ratios between them. A total of 34 features for each of the 
16 channels yielded a total of 544 features. Five minutes of EEG from eight subjects were 
used in the generation of the dummy data, and each subject yielded a matrix of 300 
observations of 544 features.  
Datasets from two prior microsleep studies were employed after validating the system 
on the artificial data. The first, Study A (N = 8), had 16 channels sampled at 256 Hz from two 
1-hour sessions per subject and the second, Study C (N = 10), had one 50-min session with 
30-62 channels per subject sampled at 250 Hz. A vector of 34 spectral features from each 
channel was concatenated into a feature vector for each 2-s interval, with each interval having 
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a 1-s overlap with the prior one. In both cases, microsleeps had been identified via a 
combination of video recording and performance on a continuous tracking task.  
Study A provided four datasets to compare effects of various preprocessing 
techniques on performance: (1) Study A bipolar EEG with Independent Component Analysis 
(ICA) preprocessing and artefact pruning (total automated rejection of artefact-containing 
epochs) and logarithmic transforms of the spectral features (SABIL); (2) Study A bipolar 
EEG with ICA-based eye blink removal and artefact removal with pruning of epochs with 
major artefacts, and linear spectral features (SABIS); (3) Study A referential EEG 
unprocessed by ICA with spectral features (SARUS); and (4) Study A bipolar EEG 
unprocessed by ICA with spectral features (SABUS). The second study had one primary 
feature set, the Study C referential EEG ICA preprocessed spectral feature (SCRIS) variant. 
LOOCV was evaluated based on the phi correlation coefficient.  
After replicating prior work, several FS/R and classifier structures were investigated 
with both the artificially balanced and unbalanced data. Feature selection/reduction methods 
included principal component analysis (PCA), common spatial patterns (CSP), projection to 
latent structures (PLS), a new method based on average distance between events and non-
events (ADEN), ADEN normalized with a z-score transform (ADENZ), genetic algorithms in 
concert with ADEN (GADEN), and genetic algorithms in concert with ADENZ (GADENZ). 
Several pattern recognition algorithms were investigated: linear discriminant analysis (LDA), 
radial basis functions (RBFs), and Support Vector Machines with Gaussian (SVMG) and 
polynomial (SVMP) kernels. Classifier structures examined included single classifiers, 
bagging, boosting, stacking, and adaptive boosting (AdaBoost).  
The highest LOOCV results on artificial data (SNR = 0.3) corresponded to GADEN 
with 10 features and a single LDA classifier with a mean phi value of 0.96. Of the four Study 
A datasets, PCA with 150 features and a stacking ensemble achieved the highest mean phi of 
0.40 with the SABIL feature set, and ADEN with 20 features with a single LDA classifier 
achieved the highest mean phi of 0.10 with Study C.  
Other machine-learning methodologies, such as training on artificially balanced data, 
decreasing the training size, within-subject training and testing, and randomly mixed data 
from across subjects, were also examined. Training on artificially balanced data did not 
improve performance. An issue found by performing within-subject training and testing was 
that, for certain subjects, a classifier trained on one-half of the subject’s data and then tested 
on the other half was that classifier performance dropped to random guessing.  
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The low phi values on within-subject tests occurred independently of the feature 
selection/reduction method explored. As such, performance of a standard LOOCV was often 
dependent on whether a particular testing subject had a low (< 0.15) within-subjects mean phi 
correlation coefficient. Training on only the higher mean phi values did not boost 
performance. Additional tests found correlations (r = 0.57, p = 0.003 for Study A and r = 
0.67, p < 0.001 for Study C) between higher within-subject mean phi values (> 0.15) and 
longer mean microsleep durations. Other individual subject characteristics, such as number of 
microsleeps and subject age, did not have significant differences.  
The primary findings highlighted the strengths and limitations of supervised feature 
selection and linear classifiers trained upon highly variable between-subject features across 
two studies. Findings suggested that a classifier performs best when individuals have high 
mean microsleep durations. On the configurations investigated, preprocessing factors, such as 
ICA preprocessing, feature extraction method, and artefact pruning, affected the performance 
more than changing specific module configurations.  
No significant differences between the SABIL features and the lower performing 
Study A feature sets were found due to overlapping ranges of performance (p = 0.15). The 
findings suggest that the investigated techniques plateaued in performance on the Study A 
data, reaching a point of diminishing returns without fundamentally changing the nature of 
the classification problem. The different number of channels of varying quality across all 
subjects in Study C rendered microsleep classification extremely difficult, but even a linear 
classifier can properly generalize if exposed to a large enough variety of data from across the 
entire set. Many of the techniques explored are also relevant to other fields, such as brain-
computer interface (BCI) and machine learning. 
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“If the brain were so simple we could understand it, we would be so simple we couldn't.” 
-Lyall Watson
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CHAPTER 1. INTRODUCTION 
 Overview 1.1
Lapses are breaks in attention and responsiveness for brief durations. Lapses range 
from brief pauses to microsleeps lasting up to 15 s. Lapses can lead to multiple fatalities in 
certain occupational fields (e.g., transportation and military) due to the necessities of constant 
vigilance. A fatigue monitoring and lapse prevention system, able to monitor an individual’s 
state of responsiveness in real time, could assist in the reduction of poor performance and 
occupational fatalities (Torsvall and Akerstedt, 1987; Jung et al., 1997; Peiris et al., 2006b). 
Lapses are often difficult to detect, even when multiple types of signals are used (Poudel et 
al., 2008). Automation of lapse detection is a significant step towards the construction of a 
lapse-prevention system. The goal of this research was to utilize new methods and refine 
existing feature extraction and classification techniques to improve EEG-based lapse 
detection. 
A lapse detector shares similarities with another well-documented biosignal feedback 
device: the brain-computer interface. A brain-computer interface (BCI) provides a direct 
pathway between a neurophysiological signals and an external device (Blankertz et al., 2008). 
Electroencephalography (EEG)-based BCI systems require rapid and accurate classification 
in short periods to provide feedback to the user, thus providing a functional closed loop 
system. An EEG-based microsleep detector would operate according to the same schematic, 
and techniques from BCI research might improve the performance of a microsleep detection 
system.  
A particular category of machine learning techniques, proven in BCI, held special 
relevance to microsleep detection. Supervised machine learning techniques use a priori 
knowledge of class labels to better discern between events in the EEG. Supervised learning 
techniques in feature selection/reduction (FS/R) could improve the previous system, which 
relied upon unsupervised FS/R measures, such as principal component analysis (PCA). As 
BCI systems rely on supervised FS/R and classification algorithms (Blankertz et al., 2008), 
the potential for performance improvement required investigation. 
Beyond investigating new machine learning techniques, the effect on detection of 
varying the EEG preprocessing and feature extraction steps has not been covered in prior 
microsleep detection literature. The prior performance benchmark (Peiris et al., 2011), with a 
mean phi correlation value of 0.39, was achieved using bipolar EEG “cleaned” via artefact 
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pruning and independent component analysis (ICA). A microsleep detection system operating 
in real time cannot use ICA to remove artefacts to the same degree as ICA used in offline 
processing of hour-long sessions. Given the limitation, the effects of not including ICA and 
artefact pruning were fully investigated in this work.   
Specific machine learning techniques exist to deal with imbalanced datasets. 
Microsleeps are statistically outnumbered by non-microsleep states, forming a highly 
unbalanced dataset. By training on unbalanced data, a classification system can be biased 
towards non-events, which comprise the majority of time in microsleep studies (Jung et al., 
1997; Peiris et al., 2006b). However, the training data can be artificially balanced by 
repeating instances of microsleeps and deleting non-microsleep segments, which can 
potentially remove classifier bias.  
An additional consideration is the possibility of EEG-based microsleep prediction. 
Davidson et al. (2007) and Poudel et al. (2008) raised the possibility of there being spectral 
changes in the EEG which presage the occurrence of microsleep events. As such, scenarios 
could be evaluated involving microsleep prediction by EEG spectral features alone. Such 
research has not been attempted before this work, despite the applicability to microsleep 
detection.  
 Motivation 1.2
This thesis demonstrates progress towards the development of a product potentially 
able to save lives. In addition to its commercial potential, the research is relevant to neural 
engineering and sleep research. This research represents the continuation of prior work on 
EEG-based lapse detection (Davidson et al., 2007; Peiris et al., 2011), as well as the revision 
of previous methods. In addition, investigation of physiological and behavioural lapse 
detection could prove useful towards the development of a prototype device.  
Before a prototype device could be developed, large gaps in the literature for 
microsleep detection required investigation. The application of BCI algorithms to microsleep 
detection, the investigation of alternative training scenarios, the variation of preprocessing 
techniques, and prediction of microsleeps are the primary topics covered.  
 Local Research and Expertise 1.3
The Christchurch Neurotechnology Research Programme (NeuroTech™), based in the 
New Zealand Brain Research Institute (NZBRI), has considerable experience in the area of 
lapse detection. NeuroTech has investigated lapses using EEG, electrooculography (EOG), 
functional Magnetic Resonance Imaging (fMRI), and behavioural metrics to investigate 
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subject responsiveness. NeuroTech is closely linked with the Department of Medical Physics 
and Engineering at Christchurch Hospital, the Departments of Electrical and Computer 
Engineering, Psychology, and Communication Disorders at the University of Canterbury, and 
the Department of Medicine at the University of Otago, Christchurch. Expert knowledge 
regarding the interpretation and processing of EEG, video, and performance data is available. 
Four expert-rated datasets, comprising EEG and other information, have been collected by 
NeuroTech and are available to this project. 
 Goal 1.4
The overall research goal was:  
Design a system for improved, automated EEG-based microsleep detection. This 
included: 
a. Increasing the accuracy, sensitivity, and specificity of the detector.  
b. Reducing system latency for automated microsleep detection. 
c. Determination of optimal spatial and spectral information for accurate 
microsleep detection. 
d. Prediction of the onset of microsleeps project.  
 Conceptual Development 1.5
 Concepts in this thesis developed from prior work covered in Chapter 2.  
 The system implementation is covered in Chapter 3.  
 The details of each implemented module are covered in Chapter 4.  
 The information on the datasets that were examined is covered in Chapter 5.  
 The validation of the system on artificial data is covered in Chapter 6. 
 The replication of prior work with the system is covered in Chapter 7.  
 Chapter 8 covers the comparative performance of alternative feature sets.  
 Chapter 9 covers the elimination of less efficient system configurations.  
 In Chapter 10, the effects of artificially balancing data are explored.  
 Due to variations in performance being attributable to subject variance, Chapter 
11 covers the topic in greater detail.  
 Based upon a method of “mixing” features together, Chapter 12 explores this as 
the basis of a form of feature selection.  
 Afterwards, the possible prediction of microsleeps is investigated in Chapter 13.  
 Following this, the primary points are mentioned in Chapter 14.    
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CHAPTER 2. BACKGROUND 
 Introduction 2.1
In order to understand the goal of the research, relevant microsleep and lapse 
terminology must be clarified. Due to the breadth of terms in the literature, the definitions of 
specific, repeated terms in the context of microsleep research were expanded on.  
 Lapses of Responsiveness 2.2
A lapse of responsiveness is a categorical term for a transient failure to respond while 
performing a goal-oriented task (Harrison and Horne, 1996; Peiris et al., 2006b). Lapses are 
the result of several factors within the body and nervous system. The underlying processes 
behind lapses must be understood in order to understand the causes for lapses. Lapses can be 
categorized as those due to loss of attention (ability to focus on a task), loss of arousal (based 
on the physiological state of the body), sleep-wake mechanisms (desire to sleep), and 
combinations of the previously listed factors. The effects of lapses include response errors 
(based on errors in planning and execution) (Reason, 1984), delayed responses (when a timed 
response is necessary) (Williams, 1963), and detection failures (where a changing situation is 
not accounted for) (Mackworth, 1957). 
 Attention 2.3
Attention has been hypothesized to comprise multiple components. Descriptions of 
the specifics of each component vary in the literature. Three of the primary components 
identified by Posner and Petersen, (1990) are selection, alertness, and capacity. Selection 
includes attentional orientation, focus, and prioritization of information sources during a task. 
Alertness possesses two components: general wakefulness (also known as tonic alertness) 
and ability to temporarily increase response readiness (Parasuraman et al., 1998). Capacity 
refers to executive attention, the ability to process information when faced with distraction.  
Two related components, as identified by Sarter in 2001 (Sarter et al., 2001), are 
sustained attention and vigilance. Sustained attention is sometimes defined as the ability to 
respond to frequently occurring events over time. On the other hand, vigilance is sometimes 
defined as the ability to respond to rare and infrequent events. Sustained attention is of 
particular interest when studying lapses, due to the probable influences of monotony and 
sleep deprivation on responsiveness (Sarter et al., 2001).   
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 Arousal 2.4
Arousal refers to a state of cortical activity. The physiological function of arousal is 
tonic neuronal activity, which alters body physiology. Despite initially being considered a 
unitary process, some research has indicated multiple pathways affecting arousal (Steriade, 
1996). Previous research has found correlations between shifts in lower-level systems and the 
ability of higher-level systems attempting to compensate for them. The state of arousal is 
important to understand the physiological underpinnings of lapses (Robbins et al., 1998).  
Related to arousal is the dimension of wakefulness. Wakefulness refers to a state of 
alertness that promotes attentiveness. Alert phases are characterized by excitability and 
attentional control. On the other end of the spectrum is sleep promotion. Sleep is a complex 
physiological process, comprising multiple stages. A commonly used standard is the 
Rechtschaffen and Kales (R&K) scale, which includes W (wakefulness), non-REM (NREM 
or non-rapid eye movement) sleep (with stages 1, 2, 3, and 4), and REM sleep (Moser, 2009). 
EEG changes measure the transition between sleep stages (Jung et al., 2010). As a subject 
moves from awareness to sleep, drowsiness sets in and information processing capacity 
declines.  
 Lapse Categories 2.5
Transient lapses in performance can be due to temporary disruptions in the brain 
(Harrison and Horne, 1996; Peiris et al., 2006b). Lapses can be broadly separated into 
attention lapses and arousal lapses. Arousal-based lapses can be sorted into different 
categories based on certain criteria. Arousal-based lapses also possess the physiological and 
behavioural signs of drowsiness and sleep (Chee et al., 2008). A behavioural microsleep 
(“microsleep”) is a type of lapse where the lack of response to a task lasts from 0.5 to 15 s, 
full or partial (>80%) eye closure, and drowsy behaviour (Lal and Craig, 2001; Peiris et al., 
2006b; Golz and Sommer, 2010). Microsleeps can occur even in well-rested individuals 
(Peiris et al., 2006b; Innes et al., 2010; Jones et al., 2010; Poudel et al., 2014). Another type 
of lapse is the lapse of task-oriented attention (Jones et al., 2010). It includes a complete 
diversion of attention of >0.5 s. A voluntary eye closure (VEC) may be performed during 
such a lapse when a subject is fatigued (perhaps for temporary relief). In lapses of sustained 
attention, the lack of response is greater than 0.5 s with no eye-closure other than normal 
blinks, and is unrelated to the level of arousal but due rather to changes in attention (Jones et 
al., 2010).   
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 Electroencephalography 2.6
EEG is the electrophysiological measurement of neural function via scalp electrodes. 
The first EEG experiments were performed in the late nineteenth century and early twentieth 
century (Jung et al., 1997). The technology is used primarily in hospitals and in medical 
research. Medical uses of EEG include detecting signs of mental activity in catatonic patients 
(Ward et al., 1999), distinguishing epileptic seizures (Hoeve et al., 2001), and many related 
applications (Othman et al., 2009). EEG is commonly used in psychology, neuroscience, and 
cognitive science research. The most commonly used pattern of EEG electrode placement is 
the International 10-20 System. Electrochemical activity from neuronal discharge results in 
the signal measured by non-invasive electrodes (Duffy, 1989). The amplitude of the signal is 
low, typically measured in microvolts, and is commonly amplified by a factor of a thousand 
into millivolts (mV) before processing. As such, EEG is sensitive to ocular and muscular 
artefacts. EOG, electrophysiological measurement of eye movement, is often taken with EEG 
to help remove ocular artefacts. Features of interest in EEG are typically low-frequency 
(<100 Hz), so the Nyquist sampling criteria can be easily fulfilled to prevent aliasing.  
EEG can be broken into several frequency bands. Frequency bands include the delta 
(0-4 Hz), theta (4-7 Hz), alpha (8-13 Hz), beta (>13-30 Hz), and gamma (30-100 Hz). Related 
to the alpha band is the mu band (8-13 Hz), present in the mirror neurons of the sensorimotor 
cortex and is often studied in movement science. EEG has been used for decades in sleep 
research (Jung et al., 1997). Changes in sleep have been defined by changes in different 
bands (Hori et al., 1994). Microsleeps have also been correlated with changes in theta band 
activity (Poudel et al., 2010). EEG is non-invasive and cheaper than other types of 
bioinformatics technologies; researchers have studied EEG-based lapse detection for several 
years, but with limited success (Peiris et al., 2006a; Davidson et al., 2007; Peiris et al., 2011).  
 Lapse and Microsleep Detection 2.7
Both physiological and behavioural measurements are used in lapse research. 
Physiological measurements are those directly dependent upon neurophysiological events, 
including EEG, fMRI, and EOG (Golz et al., 2005). Behavioural measurements do not 
depend directly on a specific physiological parameter, and include performance on 
behavioural tests and video recordings of eye movements (Krajewski et al., 2008). 
Physiological recordings offer more information about neural and physiological function, but 
are more suitable for a laboratory or clinical environment. Behavioural measurements offer 
less information about internal activity, but are more suitable for use outside of a research 
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environment and frequently form the “gold standard,” or rating system, for such an event 
(Peiris et al., 2004a; Bergasa et al., 2006; Peiris et al., 2006b). Various combinations of 
physiological and behavioural metrics have been used in several earlier studies (Davidson et 
al., 2007; Krajewski et al., 2008; Poudel et al., 2010). 
The related fields of fatigue/drowsiness estimation and sleep detection provided 
relevant data for lapse detection (Valley and Broughton, 1983; Torsvall and Akerstedt, 1987; 
Conradt et al., 1999b; Van Orden et al., 1999; De Gennaro et al., 2000; Doran et al., 2001; 
Vuckovic et al., 2002; Zocchi et al., 2007).  
A potentially related area to EEG-based microsleep prediction is detection and 
prediction of epileptic activity. Epileptic seizures are defined by a “spike” in EEG, as well as 
high frequency activity (Hoeve et al., 2001). Techniques used in microsleep research have 
also been applied to epileptic activity detection, such as spatial filtering and wavelets (Goelz 
et al., 1999). Spectral features were also used in seizure prediction (Park et al., 2011). 
However, microsleeps lack the EEG spikes of epileptic activity and high frequency activity. 
As such, techniques successfully applied to epileptic activity detection may not have the same 
success with microsleep detection, and vice versa.    
Much of the relevant research in microsleep detection has involved correlating sleep 
and drowsiness to electrophysiological signals, such as EEG or EOG. Due to the variety of 
studies and approaches, inconsistencies may arise. Lapse detection by human experts based 
on behavioural data is time-consuming, necessitating the automation of the process (Peiris et 
al., 2005b). Sometimes, even human experts are uncertain whether behavioural measures 
indicate a microsleep. Some ambiguous portions of the EEG datasets have been included in 
prior training sessions, likely confusing the classifier. The ambiguous segments will be 
reclassified or removed and the performance of the detection system tested to see whether 
this leads to increased accuracy. 
2.7.1 Electrophysiological Measurements 
2.7.1.1  EEG 
EEG has been utilized for decades in sleep research, although the methods and 
standards differ widely (Peiris et al., 2008). EEG is also non-invasive and commonly used in 
medical and research environments. Issues with EEG include signal acquisition and low 
spatial resolution compared to other methods, such as fMRI (James et al., 1996). EEG is 
highly sensitive to ocular and muscular artefacts. Additional processing, often utilizing 
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independent component analysis (ICA), is often necessary to remove ocular artefacts 
(Davidson et al., 2005; Peiris et al., 2005a; Peiris et al., 2006a; Peiris et al., 2011).  
The sleep state is traditionally associated with more complex and variable EEG states 
than the awake state (Davidson et al., 2007; Jung et al., 2010; Poudel et al., 2010). However, 
it is difficult to determine the difference between both states over short periods. Even a given 
individual will demonstrate a variety of different EEG patterns during the transition between 
states. Lapses may occur over short periods, providing little time for a system to identify a 
lapse (Peiris et al., 2011).  
For these reasons, EEG-based automatic lapse detection is a complex signal 
processing problem. A lapse detection system includes three essential steps: preprocessing, 
feature extraction, and pattern recognition. Preprocessing removes artefacts from the raw 
data. Feature extraction algorithms separate desired information from background noise and 
select optimal features, such as power of EEG spectral bands. Pattern recognition techniques 
assign feature instances into categories based on prior training.  
Previously investigated preprocessing and feature extraction techniques applied to 
EEG-based detection of lapses and microsleeps include power spectral density (PSD) (Peiris 
et al., 2006a), power ratios (Peiris et al., 2011), fractal dimensions (FD) (Peiris et al., 2005a), 
similarity indices (Poudel et al., 2010), Lempel-Ziv complexity index (LZ) (Peiris et al., 
2011), wavelets (Goelz et al., 1999), delayed vector variance (DVV) (Golz et al., 2007), 
modified periodograms (Golz et al., 2007), bispectral indices (BIS) (Pomfrett and Pearson, 
1996; Greenwald et al., 1999), ICA (Peiris et al., 2011), principal component analysis (PCA) 
(Peiris et al., 2011), spectral coherence analysis (SCA) (Dehbaoui et al., 2011), approximate 
entropy (ApEn) (Peiris et al., 2011), and spectral entropy (Peiris et al., 2011).  
It is not uncommon to use several sets of features in lapse detection and related areas 
(Peiris et al., 2011). Feature extraction techniques can be used in combination with each 
other. The purpose of multiple feature extraction steps is to utilize one or more as a method of 
preprocessing (if performed sequentially) or to extract different parameters from the same 
data (if performed in parallel). As a result, matrices of features can have high dimensionality 
and complexity. Certain techniques are used to reduce the dimensionality of a feature set, 
such as PCA (Peiris et al., 2005a; Peiris et al., 2006a; Peiris et al., 2008; Peiris et al., 2011). 
Spatial mapping algorithms may be potentially useful in pattern recognition (Hoeve et al., 
2001).  
Previously investigated pattern recognition techniques for lapse detection and related 
areas include neural networks with back propagation (James et al., 1996; Vuckovic et al., 
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2002), fuzzy-logic-based classifiers (Coufal, 2009), self-organizing maps (Golz et al., 2001; 
James et al., 1999), support vector machines (SVM) (Golz and Sommer, 2010), long short-
term memory (LSTM) recurrent neural networks, and linear discriminant analysis (LDA) 
(Davidson et al., 2007). The accuracy of an automated detector varies between the types of 
classifiers, although performance increased in an LSTM compared to simple network 
architectures and classifiers (Kirk and LaCourse, 1996; Davidson et al., 2005; Krajewski et 
al., 2008).  
Previous studies have investigated drowsiness and fatigue in relation to the use of 
EEG (Kiymik et al., 2004). Effective EEG-based detection of microsleeps has proved a 
complex problem. Two previous studies have indicated an EEG-based alertness estimation 
system using as few as two electrodes was feasible (Jung et al., 1997). A neural network 
trained on spectral coefficients of a Discrete Wavelet Transform (DWT) was able to indicate 
if a subject was drowsy (Kiymik et al., 2004). Support Vector Machines (SVM) have been 
used to classify fatigue-related features from a combination of EEG and EOG (Golz and 
Sommer, 2010).  
In previous lapse studies by NeuroTech, ICA and filtering were used on EEG data to 
remove ocular artefacts and noise (Davidson et al., 2007; Peiris et al., 2005a; Peiris et al., 
2006a; Peiris et al., 2011). Various other features, including FD (Peiris et al., 2005a), LZ 
(Peiris et al., 2011), and spectral coefficients (Peiris et al., 2006a), have been used to detect 
lapses and microsleeps. However, accuracy of previous automated detectors did not meet 
desired levels. Much of NeuroTech’s research has involved combinations of EEG and other 
data. EOG was taken along with EEG to assist with artefact pruning. 
2.7.1.2  EOG 
Eye movements and closures can be measured with EOG. With EOG, it may be 
possible to detect drowsiness through measurements of slow eye movements (SEMs)(De 
Gennaro et al., 2000; Leong et al., 2007). However, EOG requires electrodes to be placed 
around the eyes, which can cause subject discomfort over extended periods (Alba et al., 
2010). Similar to EEG, EOG is primarily used in a laboratory or clinical setting. In prior 
lapse and microsleep detection research, EOG was utilized to remove ocular artefacts (Peiris 
et al., 2008; Peiris et al., 2011).  
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2.7.2 Behavioural Measurements 
Lapse detection has included non-electrophysiological measurements, such as 
behavioural data and video recording of eyes (Peiris et al., 2004b; Bergasa et al., 2006; Golz 
and Sommer, 2010). Video-based systems can be used to detect the timing and duration of 
eye closure events (Bergasa et al., 2006). Behavioural test performance offers another avenue 
for lapse detection (Doran et al., 2001). Different types of behavioural measurements are 
often coupled together to achieve a detection result (Peiris et al., 2004b).  
A common type of behavioural measurement is performance on a particular task 
(Makeig and Inlow, 1993; Poudel et al., 2010), such as one requiring continuous attention 
(Valley and Broughton, 1983; Van Orden et al., 1999; Peiris et al., 2006b). A previous 
microsleep detection system used speech, but was impractical outside of a research 
environment due to reliance on speech samples (Krajewski et al., 2008). Task performance 
can be combined with physiological signals to detect lapses (Peiris et al., 2008). A system 
that does not require electrophysiological signals would be more practical for an occupational 
environment due to cost and ergonomics, although accuracy may suffer.  
2.7.2.1  Task Performance 
Behavioural tests are common in drowsiness research (Dinges and Grace, 1998; 
Bergasa et al., 2006). A common type of test is the psychomotor vigilance task (PVT) 
(Dinges and Powell, 1985; Anderson et al., 2010). During a PVT, a subject responds to cues 
2-10 s apart over 10 min. The drive to sleep, including the ability to respond to signals and 
pay attention, can be captured by the PVT (Dorrian et al., 2005). A related behavioural test 
type is the Reaction Time Test (RTT), where the response latency of a subject is measured 
(Conradt et al., 1999a). Another type of task is one requiring continual attention and 
performance from the subject, such as a continuous tracking task (CTT), where a subject 
must move a marker towards a shifting target (Peiris et al., 2006b). Tracking tasks used in 
prior lapse detection studies have been one dimensional (Peiris et al., 2005b; Davidson et al., 
2007; Peiris et al., 2011) and two dimensional (Poudel et al., 2008; Innes et al., 2010; Poudel 
et al., 2010). Performance tests have been used to detect lapses, based upon performance 
stopping during microsleeps (Poudel et al., 2010). Behavioural and cognitive tasks require a 
user to be constantly performing them, limiting their applicability in the field due to 
unpredictable breaks in routine.  
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2.7.2.2  Video 
Video recordings of a subject’s eyes are used to measure SEMs and eye closure 
events associated with drowsiness (Malla et al., 2010). One feature used to detect eyelid 
movements on video is the mean percentage of eye closure over 1 min (PERCLOS) (Bergasa 
et al., 2006; Malla et al., 2010). Computer vision estimates the size of an individual's pupil. 
As the eyelid closes, less of the pupil is visible to the camera, altering the value of the 
PERCLOS feature (Dinges and Grace, 1998). The quality of recordings across studies varies 
greatly based on a number of parameters, such as video quality, visible spectrum, frame rate, 
distance from the lens to the subject, angle of focus, and ambient lighting. High quality 
recording allows a greater chance for successful extraction of the PERCLOS feature.  
Previous studies indicate that PERCLOS-based computer vision may be sufficient for 
detecting drowsiness under ideal conditions (Bergasa et al., 2006; Hanowski et al., 2007; 
Malla et al., 2010). However, PERCLOS is typically measured over a minute. The time 
required for lapse detection is much shorter. One study integrated performance on a tracking 
task with PERCLOS-based computer vision (Malla et al., 2010). The result was a highly 
sensitive program that measured flat points in a tracking task and video data, but had a high 
rate of false positives (Malla et al., 2010). Combinations of metrics offer the advantage of 
combining several types of data at once. Despite limited success, the technology requires 
improvement before suitable for usage in a commercial product (Bergasa et al., 2006). 
The use of PERCLOS and other video-based methods for lapse detection has a number 
of technical issues in a real-world environment, as problems exist with both hardware and 
software. Hardware issues include the positioning of the camera, frame rate, data processing 
speed, design of the detector, ergonomics, noise, and lighting affecting the quality of the 
features. Software issues include detection of the pupil, ambient lighting, eyelashes 
interfering with detection, and demands for high-speed data processing. Even in the prototype 
phase, these problems have not yet been fully addressed. For these reasons, an EEG-based 
microsleep detector offers an alternative with a strong basis in research (Peiris et al., 2011).  
2.7.3 Combination of Physiological and Behavioural Data 
Several studies combined physiological and behavioural data to identify the transition 
between alert and sleep states (Peiris et al., 2005b; Krajewski et al., 2008; Peiris et al., 2011). 
EEG features are often used with other measures in lapse detection studies: studies from 
NeuroTech combined EEG with eye-video and performance on a tracking task (Davidson et 
al., 2007; Jones et al., 2010; Peiris et al., 2011). One lapse study examined lapses in 15 
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normal subjects performing a CTT (Peiris et al., 2004a). EEG, EOG, video recordings, and 
CTT performance were measured. Following this, EEG-derived PSD coefficients were used 
with long short-term memory (LSTM) neural networks. The neural networks were trained to 
detect lapses, but did not perform reliably (Davidson et al., 2007). All studies from the 
NeuroTech group have human experts identify and rate lapses in the data sets, which set a 
benchmark for any lapse detection algorithm (Peiris et al., 2005b).  
The following studies examined different methods of feature extraction. EEG data was 
primarily utilized, with the EOG and video serving to assist with verifying lapses. One paper 
examined the possibility of using FD as its chief feature extraction method (Peiris et al., 
2005a). However, this produced few useful results. Thus, FD was found to be ineffective for 
microsleep detection (Peiris et al., 2005a). Spectral power of EEG frequency bands and 
power ratio features were also examined. However, performance was only modest for 
microsleep detection (Peiris et al., 2006a). Neural networks with varying architectures, such 
as a tapped delay line (TDL) linear perceptron and LSTM system, classified data based on a 
sliding feature window (Davidson et al., 2007). Performance with spectral-based features was 
satisfactory, and the LSTM network performed better than the TDL system in lapse 
identification. A recent study examined PSD and compared it with ApEn, FD, and LZ 
complexity (Peiris et al., 2011). Spectral features performed better than the others (Peiris et 
al., 2011). This paper provided the current benchmark for detection of microsleeps, with an 
accuracy (61.2%), a reasonably high sensitivity (73.5%), but a low selectivity (25.5%). 
Another study combined EEG and fMRI data to determine the relationship underlying 
microsleeps in the brain. A 2D CTT was developed for the study (Poudel et al., 2008). The 
data from the study included fMRI, EEG, EOG, eye videos, and tracking task performance 
(Jones et al., 2010). Further analysis yielded findings demonstrating a correlation between 
theta band power and visuomotor error (Poudel et al., 2010).  
Related research in the fields of fatigue and drowsiness have used other types of feature 
extraction and pattern recognition. Support vector machines (SVM), a kernel based 
algorithm, has rarely been applied to EEG-based automatic lapse detection (Golz and 
Sommer, 2010). Previous studies (Golz and Sommer, 2010) used a combination of biometric 
signals (EEG and EOG) alongside self-reported sleepiness. The study had reasonable success, 
with a mean error rate of 9% over 22 subjects.   
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2.7.4 Limitations of Previous Approaches 
Despite several years of research, no system has been able to accurately and 
consistently detect microsleeps using EEG data or other physiological metrics. Some 
approaches in lapse detection systems have gone towards behavioural measurements, such as 
video and task performance (Bergasa et al., 2006; Zocchi et al., 2007; Krajewski et al., 2008). 
In addition, a video-based lapse detector has been designed (Malla et al., 2010). This is 
highly sensitive, but additional filtering may reduce the number of false positives and 
increase specificity and accuracy.  
An innate limitation in EEG-based microsleep detection is the relevant brain-states 
responsible are highly variable and speculative. As a result, ratings based on video and 
behavioural recordings were used to compensate for this, but both present possible 
shortcomings as estimates of brain-state (Peiris et al., 2011). The quality of the EEG 
electrode connections and impedances can vary between sessions and even over the course of 
the same session, limiting efforts to quantify the relevant brain-states (Othman et al., 2009).  
While EEG signal quality may be “improved” through use of filtering, baseline 
removal, artefact rejection, and similar methods, doing so could distort relevant information. 
The exact brain-state of a given microsleep is still very speculative, given that the EEG 
recorded during a microsleep can be highly variable in quality, and that any features derived 
from that EEG segment may also be similarly variable in quality. Likewise, the use of a 
human expert can introduce other uncertainties. As such, EEG-based microsleep detection 
tends to be challenged by very noisy and imbalanced data (Davidson et al., 2007; Peiris et al., 
2011).         
A disadvantage with EEG-based systems is the requirement that an individual must 
continuously wear EEG electrodes, which may be impractical for a person in certain 
environments. A video-based system, by contrast, does not depend on electrodes. While 
video has its advantages and disadvantages, an EEG-based system is still viable (Peiris et al., 
2011). For EEG-based detection, the system must be able to perform accurately and in real 
time. Several feature extraction and classification algorithms which have been found to be 
useful in other applications have not yet been applied to the EEG-based lapse detection 
problem. The requirements of EEG-based detection mirror demands in other fields, which 
may assist in performance improvements. 
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 Relevant Techniques from BCI 2.8
EEG-based microsleep detection requires accurate and rapid classification of neural 
signals. The system must be able to perform accurately and in real time, its requirements 
mirroring demands in other fields. Several algorithms from other fields have not yet been 
applied to EEG-based microsleep detection, and may improve performance. BCI algorithms 
require rapid and accurate classification of neural signals. BCI is the direct use of 
neurophysiological signals, including EEG, to control an external device (Blankertz et al., 
2008). Classification in BCI must occur within a period of approximately 200 ms, the latency 
period of human awareness (Blankertz et al., 2008). In BCI, faint EEG-based features must 
often be separated from noise rapidly and accurately. Features could vary highly across 
individuals.  
2.8.1.1 Feature Extraction Algorithms 
As such, certain algorithms for feature extraction and pattern recognition in BCI may 
be applicable to EEG-based lapse detection. A microsleep detector essentially functions as a 
BCI based upon involuntary events. Not all BCI algorithms are relevant to lapse detection. 
Certain features used in BCI (Quitadamo et al., 2009; Lijing et al., 2012), such as evoked 
potentials and event-related potentials (ERPs), are unsuitable for use in lapse detection. Other 
features have been successfully utilized in both BCI and lapse detection, such as spectral 
features (Blankertz et al., 2008; Dobrea et al., 2010; Peiris et al., 2011).  
EEG spectral features may incorporate both spatial and temporal data. These spatio-
temporal features can include wavelets and information on correlations between channels, 
and have worked with fuzzy logic and neural classification systems (Kasabov and Song, 
2002). Spatio-temporal features have already been successfully used in seizure detection 
(Chavez et al., 2003), time-series prediction (Kasabov and Song, 2002), and BCI (Lakany et 
al., 2006). However, wavelet transformation features did not improve performance on 
epileptic spike detection (Goelz et al., 1999). For these reasons, the use of spectral features 
concatenated in a vector was considered adequate.    
For the benchmarks in microsleep detection, the primary feature extraction method 
used in the prior benchmarks was a matrix of 544 spectral features calculated for every 2 s, 
with 34 power spectral features derived 16 bipolar channels (Davidson et al., 2007; Peiris et 
al., 2011). Spatio-temporal information was potentially lost by concatenating information 
together into a single vector in the feature matrix, but the use of spatio-temporal features like 
wavelets did not improve performance (Goelz et al., 1999). In contrast, the use of spatial and 
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spectral features offered the potential to determine changes in brain-state by isolating specific 
electrode channels and spectral bands of interest. Additionally, the matrix of spectral features 
was sufficient to achieve the prior benchmarks in microsleep detection (Davidson et al., 
2007; Peiris et al., 2011).  
2.8.1.2 Feature Selection and Reduction Algorithms 
For feature selection and dimensionality reduction, PCA has been successfully 
utilized in both BCI and lapse detection (Selim et al., 2009; Peiris et al., 2011). Supervised 
feature selection and reduction methods offered a promising direction to investigate (Omary, 
2009; Raudys, 1991). Common spatial patterns (CSP) is a method of supervised learning and 
has offered increases in performance over PCA (Lu et al., 2009), but has not has been applied 
to the lapse detection problem. Projection to latent subspaces (PLS) is a method of supervised 
learning and has been successfully used to find evoked potentials in EEG (Chen, 2013; 
Hutapea, 2014), but not applied to lapse detection. Genetic algorithms (GAs) have been 
successfully used in BCI (Parini et al., 2007; Wang et al., 2011), but not lapse detection. GAs 
could find optimal combinations of features to increase classifier performance, as was 
performed in BCI research.  
Another aspect of FS/R relevant to microsleep detection is the supervised selection of 
the most informative features. To select informative features, a trade-off exists between bias 
and variance, after which additional features become redundant. Mutual information theory 
can reduce redundant variables to informative ones (Reshef et al., 2011). Introduced by 
Reshef et al. (2011), maximal information coefficient (MIC) was one of several maximal 
information-based nonparametric exploration (MINE) methods intended for use in finding the 
most relevant parameters. Related techniques aim to eliminate redundant information to 
generate an informative subset of features, such as minimal redundancy, maximal-relevancy 
(mRMR), as proposed by Peng et al. (2005). Many of the algorithms operate by binning, or 
sorting variables into larger “bins,” including specific categories like EEG time windows 
(Zheng et al., 2010).  
Arguably, the previous lapse detection benchmark organized spectral information into 
bins based upon EEG spectral bands. Concentrating spatial and spectral features for a 2-s 
window into a single vector potentially lost relevant information. As such, it was decided to 
explore distance correlation of spectral features, as to find features with the greatest 
differences (Székely et al., 2007) and correlation (Székely and Rizzo, 2009). It was decided 
to continually adjust the number and type of features retained, similarly to GA and greedy 
17 
 
search algorithms (Hazewinkel, 2011). Such iterative algorithms improved BCI and machine 
learning performance (Kim et al., 2006; Parini et al., 2007; Wang et al., 2011).    
 Relevant Techniques from Machine Learning 2.9
Related directly to BCI is the field of machine learning. For pattern classification 
techniques, LDA has been utilized in both lapse detection and BCI (Gareis et al., 2011; Peiris 
et al., 2011). Other pattern recognition algorithms have been utilized in lapse detection and 
BCI, including self-organized maps (SOMs) (Golz et al., 2001; Sommer et al., 2001; 
Yamagutchi et al., 2007) and support vector machines (SVMs) (Ruping, 2001; Golz et al., 
2007; Krajewski et al., 2008; Golz and Sommer, 2010). A radial basis function (RBF) has 
been successfully utilized in BCI and other areas for classification, and can perform better 
than a traditional neural network in some applications (Finan et al., 1996). RBFs have not yet 
been utilized in lapse detection, although a related fuzzy-logic based classifier has 
successfully been used with biosignals (Geva, 1998). The algorithms that were considered for 
further investigation are PLS, CSP, GAs, SVMs, and RBFs. 
2.9.1.1 Classifier Ensembles 
In addition to single classifiers, ensembles were applied to microsleep and lapse 
detection. By combining multiple classifiers, an ensemble of them can achieve better 
performance than single classifiers (Opitz and Machin, 1999). Ensembles have been used 
with neural data before (Honorio et al., 2012) and used in BCI (Shoaie et al., 2006; Faradji et 
al., 2010). The previous benchmark (Peiris et al., 2011) used a stacked generalization 
(stacking) ensemble (Wolpert, 1992).  
The type of ensemble that achieves the best performance can be circumstance specific 
(Zenko et al., 2001), and research may determine if one type of ensemble can consistently 
perform better than others on a particular dataset. The four ensembles were considered are 
bootstrap aggregating (bagging) (Breiman, 1996), boosting (Schapire et al., 2005), adaptive 
boosting (AdaBoost) (Freund and Schapire, 1997), and stacking (Wolpert, 1992). 
2.9.1.2 Balanced Data 
Even the performance of a classifier ensemble could be affected by unbalanced data, 
where one class comprises a much smaller percentage of the other class. As a result, a 
classifier could be biased due to seeing more examples of the larger case. As such, a classifier 
could be trained on artificially balanced data. A dataset could be balanced by randomly 
deleting instances of the majority class and repeating instances of the minority class (Raudys, 
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1991). Due to unbalanced microsleep data, classifier bias may affect performance. Therefore, 
artificially balanced microsleep data was considered for further investigation.     
 Specific Goals 2.10
The goal of this research project was to explore new methods of automating 
microsleep detection and, in the process, increase the accuracy of detection. Two datasets 
previously recorded, each including EEG and other information (such as EOG, video 
recordings, and performance data) were examined and different types of signal processing, 
feature extraction, and pattern classification algorithms applied differently than in previous 
studies. Microsleeps are accompanied by changes in the EEG, and the development of a 
feature-based detector may predict the occurrence of a lapse early enough to avoid the 
occurrence. 
As restated from Chapter 1, the overall research goal and steps were:  
Design a system for improved, automated EEG-based microsleep detection. This 
included: 
a. Increasing the accuracy, sensitivity, and specificity of the detector.  
b. Reducing system latency for automated microsleep detection. 
c. Determination of optimal spatial and spectral information for accurate 
microsleep detection. 
d. Prediction of the onset of microsleeps.  
In order to accomplish these objectives, the following specific steps were taken: 
a. Design of a modular software detector toolset (Chapter 3). 
b. Investigation of techniques to reduce data required for successful (Chapter 4). 
c. Generation of different feature sets for examination (Chapter 5). 
d. Evaluation of software toolset on artificial data (Chapter 6). 
e. Replication of earlier benchmarks (Chapter 7).  
f. Evaluation of the feature set variants warranting further research (Chapter 8). 
g. Reduction of the total number of system configurations investigated to the 
most promising (Chapter 9)  
h. Exploration of the effects of altering class balance on training and testing 
(Chapter 10). 
i. Determination of optimal training circumstances by exploring various 
combinations (Chapter 11).  
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j. Application of a supervised feature selection method as a preprocessing 
method (Chapter 12).  
k. Examination of the potential for microsleep prediction using techniques shown 
(Chapter 13). 
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CHAPTER 3. SYSTEM IMPLEMENTATION 
 Overview 3.1
A complete lapse detection system involves preprocessing, feature extraction, feature 
reduction/selection, and classification steps, as shown in Figure 3.1. The preprocessing step 
includes signal acquisition, filtering, and artefact pruning. The feature extraction step takes 
the processed EEG data and returns a set of features based upon an algorithmic process. More 
than one set of features can result from one set of data, forming a matrix of different types of 
feature sets. The number of features is reduced/selected in various ways, such as PCA, so as 
to minimize and optimize the number of features given to the classifier without losing key 
information in the feature set. Fewer features reduces the computational complexity and 
improves the system response times. The final step is pattern recognition. Based upon prior 
training, each set of features is assigned a category based on the classification algorithm. In 
these respects, the system is similar to a BCI. A microsleep detector can be considered a BCI 
for involuntary events.    
 
Figure 3.1: Lapse detection system overview 
The first step is the implementation of a system to train, test, and validate the 
performance of an algorithm. The first EEG dataset to be investigated, after the artificial data, 
was the Study A dataset (N = 8). Leave-one-out class-validation (LOOCV) was used to 
measure the accuracy of each system, where one subject is used for testing and the rest are 
used for training the classifier. Each system comprised a different arrangement of feature 
extraction, feature selection, classification techniques, and training based on different subsets 
of data. Following this, the procedure was replicated with other EEG datasets. Specific 
feature extraction and pattern recognition techniques investigated for research are outlined in 
Chapter 4.  
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 Implementation 3.2
MATLAB was used to analyse the datasets. Algorithms were implemented in 
MATLAB R2010a on a laptop running Windows 7. Code was implemented in modules, each 
a part of a modular toolset. The toolset was named the Integrated Canterbury Open Modular 
Inventory (ICTOMI), and included documentation on each function. Feature extraction, 
FS/R, pattern recognition, and classifier ensembles all possess different modules. Feature 
extraction modules include linear spectral features and log spectral features. Feature selection 
modules include PCA, CSP, PLS, and ADEN-based methods. Pattern recognition modules 
include LDA, SVMs, and RBFs. Ensemble modules include boosting, bagging, AdaBoost, 
and stacking. An arrangement of modules represents a specific system configuration. 
Performance in different configurations was compared with each other. To test and verify the 
proper functioning of modules, artificial data was utilized. This initially consisted of 
sinusoids with added Gaussian noise. The frequencies were known in each set of dummy 
data, to assist in debugging the code. Subsequently, a new category of artificial data was 
devised to provide a more realistic test. The artificial data combined pre-recorded EEG with 
artificial events of varying signal-to-noise ratios (SNRs). The use of artificial data is further 
detailed in Chapter 6. After the code had been verified with artificial data, the EEG datasets 
were examined. The process of rating microsleeps is further detailed in Chapter 8.     
 Testing 3.3
Testing was conducted according to prior research (Peiris et al., 2011). Four 
architectures of classifier ensembles were investigated in addition to single classifier 
configurations: bagging, boosting, AdaBoost, and stacking. For each classifier system, leave-
one-out cross-validation (LOOCV) was used for testing performance. The output was a 
binary matrix indicating whether each instance in time, at 1-s intervals, was in a microsleep 
state or not. Then, the performance of the ensemble was evaluated on the validation subject. 
The procedure was repeated until each subject in the dataset has been utilized as the testing 
subject. The performance metrics were then averaged together for the final results.  
 Performance Metrics 3.4
The five main performance metrics that have been used are accuracy, sensitivity, 
specificity, selectivity, and phi correlation. All five can be calculated from four values: true 
positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). True 
positives are correct identifications of events. True negatives are correct identifications of 
non-events. False positives are incorrect labelling of a non-event as an event. False negatives 
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are incorrect assessment of an event as a non-event. The methods of calculating all 
performance metrics are detailed in Equations (1) through (5), and are widely use in machine 
learning (Omary, 2009).   
The accuracy (Acc) is the total rate of correct identifications as a percentage of total 
responses.  
𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
    (1) 
Sensitivity (Sens) is the correct response percentage of all positive identifications.  
𝑆𝑒𝑛𝑠 =
𝑇𝑃
𝑇𝑃+𝐹𝑁
     (2) 
Specificity (Spec) is the percentage of correct responses for all negative 
identifications.  
𝑆𝑝𝑒𝑐 =
𝑇𝑁
𝑇𝑁+𝐹𝑃
     (3) 
Selectivity, also known as positive predictive value (PPV), is the probability of 
positive identifications being correct.  
𝑃𝑃𝑉 =
𝑇𝑃
𝑇𝑃+𝐹𝑃
     (4) 
Phi correlation (Phi) is a performance metric which is largely independent of group 
distributions in a dataset, making it useful for highly imbalanced data, such as the unbalanced 
artificial data and the Study A dataset (Peiris et al., 2011). The phi correlation is the Pearson 
correlation coefficient between two binary variables and ranges from 1 to -1. A phi value 
closer to 1 indicates correct classification, a value closer to -1 means opposite responses than 
the correct ones, and a value closer to 0 indicates random guessing.  
𝑃ℎ𝑖 =
(𝑇𝑃∗𝑇𝑁)−(𝐹𝑃∗𝐹𝑁)
√(𝑇𝑃+𝐹𝑃)(𝑇𝑁+𝐹𝑁)(𝑇𝑃+𝐹𝑁)(𝐹𝑃+𝑇𝑁)
    (5) 
Performance metrics similar to phi exist, such as the kappa coefficient, and convey 
information in a similar manner (Omary, 2009). In microsleep detection, successful 
classification of events is valued far more highly than non-events. As a result, sensitivity and 
selectivity are considered more important than specificity. Due to the small number of events, 
a high rate of Acc can be misleading, as it can be achieved simply by arbitrarily labelling all 
testing scenarios as non-events. This is why the other metrics were used.  
The chance that a classifier might incorrectly label all non-events as events was why the 
phi correlation was used in conjunction with sensitivity and selectivity. All five metrics were 
recorded for each configuration of modules, so that direct comparisons of their performance 
can be made. In cases where two classifiers exhibited similar phi values, the other metrics 
could provide additional information. 
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CHAPTER 4. ALGORITHMS INVESTIGATED  
 Feature Extraction 4.1
Feature extraction converts raw or processed data into a form useable to the microsleep 
classification system. Prior work (Peiris et al., 2011) utilized features derived from EEG 
spectral bands. Performances of previous and new feature types were compared. Two feature 
extraction techniques discussed here are linear spectral features and log power spectral 
features.  
Peiris et al. (2011) used log power spectral features. Linear spectral features were 
explored but not documented. Both are calculated in similar ways, but both used the same 
spectral band power and power ratio features. The spectral band power features were 
calculated first, and then power ratios were calculated.  
The following features were generated every 1.0 s for each overlapping 2-s epoch of 
EEG on each channel. In addition, 12 spectral features normalized with respect to the power 
of the entire spectrum were included with the 13 spectral features and 9 power ratios for a 
total of 34 features per channel for each 2-s window, as shown in Table 4.1.  
Table 4.1: Spectral features extracted from EEG 
Feature Frequency Band 
a) Band Power 
Delta (δ) 1-4 Hz 
Theta (θ) 5-8 Hz 
Alpha 1 (α1) 8-10 Hz 
Alpha 2 (α2) 10-12 Hz 
Alpha (α) 8-12 Hz 
Beta 1 (β1) 13-16 Hz 
Beta 2 (β2) 16-26 Hz 
Beta (β) 13-26 Hz 
Gamma 1 (γ1) 26-36 Hz 
Gamma 2 (γ2) 36-46 Hz 
Gamma (γ) 26-46 Hz 
High 45-100 Hz 
All frequencies 1-100 Hz 
  b) Power Ratios 
 
θ/β , θ/α, α/β, δ/θ, 
α/δ, β/δ, β1/α, β2/α, 
β1/β2 
Varies 
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4.1.1 Linear Spectral Features 
The power spectral density (PSD) of a signal can be estimated in a number of ways. 
Taking the power of a signal is common in EEG analysis, and can be accomplished to 
estimate the composition and power of different frequency bands. In previous work (Peiris et 
al., 2011), autoregressive spectral estimation was used with the Berg algorithm to calculate 
Least Mean Squares (LMS) to estimate the power of various spectral bands for each 2-s 
segment. Each 2-s segment had 50% overlap with the prior segment, and updated at a rate of 
1 s. The 2-s segment was thought to be sufficient for classification purposes (Peiris et al., 
2011).  
 
Linear Spectral Features Calculation 
1) Take 2 s of EEG data from a single channel. 
2) Estimate PSD from 1-100 Hz. 
3) Calculate all 34 features and put results in a vector.  
4) Repeat for all other channels. 
5) Concatenate all features as a single observation for 2-s window. 
6) Move window forward by 1 s.  
7) Repeat for entire duration of recorded EEG.     
 
Alternative methods include the periodogram, based on a finite Fourier transform, and 
the Welch method of averaging several overlapping periodograms. In this research, spectral 
estimation was used to calculate PSD features (e.g., alpha band power) from different spectral 
bands across 16 channels in the case of Study A. A total of 34 features per channel were 
generated, yielding a total of 544 features per 2 s segment for Study A. For Study C, empty 
channels were either replaced with interpolated ones or filled with a vector of 34 zeroes, 
depending on the variant feature set.  
4.1.2 Log Power Spectral Features 
The log power spectral features were an expansion on the original method of spectral 
estimation. The highest mean phi performance metrics from prior work (Peiris et al., 2011) 
corresponded directly to features derived from the natural logarithmic transform of the power 
spectrum, after it is estimated. The estimate of each spectral band for each 2-s segment was 
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used to calculate a total of 34 features for each channel. As with spectral features, the sliding 
window updated at a rate of 1 s.   
 
Log Power Spectral Features Calculation 
1) Take 2 s of EEG data from a single channel. 
2) Estimate PSD from 1-100 Hz. 
3) Perform a natural logarithmic transform of power spectrum.  
4) Calculate all 34 features and put them in a vector.  
5) Repeat for all other channels. 
6) Concatenate all features as a single observation for 2-s window. 
7) Move window forward by 1 s. 
 
In Study A, a total of 16 channels yielded 544 features total per 2-s segment, as with the 
prior spectral feature estimation method. As done previously for Study C, empty channels 
were either replaced with interpolated ones or filled with a vector of 34 zeroes, depending on 
the variant.    
 Feature Selection/Reduction 4.2
The large volume of data and features generated from EEG contains noise alongside 
relevant information. In previous lapse detection research, a large feature matrix was 
generated (Peiris et al., 2011). Larger numbers of features are reduced to a smaller number, 
reducing complex data to more informative representations. Feature selection and feature 
reduction can differ substantially, as feature reduction may involve the generation of meta-
features from a previous dataset, while feature selection seeks to reduce a large dataset to an 
optimized subset of features. The point of both is to make the classification process simpler, 
faster, and more accurate by reducing dataset complexity. Feature reduction algorithms 
include ICA, PCA, common spatial patterns (CSP), and genetic algorithm (GA) feature 
selection. Each is explained in greater detail in the following sections. CSP and GAs have 
been utilized in BCI successfully, warranting further investigation (Zhang et al., 2010). 
However, issues arose during the implementation of each feature. A new algorithm, average 
distance feature selection, was later added to the list.  
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4.2.1 Independent Component Analysis 
Independent Component Analysis (ICA) is a technique for separating a signal into more 
statistically independent subcomponents, each providing a unique contribution to the signal. 
The two assumptions used in computation of unique components are that the sources are 
separate and possess a non-Gaussian distribution. A weights matrix of coefficients is 
calculated to more effectively separate the sources, but the task is computationally intensive. 
Due to the resources required, standard ICA algorithms are unable to operate in real time, 
although ICA-preprocessed data can be used to train a classifier.  
 
ICA Calculation 
1) Take matrix X, with dimensions EEG channels p by samples n. 
2) Perform mean removal in X. 
3) Calculate whitening matrix W for X. 
4) Select and reject specific ICs based upon results.  
5) Finish with ICA processed EEG data Y. 
 
In EEG signal processing, ICA has been used to eliminate eye blinks and other artefacts 
in preprocessing before feature extraction (Peiris et al., 2011). The dataset used in the 
benchmark microsleep classification results used ICA to remove ocular artefacts in the 
training and the testing, in conjunction with artefact pruning. In contrast, results close to the 
microsleep classification results, including a phi of 0.38, were achieved without ICA 
preprocessing (Davidson et al., 2007). The inclusion or absence of ICA resulted in the 
generation of EEG feature sets without ICA preprocessing for a more thorough analysis.  
4.2.2 Principal Component Analysis 
Principal Component Analysis (PCA) is a commonly used dimensionality reduction 
technique. It comprises an orthogonal transform applied to the input observations. The 
transformation results in a matrix of “principal components,” arranged in order of effect on 
data variability. The first principal component corresponds to the variable with the largest 
variability, and so on. The PCA transformation is orthogonal, rather than select collinear 
features. Also, it generates meta-features rather than selecting existing features. 
 
29 
 
PCA Calculation 
1) Take training data matrix 𝐗 with dimensions features 𝑝 by observations 𝑛. 
2) Perform mean removal in 𝐗. 
3) Calculate covariance matrix 𝐑 for 𝐗. 
4) Perform eigenvalue decomposition of 𝐑.   
5) Select PCs based upon results.  
6) Take projection matrix 𝐃, apply it to training data, and apply it to testing data.    
7) Reduce sizes of training and testing matrices to desired number of features. 
 
PCA is an unsupervised method of feature reduction and, as a result, it does not require 
a priori knowledge of class labels. While it was used previously (Peiris et al., 2011), the 
possibility remains that a supervised feature selection method may yield better results 
(Omary, 2009). PCA has many variations, but the standard algorithm was used as to serve as 
a baseline comparison to other methods. An adjustable cap of meta-features was inserted, as 
to capture the ones most responsible for the high variance.  
4.2.3 Common Spatial Patterns 
Common Spatial Patterns (CSP) is a dimensionality reduction technique related to 
PCA. CSP has previously been utilized in BCI and biosignal processing (Zhang et al., 2010). 
CSP changes the variance between two particular classes, one with maximized variance and 
one with minimized variance. PCA is a method of unsupervised learning, while CSP is a 
method of supervised learning since CSP requires examples of each class to form the spatial 
filter. CSP can have better performance than PCA, and creates new features like PCA (Lu et 
al., 2009).  
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CSP Calculation 
1) Take training data matrix 𝐗, with dimensions features 𝑝 by observations 𝑛. 
2) Perform mean removal in 𝐗. 
3) Move all observations of non-events from 𝐗 into matrix 𝐗𝐧. 
4) Move all observations of events from 𝐗 into matrix 𝐗𝐞.   
5) Compute correlation matrices 𝐑𝐧 and 𝐑𝐞 from 𝐗𝐧 and 𝐗𝐞 respectively.  
6) Solve eigenvalue decomposition of both 𝐑𝐧 and 𝐑𝐞.   
7) Sort eigenvalues in descending order.   
8) The highest eigenvalue corresponds to maximized variance, and lowest corresponds 
to minimized variance. 
9) Select additional eigenvalues based on the number of features. 
10) Apply transformation matrix 𝐖 to training data and to testing data. 
 
The changes in variance have made class differences more apparent in BCI and signal 
processing (Yin et al., 2008). CSP can be applied in the temporal domain as well as the 
frequency domain, as it is a linear transform. CSP performance may drop if artefacts are used 
to train it. Different variations of CSP can be applied to lapse detection, including: traditional 
CSP (Yin et al., 2008), regularized CSP (RCSP) (Lu et al., 2009), mixtures of CSP (MCSP) 
(Sun et al., 2008), and others (Zhang et al., 2010). As such, CSP was investigated.  
4.2.4 Projection to Lateral Subspaces 
Projection to Lateral Subspaces (PLS), also known as partial least squares regression, is 
a supervised feature reduction technique based upon regressive linear modelling. Like PCA, 
it is an orthogonal technique rather than one dependent upon highly collinear features. It also 
generates a transformation matrix that is based upon the calculation of a covariance matrix. 
Unlike PCA, PLS uses class label information (Chen, 2005; Muradore, 2012).   
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PLS Calculation 
1) Take training data matrix 𝐗 with dimensions features 𝑝 by observations 𝑛.  
2)  Take training data class labels vector 𝑡 of length 𝑛. 
3) Perform mean removal in 𝐗. 
4) Calculate covariance matrix 𝐑 for 𝐗. 
5) Using class labels matrix 𝑡, Perform partial least squares regression to find 
transformation matrix 𝐃.  
6) Apply 𝐃 to training and testing data.    
7) Reduce sizes of training and testing matrices to desired number of features.  
 
PLS has multiple variations and has been successfully used in EEG classification of 
evoked potentials (Chen, 2013; Hutapea, 2014).  
4.2.5 Genetic Algorithm Feature Selection 
Genetic algorithm feature selection is the optimization of feature combinations based 
on successful classification results (Kim et al., 2006; Parini et al., 2007; Wang et al., 2011). 
The function mimics the process of natural selection across generations. A genetic 
representation of a solution and a fitness function to optimize solutions are both required in a 
genetic algorithm. With each iteration, randomized collections of features are generated, 
loosely analogous to producing offspring. Based on the classification results, the fitness of 
each feature collection is selected to produce the next generation. This process optimizes 
feature selection fitness over generations, and could be applied to microsleep detection.  
The criteria used to define fitness can vary greatly, ranging from performance on a 
classifier to regression models to effect size (Kim et al., 2006; Parini et al., 2007; Wang et al., 
2011). The decision was made to implement GAs as a feature selection method for 
microsleep detection. Unlike PCA, the preferred implementation of GAs generated groups of 
features, rather than new features. The feature groups selected by GAs corresponded to 
specific spectral features on electrode channels, so they could be used to directly reduce 
information to the most relevant for microsleep detection. In context of EEG-based 
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microsleep detection, “collinear” features were those reflective of the same spectral changes 
across multiple channels. Group selection of features was random at first, so as to ensure 
collinear features were not selected.    
Time is required to run and optimize GAs, but an optimal feature set can be reused 
extensively once calculated. Signs of microsleeps in different individuals can vary widely. 
The primary reason for using genetic algorithms in microsleep detection is that a GA-based 
system may find a combination of features uniquely suited and optimized for each subject 
configuration.  
 
GA Calculation 
1) Take training data matrix 𝐗 with dimensions features 𝑝 by observations 𝑛. 
2) Select a random subset of features in 𝐗. 
3) Estimate fitness of each feature subset based upon a specific criterion. 
4) Compute feature subset corresponding to highest fitness is used as basis for other 
subsets.   
5) Repeat (3) and (4) until error goal or number of iterations met.  
6) Reduce training data 𝐗 to feature subset corresponding to highest fitness is retained.   
7) Reduce testing data to same feature subset.   
 
Time requirements for GAs are a drawback, but feature sets can be generated for later 
usage. Once features have been defined, GAs are no longer needed for real-time operation. 
GAs were implemented. From a prototype of GA, a new method of feature selection was 
developed.  
4.2.6 Average Distance Feature Selection 
Average distance feature selection was originally implemented as a component of GA. It was 
intended as a method of measuring the fitness of individual features. All features 
corresponding to each class (events and non-events) are averaged together across all 
observations. The resultant vectors are then subtracted from each other, and the largest 
distances found. The features corresponding to the largest average distances are retained, and 
the rest discarded. The number of features can be adjusted. The process is known as the 
Average Distance between Events and Non-events (ADEN). Many tests were performed 
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utilizing ADEN on artificial data, and a handful of tests investigated increasing the number of 
features beyond one with ADEN, as shown in the Appendix. Four variations of ADEN were 
developed. 
4.2.6.1 ADEN 
ADEN required the user to define 𝑈 features to retain. The training data 𝐗 consisted of 
F features and M observations. Then, features corresponding to events and nonevents were 
separated into 𝐗e and 𝐗n. Each was averaged to form a mean feature vector (F long), 𝑥e and 
𝑥n. The difference formed a single vector, ∆𝑥𝑓. 
∆𝑥𝑓 = 𝑎𝑏𝑠(𝑥e,𝑓 − 𝑥n,𝑓)   (6) 
The difference between classes was normalized by dividing vector ∆𝑥𝑓 by Cohen’s d 
(effect size), such that within-group variances in the training data could be accounted for. 
Training data 𝐗 were reduced to a matrix of 𝑈 features and M observations, with all 
remaining features based on the indices 𝑓 of the 𝑈 terms in ∆𝑥𝑓. The testing data would 
likewise be reduced to 𝑢 features, selected from the 𝑓 indices corresponding to features in the 
training data.  
 
ADEN Calculation 
1) Take training data matrix 𝐗, with dimensions features 𝐹 by observations 𝑀. 
2) Calculate Cohen’s d. 
3) Move all observations of non-events from 𝐗 into matrix 𝐗𝐧. 
4) Move all observations of events from 𝐗 into matrix 𝐗𝐞.   
5) Average 𝐗𝐞 and 𝐗𝐧 to form a mean feature vector (F long), 𝑥e and 𝑥n.  
6) Calculate the absolute value of the difference between 𝑥e and 𝑥n in vector ∆𝑥𝑓.   
7) Divide vector ∆𝑥𝑓 by Cohen’s d.   
8) Arrange values in vector ∆𝑥𝑓 in descending order. 
9) Reduce training data 𝐗 to features corresponding to 𝑈 highest differences for training 
data. 
10) Reduce the testing data to the same feature subset. 
 
34 
 
4.2.6.2 ADENZ 
A second variation of ADEN was dubbed Average Distance Between Events and Non-
events by Z-score transform (ADENZ). The z-score transformation involved subtraction of 
the mean for each variable, followed by dividing by the variable’s standard deviation. In 
contrast with ADEN, ADENZ applied independent z-score transformations to the training and 
testing data, omitting Cohen’s d (effect size).   
 
ADENZ Calculation 
1) Take training data matrix 𝐗, with dimensions features 𝐹 by observations 𝑀. 
2) Perform z-score transformation on 𝐗. 
3) Move all observations of non-events from 𝐗 into matrix 𝐗𝐧. 
4) Move all observations of events from 𝐗 into matrix 𝐗𝐞.   
5) Average 𝐗𝐞 and 𝐗𝐧 to form a mean feature vector (F long), 𝑥e and 𝑥n.  
6) Calculate the absolute value of the difference between 𝑥e and 𝑥n in vector ∆𝑥𝑓.   
7) Arrange values in vector ∆𝑥𝑓 in descending order.   
8) Reduce training data 𝐗 to features corresponding to 𝑈 highest differences for training 
data. 
9) Reduce the testing data to the same feature subset. 
 
4.2.6.3 GADEN 
A further development of ADEN was the incorporation of aspects of GA, resulting in 
Genetic Average Distance between Events and Non-events (GADEN). ADEN’s primary role 
in GADEN was as a bottleneck for ranked features, as GA would be performed upon random 
combinations of remaining, selected ADENs. The user was required to designate a pool 
of 𝑉 features to select as a bottleneck. A total of 𝑈 features would be selected at random from 
the “gene pool” of 𝑉features. Approximately half of the training data would be randomly 
selected, and tested on the other half using only the selected 𝑈 features.  
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GADEN Calculation 
1) Take training data matrix 𝐗, with dimensions features 𝐹 by observations 𝑀. 
2) Calculate Cohen’s d. 
3) Move all observations of non-events from 𝐗 into matrix 𝐗𝐧. 
4) Move all observations of events from 𝐗 into matrix 𝐗𝐞.   
5) Average 𝐗𝐞 and 𝐗𝐧 to form a mean feature vector (F long), 𝑥e and 𝑥n.  
6) Calculate the absolute value of the difference between 𝑥e and 𝑥n in vector ∆𝑥𝑓.   
7) Divide vector ∆𝑥𝑓 by Cohen’s d.   
8) Arrange values in vector ∆𝑥𝑓 in descending order. 
9) Reduce the training data 𝐗 to the features corresponding to the 𝑉 highest differences 
for training data. 
10) Select a random subset of 𝑈 features in 𝐗. 
11) Estimate the “fitness” of each feature subset from phi correlation of training and testing 
on only each 𝑈-sized feature subset with LDA. 
12) Use the feature subset corresponding to highest phi correlation as the basis for other 
subsets. 
13) Repeat (3) through (12) until error goal or number of iterations met. 
14) Reduce the training data 𝐗 to retain only the feature subset of size 𝑈 corresponding to 
the highest “fitness.” 
15) Reduce the testing data to same feature subset. 
 
The random combination of features with the highest phi correlation would 
“reproduce” a new set of variants (e.g., new “genotypes” of a new “generation”) that would 
be tested against the parent. The standard configuration of GADEN utilized a total of three 
generations with a constant number of “offspring” for each generation. GADEN took much 
more time and processing power than ADEN or ADENZ, but was able to overcome the 
potential issue of selecting collinear features present in the other two methods.  
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4.2.6.4 GADENZ 
A further version of GADEN was developed, based upon ADENZ. 
 
GADENZ Calculation 
1) Take training data matrix 𝐗, with dimensions features 𝐹 by observations 𝑀. 
2) Perform z-score transformation on 𝐗. 
3) Move all observations of non-events from 𝐗 into matrix 𝐗𝐧. 
4) Move all observations of events from 𝐗 into matrix 𝐗𝐞.   
5) Average 𝐗𝐞 and 𝐗𝐧 to form a mean feature vector (F long), 𝑥e and 𝑥n.  
6) Calculate the absolute value of the difference between 𝑥e and 𝑥n in vector ∆𝑥𝑓.   
7) Arrange values in vector ∆𝑥𝑓 in descending order.   
8) Reduce the training data 𝐗 to features corresponding to 𝑉 highest differences for 
training data. 
9) Select a random subset of 𝑈 features in 𝐗. 
10) Estimate the “fitness” of each feature subset from phi correlation of training and testing 
on only each 𝑈-sized feature subset with LDA. 
11) Use the feature subset corresponding to highest phi correlation as the basis for other 
subsets. 
12) Repeat (3) and (4) until error goal or number of iterations met. 
13) Reduce the training data 𝐗 to retain only the feature subset of size 𝑈 corresponding to 
the highest “fitness.” 
14) Reduce the testing data to same feature subset. 
 
The primary difference with GADENZ was the use of a z-score transform to normalize 
the training data. Cohen’s d was not used.  The different method of normalization was 
thought to potentially result in a different set of features than GADEN.  
 Pattern Recognition 4.3
Pattern recognition is the automatic sorting of data into categories or assigning labels. 
Pattern recognition techniques are often grouped by the learning technique utilized. A 
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successful pattern recognition algorithm can correctly identify the label of testing data the 
majority of the time. Two common categories are supervised and unsupervised learning. 
Supervised learning involves a classifier being given a labelled set of training data, and 
generalizing each group. Unsupervised learning does not contain labels, and is focused on 
discerning patterns between groups, irrespective of class labels.  
Three supervised learning approaches to pattern recognition were investigated: linear 
discriminant analysis (LDA), support vector machines (SVMs), and radial basis functions 
(RBFs).    
4.3.1 Linear Discriminant Analysis 
Linear Discriminant Analysis (LDA) is a simple type of pattern classification 
algorithm. LDA calculates the within-group and between-group variances of training data and 
draws a boundary between them. Depending on which side of the boundary that a new 
observation is assigned to, it is assigned a different group label. LDA was used previously in 
microsleep detection (Peiris et al., 2011) and has the advantages of being a robust and simple 
classifier.  
 
LDA Calculation 
1) Take the matrix of training data 𝐗 and target vector 𝑥t. 
2) Move all observations of non-events from 𝐗 into matrix 𝐗𝐧. 
3) Move all observations of events from 𝐗 into matrix 𝐗𝐞. 
4) Calculate group mean and variance for 𝐗𝐞 and 𝐗𝐧.   
5) Compute class separation to set threshold.  
6) Expose the classifier to testing data.   
 
LDA was the baseline that other pattern recognition algorithms were compared with.  
4.3.2 Support Vector Machines 
Support Vector Machines (SVMs) are a method of supervised learning based on the 
projection of a hyperplane into high dimensionality space (Ruping, 2001). The position of a 
data point relative to the hyperplane is used for classification. The algorithm positions the 
hyperplane utilizing the maximum distance from each group of training instances. Once an 
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optimal position for the plane has been found, all other instances are discarded except for the 
“support vectors.” SVMs are often computationally complex but are usually accurate on 
training data (Ruping, 2001). SVMs can turn high dimensionality problems into linear 
classification problems. SVMs have previously been successfully used in lapse detection 
(Golz et al., 2007; Krajewski et al., 2008; Golz and Sommer, 2010), but there are other 
potential kernels (Qiao et al., 2010; Xu et al., 2010) that can be explored. SVMs are complex 
to implement but once the support vectors have been found, classification becomes a linear 
process (Deng, 2011). SVMs, given prior performance, were recommended to be used in 
microsleep detection. Specifically, two SVM kernels were successfully used on dummy data, 
the Gaussian kernel and polynomial kernel. The SVM Gaussian (SVMG) kernel operates 
similar to a radial basis function (RBF). 
 
SVMG Calculation 
1) Take the matrix of training data 𝐗 and target vector 𝑥t. 
2) Move all observations of non-events from 𝐗 into matrix 𝐗𝐧. 
3) Move all observations of events from 𝐗 into matrix 𝐗𝐞. 
4) Assuming a Gaussian distribution of data, fit a hyperplane that maximizes distance 
between features of 𝐗𝐞 and 𝐗𝐧.   
5) Compute class separation to set threshold.  
6) Expose the classifier to testing data.   
 
The SVM polynomial (SVMP) kernel fits a higher order model to training data.  
 
SVMP Calculation 
1) Take the matrix of training data 𝐗 and target vector 𝑥t. 
2) Move all observations of non-events from 𝐗 into matrix 𝐗𝐧. 
3) Move all observations of events from 𝐗 into matrix 𝐗𝐞. 
4) By adjusting a polynomial model, fit a hyperplane that maximizes distance between 
features of 𝐗𝐞 and 𝐗𝐧.   
5) Expose the classifier to testing data.   
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Both were compared against each other in terms of performance to determine if one 
was superior for microsleep detection.   
4.3.3 Radial Basis Functions 
Radial basis functions (RBFs) have been utilized alongside neural networks in machine 
learning research and can be used in unsupervised or supervised learning (Xu et al., 2004; Xu 
et al., 2010). RBFs had previous usage in EEG classification (Xu et al., 2004), but not 
microsleep detection. RBFs have been used in BCI successfully, so they may be applicable to 
microsleep detection (Bassani and Nievola, 2008). An RBF network lacks the back-
propagation of a neural network, and can be used in place of a traditional neural network (Xu 
et al., 2004). When used as a neural network, radial basis functions compute weights with the 
“k nearest neighbor” algorithm to calculate an output. An RBF classifier has not yet been 
utilized in microsleep detection research, but a related fuzzy-logic-based classifier has been 
used with spectral features in vigilance tests (Coufal, 2009). Previous research in machine 
learning has utilized neural networks and compared them with RBFs (Chundi et al., 2004), 
but this has not yet been performed in microsleep detection. Under certain circumstances, 
RBFs can perform better than neural networks, such as in speaker recognition (Finan et al., 
1996), or at least perform comparably under other circumstances.  
 
RBF Calculation 
1) Take the matrix of training data 𝐗 and target vector 𝑥t. 
2) Initialize neurons with random weights. 
3) Use training data 𝐗 and target vector 𝑥t to adjust neuron weights, clustering the 
datapoints. 
4) Iterate until the error goal reached.   
5) Expose the classifier to testing data.   
 
RBFs have not yet been utilized in microsleep detection, but the success of a fuzzy-
logic-based classifier with RBF success in other areas made them attractive for use in EEG-
based microsleep detection (Finan et al., 1996; Coufal, 2009). 
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 Classifier Structure 4.4
The structure of a classification system can be altered radically. Performance can 
drastically change when algorithms are changed, or when training scenarios differ. 
Ensembles of classifiers can have significant improvements over a single classifier, but 
typically require more resources to run. Single classifier structures, in addition to four types 
of ensembles, were evaluated.  
4.4.1 Single Classifier 
A single classifier is trained on data from training subjects, and then evaluated on the 
testing subject. The task is repeated until each subject had been utilized as the testing subject. 
Performance metrics are were averaged together.  
 
Single Classifier Usage 
1) Set aside one subject for testing, and use the rest for training. 
2) Train one classifier for each training subject. 
3) Evaluate all classifiers on a test subject. 
4) Average all classifier outputs together into a single output vector.   
5) Calculate performance metrics.   
6) Change the subject used for testing.   
7) Repeat steps (1) to (6) until all subjects are tested.   
8) Average all performance metrics together.   
 
While ensembles may offer theoretical benefits, single classifier LOOCV was 
previously used as a baseline to compare to an ensemble (Peiris et al., 2011). Four ensembles 
of classifiers were considered for use in microsleep detection: bagging, boosting, AdaBoost, 
and stacking. A previous study utilized a classifier based on stacked generalization (Peiris et 
al., 2011).  
4.4.2 Bagging 
Bagging was the first of four methods considered which employ an ensemble of 
classifiers. Unweighted majority voting (based on “bagging”) (Breiman, 1996), with each 
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classifier used to determine which state a given instance belongs to, means each classifier’s 
vote is equally weighted (Alpaydin, 1992).  
 
Bagging Ensemble Usage 
1) Set aside one subject for testing, and use the rest for training. 
2) Take all training data and randomly reorder it. 
3) Divide reorganized training data into a number of blocks. 
4) Train one classifier for each training data block.   
5) Evaluate all classifiers on test subject.   
6) Average all classifier outputs together into a single output vector.   
7) Calculate performance metrics.   
8) Change the subject used for testing.   
9) Repeat steps (1) to (8) until all subjects are tested.   
10) Average all performance metrics together.   
 
Bagging was implemented so that the number of randomized blocks could be adjusted.  
4.4.3 Boosting 
Boosting gives more influence to more successful classifiers (Schapire et al., 2005). 
Boosting consists of a majority vote on three classifiers. The first classifier is trained on a 
subset of training data. The second classifier is trained on a portion of the data correctly and 
incorrectly classified by the first. The third classifier is used on observations where the first 
two classifiers disagreed.  
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Boosting Ensemble Usage 
1) Set aside one subject for testing, and use the rest for training. 
2) Train one classifier using a random subset of training data including both classes. 
3) Train a second classifier, trained on portions of the subset correctly classified data and 
incorrectly classified data from the first classifier. 
4) Train a third classifier on the remainder of the training data for instances when the 
first two disagree.   
5) Evaluate the classifier ensemble on test subject.   
6) Average all classifier outputs together into a single output vector.   
7) Calculate performance metrics.   
8) Change the subject used for testing.   
9) Repeat steps (1) to (8) until all subjects are tested.   
10) Average all performance metrics together.   
 
Boosting was implemented.   
4.4.4 AdaBoost 
Adaptive boosting (AdaBoost) is an ensemble of weak learners, or simplified linear 
classifiers. Each classifier prioritizes the correct classification over observations that previous 
weak learners could not successfully classify (Freund and Schapire, 1997).  
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AdaBoost Ensemble Usage 
1) Determine number 𝑛 of weak learners. 
2) Set aside one subject for testing, and use the rest for training. 
3) Train one classifier, a weak learner, on a random subset of training data including 
both classes. 
4) Increase weights on incorrectly classified datapoints. 
5) Weight the weak learner based on correctly classified datapoints.   
6) Have the next weak learner attempt to correctly classify datapoints with highest 
weights.   
7) Repeat steps (3) to (6) until 𝑛 weak learners generated.   
8) Evaluate classifier ensemble on the test subject.   
9) Calculate performance metrics.   
10) Change the subject used for testing.   
11) Repeat steps (1) to (10) until all subjects are tested.   
12) Average all performance metrics together.   
 
While stacking and bagging modules were implemented using several different pattern 
recognition modules, AdaBoost was only implemented with LDA due to the requirement for 
a weak learner.  
4.4.5 Stacking 
Stacked generalization (or “stacking”) aims to combine the individual classifiers with a 
meta-learner (Gandhi et al., 2006). A portion of the training data is held back to form a 
“pseudo-testing” dataset. A linear model is fitted to the ensemble’s performance on the 
pseudo-testing data, helping to generate the meta-learner. Afterwards, the meta-learner is 
presented the testing data (Wolpert, 1992).  
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Stacking Ensemble Usage 
1) Set aside one subject for testing, and use the rest for training. 
2) Set aside one training subject as pseudo-testing subject. 
3) Train one classifier for each training subject. 
4) Evaluate all classifiers on pseudo-testing subject.   
5) Based on outputs from each classifier, use linear regression to weight each individual 
classifier.   
6) Repeat (2) to (5) until all subjects used as pseudo-testing subject.   
7) Evaluate each configuration on the testing subject.   
8) Calculate performance metrics.   
9) Change the subject used for testing.   
10) Repeat steps (1) to (9) until each subject has been used as the testing subject.   
11) Average all performance metrics together.   
 
Stacking has previously been applied to the microsleep detection problem, setting the 
current performance benchmark (Peiris et al., 2011).  
 Technique Summary 4.5
Some of the listed techniques have been used in prior work. Log spectral power was 
used previously as a feature extraction method. For FS/R, PCA and ICA were used in the 
prior work. For classification, LDA was used in both a single classifier and in a stacking 
ensemble (Peiris et al., 2011). Linear spectral power was not used for feature extraction in the 
prior benchmark. The ADEN variants, PLS, and CSP were not utilized for FS/R. In addition, 
RBFs, SVMs, bagging, boosting, and AdaBoost were not used for classification. Before 
being used on EEG data, the implemented modules were validated.  
  
45 
 
CHAPTER 5. DATASETS 
 Introduction 5.1
 Three separate datasets were examined using the microsleep detection software. The 
first dataset comprised simulated events, 2.0-s bursts of 15 Hz sinusoid, superimposed on 5 
min of 16-channel EEG, with the signal-to-noise ratio (SNR) varied. The simulated dataset 
was utilized to validate the software implementation of prior modules and evaluate their 
limitations. After this, EEG data with expert-rated microsleep events from Study A (N = 8) 
and Study C (N = 10) were examined. Due to the breadth of the parameters examined, 
different permutations of each dataset were developed for comparison.  
 Artificial Event Dataset 5.2
After debugging ICTOMI modules, questions remained regarding their potential 
performance on detecting microsleeps in the Study A dataset. The occurrence of microsleeps 
is rare relative to non-events, forming a highly imbalanced dataset. To approximate Study A, 
an artificial “gold standard” dataset was programmed, with an artificial event superimposed 
on a subset of the Study A data. Different parameters of the artificial dataset were varied, 
such as the ratio of events to non-events and the signal-to-noise ratio. The purpose of this 
testing was to confirm that ICTOMI was working correctly on a dataset of precisely known 
events and to determine how signal power and class balances affect performance.  
The artificial data were generated to loosely approximate the microsleep detection 
task. However, the advantage of an artificial dataset was the ability to exactly control the 
parameters of the event to be detected. The event for the artificial dataset was a 15 Hz sine 
wave, lasting for a total duration of 2 s. Five minutes of 16-channel EEG data were taken 
from each subject in the Study A dataset and further subdivided into 2-s segments, each with 
50% overlap with the prior segment. A total of six segments had the sine wave added to all 
channels of the 16-channel data, resulting in 98% of the time being non-events and 2% being 
events. A total of 34 EEG band-derived spectral features were then taken from each segment 
of each channel, resulting in 544 features for 300 segments for each subject.  
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Figure 5.1: Generation schematic for artificial event features 
The amplitude of the sine wave was scaled relative to the maximum EEG signal 
amplitude. The sine wave amplitude was scaled to a signal-to-noise ratio (SNR) of 16, 3, 1, 
0.3, and 0.03 based on the amplitude rather than power. The root mean square amplitude of 
the signal is 𝐴𝑠𝑖𝑔𝑛𝑎𝑙, while the amplitude of the noise is 𝐴𝑛𝑜𝑖𝑠𝑒.  
𝑆𝑁𝑅 = (
𝐴𝑠𝑖𝑔𝑛𝑎𝑙
𝐴𝑛𝑜𝑖𝑠𝑒
)2    (7) 
Examples of an event are shown in Figures 5.2-6. The event that can easily be 
identified visually is shown in Figs. 5.2 and 5.3.  
 
Figure 5.2: A combination of EEG and very easy event (SNR = 16.0) 
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Figure 5.3: A combination of EEG and easy event (SNR = 3.0) 
 
Figure 5.4: A combination of EEG and medium event (SNR = 1.0) 
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Figure 5.5: A combination of EEG and hard event (SNR = 0.3) 
 
Figure 5.6: A combination of EEG and very hard event (SNR = 0.03) 
Five other artificial datasets were generated, identical to the previously described ones, 
except with equal numbers of events and non-events. Class balance was achieved by 
repeating events and randomly deleting a subset of non-events until the ratio of events to non-
events was unity. All datasets were kept independent of each other, with each having 6 
artificial events superimposed over 5 min of EEG data.  
 Study A 5.3
The first EEG dataset to be used in research is the Study A dataset (N = 8). The Study A 
dataset was recorded at 256 Hz, using 16 referential channels (Peiris et al., 2011). Two non-
consecutive sessions, each approximately one hour in length, were recorded for each subject. 
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Notch filtering was used to remove 50 Hz power interference. The dataset has been 
extensively used in prior research, establishing the current baseline for lapse detector 
performance (Davidson et al., 2007; Peiris et al., 2011).  
5.3.1 Study A Gold Standard 
Validation of training and testing data required properly-labelled states indicating a 
microsleep. The presence of a microsleep was treated as a binary state, where “1” indicated 
the presence of a microsleep and “0” indicated the responsive or baseline state. Data rated by 
human experts served as the gold standard for gauging performance of an automated 
classifier. Performance on a 1-D tracking task and video recordings were used to estimate the 
behavioural gold standard of alertness.   
The rated data was integral to an automated lapse detection system (Peiris et al., 
2011), acting as the “gold standard” for determining if an EEG segment was a microsleep or 
not. Previous datasets, such as the Study A, were rated by experts using both tracking and 
video data. The Study A utilized a 6-point scale to measure alertness: 1 = alert, 2 = distracted, 
3 = forced eye closure while alert, 4 = light drowsy, 5 = deep drowsy, and 6 = sleep 
(including microsleeps). “Alert” periods were identified by fast eye blinks and normal facial 
tone. “Distracted” intervals included momentary diversions from the task. “Forced eye 
closure” was an instance of the subject closing their eyes while remaining alert. The “light 
drowsy” state was characterized by the subject’s blink rate slowing and facial tone shifting. 
The “deep drowsy” state had the subject show fewer eye movements and partial eye closure. 
The ‘sleep’ state had prolonged eye-lid closure with head nodding and jerks. Values on the 
scale from 6 counted as lapses.  
CTT performance data was rated independently from the video data. A “flat spot” was 
a location in the tracking data where the subject stopped responding, lasting at least 300 ms. 
Flat spots with longer durations were examined for overlaps with video microsleeps. Definite 
microsleeps were considered combinations of flat spots and video lapses.  
While rating was performed conservatively, some segments were ambiguous as to 
whether they were microsleeps or not. Only definite microsleeps and segments rated 6 on the 
scale by Peiris were used as the gold standard. However, non-microsleep lapses were utilized 
or removed under various training scenarios.    
If a microsleep or flat spot occurred anywhere within a 2-s window corresponding to a 
segment of EEG, the entire window was marked as an event for Study A. While the gold 
standard was not a perfect measure of the brain-state during microsleep events, it was as close 
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as the human experts could provide. Different gold standards were developed, corresponding 
to different scenarios for defining events: 
1) Definite microsleeps (simultaneous video microsleeps and flat spots) = 1, and all 
other states = 0. 
2) Flat spots only = 1, and all other states = 0.    
3) Video microsleeps only = 1, and all other states = 0.     
4) All lapses (video microsleeps and/or flat spots) = 1, and all other states = 0, as per 
prior research (Davidson et al., 2007; Peiris et al., 2011).  
5) Definite microsleeps (with simultaneous video microsleeps and flat spots) = 1, 
most other states = 0, apart from removal of segments of flat spots only and 
videos only from the analysis: Pruning.   
Due to the imbalance of classes, “balanced” versions of the Study A and gold standards 
were also developed. To artificially balance the dataset, events were repeated and a random 
subset of non-events was deleted until the total composition of the dataset was evenly split 
between events and non-events. The possibility that a classifier trained on balanced data and 
tested on unbalanced data could perform better due to the removal of bias was considered and 
later evaluated.  
5.3.2 Study A Preprocessing Reassessment 
The Study A feature set used to achieve the current mean phi correlation benchmark of 
0.39 (Peiris et al., 2011) had ICA performed on it bipolar EEG converted from referential 
EEG under the assumption that it would have less noise. However, a similar mean phi 
correlation of 0.38 was achieved on the same features without the use of ICA (Davidson et 
al., 2007). Both bipolar processed EEG and referential unprocessed EEG were examined to 
determine if bipolar features contained less noise. The gold standard used for the referential 
and bipolar EEG was the “lapse” event, so as to approximate previous work and to maximize 
the total number of events. The ICA-processed “clean” bipolar 544 spectral feature EEG, or 
Study A Bipolar ICA Spectral Power (SABIS), provided a valuable comparison against other 
feature set performances.  
5.3.2.1 Alternative Feature Extraction 
The other feature set developed from the ICA-preprocessed, artefact-pruned bipolar 
Study A EEG was the Study A feature set, which was known as the Study A Bipolar ICA 
Log Power (SABIL) feature set. Artefact pruning, as used in the SABIL and SABIS feature 
sets, was conducted by performing a z-score transform and rejecting any epoch greater than 
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30.0. While not elaborated by Peiris et al. (2011), the natural logarithmic transform of the 
entire power spectrum was used to calculate the spectral power of each band instead of the 
power spectrum estimate of the signal from the Burg algorithm (Peiris et al., 2011). Due to 
the lack of detail regarding differences in performance between spectral features and log 
spectral features, the initial tests were performed with both the SABIL and SABIS feature 
sets. Divergences in performance due to differing feature extraction methods were a gap 
requiring additional examination.       
5.3.2.2 Raw Referential and Bipolar Feature Sets 
The use of ICA eye blink removal and artefact pruning in the SABIL and SABIS 
feature sets removed an average of 578 epochs (208-1334) from each subject’s total of 7200, 
resulting in a potential ~16% loss of information. Two other feature sets were reconstructed 
from the raw EEG from Study A. A completely new set of features were generated in each 
case, with 34 spectral features from each of 16 referential channels. A matrix of 544 features 
and 3600 observations was generated for each of the two 1-hour sessions per subject. In 
parallel with this, 16 bipolar channels used previously (Peiris et al., 2011) were calculated. 
The original was “raw referential,” also known as the Study A Referential Unprocessed 
Spectral Power (SARUS) features. From the “raw bipolar” EEG features or the Study A 
Bipolar Unprocessed Spectral Power (SABUS) features, feature matrices of identical 
dimensions to the SARUS feature set were computed.  
 
Figure 5.7: Study A feature set variations generation schematic 
The SARUS and SABUS feature sets had both 1-hour sessions concatenated, resulting 
in a matrix of 544 features by 7200 observations per subject. Unlike prior work (Peiris et al., 
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2011), no observations were deleted so as to better approximate a realistic scenario. The 
initial SARUS and SABUS feature sets were generated using the same feature extraction 
method as the SABIS features, linear spectral power. Variants of the SARUS and SABUS 
feature sets using the same log power feature extraction method as the SABIL features and 
additionally compared. The resulting variants were called the Study A Referential 
Unprocessed Log Power (SARUL) and Study A Bipolar Unprocessed Log Power (SABUL) 
feature sets.    
 Study C 5.4
Study C was examined in tandem with Study A. The Study C dataset was originally a 
combination of EEG and fMRI data, but only the EEG data were used to test automated 
microsleep detection. Originally, the study consisted of 20 subjects, but only 10 individuals 
with the largest number of microsleeps were analyzed further. The remaining Study C dataset 
(N = 10) used a 2D CTT in conjunction with video recording at 25 fps.  
 
Figure 5.8: Study C feature generation schematic 
Referential EEG from 64 channels was conducted, although several channels were 
discarded from each subject in preprocessing. The number of channels ranged from 30-60 per 
subject, with 17 channels consistent across all subjects. Additionally, ICA was performed to 
remove eye blink artefacts and overhead noise was filtered out. The primary feature set on 
Study C was a referential EEG dataset, Study C Referential ICA-Processed Spectral Features 
(SCRIS). Documentation of events, such as microsleeps, was also more meticulous (Poudel 
et al., 2010).  
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5.4.1 Study C Gold Standard 
Data from Study C was examined utilizing similar formatting, feature extraction, 
feature selection/reduction, and classification to the Study A. Each observation was paired 
with a binary index indicating the presence or absence of an event. In the case of Study A, 
flat spots, video microsleeps, and definite microsleeps were all denoted as gold standard 
events. In the case of Study C, alert periods were treated as non-events, while events were 
defined as definite microsleeps and rest periods (sleep > 15 s) in the case of Study C.  
Behavioural events in Study C were categorized as microsleeps, attention lapses, and 
impaired responsiveness events, rest periods and definite microsleep events as opposed to 
Study A’s more ill-defined “lapses of responsiveness.” In prior work (Peiris et al., 2011), the 
performance benchmark was performed on behavioural data where any video microsleep or 
flat spot was considered to be an event. The number of events in Study A was increased by 
using the “lapse” criterion rather than a “definite microsleep,” which consisting of both video 
microsleeps and flat spots. The distinction between lapses of responsiveness and microsleeps 
was often in Study A compared to later work (Poudel et al., 2010). As such, Study C’s gold 
standard was considered more reliable than Study A’s gold standard.      
 Feature Extraction 5.5
5.5.1 Feature Details 
In both Study A and Study C, 34 spectral features (described in Section 4.1) were 
calculated based upon a 2-s sliding window of EEG with a 50% overlap with the prior 
second. Three feature sets derived from Study A resulted in a feature matrix of 544 features 
for two hours of data per subject. 
5.5.2 Study C Complications  
The Study C data used was the same as Poudel et al. (2010), which had undergone 
substantial preprocessing due to having been recorded in an MRI scanner. Channels were 
rejected due to electrical impedances, ICA was performed to remove eye blinks, and filtering 
was done to remove overhead power. Additional preprocessing was required to remove the 
MRI gradient artefacts. Due to being far more preprocessed than Study A, a conscious 
decision made was to minimize changes to the Study C data and to simply test if the 
successful approaches from Study A could be directly applied to the Study C data.   
Due to the uneven number of channels in Study C, null vectors were inserted to 
compensate for missing channels, resulting in 2040 features for 50 min of data per subject. 
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The usage of zero vectors, constant DC offsets, null events, and “Not a Number” (NaN) 
substitutions for missing features did not affect the results on intra-subject classification, but 
the zero vectors were included for simplicity. Interpolation using inverse distance and 
spherical modelling also failed to improve results. As a result, Study C was given a consistent 
number of features to enable inter-subject classification.   
Potential improvements of taking the log of the power spectrum were investigated with 
Study C. The data was stored in referential format, and it was decided to not to convert to 
bipolar for Study C. Given the irregular numbers of channels between subjects and potential 
limitations of interpolation, a bipolar conversion of the Study C EEG added additional layers 
of complexity. As the decision had been made to limit additional preprocessing to Study C, 
the conversion to bipolar was not performed.     
 Planned Evaluations 5.6
5.6.1 Artificial Event Data Evaluation 
The range of variations for the artificial event, Study A, and Study C feature sets 
presented a large range of possible tests to run, given the number of ICTOMI modules. As 
such, limiting the feature sets to a few informative ones rather than a larger number of less 
informative tests would allow more comprehensive testing to be utilized when required. For 
example, the artificial event datasets would be used to validate the basic ICTOMI modules so 
that the SNR of the artificial data could be compared with the performance of the EEG data. 
Additionally, the artificial data would be used on a set of basic approaches and then the 
primary research thrust would shift to the EEG datasets.  
5.6.2 Study A Evaluation 
5.6.2.1 Study A Clean and Expanded Data Evaluation 
The Study A and Study C feature sets present far more variations than the artificial 
event datasets. For Study A, four primary feature sets were used. Two are “cleaned,” meaning 
they are bipolar EEG with ICA and artefact pruning. The first SABIS feature set had spectral 
features, while the original SABIL one had features from the log of the power spectrum. The 
SABIL set was used in previous research (Peiris et al., 2011). However, it was uncertain if 
the SABIS feature set’s spectral features contained enough information to successfully 
discern between classes.  
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5.6.2.2 Study A Raw Data Evaluation 
The “raw” feature sets, SARUS and SABUS, lacked the artefact pruning and ICA 
filtering of the SABIS feature sets, and both used spectral features. The main purpose of 
comparing the SARUS and SABUS feature sets was to determine the differences in 
performance, if any, from using referential or bipolar EEG, a topic not covered in prior work 
(Peiris et al., 2011). The two feature sets additionally demonstrated the effects of leaving 
artefacts in and not performing ICA upon the EEG. Based upon prior work, the inclusion of 
ICA should not affect results, but feature extraction method and artefact pruning might 
(Davidson et al., 2007).  
5.6.3 Study C Evaluation 
The primary analysis on Study C had far less variants than Study A, due to a decision to 
reduce additional preprocessing on the data. The SCRIS features included “null” channels, or 
zeros inserted to allow for a common number of features.  
Other variations, including with interpolation and calculating features by taking the log 
of the power spectrum, would be explored to see if they offered any changes or 
improvements in performance. The log features were referred to as Study C Referential ICA-
Processed Log Spectral Features (SCRIL). Due to the primary data being stored in referential 
format, all variant Study C features were derived from referential data. Spherical coordinates 
and inverse distance interpolation were used with Study C with EEGLAB. The resulting 
features were referred to as SCRIS spherical (SCRISSP) and SCRIS inverse distance 
(SCRISID). The combination of interpolation with log spectral feature extraction resulted in 
the SCRIL spherical (SCRILSP) and SCRIL inverse distance (SCRILID) feature sets.   
All were evaluated in a linear classifier, and unsuccessful variants were removed until 
only one feature set remained. While Study A had prior detection performance values in the 
literature (Peiris et al., 2011), Study C did not. If none of the variants performed successfully 
relative to the basic feature set, only the basic SCRIS feature set would be used in further 
research to establish a precedent. If SCRIS features proved sufficient for basic classification, 
they could form the basis for further work.  
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CHAPTER 6. SYSTEM EVALUATION ON SIMULATED EEG     -----
--------------------EVENTS 
 Introduction 6.1
Before the EEG-based feature sets were developed, the ICTOMI software toolset was 
validated with simulated EEG events. The process utilized performance metrics based upon 
prior research (Davidson et al., 2007; Peiris et al., 2011). The performance metrics of each 
classifier were averaged together. The performance metrics included: mean accuracy, 
specificity, sensitivity, phi, and area under the receiver operating characteristic (AUC-ROC) 
curve. Current performance metrics (Peiris et al., 2011) were utilized as a benchmark for 
comparison. The optimally performing configuration of algorithms and classifiers were used 
as the basis for an EEG-based microsleep detector. The phi correlation coefficient, however, 
quickly became the primary measure of classifier effectiveness, since it is independent of 
class distributions (Peiris et al., 2011).  
The artificial datasets allowed for performance on known SNRs to be compared. The 
microsleep feature sets have a variable and unknown SNR exacerbated due to class 
imbalances. Comparing the results from an artificial event dataset with an EEG spectral 
feature set for a specific system configuration provided a method to estimate the SNR. A 
major contrast between the artificial event datasets and the rated EEG feature sets was that 
the target events in the artificial sets were consistent in duration, total number, and amplitude 
for all subjects, unlike the EEG feature sets. The artificial event datasets offered a view of 
uniform and consistent features across the same dataset.      
Hypothesis 1: Simulated EEG events with a variable SNR provide an estimate of 
performance on real EEG feature sets.  
Rationale: Each of the artificial datasets possessed a 15-Hz event that would appear 
on several of the spectral features used in the study. As the SNR drops, the mean phi 
performance will also drop.   
 Methods 6.2
All variants of the artificial datasets were subjected to the same battery of tests. The 
purpose of the initial tests was largely to ensure module arrangements functioned properly. 
Feature reduction modules included PCA, CSP, ADEN, and GADEN with 5 permutations 
over 3 iterations. Pattern recognition modules included LDA, RBF, SVM with a Gaussian 
kernel (SVMG), and SVM with a polynomial kernel (SVMP). Twelve primary configurations 
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were utilized, each a different arrangement of feature reduction and pattern recognition 
modules. Both balanced and unbalanced data were analysed, and the results from cross-
validation are presented below. The phi correlation coefficient was utilized as the chief 
performance metric as it was found that the other metrics, such as accuracy, sensitivity, 
specificity, and selectivity, often varied greatly according to the ratio of non-events to events. 
A value of phi corresponding to “1” indicates perfect performance in successfully identifying 
all events and non-events. It was hypothesized that mean phi performance would drop as the 
SNR did for all configurations, with ensembles out-performing single classifiers.  
 Results 6.3
6.3.1 Single Classifier Performance 
Single classifiers were tested prior to ensembles. In addition to phi, measures of 
sensitivity, specificity, and selectivity were calculated. 
 
Figure 6.1: Classification performance for LDA with feature selection/reduction modules with 10 features on 
unbalanced easy data (SNR = 3.0) 
0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90
1.00
GADEN GADENZ ADEN ADENZ PCA PLS CSP
59 
 
 
Figure 6.2: Classification performance for LDA with feature selection/reduction modules with 10 features on 
unbalanced hard data (SNR = 0.3)  
For unbalanced datasets, GADEN and ADEN were found to yield the highest overall 
performance for several metrics. Figs. 6.1 and 6.2 detail a specific case, the results of LDA 
combined with various feature selection modules. Fig. 6.1 shows the easy (SNR = 3.0) data, 
where each module functions properly. PLS, CSP, and PCA did not yield the consistent 
performance of ADEN, ADENZ, GADEN, and GADENZ across each performance metric. 
System configurations utilizing ADEN, ADENZ, GADEN, and GADENZ were the only 
methods able to successfully classify the hard dataset (SNR = 0.3) of both balanced and 
unbalanced data. The max phi of GADEN with 10 features was 0.96. No system 
configuration was able to correctly classify the balanced or unbalanced very hard datasets 
(SNR = 0.03). PCA dropped in performance greatly when faced with the hard dataset (SNR = 
0.3), in contrast to ADEN1.  
 
Figure 6.3: Classification performance for 10 ADEN features with pattern recognition modules on unbalanced hard 
data (SNR = 0.3) 
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Performance metrics were high across all pattern recognition modules for the 
unbalanced hard dataset, as detailed in Fig. 6.3. With ADEN, high performance was 
independent of the pattern recognition module used. However, performance metrics varied 
greatly across datasets. As expected, a general performance trend in the pattern recognition 
modules was a drop as the signal grew weaker relative to the background EEG. However, a 
specific counter-example (SNR = 0.3) is shown in Fig. 6.5. The upswing only occurred with 
use of ADEN, and was not significant (p = 0.19), A steady downward trend was present in 
ADENZ even at the hard (SNR = 0.3) data.   
Classifier performance metrics, including sensitivity, selectivity, and phi, dropped as 
the SNR went from 16 to 0.03. Fig. 6.4 presents a specific module configuration, ADEN with 
LDA on the unbalanced data, to depict the drop at 0.03.  
 
Figure 6.4: Classification performance for ADEN10-LDA on unbalanced data (SNR = 16.0 to 0.03) 
The upswing witnessed in Fig. 6.4 on the hard (SNR = 0.3) data does not represent the 
typical case. Instead, the typical case is presented in Fig. 6.5 with a specific module 
configuration, PCA with LDA on the unbalanced data.  
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Figure 6.5: Classification performance for PCA10-LDA on unbalanced data (SNR = 16.0 to 0.03) 
The drop in performance occurred independently of whether the data was balanced or 
unbalanced. In addition, only combinations of modules incorporating ADEN1 managed to 
successfully classify the hard dataset (SNR = 0.3) on the balanced dataset above random 
guessing. The highest phi for that task came from the Gaussian SVM kernel combined with 
ADEN, with a phi of 0.95 on the hard balanced data. No module combination was able to 
correctly identify the majority of events and non-events for the “very hard” unbalanced 
dataset.  
6.3.2 Ensemble Classifier Performance 
Ensembles were investigated for their performance relative to single classifiers. 
However, ensembles did not provide the hoped for improvement in many cases, given the 
relatively high results of the single classifier system. System configurations consisting of 
ADEN as a feature reduction method combined with LDA as a pattern recognition method, 
tested upon the hard data, were compared across ensemble structures.  
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Figure 6.6: Classification performance for ADEN10 LDA on unbalanced hard (SNR = 0.3) data 
As shown in Fig. 6.6 on the unbalanced hard dataset, performance for each ensemble 
structure was different. AdaBoost (with three weak learners) again performed consistently 
well, with stacking behind it in terms of phi value. However, AdaBoost was roughly 
equivalent in performance to a single classifier system. A high specificity is of no value when 
combined with a poor selectivity or sensitivity. While phi was lower on stacking than with 
single classifier cross-validation, stacking had the highest sensitivity of the ensemble 
systems. The balanced data yielded similar results.  
 Discussion 6.4
Despite the variety of artificial datasets and system configurations investigated, key 
trends were noted. Average distance feature selection modules provided higher performance 
scores than other FS/R algorithms, independent of class balance or pattern recognition 
module. The presence of an ensemble system did not change this. However, ADEN1, 
ADEN10, or GADEN10 could not successfully classify the very hard dataset (SNR = 0.03), 
whether it was balanced or unbalanced.  
While not presented in this chapter, ADEN also performed the highest upon the 
balanced datasets, with GADEN a close second. However, differences in performance were 
not as high as in the unbalanced datasets. This may be because averaging a larger number of 
non-events (such as present in the unbalanced data) better decreases background noise than a 
smaller subset (such as in the balanced data).  
As the event signal decreased in amplitude, it became harder to discern from the 
background EEG. An upswing in performance was noted with ADEN10 in the hard dataset 
(SNR = 0.3) relative to the medium (SNR = 1.0) dataset, but it was only marginally higher 
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than performance on the higher SNR datasets. ADEN10 had a phi value of 0.94 (0.77-1.00) on 
the hard dataset (SNR = 0.3), and the medium data had a phi of 0.88 (0.70-1.00). The 
difference was not significant (p = 0.19). The slight upswing only occurred in GADEN10 and 
ADEN10. With ADENZ10 and GADENZ10, the mean phi for the hard (SNR = 0.3) data was 
0.88 (0.54-1.00), while phi for the medium dataset was 0.98 (0.86-1.00).   
However, neither ADEN1 nor ADEN10 could correctly classify the “very hard” 
artificial data (SNR = 0.03) in either the balanced or unbalanced case. The amplitude of the 
event may have dropped to a point of being indistinguishable from the background noise.  
Also of note was the clear dominance of average distance feature selection methods 
over alternatives. The results indicate that performance is strongly dependent upon feature 
selection rather than type of classifier or class balance. Across pattern recognition modules, 
LDA, RBF, and SVMs with different kernels yielded similar performance to across the same 
datasets.  
A hypothesis was that ensembles would perform noticeably higher than single 
classifiers in almost all cases. So far, this has been shown not to be the case, for balanced or 
unbalanced data. The single classifier and ensemble could correctly identify few of the 
simulated events in the very hard (SNR = 0.03) unbalanced data. While statistical 
significance tests were not performed, many of the results were only slightly or not higher 
than single classifiers. Of the varieties of ensembles, stacking and AdaBoost provided 
consistently high performance metrics.  
On the artificial data, ADEN with any single classifier or ensemble yielded the 
highest consistent performance across datasets, as detailed in the Appendix and shown in Fig. 
6.2. The corresponding spectral features for 15 Hz increased relative to other spectral bands, 
turning the task into a thresholding problem. Given the artificial event increases upon a 
specific spectral band, average distance feature selection may be better able to determine 
where to set such a threshold.  
PCA dropped in performance on the hard data (SNR = 0.3), while ADEN did not. 
This suggests that generation of meta-features, as opposed to selecting a subset of existing 
features, may lose microsleep-relevant information. While PCA selects meta-features that 
may be uncorrelated to the target event, ADEN can select features based on a priori 
knowledge of class differences. It is likely that multiple ADEN features would contain 
redundant information, but this may be advantageous. It may combine signals corresponding 
to the same event across multiple channels, increasing the probability of successful detection. 
The principal components found by PCA are combinations of multiple features, many of 
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which could be noise. Average distance feature selection methods may prove more suitable 
for the microsleep detection task.  
 Summary 6.5
Classifier performance on the simulated EEG feature sets resulted in high mean phi 
results of 0.95 for ADEN and 0.96 for GADEN on SNR = 0.3. Despite this success, 
microsleep identification is likely to be substantially more difficult than the 0.3 feature set. 
As PCA was unable to match ADEN’s performance on the 0.3 feature set, supervised feature 
selection requires a more thorough investigation to improve the performance of microsleep 
detection. The 15-Hz simulated event was substantially more consistent than EEG, so all 
system configurations investigated had to be re-evaluated before any could be eliminated.   
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CHAPTER 7. REPLICATION OF PRIOR BENCHMARKS 
 Introduction 7.1
After validating the system on artificial data, replication of prior performance 
benchmarks was an essential precondition of further analysis. The highest performance in 
microsleep detection reported was a mean phi value of 0.39 using LDA with a stacking 
ensemble (Peiris et al., 2011). This was the equivalent of the SABIL feature set (N = 8), 
which as mentioned in Section 5.3, which had undergone ICA-based removal of eye 
movement and artefact pruning, the latter removing entire segments of data from training and 
testing. Therefore, before varying the preprocessing steps or system configuration, system 
replication was a prerequisite.          
 Methods 7.2
The first step of the process was the reconstruction of the same feature set and system 
used in the prior study. The SABIL feature set was used with an LDA-based stacking 
ensemble and PCA was employed for feature reduction, as described by Peiris et al. (2011). 
The system used seven subjects to train the ensemble, and one to test it. The process was 
repeated eight times, with the mean phi value being the primary performance metric. Peiris et 
al. (2011) mentioned that 50s PCs corresponded to the highest performance. To explore more 
thoroughly, the number of principal components was varied. It was inferred that the system’s 
highest values would be close to the benchmark. In order to provide additional validation, the 
use of a single LDA classifier with PCA was also examined and compared to prior work 
(Peiris et al., 2011).    
 Results 7.3
The stacking ensemble values were slightly higher than the reported value of 0.39, 
while the single classifier values were slightly lower than 0.31 (Peiris et al., 2011). When 
replicating the prior work with the stacking ensemble, the highest mean phi value was 0.40 
(0.13-0.66) with 150 PCs.  
The highest value for a single LDA classifier was a mean phi of 0.30 (0.03-0.67) with 
160 PCs. For the single classifier, the highest mean value was at the end of a plateau of 
values beginning at 40 PCs at a mean phi of 0.28 (0.07-0.58).  
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 Discussion 7.4
The replication of prior work using Study A results was used as a baseline to presage 
variant training and testing scenarios for Studies A and C. With the SABIL feature set, the 
stacking ensemble and single LDA classifier generated the same results as reported earlier 
(Peiris et al., 2011). The optimal number of PCs is less than 200 in each case, although the 
number may be different for other features. The mean phi value of 0.23 (0.04-0.49) with 10 
PCs with a single LDA classifier was not as high as the stacking ensemble’s value of 0.33 
(0.11-0.52) for 10 PCs, indicating that the stacking ensemble can improve performance if a 
single linear classifier can achieve some success. 
The SABIL feature set was only investigated in a single system configuration, i.e. a 
combination of PCA feature reduction with an LDA classifier. The only factors changed were 
the numbers of PCs and use of a single LDA classifier or stacking ensemble. Variations in 
preprocessing of the Study A data and different system configurations were also fully 
examined in later chapters.           
 Summary 7.5
The replication of prior work was essential to build a basis for further work. With the 
SABIL features, the stacking ensemble with PCA yielded a maximum mean phi correlation 
of 0.40 (0.13-0.66) with 150 PCs. The highest value for a single LDA classifier was a mean 
phi of 0.30 (0.03-0.67) with 160 PCs. After successfully replicating prior work, investigation 
of other system configurations and preprocessing methods with Study A data was necessary.  
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CHAPTER 8. PRELIMINARY ANALYSIS OF FEATURE SET --------
--------------------PREPROCESSING AND TRAINING SCENARIOS 
 Introduction 8.1
After the replication of Study A’s prior benchmark, changing the preprocessing steps 
resulted in drastically different feature sets. The SABIL feature set included ICA-based eye 
blink removal and artefact pruning prior to feature extraction, and the results reported used 
the same feature set for LOOCV. As a result, the feature set was considered to be “cleaner” 
than EEG data without ICA or artefact pruning. Davidson et al. (2007) reported that ICA did 
not have a major effect on results, and there was no pruning in his evaluation. The effect of 
not artefact pruning was not reported by Peiris et al. (2011), nor was the concept of training 
on different variants of the same dataset.  
As each dataset took substantial time to comprehensively examine, a method of 
reducing the total variants to examine was devised. Factors such as ICA preprocessing, 
artefact pruning, bipolar conversion, and feature extraction method were varied to create 
variants for each. If change in a variable did not improve performance on a single LDA 
classifier-based LOOCV case, the corresponding variant was removed. Only a select few 
variants of Study A were retained, and the preprocessing findings were applied to Study C.  
In addition to Study A, Study C (N = 10) required preliminary exploration due to the 
lack of a prior performance benchmark. A challenge in directly applying the feature 
extraction methodology from Study C was the differing number of channels between subjects 
with only 19 common channels for all subjects. The variant methods of feature extraction and 
interpolation methods were applied to Study C to determine the optimal feature set to 
examine in future work.  
A concept unexplored in prior work was the possibility of having different feature sets 
for training and testing. For example, a classifier could be trained on a “cleaner” feature set 
having undergone ICA and artefact pruning and tested on a feature set without it. The 
possibility of training on a balanced version of the feature set, or an alternative gold standard 
based on definite microsleeps, rather than lapses had also not been previously explored. 
These possibilities were explored with the original feature set and system, so as to eliminate 
them early if they would prove unhelpful even in a “best case scenario.”         
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 Methods 8.2
8.2.1 Variant Study A Scenarios 
8.2.1.1 Changes in Feature Extraction 
In order to directly compare the effects of varying feature extraction methods, the 
performance with the SABIS features was compared with the SABIL features. The SABIS 
feature set was used alongside an LDA-based stacking ensemble with PCA used for feature 
reduction, as used by Peiris et al. (2011). The system used LOOCV with the mean phi value 
being the primary performance metric.  
As with the replication of earlier work, the number of PCs was varied to find those 
corresponding to the highest performance (Peiris et al., 2011). It was suspected that the 
system’s highest values would be close to the benchmark. In order to provide additional 
validation, the use of a single LDA classifier with PCA was also examined and compared to 
prior work with the SABIL features (Peiris et al., 2011). It was thought that the SABIL 
features would be more robust due to clearly showing non-linear changes than the SABIS 
features. 
8.2.1.2 Changes in Preprocessing 
The omission of preprocessing steps was also compared. Two feature sets without 
ICA and artefact pruning were generated, one bipolar and the other referential. Both feature 
extraction methods were compared against each other for the bipolar (SABUS) and 
referential (SARUS) sets, as it was possible that one feature extraction method might be 
affected by the exclusion of ICA and artefact pruning.   
The initial SARUS and SABUS feature sets were generated using the same feature 
extraction method as the SABIS features, average spectral power. Variants of the SARUS 
and SABUS feature sets using the same log power feature extraction method as the SABIL 
features and additionally compared. The SARUL and SABUL features were compared with 
the SABIS and SABIL features. Other system configurations, including FS/R methods like 
ADEN, ADENZ, and PLS were investigated alongside PCA with a single LDA classifier for 
this and the following phases. 
8.2.1.3 Changes in Training Data Balance 
Variant scenarios involving different microsleep training scenarios were then 
examined. A training scenario involving training on a balanced feature set and testing on an 
unbalanced feature set was examined using the SABIL feature set with the same system 
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configuration used previously. Further training variations in balance were studied later, but 
the initial test was performed to see if the concept performed no worse than standard 
LOOCV.  
8.2.1.4 Changes in Testing Data 
The concept of testing on a different feature set compared to a training feature set was 
also examined. A “cleaner” feature set in terms of ICA and artefact pruning used for training 
could better instruct a classifier than a feature set without ICA and artefact pruning. In order 
to test the concept, the SABIL feature set was used to train a classifier, while the SARUS and 
SABUS features were tested. Even if no performance improvements occurred, the findings 
could demonstrate that a microsleep detector could function upon features less preprocessed 
than it was exposed to during training. If unsuccessful, the alternative feature set training 
methodology would be dropped.     
8.2.1.5 Changes in Gold Standard 
To conclude the initial Study A investigations and tests, the performances of four 
different gold standards were compared with the SABIL and SABIS feature sets: lapses in 
responsiveness, flat spots, video microsleeps, and definite microsleeps. The definite 
microsleeps gold standard represented a reduction in the total number of events relative to the 
lapses in responsiveness gold standard, but might offer increased performance. The results 
were used to determine which to use in future tests.      
8.2.2 Study C Preprocessing Comparison 
For Study C, the referential EEG feature set was examined using the exact feature 
extraction method used in Study A. Spherical and inverse distance interpolation were used 
via EEGLAB (Delorme, 2004)  and compared with the original “null channel” EEG feature 
set. A comparison was made between taking linear spectral features and the log spectral 
features for performance, with and without interpolation. A single LDA classifier with four 
FS/R modules (ADEN, ADENZ, PCA, and PLS) was used with LOOCV for the Study C 
tests to provide a baseline for future tests involving classifier ensembles. If no variant Study 
C feature set achieved a mean phi value on a simple classifier above random guessing, then 
further analysis into Study C would be required.    
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 Results 8.3
8.3.1 Variant Study A Scenarios 
8.3.1.1 Changes in Feature Extraction 
The SABIS features performed lower on both the stacking ensemble and with the 
single LDA classifier. With the stacking ensemble, the SABIS features performance peaked 
at 100 PCs at a phi value of 0.36 (0.14-0.63). As show in Fig. 8.1, the highest mean phi 
values from the single LDA classifier on the SABIS feature set, 0.27 (0.00-0.51), was lower 
than the SABIL feature set’s max phi of 0.33 with 10 ADENZ features.  
 
Figure 8.2: Comparison of SARUS and SABUS features with ADENZ and single LDA LOOCV 
For other values, SABIL features continually outperformed SABIS in terms of mean 
phi, sensitivity, and selectivity values. Fig. 8.2 shows how the SABIL features outperformed 
other feature sets.  
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Figure 8.2: Comparative performance of ADENZ with a single LDA classifier on unbalanced major feature 
sets 
Both SABIL and SABIS were the highest performing feature sets in terms of phi 
correlation.  
8.3.1.2 Changes in Preprocessing 
Both variants of the SARUS and SABUS feature sets performed lower than the 
SABIS and SABIL features in most cases. The highest mean phi value for the SABIL 
features corresponded to 10 ADENZ features with 0.33 (0.12-0.52), but the highest value of 
the SABUS features was a mean phi of 0.27 (0.02-0.56) with 80 ADEN features. As shown in 
Fig. 8.3, the highest mean phi value of the SARUS features was 0.26 (0.05-0.43) with 30 
ADEN features. 
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Figure 8.3: Comparison of SARUS and SABUS features with ADEN and single LDA LOOCV 
When the original SABUS and SARUS feature sets were compared with variants 
using log of the power spectrum feature extraction, no statistically significant changes 
occurred. The highest mean phi value for either SARUL or SABUL was with SABUL 
features achieving a mean phi of 0.35 (0.12-0.51) with 150 PCs on the stacking ensemble. 
The highest mean phi value was 0.29 (0.06-0.54) with 70 PCs with the SARUL features with 
a single LDA classifier. The highest mean phi value on a single classifier for the log power 
variant of the SABUS feature set, SABUL, was 0.28 (0.05-0.56) with 20 ADEN features.    
8.3.1.3 Changes in Balanced Training Data 
When training on the balanced SABIL features and testing on unbalanced features, 
the highest mean phi value of 0.30 (0.03-0.67) corresponded to the single LDA classifier with 
160 PCs. The results were equivalent to the standard case of single classifier LDA trained on 
unbalanced data.  
8.3.1.4 Changes in Testing Data 
Training the classifier on the SABIL dataset and testing on the SARUS and SABUS 
datasets did not improve mean phi values above the values reported on standard LOOCV. 
The highest mean phi value for both SARUS and SABUS datasets was 0.09 (0.02-0.31) with 
70 PCs with SARUS. The highest mean phi value for SABUS was 0.04 (-0.11-0.45) with 90 
PCs. In all cases, the results were lower than cases trained and tested on unbalanced features 
of the same type. 
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8.3.1.5 Changes in Gold Standard 
Changing the gold standard did not improve results. As the gold standard was 
changed from lapses to video microsleeps, the mean phi value with 10 PCs on a single 
classifier with the SABIS features dropped to 0.24 (0.02-0.54). When the gold standard 
changed to flat spots, the mean phi value became 0.20 (0.01-0.49). When using definite 
microsleeps only, the phi value was 0.21 (0.03-0.50). The most dramatic drop occurred with 
10 ADENZ features on the SABIS data. A mean phi value of 0.27 (0.00-0.51) on the lapse 
gold standard dropped to 0.18 (0.02-0.36) on the definite microsleep gold standard. Results 
were similar with the SABIL dataset, as each definite microsleep case was lower than the 
corresponding lapse gold standard case.      
8.3.2 Study C Preprocessing Comparison 
For Study C, mean phi performance values were low on both the stacking ensemble 
and single LDA classifier on the SCRIS spectral band features. With the single LDA 
classifier, the highest mean phi was 0.10 (0.00-0.32) with 10 ADEN features. With the 
stacking ensemble, the highest mean phi value was 0.10 (-0.13-0.12) with 10 PCs.  
Interpolation techniques applied to the referential EEG did not improve classification 
results. The highest mean phi value for spherical interpolation features, SCRILSP, was 0.07 
(-0.02-0.19) with 50 ADENZ features with the single LDA classifier. The highest mean phi 
value for inverse distance interpolation features, SCRILID, was 0.06 (-0.07-0.30) with 30 
ADENZ features with the single LDA classifier. For the SCRISSP features, the highest mean 
phi was 0.03 (-0.18-0. 24) with 10 ADEN features. For the SCRISID features, the highest 
mean phi was 0.04 (-0.03-0.10) with 10 PLS features.   
By using the log power SCRIL features, the highest mean phi value was 0.01 (-0.07-
0.07) with 10 ADENZ features and a single LDA classifier. The low results led to the 
dropping of the interpolated SCRISSP, SCRISID, SCRILSP, and SCRILID features and the 
SCRIL features for Study C, due to the decision to keep additional processing minimal.  
 Discussion 8.4
The replication of prior work with Study A was used to presage variant training and 
testing scenarios for Studies A and C. With the SABIL feature set, the stacking ensemble and 
single LDA classifier generated the same results as reported earlier (Peiris et al., 2011). The 
optimal number of PCs is less than 200 in each case, although the number may be different 
for other features. A mean phi value of 0.23 (0.04-0.49) with 10 PCs with a single LDA 
classifier was not as high as the stacking ensemble’s value of 0.33 (0.11-0.52) for 10 PCs, 
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indicating that the stacking ensemble can improve performance if a single linear classifier can 
achieve some success.   
Changes in preprocessing drastically affected results. The SABUS and SARUS 
features performed notably lower in the key performance metrics on the same system 
configurations. While prior work reported a mean phi value of 0.38 without ICA and without 
artefact pruning, this was achieved utilizing a specialized neural net instead of a single 
classifier or rudimentary ensemble (Davidson et al., 2007). However, changing the feature 
extraction method did not improve as much had been expected from performance on artificial 
event data, and mean phi values were not enough to surpass even the SABIS feature set’s 
performance values. No significant differences were found between the maximum mean phi 
performances of SABIL, SABIS, SARUL, and even the “raw” SARUS and SABUS feature 
sets (p > 0.15 in all cases). As such, the standard spectral power SARUS and SABUS feature 
sets were retained. As shown in Table 8.1, the highest mean phi values did not surpass the 
SABIL features with PCA and the stacking ensemble.  
Table 8.1: Maximum mean phi values and system configurations 
Set Mean Phi Min Phi Max Phi FS/R Classifier Structure 
SABIL 0.40 0.13 0.66 PCA150 LDA Stacking 
SABIS 0.36 0.14 0.63 PCA100 LDA Stacking 
SABUL 0.35 0.12 0.51 PCA150 LDA Stacking 
SABUS 0.33 0.12 0.52 ADENZ10 LDA Single 
SARUS 0.27 0.02 0.56 ADEN80 LDA Single 
SARUL 0.29 0.06 0.54 PCA70 LDA Single 
SCRIS 0.10 0.00 0.32 ADEN10 LDA Single 
 
Variations on the basic training and testing regime proved inconclusive with regards 
to balancing with Study A. The SABIS features performed notably lower than the SABIL 
features, indicating that taking the log of the power spectrum is a more effective feature 
extraction method. Further comparison between the SABIS and SABIL features was 
undertaken to determine if the trend continued.  
Further investigation of the SABIS feature set was necessary to determine if its 
performance could be brought up to match the SABIL feature set, as well as how the SABIL 
feature set performed on other system configurations. While the SABUL features were 
behind the SABIS and SABIL features, it was unlikely that the unprocessed features would 
consistently outperform the SABIL and SABIS features.  
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The SARUS and SABUS feature sets were retained in order to directly compare the 
referential and bipolar features with a minimum of preprocessing. As the SCRIS features 
were referential and used spectral features, the Study A feature sets corresponding to changes 
no more than two variables (e.g., referential or bipolar, ICA preprocessed or unprocessed, and 
spectral or log spectral features) away were retained. As such, the log power SABUL and 
SARUL feature sets were dropped. The SARUS and SABUS features were retained for 
contrast with the SABIL and SABIS features.   
 
Figure 8.3: Comparative performance of ADEN with a single LDA classifier on major feature sets 
Balancing the feature set resulted in no improvements to the classification results. 
Removal of the bias in training did not result in the performance increases. However, the 
results were no worse than the control case of training on unbalanced features, or features 
with one class as a small minority of total observations. The ambiguous results required 
further and more thorough analysis on balanced features, features where the ratio between 
classes is unity. It was thought that other system configurations could potentially benefit from 
balanced training features more than the limited scenarios evaluated. 
Training a classifier on a different feature set than it was tested on resulted in poor 
performance. Differences between the SABIL, SABIS, SARUS, and SABUS features might 
have been too great to allow for successful classification. However, the concept of 
developing a specific variant of a feature set, for training purposes only, was one that 
warranted further investigation.    
The use of the lapse gold standard resulted in higher mean phi values than the definite 
microsleep gold standard. The use of the definite microsleeps gold standard had fewer events 
per individual than the lapse criterion. As such, the training imbalance might have been 
further exacerbated. While further analysis might improve results, the lapse gold standard 
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was used in future work so direct comparisons with previous work could be made (Peiris et 
al., 2011), as well as keeping the number of events constant.  
The performance results from Study C corresponded to random guessing in each case. 
While the gold standard of Study C was superior to Study A, the EEG was thought to be 
insufficient in quality. The causes were thought to be that Study C had underwent several 
steps involving removal of data on already noisy EEG channels. The steps potentially 
resulted in less useful information on the channels that remained, and potentially that the 
specific system configuration could be sub-optimal for the feature set.  
Unlike Study A, the gold standard used for Study C did not include “lapses,” but only 
“definite microsleeps” and “sleeps” (> 15 s) as events. It was considered that if a system 
configuration could successful classify the basic SCRIS feature set, it would be investigated 
more closely. Due to the limitations of the primary Study C EEG dataset used, the SCRIS 
features were considered the most challenging classification task.         
 Summary 8.5
The replication of prior work was essential to build a basis for further work, but the 
variations in feature sets had to be reduced to a smaller, more promising number. As 
expected, in contrast to SABIL features, the SABIS features resulted in lower mean phi 
performance values on both the stacking ensemble, 0.36 (0.14-0.63), and single LDA 
classifier, 0.27 (0.00-0.51). Not using ICA and artefact pruning, as with the SABUS and 
SARUS feature sets, did not result in significant performance decreases (p > 0.15). The use of 
training on balanced features yielded inconclusive results. Training and testing on different 
feature sets resulted in poor performance. Choosing a gold standard to only definite 
microsleeps rather than lapses resulted in decreased performance. With the Study C features, 
SCRIS, the highest mean phi was 0.10 (0.00-0.32) with 10 ADEN features with a single 
classifier. All Study C variant features were ultimately derived from the same EEG, only 
SCRIS was retained. Despite the lack of performance increases, the feature sets were reduced 
to SABIL, SABIS, SARUS, and SABUS for Study A and SCRIS for Study C. Due to the 
many variables, further analysis was necessary for more compelling results on Studies A and 
C.  
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CHAPTER 9. SELECTION OF OPTIMAL SYSTEM ------------------ ---
--- ----------------CONFIGURATIONS THROUGH EVALUATION -------
------------------- FOR-MICROSLEEP DETECTION 
 Introduction 9.1
With the fundamental modules of ICTOMI implemented and validated, analysis of 
expert-rated EEG datasets commenced. Due to the variety of permutations and combinations 
of modules, the least promising would be eliminated to leave only the most promising system 
configurations. To validate the modules lacking prior benchmarks in the literature, they 
would be compared against other implementations.  
While benchmarks for microsleep detection using single classifiers and stacking 
existed (Peiris et al., 2011), benchmarks for AdaBoost, bagging, and boosting did not exist. 
Another toolbox, the University of Waikato’s WEKA toolbox (Hall, 2009), was compared 
directly with ICTOMI. In particular, the classifier ensemble systems were ones prioritized for 
ensuring proper implementation.  
After the validation of ensemble modules, reduction of system configurations for 
further research commenced. As previously detailed (Chapter 4), ICTOMI consisted of 
different modules for feature extraction, FS/R, pattern recognition, and classifier structure. 
Due to a total of 49 possible system configurations (excluding feature extraction), the number 
had to be reduced to an optimal number of the most promising systems suitable for analysis. 
By giving different configurations access to the same feature sets, the results could be 
directly compared.  
 Methods 9.2
Additional validation was required for the other ensemble modules before system 
configurations could be compared. In order to compare system configurations against each 
other, different categories of systems were examined in isolation: feature extraction, FS/R, 
pattern recognition, and classifier structures. The systems with the highest mean phi 
correlations would be kept, and the ones that with the lowest would be removed. For each 
phase, the two most promising feature sets were selected: the SABIL and SABIS features. 
Each provided the benefit of comparing a different method of feature extraction. Before 
comparing systems, the ensembles had to be validated. 
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9.2.1 Validation of Ensembles with WEKA 
Due to possible differences in the implementation with the prior system (Peiris et al., 
2011), the WEKA toolset from the University of Waikato was used to provide additional 
validation of the results. The WEKA toolset has been used in many areas of research and 
offered a peer-reviewed, accessible software package permitting a large battery of tests upon 
feature sets (Hall, 2009). Any differences in performance between common classifier 
ensembles present in ICTOMI and WEKA would be compared to provide additional 
validation of prior results.  
The analysis performed was the SABIS feature set was initiated with 10 PCs, with the 
standard “lapses of responsiveness” gold standard listing both video microsleeps and tracking 
“flat spots” as events. Standard LOOCV was used, with the mean phi results from stacking, 
bagging, and AdaBoost compared against their ICTOMI implementations. Equivalent results 
between ICTOMI and WEKA would imply the ICTOMI implementations were well-suited 
for the classification task.       
9.2.2 Module Performance Comparison 
The two best performing feature sets in Chapter 8, SABIL and SABIS, were used to 
compare FS/R, pattern recognition, and classifier structure modules sequentially.  
9.2.2.1 Comparison of Feature Selection/Reduction Modules 
For the FS/R, modules for PCA, PLS, CSP, GA, and the ADEN variants were tested 
with a single LDA classifier. Due to the high memory requirements to run GA, three 
generations of 100 offspring were examined. After the completion of a full simulation, the 
number of “genes” was incrementally increased from four to 13. After the completion of a 
full simulation, the number of “genes” was incrementally increased from four to 13. GADEN 
and GADENZ, by contrast, were limited to a pool of the top 30 ADENs and 150 cumulative 
offspring. A subset of 10 features or meta-features was used in all cases.   
9.2.2.2 Comparison of Pattern Recognition Modules 
For the pattern recognition case, modules for LDA, RBF, SVMG, and SVMP were 
used. If poor performance was limited to a single classification algorithm, independent of 
FS/R, it would be dropped.  
9.2.2.3 Comparison of Classifier Structure Modules 
For the classifier structure case, modules for a single LDA classifier, bagging, 
boosting, stacking, and AdaBoost were compared. LDA was the component classifier for 
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each of the ensembles. It was assumed that stacking and AdaBoost would perform the highest 
out of the ensembles, based upon prior work (Peiris et al., 2011; Freund and Schapire, 1997).  
 Results 9.3
WEKA was compared directly with ICTOMI before comparative analysis of system 
configurations was undertaken. 
9.3.1 Validation of Ensembles with WEKA  
The highest mean phi value achieved using definite microsleeps only was 0.19 with 
10 PCs on the single LDA classifier.  
 
Figure 9.1: All WEKA results with 10 PCs on ensemble systems with SABIS features 
The application of WEKA did not result in higher mean phi values on the SABIS 
feature set. The mean phi value for stacking was 0.00 (with an individual range from -0.01 to 
0.02). AdaBoost and bagging achieved higher mean phi values at 0.24 (0.00-0.58) and 0.18 
(0.03-0.35), respectively. When compared with the ICTOMI results, WEKA performed 
slightly higher on AdaBoost and bagging. ICTOMI had a higher mean phi value on stacking.     
9.3.2  Module Performance Comparison  
After ensemble validation with WEKA, module-based research commenced.  
9.3.2.1 Comparison of Feature Selection/Reduction Modules 
A single LDA classifier was first tested with the unbalanced data, so as to replicate 
prior work (Davidson et al., 2007; Peiris et al., 2011). Feature reduction/selection techniques 
are presented in Fig. 9.2.  
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Figure 9.2: Comparison of 10 features on FS/R modules with single LDA on unbalanced SABIL features 
With the SABIS features, PCA, ADEN, and ADENZ achieved the highest results with 
a mean phi value of 0.27. GADEN10, limited to the top 30 ADENs and 150 offspring, 
achieved a mean phi of 0.26. PLS had the lowest mean phi correlation at 0.18. On the SABIL 
feature set, the highest mean phi value corresponded to GADENZ10 and ADENZ10 with 0.33, 
and the lowest was 0.15 with CSP.  
As shown in Fig. 9.3, the number of “genes,” or features retained for GA, was 
increased over time.   
 
Figure 9.3: GA performance on SABIS features over increased number of features retained 
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Despite increasing the number of features, performance was erratic. The highest mean 
phi values, 0.23, occurred with both four and 13 features. Due to performing lower than 
simple PCA, investigation into GA was not pursued further.  
9.3.2.2 Comparison of Pattern Recognition Modules 
Single classifiers, such as an RBF neural network and two SVM kernels, were used 
for direct comparison with LDA. 
 
Figure 9.4: Comparison of ADEN10 on pattern recognition modules with unbalanced SABIS features 
As shown in Fig. 9.4, LDA outperformed other classifiers, with only SVMP also able 
to partially classify events. The poor performances of SVMG and the radial basis function 
neural net were unexpected, but the similar operating algorithm of both may explain similar 
results.  
 
Figure 9.4: Demonstration of SVMG classifier overfitting, with test data as red circles 
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Fig. 9.5 shows SVMG overfitting on a simplified feature space, with red circles 
representing testing data. Similar overfitting occurred with RBF and SVMP. Results were 
similar for the SABIL feature set, with LDA performing the highest at 0.26 on ADEN10.   
9.3.2.3 Comparison of Classifier Structure Modules 
Ensemble classifiers were used to replicate, and potentially improve upon, prior work 
(Peiris et al., 2011). Fig. 9.6 details ADEN10 with a single LDA classifier compared with 
stacking, bagging, and AdaBoost with 30 weak learners.    
 
Figure 9.5: Ensemble results of ADEN10-LDA on unbalanced SABIS features 
Ensembles offered no advantages over a single LDA classifier in the case of 10 ADEN 
features on the SABIS feature set.  
 
Figure 9.6: Ensemble results of ADEN10-LDA on unbalanced SABIL features 
For the SABIL features, the unbalanced data achieved a mean phi value of 0.40 with a 
PCA stacking ensemble, while the maximum single LDA classifier mean phi value was 0.33 
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with ADENZ10.  The lowest value was 0.15 with ADEN10 on the boosting ensemble. After 
comparing the results, specific systems were removed.  
 Discussion 9.4
In addition to the validation of ICTOMI, the results provided a preliminary indication 
of which approaches could be eliminated.  
9.4.1.1 Validation of Ensembles with WEKA 
The application of another software toolset did not improve performance on the 
SABIS features beyond that of ICTOMI. The poor performance of the WEKA stacking 
module implied issues at dealing with complex feature sets due to its implementation, as it 
had been validated earlier using artificial event data. Extensive documentation from the 
WEKA toolset was consulted to ensure it was being used properly, and the results from 
AdaBoost and bagging largely demonstrate successful classification results. 
9.4.1.2 Comparison of Feature Selection/Reduction Modules 
By comparing different FS/R modules, PCA and the ADEN variants consistently had 
the highest phi correlations. CSP’s poor performance was considered sufficient for its 
removal. While PCA and the ADEN variants were largely close, PCA had to be retained due 
to being used in the prior baseline (Peiris et al., 2011). Notably, supervised FS/R techniques 
did not seem to result in greater classification accuracy than unsupervised PCA. A potential 
issue with PLS was that increasing the number of features and model order does not result in 
performance gains. Despite this, PLS was retained due to being a promising approach to 
supervised learning relevant to EEG research (Chen, 2013; Hutapea, 2014).  
The limitations of GA were also displayed. Despite increasing the numbers of genes, 
the total amount of features increased dramatically.  Due to the resources required to run 
them and lack of improvements in performance relative to simpler counterparts, GADEN and 
GADENZ were dropped. The final four FS/R modules retained were PCA, PLS, ADEN, and 
ADENZ.  
9.4.1.3 Comparison of Pattern Recognition Modules 
The use of different pattern recognition algorithms did not improve the classification 
beyond the baseline provided by LDA. Aside from SVMP, the other proposed algorithms did 
not have a positive mean phi. A potential issue with SVMs was over-fitting, so it may be 
affected by having a highly imbalanced dataset. As the SVMG and RBF had similar 
algorithms to each other, the issue of overfitting and difficulty of the data prevented the 
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sought-after performance gains. When visually depicted (as in Fig. 9.5), the classification 
boundaries were often overfitted to the training data.  
9.4.1.4 Comparison of Classifier Structure Modules 
The inclusion of ensembles did not yield the anticipated improvements in the mean 
phi. Boosting was dropped due to its low performance compared with stacking, bagging, and 
AdaBoost. Even though AdaBoost had individualized weighting for specific datapoints, it did 
not surpass the other ensembles. Stacking, however, demonstrated noticeable improvements 
on the performance metrics. While the mean phi value of stacking with PCA was the same as 
than previously reported, different FS/R methods did not increase performance in terms of 
mean phi, sensitivity, or selectivity.  
The stacking ensemble directly adjusted the weighting of the meta-features it 
generated rather than selecting feature indexes, so changing the FS/R method could drop 
performance (Peiris et al., 2011). Even with the PCA-based stacking ensemble, only the 
SABIL features achieved the performance benchmark, rather than the SABIS features. The 
evidence showed that the benchmark performance values became highly situational and 
reliant upon heavily preprocessed features. Due to the added layer of complexity presented by 
an ensemble, a single LDA classifier was deemed sufficient for further research. 
9.4.1.5 Shortcomings of Traditional Machine Learning Approaches 
A problem was the failure of proven machine learning techniques as both single 
classifiers and ensembles. The lower-than-anticipated performances may be potentially 
attributable to overfitting, but other factors could be involved. Complications included 
subject variability, class imbalances, and potentially the loss of temporal information due to 
the structure of the feature matrix. Even randomizing the order of the epochs did not change 
the results. The EEG was a noisy representation of brain-state, and many variables required 
further analysis. 
Further investigation into results yielded insights into why the machine learning 
techniques did not surpass the prior benchmarks. The machine learning techniques 
investigated have issues distinguishing between close and often overlapping feature spaces, 
as shown in Fig. 9.7. The top two ADEN features were normalized relative to the highest 
values for each. The relative closeness of features from 4 microsleeps and 4 alert states are 
clearly visible.    
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Figure 9.7: Overlapping alert and microsleep group boundaries in SABIL feature set 
The findings were relevant to both single classifiers and ensembles (Takenouchi and 
Eguchi, 2004; Suykens et al., 2002). As discussed in prior work, each of the machine learning 
techniques had distinct advantages that were thought to provide advantages over the stacking 
ensemble. However, the results demonstrated that they did not surpass the prior benchmark. 
In an extended analysis of the literature, certain documented shortcomings of the evaluated 
configurations were noted (Takenouchi and Eguchi, 2004; Suykens et al., 2002). For 
example, highly imbalanced data can result in biased classifiers in the case of SVMs, 
AdaBoost, and RBFs. In AdaBoost, an ensemble comprised of weak classifiers focus on 
datapoints incorrectly classified by the prior classifier, which gives it a vulnerability to 
outliers. When the dataset is highly imbalanced and the feature spaces of both categories are 
close, the entire ensemble becomes poorer at classification (Takenouchi and Eguchi, 2004). 
For SVMs and RBFs, the clustering algorithms used by the data become prone to overfitting, 
by compounding incorrect associations between both categories (Suykens et al., 2002). 
The ensemble arrangements that performed the lowest included bagging and boosting. 
While bagging’s performance was comparable to AdaBoost, boosting was the lowest 
performing classifier examined. Boosting shared many of the shortcomings of AdaBoost, but 
its potential shortcomings included a smaller number of learners and an unweighted majority 
voting system when compared with AdaBoost (Schapire et al., 2005). Bagging did not 
perform as well as hoped for. A known limitation of unweighted majority voting bagging was 
that all classifiers in the ensemble are considered equal. Thus, bagging was hindered by 
classifiers in the ensemble that were inaccurate, but were still weighted the same as “better” 
classifiers (Breiman, 1996).       
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LDA and stacking were less susceptible to these problems for separate reasons. The 
simplicity of LDA prevented it from overfitting like the SVMs did. The stacking ensemble 
weighted component classifiers based upon their general performance in data classification 
(Gandhi et al., 2006). In this way, the influence of more successful classifiers was increased, 
and the influence of less successful classifiers was reduced. Its component classifiers were 
LDA, which provided additional robustness to the entire ensemble. Due to these factors, 
stacking managed to avoid overfitting more successfully than the other ensembles did.   
9.4.1.6 Final Selections 
After comparing the results, simple and robust system configurations were selected. 
Among the FS/R modules, PCA, PLS, and the ADEN variants were selected. For pattern 
recognition, LDA was selected. For classifier structures, single LDA, bagging, stacking, and 
AdaBoost were selected. However, as a single LDA classifier was the primary component of 
each ensemble, it was deemed sufficient for most research tasks.    
 Summary 9.5
The WEKA software toolbox was used to successfully validate ICTOMI’s ensemble 
modules. Afterwards, the most promising modules for further work were selected. In the case 
of FS/R modules, PCA, PLS, ADEN, and ADENZ were selected. For pattern recognition 
modules, LDA was used due to its simplicity and reliability on the SABIL and SABIS 
features. With ensembles, bagging and AdaBoost did not offer discrete benefits over a single 
LDA classifier, and stacking offered a highly situational benefit dependent on the use of a 
particular dataset. While an ensemble could improve a performance baseline, a single LDA 
classifier was deemed sufficient for further research. However, the highly imbalanced nature 
of the data deserved investigation of advantages in classification which might be obtained by 
artificial balancing of data, as explored in Chapter 10.  
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CHAPTER 10. EVALUATION OF CLASS BALANCE VARIATIONS -
--------------------UPON CLASSIFIER PERFORMANCE 
 Introduction 10.1
With the fundamental modules of ICTOMI implemented and validated, analysis of 
expert-rated EEG datasets commenced. As previously detailed, different configurations of 
feature extraction, feature selection/reduction, and classifier structure were investigated with 
two primary datasets.  
The first dataset was Study A (N = 8), in particular, SABIS and SABIL versions. As 
those feature sets had the highest performance on the earlier results, successful results with 
the variant training scenarios meant the other feature sets would have a new benchmark to be 
compared to. If varying the training could not improve the best case scenario, then it was 
considered unlikely to improve the other datasets.  
Due to the imbalance of classes, balanced versions of the SABIS and SABIL feature 
sets and gold standards were developed. To artificially balance the feature set, events were 
repeated and a random subset of non-events was deleted until the total composition of the 
feature set was evenly split between events and non-events. Despite the artificial nature of the 
balanced feature sets, the possibility that classifiers trained on balanced feature sets and tested 
on unbalanced feature sets could be an improvement over previous scenarios was considered.  
Hypothesis 2: Artificially altering class balance for training will result in an increase 
in performance due to removing classifier bias from class imbalance.  
Rationale: Changing the balance of each class for training is a standard technique for 
dealing with classifier bias (Raudys, 1991).  
 Methods 10.2
Two system configurations were tested utilizing the SABIS and SABIL features: (1) 
training and testing on balanced features, and (2) training on balance and testing on 
unbalanced features. The unbalanced feature results from Section 9.3 were used for 
comparison.    
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10.2.1 Feature Selection and Reduction Modules 
Six primary feature reduction/selection modules were included alongside an LDA 
classifier: PCA, ADEN, ADENZ, and PLS. A subset of 10 features or meta-features was used 
in all other cases.  
10.2.2 Pattern Recognition Modules Used 
Four pattern recognition modules were studied: LDA, RBF, SVM with Gaussian 
kernel, and SVM with polynomial kernel. Three LOOCV classifier structures were a single 
classifier, stacking, boosting, and AdaBoost. Stacking, bagging, and AdaBoost were only 
investigated with LDA as a classifier. In addition, single LDA classifiers trained on balanced 
features and testing on unbalanced features were examined. Due to its simplicity and 
robustness, LDA was the primary classifier used in many cases.  
 Results 10.3
10.3.1 Training and Testing on Balanced Data 
The balanced data was examined alongside the unbalanced data to investigate the 
effects of altering class balance. Almost universally, the balanced data for each system 
configuration scored higher than the unbalanced data.  
 
Figure 10.1: Comparison of feature reduction/selection modules with balanced SABIL features 
As depicted in Fig. 10.1, PCA performed the highest on the balanced data with the 
SABIS features, with a phi value of 0.45. ADEN was second with a phi of 0.35. The lowest 
observed phi coefficient, 0.20, corresponded to PLS.  
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For the SABIL features, the mean phi values on balanced data were also higher when 
compared to unbalanced data. The highest mean phi value, 0.52 (0.23-0.71), corresponded to 
ADENZ. The lowest mean phi value at 10 features was 0.33 (0.22-0.65) with PLS.    
10.3.2 Training on Balanced and Testing on Unbalanced 
Combined scenarios would involve a classifier trained on a different feature set than it 
was tested on. The system configuration was training on artificially balanced data and testing 
on unbalanced data.  
 
Figure 10.7: Comparison of training on balanced SABIL features and testing on unbalanced data 
As detailed in Fig. 10.2, PCA scored the highest mean phi with the SABIS data with a 
single LDA classifier, while ADEN and PLS scored close to each other. With the SABIL 
features, the highest value corresponded to 10 ADENZ features with a mean phi value of 
0.33. The second highest mean phi value was 0.26 with 10 ADEN features. The mean phi 
values seen for both feature sets did not surpass the prior benchmark.    
10.3.3 Comparisons 
A comparison is shown in Fig. 10.3, where the unbalanced case resulted in a phi of 
0.33 with 10 ADENZ features with the SABIL feature set. 
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Figure 10.3: Phi values of SABIL results with 10 ADENZ features using: a) Unbalanced, b) Balanced, and  
c) Combination 
The phi value on the unbalanced case was the same as the combination case, where 
the classifier was trained on balanced and tested on unbalanced. The only increase occurred 
during the balanced case.    
 Discussion 10.4
The SABIS and SABIL feature sets were evaluated with the intention of seeking to 
exceed benchmark performances from prior work, such as the mean phi value of 0.39 
(Davidson et al., 2007; Peiris et al., 2011). Both feature sets were considered to be the most 
informative data regarding spectral features and brain-state, but potentially hindered by their 
class imbalance. The primary findings can broadly be grouped into those from unbalanced 
data, those from balanced data, and those from unconventional training scenarios.  
The use of balanced data for training and testing dramatically boosted the mean phi 
correlation, but is an unrealistic scenario. Microsleeps are highly infrequent events in real 
life, but the balanced data presented a hypothetical scenario where commonality apparently 
made them easier to detect. In the results of balanced artificial event data, artificially 
increasing observations of an imbalanced class did not increase the mean phi correlation. It 
may be that the nature of the artificial event feature sets to account for such results, but 
increasing the number of events in training may successfully boost performance on 
unbalanced data. 
Training on balanced data but testing on unbalanced data did not result in increased 
performance, but it did not have highly adverse results. Instead, mean phi values decreased 
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slightly with respect to training and testing on unbalanced data. Again, PCA, ADEN, and 
ADENZ corresponded to the highest values, while PLS corresponded to the lowest. In 
addition, training on pruned balanced data and testing on unbalanced data was undertaken. 
The use of pruned data did not increase the phi correlation coefficient beyond what had been 
witnessed in prior scenarios. Training on balanced data and testing on unbalanced data 
provided little benefit, so it would be excluded.  
The following step would be to examine and compare variant system configurations 
with the same data. As LDA proved more than sufficient for classification in most cases, 
SVM and RBF pattern classification modules would be dropped. While training on a 
balanced dataset might not have improved mean phi values or other performance metrics, the 
concept of training on an optimized subset of data remained.  
The use of balanced data would also be dropped, as the classifier outputs depended 
upon the individual subject tested. It was thought that training on balanced data would 
improve pattern recognition modules and ensembles due to known issues with highly 
imbalanced, small-sample data. Despite the investigation into shortcomings of the traditional 
machine learning techniques, the greatest performance variances were attributable to 
individual subjects raising or lowering the total mean phi.     
For the investigated system configurations, the third and fourth subjects in Study A 
corresponded to the lowest testing performance. Further investigation into individual subjects 
in Study A was absent from the literature, so intra-subject variance relative to inter-subject 
variance required further evaluation.  
 Summary 10.5
The SABIS and SABIL feature sets were exhaustively covered using a variety of feature 
reduction/selection and pattern recognition techniques in both balanced and unbalanced 
cases. An artificially balanced version was used for training, which offered no quantifiable 
benefits over training and testing on unbalanced data. The concept of optimizing the training 
data warranted further investigation, especially by a thorough analysis of the individual 
subjects, as explained in Chapter 11.     
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CHAPTER 11. INVESTIGATION OF SUBJECT VARIABILITY ON --
------------- ------CLASSIFIER PERFORMANCE 
 Introduction 11.1
Previous microsleep detection results were averaged from a range of individual 
performance values. Certain subjects had consistently low values across multiple system 
configurations with the same feature set. Even across the Study A feature sets, certain 
subjects consistently scored higher or lower than the average phi value. Understanding the 
reasons for successful individual subject classification was thought to provide insights into 
improving microsleep detection.  
Preprocessing of the data was deemed to be a key step in the process due to the many 
changes in the process. Study A had more variant feature sets based upon the range of 
preprocessing techniques applied to it. As such, a systematic investigation and comparison 
into their performances was undertaken. For example, if two individual feature sets each 
possessed a drastically different range and mean, then the effects of changing preprocessing 
on individual subjects would be examined.   
A starting point for the research was the direct comparison of variant preprocessing 
steps. After investigation of the SABIS and SABIL feature sets, analysis was performed on 
the SARUS and SABUS feature sets lacking ICA preprocessing and artefact pruning. 
Without the preprocessing steps performed on the SABIL and SABIS feature sets, the 
SARUS and SABUS feature sets were thought to resemble a more realistic classification 
problem suitable for an online microsleep detection system. The benchmark results were 
based upon data that had undergone ICA and artefact pruning for testing, so the effect of 
testing with the artefact sessions included was unknown (Peiris et al., 2011).  
A comparison of feature sets with different methods of preprocessing could provide 
additional insights. The comparison between referential and bipolar EEG features was not 
covered in prior work (Peiris et al., 2011). While the benchmark results were achieved with 
features from bipolar EEG, the ability of referential EEG to achieve similar results was 
examined. If both achieved comparable results on the same system configuration, the 
information would be relevant during the implementation of an EEG headset.   
Study C required closer examination due to having been examined in few system 
configurations. When analysed with PCA and a single LDA classifier in LOOCV, the highest 
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mean phi value was -0.03 (-0.31-0.09). The spread of values was far lower than the results for 
Study A feature sets, so examining each individual subject was thought to provide additional 
insight into the classification difficulties.  
Hypothesis 3: There is a positive correlation between classifier performance and 
mean microsleep duration.  
Rationale: Studying the individual subjects in Studies A and C could allow for 
additional insight as to the classifier results. If common factors are found for subjects that 
perform exceptionally well or poorly when tested for microsleep detection, adjustments could 
be made to the system.   
 Methods 11.2
11.2.1 Intra-Subject Examination 
Determining an optimal set of training data required the establishment and 
characterization of a standard metric. Individual differences between subjects meant that 
generalizing across the experimental population was difficult. No prior metric existed for 
estimating the signal to noise ratio for an individual subject. Due to variable conditions, 
including electrode connections, individual variations, or other factors, certain individuals’ 
microsleeps may be undetectable by sensors. It was hypothesized that by identifying and 
removing these subjects from the training data, that a classifier could be optimized. The phi 
correlation contained the most relevant information, so it was the primary metric for the 
research.   
In order to test “undetectability,” within-subject classification was used. A within-
subject classification problem was considered to be a “best case scenario” for classifiers, due 
to other variables being constrained to one person. Two-fold cross-validation was used after 
randomly partitioning the data into two approximately equal sets of events and non-events. 
An averaged sum of the phi correlation from twofold cross-validation on LDA with three 
feature reduction/selection modules (PCA, ADEN, and PLS) was taken as the primary score.  
Study C only had one session per subject, so the possibility of changes between 
sessions did not need to be considered. While Study A had two sessions, within-subjects tests 
were performed with both sessions concatenated together. Since little difference was found in 
performance between Study A’s two sessions and the prior convention of combining both 
sessions, the values presented are from the inclusion and testing on observations from both 
sessions per subject.   
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It was considered that a mean phi value ≤ 0.10 corresponded to random guessing. The 
value served as an initial threshold to determine if feature data from a particular subject could 
be classified successfully. If the mean phi from a single subject’s within-subject classification 
task dipped below the threshold, the subject was considered to have undetectable events. The 
mean phi values were arranged on a spectrum from least to greatest, with the threshold later 
increased to a mean phi value of 0.15.  
11.2.1.1 Personalized Microsleep Detection 
A related topic to within-subject microsleep classification was the possibility of 
personalizing a microsleep detection system for an individual. An innate limitation with the 
datasets examined is the number of EEG recordings for each subject, as fewer sessions means 
less microsleeps and a shorter EEG duration. Study A had only a pair of sessions per subject, 
and Study C only had one session per subject.  
While a dataset with a larger number of sessions per subject would have been 
preferable, the potential for a personalized microsleep detector trained on only a subset of the 
subject’s total EEG was considered. A key hindrance to this avenue of research was the small 
number of subjects. Due to the already small number of subjects, removing a single subject 
could easily cause shortfalls in a classifier’s ability to generalize across a wider pool of 
individuals.   
Further research into the potential effects of variance in impedance and other factors 
between sessions would need to be conducted. The potential for evaluating personalized 
microsleep detectors would be limited only to training and testing on all data from a single 
subject. While this was not ideal, it would determine how many subjects in Studies A and C 
that intra-subject classification was viable for.  
Analysis was carried out using a variation of LOOCV. For each subject, features from 
all sessions were concatenated into a single matrix. The dimensions of the matrix were 
spectral features from all channels by the total number of 2-s epochs. Half of the epochs in 
the matrix were selected at random. The remaining epochs were used for training a classifier, 
before testing on the previously removed data. The training and testing data were then 
reversed, and the phi values from each case were averaged together.  
The three system configurations used were based upon an LDA classifier in 
conjunction with ADEN, PLS, or PCA. All systems used 10 features (in the case of ADEN) 
or meta-features (in the case of PCA and PLS) for the analysis. For each subject, the resultant 
phis of ADEN, PCA, and PLS were averaged together for a final score. It was expected that 
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within-subject values would be higher than phi values from a LOOCV configuration, due to a 
within-subject classifier only being evaluated on one subject after being trained on data from 
the same individual. Due to the limited sessions for each subject in Studies A and C, a single 
bad session could easily consign a subject to being undetectable.   
11.2.2 Management of Undetectable Subjects 
Managing subjects deemed undetectable were handled in different ways. The most 
direct method was standard LOOCV, systematically excluding each subjects in a feature set 
and then training a single classifier or ensemble upon the remainder. Following this, subjects 
were excluded from training and testing based upon the mean phi value from the within-
subject classification task. Following this, a classifier was trained on all feature data, save 
those features of the excluded individuals. However, subjects excluded from the training 
dataset were still included in the testing dataset. Based upon these results, the threshold was 
adjusted upwards to 0.15 and the previous steps repeated.  
The exclusion of subjects from small datasets was considered to result in reduced 
generalization. Following this, a “mixed” scenario was evaluated, in which data from all 
subjects in a dataset was randomly recombined into L=5 blocks, so that L-fold cross-
validation would occur with random subsets of data from all subjects. Each block would be 
treated as a synthetic subject, so a classifier would be trained on features from 4 blocks and 
tested on the previously unseen features of the fifth. LOOCV was performed to ensure each 
block was used as the test data. If certain subjects were undetectable, then the randomized 
recombination of features into blocks would provide an alternative method for evaluating 
individual configurations.  
Likewise, machine learning scenarios were often investigated for comparison in a 
temporally independent context. If the Study A or Study C feature sets had information that 
could be successfully generalized across all subjects in the feature set, the validity of using 
that feature set for analysis would be reinforced. For feature selection methods like ADEN 
and ADENZ, the specific indices of features calculated from the best mixed performances 
were retroactively applied to standard cross-validation to determine if feature set performance 
was boosted. In addition, the common features selected across all subjects by the ADEN and 
ADENZ were examined for further insights.   
An adaptive system able to adjust parameters for an unseen subject’s data was not 
specifically investigated. However, bagging was investigated, where component classifiers 
were trained on randomized blocks of data recombined from training subjects. Conventional 
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LOOCV was used as a control when compared with bagging and mixing data, as depicted in 
Fig. 11.1. For both bagging and mixing, the same value of L used was 5 for cross-validation.  
 
Figure 11.1: Comparative schematic of system training and testing methodologies with a) Control, b) Bagging, and c) 
Mixing 
Any differences could illustrate the effects of removing subjects from training while 
dealing with small datasets containing highly imbalanced classes. Due to generalization, the 
mixed case was considered to give comparable mean phi values for each case of LOOCV. As 
the specific testing subject could determine the performance results, bagging and the 
conventional control scenarios were hypothesized to be more subject-dependent than the 
mixing case.      
11.2.3 Investigated Configurations 
The system configurations investigated were PCA, ADEN, ADENZ, and PLS for FS/R, 
with classifiers including a single LDA classifier, an LDA-based stacking ensemble, and an 
AdaBoost ensemble of 30 weak learners with the initial number of 10 features per system 
configuration. If the ensemble configuration did not notably increase performance, they 
would be dropped from further investigation so that single classifier configurations could be 
studied more thoroughly by varying the amount of features. Five feature sets were tested in 
total: SABIL, SABIS, SARUS, SABUS, and SCRIS. It was hypothesized that while a 
classifier may lose generalization through the exclusion of undetectable subjects from 
training, a possible trade-off in performance had to be investigated. Conversely, a consistent 
mean phi returned from randomly mixed data higher than the subject exclusion-based 
LOOCV mean phi would highlight the susceptibility of a linear classifier performance due to 
the exclusion of individuals with small, highly imbalanced datasets.            
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 Results 11.3
The SABIL feature set, SABIS feature set, SARUS feature set, the SABUS feature set, 
and SCRIS feature set were tested under several system configurations. The first set of results 
emerged from standard LOOCV using a single LDA classifier, stacking ensemble, and 
AdaBoost with 30 weak learners. Following this, certain system configurations were revisited 
utilizing the removal of undetectable subjects. Finally, alternative training and testing 
approaches were followed, with training and testing divided by the “undetectability” 
criterion.  
11.3.1 Cross-Validation Results 
LOOCV was used with a single LDA classifier, stacking, and AdaBoost. A single LDA 
classifier was used as the principal preliminary test for each feature set. On Study A, 
discrepancies were noted between performance on the “raw” (SARUS and SABUS) and 
SABIS feature sets. The highest mean phi for the SABIL features was ADENZ with 0.33 
(0.12-0.52) on the SABIL features. For the SABIS features, the highest mean phi with PCA 
was 0.27 (0.0-0.51), while being 0.15 (0.02 to 0.31) with the SARUS features and 0.18 (0.04-
0.34) on the SABUS features. ADENZ scored a mean phi of 0.27 (0.00-0.51) on the SABIS 
Study A feature set and a 0.33 (0.12-0.52) on the SABIL feature set, while the highest mean 
phi performance on either raw feature set corresponded to ADEN with a value of 0.21 (0.05-
0.36). The lowest mean phi value on Study A corresponded to PLS on the SABIL feature set 
with 0.19, the SABIS feature set with 0.18 (0.02-0.36), the SARUS with 0.13 (-0.09-0.27), 
and SABUS feature set with 0.11 (-0.15-0.32). 
 
Figure 11.2: Results of SABIL features on a single LDA classifier 
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Figure 11.8: Results of SABIS features on a single LDA classifier 
 
Figure 11.4: Results of SARUS features on a single LDA classifier 
 
Figure 11.5: Results of SABUS features on a single LDA classifier 
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Figure 11.6: Results of SCRIS features on a single LDA classifier 
The mean phi performance of the SCRIS feature set was lower than Study A 
performance. On SCRIS features, PCA scored the lowest mean phi at -0.04 (-0.31-0.09), 
while PLS corresponded to the highest mean phi at 0.06 (-0.11-0.21). ADEN and ADENZ 
were between the two in performance, corresponding to a mean phi of 0.04 (-0.02-0.12) and 
0.06 (-0.07-0.27).  
Following the initial evaluation of FS/R methods, the classifier structure was changed 
from a single classifier to stacking and AdaBoost ensembles. The highest mean phi 
performance with an ensemble was with the SABIL features was 0.40 (0.13-0.66) with 150 
PCs on the stacking ensemble. The lowest mean phi value with the stacking ensemble on the 
SABIL features was 0.16 (0.01-0.37) with 10 PCs. The highest mean phi performance with 
the SABIS feature set with ADENZ at 0.23 (0.06-0.56). The lowest value on the same feature 
set corresponded to PCA with a mean phi of −0.16 (-0.39- −0.01). Between the SARUS and 
SABUS feature sets, the highest stacking score corresponded to a mean phi of 0.21 for both 
ADEN (0.06-0.36) and ADENZ (0.04-0.38) with the SABUS features. On SCRIS, the highest 
value corresponded to PCA with a mean phi of 0.10 (-0.07-0.38). The lowest mean phi value 
on SCRIS was ADEN with 0.00 (-0.03-0.04).    
With AdaBoost, the highest mean phi values of 0.20 (0.02-0.54) came from ADEN 
with the SABIL features. For the SABIS features with AdaBoost, the highest mean phi again 
corresponded with PCA at 0.19 (-0.03-0.50). The lowest value with the SABIS features came 
from ADEN with a mean phi value of 0.14 (0.00-0.41). On the SABUS and the SARUS 
feature sets, the highest value was PLS with the SARUS features, scoring a mean phi of 0.06 
(-0.01-0.14). On SCRIS, the highest mean phi value was PLS with 0.09 (-0.05-0.46). The 
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lowest score for SCRIS came from PCA with a mean phi of -0.01 (-0.09-0.10). Due to a lack 
of performance relative to single classifiers, ensemble configurations were not thoroughly 
investigated for the following research.  
ADEN and ADENZ were used to select the features with the highest average distances 
between microsleep and alert states, as shown in Table 11.1.  
 
Table 11.1: Top SABIL features selected from across all subjects using a) ADEN and b) ADENZ 
a) Top ADEN Features 
     
       Type SP SP SP SP SP SP 
Weight 1.00 0.94 0.93 0.89 0.86 0.85 
Band Alpha Alpha Beta Gamma Alpha Beta 
Channel P3-O1 T4-T6 Fp2-F8 T5-O1 P3-O1 Fp1-F3 
       b) Top ADENZ Features 
    
       Type NSP PR NSP NSP PR PR 
Weight 1.00 0.95 0.92 0.90 0.88 0.87 
Band Alpha Theta/Beta Alpha Beta Alpha/Beta Alpha/Beta 
Channel P3-O1 C3-P3 F3-C3 Fp2-F8 C4-P4 T6-O2 
SP: Spectral Power 
 
NSP: Normalized Spectral Power 
 PR: Power Ratio 
      
Each feature was assigned a weighting value based on the maximum normalized 
distance between features. Each algorithm selected separate features due to different methods 
of normalizing distances, although the difference in classification performance was 
negligible. Features from the alpha spectral band were the ones with the highest distances 
computed by ADEN and ADENZ across all subjects. For individual subjects, the features 
with the greatest difference between states represented delta, theta, alpha, beta, and gamma 
bands.     
11.3.2 Removal of Undetectable Subjects 
The removal of the so-called “undetectable” subjects changed the results before and 
after adjusting the threshold. The results from the within-subject (WS) mean phi tests were 
different across both Study A and Study C, as depicted in Table 11.2. 
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Table 11.2: Within-subject mean phi values for Study A (a) and Study C (b) 
a) Study A           
Subject 804 809 810 811 814 817 819 820    
WS Phi 0.33 0.50 0.02 0.14 0.57 0.22 0.29 0.36    
            
b) Study C           
Subject 203 207 208 210 211 213 214 216 217 220  
WS Phi 0.33 0.05 0.22 0.22 0.53 0.50 -0.03 -0.03 0.12 -0.25  
 
At the initial mean phi threshold of 0.10, four subjects (207, 214, 216, and 220) were 
excluded from Study C and one subject (810) was excluded from Study A. When the mean 
phi threshold was raised to 0.15, a single subject was excluded from both Study A (811) and 
Study C (217). The within-subject performance was compared with individual performance 
on LOOCV in Fig. 11.7.  
 
Figure 11.7: Comparison of within-subject phi and individual subject performance on LOOCV with PCA 
on a single LDA classifier 
As expected, Fig. 11.7 demonstrates that even though a subject had a higher WS phi, 
it does not always translate into a high performance when that subject is used as a test subject 
in LOOCV. While within-subject phi values were higher than LOOCV scores on average, an 
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individual subject would occasionally perform higher than the within-subject mean phi. 
While Subject 810 scored slightly higher on LOOCV than WS, the difference was not 
meaningful. Both scores were below a phi value of 0.10, as the classifier had difficult 
classifying events from Subject 810. With Study A, the exclusion of data had effects even 
with a single classifier. The highest results corresponded to the SABIL features. The highest 
mean phi rate was 0.44 (0.28-0.64) with 150 PCs. The second highest mean phi value 
corresponded to the SABIS features, in which both PCA and ADENZ achieved a mean phi of 
0.31 (0.00-0.51). The value was an improvement over the single classifier mean phi value of 
0.27 (0.00-0.51) in both cases. For the SARUS features, highest mean phi performance 
dropped from 0.16 (0.02-0.33) to 0.12 (0.00-0.21) in the case of ADEN. However, 
performance with ADENZ dropped less, from a mean phi of 0.16 (0.01-0.38) to 0.14 (-0.03-
0.31). For Study C, the highest mean phi performance without removing subjects was 0.06 
(0.00-0.30) in the case of PLS. After removing the first undetectable subjects from the pool, 
the highest mean phi values corresponded to 0.10 in the case of both ADEN and PLS.  
The largest increases in performance corresponded to the SABIL features, while the 
other datasets registered only incremental changes after applying the final threshold for mean 
WS phi (> 0.15). With the SABIL features, the highest mean phi value corresponded to 0.46 
(0.27-0.66) with 150 PCs. With the SABIS features, the highest mean phi value corresponded 
to 0.37 (0.05-0.52) with PCA following the removal of two subjects. The highest mean value 
for Study C was 0.15 (-0.02-0.56) with PLS.  
11.3.3 Mixed Training Scenarios 
The mixed data evaluation involved the random recombination of data from all subjects 
in a feature set into 5 blocks. Each block was equivalent to a synthetic subject. One block 
would be excluded for testing and the remainder used for training a single LDA classifier. 
Mixing was compared with bagging to determine the effects of entirely leaving a subject out 
of the training data.  
With bagging, each of the four Study A feature sets performed optimally under 
different circumstances. At 10 features, the highest mean phi value corresponded to the 
SABUS features at 0.23 (0.07-0.38) with PCA, even higher than the SABIS features with a 
mean phi of 0.21 (0.03-0.46). The maximum mean phi for the SABIL features occurred at 10 
ADEN features at 0.30 (-0.03-0.53). The highest mean phi occurred with 100 ADEN features 
on the SARUS features at 0.25 (0.04-0.40). For SCRIS, the maximum mean phi corresponded 
to PCA with 10 features at 0.12 (-0.04-0.38). 
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Figure 11.8: Results of SABIL mixed features on a single LDA classifier 
  
 
Figure 11.9: Results of SABIS mixed features on a single LDA classifier 
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Figure 11.10: Results of SCRIS mixed features on a single LDA classifier 
 
Figure 11.9: Results of SARUS mixed features on a single LDA classifier 
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Figure 11.10: Results of SABUS mixed features on a single LDA classifier 
With the mixed feature data, mean phi values were higher than the conventional 
LOOCV scenarios as the number of features was increased. The highest mean phi value for 
the SABIL data was 0.56 (0.55-0.57) at 90 PCs. The highest mean phi on the SABIS features 
corresponded to PCA with 90 features at 0.57 (0.55-0.59). On the SARUS feature set, the 
highest mean phi was associated with 100 ADEN features at 0.46 (0.45-0.46). On the SABUS 
feature set, the maximum mean phi corresponded to PCA with 100 features at 0.42 (0.41-
0.44). However, the highest mean value corresponded to the Study C features at 0.71 (0.70-
0.71) at 100 ADEN features.    
 Discussion 11.4
Given the variety of approaches tried, certain implications regarding potential 
microsleep “undetectability” were drawn. The comprehensive battery of tests registered only 
incremental and trivial increases in mean phi performance when ensemble systems were 
added. The removal of subjects demonstrated that both Study A and C contained individuals 
with microsleeps that could not be classified by conventional LOOCV systems. 
The mixed feature analysis required a larger number of features to reach their 
maximum phi values. ADEN, ADENZ, and PCA demonstrated a gradual trend to increase 
phi value as more features were included. PLS remained relatively constant in phi value as 
the number of features increased. PLS overfitting was considered a possibility as to the 
reason.    
The mixed approach to the data drastically improved mean phi performance on each 
feature set by allowing the classifiers to generalize across the entire experimental population. 
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However, a real-time microsleep detection system would be unable to mix data together into 
synthetic subjects, but other information was gleaned from the practice. Under certain 
conditions, even linear classifiers were sufficient for imbalanced datasets of noisy spectral 
features.  
11.4.1 Feature Set Interpretation 
The feature sets themselves exhibited dramatically different performances, even within 
the same study. The dramatic difference in performance between the SABIS, SABIL, 
SARUS, and SABUS feature sets was attributed to a combination of factors. The SABIS and 
SABIL feature sets had automated artefact pruning and ICA applied to them, while the “raw” 
(SARUS and SABUS) feature sets did not. As such, many of the harder-to-classify or noisier 
segments of the data present in the “raw” features were not present in the SABIS features.  
 
Figure 11.11: Comparative performance of ADEN with a single LDA classifier on mixed major feature sets 
The SARUS and SABUS feature sets often exhibited similarities in performance. While 
both often resulted in mean phi values lower than the SABIS feature set, mean phi 
performances might closely approximate the performance of a microsleep classification 
system upon “realistic” features. Despite earlier work (Peiris et al., 2011) using bipolar EEG 
channels in the belief they provided a cleaner signal than referential EEG, the SARUS EEG 
feature set achieved a higher mean phi correlation than the SABUS EEG in a number of 
circumstances. The differences in most cases were not significant, but the ability for 
referential EEG features to achieve the maximum mean phi correlation could imply that 
conversion to bipolar may not necessarily be required for successful microsleep detection.  
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11.4.1.1 Survey and Interpretation of Top Selected Features   
A comparison of the feature indices selected by ADEN and ADENZ for each of the 
Study A feature sets was substantially different. The divergences in selected indices only 
increased upon the removal of the undetectable subjects, demonstrating their effect upon 
feature selection even after similar preprocessing steps for each respective feature set.  
For each feature set, ADEN and ADENZ computed a subset of features that yielded the 
highest performances across subjects. In general, they corresponded to changes on the alpha 
and theta bands, but the specific features varied for each feature set. ADEN and ADENZ 
often found different results. For the SABIL feature set, the top features calculated using 
ADEN included the alpha band spectral power from the bipolar channels T4-T6 and P3-O1. 
Using ADENZ, the top SABIL features across subjects included the normalized alpha band 
power on channels F3-C3 and P3-O1. Individual subjects had a broader range of features, 
including gamma band power and normalized beta power. The prevalence of activity near the 
motor cortex and midbrain was consistent, providing insight into the brain-states relevant to 
microsleeps from both studies.  
Based upon prior literature, changes in EEG before and during microsleep were 
observed on the alpha and theta bands (Davidson et al., 2007; Poudel et al., 2010). Due to 
this, it was anticipated that features derived from the theta and alpha bands would appear 
more often than the others. The appearance of features corresponding to the beta and gamma 
bands amongst the top features indicates these frequency bands contain information regarding 
brain-states relevant to microsleep detection.  
Further analysis on brain-states relevant to microsleep detection was limited due to the 
nature of the available data. The results were found on spectral features derived from noisy 
EEG, and the gold standard used in the classification task was based on an incomplete 
knowledge of microsleeps (Poudel et al., 2010). Due to these limitations, analysis was 
conducted into previously overlooked subject factors.    
11.4.1.2 Analysis of Additional Subject Factors     
Demographic data of individual subjects in Study A and C had not been considered 
during prior microsleep research. In addition, the knowledge of microsleeps was greater in 
Study C than Study A. Since half of Study C’s individual subjects possessed low WS phi 
values, possible secondary and demographic factors were examined more closely. Hence, 
Study C was examined more closely than Study A, as secondary factors associated with low 
mean WS phi values were examined.  
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In Study C, a significant difference was found between the distributions of undetectable 
and “detectable” subjects with regards to microsleep duration. Longer microsleeps 
corresponded to a within-subject mean phi greater than 0.15. While excluding subjects 
greatly increased mean phi values, the loss of data represented a potential loss in the ability to 
generalize. As the Study C data and the SCRIS features were entirely referential, additional 
evidence was supplied that bipolar conversion may not necessarily provide benefits for 
microsleep detection.   
An unexpected aspect of Study C was possible correlations between mean WS phi 
values and mean microsleep duration. In particular, mean microsleep duration greater than 3 s 
corresponded directly with mean WS phi values of greater than 0.15. Subjects with mean 
durations <3 s corresponded to mean WS values below the threshold at 0.15. A t-test was 
used to investigate the interaction of factors, returning a significant p <0.001. Even a t-test on 
mean microsleep duration returned a significant p = 0.0054. Mean WS phi values also 
showed significant differences with a p = 0.0152. The correlation coefficient was 0.67, 
providing evidence of an interaction between the two variables.  
In Study A, the mean duration of 1.5 s served as the threshold between the detectable 
and undetectable subjects and low WS phi values. ANOVA returned a significant p = 0.002. 
A t-test on mean duration resulted in a significant p = 0.005. A t-test on mean WS phi 
resulted in a significant p = 0.002. The correlation value for mean duration and mean WS phi 
was 0.57, slightly less than 0.67 for Study C. While Study A and Study C had different 
“threshold durations,” the 3 s value from Study C was preferred due to Study C’s extensive 
documentation on types of lapses. In both Study A and Study C, the longer duration of 
microsleeps likely allowed for the classifier to better identify relevant spectral changes in an 
individual.  
11.4.2 Personalized Microsleep Detection 
The potential for personalizing a microsleep detector was hindered by the low number 
of sessions, but the preliminary results were promising. Due to high WS phi values for most 
of Study A, the potential for a personal microsleep detector exists. While Study A only has 
two sessions per subject, it is of note that WS values were higher than Study C’s WS values. 
If a simple LDA classifier can perform up to 0.57 on a single subject, then a personalized 
classifier may be even higher when trained on enough data. A classifier that works well on 
one subject may not work well on another.  
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The results demonstrated that intra-subject classification could present an alternative 
method for gauging the effectiveness of microsleep classification systems, in contrast with 
LOOCV. LOOCV, used elsewhere, can vary greatly on the quality of a single subject’s 
features. When a system has been personalized, it can achieve substantially higher results 
with even a rudimentary classification system. For personalizing a microsleep detector, a 
greater number of sessions per subject would be preferable to a single session from many 
subjects, due to the ability of a classifier to generalize across multiple sessions over time. 
However, the low number of sessions per subject hindered further work on this particular 
research avenue. Another drawback to personalized microsleep detection is the necessity of 
an “external” gold standard for each patient. An individual would need to come into a lab for 
an initial calibration, although other sensors may eliminate the need for this in the future. The 
need for a verifiable gold standard to initially calibrate a system for an individual placed a 
large burden on further research in this direction.    
11.4.3 Training Method Interpretation 
A potential limitation was the exclusive use of linear classifiers to the exclusion of all 
others. Ensemble systems, such as stacking, potentially over-fitted in certain cases. By using 
an ensemble system, an additional layer of complexity was added to an already complex 
classification system. The linear classifier used in the case of the single classifier and as the 
basic unit of an ensemble might have been insufficient to find meaningful patterns in the 
spectral features. Alternative structures, such as probabilistic, adaptive systems, or deep 
learning, might provide an answer.  
Another issue with the study was the exclusive reliance upon subject-based LOOCV. A 
classifier’s performance is largely dependent upon the ability to draw meaningful patterns of 
correlation on between classes of a subject’s spectral features, but being tested upon features 
of “lesser” quality than the training set would result in a low classification accuracy.  
A low within-subject phi on a subject corresponded to a successful predictor of low 
performance when a subject was used for testing. For “undetectable” subjects, the classifier is 
unable to correctly identify microsleeps and alert states.  
An alternative to subject-based cross-validation investigated was training and testing 
upon randomly-selected blocks of data from all subjects in a dataset. Even a linear system 
improved in performance at generalizing between classes when given access to a larger cross-
section of data.   
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The mixed feature data achieved superior performance by establishing subject-
independent generalization. A realistic microsleep detection system would not (initially) be 
calibrated for a new user, so benefits of the system do not apply to cases with subject 
exclusion. While the increase in performance was clearly visible in the four Study A feature 
sets, the increase in the SCRIS feature set was dramatic. Jumping from a mean phi of 0.01 (-
0.09-0.29) to 0.71 (0.70-0.71) with ADEN with 100 features means that potentially, enough 
information exists in linearly discernable spectral features to account for absent channels. The 
feature indices selected by ADEN and ADENZ may be applied back to standard LOOCV to 
see if performance increased. Additionally, correlations between specific spectral bands and 
electrode channels could be studied in greater detail. However, such a practice can only apply 
to feature selection techniques (e.g., ADEN and ADENZ), rather than meta-feature 
generation techniques (e.g., PCA and PLS).   
 Summary 11.5
The removal of subjects scoring below a threshold value of 0.10 on intra-subject cross-
validation resulted in performance increases for both Study A and Study C. Further raising 
the threshold had little effect. The initial case resulted in an average value of 26.5% of the 
subjects being classified as undetectable. The small experimental population hindered 
attempts to find a precise value. Given the substantial percentage of undetectable individuals, 
EEG-based microsleep detectors should utilize other sensors (e.g., video and accelerometers) 
as backup measures. Dynamic weighting of features may also prove useful in optimizing a 
classifier for an individual. However, the feature selected using the mixed method may be 
applied in a more conventional way. Additionally, the effects of preprocessing can radically 
affect the feature selection, as can changes in the training data. Potentially changing the 
training data to a more generalized format might prompt the selection of better features across 
a wider range of subjects. Alternatively, a larger number of sessions with one individual 
might allow for personalization of microsleep detection. The connection between mean 
microsleep duration and mean WS phi may additionally warrant further investigation, given 
that low values for both corresponded directly to the undetectable subjects.  
In order to reduce the execution time of both training and testing, an FS/R method 
based on mixed subject analysis was conducted (Chapter 12).  
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CHAPTER 12. MIXED-SUBJECT FEATURE SELECTION TRIALS 
 Introduction 12.1
An issue with LOOCV was changes in performance due to the subject variability. The 
mixed data approach demonstrated that despite subject variability, enough information was 
still present between microsleeps and alert states to achieve phi values as high as 0.71 (0.70-
0.71) with 100 ADEN features on the SCRIS features. Due to the structure of the LOOCV, 
ADEN would select different features due to subject variability, potentially missing useful 
information uncovered by the mixed data approach. By using the specific feature indexes 
from the mixed subjects data approach, it was hoped the LOOCV results could be improved.  
The potential improvement for LOOCV results was thought to be substantial. For 
example, 100 ADEN features with mixed 5-fold LOOCV on the SCRIS features achieved a 
mean phi of 0.71 (0.70-0.71), over random guessing when standard LOOCV was used. This 
indicated that ADEN, with a sufficiently generalized selection of features, is able to identify 
microsleeps even across subjects with a highly imbalanced feature set. If this success could 
be transferred to standard LOOCV, then it was hypothesized that performance would be 
increased for supervised learning techniques. The approach was named mixed-subject feature 
selection (MISFETS).  
An additional application of MISFETS was as a preprocessing technique. By selecting 
a high enough number of features, enough information could be retained by a smaller subset 
of data. The potential to increase speed of execution was considered, especially in 
conjunction with other methods of FS/R.   
Hypothesis 4: Selection of an optimal set of spectral features via MISFETS will boost 
microsleep detection performance.  
Rationale: MISFETS potentially allowed an optimal subset of features to be selected 
from each feature set, narrowing down a large volume of data. The resulting feature set could 
have higher performance metrics than the standard feature sets due to holding the most 
relevant information.  
 Methods 12.2
The use of MISFETS originated with ADEN. The specific ADEN and ADENZ 
indices calculated during the mixed cross-validation were compared with indices calculated 
during standard LOOCV. Two sets of all unique feature indices were taken from the mixed 
cases with ADEN and ADENZ, which were used to generate the indices used by MISFETS. 
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Following this, two subsets of the respective features were selected. All features excluded by 
the subset were deleted for that particular case. Standard LOOCV was then performed using 
the remaining features for both training and testing. The methodology and origin of feature 
index subsets was varied.  
The first method of selecting feature indices was simply to increase the subset of 
included features by order. A list of the ADEN or ADENZ feature indices was loaded, and an 
increasing number of them were included, ranging from 10 to 100 at increments of 10. The 
scenarios were evaluated using the SABIL, SABIS, SARUS, and SABUS features, in 
addition to the SCRIS features. For comparison, a random subset of 10 indices from the 
ADEN and ADENZ were selected without any genetic-algorithm-based enhancement. The 
random selections of ADEN and ADENZ indices were referred to as RADEN and RADENZ. 
The purpose of including RADEN was to see if random selection of an already narrow 
feature set alone would yield comparable performance with a high performance indicating 
potential to explore a given configuration with GADEN. 
Additionally, each of the four feature sets examined was reduced in size to a subset of 
its original size, before being inserted into any classifier system. The sole criteria for a feature 
index being included in the subset was belonging to one or both of the list of indices 
corresponding to the mixed ADEN or ADENZ cases. Following this, standard feature 
reduction/selection methodologies (ADEN, ADENZ, PLS, and PCA) were applied to 
conventional LOOCV. If the mixed case truly generated an optimal subset of features, then 
performance on the “abridged” feature sets was expected to increase. In addition, certain 
correlations and observations for spectral bands and channels were made due to each feature 
corresponding directly to spectral information from a particular channel.  
Finally, an alternative to the abridged feature sets was used as a comparison. Training 
was conducted with only one subject, but testing would involve the others in the feature set. 
The purpose of the “limited training” cross-validation was to compare the effects of limiting 
the training size and testing on a wider experimental population. It was performed with 
ADEN and ADENZ with and without use of MISFETS features. Scores were compared with 
each other and against standard LOOCV results.  
It was believed that the effect of training a single subject would later affect the 
features that were selected. If successful linear separation between microsleep and alert state 
features could be successfully applied on one subject, then the features successfully 
generalized to an entire population. However, if repeatable separation did not exist, then the 
features selected might be non-optimal. As such, the average results for an entire feature set 
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might depend upon the “quality” of the features. The WS mean phi was used as a benchmark 
as far as ranking feature quality, so the SABIS feature set was expected to have the highest 
mean phi results. The SCRIS feature set was expected to have the lowest mean phi results. 
A limited exploration of GADEN and GADENZ was undertaken, using a limit of 100 
of the highest ranked ADEN features from MISFETS with 20 offspring over three 
generations. The number of features to optimize was started at 10 and increased by 10 each 
iteration until 100 was reached. The process was applied with all five feature sets, with 
expectations that the SABIL feature set would have the maximum mean phi. In addition, it 
was hypothesized that GADEN would score higher than ADEN with a similar number of 
features due to the potential gains of orthogonally selected features over presumably selecting 
collinear ones.   
 Results 12.3
Six FS/R methods were investigated across all four feature sets. While the particulars 
varied, ADEN and ADENZ were used in all cases.  
12.3.1 Mixed Feature Selection Approach 
Mixed feature selection utilized ADEN, ADENZ, RADEN, and RADENZ. The highest 
mean phi value for the SABIS features originated from 0.28 (0.01-0.52) with 10 RADENZ 
features. The highest value for the SABIL feature set was 0.33 (0.12-0.52) with 10 ADENZ 
features. For the SARUS feature set, the best mean phi correlation was 0.26 (0.03-0.41) with 
20 RADEN features. For the SABUS feature set, the highest mean phi was 0.24 (0.10-0.48) 
from 90 ADEN features. The highest mean phi value for SCRIS was 0.00 (0.00-0.00) with 10 
ADEN features.  
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Figure 12.1: Results of SABIS features with MISFETS on a single LDA classifier              
12.3.2 Abridged Combination Approach 
The four abridged feature sets were utilized with ADEN, PCA, ADENZ, and PLS plus 
an LDA classifier. The highest value for the SABIS features was ADENZ with 30 features 
and mean phi of 0.27 (0.04-0.49). The highest mean phi for the SABIL features was 0.33 
(0.12-0.53) with 10 ADENZ features. The highest mean phi for the SARUS features was 0.27 
(0.03-0.44). The highest mean phi value for the SABUS features was ADEN with 70 features 
at 0.26 (0.00-0.47). The highest mean phi value for SCRIS was PCA with 30 features at 0.05 
(-0.09-0.34).     
 
Figure 12.2: Results of SABIS features on a single LDA classifier 
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Figure 12.3: Results of SABIL features on a single LDA classifier 
No configuration surpassed the prior mean phi record of 0.28 with 10 RADENZ 
features.   
12.3.3 Limited Subject Learning 
Due to the innate issues with subject-based LOOCV, MISFETS was used with another 
method of cross-validation. The highest mean phi value on the SABIS feature set was 0.27 
(0.00-0.51) with 10 ADENZ features. The highest mean phi value for the SARUS feature set 
was 0.26 (0.05-0.43) with 30 ADENZ features. The highest mean phi value for the SABUS 
feature set was 0.27 (0.02-0.57) with 100 ADEN features. The highest mean phi for the 
SABIL features was 0.13 (0.02-0.25) with 10 ADENZ features. The highest mean phi value 
from the SCRIS feature set was 0.10 (0.00-0.32) with 20 ADEN features. 
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Figure 12.12: Results of SABIL features on a Single LDA classifier trained on one subject 
 
Figure 12.5: Results of SABIS features on a single LDA classifier trained on one subject 
           
0.00
0.05
0.10
0.15
0.20
0.25
0.30
10 20 30 40 50 60 70 80 90 100
M
e
an
 P
h
i 
Number of Features 
ADEN
ADENZ
MISFETS+ADEN
MISFETS+ADENZ
0.00
0.08
0.15
0.23
0.30
10 20 30 40 50 60 70 80 90 100
M
e
a
n
 P
h
i 
Number of Features 
ADEN
ADENZ
MISFETS+ADEN
MISFETS+ADENZ
118 
 
 
Figure 12.6: Results of SCRIS features on a single LDA classifier trained on one subject     
Classifier performance on the SABUS features from Study A equalled the SABIS 
features in several cases. 
12.3.4 GADEN Results 
Following of GADEN with 10 features, the results were compared with standard 
ADEN and MISFETS. The initial number of features to optimize was 10, selected from the 
top 100 ADEN or ADENZ features from the entire pool of MISFETS features. The highest 
mean phi for the SABIL dataset was GADENZ with 0.33 (0.12-0.52). The highest 
performance was achieved by the SABIS feature set with a mean phi of 0.26 (-0.01-0.57). 
The highest mean phi for the SABUS feature set was GADENZ with 0.20 (0.05-0.34). The 
highest mean phi for the SARUS feature set was 0.19 (0.01-0.35) with GADEN. The lowest 
of the maximum mean phi values came with the SCRIS feature set at 0.00 (-0.02-0.01). 
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Figure 12.7: All feature sets results with GADEN10+MISFETS on a single LDA classifier 
The highest GADENZ mean phi value of 0.33 did not surpass the highest mean phi 
performance by other means, 0.40 with the stacking ensemble.   
 Discussion 12.4
A thorough analysis of ADEN-permutations demonstrated the circumstances that can 
result in high performance. The specific ADEN and ADENZ indices calculated during the 
mixed cross-validation were compared with standard LOOCV. Taking feature indices from 
MISFETS did not cause the increases in performance hoped for. The resulting increases in 
performance were incremental and trivial, or equivalent to prior results. The results indicated 
that for a linear classifier, whether trained on several subjects or one, the specific feature 
indices were not sufficient to guarantee increases in performance. While the use of another 
pattern recognition module might have had different results, LDA demonstrated its 
fundamental limitations.  
The inclusion of randomized feature selection algorithms (i.e., RADEN and GADEN) 
boosted performance higher than standard ADEN and ADENZ in some cases, although 
certain maximum mean phi correlations did correspond to RADEN or RADENZ. The 
increases in mean phi performance were unreliable and erratic when compared with standard 
techniques, so any potential gains from orthogonal feature selection did not give the 
anticipated increases in performance. In the case of Study A, feature selection between the 
feature sets varied greatly. For example, the MISFETS features selected from the SABIS, 
SARUS, and SABUS were primarily different. In SCRIS, many of the MISFETS features 
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from the generalized feature set were absent in certain subjects. These complications resulted 
in inferior performance, as witnessed with the SABIL features. 
 
Figure 12.8: Comparative performance of ADEN with a single LDA classifier on major feature sets with abridged 
features 
The reduction of feature sets in size using MISFETS and then performing other FS/R 
techniques upon the abridged features did not improve performance for arguably similar 
reasons.  
 
Figure 12.9: Results of SABIL features on single LDA classifier with 40 PCs with and without MISFETS for feature 
reduction 
While ADEN and ADENZ demonstrated the advantage of supervised FS/R 
techniques on the Study A feature sets, SCRIS’s best performance was still within the range 
of random guessing. The mean phi performance “bump” that SCRIS achieved by using the 
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mixed approach did not translate into an increase in performance by using MISFETS in 
conjunction with other methods.  
The use of a single subject for training and the remainder for testing established the 
lower boundaries of performance for the LDA classifier. Even when using fewer subjects for 
training, the results were comparable to standard cross-validation. The potential limitations of 
subject-based training and testing on a linear classifier were demonstrated, as adding more 
subjects did not increase the mean phi correlation. However, the selection of feature indices 
from a single person using ADEN or MISFETS was enough to achieve a result comparable to 
the classifiers trained on a wider population. A microsleep detection system with even a 
rudimentary classifier may be able to select from among an arbitrary list of spectral bands 
and channels, yet still be able to function above a “random guess” phi value of 0.00 on 
individuals that it was not exposed to in training. 
The approaches presented here demonstrated many similar limitations. The features 
selected in Study A were highly dependent upon differences in preprocessing, while the 
selected features in SCRIS were absent in between subjects. The shortcomings of MISFETS 
showed that while certain features corresponded to generalized differences, the feature 
selection alone was not enough to compensate for differences between subjects. The use of 
LDA also acted as a major limitation, as only FS/R techniques were compared. Changing the 
standard LOOCV evaluation approach also failed to demonstrate increases in performance, 
although a performance baseline was provided. However, MISFETS demonstrated that the 
total number of features could be reduced without losing key spectral information regarding 
brain-state, decreasing the computational resources required.  
 Summary 12.5
The specific ADEN and ADENZ indices calculated during the mixed cross-validation 
were compared with standard LOOCV. Additionally, RADEN, RADENZ, GADEN, and 
GADENZ were tested. The final results indicated that simply taking direct feature indices are 
insufficient for linear classifier training, although limiting the training size to one subject also 
demonstrated that training linear classifiers on larger numbers of individuals did not 
necessarily increase the performance. The results imply that a microsleep detection device 
preset to select arbitrary channels and features may perform at a rate above random guessing. 
While LDA has disadvantages and limitations, it can be highly robust under certain 
circumstances. Attempting to use LDA for microsleep prediction tested that robustness.     
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CHAPTER 13. PREDICTION OF MICROSLEEP EVENTS 
 Introduction 13.1
Previous research (Davidson et al., 2007; Peiris et al., 2011) with the Study A features 
focused exclusively on the detection of microsleeps during the event. However, theta band 
spectral changes in the EEG (Poudel et al., 2010) during the microsleeps were believed to 
offer a potential method for anticipating the onset of events. An EEG-based detector 
successfully able to anticipate microsleeps and detect occurring ones could save lives and 
reduce industrial accidents without the need for an eye-closure detecting camera. 
According to the literature, spectral changes in the EEG occur up to 4 s prior to the 
microsleep (Poudel et al., 2010). In particular, changes occurred on the theta and alpha bands 
of EEG. Due to using a sliding window function, each 2-s segment contained information 
able to show spectral changes occurring at the onset of each microsleep. It was considered 
that spectral changes in the epochs corresponding to the pre-onset period could be sufficient 
to determine predict a microsleep.  
Hypothesis 5: Changes in the pre-onset period before microsleeps can be used to 
predict the onset of a microsleep.  
Rationale: Based upon the literature, changes in the theta and alpha bands occur up to 
4 s before microsleeps (Davidson et al., 2007; Poudel et al., 2010). As a result, changes in 
spectral features could allow for EEG-based prediction of microsleeps.  
 Methods 13.2
A rudimentary method used to evaluate the effects of microsleep anticipation was 
simply to denote an arbitrary period of time before a microsleep as a microsleep event. Due 
to the binary nature of the “gold standard” based detectors utilized thus far, the change was 
simply converting observations preceding the interval between a microsleep from alert (0) to 
event (1). Initially, an onset of a single observation preceding a microsleep was used. This 
equates to preditction of the onset at the time of onset.  
Based upon the literature, a pre-onset period of 1-s was believed to be sufficient 
(Poudel et al., 2010). While changes could occur up to 4 s prior to the microsleep, many 
occurred within 1-s prior to the microsleep. Since the spectral window was 2-s long with 50% 
overlap with the previous window, the result was the 1-s pre-onset was the centred before the 
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microsleep began. If a microsleep began at t=0, the pre-onset window would correspond to 
t=-1±1 s. If the prediction occurred at 2 s before onset, this equates to a prediction of 1 s.  
Detection of the 1-s pre-onset period was also done without the remainder of expert 
rated microsleep event, to determine if the spectral features used were sufficient to capture 
the pre-onset of the microsleep. Mixing was not performed on the features so that results 
could be directly compared with published values using LOOCV, such as the phi of 0.39 
achieved with a stacking ensemble (Peiris et al., 2011) and the phi of 0.38 achieved with an 
LSTM neural network (Davidson et al., 2007).  
Five feature sets were employed: SABIL, SABIS, SARUS, SABUS, and SCRIS. 
Despite the artefact pruning of segments from the SABIS and SABIL features potentially 
creating gaps, it was included for completeness of comparison. As with other research, a 
binary model of brain-state was used (Davidson et al., 2007; Peiris et al., 2011). All were 
tested utilizing their previous gold standards, the existing gold standard with the 1-s pre-
onset, and the 1-s pre-onset by itself (referred to as “predictive case”). During the predictive 
case, all existing events had their state changed to “0,” as the classifier would only be trained 
on the pre-onset period. While the class imbalance was increased, the potential gains for 
success were immense. As depicted in Fig. 13.1, each is visually shown with respect to an 
existing event.  
  
Figure 13.1: Schematic depiction of an event under 3 primary alternative gold standard scenarios including: a) 
Control, b) Pre-Onset, and c) Predictive 
Single classifier LOOCV was used in concert with PCA, ADEN, ADENZ, and PLS. 
A total of 10 features or meta-features were retained initially, but the total number was 
gradually increased by increments of 10 to 100. A hypothesis was that the addition of the 1-s 
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pre-onset would not drastically alter the mean phi value, but the drastic reduction of 
“microsleep” events for the predictive case would make successful classification difficult due 
to further exacerbating the class imbalance. However, successful findings for the predictive 
case would suggest that existing spectral features were sufficient for successful classification 
of microsleeps.          
 Results 13.3
Comparison of standard LOOCV to the pre-onset data revealed no significant 
differences in performance. The addition of pre-onsets to the gold standard resulted in 
incrementally higher mean phi values in the case of all feature sets. The largest increase 
witnessed was the average increase from -0.02 (-0.11-0.12) to 0.03 (-0.07-0.12) for SCRIS 
with 10 features using ADENZ.  
For Study A, the largest average in mean phi was a jump of 0.04 witnessed with 10 
features were in the SABIS features with PLS and the SARUS features with ADENZ. The 
highest mean phi value from SCRIS with the pre-onset case was 0.09 (-0.02-0.23) with 20 
ADEN features.  
The highest mean phi value in all cases did not exceed 0.33 (0.12-0.52) with ADENZ 
with the SABIL features. The highest mean phi value for the SABUS features was 0.30 (0.03-
0.53) by using ADEN with 90 features. The highest mean phi value for the SABIS features 
was 0.26 (-0.01-0.54) with 10 ADEN features. The highest mean phi for the SARUS features 
was 0.27 (0.06-0.41) with 30 ADEN features.  
 
Figure 13.2: Results of SABIL features on a single LDA classifier with pre-onset data 
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Figure 13.3: Results of SABIS features on a single LDA classifier with pre-onset data 
 
Figure 13.4: Results of SCRIS features on a single LDA classifier with pre-onset data 
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Figure 13.5: Results of SARUS features on a single LDA classifier with pre-onset data 
 
Figure 13.6: Results of SABUS features on a single LDA classifier with pre-onset data 
The mean phi values dropped for Study A with the predictive case. The highest mean 
phi for the SABIS feature set corresponded to 0.05 with 10 ADEN features (-0.01-0.14). The 
highest mean phi for the SABUS feature set was PCA with 0.05 (-0.01-0.13) and 20 features. 
The highest mean phi for the SARUS features was 10 PCA features with 0.05 (-0.01-0.14). 
Once the predictive case data was investigated with the SCRIS features, the highest mean phi 
value dropped to 0.02 (-0.02-0.05) with 10 ADEN features. 
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Figure 13.7: Results of SABIS features on a single LDA classifier with predictive data 
 
Figure 13.8: Results of SABIS features on a single LDA classifier with predictive data 
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Figure 13.9: Results of SCRIS features on a single LDA classifier with predictive data 
 
Figure 13.10: Results of SARUS features on a single LDA classifier with predictive data 
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Figure 13.11: Results of SABUS features on a single LDA classifier with predictive data 
Performance values universally decreased in cases involving prediction. The highest 
mean phi value from Study A corresponded to 0.05 from PCA on the bipolar and referential 
features.  
 
Figure 13.12: Results of SABIL features on a single LDA classifier with 10 ADENZ features 
For Study C, the highest mean phi value was 0.02 with ADEN. Both values were 
lower than the control and pre-onset cases.        
 Discussion 13.4
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conclusions remained difficult. Conversely, the performance of each system configuration did 
not drop. A potential implication of this is that the arbitrary period before each event may be 
extended or adjusted to find the point at which the pre-onset periods begin to degrade 
performance. A closer examination of spectral features during the pre-onset period may 
potentially yield useful features under other circumstances, although the 1-s predictive case 
reduced the classifier to randomly guessing. Longer pre-onset periods were not used due to 
the failure of even 1-s pre-onset periods to gain meaningful results, as well as the absence of 
compelling evidence in the literature (Poudel et al., 2010). Additionally, the results 
demonstrated that correct classification can still occur with no drop in performance despite 
being trained on the pre-onset period events, signaling potential robustness of a real-time 
detector based on a simple linear classifier.  
 
Figure 13.13: Comparative performance of ADEN with a single LDA classifier on major feature sets with prediction 
case 
The failure of all system configurations to predict microsleeps potentially underscores 
the inadequacy of a single linear classifier. Many microsleep events had a duration 
corresponding to several observations due to lasting longer than 2 s. The predictive case 
reduced the presence of all events to a single observation. [CTHUHLU] Any discernible 
features within the microsleep brain-state might have been lost, and the dramatic imbalance 
between classes was further exacerbated. The presence of longer microsleep events reduced 
to a single observation that may lack the discernible features present within microsleep 
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adversely affect the investigated system configurations. Due to the limitations of a state-
based binary detection system with a single LDA classifier, the predictive approach would 
require further work. Potential avenues for improvement include the adaptation of an event 
detector rather than a state detector, use of a non-linear classifier, and additional 
preprocessing steps to improve the SNR. Alternatively, investigation of an eye-blink detector, 
perhaps integrating EOG, could be pursued.        
 Summary 13.5
Detecting the pre-onset of microsleeps is a key problem requiring continued 
investigation. The proposed method of adding an arbitrary 1-s pre-onset prior to the 
beginning of a microsleep did not adversely affect results, and may be attributable to trivial 
increases in mean phi performance. Performance aside, the pre-onset results also 
demonstrated that the classifier can be trained on a number of artificial “onset” events and 
still suffer no drop in performance. The 1-s “predictive” scenario, with the exclusion of the 
microsleep event, resulted in drastic drops in performance to random guessing in all cases. 
The use of a single LDA classifier as a binary state detector may be a limitation in 
successfully predicting the pre-onset of microsleep events. As such, future approaches may 
include the implementation of an event detector and potentially additional preprocessing 
steps.  
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CHAPTER 14. CONCLUSIONS 
 Key Findings 14.1
This thesis has presented novel methods of research, findings, and concepts, as well as 
providing the basis for future work: 
• The results were highly dependent on feature extraction method, with log spectral features 
performing higher than linear spectral features.  
• The use of ICA preprocessing and artefact pruning marginally improved detection 
performance, increasing phi from 0.35 to 0.40.  
• Longer mean microsleep duration lead to higher mean within-subject phi values.  
• The stacking ensemble corresponded to the highest performance on Study A, with a phi 
value of 0.40.  
• A single LDA classifier achieved the highest performance on Study C, with a phi value of 
0.10. 
• The spectral features from the 1-s pre-onset period were insufficient for microsleep 
prediction. 
• Spectral activity potentially relating to microsleeps occurred on the theta, alpha, beta, and 
gamma bands of EEG.   
• Training on balanced data did not improve performance on microsleep detection.  
• Much of the range in performance can be attributed to intra-subject differences.   
• A new supervised feature selection method, ADEN, was proposed and refined into four 
primary separate variants — ADEN, ADENZ, GADEN, and GADENZ — which 
facilitated the search for spectral bands of note for analysis. ADEN often performed 
equivalent to or slightly higher than unsupervised PCA.   
 Review of Goals 14.2
The direction of research developed from the initial goals (Section 1.4). Of the initial 
goals, increasing the accuracy, sensitivity, and specificity of the detector above previous 
values in the literature (Davidson et al., 2007; Peiris et al., 2011) occurred only under 
circumstances outside of standard LOOCV, such as during the deployment of the “mixed 
subjects” cases. The reduction of system latency, however, rapidly veered into the 
improvement of feature selection/reduction methodologies. One of the proposed methods, 
ADEN, facilitated the detection of optimal channels and spectral bands for microsleep 
detection. Attempts at predicting microsleeps via an arbitrary pre-onset period revealed that a 
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system could retain appreciable performance even with a high number of artificially 
introduced events.  
Table 14.1: Summary of key mean phi values for each primary topic: a) comparison of FS/R methods on “SNR = 0.3” 
artificial data; b) Replication of prior benchmarks; c) Comparison preprocessing for variant Study A features; d) 
Examining the effects of balanced data; e) Effects of mixing data on Study C; and f) Microsleep prediction outcomes. 
a) Comparison of FS/R Methods Artificial Events 
 
 
PCA10 GADEN10 PLS10 ADEN10 CSP10 
 
 
0.03 0.96 -0.01 0.94 0.08 
 -“SNR = 0.3” features run on Single LDA Classifier with LOOCV. 
 
       b) Replication of Benchmarks Study A 
 
 
           Single Classifier Stacking Ensemble 
  
 
0.30 
 
0.40 
   -SABIL features run on PCA FS/R and LDA Classifier with LOOCV. 
-Prior Phi Benchmarks: Single Classifier = 0.31, Ensemble = 0.39 
c) Comparison of Preprocessing 
  
Study A 
 
 
SABIL SABIS SABUL 
   
 
0.40 0.36 0.35 
   -Features run on PCA FS/R and LDA Stacking Ensemble with LOOCV. 
 
  
     d) Comparing Balanced Data 
  
Study A 
 
Unbalanced Balanced Train on Balanced, Test on Unbalanced 
  
 
0.33 0.52 0.33 
   -SABIL features run on ADENZ10 FS/R and Single LDA Classifier with LOOCV. 
       e) LOOCV and Mixed Data 
  
Study C 
 
 
LOOCV Mixed 
 
   
 
0.10 0.71 
 
   -SCRIS features run on ADEN FS/R and Single LDA Classifier with Mixing. 
       f) Microsleep Prediction 
  
Study A 
 
 
Standard Classifier Pre-Onset Prediction 
   
 
0.33 0.32 0.05 
   -SABIL features run on ADENZ10 FS/R and Single LDA Classifier. 
 
 
The main findings for each section are summarized in Table 14.1. ADEN and GADEN 
clearly outperformed all data on the artificial event data, as shown in (a). The stacking 
ensemble outperformed the single classifier, and other ensembles, when replicating the 
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benchmark performance, as shown in (b). The SABIL features outperformed the other feature 
sets, as shown in (c). Training on balanced data and testing on unbalanced data did not 
improve performance, as shown in (d). Mixing features was the only way the SCRIS features 
gained a high mean phi correlation, as shown in (e). Spectral features alone could not predict 
microsleep onset by training only on a pre-onset period, as shown in (f). However, the 
primary goal of much of the research was simply to increase performance.      
14.2.1 Performance Improvement 
The reported mean phi values of prior literature, 0.39 (Peiris et al., 2011) and 0.38 
(Davidson et al., 2007), were achieved through either by complex classifiers (Davidson et al., 
2007) and pruning of high-artefact data (Peiris et al., 2011). While single classifier 
performance was replicated with the SABIL features, the performance of the stacking 
ensemble on features without preprocessing was lower, even with the same feature extraction 
method. Variations in preprocessing accounted for a range of preprocessing values, but none 
surpassed the 0.40 (0.13-0.66) mean phi value reported with the SABIL features and the 
stacking ensemble using standard LOOCV. 
The results achieved with the SABIL features were attributed to a combination of ICA 
preprocessing and artefact pruning. However, when variables involving feature extraction and 
preprocessing were changed, the performance of the stacking ensemble approached that of a 
single classifier. The stacking ensemble was able to perform higher on a standard LOOCV 
case, although ADEN and ADENZ performed higher when allowed to generalize using the 
mixed case even using a single classifier. ADENZ with 10 features achieved even slightly 
higher performance on a single classifier with the SABIL features, at 0.33 (0.12-0.52). 
Performance over the 0.40 (0.13-0.66) mean phi value on Study A was achieved only 
by changing the terms of classification, such as mixing-based LOOCV or excluding 
“unpredictable” subjects. Mean phi values corresponding to successful classification of 
microsleep events on Study C was achieved only through similar efforts. The reasons for why 
the new techniques did not improve performance were theorized.  
Variants in the preprocessing and feature extraction method used to generate features 
appeared to have a direct quantifiable effect. The 0.39 mean phi value reported by Peiris et al. 
(2011) depended on artefact pruning and ICA preprocessing in the training and testing, while 
the 0.38 reported by Davidson et al. (2007) demonstrate similar performance achievable 
without need for ICA. The techniques investigated highlight the necessity of improving the 
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feature extraction process for successful microsleep classification. The use of log power 
demonstrated an upward trend compared to features calculated with standard spectral power.  
The use of PCA, ADEN, and ADENZ were often close to each other in terms of mean 
phi metrics when moderately successful classification was occurring. While ADEN and 
ADENZ are not necessarily orthogonal, they demonstrated that collinear features can increase 
robustness to achieve comparable performance, and even surpass PCA on the mixed cases. 
GADEN and GADENZ were still limited by the same problems as ADEN and ADENZ, so 
the additional layers of complexity did not provide the expected improvements. The use of 
ADEN and ADENZ as a bottleneck for GA and as a preprocessing method in MISFETS 
demonstrated the concepts perform at least equivalently to PCA and no worse. A key 
limitation with PLS is overfitting of linear models to the training data. While orthogonal like 
PCA, PLS lacks the robustness that simpler methods like PCA and ADEN can provide.  
With single classifiers and ensembles, the ability of even a single LDA classifier to 
deliver the highest performance on feature sets lacking ICA preprocessing and artefact 
pruning was demonstrated, such as the SABUS, SARUS, and SARUL features. The use of 
classifier ensembles improved the other feature sets, except for the SCRIS features. Amongst 
the classifiers, the stacking ensemble was the highest performing.  
Aside from LDA, the other pattern recognition algorithms did not improve 
performance. The RBF and SVM Gaussian kernel did not achieve the hoped for performance 
due to suboptimal clustering of datapoints. The SVM polynominal kernel is likely to have 
overfitted the training data (Omary, 2009).  
Unlike bagging and boosting, the stacking ensemble could directly raise or lower 
weights to rank the performance of classifiers. The potential advantages of AdaBoost seemed 
to have been negated due to the large volume of incorrectly classified points that would 
accumulate and not provide a reliable classification boundary for microsleep data (Omary, 
2009).  
The microsleep detection problem is a difficult one due, at least in part, to the high 
variance between subjects. None of the techniques explored improved detection performance, 
but failed to surpass the phi correlation of 0.40 using the investigated methods. However, 
techniques like ADEN have potential value to increase speed of real-time execution by 
selecting the most relevant spectral features necessary for successful classification.    
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14.2.2 System Latency Reduction 
Reduction of system latency was achieved by focusing on optimizing a smaller number 
of features. Supervised FS/R techniques were initially thought to result in superior 
performance to unsupervised FS/R techniques. ADEN and its variants initially performed 
well on the artificial feature sets, furthering this hypothesis. However, upon the EEG-derived 
spectral feature sets, differences in performance between supervised and unsupervised FS/R 
techniques were often negligible. Notwithstanding, a reduced number of features (< 200) 
would often correspond to the optimal mean phi performance in both cases before decreasing. 
As such, a small number of features can be used to ensure rapid classification by improving 
speed of execution. Even systems relying upon highly complex FS/R methods and classifiers 
(e.g., GADEN and SVM), operate quickly upon the conclusion of training.   
The optimal classifier would have low latency, high sensitivity, and high selectivity. A 
simple LDA classifier and ensembles derived from it were employed in this research. The 
stacking ensemble (Peiris et al., 2011) and neural network (Davidson et al., 2007) used in 
prior cases required training on multiple subjects. As such, the actual classification process 
would be reduced to a binary decision if one was implemented in near real-time. The 
selection of particular generalized features, as indicated by the mixed feature data, was able 
to boost performances far higher than more complex classifiers. The mixed data case 
presented an alternative evaluation method to LOOCV, demonstrating rapid and higher 
accuracy classification when trained on random subsets of features from all subjects.  
14.2.3 Optimizing Spatial and Spectral Information 
Supervised feature selection methods like ADEN and ADENZ were able to identify 
specific electrodes, spectral bands, and other features of note. The most noteworthy specific 
features and channels varied greatly upon the feature set. The four separate Study A feature 
sets registered different channels, while Study C had innate limitations due to the relatively 
small number of common channels. The differences highlighted the innate issues with 
preprocessing EEG using different methods, and how even slight changes can drastically 
affect final performance.  
The specific channels identified by FS/R were analysed for commonalities in spatial 
location. In addition to common channels, a search was undertaken for specific spectral bands 
continually selected for the Study A and Study C feature sets. Correlations between both 
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were highly sought for comparison with prior literature. Changes in the theta and alpha bands 
were of particular note, as were their respective power ratios (Poudel et al., 2010).  
With the SABIL feature set, the top features calculated using ADEN and ADENZ 
included both the non-normalized and normalized alpha band spectral power from the bipolar 
channels T4-T6, P3-O1, and F3-C3. For individual subjects, the broader range of top features 
included gamma band power and normalized beta power. The optimal features for each 
individual included at least one of the top features for the group. 
These top EEG features could provide more insight into brain-states. While spectral 
changes on the theta and alpha bands were known, the other changes were not (Davidson et 
al., 2007; Poudel et al., 2010). As a result of this, there is potential evidence of microsleep-
related activity on the beta and gamma bands. However, the limitations of the SABIL features 
prevented further investigated.      
In contrast to spectral bands, the specific electrodes selected was highly dependent 
upon the feature set. In Study A, variations in methods such as the use of ICA, artefact 
pruning, or use of referential or bipolar inputs could drastically change the results. 
Simultaneously, the divergences in performance between the referential and bipolar features 
were often close. In some instances, even the SARUS and SABUS feature sets had higher 
mean phis than the SABIS feature set, which had artefact pruning and ICA preprocessing 
performed on it. Surprisingly, as ADEN, ADENZ, and PCA often corresponded to the 
highest mean phi values, both supervised and supervised FS/R techniques proved able to 
assist with microsleep detection.  
14.2.4 Microsleep Prediction 
Predicting microsleep events was recognized as a highly desirable feature for a 
microsleep detection system. Prior literature suggested a method for prediction (Peiris et al., 
2011), but a simpler and independent method was used to investigate the feasibility of 
microsleep detection. If linearly discernible EEG spectral features were present in an 
arbitrary period before the microsleep, it was hypothesized that preliminary detection of 
microsleep events by EEG alone was possible. The findings indicated that this was not the 
case. The 1-s pre-onset period was used due to the sliding window rating system, and during 
this interval, no EEG features were discernible for any of the feature sets. However, the 
microsleep detection software can be affected by false positives and continue to function. 
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While EEG alone may not have linearly discernible features, a combined input of 
multimodal signals might. As microsleeps consist of eye closure and drowsy behaviour (such 
as head nodding) (Lal and Craig, 2001; Peiris et al., 2006b; Golz and Sommer, 2010), two 
potential alternative vectors are computer vision-based eye closure detection with a camera 
and head movement detection using accelerometers. A weighted sum of features could 
determine the most reliable combination of features for an individual session, with an 
adaptive online classifier. The multimodal approach would require more features, but 
potentially combines the innate strengths of each signal type. However, such research is 
beyond the scope of this thesis.     
 Review of Hypotheses 14.3
Several findings over the course of this thesis are novel. The investigation presented a 
number of approaches over the course of the implementation of ICTOMI, expansion of Study 
A, and investigation of Study C.  
 
Hypothesis 1: Simulated EEG events with a variable SNR provide an estimate of 
performance on real EEG feature sets.   
Outcome: Hypothesis rejected. The performance of system configurations on 
simulated EEG events was not an accurate estimate of performance on real EEG feature data. 
The artificial event data with the 15-Hz sine pulse was intentionally synthetic when compared 
with the complexities of microsleep data, so that the spectral content and class balance could 
be completely controlled for software validation purposes. The chief evidence against this 
hypothesis speculated that based on the performance, a simple, supervised method like 
ADEN could be the best of the FS/R methods in terms of the mean phi value on LOOCV. 
The dramatic increase in performance corresponding to the use of ADEN was limited to the 
artificial event data. PLS occasionally would overfit to the training data, but ADEN and its 
variants achieved a rough approximation in mean phi values to PCA in most cases.  The 
ability for unsupervised FS/R techniques to compete with a supervised system was 
demonstrated on each subject-based LOOCV.     
 
Hypothesis 2: Artificially altering class balance for training will result in an increase 
in performance due to removing classifier bias from class imbalance.  
Outcome: Hypothesis rejected. Training on balanced and testing on unbalanced did 
not significantly increase the performance of the investigated system configurations. While 
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the artificially balanced data increased the mean phi value, the increase was wholly artificial 
and resulted from the fact that the entire problem had been altered substantially. Due to the 
highly imbalanced nature of the real feature set, classifier performance still depended upon 
the specific subject being tested upon. As a result, the mean phi values of classifiers trained 
on unbalanced data ended up performing no better and no worse than training on unbalanced 
data. The testing subjects ended up displayed a large variance independent of the training 
methodology.   
 
Hypothesis 3: There is a positive correlation between classifier performance and 
mean microsleep duration.    
Outcome: Hypothesis proven. The hypothesis was confirmed in several ways. 
Differences in preprocessing resulted in different performance values for Study A, while 
strong evidence was found for correlation between mean microsleep duration and mean WS 
phi for both Study A and Study C. In the case of Study A, the SABIS and SABIL features 
unsurprisingly dominated the SARUS and SABUS in terms of mean phi values. While 
individual exceptions existed, the trend across the four feature sets has the SABIS and SABIL 
features typically with the highest mean phi values, the SABUS in second, and the SARUS 
values at the lowest. SCRIS performed lower than all of the Study A feature sets. Study A 
had a constant number of channels for all subjects, unlike Study C. Another factor of note 
was that spectral features from half the subjects in Study C could not be used to train a 
classifier to successfully test the other half, while Study A only had two such individuals. 
These mean “within-subject” phi values for undetectable subjects were correlated with 
having mean microsleep durations less than 1.5 s for Study A and 3 s for Study C. Even the 
number of microsleeps is less important than their average duration. A potential implication 
was that longer epoch durations allow more time for a classifier to detect any meaningful 
changes in spectral activity for a potential person.   
 
Hypothesis 4: Selection of an optimal set of spectral features via MISFETS will 
boost microsleep detection performance.  
Outcome: Hypothesis rejected. Use of MISFETS to reduce the Study A feature sets 
and Study C in size did not meaningfully increase mean phi performance, even in conjunction 
with other methods. MISFETS was used in different ways with the aim of improving 
classifier performance upon all five feature sets, but none of them succeeded in generating 
significantly improved results. Static feature indices, and thus specific channels or spectral 
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bands, alone were insufficient to boost average performance at the microsleep identification 
task. As a result, the hypothesis was rejected due to the innate issues with the training of 
classifiers.  
 
Hypothesis 5: Changes in the pre-onset period before microsleeps can be used to 
predict the onset of a microsleep.  
Outcome: Hypothesis rejected. The addition of an artificial, arbitrary 1-s pre-onset 
period did not significantly boost results of conventional microsleep events, and was 
insufficient on its own to result in any outcome above random guessing. While changes in the 
theta and alpha bands were expected (Poudel et al., 2010), any changes witnessed in the 
arbitrary 1-s pre-onset period were insufficient to provide meaningful results above random 
guessing in the five feature sets examined. Even simply reducing a feature set to a greatly 
reduced set of “useful” features did not result in significant improvements. However, the 
reduction of channels and spectral bands to particular ones of interest did not perform worse. 
The capacity to select an information-rich subset of specific channels and spectral bands 
could improve microsleep detector performance.   
 Critique 14.4
The research presented possessed a number of flaws and shortcomings. Aside from 
ADEN-derived methodologies, a key missing area was the relative lack of other novel 
techniques for classification and feature selection/reduction covered through the duration of 
the research. The novelty of the research was reduced due to the almost extensive reliance on 
LDA after other classifier algorithms were dismissed early on. Additionally, new types of 
FS/R, classifiers, and ensembles have been proposed in the literature as being more reliable 
and successful than linear systems. Many of these are biologically inspired, as well as 
including probability density functions, as compared to simple distance between two classes. 
As such, ICTOMI did not take full advantage of these in attempts to improve upon the base 
performance. A commercial product might require adaptive classifiers to gradually adjust to 
new users and separate sessions, which was a topic mentioned but not explored. Additionally, 
the simpler concept of a blink or EOG-based eye closure detection system was not thoroughly 
expounded on in the literature review or investigated concepts. Such a system might prove 
more robust than an EEG-based system.   
The modular design of ICTOMI added further levels of complexity. The separation of 
FS/R and the classification step under the aim of modularity added more layers requiring 
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debugging than a handful of specialized configurations. A combined FS/R and classification 
step would solve both issues, but would require some changes to ICTOMI as described in the 
implementation chapter. Specialization might yield a more effective system, even at the cost 
of versatility.  
The research largely overlooked a particular training technique better able to 
compensate for unbalanced datasets (Raudys, 1991; Omary, 2009): While artificially 
balanced data were investigated for training and testing, no algorithm proposed included a 
weighting scheme that prioritized microsleeps over alert periods. The stacking ensemble 
assigned weights based upon component classifiers rather than individual microsleep events. 
AdaBoost included a weighting system for individual observations, but did not surpass the 
stacking ensemble in performance.  
Another deficiency was the reliance on mean phi correlation as the primary metric of 
performance. The phi correlation is similar to other widely-used measures (such as the kappa 
coefficient). As the microsleep detection problem is one with highly imbalanced class 
distributions, the implications of sensitivity and selectivity scores could also have been 
mentioned more frequently, especially in cases where two system configurations performed 
similar to each other.  
Failing to meaningfully discern between the often close performances of system 
configurations additionally detracted from the thoroughness of the analysis. The few 
techniques that consistently outperform others had performance drops after changing feature 
sets. The performance variability of the feature sets prevented definitive conclusions on 
system configuration performance comparisons from being made. For example, if a given 
FS/R method exhibited drastic improvements with a single LDA classifier when compared 
with others, the same method would be combined with ensembles and non-linear classifiers 
to see the full range of improvements. While Study A feature sets exhibited changes in 
response to different preprocessing methods, no such changes were witnessed in Study C.   
The innate issues with Study C and the SCRIS features resulting from the uneven 
number of channels could have additionally been handled in other ways than arbitrarily 
inserting zeros or an arbitrary number of non-zero values. While only 19 channels were 
common across all 10 subjects, their placement was clustered within a small portion of the 
head instead of covering the breadth of the scalp. While the use of “Not-a-Number” (NaN), 
interpolated channels, or arbitrary constants did not change the results, future work might list 
the mean phi from within-subjects classification alongside the conventional LOOCV values.  
Additionally, the exclusion of subjects from both studies for a lack of microsleeps was a 
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concern due to the loss of generalization on an already small experimental population. The 
finding of a correlation between lapse duration and within-subject phi could also have been 
further explored as a factor to improve detection performance.  
The statistical distribution of results from the investigated system configurations 
rarely resulted in significant differences on the various EEG feature sets. Due to this, the 
implementation of code in ICTOMI was initially suspect. Additional validation on WEKA 
partially alleviated some of this concern, the failure of ensembles and the investigated 
supervised feature selection techniques to improve upon prior baseline performances remains 
troubling. Additionally, while ADEN would often select collinear features and channels, the 
use of more orthogonal techniques like GADEN or MISFETS did not produce improvements. 
The comparative effects of variant preprocessing techniques could have been additionally 
highlighted by the inconclusive performance values. Over-reliance on LDA-based classifiers 
might have also made over-fitting on the training data an issue. In summary, these issues 
presented the greatest potential shortcomings of the research.   
 Future Work 14.5
Despite the findings presented here, future work in the field of microsleep detection 
remains. Additional refinements on Study C may require a longer period of specialized 
research. Inclusion of specialized modules for ICTOMI directly integrating several 
simultaneous steps could potentially benefit future research.   
Future focus on Study A could focus on the optimization of feature extraction and 
preprocessing techniques. While the SABIL features corresponded to the highest 
performance metrics, additional time could be spent on methods to specifically improve the 
performance of the “raw” (SARUS and SABUS) feature sets. The “raw” feature sets 
permitted an easier and direct method to observe any differences between bipolar and 
referential EEG without artefact pruning. The often close performances of the “raw” and 
“clean” (SABIL and SABIS) feature sets for Study A indicated that refinement of 
preprocessing may also be worth investigating. Further refinements of FS/R and classifier 
structures would preferably be carried out.   
In many respects, Study C could be researched in far greater depth, and feature sets 
than SCRIS developed. Resolving the lack of constant channels between subjects could be 
improved through a systematic investigation of alternatives. For example, a constant number 
of the “most optimal” features could be selected for each subject as was done with MISFETS, 
perhaps drawn from within-subject analysis, and used for standard LOOCV analysis. Finally, 
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the potential ability of a classifier to detect microsleeps based upon mean duration should 
warrant further investigation.   
Perhaps most importantly, other types of FS/R modules and classifiers should be 
investigated. A weighting system prioritizing the correct classification of microsleeps over 
alertness could also compensate for an imbalance between classes. Probabilistic systems and 
various weighting schemes could be investigated, as well as the direct integration of FS/R 
classification. For example, ICTOMI modules handling these (or more) aspects could be 
developed and compared alongside less-specialized counterparts. That way, the modularity of 
the system would not be compromised while expanding the range of options available. The 
use of adaptive classifiers and inclusion of multimodal signals is another step necessary for 
integration into a wearable, real-time microsleep detection system, as the device would need 
to adjust for each new user and session. In addition, completely novel systems, such as the 
biologically-inspired OpenWorm project (Palyanov, 2014) or a dynamic evolving neural-
fuzzy interface system (DENFIS) model (Kasabov and Song, 2002), might be used for 
microsleep detection.   
Additionally, microsleep events could be explored in relationship to spatio-temporal 
features. A feature matrix comprised of vectors, each consisting of 544 features for a 2-s 
window, potentially does not capture other relevant information involving the timing of 
microsleeps and relations between channels. As such, the type of spectral feature matrix used 
for much of this work may innately be limited in its ability to reflect the brain-state, 
potentially hindering progress in the field of microsleep detection. While wavelets did not 
improve epileptic spike detection performance (Goelz et al., 1999), a wealth of other spatio-
temporal feature extraction techniques exist (Kasabov and Song, 2002; Chavez et al., 2003).  
The possibility of microsleep related activity on the gamma and beta bands warrants 
further investigation. The limitations of the feature sets used include low number of subjects, 
a low number of sessions, and variable quality of EEG features for each individual. Despite 
this, a more thorough analysis of the higher frequency activity could provide new insights 
into brain-states. The use of spatio-temporal features may also improve provide insights 
about brain-states, including ways to personalize a microsleep detector.   
 A largely unexplored direction for microsleep research is the possibility of 
personalizing a detection system. Simple LDA classifiers achieved phi values up to 0.57 on 
one individual, which is substantially higher than the 0.40 from LOOCV. Another study may 
be necessary to further explore this direction, which would include a larger number of 
separate sessions per subject. Such data would provide a useful resource to further develop 
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personalized microsleep detectors. Personalized microsleep detectors are limited by the 
necessity of having an externally verified gold standard for recorded EEG. An automated 
gold standard consisting of multiple sensors may exist in the future, but such a system has not 
yet been investigated.  
 The research undertaken was more than the continuation of earlier work. 
Reconstruction of Study A from its raw components was undertaken. New elements included 
expanded research on Study A, the implementation of ICTOMI, and the analysis of Study C. 
Supervised FS/R techniques and complex classifiers were examined, often with some 
techniques taken directly from BCI. Future work remains for the challenge of microsleep 
detection, but inclusion of techniques from EEG-based BCI and machine learning should lead 
in a promising direction.   
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APPENDIX A: COLLECTED RESULTS 
Results for Cross Validation on Artificial Data 
Results for Single Classifier Cross Validation on Artificial Data 
    
     
SNR 16.00 3.00 1.00 0.30 0.03 
Type     
Unbalanced      
LDA-CSP      
Acc 0.84 0.83 0.79 0.81 0.77 
Sens 0.25 0.48 0.27 0.42 0.17 
Spec 0.86 0.83 0.80 0.81 0.78 
PPV 0.04 0.07 0.03 0.05 0.02 
Phi 0.05 0.13 0.03 0.08 -0.02 
      
LDA-PCA      
Acc 1.00 1.00 0.96 0.96 0.97 
Sens 1.00 0.88 0.13 0.02 0.00 
Spec 1.00 1.00 0.97 0.98 0.99 
PPV 1.00 0.86 0.06 0.01 0.00 
Phi 1.00 0.86 0.06 0.00 0.00 
      
LDA-
ADEN      
Acc 1.00 1.00 1.00 1.00 0.95 
Sens 1.00 0.88 0.85 0.92 0.02 
Spec 1.00 1.00 1.00 1.00 0.97 
PPV 1.00 0.88 0.84 0.97 0.02 
Phi 1.00 0.87 0.85 0.94 0.00 
      
LDA-
PCACSP      
Acc 1.00 1.00 0.96 0.92 0.97 
Sens 1.00 0.88 0.13 0.04 0.00 
Spec 1.00 1.00 0.97 0.94 0.99 
PPV 1.00 0.86 0.06 0.00 0.00 
Phi 1.00 0.86 0.06 -0.02 -0.01 
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RBF-CSP      
Acc 0.98 0.98 0.98 0.98 0.98 
Sens 0.00 0.00 0.00 0.00 0.00 
Spec 1.00 1.00 1.00 1.00 1.00 
PPV 0.00 0.00 0.00 0.00 0.00 
Phi 0.00 0.00 0.00 0.00 0.00 
 
      
RBF-PCA      
Acc 1.00 1.00 0.89 0.78 0.98 
Sens 1.00 0.88 0.15 0.15 0.00 
Spec 1.00 1.00 0.90 0.79 1.00 
PPV 1.00 0.86 0.05 0.01 0.00 
Phi 1.00 0.86 0.05 -0.02 0.00 
      
RBF-
ADEN      
Acc 1.00 1.00 1.00 0.99 0.97 
Sens 1.00 0.90 0.85 0.90 0.00 
Spec 1.00 1.00 1.00 1.00 0.99 
PPV 1.00 0.91 0.84 0.93 0.00 
Phi 1.00 0.90 0.85 0.90 -0.01 
      
RBF-
PCACSP      
Acc 1.00 1.00 0.95 0.97 0.98 
Sens 1.00 0.88 0.15 0.02 0.00 
Spec 1.00 1.00 0.97 0.99 1.00 
PPV 1.00 0.86 0.05 0.01 0.00 
Phi 1.00 0.86 0.06 0.00 0.00 
      
SVMG-
CSP      
Acc 0.98 0.98 0.98 0.98 0.98 
Sens 0.00 0.00 0.00 0.00 0.00 
Spec 1.00 1.00 1.00 1.00 1.00 
PPV 0.00 0.00 0.00 0.00 0.00 
Phi 0.00 0.00 0.00 0.00 0.00 
      
SVMG-
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PCA 
Acc 1.00 1.00 0.96 0.98 0.98 
Sens 1.00 0.88 0.08 0.00 0.00 
Spec 1.00 1.00 0.98 1.00 1.00 
PPV 1.00 0.86 0.04 0.00 0.00 
Phi 1.00 0.86 0.04 0.00 0.00 
      
SVMG-
ADEN      
Acc 1.00 1.00 1.00 1.00 0.98 
Sens 1.00 0.88 0.88 0.94 0.00 
Spec 1.00 1.00 1.00 1.00 1.00 
PPV 1.00 0.88 0.84 0.97 0.00 
Phi 1.00 0.88 0.86 0.95 0.00 
 
      
SVMG-PCACSP     
Acc 1.00 1.00 0.96 0.98 0.98 
Sens 1.00 0.88 0.08 0.00 0.00 
Spec 1.00 1.00 0.98 1.00 1.00 
PPV 1.00 0.86 0.04 0.00 0.00 
Phi 1.00 0.86 0.04 0.00 0.00 
      
SVMP-
CSP      
Acc 0.98 0.98 0.98 0.98 0.98 
Sens 0.00 0.00 0.00 0.00 0.02 
Spec 1.00 1.00 1.00 1.00 1.00 
PPV 0.00 0.00 0.00 0.00 0.03 
Phi 0.00 0.00 0.00 0.00 0.02 
      
SVMP-
PCA      
Acc 1.00 1.00 0.96 0.98 0.98 
Sens 1.00 0.88 0.08 0.00 0.00 
Spec 1.00 1.00 0.98 1.00 1.00 
PPV 1.00 0.86 0.04 0.00 0.00 
Phi 1.00 0.86 0.04 0.00 0.00 
      
SVMP-
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ADEN 
Acc 1.00 1.00 1.00 1.00 0.98 
Sens 1.00 0.88 0.86 0.90 0.00 
Spec 1.00 1.00 1.00 1.00 1.00 
PPV 1.00 0.88 0.84 0.97 0.00 
Phi 1.00 0.87 0.86 0.93 0.00 
      
SVMP-PCACSP     
Acc 1.00 1.00 0.98 0.98 0.98 
Sens 1.00 0.88 0.00 0.00 0.00 
Spec 1.00 1.00 1.00 1.00 1.00 
PPV 1.00 0.88 0.00 0.00 0.00 
Phi 1.00 0.86 0.00 0.00 0.00 
      
LDA-
GADEN10      
Acc 1.00 1.00 0.99 1.00 0.96 
Sens 1.00 1.00 0.85 0.98 0.00 
Spec 1.00 1.00 1.00 1.00 0.98 
PPV 1.00 0.97 0.86 0.94 0.00 
Phi 1.00 0.98 0.85 0.96 -0.02 
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Mean Phis 
        SNR = 0.03 Artificial Events 
       Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.00 -0.03 0.01 0.04 0.03 0.03 0.02 0.00 -0.02 0.02 
ADENZ -0.02 0.00 0.01 0.00 -0.01 -0.03 -0.01 -0.03 -0.02 -0.02 
PCA -0.01 -0.01 0.00 -0.01 -0.01 0.02 0.00 0.00 -0.01 -0.01 
PLS 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 
           Min 
          ADEN -0.05 -0.09 -0.07 -0.04 0.00 -0.02 -0.07 -0.04 -0.07 -0.06 
ADENZ -0.04 -0.03 -0.04 -0.03 -0.04 -0.05 -0.07 -0.07 -0.06 -0.08 
PCA -0.05 -0.03 -0.03 -0.02 -0.01 -0.02 -0.01 -0.01 -0.01 -0.01 
PLS -0.02 -0.02 -0.02 -0.02 -0.02 -0.02 -0.02 -0.02 -0.02 -0.02 
           Max 
          ADEN 0.06 0.04 0.08 0.14 0.10 0.09 0.10 0.05 0.03 0.09 
ADENZ -0.02 0.19 0.23 0.15 0.06 0.08 0.04 0.04 0.04 0.05 
PCA 0.06 0.11 0.15 0.00 0.00 0.22 0.00 0.00 0.00 0.00 
PLS 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 
 
         SNR = 0.3 Artificial Events 
       Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.94 0.95 0.93 0.92 0.93 0.93 0.91 0.89 0.89 0.72 
ADENZ 0.88 0.76 0.78 0.74 0.67 0.75 0.76 0.74 0.73 0.66 
PCA 0.03 0.07 0.28 0.28 0.28 0.25 0.25 0.25 0.25 0.25 
PLS -0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
           Min 
          ADEN 0.77 0.81 0.70 0.67 0.65 0.67 0.57 0.50 0.58 0.15 
ADENZ 0.54 -0.01 -0.01 -0.01 -0.01 -0.01 0.22 -0.01 0.32 0.22 
PCA -0.06 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 
PLS -0.13 -0.13 -0.13 -0.13 -0.13 -0.13 -0.13 -0.13 -0.13 -0.13 
           Max 
          ADEN 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
ADENZ 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
PCA 0.25 0.57 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
PLS 0.05 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 
 
 
 
 
     
 
 
SNR = 1 Artificial Events 
       Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.88 0.84 0.97 0.98 0.96 0.86 0.91 0.95 0.94 0.90 
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ADENZ 0.98 0.98 0.98 0.96 0.94 0.92 0.87 0.87 0.87 0.86 
PCA 0.70 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.73 
PLS 0.76 0.78 0.78 0.78 0.78 0.78 0.78 0.78 0.78 0.78 
           
Min 
          ADEN 0.70 0.40 0.77 0.81 0.77 0.32 0.45 0.61 0.66 0.50 
ADENZ 0.86 0.86 0.86 0.66 0.54 0.35 -0.02 -0.01 -0.01 -0.01 
PCA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
PLS 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
           Max 
          ADEN 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
ADENZ 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
PCA 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
PLS 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
SNR = 3 Artificial Events       
  
Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 
ADENZ 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.93 0.94 0.91 
PCA 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 
PLS 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 
           
Min           
ADEN 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.91 
ADENZ 1.00 1.00 1.00 1.00 1.00 1.00 0.81 0.81 0.81 0.70 
PCA -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 
PLS 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 
           
Max           
ADEN 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
ADENZ 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
PCA 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
PLS 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
SNR = 16 Artificial Events       
  
Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 
ADENZ 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.93 0.94 0.91 
PCA 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 
PLS 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 
           
Min           
ADEN 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.91 
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ADENZ 1.00 1.00 1.00 1.00 1.00 1.00 0.81 0.81 0.81 0.70 
PCA -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 
PLS 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 
           
Max           
ADEN 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
ADENZ 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
PCA 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
PLS 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
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Results for Ensemble Classifiers on Artificial Data 
    
      
SNR 16.00 3.00 1.00 0.30 0.03 
Type     
Unbalanced      
Stacking      
LDA-
ADEN      
Acc 1.00 1.00 0.99 0.99 0.27 
Sens 1.00 1.00 1.00 0.98 0.73 
Spec 1.00 1.00 0.99 0.99 0.26 
PPV 1.00 1.00 0.99 0.99 0.27 
Phi 0.95 0.96 0.86 0.84 0.00 
Boosting      
LDA-
ADEN      
Acc 0.98 0.98 0.98 0.98 0.98 
Sens 0.04 0.00 0.00 0.00 0.00 
Spec 1.00 1.00 1.00 1.00 1.00 
PPV 0.13 0.00 0.00 0.00 0.00 
Phi 0.07 0.00 0.00 0.00 0.00 
Bagging      
LDA-
ADEN      
Acc 1.00 1.00 1.00 1.00 0.98 
Sens 1.00 1.00 0.75 0.50 0.00 
Spec 1.00 1.00 1.00 1.00 1.00 
PPV 1.00 1.00 0.75 0.50 0.00 
Phi 1.00 1.00 0.75 0.50 0.00 
Adaboost (3 weak learners)    
LDA-
ADEN      
Acc 1.00 1.00 1.00 1.00 0.98 
Sens 1.00 1.00 0.88 0.94 0.00 
Spec 1.00 1.00 1.00 1.00 1.00 
PPV 0.94 0.94 0.84 0.95 0.00 
Phi 0.96 0.97 0.86 0.94 0.00 
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Results for Within Subject Phi and Study Informatics 
 
Study A Subjects 
       
 
Number BMs Duration WS Phi Literate 
   
 
804 232 6.77 0.33 Literate 
   
 
809 95 3.99 0.50 Literate 
   
 
810 31 0.81 0.02 Threshold 1 (<.1) 
  
 
811 68 1.12 0.14 Threshold 2 (<.15) 
  
 
814 50 3.15 0.57 Literate 
   
 
817 132 1.56 0.22 Literate 
   
 
819 227 1.59 0.29 Literate 
   
 
820 223 4.18 0.36 Literate 
   Mean 
 
132.25 2.90 0.30 
    
         Study C Subjects 
       
 
Number BMs Duration WS Phi Literacy 
 
Age Sex 
 
203 79 3.73 0.33 Literate 
 
29 M 
 
207 142 2.47 0.05 Threshold 1 (<.1) 27 M 
 
208 75 5.05 0.22 Literate 
 
30 F 
 
210 36 6.30 0.22 Literate 
 
23 M 
 
211 105 5.45 0.53 Literate 
 
24 M 
 
213 44 5.02 0.50 Literate 
 
33 M 
 
214 73 1.91 -0.03 Threshold 1 (<.1) 41 M 
 
216 80 2.37 -0.03 Threshold 1 (<.1) 45 F 
 
217 68 1.34 0.12 Threshold 2 (<.15) 30 F 
 
220 188 2.79 -0.25 Threshold 1 (<.1) 22 F 
Mean 
 
89.00 3.64 0.17 
  
30.40 
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Mean Phi Results on LOOCV with Single LDA Classifier 
 
Mean Phis 
         SABIS LOOCV 
        Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.23 0.19 0.21 0.22 0.24 0.23 0.21 0.19 0.21 0.19 
ADENZ 0.27 0.23 0.18 0.22 0.13 0.17 0.10 0.12 0.12 0.15 
PCA 0.27 0.26 0.26 0.24 0.25 0.24 0.25 0.24 0.23 0.23 
PLS 0.18 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 
           Min 
          ADEN 0.06 0.03 -0.01 -0.01 0.03 0.01 0.00 -0.01 0.02 0.01 
ADENZ 0.00 0.02 0.06 0.03 0.01 0.03 0.02 0.04 0.00 0.01 
PCA 0.00 0.01 0.01 0.01 0.00 0.00 0.00 0.02 0.01 0.01 
PLS 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 
           Max 
          ADEN 0.50 0.37 0.39 0.41 0.51 0.54 0.48 0.37 0.46 0.38 
ADENZ 0.51 0.46 0.26 0.39 0.24 0.30 0.19 0.31 0.26 0.36 
PCA 0.51 0.49 0.45 0.47 0.48 0.50 0.52 0.52 0.52 0.52 
PLS 0.36 0.37 0.37 0.38 0.38 0.38 0.38 0.38 0.38 0.38 
 
 
SCRIS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.04 0.10 0.00 0.01 0.00 0.01 -0.02 -0.01 0.03 0.01 
ADENZ -0.02 -0.03 0.00 -0.02 -0.02 -0.01 -0.03 -0.03 -0.03 -0.04 
PCA -0.04 -0.04 -0.04 -0.06 -0.08 -0.07 -0.06 -0.06 -0.04 -0.05 
PLS 0.06 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 
           Min 
          ADEN -0.04 0.00 -0.16 -0.08 -0.07 -0.08 -0.17 -0.12 -0.06 -0.09 
ADENZ -0.11 -0.16 -0.12 -0.11 -0.16 -0.11 -0.16 -0.21 -0.14 -0.15 
PCA -0.31 -0.35 -0.38 -0.40 -0.41 -0.39 -0.33 -0.31 -0.26 -0.26 
PLS -0.11 -0.09 -0.10 -0.09 -0.08 -0.09 -0.09 -0.09 -0.09 -0.08 
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           Max 
          ADEN 0.12 0.32 0.29 0.19 0.11 0.16 0.15 0.12 0.28 0.29 
ADENZ 0.12 0.05 0.17 0.06 0.20 0.18 0.17 0.08 0.14 0.10 
PCA 0.09 0.10 0.24 0.07 0.06 0.03 0.06 0.06 0.07 0.05 
PLS 0.30 0.19 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
 
 
SARUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.16 0.21 0.26 0.24 0.23 0.23 0.23 0.24 0.23 0.24 
ADENZ 0.16 0.18 0.18 0.18 0.17 0.17 0.18 0.18 0.18 0.18 
PCA 0.15 0.19 0.17 0.17 0.16 0.17 0.16 0.16 0.15 0.15 
PLS 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 
           Min 
          ADEN 0.02 0.06 0.05 0.01 0.04 0.03 0.04 0.05 0.04 0.05 
ADENZ 0.01 0.04 0.05 0.03 0.04 0.02 0.03 0.03 0.03 0.05 
PCA 0.02 0.03 0.02 0.00 -0.01 -0.02 -0.02 -0.02 -0.03 -0.04 
PLS -0.09 -0.08 -0.08 -0.08 -0.08 -0.08 -0.08 -0.08 -0.08 -0.08 
           Max 
          ADEN 0.33 0.34 0.43 0.42 0.36 0.37 0.38 0.38 0.35 0.39 
ADENZ 0.38 0.35 0.40 0.44 0.33 0.35 0.33 0.33 0.34 0.35 
PCA 0.31 0.41 0.40 0.41 0.42 0.44 0.44 0.43 0.40 0.41 
PLS 0.27 0.28 0.28 0.27 0.28 0.28 0.28 0.28 0.28 0.28 
 
 
SABUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.21 0.23 0.23 0.21 0.23 0.24 0.26 0.27 0.27 0.27 
ADENZ 0.16 0.18 0.16 0.18 0.18 0.18 0.19 0.20 0.19 0.19 
PCA 0.18 0.15 0.16 0.17 0.16 0.17 0.16 0.15 0.14 0.14 
PLS 0.11 0.12 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 
           Min 
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ADEN 0.05 0.04 0.05 0.03 0.01 0.02 0.01 0.02 0.01 0.02 
ADENZ 0.03 0.05 0.03 0.03 0.05 0.05 0.04 0.06 0.04 0.04 
PCA 0.04 0.03 0.04 0.04 0.03 0.03 0.02 0.02 0.02 0.03 
PLS -0.15 -0.12 -0.12 -0.12 -0.12 -0.12 -0.13 -0.12 -0.13 -0.12 
           Max 
          ADEN 0.36 0.49 0.45 0.43 0.47 0.48 0.57 0.56 0.56 0.57 
ADENZ 0.29 0.33 0.30 0.33 0.31 0.30 0.31 0.35 0.36 0.36 
PCA 0.34 0.32 0.42 0.45 0.45 0.42 0.45 0.39 0.33 0.33 
PLS 0.32 0.32 0.33 0.33 0.33 0.32 0.33 0.33 0.32 0.32 
 
 
SABIL 
          Mean 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00
ADEN 0.26 0.26 0.19 0.16 0.13 0.12 0.14 0.15 0.15 0.16 
ADENZ 0.33 0.27 0.18 0.14 0.04 0.02 0.03 0.02 0.02 0.01 
PCA 0.23 0.27 0.26 0.28 0.27 0.26 0.26 0.27 0.28 0.29 
PLS 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 
           Min 
          ADEN 0.06 0.07 0.05 0.02 0.00 -0.02 0.00 -0.01 0.03 -0.01
ADENZ 0.12 0.10 0.08 0.00 -0.03 -0.03 -0.06 -0.06 -0.06 -0.07 
PCA 0.04 0.09 0.06 0.07 0.04 0.03 0.03 0.03 0.03 0.05 
PLS 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 
           Max 
          ADEN 0.46 0.54 0.32 0.50 0.38 0.49 0.46 0.49 0.47 0.55
ADENZ 0.52 0.45 0.35 0.28 0.13 0.08 0.11 0.09 0.09 0.11 
PCA 0.49 0.53 0.51 0.58 0.62 0.62 0.64 0.67 0.68 0.67 
PLS 0.35 0.35 0.35 0.39 0.35 0.35 0.35 0.35 0.35 0.35 
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Mean Phi Results on LOOCV with Bagging 
 
Phis 
          SABIS Bagging 
        Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.09 0.12 0.14 0.15 0.17 0.19 0.18 0.18 0.19 0.18 
ADENZ 0.19 0.16 0.14 0.09 0.08 0.07 0.07 0.10 0.09 0.07 
PCA 0.21 0.23 0.23 0.23 0.22 0.23 0.24 0.23 0.25 0.23 
PLS 0.17 0.18 0.17 0.17 0.17 0.17 0.17 0.17 0.18 0.17 
           Min 
          ADEN 0.00 -0.01 -0.01 0.01 0.01 -0.02 -0.02 -0.02 -0.01 0.01 
ADENZ -0.02 0.02 0.04 0.00 -0.02 0.00 0.00 0.02 0.00 -0.07 
PCA 0.03 0.03 0.04 0.04 0.04 0.02 0.02 0.04 0.04 0.04 
PLS 0.03 0.02 0.02 0.02 0.02 0.03 0.02 0.03 0.03 0.02 
           Max 
          ADEN 0.37 0.28 0.31 0.35 0.31 0.41 0.37 0.35 0.40 0.36 
ADENZ 0.40 0.31 0.36 0.24 0.18 0.24 0.14 0.21 0.22 0.32 
PCA 0.46 0.37 0.35 0.38 0.38 0.40 0.40 0.38 0.40 0.40 
PLS 0.39 0.41 0.40 0.40 0.41 0.39 0.40 0.40 0.44 0.42 
 
 
SCRIS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.02 0.00 0.03 0.07 0.05 0.09 0.04 0.10 0.06 0.04 
ADENZ -0.02 0.03 0.04 0.04 0.04 0.05 0.10 0.09 0.08 0.08 
PCA 0.12 0.09 0.08 0.07 0.07 0.07 0.05 0.07 0.08 0.03 
PLS 0.03 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.03 0.04 
           Min 
          ADEN -0.07 -0.06 -0.02 -0.02 -0.05 0.01 -0.08 -0.04 -0.22 -0.11 
ADENZ -0.34 -0.15 -0.15 -0.23 -0.22 -0.12 -0.06 -0.08 -0.05 -0.06 
PCA -0.04 -0.06 -0.06 -0.07 -0.06 -0.07 -0.07 -0.06 -0.07 -0.06 
PLS -0.10 -0.09 -0.09 -0.09 -0.09 -0.09 -0.09 -0.09 -0.09 -0.09 
           
167 
 
Max 
          ADEN 0.22 0.03 0.21 0.33 0.33 0.36 0.34 0.35 0.35 0.33 
ADENZ 0.10 0.11 0.20 0.20 0.13 0.22 0.32 0.34 0.30 0.29 
PCA 0.38 0.39 0.37 0.31 0.30 0.31 0.31 0.32 0.32 0.31 
PLS 0.17 0.25 0.21 0.25 0.24 0.24 0.24 0.25 0.21 0.26 
 
 
SARUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.15 0.18 0.18 0.20 0.21 0.21 0.21 0.22 0.21 0.25 
ADENZ 0.15 0.17 0.17 0.17 0.19 0.20 0.20 0.20 0.21 0.21 
PCA 0.17 0.16 0.20 0.19 0.20 0.19 0.19 0.19 0.19 0.19 
PLS 0.13 0.12 0.12 0.13 0.13 0.12 0.13 0.12 0.13 0.12 
           Min 
          ADEN -0.01 0.00 0.02 0.01 0.00 0.01 0.01 0.03 0.03 0.04 
ADENZ 0.02 0.05 0.04 0.05 0.06 0.06 0.06 0.07 0.08 0.08 
PCA 0.06 0.01 0.05 0.05 0.06 0.04 0.04 0.05 0.06 0.06 
PLS 0.01 0.00 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.00 
           Max 
          ADEN 0.41 0.46 0.41 0.48 0.46 0.38 0.43 0.41 0.38 0.40 
ADENZ 0.29 0.28 0.27 0.26 0.29 0.32 0.30 0.34 0.36 0.34 
PCA 0.27 0.26 0.35 0.34 0.33 0.34 0.33 0.34 0.31 0.33 
PLS 0.40 0.38 0.36 0.39 0.39 0.39 0.40 0.39 0.39 0.37 
 
SABUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.05 0.14 0.14 0.15 0.16 0.15 0.18 0.15 0.16 0.18 
ADENZ 0.16 0.17 0.18 0.18 0.18 0.18 0.19 0.19 0.19 0.19 
PCA 0.23 0.22 0.20 0.22 0.20 0.21 0.21 0.22 0.21 0.22 
PLS 0.13 0.13 0.13 0.13 0.14 0.13 0.13 0.13 0.13 0.13 
           Min 
          ADEN -0.12 -0.09 -0.07 -0.07 0.01 0.00 0.04 -0.02 0.02 0.03 
ADENZ 0.08 0.08 0.06 0.08 0.05 0.05 0.05 0.05 0.05 0.03 
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PCA 0.07 -0.02 0.04 0.04 0.03 0.05 0.05 0.05 0.06 0.07 
PLS 0.04 0.04 0.03 0.03 0.03 0.03 0.03 0.04 0.03 0.04 
           Max 
          ADEN 0.25 0.28 0.28 0.25 0.26 0.29 0.29 0.27 0.26 0.29 
ADENZ 0.27 0.26 0.26 0.28 0.26 0.28 0.28 0.31 0.31 0.31 
PCA 0.38 0.43 0.41 0.44 0.36 0.39 0.40 0.39 0.34 0.36 
PLS 0.37 0.38 0.37 0.37 0.38 0.38 0.38 0.37 0.37 0.37 
 
SABIL 
          Mean 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00
ADEN 0.26 0.26 0.19 0.16 0.13 0.12 0.14 0.15 0.15 0.16 
ADENZ 0.33 0.27 0.18 0.14 0.04 0.02 0.03 0.02 0.02 0.01 
PCA 0.23 0.27 0.26 0.28 0.27 0.26 0.26 0.27 0.28 0.29 
PLS 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 
           Min 
          ADEN 0.06 0.07 0.05 0.02 0.00 -0.02 0.00 -0.01 0.03 -0.01
ADENZ 0.12 0.10 0.08 0.00 -0.03 -0.03 -0.06 -0.06 -0.06 -0.07 
PCA 0.04 0.09 0.06 0.07 0.04 0.03 0.03 0.03 0.03 0.05 
PLS 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 
           Max 
          ADEN 0.46 0.54 0.32 0.50 0.38 0.49 0.46 0.49 0.47 0.55
ADENZ 0.52 0.45 0.35 0.28 0.13 0.08 0.11 0.09 0.09 0.11 
PCA 0.49 0.53 0.51 0.58 0.62 0.62 0.64 0.67 0.68 0.67 
PLS 0.35 0.35 0.35 0.39 0.35 0.35 0.35 0.35 0.35 0.35 
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Mean Phi Results on LOOCV with Mixed Data 
Phis 
          SABIS Mixed 
         Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.16 0.27 0.29 0.30 0.31 0.31 0.31 0.35 0.35 0.34 
ADENZ 0.14 0.23 0.19 0.27 0.08 0.23 0.15 0.28 0.27 0.14 
PCA 0.30 0.43 0.48 0.51 0.51 0.53 0.55 0.56 0.57 0.57 
PLS 0.31 0.30 0.30 0.31 0.31 0.30 0.30 0.31 0.30 0.32 
           Min 
          ADEN 0.15 0.25 0.26 0.29 0.29 0.29 0.28 0.33 0.34 0.32 
ADENZ 0.01 0.12 0.09 0.15 -0.04 0.09 -0.04 0.22 0.20 0.00 
PCA 0.29 0.41 0.45 0.50 0.50 0.52 0.54 0.53 0.55 0.56 
PLS 0.30 0.29 0.29 0.30 0.29 0.27 0.30 0.31 0.29 0.31 
           Max 
          ADEN 0.17 0.29 0.32 0.31 0.32 0.33 0.33 0.37 0.37 0.35 
ADENZ 0.36 0.37 0.34 0.37 0.20 0.33 0.28 0.31 0.36 0.31 
PCA 0.31 0.46 0.49 0.52 0.52 0.54 0.55 0.57 0.59 0.58 
PLS 0.32 0.31 0.31 0.33 0.32 0.31 0.32 0.32 0.30 0.32 
 
SCRIS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.50 0.55 0.56 0.57 0.65 0.65 0.68 0.70 0.70 0.71 
ADENZ 0.58 0.62 0.64 0.64 0.66 0.66 0.68 0.69 0.68 0.68 
PCA 0.42 0.58 0.63 0.66 0.66 0.67 0.69 0.69 0.69 0.70 
PLS 0.38 0.39 0.39 0.37 0.40 0.39 0.39 0.40 0.39 0.39 
           Min 
          ADEN 0.49 0.55 0.56 0.56 0.64 0.64 0.67 0.70 0.70 0.70 
ADENZ 0.58 0.61 0.63 0.63 0.65 0.65 0.67 0.68 0.67 0.67 
PCA 0.40 0.57 0.62 0.64 0.64 0.66 0.68 0.67 0.68 0.68 
PLS 0.37 0.38 0.38 0.37 0.38 0.39 0.38 0.39 0.37 0.38 
           Max 
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ADEN 0.51 0.56 0.57 0.58 0.66 0.67 0.70 0.71 0.71 0.71 
ADENZ 0.59 0.63 0.65 0.65 0.66 0.67 0.69 0.70 0.69 0.69 
PCA 0.44 0.59 0.63 0.66 0.67 0.69 0.69 0.70 0.71 0.71 
PLS 0.39 0.40 0.40 0.39 0.41 0.39 0.39 0.41 0.40 0.40 
 
 
SARUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.29 0.29 0.35 0.35 0.37 0.37 0.41 0.44 0.43 0.46 
ADENZ 0.25 0.28 0.29 0.34 0.39 0.39 0.40 0.41 0.43 0.43 
PCA 0.26 0.30 0.34 0.35 0.38 0.39 0.39 0.41 0.43 0.44 
PLS 0.24 0.23 0.22 0.23 0.23 0.23 0.24 0.23 0.23 0.24 
           Min 
          ADEN 0.28 0.28 0.33 0.34 0.36 0.35 0.40 0.42 0.42 0.45 
ADENZ 0.24 0.26 0.28 0.33 0.37 0.38 0.38 0.41 0.42 0.42 
PCA 0.25 0.28 0.33 0.35 0.37 0.39 0.38 0.40 0.42 0.41 
PLS 0.22 0.23 0.21 0.21 0.22 0.22 0.22 0.22 0.22 0.22 
           Max 
          ADEN 0.30 0.31 0.37 0.36 0.38 0.38 0.42 0.45 0.44 0.46 
ADENZ 0.26 0.29 0.30 0.35 0.40 0.40 0.41 0.42 0.44 0.45 
PCA 0.27 0.31 0.35 0.36 0.39 0.40 0.41 0.42 0.44 0.44 
PLS 0.25 0.25 0.23 0.24 0.24 0.25 0.26 0.24 0.24 0.25 
 
SABUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.27 0.29 0.33 0.31 0.32 0.35 0.37 0.39 0.40 0.41 
ADENZ 0.22 0.28 0.34 0.35 0.37 0.38 0.40 0.39 0.39 0.41 
PCA 0.26 0.29 0.31 0.34 0.37 0.38 0.39 0.39 0.41 0.42 
PLS 0.25 0.25 0.24 0.25 0.24 0.24 0.24 0.25 0.24 0.25 
           Min 
          ADEN 0.26 0.29 0.31 0.30 0.30 0.32 0.36 0.38 0.39 0.39 
ADENZ 0.21 0.28 0.33 0.34 0.36 0.37 0.39 0.39 0.38 0.40 
PCA 0.24 0.27 0.30 0.34 0.37 0.37 0.38 0.38 0.40 0.41 
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PLS 0.24 0.24 0.24 0.24 0.23 0.23 0.24 0.24 0.24 0.24 
           Max 
          ADEN 0.28 0.30 0.35 0.31 0.33 0.37 0.39 0.41 0.40 0.42 
ADENZ 0.24 0.29 0.35 0.36 0.39 0.38 0.41 0.40 0.40 0.43 
PCA 0.28 0.31 0.32 0.36 0.38 0.39 0.39 0.40 0.42 0.44 
PLS 0.25 0.26 0.25 0.27 0.25 0.25 0.26 0.26 0.25 0.26 
 
SABIL Features 
         Mean 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00
ADEN 0.29 0.37 0.42 0.47 0.51 0.47 0.48 0.51 0.52 0.52 
ADENZ 0.36 0.17 0.11 0.11 0.11 0.12 0.12 0.12 0.13 0.13 
PCA 0.26 0.40 0.47 0.49 0.51 0.52 0.53 0.55 0.56 0.55 
PLS 0.21 0.23 0.29 0.32 0.27 0.27 0.31 0.28 0.28 0.27 
           Min 
          ADEN 0.28 0.35 0.41 0.45 0.49 0.46 0.46 0.48 0.50 0.51
ADENZ 0.35 0.04 0.01 0.01 -0.01 -0.01 0.01 0.01 0.00 0.01 
PCA 0.25 0.39 0.45 0.48 0.49 0.50 0.52 0.53 0.55 0.53 
PLS 0.20 0.22 0.28 0.29 0.26 0.26 0.29 0.27 0.27 0.25 
           Max 
          ADEN 0.29 0.38 0.44 0.49 0.52 0.48 0.49 0.54 0.54 0.54
ADENZ 0.37 0.26 0.15 0.15 0.14 0.16 0.16 0.16 0.17 0.16 
PCA 0.27 0.41 0.48 0.51 0.52 0.53 0.53 0.56 0.57 0.57 
PLS 0.21 0.24 0.30 0.34 0.28 0.27 0.32 0.29 0.29 0.27 
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SABUL Features 
         Mean 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.27 0.28 0.26 0.18 0.16 0.15 0.13 0.13 0.14 0.13 
ADENZ 0.27 0.20 0.15 0.07 -0.01 -0.01 0.00 -0.01 0.00 0.00 
PCA 0.20 0.22 0.22 0.21 0.23 0.22 0.21 0.22 0.23 0.23 
PLS 0.16 0.15 0.14 0.15 0.15 0.15 0.15 0.15 0.15 0.15 
           Min 
          ADEN 0.05 0.05 0.06 0.03 0.03 -0.02 -0.04 -0.04 -0.03 -0.03 
ADENZ 0.10 0.05 0.06 -0.08 -0.11 -0.08 -0.04 -0.04 -0.02 -0.01 
PCA 0.04 0.06 0.04 0.02 0.02 0.04 0.01 0.02 0.02 0.02 
PLS 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 
           Max 
          ADEN 0.57 0.56 0.46 0.51 0.44 0.47 0.42 0.57 0.63 0.63 
ADENZ 0.43 0.34 0.26 0.16 0.07 0.04 0.05 0.03 0.04 0.02 
PCA 0.53 0.54 0.63 0.62 0.66 0.68 0.68 0.69 0.68 0.68 
PLS 0.29 0.29 0.28 0.28 0.29 0.29 0.29 0.29 0.29 0.29 
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Mean Phi Results on LOOCV with Pre-Onset Periods 
Mean Phi Results on LOOCV with 1-s Pre-Onset Periods with Events 
Phis 
          SABIS 1 sec onset 
        Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.26 0.21 0.21 0.26 0.25 0.21 0.19 0.21 0.20 0.22 
ADENZ 0.23 0.22 0.15 0.11 0.17 0.15 0.13 0.11 0.15 0.10 
PCA 0.27 0.27 0.27 0.26 0.26 0.26 0.25 0.25 0.24 0.24 
PLS 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 
           Min 
          ADEN -0.01 0.05 0.02 0.04 0.03 0.00 0.01 0.05 0.04 0.01 
ADENZ 0.07 0.06 0.04 0.00 0.04 0.04 0.05 0.02 0.03 0.02 
PCA 0.01 0.01 0.00 0.01 0.00 0.00 0.01 0.01 0.03 0.03 
PLS 0.02 0.02 0.02 0.01 0.02 0.02 0.02 0.02 0.02 0.02 
           Max 
          ADEN 0.54 0.41 0.33 0.52 0.52 0.49 0.40 0.35 0.41 0.45 
ADENZ 0.38 0.45 0.27 0.17 0.29 0.34 0.24 0.24 0.35 0.26 
PCA 0.49 0.49 0.47 0.46 0.47 0.47 0.47 0.48 0.48 0.49 
PLS 0.37 0.38 0.38 0.37 0.37 0.37 0.37 0.37 0.37 0.37 
 
 
SCRIS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.06 0.09 0.03 0.01 0.01 0.00 -0.01 -0.03 0.01 0.02 
ADENZ 0.03 0.02 -0.01 -0.02 -0.04 -0.02 -0.03 0.00 -0.02 -0.01 
PCA -0.03 -0.04 -0.04 -0.06 -0.07 -0.06 -0.06 -0.07 -0.04 -0.06 
PLS 0.06 0.05 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 
           Min 
          ADEN -0.05 -0.02 -0.16 -0.13 -0.11 -0.13 -0.24 -0.22 -0.07 -0.09 
ADENZ -0.07 -0.12 -0.11 -0.17 -0.18 -0.11 -0.11 -0.09 -0.16 -0.09 
PCA -0.27 -0.33 -0.35 -0.38 -0.38 -0.36 -0.31 -0.31 -0.26 -0.25 
PLS -0.07 -0.11 -0.08 -0.09 -0.10 -0.09 -0.09 -0.09 -0.09 -0.09 
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Max 
          ADEN 0.22 0.23 0.24 0.12 0.13 0.16 0.22 0.19 0.26 0.26 
ADENZ 0.12 0.13 0.14 0.09 0.04 0.18 0.08 0.10 0.15 0.16 
PCA 0.07 0.10 0.18 0.07 0.06 0.02 0.03 0.05 0.04 0.03 
PLS 0.21 0.20 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 
 
 
SARUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.17 0.25 0.27 0.24 0.25 0.23 0.24 0.24 0.23 0.24 
ADENZ 0.20 0.20 0.18 0.19 0.18 0.19 0.19 0.19 0.18 0.18 
PCA 0.16 0.19 0.18 0.18 0.17 0.17 0.16 0.16 0.16 0.15 
PLS 0.13 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 
           Min 
          ADEN 0.04 0.07 0.06 0.02 0.05 0.06 0.07 0.05 0.04 0.03 
ADENZ 0.06 0.07 0.07 0.05 0.04 0.03 0.04 0.05 0.03 0.03 
PCA 0.03 0.04 0.03 0.02 0.01 0.00 -0.01 -0.02 -0.02 -0.03 
PLS -0.06 -0.05 -0.04 -0.05 -0.05 -0.05 -0.05 -0.05 -0.05 -0.05 
           Max 
          ADEN 0.33 0.39 0.41 0.39 0.37 0.34 0.37 0.38 0.36 0.35 
ADENZ 0.33 0.34 0.33 0.34 0.38 0.36 0.35 0.34 0.31 0.31 
PCA 0.34 0.37 0.35 0.37 0.39 0.40 0.39 0.37 0.36 0.37 
PLS 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 
 
 
SABUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.22 0.27 0.24 0.23 0.24 0.26 0.29 0.29 0.30 0.30 
ADENZ 0.18 0.20 0.18 0.18 0.19 0.18 0.19 0.19 0.20 0.21 
PCA 0.19 0.17 0.18 0.18 0.18 0.18 0.17 0.17 0.15 0.15 
PLS 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 
           Min 
          ADEN 0.04 0.07 0.06 0.03 0.03 0.06 0.06 0.03 0.03 0.02 
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ADENZ 0.05 0.07 0.05 0.02 0.07 0.05 0.03 0.01 0.02 0.03 
PCA 0.05 0.06 0.07 0.06 0.04 0.04 0.03 0.05 0.03 0.03 
PLS -0.08 -0.03 -0.02 -0.02 -0.02 -0.02 -0.03 -0.02 -0.02 -0.02 
           Max 
          ADEN 0.36 0.50 0.46 0.43 0.45 0.49 0.55 0.53 0.53 0.55 
ADENZ 0.29 0.32 0.29 0.29 0.31 0.30 0.32 0.32 0.32 0.35 
PCA 0.34 0.33 0.36 0.40 0.40 0.34 0.38 0.36 0.28 0.28 
PLS 0.33 0.33 0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.34 
 
 
SABIL 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00
ADEN 0.21 0.24 0.23 0.16 0.18 0.15 0.15 0.15 0.17 0.14 
ADENZ 0.32 0.25 0.20 0.05 0.05 -0.02 -0.01 0.00 -0.01 0.00 
PCA 0.22 0.26 0.25 0.27 0.27 0.26 0.26 0.26 0.28 0.28 
PLS 0.23 0.22 0.22 0.23 0.22 0.22 0.22 0.22 0.22 0.22 
 
          
Min           
ADEN 0.05 0.10 0.10 0.06 0.03 0.01 0.00 0.02 0.01 0.01 
ADENZ 0.13 0.07 0.09 -0.02 0.01 -0.11 -0.04 -0.07 -0.07 -0.02 
PCA 0.07 0.09 0.06 0.09 0.09 0.08 0.04 0.04 0.05 0.03 
PLS 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 
 
          
Max           
ADEN 0.38 0.39 0.42 0.45 0.48 0.54 0.56 0.56 0.58 0.50 
ADENZ 0.43 0.38 0.34 0.10 0.11 0.06 0.02 0.06 0.04 0.03 
PCA 0.43 0.46 0.48 0.53 0.57 0.58 0.62 0.63 0.65 0.65 
PLS 0.35 0.33 0.37 0.38 0.36 0.36 0.36 0.36 0.36 0.36 
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Mean Phi Results on LOOCV with 1-s Predictive Case 
Phis 
          SABIS 1 s onset prediction 
       Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.05 0.03 0.03 0.02 0.04 0.02 0.02 0.03 0.03 0.02 
ADENZ 0.02 0.05 0.01 0.02 0.01 0.01 0.01 0.01 0.02 0.01 
PCA 0.05 0.06 0.06 0.05 0.03 0.02 0.02 0.02 0.02 0.02 
PLS 0.03 0.03 0.02 0.03 0.03 0.03 0.02 0.03 0.03 0.03 
           Min 
          ADEN -0.01 -0.01 -0.01 0.00 0.00 -0.01 -0.01 0.00 -0.01 -0.01 
ADENZ -0.01 0.01 -0.02 0.00 -0.02 -0.02 -0.03 -0.03 -0.01 0.00 
PCA 0.01 0.02 0.02 0.03 0.01 0.01 0.00 0.01 0.00 0.00 
PLS -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 
           Max 
          ADEN 0.14 0.07 0.07 0.06 0.08 0.07 0.05 0.09 0.11 0.07 
ADENZ 0.05 0.12 0.04 0.05 0.04 0.04 0.04 0.03 0.05 0.03 
PCA 0.08 0.09 0.09 0.08 0.07 0.05 0.04 0.04 0.04 0.04 
PLS 0.09 0.10 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 
 
SCRIS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.02 0.00 -0.01 -0.01 0.01 -0.01 0.00 0.01 0.01 0.00 
ADENZ 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.01 
PCA 0.00 0.00 0.00 -0.01 -0.01 0.00 -0.01 0.00 0.00 -0.01 
PLS 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
           Min 
          ADEN -0.02 -0.07 -0.06 -0.04 -0.02 -0.12 -0.06 -0.05 -0.06 -0.05 
ADENZ -0.04 -0.03 -0.04 -0.03 -0.03 -0.03 -0.04 -0.04 -0.03 -0.03 
PCA -0.05 -0.03 -0.03 -0.02 -0.03 -0.03 -0.03 -0.03 -0.03 -0.02 
PLS -0.06 -0.05 -0.06 -0.07 -0.06 -0.07 -0.07 -0.07 -0.07 -0.07 
           Max 
          ADEN 0.05 0.06 0.06 0.04 0.06 0.03 0.07 0.06 0.05 0.04 
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ADENZ 0.08 0.05 0.05 0.05 0.05 0.06 0.05 0.03 0.05 0.04 
PCA 0.05 0.06 0.02 0.03 0.00 0.09 0.01 0.08 0.04 0.01 
PLS 0.02 0.02 0.02 0.04 0.03 0.03 0.03 0.03 0.03 0.03 
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SARUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.01 0.04 0.01 0.01 0.02 0.01 0.02 0.01 0.01 0.02 
ADENZ 0.00 0.01 0.01 0.01 0.02 0.02 0.02 0.02 0.01 0.02 
PCA 0.05 0.05 0.05 0.03 0.03 0.03 0.03 0.03 0.02 0.02 
PLS 0.04 0.05 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 
           Min 
          ADEN -0.01 0.00 -0.01 -0.01 -0.02 -0.01 -0.01 -0.01 -0.02 0.00 
ADENZ -0.02 -0.02 -0.01 -0.02 -0.01 -0.02 -0.01 -0.02 -0.01 -0.02 
PCA -0.01 -0.01 -0.01 -0.01 0.00 0.00 0.00 0.00 0.00 -0.01 
PLS 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
           Max 
          ADEN 0.04 0.11 0.05 0.06 0.08 0.05 0.05 0.04 0.04 0.05 
ADENZ 0.03 0.04 0.06 0.07 0.06 0.06 0.07 0.08 0.06 0.07 
PCA 0.14 0.15 0.16 0.13 0.10 0.08 0.07 0.08 0.08 0.07 
PLS 0.09 0.11 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 
 
 
SABUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.00 0.02 0.03 0.03 0.03 0.03 0.02 0.02 0.03 0.02 
ADENZ 0.02 0.01 0.01 0.02 0.01 0.01 0.02 0.02 0.02 0.02 
PCA 0.05 0.05 0.05 0.05 0.03 0.04 0.04 0.03 0.03 0.03 
PLS 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 
           Min 
          ADEN -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 
ADENZ -0.02 0.00 -0.02 -0.01 -0.01 -0.01 -0.01 -0.02 -0.01 -0.02 
PCA 0.00 -0.01 -0.03 -0.02 -0.02 -0.02 -0.02 -0.01 -0.01 -0.01 
PLS -0.02 0.00 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 
           Max 
          ADEN 0.02 0.07 0.08 0.08 0.08 0.06 0.07 0.05 0.06 0.05 
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ADENZ 0.06 0.06 0.04 0.06 0.05 0.04 0.05 0.07 0.08 0.09 
PCA 0.13 0.13 0.12 0.13 0.11 0.10 0.10 0.09 0.08 0.06 
PLS 0.08 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 
 
SABIL 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00
ADEN 0.02 0.00 0.00 0.00 0.01 0.01 0.00 0.01 0.00 0.00 
ADENZ 0.05 0.05 0.00 0.00 -0.01 -0.01 0.01 0.00 0.00 0.01 
PCA 0.03 0.04 0.04 0.04 0.04 0.05 0.04 0.04 0.04 0.03 
PLS 0.05 0.05 0.04 0.03 0.04 0.04 0.04 0.04 0.04 0.04 
           Min
          ADEN -0.03 -0.04 -0.01 -0.02 0.00 -0.01 0.00 0.00 0.00 0.00 
ADENZ 0.01 0.00 -0.04 -0.03 -0.02 -0.02 -0.01 -0.02 -0.01 0.00 
PCA 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.01 -0.01 
PLS -0.04 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 
           Max
          ADEN 0.06 0.05 0.02 0.03 0.09 0.04 0.01 0.06 0.00 0.00 
ADENZ 0.09 0.09 0.04 0.02 0.02 0.01 0.03 0.03 0.01 0.04 
PCA 0.05 0.10 0.09 0.10 0.09 0.09 0.09 0.09 0.10 0.10 
PLS 0.15 0.15 0.12 0.13 0.15 0.15 0.15 0.15 0.15 0.15 
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Mean Phi Results on LOOCV with MISFETS 
Initial MISFETS LOOCV Results 
Phis MISFETS 
        SABIS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.01 0.20 0.19 0.19 0.20 0.20 0.20 0.21 0.20 0.19 
ADENZ 0.06 0.14 0.12 0.12 0.11 0.12 0.12 0.12 0.11 0.12 
RADEN 0.22 0.26 0.25 0.23 0.20 0.20 0.19 0.21 0.19 0.20 
RADENZ 0.28 0.19 0.21 0.13 0.12 0.12 0.08 0.10 0.07 0.06 
           Min 
          ADEN -0.11 0.00 0.01 0.01 0.01 0.02 0.03 0.02 0.02 0.02 
ADENZ -0.01 -0.01 0.02 0.04 0.03 0.01 0.02 0.00 0.02 0.03 
RADEN 0.01 0.04 0.04 0.00 -0.01 0.00 0.01 0.00 0.02 0.02 
RADENZ 0.01 0.04 0.04 0.00 -0.01 0.00 0.01 0.00 0.02 0.02 
           Max 
          ADEN 0.26 0.45 0.51 0.52 0.53 0.44 0.43 0.40 0.40 0.36 
ADENZ 0.29 0.29 0.26 0.26 0.20 0.21 0.22 0.21 0.23 0.25 
RADEN 0.39 0.58 0.40 0.39 0.34 0.33 0.43 0.37 0.44 0.30 
RADENZ 0.52 0.42 0.39 0.34 0.25 0.31 0.18 0.19 0.19 0.16 
 
 
SCRIS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
ADENZ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
RADEN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
RADENZ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
           Min 
          ADEN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
ADENZ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
RADEN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
RADENZ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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           Max 
          ADEN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
ADENZ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
RADEN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
RADENZ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
 
SARUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.18 0.17 0.17 0.17 0.21 0.21 0.21 0.22 0.22 0.23 
ADENZ 0.18 0.15 0.18 0.16 0.18 0.13 0.14 0.14 0.15 0.13 
RADEN 0.17 0.26 0.25 0.23 0.23 0.24 0.24 0.21 0.23 0.22 
RADENZ 0.19 0.19 0.22 0.23 0.20 0.21 0.25 0.21 0.22 0.21 
           Min 
          ADEN 0.06 0.07 0.03 -0.03 -0.01 -0.01 0.01 0.04 0.05 0.06 
ADENZ 0.05 0.02 -0.01 0.00 0.01 0.01 0.00 0.02 0.03 -0.02 
RADEN -0.02 0.03 0.03 0.01 0.05 0.01 0.03 0.02 0.04 0.04 
RADENZ -0.02 0.03 0.03 0.01 0.05 0.01 0.03 0.02 0.04 0.04 
           Max 
          ADEN 0.31 0.29 0.32 0.33 0.37 0.37 0.36 0.38 0.37 0.36 
ADENZ 0.32 0.30 0.28 0.30 0.31 0.24 0.27 0.31 0.34 0.32 
RADEN 0.37 0.41 0.46 0.43 0.43 0.44 0.44 0.31 0.48 0.34 
RADENZ 0.44 0.41 0.42 0.44 0.38 0.43 0.47 0.37 0.40 0.39 
 
 
SABUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.16 0.17 0.18 0.21 0.22 0.23 0.22 0.23 0.24 0.23 
ADENZ 0.16 0.22 0.08 0.13 0.02 0.01 0.03 0.02 0.04 0.06 
RADEN 0.17 0.19 0.21 0.13 0.19 0.16 0.15 0.21 0.22 0.20 
RADENZ 0.13 0.15 0.17 0.17 0.16 0.16 0.12 0.12 0.17 0.09 
           Min 
          ADEN -0.04 0.01 0.04 0.06 0.05 0.07 0.06 0.08 0.10 0.06 
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ADENZ 0.06 0.01 -0.14 -0.01 -0.06 -0.07 -0.04 -0.08 -0.06 -0.06 
RADEN 0.00 0.03 0.10 -0.03 0.01 -0.05 0.02 0.05 0.09 0.01 
RADENZ 0.00 0.03 0.10 -0.03 0.01 -0.05 0.02 0.05 0.09 0.01 
           Max 
          ADEN 0.30 0.33 0.28 0.30 0.31 0.32 0.32 0.36 0.38 0.37 
ADENZ 0.25 0.31 0.22 0.27 0.10 0.10 0.13 0.15 0.19 0.20 
RADEN 0.28 0.34 0.33 0.29 0.35 0.34 0.27 0.35 0.41 0.36 
RADENZ 0.24 0.28 0.32 0.30 0.40 0.40 0.26 0.25 0.34 0.27 
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Abridged Dataset LOOCV Results 
 
Phis Abridged 
        SABIS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00 
ADEN 0.25 0.28 0.25 0.26 0.24 0.23 0.24 0.24 0.23 0.20 
ADENZ 0.22 0.17 0.27 0.20 0.10 0.15 0.11 0.13 0.08 0.11 
PCA 0.27 0.25 0.23 0.23 0.23 0.23 0.23 0.22 0.22 0.22 
PLS 0.18 0.19 0.19 0.18 0.19 0.19 0.18 0.18 0.18 0.18 
           Min 
          ADEN 0.01 0.04 0.02 0.02 0.01 -0.01 0.01 0.02 0.02 0.01 
ADENZ 0.00 0.01 0.04 0.04 0.01 0.03 0.01 0.03 0.00 0.03 
PCA 0.01 0.00 0.00 0.00 0.01 0.03 0.04 0.01 0.01 0.01 
PLS 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 
           Max 
          ADEN 0.53 0.49 0.48 0.60 0.52 0.44 0.52 0.51 0.45 0.47 
ADENZ 0.55 0.30 0.49 0.37 0.25 0.32 0.24 0.27 0.22 0.31 
PCA 0.46 0.42 0.42 0.44 0.46 0.49 0.49 0.48 0.49 0.49 
PLS 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 
 
 
SCRIS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00
ADEN 0.04 0.01 -0.02 0.01 0.02 -0.01 -0.06 -0.05 -0.03 -0.03 
ADENZ 0.05 0.03 0.04 0.03 0.00 0.00 -0.02 -0.04 -0.01 -0.03 
PCA 0.04 0.03 0.05 0.04 0.03 0.02 -0.01 0.01 -0.02 -0.04 
PLS -0.03 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 
           Min 
          ADEN -0.06 -0.09 -0.35 -0.24 -0.04 -0.25 -0.25 -0.23 -0.18 -0.22
ADENZ -0.02 -0.07 -0.06 -0.05 -0.15 -0.14 -0.16 -0.24 -0.18 -0.22 
PCA -0.09 -0.09 -0.09 -0.07 -0.09 -0.14 -0.15 -0.10 -0.12 -0.17 
PLS -0.16 -0.29 -0.30 -0.30 -0.29 -0.29 -0.29 -0.29 -0.29 -0.29 
           Max 
          ADEN 0.23 0.20 0.25 0.14 0.14 0.07 0.05 0.08 0.08 0.12
ADENZ 0.21 0.11 0.24 0.10 0.11 0.12 0.08 0.08 0.08 0.06 
PCA 0.34 0.18 0.34 0.29 0.26 0.29 0.12 0.19 0.07 0.04 
PLS 0.05 0.05 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 
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SARUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00
ADEN 0.20 0.25 0.26 0.25 0.27 0.26 0.26 0.25 0.24 0.23 
ADENZ 0.21 0.21 0.20 0.21 0.21 0.23 0.23 0.22 0.22 0.22 
PCA 0.20 0.21 0.20 0.21 0.20 0.20 0.20 0.21 0.21 0.21 
PLS 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 
           Min 
          ADEN 0.02 0.04 0.05 0.04 0.03 0.04 0.03 0.01 0.00 0.01
ADENZ 0.05 0.05 0.04 0.05 0.04 0.06 0.04 0.05 0.06 0.05 
PCA 0.06 0.05 0.05 0.05 0.04 0.03 0.04 0.03 0.03 0.03 
PLS 0.00 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 
           Max 
          ADEN 0.37 0.42 0.45 0.45 0.44 0.45 0.39 0.39 0.38 0.36
ADENZ 0.36 0.36 0.37 0.36 0.42 0.43 0.43 0.40 0.41 0.42 
PCA 0.30 0.38 0.34 0.37 0.39 0.41 0.38 0.41 0.42 0.40 
PLS 0.26 0.25 0.25 0.26 0.26 0.25 0.25 0.25 0.25 0.25 
 
 
SABUS 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00
ADEN 0.22 0.22 0.25 0.23 0.24 0.25 0.26 0.24 0.24 0.26 
ADENZ 0.21 0.20 0.20 0.20 0.19 0.19 0.18 0.17 0.17 0.17 
PCA 0.18 0.20 0.21 0.20 0.20 0.19 0.17 0.17 0.17 0.17 
PLS 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 
           Min 
          ADEN 0.10 0.03 0.12 0.04 0.02 0.01 0.00 0.02 0.02 0.03
ADENZ 0.06 0.07 0.06 0.04 0.05 0.06 0.05 0.05 0.05 0.05 
PCA 0.04 0.05 0.04 0.04 0.03 0.04 0.04 0.05 0.05 0.05 
PLS 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 
           Max 
          ADEN 0.33 0.33 0.40 0.42 0.40 0.43 0.47 0.42 0.42 0.45
ADENZ 0.29 0.35 0.32 0.32 0.34 0.33 0.35 0.33 0.34 0.34 
PCA 0.30 0.35 0.33 0.32 0.32 0.30 0.29 0.30 0.31 0.32 
PLS 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
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SABIL 
          Features 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00
ADEN 0.28 0.31 0.31 0.29 0.13 0.12 0.13 0.14 0.12 0.13 
ADENZ 0.33 0.20 0.14 0.13 0.12 0.07 0.00 0.00 -0.01 0.00 
PCA 0.29 0.29 0.33 0.34 0.32 0.32 0.32 0.31 0.30 0.31 
PLS 0.24 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 
 
          
Min           
ADEN 0.10 0.11 0.08 0.08 0.01 0.01 0.00 0.02 0.04 0.04 
ADENZ 0.12 0.06 0.07 0.08 0.02 -0.06 -0.02 -0.01 -0.03 -0.03 
PCA 0.10 0.10 0.15 0.14 0.15 0.15 0.14 0.13 0.12 0.10 
PLS 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 
 
          
Max           
ADEN 0.46 0.51 0.62 0.61 0.39 0.42 0.38 0.38 0.38 0.34 
ADENZ 0.53 0.33 0.17 0.24 0.27 0.24 0.02 0.02 0.02 0.03 
PCA 0.57 0.53 0.53 0.56 0.61 0.63 0.65 0.67 0.68 0.69 
PLS 0.38 0.48 0.47 0.47 0.46 0.46 0.46 0.46 0.46 0.46 
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Results for WEKA Validation  
Test 1 2 3 4 5 6 7 8 
   PCA10 Stack 
       
Mean Min Max 
Acc 0.72 0.94 0.99 0.95 0.96 0.91 0.93 0.82 0.90 0.72 0.99 
Sens 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spec 0.72 0.94 0.99 0.95 0.96 0.91 0.93 0.82 0.90 0.72 0.99 
PPV 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Phi 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
            PCA10 Adaboost 
          Acc 0.92 0.37 0.00 0.10 0.44 0.31 0.42 0.81 0.42 0.00 0.92 
Sens 0.92 0.37 0.00 0.10 0.44 0.31 0.42 0.17 0.34 0.00 0.92 
Spec 0.75 0.97 0.99 0.95 0.99 0.92 0.96 0.82 0.92 0.75 0.99 
PPV 0.11 0.58 0.00 0.08 0.81 0.20 0.50 0.00 0.29 0.00 0.81 
Phi 0.27 0.42 0.00 0.05 0.58 0.19 0.41 0.00 0.24 0.00 0.58 
            PCA10 Bagging 
          Acc 0.76 0.42 0.00 0.03 0.17 0.34 0.33 0.81 0.36 0.00 0.81 
Sens 0.76 0.42 0.00 0.03 0.17 0.34 0.33 0.22 0.28 0.00 0.76 
Spec 0.75 0.96 0.99 0.95 0.97 0.94 0.96 0.82 0.92 0.75 0.99 
PPV 0.14 0.37 0.00 0.04 0.37 0.45 0.46 0.01 0.23 0.00 0.46 
Phi 0.25 0.35 -0.01 -0.03 0.21 0.32 0.33 0.01 0.18 -0.03 0.35 
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APPENDIX B: ICTOMI DOCUMENTATION 
 
Integrated Canterbury Open Modular Inventory (ICTOMI) Toolset  
v.3.1 
By John LaRocco 
The following toolset was written for the fulfilment of a PhD thesis at the University of 
Canterbury. The original intention was EEG signal processing, but it can be applied to other 
fields. The main files are included here. It was written on MATLAB R2010a. It has the signal 
processing, statistics, and machine learning toolboxes. There’s also the SVM-KM toolbox, 
EEGLAB, and the Speech Analysis toolbox 
(http://www.ee.ic.ac.uk/hp/staff/dmb/voicebox/doc/index.html) required to run some 
programs.   
 
1. Updates 
2. Dummy Data Modules 
3. Utility Modules 
4. Feature Extraction Modules 
5. Feature Selection Modules 
6. Pattern Recognition Modules 
7. Classifier Structure Modules 
a. Single Classifier Cross-Validation 
i. Conventional 
ii. Alternative Testing Data 
b. Stacking Ensemble 
i. Conventional 
ii. Alternative Testing Data 
c. Adaptive Boosting Ensemble 
i. Conventional 
ii. Alternative Testing Data 
8. Further Reading 
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1. Updates 
V.3.1 Updates: 
-Added mixing and bagging cross-validation.  
V.3.0 Updates: 
-Malik Style Single Classification Modules (single classifier and stacking ensembles added). 
-ADEN, PLS, GA, and GADEN feature reduction/selection modules added.  
-CSP modules dropped.  
-AdaBoost added. 
-Automated preprocessing functions for Study 2 data added. 
-Within-subject nescience data for Peiris Data and Poudel Study II included.  
V.2.0 Updates: 
-SOM Pattern Recognition modules dropped.  
-CSPPCA Feature Selection modules dropped.  
-PPV and NPV added to standard performance outputs, as well as a “failsafe” method of 
calculating accuracy.  
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2. Dummy Data Modules 
Dummy Data: Utility modules that generate fake data for testing and validation.  
-Random Noise Dummy Data: Datasets  consist of junk data and labels. Complete and utter 
random noise. There is nothing to learn here. The best theoretical performance you can get is 
50% accuracy. Inputs are the total time you desire in seconds (finaltime), number of subjects 
(subs), and number of channels (chans). The outputs are cells of dummy data 
(total_segments) and target labels (total_labels). The dimensions of the dummy data are one 
cell per simulated subject. The contents of each cell are arranged into channel  by time 
domain data by instances. For target labels, the number of cells are equal to the number of 
subjects, and the dimensions of each cell are 1 by instances.  
 
 [total_segments,total_labels]=prototype_dummydata_gen_mark2(finaltime,subs,chans); 
 
-Gaussian Dummy Data: Gaussian Dummy data is two separate Gaussian distributions with 
proper group labels. Inputs are the number of features (features), number of instances 
(instances), and number of subjects (subs). Outputs include are a struct of data 
(total_segments) and struct full of target labels (total_labels). The dimensions of the dummy 
data are one cell per simulated subject. The contents of each cell are arranged into time 
domain features by instances. For target labels, the number of cells are equal to the number of 
subjects, and the dimensions of each cell are 1 by instances. The datasets are balanced, with 
an equal number of each class present. 
[total_segments,total_labels]=toydata_gen(features,instances,subs); 
-Spectral Dummy Data: Gaussian Dummy data is two separate sinusoidal signals with 
Gaussian noise with proper group labels. Inputs are the number of features (features), number 
of instances (instances), and number of subjects (subs). Outputs include are a struct of data 
(total_segments) and struct full of target labels (total_labels). The dimensions of the dummy 
data are one cell per simulated subject. The contents of each cell are arranged into time 
domain features by instances. For target labels, the number of cells is equal to the number of 
subjects, and the dimensions of each cell are 1 by instances. The datasets are balanced, with 
an equal number of each class present.  
[total_segments,total_labels]=toydata_gen_waves(features,instances,subs); 
-Hard Dummy Data: The dummy data is separated into two equally balanced classes. Each 
class is a sum of different periodic sinusoidal signals. The noise is randomly generated 
Gaussian noise. Inputs are the number of features (features), number of instances (instances), 
and number of subjects (subs). Outputs include are a struct of data (total_segments) and struct 
full of target labels (total_labels). The dimensions of the dummy data are one cell per 
simulated subject. The contents of each cell are arranged into time domain features by 
instances. For target labels, the number of cells is equal to the number of subjects, and the 
dimensions of each cell are 1 by instances. The datasets are balanced, with an equal number 
of each class present.  
[total_segments,total_labels]=dummydata_hard(features,instances,subs); 
-Easy Dummy Data: The dummy data is separated into two equally balanced classes. Each 
class is a sum of different periodic sinusoidal signals. The noise is randomly generated 
Gaussian noise, but less noise than in the “hard” data. There is also an offset value between 
both classes. Inputs are the number of features (features), number of instances (instances), 
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and number of subjects (subs). Outputs include are a struct of data (total_segments) and struct 
full of target labels (total_labels). The dimensions of the dummy data are one cell per 
simulated subject. The contents of each cell are arranged into time domain features by 
instances. For target labels, the number of cells is equal to the number of subjects, and the 
dimensions of each cell are 1 by instances. The datasets are balanced, with an equal number 
of each class present. 
[total_segments,total_labels]=dummydata_easy(features,instances,subs); 
-Noise Dummy Data: The noise dummy data is separated into two equally balanced classes. 
The noise in each class is no different than the other class. Inputs are the number of features 
(features), number of instances (instances), and number of subjects (subs). Outputs include 
are a struct of data (total_segments) and struct full of target labels (total_labels). The 
dimensions of the dummy data are one cell per simulated subject. The contents of each cell 
are arranged into time domain features by instances. For target labels, the number of cells is 
equal to the number of subjects, and the dimensions of each cell are 1 by instances. The 
datasets are balanced, with an equal number of each class present. 
[total_segments,total_labels]=dummydata_noise(features,instances,subs); 
-Unbalanced Hard Dummy Data: The dummy data is separated into two unbalanced classes. 
Each class is a sum of different periodic sinusoidal signals. The noise is randomly generated 
Gaussian noise. Inputs are the number of features (features), number of instances (instances), 
and number of subjects (subs). Outputs include are a struct of data (total_segments) and struct 
full of target labels (total_labels). The dimensions of the dummy data are one cell per 
simulated subject. The contents of each cell are arranged into time domain features by 
instances. For target labels, the number of cells is equal to the number of subjects, and the 
dimensions of each cell are 1 by instances. The datasets are unbalanced, with 25% of the data 
belonging to one class and 75% belonging to the other. The division of data can be modified 
by manually changing the variable (midpoint). 
[total_segments,total_labels]=dummydata_hard_unbalanced (features,instances,subs); 
-Unbalanced Easy Dummy Data: The dummy data is separated into two unbalanced classes. 
Each class is a sum of different periodic sinusoidal signals. The noise is randomly generated 
Gaussian noise, but less noise than in the “hard” data. There is also an offset value between 
both classes. Inputs are the number of features (features), number of instances (instances), 
and number of subjects (subs). Outputs include are a struct of data (total_segments) and struct 
full of target labels (total_labels). The dimensions of the dummy data are one cell per 
simulated subject. The contents of each cell are arranged into time domain features by 
instances. For target labels, the number of cells is equal to the number of subjects, and the 
dimensions of each cell are 1 by instances. The datasets are unbalanced, with 25% of the data 
belonging to one class and 75% belonging to the other. The division of data can be modified 
by manually changing the variable (midpoint).  
[total_segments,total_labels]=dummydata_easy_unbalanced (features,instances,subs); 
-Unbalanced Noise Dummy Data: The noise dummy data is separated into two unbalanced 
classes. The noise in each class is no different than the other class. Inputs are the number of 
features (features), number of instances (instances), and number of subjects (subs). Outputs 
include are a struct of data (total_segments) and struct full of target labels (total_labels). The 
dimensions of the dummy data are one cell per simulated subject. The contents of each cell 
are arranged into time domain features by instances. For target labels, the number of cells is 
equal to the number of subjects, and the dimensions of each cell are 1 by instances. The 
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datasets are unbalanced, with 25% of the data belonging to one class and 75% belonging to 
the other. The division of data can be modified by manually changing the variable (midpoint).  
[total_segments,total_labels]=dummydata_noise_unbalanced(features,instances,subs); 
3. Utility Modules 
Utility Modules: Utility modules and scripts handle preprocessing, support, validation, 
loading data, artifact removal, and other essential functions.  
-Correction: Done: Evaluates performance and gives accuracy, phi, area under Receiver 
Operating Characteristic (ROC) curve, and other metrics. The input is the matrix of guesses 
from a classifier function (ypred) and the “answer key” to the testing data (testing_label). The 
required dimensions of the input are the matrix of classifier output and the “answer key” must 
be instances by one.  
 [phi,roc,auc_roc,accuracy,sensitivity,specificity, 
acc2,ppv,npv]=prototype_correction(ypred,testing_label); 
-Cleanup: Done: Removes NaNs and Infs from a matrix (X). 
[X]=prototype_cleanup(X); 
-Unify Channel: Done: Combines multiple channels worth of features into one. It is intended 
for data organized in the format channel by features by instances. The resulting matrix is 
organized into features by instances.   
y=prototype_unify_channel(y); 
-Stacking Cleanup: Done: Removes NaNs and Infs from a matrix (X). Also, the raw output of 
a stacking classifier ensemble (outprobs) is retained, before values are normalized. It should 
be used after a classification step.  
[X, outprobs]=stacking_cleaning(X); 
-Stacking Correction: Done: The correction function used for stacking ensemble performance 
evaluation. Evaluates performance and gives accuracy, phi, area under Receiver Operating 
Characteristic (ROC) curve, and accuracy as a mean of sensitivity and specificity. The input 
is the matrix of guesses from a classifier function (ypred) and the “answer key” to the testing 
data (testing_label). The required dimensions of the input are the matrix of classifier output 
and the “answer key” must be instances by one.  
[phi,roc,auc_roc,accuracy,sensitivity,specificity,acc_sns,acc2,ppv,npv]=prototype_correctio
n_stacking(ypred,testing_label); 
-Automated Run File: Done: A function that undertakes an automated battery of tests using 4 
feature selection methods (PCA, PLS, ADEN, and ADENZ), with 3 types of classifier 
structures (single LDA classifier, AdaBoost, and stacking). Input values include the features 
(features), labels (labels), number of features (pvalue), number of AdaBoost weak learners 
(itt), and an identification number (tag). The results are stored in a separate ‘.mat’ file, and 
successful completion will have the output value (flag) equal to the identification number 
(tag). Files would be named:  
filename=['green.' num2str(tag) '.features.' num2str(pvalue) '.weaklearners.' num2str(itt) 
'.mat']; 
[flag]=green(subs,features,labels,pvalue,itt,tag); 
4. Feature Extraction Modules 
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Feature Extraction (FE) Modules: Feature Extraction modules generate feature-sets from 
preprocessed data being fed inside.  
-Autoregressive Berg Sliding Window Function (BA): Done: Calculates power spectral 
density of input using a 40
th
 order Burg algorithm. Power ratios are also calculated. Generates 
34 features. The output (y) is reduced in size from input (segments) and sampling frequency 
(fs). 
[y]=feature_extraction_BA(segments,fs); 
-Welch Sliding Window Function (PW): Done: Calculates power spectral density of input 
using the Welch method (averaging overlapping periodograms). Power ratios are also 
calculated. The same function is used for both AR coefficients and MFCCs. The input data 
(segments) and sampling frequency (fs) are needed. The output (y) is reduced in size from 
input (segments), and has 34 features. 
[y]=feature_extraction_PW(segments,fs); 
5. Feature Selection Modules 
Feature Selection (FS) Modules: Feature Selection modules reduce the number of features 
and/or new features that have undergone various transforms.  
-Principle Component Analysis (PCA): Done: PCA is an unsupervised method of FS. 
Redundant features are removed, generating a new feature set in the process. The input data 
must be in the format of features by instances (y). The testing data (testing) must be inserted 
in the format of features by instances.  The number of features to keep is (pvalue). The 
outputs include the transformation matrices (pcs), variances (var_exp and 
total_var_explained), the transformed training data (newf2), and transformed testing data 
(N2). The output training and test matrices are likewise ordered in instances by (a reduced 
amount of) features. 
[pcs,newf,var_exp,newf2,tot_var_explained,N2]=feature_selection_pca_alt(y,testing,pvalue) 
-Average Distance between Event and Non-events (ADEN): Done: ADEN is a supervised 
method of FS, using distances between groups to rank features. The same dimensions of the 
matrices that go in come out of the process. The input must be in the format of instances by 
features (training). The target labels of the input data (group) must be in the format of 
instances by one. The testing data (testing) must be inserted in the format of instances by 
features.  The total amount of features is also needed (pvalue). The outputs include the 
selected features (w_aden), max distance between classes (a_aden), the selected training data 
(train_aden), and selected testing data (test_aden). The output training and test matrices are 
likewise ordered in instances by features. 
[w_aden,a_aden,training_aden,test_aden]=feature_selection_aden(training,group,testing,pv
alue) 
-Average Distance between Event and Non-events  with Z score (ADENZ): Done: ADEN is a 
supervised method of FS, an early version of the ADEN module using a z-score transform to 
normalize the data. The same dimensions of the matrices that go in come out of the process. 
The input must be in the format of instances by features (training). The target labels of the 
input data (group) must be in the format of instances by one. The testing data (testing) must 
be inserted in the format of instances by features.  The total amount of features is also needed 
(pvalue). The outputs include the selected features (w_aden), max distance between classes 
(a_aden), the selected training data (train_aden), and selected testing data (test_aden). The 
output training and test matrices are likewise ordered in instances by features. 
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[w_aden,a_aden,training_aden,test_aden]=feature_selection_adenz(training,group,testing,p
value) 
-Genetic Averaging between Events and Non-events (GADEN): Done: GADEN is a fusion of 
GA and ADEN, selecting features by implementing “fitness” requirements from a pool of top 
“ADEN” features. It is a supervised method of feature selection. The input must be in the 
format of instances by features (training). The target labels of the input data (group) must be 
in the format of instances by features. The testing data (testing) must be inserted in the format 
of instances by features.  The total amount of features is also needed (bottleneck).The “pool” 
of top ADENs to select genes from (limits) is also necessary. In addition, the number of 
offspring for 3 generations is needed (offspring). The outputs include the selected features 
(ga_ind), max distance between classes (maden), the selected training data (train_tng), and 
selected testing data (test_tng). The output training and test matrices are likewise ordered in 
instances by features. The algorithm also performs ADEN, with the relevant outputs being 
selected training (training_mad), selected testing (testing_mad), selected features (aden_ind), 
and max distance (maden).  In addition, the function can also perform “standard” GA by 
setting the “limits” to equal the number of features used.  
[training_tng,test_tng,training_mad,test_mad,ga_ind,aden_ind,maden]=feature_selection_g
aden(training,group,testing,limits,bottleneck,offspring) 
-Projection to Latent Subspaces (PLS): Done: A supervised feature reduction technique, 
similar to PCA but incorporating class labels. The input data must be in the format of features 
by instances (y). The testing data (testing) must be inserted in the format of features by 
instances. The target labels of the input data (group) must be in the format of instances by 
one. The number of features to keep is (pvalue). The outputs include the transformed training 
data (trainp) and transformed testing data (testp).  
[trainp,testp]=feature_selection_pls(y,group,testing,pvalue) 
6. Pattern Recognition Modules 
Pattern Recognition (PR) Modules: PR modules are used to classify data.  
-Linear Discriminant Analysis (LDA): Done: An LDA classifier based on a modification of 
the code for the MATLAB default “classify” function. The inputs are the testing data, 
training data, and training targets. The dimension requirements for testing data (test), training 
data (training), and training target (training_label) matrices are instances by features. The 
output vector (ypred) has the dimensions of instances by one, and the contents of the output 
vector are class labels assigned to each instance.   
[ypred]=prototype_ldam_default_classify(test,training,training_label); 
-Support Vector Machines (SVM): Gaussian Kernel: Done: Calls an SVM classifier using the 
Gaussian kernel via the SVM-KM toolbox. The inputs are the testing data, training data, and 
training targets. The dimension requirements for testing data (test), training data (training), 
and training target (training_label) matrices are instances by features. The output vector 
(ypred) has the dimensions of instances by one, and the contents of the output vector are class 
labels assigned to each instance.  
[ypred]=prototype_svm_default_classify(test,training,group); 
-Support Vector Machines (SVM): Polynomial Kernel: Done: Calls an SVM classifier using 
the polynomial kernel via the SVM-KM toolbox. The inputs are the testing data, training 
data, and training targets. The dimension requirements for testing data (test), training data 
(training), and training target (training_label) matrices are instances by features. The output 
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vector (ypred) has the dimensions of instances by one, and the contents of the output vector 
are class labels assigned to each instance.  
[ypred]=prototype_svm_poly_classify(test,training,training_label); 
 
-Radial Basis Function (RBF): Done: Calls a Radial Basis Function Neural Net from the 
MATLAB code. The inputs are the testing data, training data, and training targets. The 
dimension requirements for testing data (test), training data (training), and training target 
(training_label) matrices are instances by features. The output vector (ypred) has the 
dimensions of instances by one, and the contents of the output vector are class labels assigned 
to each instance.  
[ypred]=prototype_rbf_default_classify(test,training,group); 
-Stacking Linear Discriminant Analysis (LDA): Done: An LDA classifier based on a 
modification of the code for the MATLAB default “classify” function. The inputs are the 
testing data, training data, and training targets. The dimension requirements for testing data 
(test), training data (training), and training target (training_label) matrices are instances by 
features. The output vector (ypred) has the dimensions of instances by one, and the contents 
of the output vector are class labels assigned to each instance normalized into binary labels. 
The other output vector (outprobs) has the dimensions of instances by one, and contains non-
normalized outputs.  
[ypred,outprobs]=stacking_ldam_default_classify(test,training,group); 
-Support Vector Machines (SVM): Gaussian Kernel: Done: Calls an SVM classifier using the 
Gaussian kernel via the SVM-KM toolbox. The inputs are the testing data, training data, and 
training targets. The dimension requirements for testing data (test), training data (training), 
and training target (training_label) matrices are instances by features. The output vector 
(ypred) has the dimensions of instances by one, and the contents of the output vector are class 
labels assigned to each instance normalized into binary labels. The other output vector 
(outprobs) has the dimensions of instances by one, and contains non-normalized outputs.  
[ypred,outprobs]=stacking_svm_default_classify(testing,training,group); 
-Support Vector Machines (SVM): Polynomial Kernel: Done: Calls an SVM classifier using 
the polynomial kernel via the SVM-KM toolbox. The inputs are the testing data, training 
data, and training targets. The dimension requirements for testing data (test), training data 
(training), and training target (training_label) matrices are instances by features. The output 
vector (ypred) has the dimensions of instances by one, and the contents of the output vector 
are class labels assigned to each instance normalized into binary labels. The other output 
vector (outprobs) has the dimensions of instances by one, and contains non-normalized 
outputs.  
[ypred,outprobs]=stacking_svm_poly_classify(testing,training,group); 
-Stacking Radial Basis Function (RBF): Done: Calls a Radial Basis Function Neural Net 
from the MATLAB code. The inputs are the testing data, training data, and training targets. 
The dimension requirements for testing data (test), training data (training), and training target 
(training_label) matrices are instances by features. The output vector (ypred) has the 
dimensions of instances by one, and the contents of the output vector are class labels assigned 
to each instance normalized into binary labels. The other output vector (outprobs) has the 
dimensions of instances by one, and contains non-normalized outputs.  
[ypred,outprobs]=stacking_rbf_default_classify(test,training,group); 
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7. Classifier Structure Modules 
Classifier Structure (CS) Modules: CS modules are the concluding blocks of the system.  
-Cross Validation: Cross-validation is a single classifier, based on the summed output of 
training a separate classifier for each subject. It is a concluding module for the system. 
Performs x-fold cross validation using feature selection and classification modules. The input 
required is the number of x subjects (subs), cell-based struct of features (total_features), 
number of features (pvalue), and cell-based struct of targets (total_labels). The output is a 
matrix of all mean metrics (mean_measures), as well as separate metrics averaged for each 
arrangement of the system, such as mean phi (mean_phi), phi calculated with another 
implementation (mean_phiclassic), mean accuracy (mean_accuracy), mean sensitivity 
(mean_sensitivity), and mean specificity (mean_specificity). The format for names is: 
(classifier module abbreviation)_(feature selection module abbreviation)_mval (e.g. 
lda_aden_mval) 
[mean_measures,mean_phi,mean_phiclassic,mean_accuracy,mean_sensitivity,mean_specific
ity,mean_acc2,mean_ppv,mean_npv]=lda_pca_mval(subs,total_features,total_labels,pvalue)
; 
 
-Bagging Cross Validation: Mixed cross-validation is an ensemble classifier, based on the 
summed output of training a separate classifier for randomized blocks of data taken from 
each subject and testing on a subject never seen before. It is a concluding module for the 
system. Performs x-fold cross validation using feature selection and classification modules. 
The input required is the number of x subjects (subs), cell-based struct of features 
(total_features), number of mixed blocks (num_subs), number of features (pvalue), and cell-
based struct of targets (total_labels). The output is a matrix of all mean metrics 
(mean_measures), as well as separate metrics averaged for each arrangement of the system, 
such as mean phi (mean_phi), phi calculated with another implementation (mean_phiclassic), 
mean accuracy (mean_accuracy), mean sensitivity (mean_sensitivity), and mean specificity 
(mean_specificity). The format for names is: (classifier module abbreviation)_(feature 
selection module abbreviation)_mval (e.g. lda_aden_mval) 
[mean_measures,mean_phi,mean_phiclassic,mean_accuracy,mean_sensitivity,mean_specific
ity,mean_acc2,mean_ppv,mean_npv]=lda_pca_nval(subs,total_features,total_labels,pvalue,n
um_subs); 
 
-Mixed Cross Validation: Mixed cross-validation is a single classifier, based on the summed 
output of training a separate classifier for randomized blocks of data taken from each subject 
and testing on other blocks. It is a concluding module for the system. Performs x-fold cross 
validation using feature selection and classification modules. The input required is the 
number of x subjects (subs), cell-based struct of features (total_features), number of mixed 
blocks (num_subs), number of features (pvalue), and cell-based struct of targets 
(total_labels). The output is a matrix of all mean metrics (mean_measures), as well as 
separate metrics averaged for each arrangement of the system, such as mean phi (mean_phi), 
phi calculated with another implementation (mean_phiclassic), mean accuracy 
(mean_accuracy), mean sensitivity (mean_sensitivity), and mean specificity 
(mean_specificity). The format for names is: (classifier module abbreviation)_(feature 
selection module abbreviation)_mval (e.g. lda_aden_mval) 
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[mean_measures,mean_phi,mean_phiclassic,mean_accuracy,mean_sensitivity,mean_specific
ity,mean_acc2,mean_ppv,mean_npv]=lda_pca_pval(subs,total_features,total_labels,pvalue,n
um_subs); 
-Stacking: Done: Stacking separates the training data into a training set and pseudo-testing 
set. The performance of the pseudo-testing data is used to train a meta-learner, which uses a 
validation subject to evaluate performance. A classification threshold is used to maximize 
accuracy and performance measures. Each subject is left out and used as the validation 
subject. Performance measures are averaged. The input required is the number of x subjects 
(subs), number of features (pvalue), cell-based struct of features (total_features), and cell-
based struct of targets (total_labels). The output is a matrix of all mean metrics 
(mean_measures), as well as separate metrics averaged for each arrangement of the system, 
such as mean phi (mean_phi), phi calculated by another method (mean_phiclassic), mean 
accuracy (mean_accuracy), mean sensitivity (mean_sensitivity), and mean specificity 
(mean_specificity). 
[mean_measures,mean_phi,mean_phiclassic,mean_accuracy,mean_sensitivity,mean_specific
ity,mean_acc2,mean_ppv,mean_npv]=lda_pca_mstack(subs,total_features,total_labels); 
-Boosting: AdaBoost: Done: AdaBoost uses an ensemble of weak learners with weighted data 
points. AdaBoost code based on work by Dirk-Jan Kroon from the University of Twente was 
used as a basis due to its efficient runtime. The code was also modified for use in creating a 
boosting module. A classification threshold is used to maximize accuracy and performance 
measures. Each subject is left out and used as the validation subject. Performance measures 
are averaged. The input required is the number of x subjects (subs), cell-based struct of 
features (total_features), number of features (pvalue), number of weak learners (itt), and cell-
based struct of targets (total_labels). The output is a matrix of all mean metrics 
(mean_measures), as well as separate metrics averaged for each arrangement of the system, 
such as mean phi (mean_phi), phi calculated by another method (mean_phiclassic), mean 
accuracy (mean_accuracy), mean sensitivity (mean_sensitivity), and mean specificity 
(mean_specificity). (NOTE: AdaBoost uses its own embedded weak linear classifier instead 
of the standard LDA, RBF, or SVM kernel.)  
[mean_measures,mean_phi,mean_phiclassic,mean_accuracy,mean_sensitivity,mean_specific
ity,mean_acc2,mean_ppv,mean_npv]=lda_pca_adaboost(subs,features,labels,pvalue,itt); 
8. Further Reading  
To test that all functions work, run the file: “ictomidemo.m”  
 
Useful references on classifier ensembles: 
http://www.scholarpedia.org/article/Ensemble_learning 
http://www.ece.stevens-tech.edu/~hhe/cpe695f09/lecturenotes/Lecture7 
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APPENDIX C: MICROSLEEP DATASET GUIDE 
 
By John LaRocco 
12 Nov 2014 
This guide is intended to prepare unwary souls in dealing with the forsaken, aeon-old lore of 
prior studies. Microsleep and lapse detection has occurred at the Institute for over a decade, 
and we’ve amassed a substantial amount of rated data. I’ve primarily interacted with two 
particular EEG datasets, Study A (by Malik Peiris) and Study C (by Govinda Poudel).  
 
Study A 
Also Known As: Study 1, the Malik data, the Peiris dataset 
Population Size: 8 (of an original 15) 
Length: 2 sessions of 60-min each per subject 
Sampling Frequency: 256 Hz for EEG, 64 for Gold Standard.  
EEG Channels: 16 (originally 16 referential EEG channels, later converted to bipolar) 
Referential Channel Order: Fp2, F4, C4, P4, O2, Fp1, F3, C3, P3, O1, F8, T4, T6, F7, T3, T5, 
Disconnected, Veog, Heog, Steering 
Bipolar Channel Order: Fp1-F7, F7-T3, T3-T5, T5-O1, Fp2-F8, F8-T4, T4-T6, T6-O2, Fp1-
F3, F3-C3, C3-P3, P3-O1, Fp2-F4, F4-C4, C4-P4, P4-O2. 
Data Source Format: “EEG-Subject[subject number]-Session[session number].mat” 
Label Source Format: “Lapses-Subject[subject number]-Session[session number].mat” 
Notes: Source data is referential in format. Use above channels to convert to bipolar. For the 
“Gold Standard,” it is sampled at 64 Hz. “flat” refers to tracking flat spots. “binVideo” refers 
to video microsleeps. “probBM” refers to either a flat spot or a video event. “defBM” refers 
to only events where both flat spot and video event are present. (0) for alert, (1) for event.  
Label Guide: The current “Gold Standard” includes two types: “3” (setting video events 
and/or flat spots=1, all else=0) and “0” (definite microsleeps with a video event AND a flat 
spot).  
Variants:  
-Clean Bipolar (SABIS): A feature set with ICA, eye blinks, and other sections 
manually deleted. Used in prior literature.  
Features: 544 (34 spectral features per channel) 
Data Format: 8 cell array, with each of size 544 by number of observations.  
Label Format: 8 cell array, with each holding a binary vector 1 by number of observations. 
(0) for alert, (1) for event. 
Data Filename:  clean_s1eeg.mat [variable called clean_s1eeg]; 
Label Filename: clean_s1labels.mat [variable called clean_s1labels]; 
 
198 
 
-Raw Referential (SARUS): Referential EEG calculated based on the raw EEG, using 
2-s sliding window. No observation is deleted or removed from it.  
Features: 544 (34 spectral features per channel) 
Data Format: 8 cell array, with each of size 544 by 7200 observations.  
Label Format: 8 cell array, with each holding a binary vector 1 by 7200. (0) for alert, (1) for 
event. 
Data Filename: total_reeg.mat [data is a variable called total_reeg]; 
Gold Standard 3 (Lapse) Label Filename: total_labels_gs3.mat [data is a variable called 
total_labels]; 
Gold Standard 0 (Lapse) Label Filename: total_labels_gs0.mat [data is a variable called 
total_labels_ms]; 
 
-Raw Bipolar (SABUS): Bipolar EEG calculated based on the raw EEG, using 2-s 
sliding window. No observation is deleted or removed from it.  
Features: 544 (34 spectral features per channel) 
Data Format: 8 cell array, with each of size 544 by 7200 observations.  
Label Format: 8 cell array, with each holding a binary vector 1 by 7200. (0) for alert, (1) for 
event. 
Data Filename: total_beeg.mat [variable called total_beeg]; 
Gold Standard 3 (Lapse) Label Filename: total_labels_gs3.mat [data is a variable called 
total_labels]; 
Gold Standard 0 (Lapse) Label Filename: total_labels_gs0.mat [data is a variable called 
total_labels_ms]; 
 
-Mixed Clean Bipolar (Peiris 2011 JNE Dataset): A feature set with ICA, eye blinks, 
and other sections manually deleted, only randomly recombined into 4 randomly sorted 
combinations of the original 8 subjects.   
Features: 544 (34 spectral features per channel) 
Data Format: 4 cell array, with each of size 544 by number of observations.  
Label Format: 4 cell array, with each holding a binary vector 1 by number of observations. 
(0) for alert, (1) for event. 
Data Filename:  s1_clean_data_gs3_mixed.mat [variable called total_features]; 
Label Filename: s1_clean_labels_gs3_mixed.mat [variable called total_labels]; 
 
-Mixed Raw Referential: Referential EEG calculated based on the raw EEG, using 2-s 
sliding window. No observation is deleted or removed from it. Randomly recombined into 8 
new combinations of original 8 subjects.  
Features: 544 (34 spectral features per channel) 
Data Format: 8 cell array, with each of size 544 by 7200 observations.  
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Label Format: 8 cell array, with each holding a binary vector 1 by 7200. (0) for alert, (1) for 
event. 
Data Filename: s1r_ref_data_gs3_mixed.mat [data is a variable called total_features]; 
Label Filename: s1r_ref_labels_gs3_mixed.mat [data is a variable called total_labels]; 
 
-Mixed Raw Bipolar: Bipolar EEG calculated based on the raw EEG, using 2-s sliding 
window. No observation is deleted or removed from it. Randomly recombined into 8 new 
combinations of original 8 subjects.  
Features: 544 (34 spectral features per channel) 
Data Format: 8 cell array, with each of size 544 by 7200 observations.  
Label Format: 8 cell array, with each holding a binary vector 1 by 7200. (0) for alert, (1) for 
event. 
Data Filename: s1r_bipolar_data_gs3_mixed.mat [data is a variable called total_features]; 
Label Filename: s1r_bipolar_labels_gs3_mixed.mat [data is a variable called total_labels]; 
  
200 
 
Study C 
Also Known As: Study 2, first combined examination of EEG and fMRI 
Population Size: 10 (of an original 20) 
Valid Subject Numbers: 203, 207, 208, 210, 211, 213, 214, 216, 217, 220.  
Sampling Frequency: 250 Hz for EEG.  
Length: 1 session of 50-min each (save one subject with approximately 10 minutes deleted) 
Channel Order: 'O2', 'O1', 'OZ', 'PZ', 'P4', 'CP4', 'P8', 'C4', 'TP8', 'T8', 'P7', 'P3', 'CP3', 'CZ', 
'FC4', 'FT8', 'TP7', 'C3', 'FZ', 'F4', 'F8', 'T7', 'FT7', 'FC3', 'F3', 'FP2', 'F7', 'FP1', 'VEOG', 
'EKG', 'PO5', 'PO3', 'P1', 'POZ', 'P2', 'PO4', 'CP2', 'P6', 'PO6', 'CP6', 'C6', 'PO8', 'PO7', 'P5', 
'CP5', 'CP1', 'C1', 'C2', ‘FC2’, 'FC6', 'C5', 'FC1', 'F2', 'F6', 'FC5', 'F1', 'AF4', 'AF8', 'F5', 'AF7', 
'AF3', 'FPZ' 
EEG Channels: 64 (but many were deleted after ICA and preprocessing. Number of channels 
left depends on subject, but can range from 30-60) 
Data Source Format: “[subject number] _50min_hpf_ica_icremoved.set” 
Label Source Format: “[subject number] _50min_hpf_ica_icremoved.set” 
Notes: The duration and type of events in the EEG is labeled in the “.set” files. In 
“EEG.event” for event types of the “BM” and “Sleep” types (as with others) is listed (in the 
number of samples) under “duration.”  
Label Guide: The 2 main “Gold Standards” for Study 1 are “1” (BMs and Sleep marked as 1, 
all else set to 0) and “2” (BMs, DIREs, and Sleep marked as 1, all else set to 0). “2” was 
discontinued due to not improving performance.  
 
Variants:  
-Raw Referential (SCRIS): Referential EEG calculated based on the raw EEG, using 
2-s sliding window similar to Study A. No observation is deleted or removed from it, save for 
one subject with ~10 min of data deleted.  
Features: 2040 (34 spectral features per channel, with a vector of 34 zeros added in for 
channels absent in some subjects)  
Data Format: 10 cell array, with each of size 2040 by number of observations.  
Label Format: 10 cell array, with each holding a binary vector 1 by number of observations. 
(0) for alert, (1) for event.  
Data Filename: total_s2eeg.mat [variable called total_s2eeg]; 
Label Filename: total_s2labels.mat [variable called total_s2labels]; 
 
-Mixed Raw Referential: Referential EEG calculated based on the raw EEG, using 2-s 
sliding window similar to Study A. No observation is deleted or removed from it, save for 
one subject with ~10 min of data deleted. Randomly recombined into 10 new combinations 
of original 10 subjects.  
Features: 2040 (34 spectral features per channel, with a vector of 34 zeros added in for 
channels absent in some subjects)  
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Data Format: 10 cell array, with each of size 2040 by number of observations.  
Label Format: 10 cell array, with each holding a binary vector 1 by number of observations. 
(0) for alert, (1) for event.  
Data Filename: s2_ref_data_gs1_mixed.mat [variable called total_features]; 
Label Filename: s2_ref_labels_gs1_mixed.mat [variable called total_labels]; 
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APPENDIX D: ADEN CODE 
 
By John LaRocco 
 
%-------------------------------------------------------------------------- 
 % FEATURE_SELECTION_ADEN 
 % This is copied and pasted from MATLAB. 
 % Last updated: Oct 2014, J. LaRocco.  
 
 % Details: Feature selection using ADEN to find frequency band with greatest distance.     
 
 % Usage: 
 % 
[correct_ind,fittest,training_aden,test_aden]=feature_selection_aden(training,group,testing,li
mits) 
  
 % Input:  
 %  training: Matrix of features data from training subjects.   
 %  testing: Matrix of feature data from testing subjects.    
 %  group: Matrix of feature data from training subject labels (must be 0 or 1). 
 %  pvalue: Number of features to keep.  
 
 % Output:  
 %  correct_ind: Selected feature index.  
 %  fittest: Value of max differences.  
 %  training_aden: Matrix of ADEN features.  
 %  test_aden: Testing matrix after ADEN selection.  
 
     
%-------------------------------------------------------------------------- 
 
limits=pvalue; 
[train_instances,train_features]=size(training); 
[test_instances,test_features]=size(testing); 
training=squeeze(training);  
data=training; 
%sort data by binary group 
R_0=find(group==0); 
x0=data(R_0,:); 
[x01,x02]=size(x0); 
x0_mean=mean(x0); 
X=x0_mean; 
R_1=find(group==1); 
x1=data(R_1,:);   
 
[x11,x12]=size(x1); 
x1_mean=mean(x1); 
Y=x1_mean; 
clear i; 
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sigs=[]; 
%calculate distance for each individual feature 
for i=1:x12; 
    g0=X(:,[i]); 
    g1=Y(:,[i]); 
vg0=var(data(R_0,[i])); 
vg1=var(data(R_1,[i])); 
sg0=sum(data(R_0,[i])); 
sg1=sum(data(R_1,[i])); 
mg0=mean(data(R_0,[i])); 
mg1=mean(data(R_1,[i])); 
 
s2g0=(1./(x01-1)).*(sg0-mg0).^(2); 
s2g1=(1./(x11-1)).*(sg1-mg1).^(2); 
xd0=x01-1; 
xd1=x11-1; 
 
%use Cohen's d to normalize 
 
theop=(xd0*s2g0+xd1*s2g1)./(xd0+xd1); 
 
val=abs(g0-g1)./sqrt(theop);     
 
sigs(1,i)=val; 
 
 
end 
 
%remove any NaNs and replace with zeros so they're ignored 
dist2=prototype_cleanup(sigs);  
 
swe=sum(dist2); 
yeh=sqrt(swe); 
fittest=max(dist2); 
%rank the distances in descending order 
selection=sort(dist2,'descend'); 
%select the top ones 
veiser=selection(1:limits); 
 
correct_ind=[]; 
%retrieve the specific indices corresponding to each remaining feature  
for khan=1:length(veiser); 
    findvalue=veiser;  
     
    corium=find(dist2==findvalue(khan)); 
    correct_ind(khan)=corium(1);  
end 
%rank the indices in ascending order 
correct_ind=sort(correct_ind,'ascend'); 
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%select the revelant features from the training and testing matrices 
training_aden=data(1:train_instances,[correct_ind]); 
test_aden=testing(1:test_instances,[correct_ind]); 
test_aden=(prototype_cleanup(test_aden)); 
training_aden=(prototype_cleanup(training_aden)); 
 
 
