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Valuations and Boolean Models
Julia Ho¨rrmann and Wolfgang Weil
Abstract Valuations, as additive functionals, allow various applications in Stochas-
tic Geometry, yielding mean value formulas for specific random closed sets and
processes of convex or polyconvex particles. In particular, valuations are especially
adapted to Boolean models, the latter being the union sets of Poisson particle pro-
cesses. In this chapter, we collect mean value formulas for scalar- and tensor-valued
valuations applied to Boolean models under quite general invariance assumptions.
1 Introduction
Hadwiger’s characterization theorem for the intrinsic volumes (see [24, Theorem
14]) has important applications in integral geometry. Besides a kinematic formula
for arbitrary continuous valuations on K n, the celebrated principal kinematic for-
mula was proved by Hadwiger using his characterization result. In its general form,
the principal kinematic formula for the intrinsic volumes V j reads
∫
Gn
V j(K ∩gM)µ(dg) =
n
∑
k= j
cn, j,kVk(K)Vn+ j−k(M), (1)
for convex bodies K,M ∈K n, j = 0, . . . ,n, and with given constants cn, j,k ≥ 0. In
1959, Federer proved a local version of (1), for curvature measures, a notion he in-
vented on the larger class of sets with positive reach. For both results, the global
formula (1) and its local analog for curvature measures, a more direct proof was
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given in [25] by splitting the integration over the motion group Gn into a translation
integral and a subsequent integration over the rotation group. This approach yielded
also translative integral formulas for intrinsic volumes and curvature measures, in-
troducing certain expressions of mixed type.
The need for translative integral formulas arose with the development of stochas-
tic geometry in the 1970s by Matheron and Miles (we refer here and in the follow-
ing to the book [26], for more details and specific references). In particular, in two
important papers by Miles and Davy in 1976, the problem was discussed how geo-
metric mean values for particles in a randomly overlapping system can be estimated
from measurements at the union set. The formulas, which they proved, modelled
the particle system by a stationary and isotropic Poisson process of convex bodies
(a random countable subset of K n with rigid motion invariant distribution) and then
used the principal kinematic formula. As a surprising result, in two and three dimen-
sions, it was possible to estimate the mean number of particles (per unit volume) in
an overlapping particle system by measuring the specific area, boundary length and
Euler characteristic of the union set in a bounded planar sampling window (respec-
tively, the volume, surface area, integral mean curvature and Euler characteristic in
the spatial situation). In addition, also mean particle quantities were obtained (mean
area and boundary length, respectively, mean volume, mean surface area and mean
integral mean curvature). Such overlapping particle systems occurred frequently in
microscopic investigations and became more and more important for techniques in
image analysis. There, the random set model, given as the union of a Poisson par-
ticle process, the Boolean model, was not only used for systems with given real
particles but also for spatially homogeneous random structures without that there
were particles in the background. Then, the mean particle characteristics served as
important parameters to find an appropriate distribution for a fictive particle process
to adjust a Boolean model to the given structure.
For such applications, the assumption of stationarity (spatial homogeneity) was
mostly acceptable, but the isotropy (rotation invariance) was often not fulfilled. This
initiated the study of non-isotropic Boolean models, for which translative integral
formulas were needed. In general dimensions, and for the intrinsic volumes, a corre-
sponding system of formulas for stationary Boolean models was presented in [27].
A further important step was made in [1] by showing that the translative integral
formulas for intrinsic volumes, in their local form for curvature measures, even
produced mean value results in the non-stationary case. In the subsequent years,
many related integral-geometric results were obtained, for mixed volumes, support
functions, area measures, and applied to particle processes and Boolean models. Re-
cently, translative integral formulas for general valuations ϕ ∈Val and local versions
for measure-valued valuations became available and corresponding mean value for-
mulas for Boolean models were established in [29, 30]. As we shall see, some of
these results can also be applied to tensor valuations.
In the following survey, we describe the interrelations between valuations, transla-
tive integral formulas and Boolean models and give appropriate references. We
mostly concentrate on the stationary situation. After discussing the general results,
we collect various examples in Section 6. The final Section 7 describes shortly ex-
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tensions to non-stationary structures and also gives an outlook on the use of har-
monic intrinsic volumes in the analysis of non-isotropic Boolean models, a devel-
opment which was started in [7]. In two and three dimensions measurements of
the specific harmonic intrinsic volumes allow the estimation of the mean number
of particles per unit volume and of the mean harmonic intrinsic volumes (which
include in particular the usual intrinsic volumes). Thus, these recent results are a
natural extension of the formulas by Miles and Davy from 1976 to the non-isotropic
situation.
2 Basic Definitions and Background Information
We consider the space K n of convex bodies in Rn,n ≥ 2, supplied with the Haus-
dorff metric δ (·, ·) and the dense subset Pn of convex polytopes. In the follow-
ing, we study valuations on K n or Pn. These are mappings ϕ : K n → X (or
ϕ : Pn →X ), where X is a commutative (topological) semigroup and which are
additive in the sense that
ϕ(K ∪M)+ϕ(K∩M) = ϕ(K)+ϕ(M),
whenever K,M and K ∪M lie in K n (respectively, in Pn). We concentrate on
the situations where X = R (real valuations), X = M (Rn × Sn−1) (measure
valuations; here M (Rn × Sn−1) is the space of finite signed Borel measures on
Rn×Sn−1), and X = T n the space of tensors in Rn (tensor valuations).
2.1 Real valuations
Concerning real valuations, we concentrate on the class Val of translation invariant
continuous valuations, in the following. The standard examples of valuations in Val
are the intrinsic volumes Vm(K),m = 0, . . . ,n, for K ∈ K n. They are, in addition,
invariant under rotations. McMullen [17, 19] has shown that every valuation ϕ ∈Val
admits a (unique) decomposition
ϕ =
n
∑
j=0
ϕ j (2)
into j-homogeneous valuations ϕ j (which are again translation invariant and con-
tinuous). Here, ϕ0 is a constant and Hadwiger [4] has proved that ϕn = cnVn. For
m = 1, ...,n− 1, the vector space Valm of m-homogeneous valuations is infinite-
dimensional. In particular, McMullen [18] has shown that ϕ ∈ Valn−1, if and only
if
ϕ(K) =
∫
Sn−1
f (u)Sn−1(K,du), K ∈K n, (3)
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for some continuous function f = fϕ on Sn−1 which is uniquely determined, up to
a linear function (see [24, Theorem 15]). Here, Sn−1(K, ·) is the area measure of K.
We also recall from [24, Theorem 10] that, for a polytope P ∈ Pn and ϕ j ∈
Val j, j = 1, . . . ,n− 1, we have
ϕ j(P) = ∑
F∈F j(P)
f j(n(P,F))V j(F), (4)
where the summation is over all j-dimensional faces of P, n(P,F) is the set of all
unit vectors which are normals of P at relative interior points of F (n(P,F) is a spher-
ical polytope of dimension n− j− 1) and f j is a simple valuation on the spherical
polytopes of dimension ≤ n− j− 1.
2.2 Measure valuations
Concerning measure valuations, we mention the support measures Λ j(K, ·), j =
0, . . . ,n− 1, which are finite measures on Rn × Sn−1, continuous with respect to
the weak convergence of measures and translation covariant in the sense that
Λ j(K,A×B) = Λ j(K + x,(A+ x)×B)
for Borel sets A⊂ Rn,B⊂ Sn−1, and all x ∈Rn. They are also rotation covariant,
Λ j(K,A×B) = Λ j(ϑK,ϑ(A×B)), ϑ ∈ SOn.
For a continuous, translation covariant measure valuation ϕ : K n → M (Rn ×
Sn−1) there is a decomposition similar to (2) proved in [15]. Namely,
ϕ =
n
∑
j=0
ϕ j (5)
with j-homogeneous measure valuations ϕ j (which are again translation covariant
and continuous). Here, homogeneity means that
ϕ(αK,(αA)×B) = α jϕ(K,A×B) (6)
for Borel sets A⊂ Rn,B⊂ Sn−1, and all α ≥ 0.
The support measures give rise to two further series of measures, the curvature
measures C0(K, ·), . . . ,Cn−1(K, ·) and the area measures S0(K, ·), . . . ,Sn−1(K, ·) of
K. The former are (up to some constant) the projections of the support measures onto
the first component and the latter are (up to the same constant) the projections onto
the second component. For different normalizations of curvature and area measures,
see [24, Section 4].
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2.3 Tensor valuations
The basic tensor valuations, the Minkowski tensors Φr,sj (K) (of rank r+ s), arise as
(tensor) integrals of the support measures,
Φr,sj (K) = c
r,s
n− j
∫
Rn×Sn−1
xrusΛ j(K,d(x,u))
where cr,sk :=
1
r!s!
ωk
ωk+s
for k ∈ {1, . . . ,n}. The Minkowski tensors have a covariance
property with respect to translations (see [12]).
3 The Basic Equation for Boolean Models
The Boolean model is a random closed set Z ⊂ Rn which arises in a special way, as
the union of sets (called grains) from a Poisson process Y . Usually, the grains are
assumed to be compact or even compact and convex. More general random sets Z
can be considered, if Y is an arbitrary point process on the class C n of nonempty
compact sets in Rn or on the subclass of convex bodies K n. In particular, if Z and
Y are stationary, that is, have a distribution invariant under translations, the random
set Z can be interpreted as a germ-grain model,
Z :=
∞⋃
i=0
(xi +Zi),
where points (germs) x1,x2, . . . are distributed in Rn according to a stationary point
process X and then random compact (or compact, convex) sets Zi (the grains) are at-
tached to the germs in a suitable way. We shall describe this construction in the next
subsection, but will concentrate on the Poissonian case and convex sets, that is to
Boolean models, where the grains are convex and independent from each other and
from the underlying germ process X . These strong independence properties together
with the fact that the realizations of Z are locally polyconvex allow to apply valua-
tions ϕ to Z and to express the expected value Eϕ(Z ∩K0) in a bounded sampling
window K0 by the characteristic parameters of X and the Zi. This will be explained
in the second subsection. The effective further investigation of Boolean models then
requires formulas from Translative Integral Geometry, as they will be provided in
Section 4. Background material on random sets, point processes and the integral ge-
ometric results as well as further material on Boolean models can be found in [26]
and we refer to this book for all details which are not explained in the following.
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3.1 Boolean models
Since we will only consider stationary Boolean models Z with convex grains
throughout the following, we start with a stationary Poisson process in Rn. A sta-
tionary point process X in Rn is a (simple) random counting measure
X :=
∞
∑
i=1
δξi ,
where δx denotes the Dirac measure in x ∈ Rn and where the ξi are distinct random
points in Rn. We also assume that X is locally finite meaning that (P-almost surely)
each C ∈ C n contains only finitely many points ξi from X . Here, in the description,
we already made use of the fact that such a point process can be represented in an
alternative way, as a locally finite (random) closed set
X = {ξ1,ξ2, . . .} ⊂ Rn.
To make these definitions precise, we need an underlying probability space (Ω ,A ,P)
and σ -algebras on the class F n of closed sets in Rn, respectively on the class N of
counting measures in Rn. For details, we refer to [26] but mention that the former
is chosen as the Borel σ -algebra B(F n) of the hit-or-miss topology on F n and the
latter, N , is generated by the evaluation (or counting) maps
ΦA : η 7→ η(A), A ∈B(Rn).
The stationarity, which we assume in addition, means that X + t has the same dis-
tribution as X , for all translations t ∈ Rn. X is isotropic, if the distribution of X is
invariant under rotations. (Here translations and rotations act in the natural way on
counting measures, respectively on closed sets).
The (stationary) point process X is a Poisson process, if X(A) has a Poisson
distribution for all bounded Borel sets A⊂ Rn,
P(X(A) = k) = e−γ λn(A) (γ λn(A))
k
k! , k = 0,1,2, . . .
Here γ = EX([0,1]n) is the intensity of the Poisson process. It describes the mean
number of points of X per unit volume. Because of the stationarity we have
EX(A) = γ λn(A), for all A ∈ B(Rn). As a consequence of the Poisson prop-
erty, the random variables X(A1), . . . ,X(Am) are (stochastically) independent if the
Borel sets A1, . . . ,Am are disjoint. More generally, in this case, also the restric-
tions X A1, . . . ,X Am are independent random measures. The Poisson process
X is uniquely determined (in distribution) by the parameter γ . Since the Lebesgue
measure λn is rotation invariant, X is isotropic.
Now assume that X is a stationary Poisson process with intensity γ > 0, enumer-
ated (in a measurable way) as X = {ξ1,ξ2, . . .}. Let Q be a probability measure on
K n (supplied with the Borel σ -algebra with respect to the Hausdorff metric) and
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let Z1,Z2, . . . , be a sequence of independent random convex bodies with distribution
Q (and independent of the Poisson process X). Then
Z =
∞⋃
i=1
(ξi +Zi)
is a stationary random set, a Boolean model. Some additional assumptions are help-
ful. First, we require that ∫
K n
Vn(K +Bn)Q(dK)< ∞, (7)
since then Z is a closed set (and moreover Z ∩K is polyconvex for each K ∈K n).
Second, we assume that Q is concentrated on the centered convex bodies K nc (the
class of bodies K ∈ K n with center of the circumsphere at the origin). The effect
of this condition is that Q is uniquely determined by Z and that Z is isotropic if and
only if Q is invariant under rotations.
For the following it is often convenient to use the particle process Y = {ξ1 +
Z1,ξ2 +Z2, . . .}. This is a point process on the locally compact space K n (that is, a
(simple) random counting measure on K n or, equivalently, a locally finite random
closed subset of K n). The process Y also has the Poisson property, that means,
the random number Y (A) of particles from Y in a Borel set A ⊂K n has a Poisson
distribution. Later we will use this for the sets
KC := {K ∈K n : K ∩C 6= /0}, C ∈ C n.
Proposition 1. For A ∈B(K n), we have
P(Y (A) = k) = e−Θ (A) (Θ(A))
k
k! , k = 0,1, . . . ,
where Θ is the image measure (on K n) of γ λn ⊗Q under the mapping Φ : Rn ×
K nc →K
n
,(x,K) 7→ x+K.
Proof. By the extension theorem of measure theory, and since Φ is a homeomor-
phism, it is sufficient to prove the result for sets A = Φ(B×C),B ∈ B(Rn),C ∈
B(K nc ). In this case, the independence properties of Z yield
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P(Y (A) = k) = P
(
∞
∑
i=1
1{ξi ∈ B,Zi ∈C}= k
)
=
∞
∑
j=k
P(X(B) = j)
( j
k
)
Q(C)k(1−Q(C)) j−k
= e−γ λn(B)Q(C)k
∞
∑
j=k
( j
k
)
(1−Q(C)) j−k (γ λn(B))
j
j!
= e−γ λn(B)Q(C)k (γ λn(B))
k
k!
∞
∑
i=0
(1−Q(C))i (γ λn(B))
i
i!
= e−γ λn(B)
(γ λn(B)Q(C))k
k! e
γ λn(B)−γ λn(B)Q(C)
= e−Θ (A)
(Θ(A))k
k! .
⊓⊔
We emphasize the fact that the (stationary) Boolean model Z is uniquely deter-
mined (in distribution) by the two quantities γ (a constant which we always assume
to be > 0) and Q (a probability measure on K nc ). Thus, in order to fit a Boolean
model to given data (in form of closed sets in a window K0, say), one has to deter-
mine (more precisely, to estimate) γ and Q from the data, that is from observations
of realizations Z(ω)∩K0 of Z in K0.
3.2 Additive functionals
Concerning the estimation problem described above, let us assume that we observe
ϕ(Z(ω)∩K0) for some geometric functional ϕ in the window K0. The mean value
Eϕ(Z ∩K0) is then the quantity which can be estimated unbiasedly by ϕ(Z(ω)∩
K0). It is natural to assume that the window is convex, hence K0 ∈K n. Then Z∩K0
is polyconvex a.s. Therefore it is another natural assumption that ϕ is additive, hence
a valuation. Since Z is stationary, the location of the window should not matter,
therefore we may also assume ϕ to be translation invariant. Finally, to have a smooth
behavior with respect to approximations (at least on K n), we assume that ϕ is
continuous on K n. Hence, we consider now Eϕ(Z∩K0), for K ∈K n and ϕ ∈Val.
The following result from [31] (see also [26, Theorem 9.1.2]), expresses Eϕ(Z∩
K0) in terms of γ and Q.
Theorem 1. Let Z be a stationary Boolean model in Rn with convex grains, let K0 ∈
K n be a sampling window and ϕ ∈ Val. Then E|ϕ(Z ∩K0)|< ∞ and
Eϕ(Z ∩K0) =
∞
∑
k=1
(−1)k−1
k! γ
k
∫
K nc
· · ·
∫
K nc
Φ(K0,K1, . . . ,Kk)Q(dK1) · · ·Q(dKk)
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with
Φ(K0,K1, . . . ,Kk) :=
∫
(Rn)k
ϕ(K0∩ (K1 + x1)∩ . . .
. . .∩ (Kk + xk))λ kn (d(x1, . . . ,xk)) . (8)
Proof. We sketch the proof since it sheds some light on the role of the Poisson
assumption underlying the Boolean model. To simplify the formulas, we use the
particle process Y = {ξ1 +Z1,ξ2 +Z2, . . .}.
Almost surely the window K0 is hit by only finitely many grains M1, . . . ,Mν ∈ Y
(here ν is a random variable). The additivity of ϕ implies
ϕ(Z∩K0) = ϕ
(
ν⋃
i=1
Mi∩K0
)
=
ν
∑
k=1
(−1)k−1 ∑
1≤i1<···<ik≤ν
ϕ(K0∩Mi1 ∩·· ·∩Mik)
=
∞
∑
k=1
(−1)k−1
k! ∑
(N1,...,Nk)∈Y k6=
ϕ(K0∩N1∩·· ·∩Nk). (9)
Here, Y k6= denotes the set of all k-tupels of pairwise distinct bodies in Y and we could
extend the summation to infinity since ϕ( /0) = 0.
The continuity of ϕ on K n implies |ϕ(M)| ≤ c(K0) for all M ∈ K n,M ⊂ K0.
Hence,
|ϕ(Z∩K0)| ≤
ν
∑
k=1
(
ν
k
)
c(K0)≤ 2νc(K0).
From Proposition 1 we get
E2ν =
∞
∑
k=0
2kP(Y (KK0) = k)
= e−Θ (KK0)
∞
∑
k=0
(2Θ(KK0))k
k!
= eΘ (KK0) < ∞
since
Θ(KK0) = γ
∫
K nc
∫
Rn
1{(x+K)∩K0 6= /0}λn(dx)Q(dK)
= γ
∫
K nc
Vn(K +(−K0))Q(dK)
≤ γ max{r(K0),1}n
∫
K nc
Vn(K +Bn)Q(dK)< ∞,
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due to condition (7) (here r(K0) is the circumradius of K0). Hence E|ϕ(Z∩K0)|<∞.
This integrability property allows to use the dominated convergence theorem for
Eϕ(Z ∩K0), where ϕ(Z ∩K0) is expressed by formula (9), and interchange expec-
tation and summation. We get
Eϕ(Z∩K0) =
∞
∑
k=1
(−1)k−1
k! E ∑
(N1,...,Nk)∈Y k6=
ϕ(K0∩N1∩·· ·∩Nk).
Now we use the Campell theorem for point processes [26, Theorem 3.1.2] (applied
to the special point process Y k6= on (K
n
c )
k) and the fact that the intensity measure
of Y k6=, for a Poisson process Y , is the product measure Θ k of Θ (see [26, Corollary
3.2.4]). We obtain
Eϕ(Z∩K0) =
∞
∑
k=1
(−1)k−1
k!
∫
K nc
. . .
∫
K nc
ϕ(K0∩N1∩ . . .
. . .∩Nk)Θ(dN1) · · ·Θ(dNk). (10)
Inserting the special form of Θ now yields the result. ⊓⊔
Remarks. 1. There is a simple and obvious generalization of the last theorem to
Boolean models with polyconvex grains, if the integrability condition (7) is modified
appropriately (the number of convex bodies which constitute the typical polyconvex
grain should be limited). There is also another, less obvious generalization to non-
stationary Boolean models. This requires to consider a general Poisson process Y on
K n where the intensity measure Θ can have a more general form (this induces that
the underlying Poisson process X in Rn is also not stationary anymore). Formula
(10) then still holds, provided Θ is translation regular. We will explain this and
give more results in Section 8.
2. Due to the stationarity and the independence properties of the Poisson process
Y , the grains M1,M2, · · · ∈ Y are almost surely in general relative position. This
implies that geometric functionals ϕ on K n or Pn can have an additive extension to
the polyconvex set Y ∩K0, although they are not valuations. Examples are the local
functionals on Pn considered in [29]. For them, Theorem 1 still holds for Boolean
models with polytopal grains. A j-homogeneous local functional ϕ j(P),P∈Pn, of
interest is the total content of the j-dimensional skeleton of P,
ϕ j(P) = ∑
F∈F j(P)
V j(F).
For j = 0, . . . ,n− 2, this functional is not additive on K n. Since we concentrate
on valuations in this chapter, we will not discuss general local functionals further
and refer to [29], for information (but observe the remarks on local extensions of
valuations in Section 4.1).
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4 Integral Geometry for Valuations
In order to simplify the expectation formula in Theorem 1, it would be helpful to
have a more explicit expression for the (iterated) translative integral in (8). This is
obtained in the following subsection. In the second subsection, we discuss kinematic
formulas.
4.1 The translative formula
Some results on translative integrals in dimension 2 and 3 are due to Blaschke,
Berwald and Varga in 1937. A first general translative integral formula for intrinsic
volumes in Rn and their local counterparts, the curvature measures, was obtained in
[25] and the iterated version was proved in [27] (see the Notes for Section 6.4 in
[26], for further references, variations and extensions).
The k-fold iterated translative integral formula for the intrinsic volume V j in-
volved mixed functionals which were denoted by V ( j)m1,...,mk (where the parameters
satisfy m1 + · · ·+mk = (k− 1)n+ j), a notation which was subsequently used also
for various related results on support measures and other local functionals. In the
sequel, we use a special notation, which was introduced in [7] to simplify the result-
ing formulas. First, we observe that the exponent ( j) in such mixed expressions can
be determined from j = m1 + · · ·+mk− (k− 1)n and is therefore redundant. Then,
we introduce a multi-index m = (m1, . . . ,mk) from the class
mix( j,k) := {m = (m1, . . . ,mk) ∈ { j, . . . ,n}k : m1 + . . .+mk = (k− 1)n+ j},
for j ∈ {0, . . . ,n} and k ∈ N, and abbreviate the mixed functional ϕm1,...,mk by ϕm.
For m ∈ mix( j,k), we also write type(m) := j and |m| := k.
The following theorem was obtained in [30], based on a corresponding result for
polytopes in [29].
Theorem 2. For ϕ ∈ Val, let ϕ j be its j-homogeneous part, j = 0, ...,n, with ϕn =
cnVn. Then, for k ≥ 2, there exist mixed functionals ϕm, m ∈ mix( j,k), on (K n)k
such that for convex bodies K1, ...,Kk ∈K n,∫
(Rn)k−1
ϕ j(K1∩ (K2 + x2)∩·· ·∩ (Kk + xk))λ k−1n (d(x2, . . . ,xk))
= ∑
m∈mix( j,k)
ϕm(K1, . . . ,Kk). (11)
For (m1, . . . ,mk) ∈ mix( j,k) the mapping (K1, ...,Kk) 7→ ϕm1,...,mk(K1, . . . ,Kk) is
symmetric (w.r.t. permutations of the indices 1, ...,k), it is homogeneous of degree
mi in Ki and it is a valuation in Val in each of its variables Ki.
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Proof. Again, we give only a sketch of the proof and refer to [29, 30] for details. In
particular, we omit the discussion of the necessary measurability properties. Also,
we concentrate on the case k = 2, the general case follows then by iteration. On the
other hand, we give a more general proof using measures, since this will give us also
a local version of the theorem, as explained in Remark 1 below.
The main idea is to consider polytopes first and then extend the result to arbitrary
convex bodies by approximation. Since the restriction of ϕ j to Pn is a continuous,
translation invariant valuation, homogeneous of degree j, we can use (4) to decom-
pose ϕ j(P),P ∈Pn, as
ϕ j(P) = ∑
F∈F j(P)
f j(n(P,F))V j(F).
We define a measure Φ j(P, ·) on Rn by
Φ j(P, ·) := ∑
F∈F j(P)
f j(n(P,F))λF .
Here, λF denotes the restriction to F of the j-dimensional Lebesgue measure in the
affine space generated by F . Then, P 7→ Φ j(P, ·) is a measure valuation, homoge-
neous of degree j (in the sense of (6)) and translation covariant.
The following arguments are similar to those used in the proofs of Theorems
5.2.2 and 6.4.1 in [26]. Since f j can be written as a difference of two positive func-
tions f j = f+j − f−j , we may assume f j ≥ 0 (the additivity of f j, which can get lost
in this decomposition, does not play a role in the following arguments).
Let P,Q ∈Pn, A,B ∈B(Rn) and x ∈Rn. Then,
Φ j(P∩(Q+x),A∩(B+x)) = ∑
F ′∈F j(P∩(Q+x))
f j(n(P∩(Q+x),F ′))λF ′(A∩(B+x)).
For λn-almost all x, the face F ′ is the intersection F ′ = F ∩ (G+ x) of some m-face
F of P with the translate of a (n+ j−m)-face G of Q, m ∈ { j, . . . ,n} (such that F
and G+ x meet in relative interior points). The normal cone of F ∩ (G+ x) does not
depend on the choice of x, let n(P,Q;F,G) be its intersection with Sn−1. Thus,∫
Rn
Φ j(P∩ (Q+ x),A∩ (B+ x))λn(dx)
=
n
∑
m= j
∑
F∈Fm(P)
∑
G∈Fn+ j−m(Q)
f j(n(P,Q;F,G))
∫
Rn
λF∩(G+x)(A∩ (B+ x))λn(dx).
In [26, pp. 185-186] it is shown that∫
Rn
λF∩(G+x)(A∩ (B+ x))λn(dx) = [F,G]λF(A)λG(B),
where [F,G] denotes the determinant between F and G (see [26, p. 183]). Hence, if
we define a measure Φm,n+ j−m(P,Q; ·) on Rn×Rn by
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Φm,n+ j−m(P,Q; ·) := ∑
F∈Fm(P)
∑
G∈Fn+ j−m(Q)
f j(n(P,Q;F,G))[F,G]λF ⊗λG, (12)
we arrive at∫
Rn
Φ j(P∩ (Q+ x),A∩ (B+ x))λn(dx) =
n
∑
m= j
Φm,n+ j−m(P,Q;A×B). (13)
Now we consider the total measures Φ j(P∩ (Q+ y),Rn) (which equals our val-
uation ϕ j(P∩ (Q+y))) and ϕm,n+ j−m(P,Q) := Φm,n+ j−m(P,Q;Rn×Rn). Then (13)
implies
∫
Rn
ϕ j(P∩ (Q+ x))λn(dx) =
n
∑
m= j
ϕm,n+ j−m(P,Q). (14)
We remark that
ϕm,n+ j−m(P,Q) = ∑
F∈Fm(P)
∑
G∈Fn+ j−m(Q)
f j(n(P,Q;F,G))[F,G]V j(F)Vn+ j−m(G)
(15)
and therefore
ϕm,n+ j−m(rP,sQ) = rmsn+ j−mϕm,n+ j−m(P,Q) (16)
for r,s > 0.
We define a functional J on K n×K n by
J(K,M) :=
∫
Rn
ϕ j(K ∩ (M+ x))λn(dx).
Let Ki → K,Mi → M be convergent sequences. Since ϕ j is continuous, there is a
constant c(K +Bn) such that
|ϕ j(Ki ∩ (Mi + x))| ≤ c(K +Bn)1(K+Bn)−(M+Bn)(x)
for all large enough i. For λn-almost all x the integrand ϕ j(Ki∩ (Mi + x)) converges
to ϕ j(K∩(M+x)) (namely, for all x for which K and M+x do not touch each other).
Hence the dominated convergence theorem implies J(Ki,Mi)→ J(K,M), thus J is
continuous.
Choosing polytopes Pi → K,Qi → M, we obtain J(rPi,sQi)→ J(rK,sM) for all
r,s > 0. Since
J(rPi,sQi) =
n
∑
m= j
rmsn+ j−mϕm,n+ j−m(Pi,Qi),
the coefficients ϕm,n+ j−m(Pi,Qi) of this polynomial have to converge, and we denote
the limits by ϕm,n+ j−m(K,M),m = j, . . . ,n. Hence,
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J(rK,sM) =
n
∑
m= j
rmsn+ j−mϕm,n+ j−m(K,M)
and, putting r = s = 1, we get (11) (for k = 2).
It remains to prove the properties of the mixed functionals ϕm,n+ j−m. The sym-
metry and the homogeneity property follow for polytopes from (15) and (16), and
for arbitrary bodies by approximation. The valuation property follows from (11), if
one takes into account the additivity properties of the integrand on the left side and
compares these with the different homogeneity properties of the summands on the
right side. ⊓⊔
Remarks. 1. Theorem 2 also holds for measure valuations. More precisely, let
Φ : K n → M (Rn) be a continuous, translation covariant valuation and let Φ j be
its j-homogeneous part, j = 0, . . . ,n (see (5)). Then, for k ≥ 2, there exist mixed
measure-valued functionals Φm, m ∈ mix( j,k), on (K n)k such that∫
(Rn)k−1
Φ j(K1∩ (K2 + x2)∩·· ·∩ (Kk + xk),A1∩ (A2 + x2)∩·· ·∩ (Ak + xk))
× λ k−1n (d(x2, . . . ,xk))
= ∑
m∈mix( j,k)
Φm(K1, . . . ,Kk;A1×·· ·×Ak) (17)
for K1, . . . ,Kk ∈K n and A1, . . . ,Ak ∈B(Rn).
For (m1, . . . ,mk)∈mix( j,k) the mapping (K1, ...,Kk) 7→Φm1,...,mk(K1, . . . ,Kk;A1×
·· ·×Ak) is symmetric (w.r.t. permutations of the indices 1, ...,k), it is homogeneous
of degree mi in Ki and Ai, and it is a continuous, translation covariant measure val-
uation in each of its variables Ki.
The proof follows the same lines as in the case of Theorem 2 by starting with the
case of polytopes. For k = 2, we then arrive again at (13). In order to extend this
expansion to arbitrary bodies K,M ∈K n, we use the fact that (13) is equivalent to∫
Rn
∫
Rn
g(x,x− y)Φ j(P∩ (Q+ y),dx)λn(dy)
=
n
∑
m= j
∫
(Rn)2
g(x,y)Φm,n+ j−m(P,Q;d(x,y)) (18)
for each continuous function g on (Rn)2. Again, the dominated convergence theo-
rem shows that the integral on the left, for arbitrary bodies K,M, is a continuous
functional J(g,K,M). The homogeneity properties are then used again to show that,
for Pi → K,Qi →M, each of the integrals∫
(Rn)2
g(x,y)Φm,n+ j−m(Pi,Qi;d(x,y))
on the right side converges. Therefore, the measures Φm,n+ j−m(Pi,Qi; ·) converge
weakly and the limit measures Φm,n+ j−m(K,M; ·) satisfy (17) (for k = 2).
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2. Of course, for a measure valuation Φ j as above, the total measure ϕ j(K) =
Φ j(K,Rn) satisfies Theorem 2 with mixed functionals which are given by the total
measures
ϕm(K1, . . . ,Kk) = Φm(K1, . . . ,Kk;Rn×·· ·×Rn), m ∈mix( j,k).
We then say that the measure valuation Φ j is a local extension of the scalar valuation
ϕ j (more generally Φ := ∑nj=0 Φ j is a local extension of ϕ := ∑nj=0 ϕ j). Thus, if a
valuation ϕ ∈ Val has such a local extension, then the iterated translative formula
holds in a global as well as a local version. This fact is of importance, if expectation
formulas for non-stationary Boolean models are considered. It is an open question,
whether each valuation ϕ ∈Val has a local extension. Local extensions, if they exist,
are not unique (corresponding examples are given in [29, 30]). It is another open
problem to describe all local extensions of a valuation ϕ .
3. Due to the summation condition m1 + · · ·+mk = (k− 1)n+ j, only finitely
many different mixed functionals arise in the iterated translative formula (11).
Namely, the mixed functionals ϕm1,...,mk (as well as the local versions Φm1,...,mk )
split, if one of the parameters mi equals n. In fact, if we consider (12) for m = n,
then F = P (we may assume that P is full dimensional) and G ∈ F j(Q). Then
n(P,Q;F,G) = n(Q,G) and [F,G] = 1, hence
Φn, j(P,Q; ·) = λP⊗

 ∑
G∈F j(Q)
f j(n(Q,G))λG


= λP⊗Φ j(Q, ·).
This extends to arbitrary bodies K,M (if ϕ j has a local extension Φ j) and to the total
measures ϕn, j(K,M). More generally, for k≥ 2 and (m1, . . . ,mk−1,n)∈mix( j,k) we
have
ϕm1,...,mk−1,n(K1, . . . ,Kk−1,Kk) = ϕm1,...,mk−1(K1, . . . ,Kk−1)Vn(Kk)
and, if a local extension exists,
Φm1,...,mk−1,n(K1, . . . ,Kk−1,Kk; ·) = Φm1,...,mk−1(K1, . . . ,Kk−1; ·)⊗λKk .
Because of the symmetry, the case mk = n also implies corresponding decomposi-
tions if mi = n, i ∈ {1, . . . ,k− 1}.
4.2 Kinematic formulas
The Boolean model Z is isotropic, if and only if the grain distribution Q is rotation
invariant. If this is the case, the translative integrals in (8) can be replaced by an
integration over the group Gn of rigid motions (with invariant measure µ), hence
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Theorem 1 holds with
Φ(K0,K1, . . . ,Kk) :=
∫
(Gn)k
ϕ(K0∩g1K1∩·· ·∩gkKk)µk(d(g1, . . . ,gk)) . (19)
Here, Hadwiger’s general integral-geometric theorem (see [26, Theorem 5.1.2])
shows that ∫
Gn
ϕ(K ∩gM)µ(dg) =
n
∑
k=0
ϕn−k(K)Vk(M), (20)
for K,M ∈K n, where the coefficients ϕn−k(K) are given by the Crofton-type inte-
grals
ϕn−k(K) =
∫
A(n,k)
ϕ(K∩E)µk(dE) (21)
over the space A(n,k) of affine k-dimensional flats in Rn with invariant measure
µk. (20) follows from an application of Hadwiger’s characterization theorem [24,
Theorem 14] and holds for continuous valuations, even without the assumption of
translation invariance. The ϕn−k are then also continuous valuations. If ϕ ∈ Val j,
then ϕn−k ∈Valn+ j−k. If ϕ ∈Val has a local extension Φ ≥ 0, then a direct proof of
(20) is possible, based on the translative integral formula (13) for polytopes and the
representation (12) (see [30], for details).
Formula (20) can be easily iterated and yields∫
(Gn)k
ϕ(K0∩g1K1∩·· ·∩gkKk)µk(d(g1, . . . ,gk)) (22)
= ∑
m∈mix(0,k+1)
cnn−m0ϕm0(K0)
k
∏
i=1
cmin Vmi(Ki), (23)
with m = (m0, . . . ,mk) and constants defined by
crs :=
r!κr
s!κs
,
see [26, Theorem 5.1.4].
For ϕ =V j, the integral (21) can be solved by the Crofton formula and we get
ϕn−k(K) = ckjcn+ j−kn Vn+ j−k(K)
for k≥ j (and ϕn−k(K) = 0 otherwise), which yields the principal kinematic formula
∫
Gn
V j(K ∩gM)µ(dg) =
n
∑
k= j
ckjc
n+ j−k
n Vk(K)Vn+ j−k(M) (24)
and the iterated version
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(Gn)k
V j(K0∩g1K1∩·· ·∩gkKk)µk(d(g1, . . . ,gk))
= ∑
m∈mix( j,k+1)
cnj
k
∏
i=0
cmin Vmi(Ki). (25)
5 Mean Values for Valuations
Combining Theorems 1 and 2, we obtain the following expectation formula for a
stationary Boolean model Z and ϕ ∈ Val j,
Eϕ(Z∩K0) =
∞
∑
k=1
(−1)k−1
k! γ
k ∑
m∈mix( j,k+1)
(26)
∫
K nc
· · ·
∫
K nc
ϕm(K0,K1, . . . ,Kk)Q(dK1) · · ·Q(dKk).
Here, it is important to observe that the right hand side can be simplified due to
the decomposition property which we mentioned above. The resulting formulas are
presented in [30]. They depend on the shape and size of the window K0. We can get
simpler results, if we eliminate the effect of the window by a suitable limit proce-
dure, namely by normalizing with Vn(K0) (here we assume Vn(K0) > 0) and then
letting K0 grow to Rn (for simplicity, we consider rK0,r → ∞). Then, on the right
hand side all summands with multi-index m = (m0, . . . ,mk) and m0 < n will vanish
asymptotically. If we define for m∈mix( j,k) the density (mean value) ϕm(Y, . . . ,Y )
of the mixed valuation ϕm for the (Poisson) particle process Y by
ϕm(Y, . . . ,Y ) = γk
∫
K nc
· · ·
∫
K nc
ϕm(K1, . . . ,Kk)Q(dK1) · · ·Q(dKk),
the right hand side thus reads
∞
∑
k=1
(−1)k−1
k! ∑
m∈mix( j,k)
ϕm(Y, . . . ,Y ).
This also indicates, that the corresponding limit
lim
r→∞
1
Vn(rK0)
Eϕ(Z∩ rK0) (27)
on the left hand side exists. We will discuss this in the following subsection. The sec-
ond subsection then contains the central result, the explicit expectation formula for
valuations and Boolean models. The third subsection shortly discusses the isotropic
case.
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5.1 Densities for valuations and random sets
The following result is Theorem 9.2.1 in [26], in a slightly less general form. It
shows that the limit in (27) exists for valuations ϕ ∈ Val (additively extended to the
convex ring Rn) and stationary random sets Z with values in the extended convex
ring
S
n = {F ⊂ Rn : F ∩ rBn ∈Rn for all r > 0},
satisfying the condition
E2N(Z∩B
d)
< ∞. (28)
Here, N(A), for a set A∈Rn, is the minimal number k of convex bodies K1, . . . ,Kk ∈
K n such that A =
⋃k
i=1 Ki.
The class S n consists of countable unions of convex bodies (locally polyconvex
sets) and is supplied with the Borel σ -algebra generated by the Hausdorff metric
(which is the same σ -algebra as the one generated by the hit-or-miss topology, see
[26, Section 2.4]). For a stationary Boolean models Z with convex or polyconvex
grains, we have Z(ω) ∈S n and (28) is satisfied.
Theorem 3. Let Z be a stationary random set with values in S n, satisfying (28).
Let ϕ ∈ Val and K ∈K n with Vn(K)> 0. Then the limit
ϕ(Z) = lim
r→∞
1
Vn(rK)
Eϕ(Z ∩ rK)
exists and is independent of K.
For the proof, a functional φ ∈ Val is defined by
φ(K) = Eϕ(Z∩K), K ∈K n.
Then, Theorem 5 in [24] is used to obtain an additive extension of φ to ro-polyhedra.
Since Rn allows a lattice decomposition into half-open unit cubes Cd0 ,Cd1 , . . . , one
can show directly that
lim
r→∞
φ(rW )
Vn(rW )
= φ(Cd0 ).
This argument shows slightly more, namely that
ϕ(Z) = Eϕ(Z∩Cd0 ).
We call ϕ(Z) the ϕ-density (or specific ϕ-value) of Z. We can estimate the ϕ-
density by the ϕ-value of Z on the unit cube Cd minus the value ϕ(Z ∩ ∂+Cd) on
the upper right boundary ∂+Cd of Cd (observe that ∂+Cd ∈Rn).
We get, in particular, the existence of the densities ϕm,n+ j−m(Z,K) for the mixed
functionals ϕm,n+ j−m and K ∈K n.
The following result is a nice application of our translative formula (11) and
generalizes Theorem 9.4.1 in [26].
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Theorem 4. Let Z be a stationary random set with values in S n, satisfying (28).
Let ϕ j ∈ Val j and K ∈K n. Then
Eϕ j(Z ∩K) =
n
∑
m= j
ϕm,n+ j−m(Z,K).
Proof. We can follow the proof of Theorem 9.4.1 in [26]. We use the stationarity of
Z and the translation invariance of ϕ j to get
E
∫
Rn
ϕ j(Z∩K∩ (rBn + x))λn(dx) = E
∫
Rn
ϕ j(Z∩ (K + x)∩ rBn)λn(dx).
Now we apply the translative formula to both sides and obtain
n
∑
m= j
Eϕm,n−m+ j(Z∩K,rBn) =
n
∑
m= j
Eϕm,n−m+ j(Z∩ rBn,K).
We divide both sides by Vn(rBn) and let r → ∞. On the left, the homogeneity prop-
erties of the mixed functionals show that only the summand for m = j remains (and
yields Eϕ j(Z∩K)). Each summand on the right side converges to the corresponding
density. ⊓⊔
The summand on the right hand side for m = j is ϕ j(Z)Vn(K). Theorem 4 thus
gives the error (or bias), if the mean value ϕ j(Z) is estimated by the values of ϕ j
for realisations Z(ω) in a window K. As mentioned above, an unbiased estimator of
ϕ j(Z) is given by ϕ j(Z(ω)∩Cd)−ϕ j(Z(ω)∩∂+Cd).
5.2 The mean value formula for Boolean models
We now come back to Boolean models Z and continue with the formula
ϕ j(Z) =
∞
∑
k=1
(−1)k−1
k! ∑
m∈mix( j,k)
ϕm(Y, . . . ,Y ),
for ϕ j ∈ Val j, j ∈ {0, . . . ,n}, which we have developed. To simplify this formula
further, we use again the decomposition property. For j = n, we have only one sum-
mand
ϕn,...,n(Y, . . . ,Y ) = ϕn(Y )V n(Y )n−1 = cnV n(Y )n,
which gives us
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ϕn(Z) = cnV n(Z)
= cn
∞
∑
k=1
(−1)k−1
k! V n(Y )
k
= cn
(
1− e−Vn(Y)
)
.
For j < n and m = (m1, . . . ,mk) ∈ mix( j,k), let s be the number of indices which
are smaller than n. By symmetry we can assume ms+1 = . . .= mk = n. Then
ϕm1,...,ms,n,...,n(Y, . . . ,Y ) = ϕm1,...,ms(Y, . . . ,Y )V n(Y )
k−s
,
where s ∈ {1, . . . ,n− j} and mi ∈ { j, . . . ,n− 1}, for i = 1, . . . ,s. Introducing the
notation
mix( j) := {(m1, . . . ,ms) ∈ { j, . . . ,n− 1}s∩mix( j,s) : 1 ≤ s ≤ n− j},
we obtain
∑
m∈mix( j,k)
ϕm(Y, . . . ,Y ) =
(n− j)∧k
∑
s=1
(
k
s
)
∑
m∈mix( j)
|m|=s
ϕm(Y, . . . ,Y )V n(Y )k−s,
where (n− j)∧ k denotes the minimum of n− j and k. This implies
ϕ j(Z) =
∞
∑
k=1
(−1)k−1
(n− j)∧k
∑
s=1
1
(k− s)!V n(Y )
k−s ∑
m∈mix( j)
|m|=s
1
s!
ϕm(Y, . . . ,Y )
=
n− j
∑
s=1
∞
∑
r=0
(−1)r+s−1
r!
V n(Y )r ∑
m∈mix( j)
|m|=s
1
s!
ϕm(Y, . . . ,Y )
= e−Vn(Y ) ∑
m∈mix( j)
(−1)|m|−1
|m|!
ϕm(Y, . . . ,Y ).
For j = n− 1, the sum in the formula above reduces to ϕn−1(Y ). Hence we have
obtained the following result.
Theorem 5. Let Z be a stationary Boolean model with convex grains and let ϕ j ∈
Val j. Then,
ϕn(Z) = cn
(
1− e−Vn(Y )
)
,
ϕn−1(Z) = e−V n(Y)ϕn−1(Y ),
and
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ϕ j(Z) = e−V n(Y ) ∑
m∈mix( j)
(−1)|m|−1
|m|!
ϕm(Y, . . . ,Y ), (29)
for j = 0, . . . ,n− 2.
In (29), the multi-index m ∈ mix( j) with |m| = 1 is m = ( j), it yields the sum-
mand ϕ j(Y ). The remaining summands have multi-indices m = (m1, ...,ms) with
s > 1 and mi ∈ { j+1, . . . ,n−1}, due to the definition of mix( j) and the summation
rule in mix( j,s).
5.3 The isotropic case
If the Boolean model Z is stationary and isotropic, we can obtain a result analogous
to Theorem 5 by using the iterated kinematic formula (22). Equivalently, we can
use the rotation invariance of Q to show that the mean value ϕm(Y, . . . ,Y ) in (29)
satisfies
ϕm(Y, . . . ,Y ) = cm(ϕ j)
s
∏
i=1
V mi(Y ),
for m = (m1, . . . ,ms) with constants cm(ϕ j) depending on ϕ j.
In the case ϕ j =V j, we have
cm(V j) = cnj
s
∏
i=1
cmin .
Using this in Theorem 5, we see that, in the isotropic case, all densities V j(Z) can
be expressed by the densities V j(Y ) and we obtain the famous Miles formulas
V n(Z) = cn
(
1− e−Vn(Y)
)
,
V n−1(Z) = e−V n(Y)ϕn−1(Y ),
and
V j(Z) = e−Vn(Y ) ∑
m∈mix( j)
(−1)|m|−1
|m|!
cnj
s
∏
i=1
cmin V mi(Y ),
for j = 0, . . . ,n− 2.
These density formulas can be inverted successively from top to bottom. Since,
for convex grains, the mean value V 0(Y ) equals the intensity γ , we obtain in this
way an expression for γ in terms of the densities V j(Z) of the Boolean model Z.
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6 Special Cases
We now discuss which formulas arise from Theorem 2 and Theorem 5, if special
valuations ϕ are considered.
6.1 Mixed volumes
As a first case, we consider the mixed volume ϕ(K) = V (K[ j],M j+1, . . . ,Mn), for
fixed bodies M j+1, . . . ,Mn ∈K . It follows from the properties of the intrinsic vol-
ume V j (which corresponds to the case M j+1 = · · · = Mn = Bn) that ϕ is in Val j.
Formula (11) thus gives∫
(Rn)k−1
V (K1∩ (K2 + x2)∩·· ·∩ (Kk + xk)[ j],M j+1, . . . ,Mn)λ k−1(d(x2, . . . ,xk))
= ∑
m∈mix( j,k)
Vm(K1, . . . ,Kk;M j+1, . . . ,Mn), (30)
with mixed functionalsVm(K1, . . . ,Kk;M j+1, . . . ,Mn). The special case M j+1 = · · ·=
Mn = Bn, yields the iterated translative formula for intrinsic volumes,∫
(Rn)k−1
V j(K1∩ (K2 + x2)∩·· ·∩ (Kk + xk))λ k−1(d(x2, . . . ,xk))
= ∑
m∈mix( j,k)
Vm(K1, . . . ,Kk). (31)
(Note, however, that V j(K) and V (K[ j],Bn, . . . ,Bn) differ by a constant. Therefore,
Vm(K1, . . . ,Kk) and Vm(K1, . . . ,Kk;Bn, . . . ,Bn) also differ by the same constant.)
We also remark that K 7→V (K[ j],M j+1, . . . ,Mn) has a local extension given, up to
a constant, by the mixed curvature measure C(K[ j],M j+1, . . . ,Mn; ·) introduced and
studied in [15] (see also [10] and [11]). This implies a corresponding local integral
formula coming from (17) which we do not copy here. Instead, we emphasize the
special case M j+1 = · · · = Mn = Bn, where we have a multiple of the jth order
curvature measure C j(K, ·), j = 0, . . . ,n, and where we obtain the iterated translative
formula
∫
(Rn)k−1
C j(K1∩ (K2 + x2)∩·· ·∩ (Kk + xk),A1∩ (A2 + x2)∩ . . .
. . .∩ (Ak + xk))λ k−1(d(x2, . . . ,xk))
= ∑
m∈mix( j,k)
Cm(K1, . . . ,Kk;A1×·· ·×Ak), (32)
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with mixed measures, which are different from the mixed curvature measures men-
tioned above. For example, the mixed curvature measure C(M1, . . . ,Mn; ·) is a mea-
sure on Rn, depending on n bodies and with total degree of homogeneity n. In con-
trast to this, the mixed measure Cm1,...,mk(K1, . . . ,Kk; ·) is a measure on (Rn)k, de-
pends on k bodies and has total degree of homogeneity m1+ · · ·+mk = (k−1)n+ j.
Of course, these homogeneity properties already arise on the global level and dis-
tinguish mixed volumes and mixed functionals from translative integral geometry.
There is a special case where the two series of functionals meet, for j = 0 (where
we have the translative formula for the Euler characteristic). Here,
Vm,n−m(K,M) =
(
n
m
)
V (K[m],−M[n−m]),
for m = 0, . . . ,n.
Theorem 5 implies mean value formulas for mixed volumes and Boolean models.
We only state the result for the intrinsic volumes, which is Theorem 9.1.5 in [26]
and reads
V n(Z) = 1− e−Vn(Y),
V n−1(Z) = e−V n(Y)V n−1(Y ),
and
V j(Z) = e−V n(Y ) ∑
m∈mix( j)
(−1)|m|−1
|m|!
V m(Y, . . . ,Y ), (33)
for j = 0, . . . ,n− 2.
If Z is isotropic, then the density of the mixed functional Vm1,...,ms splits,
V m1,...,ms(Y, . . . ,Y ) = c
n
j
s
∏
i=1
cmin V mi(Y ), (34)
with
cki :=
k!κk
i!κi
, i,k ∈N0.
This is Theorem 9.1.4 in [26] (with corrected constants).
6.2 Support functions
As a next case, we consider the (centered) support function ϕ(K) = h∗(K, ·). This is
a translation invariant, continuous and additive functional, which is homogeneous of
degree 1, with values in the Banach space of centered continuous functions on Sn−1.
To fit this case into our framework, we may apply the results for scalar valuations
point-wise, that is, for h∗(K,u),u∈ Sn−1. The iterated translative formula then reads
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(Rn)k−1
h∗(K1∩ (K2 + x2)∩·· ·∩ (Kk + xk), ·)λ k−1n (d(x2, . . . ,xk))
= ∑
m∈mix(1,k)
h∗m(K1, . . . ,Kk, ·), (35)
with mixed support functions h∗m1,...,mk(K1, . . . ,Kk, ·), (m1, . . . ,mk) ∈mix(1,k). This
integral formula was studied in [28] and [3]. In the latter paper, it was also shown
that, for k = 2, the mixed function h∗m,n+1−m(K1,K2, ·) is indeed a support function.
For general k this was shown, with a different proof, by Schneider ([22]).
The formula for Boolean models Z reads
h∗(Z, ·) = e−V n(Y ) ∑
m∈mix(1)
(−1)|m|−1
|m|!
h∗m(Y, . . . ,Y, ·).
Again, there is a local extension of K 7→ h∗(K,u) given by the mixed measure
φ1,n−1(K,u+; ·) where u+ is the closed half-space with outer normal u (see [28, 3]).
The corresponding iterated translative formula for this mixed measure is a conse-
quence of Theorem 2, but it also follows from the general results in [26, Section
6.4].
6.3 Area measures
Next, we consider the area measure map S j : K 7→ S j(K, ·). It is a translation invari-
ant additive and measure-valued functional which is continuous with respect to the
weak topology of measures. To fit these measure-valued notions into our results, we
cannot consider them point-wise, for a given Borel set, since this would not yield a
continuous valuation. However, we can apply our results to the integral
ϕ fj (K) =
∫
Sn−1
f (u)S j(K,du)
with a continuous function f on Sn−1. Namely, ϕ fj is an element of Val and fulfills,
by Theorem 2, the iterated translative formula∫
(Rn)k−1
ϕ fj (K1∩ (K2 + x2)∩ . . .∩ (Kk + xk))λ k−1n (d(x2, . . . ,xk))
= ∑
m∈mix( j,k)
ϕ fm(K1, . . . ,Kk)
with unique mixed functionals ϕ fm1,...,mk , (m1, . . . ,mk) ∈ mix( j,k). Let C(Sn−1) de-
note the space of continuous functions on the sphere. For m ∈ mix( j,k) the map-
ping f 7→ ϕ fm(K) is a continuous linear functional on C(Sn−1). The Riesz represen-
tation theorem therefore implies the existence of a unique finite (signed) measure
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Sm(K1, . . . ,Kk; ·) on Sn−1 with
ϕ fm(K1, . . . ,Kk) =
∫
Sn−1
f (u)Sm(K1, . . . ,Kk;du),
which we call the mixed measure of area type. Therefore, we obtain a translative
formula for area measures reading∫
(Rn)k−1
S j(K1∩ (K2 + x2)∩ . . .∩ (Kk + xk), ·)λ k−1n (d(x2, . . . ,xk))
= ∑
m∈mix( j,k)
Sm(K1, . . . ,Kk; ˙).
Since area measures have centroid 0, the same is true for the mixed measures. We
emphasize again the difference between the mixed measures of area type, which
arise in the translative formula, and the mixed area measures S(K1, . . . ,Kn−1, ·)
which are defined as a coefficient in the multilinear expansion of Sn−1(α1K1 + · · ·+
αn−1Kn−1, ·),αi ≥ 0. Both types of measures are measures on the unit sphere but
they depend on different numbers of bodies and have different homogeneity prop-
erties.
The translative formula for area measures was originally obtained in [10].
We remark that the mixed area-type measures for j = 0 are trivial. Since S0(K, ·)=
V0(K)σ(·) where σ is the spherical Lebesgue measure we have by the uniqueness
of the mixed measures
Sm(K1, . . . ,Kk; ·) =Vm(K1, . . . ,Kk)σ(·), m ∈ mix(k,0),k ≥ 2.
The translative formulas imply formulas for Boolean models (see [7, Corollary
4.1.4]) of the form
S j(Z, ·) = e−V n(X) ∑
m∈mix( j)
(−1)|m|−1
|m|!
Sm(Y, . . . ,Y ; ·). (36)
This result follows now also from Theorem 5 using the functional analytic approach
described above.
If Z is an isotropic Boolean model, the measure S j(Z, ·) is rotation invariant.
Since the spherical Lebesgue measure σ is up to normalization the unique measure
on Sn−1 with this property, we have
S j(Z, ·) =
nκn− j
ωn
(
n
j
) V j(Z)σ
and the formula (36) is equivalent to the corresponding result for the specific in-
trinsic volume V j(Z) (this also implies a rotation formula for mixed area-type mea-
sures).
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The local extension of the valuation K 7→ S j(K;C),C⊂ Sn−1, is (up to a constant)
given by K 7→ Λ j(K; ·×C), where Λ j(K, ˙) is the support measure of K introduced
in Section 2. For the support measures a local translative integral formula similar to
(32) holds wich was originally shown in [10].
6.4 Flag measures
Now, we use the functional analytic approach just described in a similar situation,
for flag measures of convex bodies. A general reference for flag measures is the
overview article [13]. The flag measure we consider in the following are a version
of the translation invariant flag area measures which are considered in [2] and related
to the flag area measures in [13] via [2, (2.1)] and a renormalization. We first de-
scribe the underlying notions concerning flag manifolds. Recall that G(n, j) denotes
the Grassmannian of j-dimensional subspaces (which we supply with the invariant
probability measure ν j) and define corresponding flag manifolds by
F(n, j) = {(u,L) : L ∈ G(n, j),u ∈ L∩Sn−1}
and
F⊥(n, j) = {(u,L) : L ∈ G(n, j),u ∈ L⊥∩Sn−1}.
Both flag manifolds carry natural topologies (and invariant Borel probability mea-
sures) and F(n,n− j) and F⊥(n, j) are homeomorphic via the orthogonality map
ρ : (u,L) 7→ (u,L⊥). We define a flag measure ψ j(K, ·) as a projection mean of area
measures,
ψ j(K,A) =
∫
G(n, j+1)
∫
Sn−1∩L
1{(u,L⊥∨u) ∈ A}S′j(K|L,du)ν j+1(dL) (37)
for a Borel set A ⊂ F(n,n− j), where L⊥ ∨ u is the subspace generated by L⊥ and
the unit vector u and where the prime indicates the area measure calculated in the
subspace L (for the necessary measurability properties needed here and in the fol-
lowing, we refer to [5]). Using the homeomorphism ρ , we can replace ψ j(K, ·) by a
measure ψ⊥j (K, ·) on F⊥(n, j) given by
ψ⊥j (K,A) =
∫
G(n, j+1)
∫
Sn−1∩L
1{(u,L∩u⊥) ∈ A}S′j(K|L,du)ν j+1(dL). (38)
These two (equivalent) versions of the same flag measure are motivated by the fact
that their images under the map (u,L) 7→ u are in both cases the jth order area mea-
sure S j(K, ·). Both measures, ψ j(K, ·) and ψ⊥j (K, ·) have a local version λ j(K, ·),
respectively λ⊥j (K, ·), which is obtained by replacing in (37) and (38) the area mea-
sure S′j(K|L, ·) by a multiple of the support measure Λ ′j(K|L, ·) (see [13, Theorem
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4]). In the following, we concentrate on ψ j(K, ·), formulas for the other representa-
tion ψ⊥j (K, ·) follow in a similar way.
The measure ψ j(K, ·) is centered in the first component,∫
F(n,n− j)
uψ j(K,d(u,L)) = 0,
as follows from the corresponding property of area measures. Let C(F(n,n− j)) be
the Banach space of continuous functions on F(n,n− j) and choose f ∈C(F(n,n−
j)). Then,
ϕ fj : K 7→
∫
F(n,n− j)
f (u,L)ψ j(K,d(u,L))
is in Val j. Consequently, we obtain the iterated translative formula∫
(Rn)k−1
ϕ fj (K1∩(K2 + x2)∩·· ·∩ (Kk + xk))λ k−1(d(x2, . . . ,xk))
= ∑
m∈mix( j,k)
ϕ fm(K1, . . . ,Kk), (39)
with mixed functionals ϕ fm(K1, . . . ,Kk), m ∈ mix( j,k). For fixed bodies K1, . . . ,Kk,
the left side is a continuous linear functional on C(F(n,n− j)), if we let f vary.
Namely,
f 7→ ϕ fj (K1∩ (K2 + x2)∩·· ·∩ (Kk + xk))
is continuous and linear, for each x1, . . . ,xk, and this carries over to the integral.
Replacing K1, . . . ,Kk by α1K1, . . . ,αkKk,αi > 0, we use the homogeneity properties
of ϕ fm1,...,mk to see that the right side is a polynomial in α1, . . . ,αk. This shows that
the coefficients ϕ fm1,...,mk (K1, . . . ,Kk) of this polynomial must be continuous linear
functionals on C(F(n,n− j)), too. By the Riesz representation theorem we obtain
unique finite (signed) measures ψm1,...,mk (K1, . . . ,Kk; ·) on F(n,n− j) such that
ϕ fm1,...,mk(K1, . . . ,Kk) =
∫
F(n,n− j))
f (u,L)ψm1 ,...,mk (K1, . . . ,Kk;d(u,L))
for all f ∈ C(F(n,n− j)). We call them the mixed flag measures. They are again
centered in the first component.
Hence we obtain the iterated translative formula for flag measures,∫
(Rn)k−1
ψ j(K1∩ (K2 + x2)∩·· ·∩ (Kk + xk), ·)λ k−1(d(x2, . . . ,xk))
= ∑
m∈mix( j,k)
ψm(K1, . . . ,Kk; ·). (40)
A mean value formula for flag measures of Boolean models Z follows from The-
orem 5. Since it looks very similar to (36) (but is in fact a generalization), we do not
copy it here.
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7 Tensor Valuations and Boolean Models
Finally, we consider the Minkowski tensors K 7→ Φr,sj (K) which are the central ob-
jects of various chapters of this volume. They are defined as integrals with respect to
the support measures. Therefore, Section 6.3 implies the iterated translative formula∫
(Rn)k−1
Φr,sj (K1∩ (K2 + x2)∩ . . .∩ (Kk + xk))λ k−1n (d(x2, . . . ,xk))
= ∑
m∈mix( j,k)
Φr,sm (K1, . . . ,Kk),
with mixed tensor valuations (K1, . . . ,Kk) 7→ Φr,sm (K1, . . . ,Kk), m ∈ mix( j,k). The
mixed tensor valuations Φr,sm1,...,mk are homogeneous of order m1 + r with respect to
the first argument K1 and homogeneous of order mi with respect to Ki for i≥ 2. For
r = 0 the Minkowski tensors are translation invariant. In this case their coordinates
are elements of Val and as an alternative to the above approach via support measures,
Theorem 2 can be applied directly.
It is convenient to define local Minkowski tensors as the tensor-valued signed
measures on Rn given by
Φr,sj (K,A) := c
r,s
n− j
∫
A×Sn−1
xrusΛ j(K,d(x,u))
for Borel sets A⊂ Rn. They fulfill the translative formula∫
(Rn)k−1
Φr,sj (K1∩ (K2 + x2)∩·· ·∩ (Kk + xk),A1∩ (A2 + x2)∩ . . .
. . .∩ (Ak + xk))λ k−1(d(x2, . . . ,xk))
= ∑
m∈mix( j,k)
Φr,sm (K1, . . . ,Kk;A1×·· ·×Ak) (41)
with mixed local Minkowski tensors Φr,sm (K; ·), m ∈ mix( j,k). For the translation
invariant Minkowski tensors we obtain also density formulas for Boolean models
reading
Φ 0,sj (Z) = e−Vn(X) ∑
m∈mix( j)
(−1)|m|−1
|m|!
Φ 0,sm (Y, . . . ,Y ).
If Z is an isotropic Boolean model we have
Φ 0,sj (Z) = 1{s ∈ 2N0}αn, j,sQ
s
2 V j(Z),
where
αn, j,s :=
2
s!
ωn− j ωs+n
ωn ωn− j+s ωs+1
.
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The translative formula and the density formulas for Minkowski tensors are con-
tained in [9]. In [9] also mean value formulas for all Minkowski tensors and a para-
metric example illustrating the usefulness of the Minkowski tensors for the study of
a special non-isotropic Boolean model can be found.
8 Concluding Remarks and Outlook
As we have mentioned before, the methods and results for the use of valuations
with stationary Boolean models Z can be extended to non-stationary Z under mild
regularity assumptions. We describe this situation in the following, but leave out
many details for which we refer to the literature.
We recall from Proposition 1 the definition of the measure Θ and the Poisson
property of Y , which shows that Θ is a translation invariant measure on K n, which
satifies
EY =Θ .
Since therefore Θ(A), for a Borel set A ⊂ K n, describes the mean number of par-
ticles from Y which fall into A, Θ is called the intensity measure of Y . For the dis-
cussion of the non-stationary case, we allow Poisson particle processes Y on K n,
where the intensity measure Θ := EY on K n is no longer translation invariant, but
is absolutely continuous with respect to a translation invariant measure. We call such
a measure translation regular. It then follows that
Θ(A) =
∫
K nc
∫
Rn
1A(K + x)η(K,x)λn(dx)Q(dK)
for some probability measure Q on K nc and a measurable function η ≥ 0 on K nc ×
Rn (see [26, (11.1)]). In general, Q and η are not uniquely determined by Θ , but they
are if η does not depend on K, hence can be considered as a function on Rn alone.
We will assume this throughout the following and refer to [26, Section 11.1] and
[30], for the more general situation. Then, η is called the intensity function and Q the
distribution of the typical grain of the Poisson particle process Y . The interpretation
is similar to the stationary case. Points in space are distributed according to the
intensity function η (by a Poisson process X0 in Rn with intensity measure
∫
ηdλn).
Then convex bodies are attached to the points independently and with distribution
Q.
Let now ϕ ∈ Val have a local extension Φ . Then Φ(Z, ·) is a signed Radon mea-
sure (defined on bounded Borel sets of Rn) which is absolutely continuous to the
Lebesgue measure λn. We denote its (almost everywhere existing) density by ϕ(Z, ·)
(this is a measurable function on Rn). Then we have, as a generalization of Theorem
1,
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ϕ(Z,z) =
∞
∑
k=1
(−1)k−1
k!
∫
K nc
· · ·
∫
K nc
∫
(Rn)k
η(z− x1) · · ·η(z− xk)
×Φ(k)(K1, . . . ,Kk;d(x1, . . . ,xk))Q(dK1) · · ·Q(dKk)
where the measure Φ(k)(K1, . . . ,Kk; ·) is given by
Φ(k)(K1, . . . ,Kk;A1×·· ·×Ak)
:=
∫
(Rn)k−1
Φ(K1 ∩ (K2 + x2)∩·· ·∩ (Kk + xk),A1∩ (A2 + x2)∩·· ·∩ (Ak + xk))
×λ k−1n (d(x2, . . . ,xk)) , (42)
for Borel sets A1, . . . ,Ak ⊂ Rn. It is remarkable that, in this non-stationary situation,
still an iterated translative integral shows up. Using (17), we can now proceed as in
Section 5.2 and obtain
ϕn(Z,z) = cn
(
1− e−Vn(Y,z)
)
,
ϕn−1(Z,z) = e−V n(Y,z)ϕn−1(Y,z),
and
ϕ j(Z,z) = e−Vn(Y,z) ∑
m∈mix( j)
(−1)|m|−1
|m|!
ϕm(Y, . . . ,Y,z, . . . ,z), (43)
for j = 0, . . . ,n−2 and λn-almost all z∈Rn. Here, the mean values for Y are defined
by
V n(Y,z) =
∫
K nc
∫
Rn
η(z− x)λn(dx)Q(dK)
and
ϕm(Y, . . . ,Y,z, . . . ,z) =
∫
K nc
· · ·
∫
K nc
∫
(Rn)k
η(z− x1) · · ·η(z− xk)
×Φm(K1, . . . ,Kk;d((x1, . . . ,xk))Q(dK1) · · ·Q(dKk),
see [30, Theorem 6.2].
Specializing to the examples discussed in Section 6, we obtain from (43) formu-
las for various geometric mean values for general Boolean models. In particular, for
the translation invariant local Minkowski tensors we obtain the formulas
Φ 0,sn−1(Z,z) = e−V n(Y,z)Φ
0,s
n−1(Y,z),
and
Φ 0,sj (Z,z) = e−V n(Y,z) ∑
m∈mix( j)
(−1)|m|−1
|m|!
Φ 0,sm (Y, . . . ,Y,z, . . . ,z), (44)
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for j = 0, . . . ,n− 2, s ∈ N0 and λn-almost all z ∈ Rn.
We conclude this article with an outlook on the recent development of applying
harmonic intrinsic volumes in the study of stationary non-isotropic Boolean models.
Harmonic intrinsic volumes are integrals of spherical polynomials with respect to
the area measures S j(K; ·) = cn, jΛ j(K,Rd × ·), j ∈ {0, . . . ,n− 1}. Let Sl denote
the space of spherical harmonics (i.e. homogeneous spherical polynomials p with
∆ p = 0) of degree l and let D(n, l) be the dimension of Sl . Let Yl,1, . . . ,Yl,D(n,l) be
an orthonormal basis of Sl with respect to the L2-scalar product with the measure
ω−1n σ . Then, harmonic intrinsic volumes are defined by
V l,pj (K) := cn, j
∫
Sn−1
Yl,p(u)S j(K,du),
where
cn, j :=
(
n
j
)
1
nκn− j
.
The harmonic intrinsic volumes V l,pj are elements of Val. Furthermore it holds
V 0,1j =V j,
i.e. the usual intrinsic volumes are contained in the collection of harmonic intrinsic
volumes. They fulfill an interesting rotation formula
∫
SOd
V l,pj (ϑK)ν(dϑ) =
{
V j(K), (l, p) = (0,1),
0, otherwise.
Since the harmonic intrinsic volumes are integrals with respect to the area mea-
sures, Section 6.3 implies the iterated translative formula,∫
(Rn)k−1
V l,pj (K1∩ (K2 + x2)∩ . . .∩ (Kk + xk))λ k−1n (d(x2, . . . ,xk))
= ∑
m∈mix( j,k)
V l,pm (K1, . . . ,Kk).
Consequently, also density formulas for Boolean models are obtained reading
V l,pj (Z) = e−Vn(X) ∑
m∈mix( j)
(−1)|m|−1
|m|!
V l,pm (Y, . . . ,Y ).
If Z is an isotropic Boolean model, we have
V l,pj (Z) =
{
V j(Z), (l, p) = (0,1),
0, otherwise,
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a property which already indicates that the harmonic intrinsic volumes are partic-
ularly useful for non-isotropic Boolean models. This turns out to be true, if we
consider a Boolean model where the grain distribution Q is rotation regular, i.e.
satisfies
Q(A) =
∫
K nc
∫
SOn
1A(ϑK)η(K,ϑ)ν(dϑ) ˜Q(dK)
for some rotation invariant probability measure ˜Q on K nc and a measurable function
η ≥ 0 on K nc ×SOn. The measure ˜Q is unique and the function η is unique ˜Q⊗ν-
everywhere under the additional assumptions∫
SOn
η(K,ϑ)ν(dϑ) = 1 and η(σK,ϑ) = η(K,ϑσ),
for K ∈K nc ,ϑ ,σ ∈ SOn. It was recently shown in [7] that in two and three dimen-
sions, for a stationary Boolean model with rotation regular grain distribution, the
intensity can be expressed as a series of products of the densities V l,pj (Z) of the
harmonic intrinsic volumes. For the proofs and the definition of the constants in the
following two theorems we refer to [7].
Theorem 6. In two dimensions, the intensity γ has the series representation
γ = ρ V 0(Z)+ρ2
∞
∑
l,m=0
D(2,l)
∑
p=1
D(2,m)
∑
q=1
c
p,q
l,m V
l,p
1 (Z)V
m,q
1 (Z)
with some constants cp,ql,m ∈ R and
ρ := 1
1−V2(Z)
.
Theorem 7. In three dimensions, the intensity γ has the series representation
γ = ρ V 0(Z)+ρ2
∞
∑
l,m=0
D(3,l)
∑
p=1
D(3,m)
∑
q=1
d p,ql,mV
l,p
1 (Z)V
m,q
2 (Z)
+ρ3
∞
∑
l,m,o=0
D(3,l)
∑
p=1
D(3,m)
∑
q=1
D(3,o)
∑
s=1
e
p,q,s
l,m,o V
l,p
2 (Z)V
m,q
2 (Z)V
o,s
2 (Z)
with some constants d p,ql,m ,e
p,q,s
l,m,o ∈R and
ρ := 1
1−V3(Z)
.
These representations of the intensity can be seen as a generalization of the re-
sults by Miles and Davy for isotropic Boolean models from 1976 which were men-
tioned in the introduction and described in Section 5.3. The article [8] will also
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contain applications of the series representation in Theorem 6 to specific examples
of Boolean models.
Harmonic intrinsic volumes are real-valued functionals but they are closely re-
lated to tensor-valued functionals. For the corresponding Minkowski tensors, see
[14, 20] and [16].
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