Let C m T denote the Kronecker product of a cycle C m and a tree T. If m is odd, then C m T is connected, otherwise this graph consists of two isomorphic components. This paper presents a scheme which constructs a long cycle in each component of C m T, where T satis es certain degree constraints. The cycle thus traced is shown to be a dominating set, and in some cases, a vertex cover of that component. The algorithm builds on (i) results on longest cycles in C m P n , where P n is a path on n vertices, and (ii) a path factorization of T. Additional results include characterizations for the existence of a Hamiltonian cycle and for that of a Hamiltonian path in C m T. Math Subject Class(1991): 05C05, 05C38, 05C45
Introduction
Let C m T denote the Kronecker product of a cycle C m and a tree T. Principal results of this paper include (i) characterizations for the existence of a Hamiltonian cycle and for that of a Hamiltonian path in C m T, and (ii) a procedure which constructs a long cycle in C m T. If T satis es certain degree constraints, then the cycle thus traced is shown to be a dominating set (and in some cases, a vertex cover). The scheme builds on (i) a previous work by one of the authors 9] with respect to {product of a cycle and a path, and (ii) a path factorization of a tree.
Batagelj and Pisanski 1] earlier presented a characterization for the existence of a Hamiltonian cycle in the Cartesian product of a cycle and a tree. For the analogous problem with respect to the strong product, Bermond, Germa and Heydemann 2] reported certain su cient conditions. By a graph is meant a nite, simple and undirected graph. Unless indicated otherwise, graphs are also connected and have at least two vertices. For graphs G = (V; E) and H = (W; F), the Kronecker product (or {product) of G and H is denoted by G H and is de ned as follows: V (G H) = V W and E(G H) = ff(u; x); (v; y)g j fu; vg 2 E and fx; yg 2 Fg. (Note that` ' denotes product of sets as well as Kronecker product of graphs; we use the context to resolve any ambiguity.) This graph product is variously known as categorical product, cardinal product, tensor product, direct product and graph conjunction. It is commutative and associative in an obvious way. Further, it is distributive with respect to edge{disjoint union of graphs. Among various associative products studied by Imrich and Izbicki 8], the Kronecker product has proved to be one of the most important. Several applications have been listed by Jha, Klavzar and Zmazek 10].
For m 3 and n 1, let C m and P n respectively denote a cycle on m vertices and a path on n vertices, where V (C k ) = V (P k ) = f0; ; k ? 1g, and where adjacencies are de ned in the natural way. If k is even (resp. odd), then P k is said to be an even path (resp. odd path). A tree is a connected, acyclic graph.
Note that if T is a tree on n vertices, then jV (C m T)j = m n and jE(C m T)j = 2 m (n ? 1) .
If a graph G is obtainable from a graph H by a sequence of edge subdivisions, then G is said to be homeomorphic from H.
For example, every cycle is homeomorphic from C 3 .
For a graph G, let c(G) and l(G) respectively denote the length of a longest cycle and the length of a longest path in G. The general problem of determining any of these two invariants is NP{ hard, and remains so even if the graph is known to be bipartite 5]. The invariant c(G) is also called circumference of G. The following de nition is relevant to our study.
De nition 1 12] A connected graph is said to be almost Hamiltonian if it is biconnected and it contains a cycle which is a vertex cover.
The problem of obtaining a longest cycle which is a vertex cover or a dominating set is also NP{hard. (Reduction from the Hamiltonian cycle problem!) Almost{Hamiltonian graphs are responsive to an application in fault{tolerant networks: (i) If a node fails, the healthy portion of the system is still connected, and (ii) If an edge fails, there is an alternative path to the destination. K 2;3 is an almost{Hamiltonian graph.
For isomorphic graphs G and H, we write G = H. If G is a graph and v is a vertex of G, then deg G (v) denotes the degree of v while (G) denotes the largest degree of a vertex of G. If S is a vertex subset of a graph G, then < S > denotes the subgraph of G induced by S. The (shortest) distance between two vertices u, v of a graph G is denoted by dist G (u; v) or simply dist(u; v) if reference is clear from the context. Let T be a tree. A vertex of degree one of T is called an endpoint while a vertex adjacent to an endpoint is called a support vertex. T is a said to be 1{contractable to a path if T itself is a path or T minus its endpoints is a path. The following theorem states certain relevant characteristics of C m T. Whether or not C m T is planar depends mainly on the structure of T. In particular, if m = 4 or T is 1{contractable to a path, then C m T is planar. On the other hand, C m T is outerplanar if and only if T = K 2 . Characterizations for planarity and outerplanarity of Kronecker{product graphs have been reported by Farzan and Waller 4] , and Jha and Slutzki 11], respectively. For any unde ned terms in this paper, see the book by Harary 6] .
Example Graphs C 5 P 6 and C 5 P 7 appear in Figure 1 and Figure 2 . For the sake of clarity, a vertex (i; j) has been shown as ij.
The following observations about the structure of the graph C m P n appear in 9] and are instructive. First suppose that m is odd and n is even, and consider the partition of V (C m P n ) into the following subsets: f0; ; m?1g f2i; 2i+1g, 0 i (n=2)?
1. The induced subgraph corresponding to each of these vertex subsets is a cycle of length 2m. Based on this fact, the graph C m P n may be viewed as containing n=2 \concentric cycles," each of length 2m. (See Figure 1. ) If m and n are both odd, then V (C m P n ) may be partitioned into the folllwing subsets: f0; ; m?1g f2i; 2i+1g, 0 i (n?3)=2, and f0; ; m?1g fn ? 1g. In this case, the rst (n ? 1)=2 subsets correspond to as De nition 2 If T is a tree, then sub(T) is the tree obtained from T as follows: For each support vertex x of T, if the number k x of endpoints adjacent to x is greater than one, then remove any k x ? 1 endpoints adjacent to x.
It is straightforward to see that for every tree T, sub(T) is unique up to isomorphism. Note that if T is a tree in which every support vertex has exactly one endpoint adjacent to it, then sub(T) = T. In general, sub(sub(T)) = sub(T). Further, if T is a star K 1;r , then sub(T) = K 2 , and if T is a tree of diameter three, then sub(T) = P 4 . Also, if sub(T) is a path, then T is 1{ contractable to a path. Importance of (and motivation behind) De nition 2 may be seen from the following result. Proof. Let T be a tree, and let v be a support vertex of T. Suppose that x 1 ; ; x k are the endpoints adjacent to v. For a vertex i of C m , the vertices (i; x 1 ); ; (i; x k ) of the graph C m T are such that at most one of them may be included in a cycle of length greater than four. This is because each of (i; x 1 ); ; (i; x k ) is of degree two, and has the same set of neighbors, viz, f(i ? 1; v); (i + 1; v)g. Thus, from the viewpoint of tracing a longest cycle in C m T, it su ces to retain exactly one vertex from among (i; x 1 ); ; (i; x k ). Note further that the graph obtained from C m T by retaining exactly one vertex from among (i; x 1 ); ; (i; x k ) corresponding to every support vertex v of T is isomorphic to C m sub(T).
For (2) , let P be a longest path in C m T, and let (i; x j ) be a vertex of C m T, where x j is an endpoint of T. If at most one terminal vertex of P is of the form (i; x j ), then P must be of length l(C m sub(T)). On the other hand, if both terminal vertices of P are of the form (i; x j ), then P will be of length at most 1+l(C m sub(T)). These statements follow by an argument similar to that for c(C m T) above.
By The subgraph of T induced by fv; x 1 ; ; x k g is isomorphic to K 1;k where v is the \center" of the star. Clearly C m K 1;k is an induced subgraph of C m T. The graphs C 3 , K 1;4 and C 3 K 1;4 appear in Figure 3 , and are meant to facilitate understanding of our argument. (Here again, a vertex (i; z) of C 3 K 1;4 has been shown as iz.)
In order for a subtree T x i to participate in a cycle of C m T, exactly two edges of the following form must appear on that cycle: Section 2 states results on edge decompositions of C m P n into long cycles and long paths. In particular, exact values are presented for c(C m P n ) and l(C m P n ). Section 3 deals with path factorization of a tree. The purpose is to prepare ground for the development of a scheme for a long cycle/long path in C m T, where T satis es certain degree constraints. The scheme itself appears in Section 4 and constitutes our main result. Section 5 consists of certain concluding remarks.
Preliminary Results
Important results of this section include (i) characterizations for the existence of a Hamiltonian cycle and for that of a Hamiltonian path in C m T, and (ii) edge decompositions of each component of C m P n into long cycles and long paths.
Theorem 2.1 Let T be a tree having n vertices and p endpoints. (1) and (2) have thus been established. Proof of (3) is similar: Recall Lemma 1.2 and the observations preceding it.
The following result includes exact value for c(C m P n ), and shows that the upper bound on c(C m T), as mentioned in Theorem 2.1, is sharp. Theorem 2.2 Let m; n 3.
1. If m is odd and n is even, then c(C m P n ) = mn ? 2, and C m P n is edge decomposable into two cycles, one of which is longest. Fig 6/Fig 7) . Constructions in Section 4 make use of this recurrence. For the case when m is even, a recurrence for c(C m P n ) is obtainable from the foregoing by replacing \2m" by \m" on the right side. By Lemma 1.4 and Theorem 2.2, if T is a tree such that sub(T) is a path, then we have an exact value for c(C m T).
Each component of C m P n is almost Hamiltonian. For odd m, this is easily seen from any of the two cycles in Fig 4/Fig 5. For even m, proof is similar; recall Lemma 1.2 and the remarks preceding it.
The next result deals with decomposition of C m P n into long paths. It is analogous to Theorem 2.2.
Theorem 2.5 Let m; n 3.
1. If m is odd and n is even, then l(C m P n ) = mn ? 1, and C m P n is edge decomposable into two paths, one of which is a Hamiltonian path. The following recurrence is analogous to that for c(C m P n ) presented earlier. For the case when m is even, a recurrence for l(C m P n ) is obtainable from the foregoing by replacing \2m" by \m" on the right side. The following theorem includes a characterization for the existence of a Hamiltonian path in C m T and an upper bound on l(C m T). It is analogous to Theorem 2.1.
Theorem 2.7 Let T be a tree having n vertices and p endpoints. The next result is interesting in its own right.
Theorem 2.8 If T is a tree which is 1{contractable to a path, then each component of C m T is almost{Hamiltonian.
Proof. Let T be as stated. If jV (T)j = 2, 3, then the claim is easily seen to be true. Suppose that jV (T)j 4 and suppose that P n is a longest path of T. Clearly, n 3 and all vertices of T which are of degree at least two appear on P n . Let m be odd and let C be the cycle of C m P n which is similar to the rst cycle that appears in Fig 4/Fig 5. It is easy to see that if v is a vertex of T such that (i; v) does not appear on C, then v is an endpoint of T. Since all endpoints of T are mutually nonadjacent, C must be a vertex cover.
For the case when m is even, recall Lemma 1.2 and the remarks preceding it. Argument is similar to that above.
Path Factorization of a Tree
De nition 4 Let T be a tree having p endpoints. T is said to admit of a path factorization into a sequence P n 1 ; ; P n p?1 of paths if 1. P n 1 ; ; P n p?1 constitute a vertex decomposition of T, 2. P n 1 is such that both of its terminal vertices are endpoints of T, and 3. for 2 i p ? 1, P n i is a path (possibly K 1 ) exactly one terminal vertex of which is an endpoint of T.
It is straightforward to see that the foregoing statement is well{de ned. Path factorization of a tree need not be unique, but every factorization will consist of exactly p ? 1 paths, where p is the number of endpoints in the tree. This topic has been an object of study by several researchers, notably Slater 13], and Skupien and Zygmunt 14]. However, there is no unanimity on the de nition. In any event, every formulation may be viewed as a solution to the problem of moving along edges in order to visit each vertex exactly once.
The present discussion is going to be useful in the next section, where we view a tree as a collection of paths and employ results of the previous section to obtain a long cycle/long path in each component of C m T. The following procedure is relevant. It is easy to see that procedure PathFactor terminates and builds a sequence of oriented paths such that the corresponding sequence of unoriented paths constitutes a path factorization of T in the sense of De nition 4. A tree T and its factorization into oriented paths appear in Fig 10. Note that each path is being oriented towards that terminal vertex which is an endpoint of T. Reason for orientation is to evolve a deterministic algorithm.
Main Result
We rst present a procedure LCycle which constructs a long cycle of C m T, where m is odd and T is homeomorphic from K 1;r , 3 r m. The cycle thus constructed is shown to be a vertex cover and of length ( P r?1 i=1 c(C m P n i )) ? 2 (s ? 1) , where fP n 1 ; ; P n r?1 g is a path factorization of T and s is the number of paths in the factorization which are di erent from K 1 . We will subsequently present a general scheme which invokes LCycle as a subroutine.
The scheme may intuitively be described as follows. Assuming that T is homeomorphic from K 1;r (whence T has r endpoints), let P n 1 ; ; P n r?1 be a sequence of oriented paths of T obtainable by means of procedure PathFactor. First let C be the (longest) cycle of C m P n 1 which is similar to the rst cycle from Fig 4/Fig 5. For k 2, suppose that P n k is di erent from K 1 . The algorithm constructs a longest cycle C 0 of C m P n k , and then builds a cycle D from C and C 0 by appropriately removing two consecutive edges from each of C and C 0 , and by introducing two new edges between the resulting \horseshoes." D is subsequently reassigned to C, and if k r ? 2, then the procedure continues with the next iteration.
Result for the case when m is even will follow as a corollary. By Lemma 1.4(1), we may throughout assume that the tree is such that each of its support vertices is adjacent to exactly one endpoint.
procedure LCycle(C m : odd cycle, T: tree, C: cycle); (* T is homeomorphic from K 1;r , 3 r m *) (* The procedure constructs a long cycle C of C m T *) begin (1) let P n 1 ; ; P n r?1 be a sequence of oriented paths of T obtainable by means of procedure PathFactor; (* The unoriented paths P n 1 ; ; P n r?1 constitute a path fatorization of T *) (* T has r endpoints, hence there are r ? 1 paths in the factorization *) (2) let P n 1 = a 0 ! a 1 ! ! a n 1 ?1 ; (* deg T (a 0 ) = deg T (a n 1 ?1 ) = 1, n 1 3 *) (3) let C be the cycle of C m P n 1 prescribed below: here *) (* Note that C is a longest cycle of C m P n 1 *) (4) let a i be the vertex of T such that deg T (a i ) = r; (* 1 i n 1 ?2 *) (* a i must appear on P n 1 , and is actually the center of T *) (* For 2 k r ? 1, P n k = b 0 ! ! b n k ?1 is such that fa i ; b 0 g 2 E(T) *) (5) if a i is such that i is odd, then go to ODD; (*******************************************************************) (6) (*******************************************************************) Proof. Let C m and T be as stated, and note that procedure LCycle has the structure shown in Fig 11. Termination of the procedure being obvious, we establish correctness.
Step (1) invokes procedure PathFactor (which appears in the previous section) and obtains a sequence P n 1 ; ; P n r?1 of oriented paths corresponding to a path factorization of T. Path P n 1 is di erent from all else in the sense that it has at least three vertices (including the center of T) and each of its terminal vertices is an endpoint of T. By results of Section 2, statements at step (3) are sound. C is a longest cycle of C m P n 1 . Its form is depicted by the rst cycle of Fig 4/Fig 5. T has exactly one vertex of degree r.
Step (4) First suppose that a i is such that i is even so that control reaches step (6), which initializes two integer variables p and q. The \for" loop, which runs from step (7) through (14), consists of r?2 iterations corresponding to the paths P n 2 ; ; P n r?1 . At each iteration, a longest cycle of C m P n k is appropriately coupled with the existing cycle to yield a longer cycle. If n k = 1, then steps (9) through (13) are skipped, since C m P 1 cannot contribute anything. Assume that n k 2.
Step (10) constructs a longest cycle C 0 of C m P n k . If n k 4, then C 0 is similar to the rst cycle from Fig 6/Fig 7. This is in contrast to the form of the cycle constructed at step (3). By Corollary 2. We are now ready to examine correctness of the construction of cycle D from cycles C and C 0 at step (11) . The reader may verify that at each iteration of the \for" loop, the following holds: (i) the segment (p; a i ) ? ( Consequently, step (11) is sound. The cycle D thus constructed is reassigned to C at step (12). Subsequently, each of the two integer variables p and q is incremented by two. This is done to ensure correct couplings of cycles C and C 0 across two di erent iterations of the \for" loop.
Observe that coupling of cycles is done along a path having 2m ? 3 vertices of the cycle constructed at step ( . . .
(*******************************************************************) (*******************************************************************) where fP n 1 ; ; P n r?1 g is a path factorization of T and s is the number of paths in the factorization which are di erent from K 1 . Interestingly enough, cycle length is dependent on path factorization of T, which is far from unique. In any event, the cycle constructed is a vertex cover, since the vertices missed are mutually nonadjacent.
The following is a notable remark with respect to the cycle constructed by procedure LCycle/LCycle 0 . Let a i be the center of the tree T, as stated at step (4). The vertices (0; a i ); ; (m ?
1; a i ) of C m T are all of (maximum) degree 2r while remaining vertices are of degree two or four. The reader may verify that all of the foregoing vertices of maximum degree appear on the cycle constructed by procedure LCycle/LCycle 0 . See 3] for characteristics of a cycle which contains vertices of maximum degree.
We are now ready to present a general sceme which builds on procedures LCycle and LCycle 0 , and constructs a long cycle in C m T. Here T is viewed as a graph consisting of subgraphs, each of which is homeomorphic from some K 1;r where 2 r m.
De nition 5 Let T be a tree having p endpoints, which admits of a factorization into a sequence P n 1 ; ; P n p?1 of oriented paths (obtainable by means of procedure PathFactor) such that the following conditions are satis ed: It is easy to see that if T is a tree such that any two distinct vertices of T which are of degree 3 are at a distance of at least three, then T necessarily satis es De nition 5. (1) let P n 1 = a 0 | | a n 1 ?1 be a path in T, where deg T (a 0 ) = deg T (a n 1 ?1 ) = 1, n 1 3; (1a) let P n 1 = a 0 ! ! a n 1 ?1 be the oriented path corresponding to P n 1 ; (2) let C be the cycle of C m P n 1 prescribed below:
(2a) if n 1 = 3, then C is the cycle induced by f0; : : :; m ? 1g fa 0 ; a 1 g; (2b) if n 1 4, then C is the cycle similar to the rst cycle from Fig 4/Fig 5; (* A vertex of the form (s; t) in Fig 4/Fig 5 will appear as (s; a t ) here *) (* Note that C is a longest cycle of C m P n 1 *) (3) let P n 1 be colored blue; (4) T 0 := P n 1 ; S := fP n 1 g; (* T 0 is a subtree of T which grows at every iteration of the algorithm *) (* S is a set of vertex-disjoint oriented paths of T 0 *) (* At end, T 0 will equal T while S will correspond to a vertex decomposition of T *) (5) while T 0 6 = T do begin Proof. Let C m and T be as stated. We present an inductive argument to prove correctness of the algorithm.
Important book{keeping consists of maintaining a subtree T 0 of T and a set S of vertex{disjoint oriented paths of T 0 . Each oriented path that appears in S is colored either blue or black. Both T 0 and S grow at every iteration of the algorithm. Inductive assertion consists of the following:
C is a cycle of C m T 0 . S consists of oriented paths which constitute a vertex decomposition of T 0 .
Each oriented path a 0 ! ! a r?1 in S is such that a 0 | | a r?1 is a path in T, where deg T (a r?1 ) = 1.
Suppose that P r = a 0 ! ! a i ! ! a r?1 is an oriented path in the set S such that deg T 0(a i ) = 2 and deg T (a i ) 3. If P r is colored blue (resp. black), then cycle C contains a path P on 2m ? 2 vertices similar to that mentioned in Corollary 2.3(1) (resp. Corollary 2.3(2)), where vertices on P are of the form (j; a i )/(j; a i+1 ), if i is even and (j; a i?1 )/(j; a i ), if i is odd.
Step (1) of the algorithm lets P n 1 be the path in a factorization of T, where each terminal vertex of P n 1 is an endpoint of T. Let P n 1 be the corresponding oriented path. At step (2), a longest cycle C of C m P n 1 is constructed, and at the next step, P n 1 is colored blue.
Step (4) consists of initializations to (sub)tree T 0 and set S. It is easy to see that induction basis holds.
Let us examine a typical iteration of the \while" loop.
Step (6) selects a vertex u of T 0 such that deg T 0(u) = 2 and deg T (u) = r 3. It is clear that such a vertex exists in T 0 .
Step (7) Most of the work is done at step (9). Depending on the color of P n j and parity of i, exactly one of (9a), (9b), (9c) and (9d) is executed, and a longest cycle of each of C m P k 1 ; ; C m P k r?2 is coupled with the existing cycle C leading to a longer cycle, which is again being called C. Soundness of this step follows from induction hypothesis and from correctness of procedure LCycle/LCycle 0 presented earlier.
At step (10), the oriented paths P k 1 ; ; P k r?2 are colored alike. If i is even (resp. odd), then the color assigned is different from (resp. same as) that of P n j . The purpose of coloring an oriented path is to remember whether procedure LCycle or procedure LCycle 0 was used in conjunction with that path. At step (11), (sub)tree T 0 and set S are appropriately updated.
What remains to be shown is that there is no interference between couplings of cycles at step (9) across two di erent iterations of the algorithm. Here is where the two conditions on the structure of T, stated in De nition 5, come to the fore. Note that a total of r ? 2 cycles are coupled to the existing cycle at step (9), where 3 r m. Let b i be the vertex of degree r of the oriented path P n j , as stated at step (7) . If i is even (resp. odd), then vertices b i , b i+1 (resp. b i , b i?1 ) of this oriented path participate in the coupling during this iteration. Condition (2) of De nition 5 ensures that these two vertices are not relevant during any other iteration.
Further, if an oriented path P kt = c 0 ! ! c kt?1 is one of the r ? 2 paths mentioned at step (9), then the vertices of P kt which take part in the couplinmg at that point are c 0 and c 1 . By condition (1) of De nition 5, both c 0 and c 1 are of degree at most two, and it is straightforward to see that these two vertices will not participate in any other coupling of cycles. For example, if c 2 (or c 3 ) is of degree 3, then the vertices of P kt participating at that point will be c 2 and c 3 .
To conclude, note that the cycle C, (sub)tree T 0 and set S obtained at the end of the \while" loop conform to the induction assertion.
It is straightforward to see that the cycle of C m T constructed by procedure LongCycle is of length ( P p?1 i=1 c(C m P n i ))?2 (s?1), where p is the number of endpoints in T, fP n 1 ; ; P n p?1 g is a path factorization of T and s is the number of paths in the factorization which are di erent from K 1 . Further, the cycle traced is a dominating set, since every missed vertex is adjacent to some vertex on the cycle. In fact, in many cases, the cycle will be a vertex cover. The cycle thus constructed has the additional characteristic that it includes all vertices of maximum degree. (Veri cation is left to the reader.) Note also that cycle length is dependent on path factorization.
Let us now consider the case when m is even. By Theorem 1.1(3), C m T consists of two isomorphic components. We have the following result. Procedures LCycle, LCycle 0 and LongCycle may as well be modi ed to yield a scheme which constructs a long path in C m T. However, length of the resulting path is almost same as length of the corresponding cycle.
Concluding Remarks
Tracing a longest cycle or a longest path in a graph is one of the classical combinatorial problems, with potential applications. This paper addresses this question with respect to C m T, that is, Kronecker product of a cycle C m and a tree T. Since a tree is a bipartite graph, so is C m T.
It is demonstrated in Section 1 that the length of a longest cycle/longest path in C m T critically depends on the structure of T. In particular, c(C m K 1;r ) = c(C m K 2 ) for all r 1. Section 2 recapitulates and illustrates important results from 9] on edge decompositions of C m P n into long cycles and long paths, respectively. Further, characterizations are established for the existence of a Hamiltonian cycle and for that of a Hamiltonian path in C m T. Towards developing an algorithm for a long cycle in C m T,
we view a tree having p endpoints as a collection of p ? 1 paths, which constitute a vertex decomposition of T. The resulting path factorization apppears in Section 3. Main result of this paper consists of a scheme LongCycle in Section 4, which traces a long cycle in C m T, where m is odd and T is a tree that satis es certain degree constraints. The algorithm carefully employs results of the preceding sections. The scheme thus obtained is easily adaptable for the case when m is even.
The cycle constructed has the following desirable characteristics: (i) It is a dominating set, and in some cases, a vertex cover, and (ii) It includes all vertices of maximum degree.
