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Abstract—An “inconsistent” particle filter produces—in a statistical sense—larger
estimation errors than predicted by the model on which the filter is based. Two test
variables are introduced that allow the detection of inconsistent behavior. The
statistical properties of the variables are analyzed. Experiments confirm their
suitability for inconsistency detection.
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1 INTRODUCTION
THE applicability of a Kalman state estimator is restricted to linear-
Gaussian systems. This severe limitation has urged many research-
ers to find generalizations of the filter. In the last decade, a new
methodology for state estimation has emerged. “Particle filtering”
uses aMonteCarlo approach to represent the probability densities of
the underlying process [1], [2]. Sets of samples are able to represent
complex probability densities. As such, particle filtering has the
potential to cope with non-Gaussian and nonlinear cases, as well as
with discrete cases, i.e., hidden Markov models, and even with
mixed cases (e.g., continuous states interacting in different modes).
An important aspect of the design of a state estimator is the
selection of a suitable state model describing the underlying
physical process and the sensory system. Errors in the model lead
inevitably to (unforeseen) estimation errors and an overoptimistic
error covariance matrix. Modeling errors can never be avoided
since real physical systems are more complex than mathematical
models can describe. The crux is to find a model with a degree of
accuracy such that the influence of modeling errors is just
negligible compared with the (foreseen) errors due to process
noise and measurement noise. If the model is too coarse, with only
a few parameters and states, large modeling errors give rise to
biased estimates. If the model is too fine, many parameters must be
determined during the system identification. The risk of overfitting
shows up. The more parameters the model contains, the more
sensitive the estimator becomes to small deviations of these
parameters. Additional problems arise due to wear and aging of
the system during its lifetime. The parameters can slowly change
as time proceeds. Usually, estimators that are based on complex
and detailed models are quite sensitive to the drift of parameters.
1.1 Objectives
The term “inconsistency” refers here to a situation in which a state
estimatorproduces estimation errors that—ina statistical sense—are
larger than predicted by the model on which the estimator is based.
In a particle filter, inconsistent behavior is caused by two possible
effects. First, thenumberof samplesmaybe too small to represent the
probability densities with sufficient statistical significance. Second,
particle filtering leans strongly against a model describing the
physical process and the sensory system.Thus,modeling errors are a
possible threat for its optimality. The designproblemoutlined above
arises: To what level of accuracy should the model describe the
physical process? Too much modeled details lead to high-dimen-
sional state spaces where it is difficult to find a statistically
representative set of samples, and where the impact of small
deviations of the parameters of themodel is large. Too little details in
the model introduce a bias in the estimates.
The goal of this paper is to arrive at the definition of a set of
statistical test variables that are useful during the design stage of a
particle filter, i.e., during its development and deployment. These
test variables should be helpful to decide whether in a given
particle filter the model being used is accurate enough with respect
to the uncertainties due to process noise and measurement noise.
The test variables can also be used for the detection of incon-
sistencies of a particle filter during its online operation. The
purpose then is to test whether the particle filter is still operating
properly. As such, these test variables are useful for fault detection
and for the detection of drifting parameters, etc.
As a simple example, consider a crane moving a mass m in a
horizontal direction (Fig. 1). The process is modeled by a second
order system. The system is influenced by an unknown acceleration
aðtÞ of the trolley. White noise is assumed here. The states are
formed by the angle ðtÞ and its derivative, the turn rate _ðtÞ. We
assume that both states are measured at a rate of five samples per
second. Fig. 1 shows a simulated realization of the process along
with the noisy measurements. The figure also shows the result of a
particle filter that takes themeasurements as input and estimates the
states. The filter is based on the assumption that the arm length is
fixed,R ¼ 1:5 m. However, the real underlying process satisfies this
model only up to t ¼ 25 s. From that moment on, the arm length
linearly increases, thus causing a gradually increasing discrepancy
between the model and the real physical process. In this simulation,
the effect of the discrepancy is seen as a phase shift between real
angle and its estimate. Fig. 1 shows three test variables that are
derived from the measurements and the estimates solely.Neff is the
effective number of samples. It is meant for the detection of a
degeneration of the particle filter (Section 2.3). Fig. 1 demonstrates
that it is not useful for the detection ofmodel discrepancies. The two
other test variables, 2u and 
2
P , measure how well the probability
density of predicted measurements matches the observed measure-
ments. It can be seen that at about 15 s after the beginning of the drift
the inconsistent behavior of the estimator becomes appreciable.
1.2 Outline
The outline of the paper is as follows: Section 2 first discusses
previous work. It then introduces the specific particle filter being
considered in this paper. Next, the section sets up two new types of
test variables that are applicable in the particle filter. The section
finalizes with a discussion about how to implement the test
variables practically. Section 3 describes the experiments that have
been conducted to evaluate the appropriateness of the defined test
variables. The paper closes in Section 4 with a conclusion.
2 CONSISTENCY CHECKS
2.1 Previous Work
Early work on consistency checks for online estimation is related to
Kalman filtering [3], [4], [5], and dealing with linear-Gaussian
systems. The principle used is that the sequence of calculated
innovationvectors~zðiÞ is a zeromean,whiteGaussian sequencewith
known covariance matrix SðiÞ. i is the discrete time index. A
necessary condition for a consistent behavior of the Kalman filter is
that the so-called “normalized innovation squared,” NisðiÞ¼def~zT ðiÞ
S1ðiÞ~zðiÞ, has a 2M -distribution (M is the dimension of the
measurement vector).
Similar work, related to particle filtering, has been recently
written. The Expected Log Likelihood discussed in [6] measures
incompatibilities between prior probabilities and posterior prob-
abilities.Where in some applications this criterion is useful, in others
it is not because modeling errors do not necessarily lead to
incompatibilities between prior and posterior. In [7] and [8], a test
variable is introduced that is similar in spirit to the Nis variable in
Kalman filtering. However, the test is applicable only for a system
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with scalarmeasurements. In [9], the results in [8] are touched upon,
generalizing the method to vectorial measurements. However, that
generalization leads to a set of dependent test variables. See
Section 2.3. The current paper uses the same principle as in [8].
The novelty is that we give an extension to vectorial measurements
leading to a set of test variables that are i.d.d. and therefore can be
further transformed into a single test variable. We also present an
implementation suitable for the particle filter. Finally, we demon-
strate the appropriateness of the method using a simulation.
2.2 Particle Filters
We consider a state equation given by xðiþ 1Þ ¼ f xðiÞ;wðiÞð Þ,
where xðiÞ is the state, andwðiÞ, the process noise, is an independent
noise sequence statistically defined by the pdf pwðwÞ. Both fð:; :Þ and
pwð:Þ may explicitly depend on the time i. The state equation,
together with pwðwÞ, defines a transition pdf pt xðiþ 1ÞjxðiÞð Þwhich
will be used from now on. The measurements are modeled by
zðiÞ ¼ h xðiÞ;vðiÞð Þ, where vðiÞ is an independent noise sequence
with pdf pvðvÞ. Together, hðÞ and pvðvÞ define the conditional pdf
pz zðiÞjxðiÞð Þ. Starting from the prior pdf p0 xð0Þð Þ of xð0Þ, the online
posterior pdf is iteratively obtained using the following relations:
update : p xðiÞjZðiÞð Þ ¼ 1
c
pz zðiÞjxðiÞð Þp xðiÞjZði 1Þð Þ
prediction : p xðiþ 1ÞjZðiÞð Þ ¼
Z
xðiÞ2X
pt xðiþ 1ÞjxðiÞð Þp xðiÞjZðiÞð ÞdxðiÞ
ð1Þ
c is a normalizing constant. ZðiÞ is the sequence fzð0Þ;    ; zðiÞg of
available measurements.
The particle filter keeps a representation of pðxðiÞjZðiÞÞ bymeans
of a set of weighed samples, the particles fxðnÞs ðiÞ; wðnÞðiÞg with n ¼
1;    ; N andPNn¼1 wðnÞðiÞ ¼ 1. An optimal estimate x^ðiÞ is obtained
by applying an optimality criterion, e.g., minimum mean square
error, maximum a posteriori, etc., and finding the xðiÞ that
maximizes that criterion. Expectations are approximated by
E½gðxðiÞÞjZðiÞ PNn¼1 wðnÞðiÞgðxðnÞs ðiÞÞ.
The nth sample xðnÞs ðiÞ is drawn from a so-called proposal
density function qðxðiÞjxðnÞs ði 1Þ; zðiÞÞ. The many forms of particle
filtering differ in their choice of this function. The most popular
choice is to define: qðxðiÞjxðnÞs ði 1Þ; zðiÞÞ¼
def
ptðxðiÞjxðnÞs ði 1ÞÞ. In
our experiments, we will use this as the proposal density. Another
aspect in which the forms may differ is the so-called resampling
strategy. Without resampling, a particle filter is likely to degen-
erate meaning that after a few iterations all weights approach zero
except for one. An indicator for the degree of degeneracy is the
effective sample size [2], shown in Fig. 1:
Neff ðiÞ¼def 1PN
n¼1 wðnÞðiÞð Þ2
: ð2Þ
If all weights are equal, Neff ¼ N . But, if the weights are unevenly
distributed, then Neff  N .
Resampling is the act of redrawing samples from another density
with the goal to equalize the weights. Several methods exist, but the
most popular one, that is used here, is systematic resampling which
redraws samples from the density pðxÞ ¼PNn¼1 wðnÞðiÞðx xðnÞs ðiÞÞ.
The new samples are exact copies of some of the old samples, but
with multiplicities that are proportional to their old weights. The
new weights are reset to 1=N . Details of the resampling algorithm
are given in [2]. A single iteration step of the used particle filter is as
follows:
1: for n ¼ 1 : N 1:1 draw xðnÞs ðiÞ from pt xðiÞjxðnÞs ði 1Þ
 
1:2 wðnÞðiÞ ¼ pz zðiÞjxðnÞs ðiÞ
 
2: normalize : wðnÞðiÞ :¼ wðnÞðiÞ=PN
n¼1
wðnÞðiÞ
3: resample:
ð3Þ
This type of particle filtering is called SIR filtering (Sampling
Importance Resampling).
2.3 Definition and Properties of Test Variables
The purpose of this section is to find a concept within the
framework of particle filtering that is equivalent to the Nis in
Kalman filtering. The idea is as follows: Suppose that, using all
previous measurements Zði 1Þ up to time i 1, the pdf of the
state xðiÞ is p xðiÞjZði 1Þð Þ. Then, the probability of zðiÞ is:
p zðiÞjZði 1Þð Þ ¼
Z
x
p zðiÞ;xðiÞjZði 1Þð Þdx
¼
Z
x
pz zðiÞjxðiÞð Þp xðiÞjZði 1Þð Þdx:
ð4Þ
The pdf pz zðiÞjxðiÞð Þ is simply the model of the sensory system and
as such known. The pdf p xðiÞjZði 1Þð Þ is represented by the
predicted samples. Therefore, using (4), the pdf p zðiÞjZði 1Þð Þ can
be calculated online. If the sequence of observedmeasurements zðiÞ
do not obey the statistical properties prescribed by the sequence of
pdfs p zðiÞjZði 1Þð Þ, then the filter is inconsistent.
A test whether all zðiÞ comply with p zðiÞjZði 1Þð Þ is not easy
because p zðiÞjZði 1Þð Þ depends on i. In [9], the test variables are
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Fig. 1. Estimation of the angle of a moving crane. From t ¼ 25 s on, the physical process starts deviating from the assumed model. There are three consistency test
variables. The test variables, 2u and 
2
P , are able to detect the inconsistency after about 15 s.
defined by treating each scalar measurement separately. Consider
the mth element zmðiÞ of the measurement vector, and assume that
pmðzmjZði 1ÞÞ is its hypothesized marginal probability density.
The cumulative distribution of zmðiÞ is FmðzjZði 1ÞÞ ¼
R z
1
pmðjZði 1ÞÞd. Then, for consistency, the randomvariable umðiÞ ¼
FmðzmðiÞjZði 1ÞÞmust have a uniform distribution between 0 and
1.Theconsistencycheckboilsdownto testingwhether the individual
umðiÞs, calculated over the past I moments of time, i.e.,
fumðjÞjj 2MWðiÞ and m ¼ 1;    ;Mg, indeed have such a uniform
distribution.MWðiÞ is a moving window that contains the recent I
past time indices, i.e.,MWðiÞ ¼ fi I þ 1;    ; ig. A disadvantage of
this approach is that the umðiÞs for different m and fixed i are not
necessarily independent (as can be shown easily by imagining a
measurement element that is almost a clone of a second measure-
ment element). It isnotpossible to combine theM individual tests toa
single combined test because the joint probability of the umðiÞs is not
anM-dimensional hypercube.
To guarantee identical and independent distributions the
procedure mentioned in [10] can be followed. The test variables are
defined thenbyumðiÞ ¼ Fm zmðiÞjz1ðiÞ;    ; zm1ðiÞ;Zði 1Þð Þ,where
Fmð:j:Þ is the cumulative distribution of zmðiÞ given z1ðiÞ;    ;
zm1ðiÞ;Zði 1Þ. Section 2.4 discusses a method to calculate the
umðiÞs using a particle representation of p zðiÞjZði 1Þð Þ.
A second consistency check can be conceived by using the
property that the sequences umðiÞ must be independent. Suppose
that we stack the variables umðiÞ in a vector, uðiÞ ¼ ½u1ðiÞ   
uMðiÞT , then the sequence uðiÞ is independent as p uðiÞ;uðjÞð Þ ¼
p uðiÞð Þp uðjÞð Þ for any pairuðiÞ;uðjÞ. In [8], the proof is outlined for a
system with scalar measurements. An argument that covers the
vectorial case is as follows: Suppose j < i. Then,
p uðiÞ;uðjÞð Þ ¼
Z
p uðiÞ;uðjÞjZði 1Þð ÞpðZði 1ÞdZði 1Þ: ð5Þ
uðjÞ is a deterministic function of Zði 1Þ since zðjÞ is included in
Zði 1Þ. Therefore, uðjÞ can be written as, say, uðjÞ ¼ g Zði 1Þð Þ.
Consequently,
p uðiÞ;uðjÞð Þ ¼Z
p uðiÞjZði 1Þð Þ uðjÞ  g Zði 1Þð Þð ÞpðZði 1ÞdZði 1Þ
¼ p uðiÞð Þ
Z
 uðjÞ  g Zði 1Þð Þð ÞpðZði 1ÞdZði 1Þ:
ð6Þ
The rationale behind the last step is that uðiÞ is the result of a
functional definedon pðzðiÞjZði 1ÞÞ. Therefore, the conditionZði
1Þ is implied inp uðiÞð Þ.Consequently,p uðiÞjZði 1Þð Þ ¼ p uðiÞð Þ. The
same argument is used in [5] for the linear-Gaussian case.
Equation (6) shows that p uðiÞ;uðjÞð Þ is of the form p uðiÞð Þp uðjÞð Þ.
The i.i.d. property of the sequence umðiÞwill now be used to get
the second set of variables. In [8], this is done using the
autocorrelation function. Another approach is using the normal-
ized periodogram calculated over the last I time steps:
Pmðk; iÞ ¼ 2 Umðk; iÞj j
2
2um
with Umðk; iÞ ¼
Xi
‘¼iIþ1
umðiÞ exp j2 k‘
I
 
;
ð7Þ
where 2um is the variance of umðiÞ. Since umðiÞ is uniformdistributed,
2um ¼ 112 . For a normal white sequence, the variables Pmðk; iÞ with
k ¼ 1;    ; 12 I  1 are 22-distributed and mutually independent [11].
umðiÞ is uniformly distributed, but if I is sufficiently large the central
limit theorem (CLT) applies, and Pmðk; iÞ closely approximates the
22-distributed. (The terms umðiÞ expðj2k‘=IÞ satisfy one of the
sufficient conditions for the CLT that their densities are zero outside
a finite interval. The CLT is not needed if one converts the umðiÞ into
Gaussian random variables using the inverse of the normal
distribution before applying , but then a few samples of umðiÞ that
are (too) close to zero or one can cause instable behavior.)
2.4 Practical Evaluation
In order to evaluate the variables of the first type, i.e. umðiÞ, we need
access to p zðiÞjZði 1Þð Þ. In the SIR filter, the pdf p xðiÞjZði 1Þð Þ is
not available in a closed form, but is represented by the unweighed
samples xðnÞs ðiÞ. Using (4), we have:
p zðiÞjZði 1Þð Þ ffi 1
N
XN
n¼1
pz zðiÞjxðnÞs ðiÞ
 
: ð8Þ
This equation is only useful if pzðzðiÞjxðiÞÞ is such that it admits
analytic evaluations of the associated conditional cumulative
distributions. For instance, if pzðzðiÞjxðiÞÞ is a Gaussian, then the
associated distributions F ðzmjx; z1;    ; zmÞ can be expressed analy-
tically, and used directly in (8) to obtain the distributions Fmð:j:Þ.
If pz zðiÞjxðiÞð Þ is too complex to allow such an analytic
expression, then we can use a particle representation zðnÞs ðiÞ of
the pdf pðzðiÞjZði 1ÞÞ by sampling from pzðzðiÞjxðnÞs ðiÞÞ. A Dirac
mass density [9], e.g., pðzðiÞjZði 1ÞÞ ffi 1=NPn ðzðiÞ  zðnÞs ðiÞÞ
cannot be used because of its spiky nature. A smooth Parzen
estimate is more appropriate:
p zðiÞjZði 1Þð Þ ffi 1
N
XN
n¼1
h zðiÞ  zðnÞs ðiÞ
 
: ð9Þ
In our case, a convenient choice for the kernel hðÞ is a separable
one, i.e., hðzÞ ¼Qm s zmð Þ, where zm is the mth element of z. We
used a Gaussian kernel: sðzÞ ¼ expðz2=22sÞ=
ffiffiffiffiffiffiffiffiffiffi
22s
p
. The width s
determines the smoothness of the approximation. See Section 3 for
a discussion about an appropriate choice of this parameter.
Using the approximation of (9), it is straightforward to proof that:
umðiÞ¼defFm zmðiÞjz1ðiÞ;    ; zm1ðiÞ;Zði 1Þð Þ
ffi
PN
n¼1
Qm1
k¼1
s zkðiÞ  zðnÞs;k ðiÞ
  RzmðiÞ
¼1
s  zðnÞs;mðiÞ
 
d
PN
n¼1
Qm1
k¼1
s zmðiÞ  zðnÞs;mðiÞ
  :
ð10Þ
This step should be performed immediately after Step 1.1 in the
algorithm shown in (3). With the availability of the variables of the
first type, the variables of the second type, i.e., Pmðk; iÞ, are
calculated using (7) by storing the last I values of umðiÞ in a buffer.
As shown above, the density of the vector uðiÞ ¼
u1ðiÞ    uMðiÞ½ T should be an M-dimensional hypercube.
The statistical test boils down to the application of a distribution
test to the set of fuðjÞjj 2MWðiÞg. A possibility is the chi-square
test mentioned in [10]. The procedure is as follows:
Algorithm 1: chi-square test for multidimensional uniform
distribution:
1. Divide the M-dimensional hypercube into L equally sized
containers, and count the number of occurrences that the
elements of the set fuðjÞjj 2MWðiÞg fall in the ‘th container.
Denote this number by b‘. Thus,
PL
‘¼1 b‘ ¼ I. (Lmust be such
that b‘ > 5 for each ‘.) The expectation e of b‘ is e ¼ I=L.
2. Calculate the test variable 2uðiÞ ¼
PL
‘¼1
b‘eð Þ2
e .
If the particle filter behaves consistently, then the test variable 2uðiÞ
has a 2L1-distribution.
With a small adaptation, the chi-square test is also suitable to
transform the sequence Pmðk; iÞ, k ¼ 1;    ; 12 I  1 m ¼ 1;    ;M ,
into a test variable 2P ðiÞ. Note that Pmðk; iÞ is 22 distributed, and
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that for different values of m the Pmðk; iÞs are i.i.d. Thus, if F2
2
ðP Þ
denotes the 22 cumulative distribution, then the transform
vmðk; iÞ ¼ F2
2
Pmðk; iÞð Þ transforms the Pmðk; iÞs into uniformly
distributed variables. The density of the vector vðk; iÞ ¼
v1ðk; iÞ    vMðk; iÞ½ T must be a hypercube, and the algorithm
mentioned above can be applied to yield a test variable 2P ðiÞ.
For consistent behavior, both 2uðiÞ and 2P ðiÞmust comply with
the 2L1-distribution. Since umðiÞ and Pmðk; iÞ are dependent, these
two test variables cannot easily be combined in a single test variable.
3 EXPERIMENTATION
The purpose of the experimentation is to validate the properties of
the concepts introduced in the preceding section and to evaluate
these concepts as a tool for detecting inconsistencies in the
behavior of the particle filter. We consider four aspects:
. Tocheckwhether the testvariables of a consistent filter really
have chi-square distributions we calculate normalized
histograms and compare them with the chi-square density.
. To evaluate the discriminative properties we calculate a
few ROC curves for different degrees of inconsistencies. In
addition, we calculate the Bhattacharyya distance of the
pdfs of the test variables with varying inconsistencies
relative to the pdfs of a consistent filter.
. We compare the discriminative properties of the test
variables that are either based on a particle representation
of pz zðiÞjxðiÞð Þ or—as a special case—based on an analytic
expression of its conditional cumulative distributions. See
the discussion in the beginning of Section 2.4.
. Using the Bhattacharyya distance, we also test the
influence of the width parameter s of the Parzen kernels.
3.1 Experimental Setup
The specific physical process and sensory system that we have
used to evaluate the suitability of the test variables is a simulation
of the swinging pendulum depicted in Fig. 1a. The discrete-time
system equation is:
x1ðiþ 1Þ¼x1ðiÞþx2ðiÞ ¼ 10ms k¼ 0:2m2 :s2
x2ðiþ 1Þ¼x2ðiÞR gx1ðiÞþ kRx2ðiÞþaðiÞð Þ g¼ 9:8m:s2 a ¼ 1m:s2
R¼ 1:5m
z1ðiÞ ¼ x1ðiÞ þ v1ðiÞ
z2ðiÞ ¼ x2ðiÞ þ v2ðiÞ
	
if modði;20Þ¼ 0 v1 ¼ 0:022 rad v2 ¼ 0:022 rad:s1 :
ð11Þ
The process is simulated at a rate of  ¼ 10ms. This yields an
accurate approximation of the continuous-time system. The
measurements are available only every 20th sample, i.e., at a
sampling rate of 200ms. The implementation of the particle filter is
accordingly (that is, the prediction Step of 1.1 in (3) is iterated
20 times before performing the update Step in 1.2). Actually, (11)
implements a linear-Gaussian system. However, no use, neither
explicitly, nor implicitly, has been made of this knowledge. In all
experiments, we use a particle representation zðnÞs ðiÞ of pz zðiÞjxðiÞð Þ
(unless stated otherwise). For each state particle xðnÞs ðiÞ, we generate
one measurement particle zðnÞs ðiÞ drawn from pz zjxðnÞs ðiÞ
 
.
In all experiments, the moving window encompasses I ¼ 100
measurement samples, which corresponds to a time slot of 20 s.
The number of containers in the chi-square test is L ¼ 16 for 2u and
L ¼ 9 for 2P . This implies that the number of expected samples per
container is e ¼ 200=16 ¼ 12:5 and e ¼ 100=9  11:1, respectively.
Consistent particle filters are implemented using (11) as the
model. The number of particles is set to N ¼ 500. Inconsistencies
are induced by varying the arm lengths R in the simulator, but not
varying it in the particle filter. The parameter s is set to 0.0008.
3.2 Results
Normalized histograms of both 2uðiÞ and 2P ðiÞ are calculated and
compared with the pdf of a 2L1-distribution. This is done for a
consistent particle filter (Fig. 2a) as well as for an inconsistent filter
with R ¼ 2m (see Fig. 2b). Fig. 3 shows three ROC curves for three
different values of R. Here, Pdet ¼ P^ r 2u > T j inconsistent
 
is
plotted versus Pfa ¼ P^ r 2u > T j consistent
 
for varying T . This
procedure was done for both 2uðiÞ and 2P ðiÞ.
The Bhattacharyya distance is a distance between pdfs
JBhat¼ ¼def  ln
Rþ1
	¼1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p1ð	Þp2ð	Þ
p
d	 [12]. Themeasure is particularly
of interest for detection problems because it provides an upper
bound to the error rate. Perror 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P ð!1ÞP ð!2Þ
p
exp JBhatð Þ. In the
present case,!1 stands for “consistent behavior.” 	 stands for the test
variable at hand (either 2uðiÞ or 2P ðiÞ). p1ð	Þ is the pdf of the test
variable if the filter behaves consistently, i.e., a 2L1-distribution. !2
stands for “inconsistent behavior.” p2ð	Þ is the corresponding pdf.
Since here an inconsistency is induced by a mismatch of the
parameter R, p2ð	Þ depends on R, and so does JBhat. The numerical
evaluation of JBhat is done by using a Parzen estimate [12] for p2ð	Þ.
The results are depicted in Fig. 4a. Fig. 4b shows the Bhattacharyya
distance for a consistent filter (R ¼ 1:5m), but with varying values
of s.
Fig. 4a also shows the Bhattacharyya distances if the evaluation
of pðzðiÞjZði 1ÞÞ is explicitly based on the knowledge that
pz zðiÞjxðiÞð Þ is a Gaussian pdf for which the conditional distribu-
tions can be expressed analytically (conform equation (8)).
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Fig. 2. Normalized histograms of the test variables together with the pdf of a 2L1-distribution. (a) Results from a consistent filter. (b) Results from an inconsistent filter.
3.3 Discussion
Theoretically, if the filter is consistent, then the test variables 2uðiÞ
and2P ðiÞ shouldbothhaveachi-squaredistribution.Thedifferences
between histograms and the chi-square densities, seen in Fig 2a, are
more or less in agreement with this property. Yet, these differences
are not zero. The explanation of this behavior is found in themethod
of calculating the test variables. We used a Parzen estimator for
p zðiÞjZði 1Þð Þ to findFm zmðiÞjz1ðiÞ;    ; zm1ðiÞ;Zði 1Þð Þ. See (10).
The choice of s determines the tradeoff between bias and
smoothness versus variance and resolution. If s is too large, the
estimate will be biased. Consequently, the variable umðiÞ is pushed
toward itsmidrange (0.5). Ifs is too small, the estimate is very spiky,
and umðiÞ is pushed toward the extreme (0 or 1). In fact, if s is much
too small, then (10) becomes unstable because the denominator
approaches zero. The appropriate choice of s depends on the range
of zm and the number of particles. A rule of thumb would be:
rangeðzmÞ=N . However, Fig. 4b shows that the actual choice of s is
not very critical. Optionally, the influence of the Parzen approxima-
tion can be further reduced by generating multiple particles zðn;jÞs ðiÞ
j ¼ 1;    ; J for each particle xðnÞs ðiÞ.
Figs. 2b, 3, and 4a confirm the statement that the stronger the
inconsistency of a filter is, the more the pdf of the test variables
deviate from the chi-square distributions. Thus, the newly
introduced test variables are able to detect the inconsistent
behavior of a particle filter. Fig. 4a also shows that the performance
of the test variables based on Parzen estimation does not differ
much from the one obtained from explicitly using the Gaussian
distribution of the measurements. The advantage of the latter is
that it bypasses the problem of finding the correct s.
4 CONCLUSION
We have introduced two test variables for the detection of
inconsistencies in particle filters. In contrast with earlier work,
these test variables are applicable in systems with vectorial
measurements. In order to allow the calculation of the test variables,
we used a Parzen estimation to smooth the Dirac mass density
representation of the predicted measurement pdf. The experiment
shows that the new test variables do have the ability to detect
inconsistent behavior of a particle filter. Nevertheless, the results
must be interpreted with care. The chi-square distribution of the test
variables is a necessary condition for consistency, but not a sufficient
one. One of the aspects, not addressed as yet, is the choice of the
parameters I (the size of the moving window) and L (the number of
containers in the chi-square tests). In the chi-square distribution test,
the expected number of samples per container should be at least 5. It
is not useful to havemore samples than thisminimum. Therefore, as
a rule of thumb, we should select I ¼ 5L=M for the 2u variable, and
about I ¼ 10=M for the 2P variable. If L is large, then small
deviations between the actual distribution and the nominal
distribution of u and P can be detected. But, in order to allow a
largeL, thewindow Imust also be large. Therefore, the choice ofL is
a tradeoff between the quality of the detector and the needed time
span. For instance, in an online application, the choice of L sets the
balance between the detectability of an inconsistency and the time
lag at which suddenly appearing inconsistencies are detected.
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Fig. 4. Bhattacharyya distance versus the modeled arm length. (a) JBhat versus the arm length R and with s ¼ 0:0008. (b) JBhat versus s and with R ¼ 1:5m.
Fig. 3. ROC curves.
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