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ОГЛЯД МЕТОДІВ ІНТЕЛЕКТУАЛЬНОГО АНАЛІЗУ 
ТЕКСТУ 
У даний час спостерігається дедалі більша тенденція у використанні 
комп’ютерів для того, щоб зберігати документи. Як результат, істотний 
обсяг даних зберігається в комп'ютерах у формі документів. Документи 
можуть бути представлені по-різному, наприклад, структуровані 
документи, частково структуровані документи і неструктуровані 
документи. Відновлення корисної інформації з величезного обсягу 
документів є дуже складним завданням. Інтелектуальний аналіз тексту є 
важливою областю дослідження, оскільки він намагається отримати 
знання з неструктурованого тексту. Ця стаття дає короткий огляд понять, 
додатків, проблем і інструментів, які використовуються для аналізу 
тексту. 
Ключові слова: аналіз тексту, інформаційний пошук. 
В настоящее время наблюдается увеличивающаяся тенденция в 
использовании компьютеров для того, чтобы хранить документы. Как 
результат, существенный объем данных хранится в компьютерах в форме 
документов. Документы могут иметь различное представление, например, 
структурированные документы, частично структурированные документы 
и неструктурированные документы. Восстановление полезной 
информации из огромного объема документов является очень сложной 
задачей. Интеллектуальный анализ текста является важной областью 
исследования, поскольку он пытается получить знания из 
неструктурированного текста. Эта статья дает краткий обзор понятий, 
приложений, проблем и инструментов, используемых для анализа текста.  
Ключевые слова: анализ текста, информационный поиск.  
Nowadays there is an increasing trend in the usage of computers for storing 
documents. As a result of it substantial volume of data is stored in the 
computers in the form of documents. The documents can be of any form such 
as structured documents, semi-structured documents and unstructured 
documents. Retrieving useful information from huge volume of documents is 
very tedious task. Text mining is an inspiring research area as it tries to 
discover knowledge from unstructured text. This paper gives an overview of 
concepts, applications, issues and tools used for text mining. In the 
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contemporary world the text is the most common means for exchanging 
information. The data stored in the computer can be in any one of the form 
structured semi structured and unstructured. The data stored in databases is 
an example for structured datasets. The examples for semi structured and 
unstructured data sets include emails, full text documents and HTML files etc. 
Huge amount of data today are stored in text databases and not in structured 
databases. Text Mining is defined as the process of discovering hidden, useful 
and interesting pattern from unstructured text documents. Text Mining is also 
known as Intelligent Text Analysis or Knowledge Discovery in Text or Text 
Data Mining. Approximately 80% percent of the corporate data is in 
unstructured format. The information retrieval from unstructured text is very 
complex as it contains massive information which requires specific processing 
methods and algorithms to extract useful patterns. As the most likely form of 
storing information is text, text mining is considered to have a high value than 
that of data mining. Text mining is an interdisciplinary field which 
incorporates data mining, web mining, information retrieval, information 
extraction, computational linguistics and natural language processing. 
Keywords: Text Mining, Information Retrieval. 
Постановка проблеми в загальному вигляді. Аналіз тексту 
визначається як процес виявлення прихованого, корисного і цікавого 
зразка з неструктурованих текстових документів. Аналіз тексту також 
відомий як процес пошуку знань у текстовому інтелектуальному 
аналізі даних. Приблизно 80 % корпоративних даних знаходиться в 
неструктурованому форматі. Інформаційний пошук у 
неструктурованому тексті дуже складний, оскільки він містить велику 
кількість інформації, що вимагає використання специфічних методів і 
алгоритмів обробки для отримання корисних знань. Оскільки 
найбільш поширеною формою для зберігання інформації є текст, 
інтелектуальний аналіз тексту видається більш важливим процесом, 
ніж інтелектуальний аналіз даних (data mining). 
Інтелектуальний аналіз тексту є міждисциплінарною областю, яка 
включає збір даних, обробку web-даних, інформаційний пошук і 
виймання, комп'ютерну лінгвістику і обробку природної мови. 
Аналіз останніх досліджень. Авторами роботи описано загальний 
процес інтелектуального аналізу тексту. Представлено кроки, 
необхідні для виконання аналізу тексту, та описано область 
застосування. 
Мета роботи. Розглянути концепції та питання виймання тексту, 
щоб дати можливість дослідникам перенести питання 
інтелектуального аналізу тексту на наступний рівень.  
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Основна частина. Інтелектуальний аналіз тексту можна розділити 
на дві фази [1]: 
1. Фільтрація тексту (очищення від «сміття»). 
2. Вилучення знань. 
Фаза очищення тексту перетворює вихідну форму текстових 
документів в обрану проміжну. Вилучення знань, як видно з назви, 
отримує шаблони або знання з проміжної форми. Проміжна форма 
(Intermediate Form, IF) може бути частково структурованою 
(наприклад, концептуальне представлення графа) або структурованою 
(наприклад, реляційне представлення даних). Проміжна форма може 
являти собою документ, де кожна сутність є іншим документом або 
певним поняттям, у якому кожна сутність являє собою об'єкт або набір 
даних з певної предметної області. 
Аналіз проміжної форми документів надає зразки та взаємозв'язки 
серед всіх документів. Прикладом є кластеризація, візуалізація і 
категоризація документів [2]. 
Аналіз проміжної форми понять надає зразки та взаємозв'язок 
об'єктів або інших понять. Такі операції, як прогнозуюче моделювання 
та асоціативне дослідження, належать до цієї категорії аналізу. 
Проміжна форма документа може бути перетворена у проміжну форму 
поняття шляхом вилучення релевантної інформації, що стосується 
об'єктів з певної галузі інтересів. З цього випливає, що проміжна 
форма документа зазвичай не залежить від певної предметної області. 
Наприклад, набір новинних стрічок при виконанні фільтрації тексту 
перетворює кожен документ у придатну проміжну форму у вигляді 
документа. Потім можна виконати обробку знань з метою організації 
статей згідно з їх змістом з метою візуалізації і навігації. Для 
вилучення знань у певній предметній області проміжна форма 
документа може бути перетворена у проміжну форму поняття залежно 
від поставлених вимог. Наприклад, можна отримати інформацію, 
пов'язану з певним «товаром», з проміжної форми документа і 
сформувати базу даних товарів для надання знань про них [3]. 
Загальний процес інтелектуального аналізу даних представлено на 
схемі на рис. 1. 




Рисунок 1 – Загальний процес інтелектуального аналізу даних 
Кроки, які виконуються при інтелектуальному аналізі тексту. 
Кроки виконання аналізу тексту представлені нижче. 
1. Попередня обробка тексту. Попередня обробка розділена на такі 
кроки [4]: 
Перший крок попередньої обробки тексту далі розділений на 
токенізацію, видалення «стоп-слів», визначення походження слів. 
Токенізація. Текстові документи містять набір сутностей. На цьому 
кроці виконується поділ тексту на окремі слова з видаленням пустих 
місць і знаків пунктуації. 
Видалення «стоп-слів». На цьому кроці проводиться видалення 
HTML і XML тегів, якщо аналізується текст, отриманий з мережі 
Інтернет. Далі з тексту видаляються артиклі (наприклад, для 
англійської мови це «a», «is», «of» та інші). 
Визначення походження слів являє собою процес ідентифікації 
коренів певних слів. Є, в основному, два типи походження: 
флективний та дериваційний. Найбільш поширеним алгоритмом 
визначення походження слів є алгоритм швейцара [5]. 
2. Перетворення тексту. Текстовий документ видається словами, з 
яких він складається, та інформацією про їх походження. Є два 
підходи, які використовуються для представлення документа: мішок 
слів і векторні простори слів [6]. 
3. Пошук ознак. Це також відомо як пошук змінних. Це – процес 
відбору підмножини важливих ознак для використання у створенні 
моделей. Ця фаза, в основному, виконує видалення надлишкових та 
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неважливих ознак. Вибір ознак є підмножиною більш загальної області 
вилучення ознак [7]. 
4. Методи аналізу тексту. У цьому пункті інтелектуальний аналіз 
тексту стає збором даних. Методи розпізнавання даних, такі як 
кластеризація, класифікація, інформаційний пошук і т.д., можуть 
використовуватися також і для інтелектуального аналізу тексту [8]. 
5. Інтерпретація/Оцінка. На цьому кроці відбувається аналіз 
результатів залежно від поставлених цілей. 
Області застосування інтелектуального аналізу тексту. 
Інтелектуальний аналіз тексту є міждисциплінарною областю, яка 
включає інформаційний пошук, вилучення знань, збір даних, 
комп'ютерна лінгвістика і обробка природної мови. Області 
застосування аналізу тексту представлено нижче [9]. 
1. Витяг інформації (Information Extraction, IE). Це процес 
автоматичного вилучення структурованої інформації з 
неструктурованих і/або частково структурованих текстових 
документів. Система IE включає в себе ідентифікацію сутностей, таких 
як імена людей, компаній і місць розташування, ознак і відносин між 
сутностями. Це виконується завдяки розпізнаванню образів. IE –
процес пошуку зумовлених послідовностей тексту в документах. Так 
як IE розглядає проблему перетворення набору текстових документів у 
більш структуровану базу даних, то база даних, побудована модулем 
вилучення інформації, може бути надана модулю вилучення знань для 
подальшого аналізу і обробки [10]. 
2. Інформаційний пошук (Information Retrieval, IR). Являє собою 
методи, використовувані для представлення, зберігання і доступу до 
одиниць інформації, де дані представлені, в основному, у форматі 
текстових документів, новинних стрічок і книг, і які можуть бути 
отримані з бази даних за запитом користувача. Інформаційний пошук 
розглядається як розширення пошуку по документах, де документи 
обробляються для збереження або вилучення певної інформації, 
запитаної користувачем. Система IR дозволяє нам звужувати набір 
документів, які стосуються певної проблеми. Найбільш відомими 
системами інформаційного пошуку є пошукові системи Google. 
Системи IR можуть значно прискорити аналіз, скорочуючи кількість 
оброблюваних документів [11]. 
3. Обробка природної мови (Natural Language Processing, NLP). 
Обробка природної мови є найактивнішою проблемою в області 
штучного інтелекту. NLP – дослідження природної мови таким чином, 
щоб комп'ютери могли зрозуміти природні мови, подібні до тих, які 
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використовує людство. Обробка природної мови використовується 
разом з генерацією (Natural Language Generation, NLG) і 
розпізнаванням природної мови (Natural Language Understanding, 
NLU). NLG використовується, щоб пересвідчитися, що вироблений 
текст граматично правильний і швидкий. Більшість систем NLG 
включає синтаксичний аналізатор, щоб переконатися, що текстовий 
планувальник підпорядковується таким граматичним правилам, як 
узгодженість дієслів, щоб вирішити, як будувати речення, параграф і 
інші частини. Найпоширенішим прикладом використання NLG є 
машинний переклад. NLU складається, як мінімум, з однієї з таких 
компонент: токенайзер, лексичний аналізатор, синтаксичний і 
семантичний аналізатор [12]. 
4. Інтелектуальний аналіз даних. Застосовується при знаходженні 
релевантної інформації або виявленні знання у великих обсягах даних. 
Інтелектуальний аналіз даних намагається виявити статистичні 
правила і зразки від даних автоматично. Інструменти інтелектуального 
аналізу даних можуть передбачити поведінку і майбутні тенденції, що 
дозволяє приймати позитивні рішення на основі отриманих знань. 
Загальна мета процесу аналізу даних полягає в отриманні інформації з 
набору даних і її перетворення для подальшого аналізу [13]. 
Висновки та перспективи подальших досліджень. У даний час 
спостерігається дедалі більша тенденція у використанні комп’ютерів 
для того, щоб зберігати документи. Як результат, істотний обсяг даних 
зберігається в комп'ютерах у формі документів. Отже, зростає 
науковий інтерес до теми вилучення тексту. Загалом інтелектуальний 
аналіз тексту складається з аналізу великої кількості текстових 
документів шляхом вилучення ключових фраз, понять, тощо, і 
підготовки обробленого тексту для подальшого аналізу з 
використанням технік глибинного аналізу даних. У цій роботі було 
розглянуто концепції та питання вилучення тексту, щоб дати 
можливість дослідникам перенести питання інтелектуального аналізу 
тексту на наступний рівень. 
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