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Xiangnan He, Zhankui He, Jingkuan Song, Zhenguang Liu, Yu-Gang Jiang and Tat-Seng Chua
Abstract—Item-to-item collaborative filtering (aka. item-based CF) has been long used for building recommender systems in industrial
settings, owing to its interpretability and efficiency in real-time personalization. It builds a user’s profile as her historically interacted
items, recommending new items that are similar to the user’s profile. As such, the key to an item-based CF method is in the estimation
of item similarities. Early approaches use statistical measures such as cosine similarity and Pearson coefficient to estimate item
similarities, which are less accurate since they lack tailored optimization for the recommendation task. In recent years, several works
attempt to learn item similarities from data, by expressing the similarity as an underlying model and estimating model parameters by
optimizing a recommendation-aware objective function. While extensive efforts have been made to use shallow linear models for
learning item similarities, there has been relatively less work exploring nonlinear neural network models for item-based CF.
In this work, we propose a neural network model named Neural Attentive Item Similarity model (NAIS) for item-based CF. The key to
our design of NAIS is an attention network, which is capable of distinguishing which historical items in a user profile are more important
for a prediction. Compared to the state-of-the-art item-based CF method Factored Item Similarity Model (FISM) [1], our NAIS has
stronger representation power with only a few additional parameters brought by the attention network. Extensive experiments on two
public benchmarks demonstrate the effectiveness of NAIS. This work is the first attempt that designs neural network models for
item-based CF, opening up new research possibilities for future developments of neural recommender systems.
Index Terms—Collaborative Filtering, Item-based CF, Neural Recommender Models, Attention Networks
F
1 INTRODUCTION
R Ecommender system is a core service for manycustomer-oriented online services to increase their traf-
fic and make profits, such as E-commerce and social media
sites. For example, it was reported that in YouTube, recom-
mendations accounted for about 60% video clicks for the
homepage [2]; in Netflix, recommender systems contributed
about 80% of movies watched and placed the business
value of over $1 billion per year, as indicated by their Chief
Product Officer Neil Hunt [3].
In modern recommender systems, collaborative filtering
(CF) — a technique that predicts users’ personalized pref-
erence from user-item interactions only — plays a central
role especially in the phase of candidate generation [4],
[5]. Popularized by the Netflix Prize, matrix factorization
(MF) methods have become the most popular recommen-
dation approach in academia and been widely studied in
literatures [6], [7]. While MF methods are shown to provide
superior accuracy over neighbor-based methods in terms of
rating prediction, they have been relatively seldom reported
to be used in industrial applications. One possible reason is
due to MF’s personalization scheme — user-to-item CF that
characterizes a user with an ID and associates it with an
embedding vector. As a result, to refresh recommendations
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for a user with her new interactions, the user’s embed-
ding vector has to be updated. However, re-training a MF
model for large-scale data is difficult to achieve in real time
and may require complex software stack to support online
learning, making the approach less attractive for industrial
settings [8].
On the other hand, item-to-item CF — which charac-
terizes a user with her historically interacted items and
recommends items similar to the user’s profile — has been
heavily used in industrial applications [4], [2], [3], [9]. Not
only does item-based CF provide more interpretable pre-
diction suitable for many recommendation scenarios, but it
also makes real-time personalization much easier to achieve.
Specifically, the major computation that estimates item sim-
ilarities can be done offline and the online recommendation
module only needs to perform a series of lookups on similar
items, which can be easily done in real-time.
Early item-based CF approaches use statistical measures
such as Pearson coefficient and cosine similarity to estimate
item similarities [10]. Since such heuristic-based approaches
lack tailored optimization for recommendation, they typ-
ically underperform machine learning-based methods in
terms of top-K recommendation accuracy [11], [6]. To tackle
this, Ning et al. [12] adopt a machine learning view for item-
based CF, which learns item similarity from data by optimiz-
ing a recommendation-aware objective function. Although
better accuracy can be achieved, directly learning the whole
item–item similarity matrix has a quadratic complexity w.r.t.
the number of items, making it infeasible for practical rec-
ommenders that need to deal with millions or even billions
of items.
To address the inefficiency issue of learning-based item-
to-item CF, Kabbur et al. [1] propose a factored item simi-
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larity model (FISM), which represents an item as an embed-
ding vector and models the similarity between two items as
the inner product of their embedding vectors. Being a germ
of representation learning [13], [14], FISM provides state-
of-the-art recommendation accuracy and is well suited for
online recommendation scenarios. However, we argue that
FISM’s modeling fidelity can be limited by its assumption
that all historical items of a user profile contribute equally
in estimating the similarity between the user profile and a
target item. Intuitively, a user interacts with multiple items
in the past, but it may not be true that these interacted items
reflect the user’s interest to the same degree. For example,
a fan of affectional films might also watch a horror film just
because the film was popular during that time. Another
example is that user interests may change with time, and
as such, recently interacted items should be more reflective
of a user’s future preference.
In this work, we propose an enhanced item similarity
model by distinguishing the different importance of in-
teracted items in contributing to a user’s preference. Our
NAIS model is built upon FISM, preserving the same merit
with FISM in terms of high efficiency in online prediction,
while being more expressive than FISM by learning the
varying importance of the interacted items. This is achieved
by employing the recent advance in neural representation
learning — the attention mechanism [15], [16], [17] — for
learning item-to-item interactions. One of our key findings
is that the standard attention mechanism fails to learn
from users historical data, due to the large variance on
the lengths of user histories. To address this, we adjust the
attention design by smoothing user histories. We conduct
comprehensive experiments on two public benchmarks to
evaluate top-K recommendation, demonstrating that our
NAIS betters FISM for a 4.5% relative improvement in
terms of NDCG and achieves competitive performance. To
facilitate the research community to validate and make
further developments upon NAIS, we have released our
implementation codes in: https://github.com/AaronHeee/
Neural-Attentive-Item-Similarity-Model.
The remainder of the paper is as follows. After introduc-
ing some preliminaries in Section 2, we elaborate our pro-
posed method in Section 3. We then perform experimental
evaluation in Section 4. We discuss related work in Section 5,
before concluding the whole paper in Section 6.
2 PRELIMINARIES
We first shortly recapitulate the standard item-based CF
technique [10]. We then introduce the learning-based
method for item-based CF [12] and FISM [1], which are
building blocks for our proposed NAIS method.
2.1 Standard Item-based CF
The idea of item-based CF is that the prediction of a user
u on a target item i depends on the similarity of i to all
items the user has interacted with in the past. Formally, the
predictive model of item-based CF is:
yˆui =
∑
j∈R+u
rujsij , (1)
whereR+u denotes the set of items that user u has interacted
with, sij denotes the similarity between item i and j, and
ruj is an interaction denoting the known preference of user
u on j — for explicit feedback (e.g., ratings) ruj can be a real
value denoting the rating score, and for implicit feedback
(e.g., purchases) ruj can be a binary value 1 or 0 denoting
whether u has interacted with j or not.
The appealing property of efficient online recommenda-
tion is brought by its compositionality in computing the
prediction score. First, when item similarities have been
obtained offline, the online recommendation phase only
needs to retrieve top similar items of candidate items R+u
and score them with Equation (1). Second, to refresh rec-
ommendations for a user with her new interactions, we
only need to consider items that are similar to the newly
interacted items. This incremental complexity makes item-
based CF very suitable for online learning and real-time
personalization, as demonstrated in [2], [8].
For the item similarity sij , an intuitive approach is to
represent an item as its interacted users and apply similar-
ity measures such as cosine similarity and Pearson coeffi-
cient [10]. Another common approach is to employ random
walks on the user-item interaction graph [4]. However, such
heuristic-based approaches for estimating item similarities
lack optimization tailored for recommendation, and thus
may yield suboptimal performance. In what follows, we
introduce learning-based methods which aim to boost the
accuracy of item-based CF by adaptively learning item
similarities from data.
2.2 Learning-based Methods for Item-based CF
In [12], the authors proposed a method named SLIM (short
for Sparse LInear Method), which learns item similarities by
optimizing a recommendation-aware objective function. The
idea is to minimize the loss between the original user-
item interaction matrix and the reconstructed one from the
item-based CF model. Formally, the objective function to
minimize is as follows:
L =
1
2
U∑
u=1
I∑
i=1
(rui − yˆui)2 + β||S||2 + γ||S||1
subject to S ≥ 0, diag(S) = 0,
(2)
where U and I denote the number of users and items,
respectively, S ∈ RI×I denotes the item-item similarity
matrix, and β controls the strength of L2 regularization for
preventing overfitting. Note that in SLIM there are three
purposely designed constraints on S to ensure an effective
learning of item similarities: 1) the L1 regularization con-
trolled by γ to enforce sparsity on S, as in practice there are
only a few items that are particularly similar to an item; 2)
the non-negativity constraint on each element of S to make it
a meaningful similarity measure; and 3) the zero constraint
on diagonal elements of S to eliminate the impact of the
target item itself in estimating the prediction.
Despite better recommending accuracy can be achieved,
SLIM has two inherent limitations. First, the offline training
process can be very time consuming for large-scale data,
due to the direct learning on S that has I2 elements (the
time complexity is in the magnitude of O(I2)). Second, it
can only learn similarities for two items that have been
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co-rated before, and fails to capture transitive relations
between items. To address the limitations, the later work
[1] proposed FISM (short for Factored Item Similarity Model),
which represents an item as a low-dimensional embedding
vector; then the similarity score sij is parameterized as the
inner product between the embedding vector of i and j.
Formally, the predictive model of FISM is1:
yˆui = pTi (
1
|R+u |α
∑
j∈R+u \{i}
qj)︸ ︷︷ ︸
user u’s representation
, (3)
where α is a hyper-parameter controlling the normalization
effect, pi and qj denote the embedding vector for item i
and j, respectively. The symbol \{i} corresponds to the
constraint of diag(S) = 0 in Equation (2), to avoid the
modeling of self-similarity of the target item.
From the view of user-based CF, the term in the bracket
can be seen as the user u’s representation, which is aggre-
gated from the embeddings of historical items of u. Note
that in FISM, each item has two embedding vectors p and q
to differentiate its role of a prediction target or a historical
interaction, which can also increase model expressiveness;
the rating term ruj is omitted as FISM concerns implicit
feedback where ruj = 1 for j ∈ R+u . Given the well-defined
predictive model of Equation (3), one can learn model pa-
rameters by optimizing standard losses for recommendation
(i.e., without the item similarity constraints used in SLIM),
such as the pointwise classification loss [5] and pairwise
regression loss [18].
While FISM provides state-of-the-art performance
among item-based CF methods, we argue that its repre-
sentation ability can be limited by its equal treatments on
all historical items of a user when obtaining the user’s
representation. As mentioned before in introduction, this
assumption is counter-intuitive for real-world data and may
decrease model fidelity. Our proposed NAIS model tackles
this limitation of FISM by differentiating the importance of
historical items with a neural attention network.
3 NEURAL ATTENTIVE ITEM SIMILARITY MODEL
In this section, we present our proposed NAIS methods.
Before introducing the NAIS model, we first discuss several
designs of attention mechanism that attempt to address the
limitation of FISM. We then elaborate the optimization of
model parameters. We focus the discussion of optimizing
NAIS with implicit feedback, which is the recent focus of
recommendation research since implicit feedback is more
prevalent and easy to collect than explicit ratings. Lastly,
we discuss several properties of NAIS, including the time
complexity, support for online personalization, and options
for the attention function.
3.1 Model Designs
Design 1. The original idea of attention is that different
parts of a model can contribute (i.e., attend) differently
for the final prediction [19]. In the scenario of item-based
CF, we can intuitively allow historical items contributing
1. The bias terms in the original paper are omitted for clarity.
Fig. 1: The neural collaborative filtering framework of our
Neural Attentive Item Similarity (NAIS) model.
differently to a user’s representation by assigning each item
an individualized weight:
yˆui = pTi (
1
|R+u |α
∑
j∈R+u \{i}
ajqj), (4)
where aj is a trainable parameter that denotes the attention
weight of item j in contributing to user representation.
Clearly, this model subsumes the FISM, which can be re-
sumed by fixing aj to 1 for all items. While this model
seems to be capable of differentiating the importance of
historical items, it ignores the impact of the target item on a
historical item. Particularly, we argue that it is unreasonable
to assign a historical item a global weight for all predictions,
regardless of which item to predict. For example, when
predicting a user’s preference on a romantic movie, it is un-
desirable to consider a horrible movie as equally important
as another romantic movie. From the perspective of user
representation learning, it assumes that a user has a static
vector to represent her interest, which may limit the model’s
representation ability.
Design 2. To address the limitation of Design 1, an intuitive
solution is to tweak aj to be aware of the target item, i.e.,
assigning an individualized weight for each (i, j) pair:
yˆui = pTi (
1
|R+u |α
∑
j∈R+u \{i}
aijqj), (5)
where aij denotes the attention weight of item j in con-
tributing to user u’s representation when predicting u’s
preference on target item i. Although this solution seems
to be technically viable, the problem is that if an item pair
(i, j) has never co-occurred in training data (i.e., no user has
interacted with both i and j), its attention weight aij cannot
be estimated and will be a trivial number.
Design 3. To solve the generalization issue of Design 2, we
consider relating aij with the embedding vector pi and qj .
The rationale is that the embedding vectors are supposed to
encode the information of items, thus they can be used to
determine the weight of an interaction (i, j). Specifically, we
parameterize aij as a function with pi and qj as the input:
aij = f(pi,qj). (6)
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The advantage of this parameterization is that even though
a pair (i, j) has never co-occurred, as long as pi and qj have
been reliably learned from data, they can still be used to
estimate the attention weight aij well. To achieve this goal,
we need to ensure the function f has strong representation
power. Inspired by the recent success of using neural net-
works to model the attention weight [16], [15], we similarly
use a Multi-Layer Perception (MLP) to parameterize the
attention function f . Specifically, we consider two ways to
define the attention network: 1. fconcat(pi,qj) = h
TReLU(W
[
pi
qj
]
+ b)
2. fprod(pi,qj) = h
TReLU(W(pi  qj) + b)
(7)
where W and b are respectively the weight matrix and
bias vector that project the input into a hidden layer, and
hT is the vector that projects the hidden layer into an
output attention weight. We term the size of hidden layer as
“attention factor”, for which a larger value brings a stronger
representation power for the attention network. We use the
Rectified Linear Unit (ReLU) as the activation function for
the hidden layer, which has shown to have good perfor-
mance in neural attention network [15]. In later Section 3.3,
we discuss the pros and cons of the two attention functions
fconcat and fprod.
Following the standard setting of neural attention net-
work [20], [16], we can formulate the predictive model of
Design 3 as follows:
yˆui = pTi (
∑
j∈R+u \{i}
aijqj),
aij =
exp (f(pi,qj))∑
j∈R+u \{i} exp (f(pi,qj))
,
(8)
where the coefficient 1|R+u |α is aborted into the attention
weight aij without affecting the representation power, and
the softmax function is used to convert the attention weights
to a probabilistic distribution. Note that this is the most
natural and straightforward way to employ an attention
network on interaction history, which is the same as the
history modeling part of the Attentive CF model [16].
Unfortunately, we find such a standard solution of at-
tention does not work well in practice — it underper-
forms FISM significantly, even though it can generalize
FISM in theory. After investigating the attention weights,
we unexpectedly find the problem stems from the softmax
function, a standard choice in neural attention networks.
The rationale is as follows. In conventional usage scenarios
of attention such as CV and NLP tasks, the number of
attentive components does not vary much, such as words
in sentences [21] and regions in images [22], [23]. As such,
using softmax can properly normalize attention weights and
in turn has a nice probabilistic explanation. However, such
a scenario does not exist any more for user historical data,
since the history length of users (i.e., number of historical
items consumed by users) can vary much. Qualitatively
speaking, the softmax function performs L1 normalization
on attention weights, which may overly punish the weights
of active users with a long history.
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Fig. 2: The distribution of user history length on our
experimented MovieLens and Pinterest datasets.
To justify this point, we show the distribution of user
history length on our experimented MovieLens and Pin-
terest datasets in Figure 2. We can see that for both real-
world datasets, the history length of users varies a lot;
specifically, the (mean, variance) of user history length
are (166, 37145) and (27, 57) for MovieLens and Pinterest,
respectively. Taking the left subfigure of MovieLens data as
an example, the average length for all users is 166, while
the maximum length is 2313. Which means, the average
attention weight of the most active user is 1/2313, about
14 times fewer than that of average users (i.e., 1/166). Such
a large variance on attention weights will cause problems in
optimizing the item embeddings of the model.
The NAIS Model. We now present our final design for the
NAIS model. As analyzed above, the weak performance
of Design 3 comes from the softmax, which performs L1
normalization on attention weights and results in large
variance on attention weights of different users. To address
the problem, we propose to smooth the denominator of
softmax, so as to lessen the punishment on attention weights
of active users and meanwhile decrease the variance of
attention weights. Formally, the predictive model of NAIS
is as follows:
yˆui = pTi (
∑
j∈R+u \{i}
aijqj),
aij =
exp (f(pi,qj))
[
∑
j∈R+u \{i} exp (f(pi,qj))]
β
,
(9)
where β is the smoothing exponent, a hyperparameter to
be set in the range of [0, 1]. Obviously, when β is set to 1,
it recovers the softmax function; when β is smaller than 1,
the value of denominator will be suppressed, as a result
the attention weights will not be overly punished for active
users. Although the probabilistic explanation of attention
network is broken with β < 1, we empirically find that it
leads to a performance much better than using the standard
softmax (see Section 4.4 for experiment results). We use the
term “NAIS-concat” and “NAIS-prod” to denote the NAIS
model that uses fconcat and fprod as the attention function,
respectively (cf. Equation (7)).
Moreover, our NAIS model can be viewed under the
recently proposed Neural Collaborative Filtering (NCF) frame-
work [5], as illustrated in Figure 1. Differing from the user-
based NCF models that use one-hot user ID as the input
feature, our NAIS model uses multi-hot interacted items
as the input feature for a user. Together with the carefully
designed attention network as the hidden layer, our NAIS
IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, 2018 5
model can be more intuitively understood as performing
item-to-item CF.
3.2 Optimization
To learn a recommender model, we need to specify an
objective function to optimize. As we deal with implicit
feedback where each entry is a binary value 1 or 0, we can
deem the learning of a recommender model as a binary clas-
sification task. Similar to the previous work on Neural CF
[5], we treat the observed user-item interactions as positive
instances, sampling negative instances from the remaining
unobserved interactions. Let R+ and R− denote the set of
positive and negative instances, respectively, we minimize
the regularized log loss defined as follows:
L = − 1
N
( ∑
(u,i)∈R+
log σ(yˆui)+
∑
(u,i)∈R−
log(1−σ(yˆui))
)
+λ||Θ||2
(10)
where N denotes the number of total training instances,
and σ is a sigmoid function that converts a prediction
yˆui to a probability value denoting the likelihood that u
will interact with i. The hyper-parameter λ controls the
strength of L2 regularization to prevent overfitting, and
Θ = {{pi}, {qi},W,b,h} denotes all trainable parameters.
We are aware of other options of objective functions, such as
the pointwise regression [6], [24] and pairwise ranking [11],
[20] losses, can also be employed to learn NAIS for implicit
feedback. As the focus of the work is to show the effective-
ness of NAIS, especially on the improvement over FISM to
justify the usage of attention, we leave the exploration of
other objective functions as future work.
To optimize the objective function, we adopt Ada-
grad [25], a variant of Stochastic Gradient Descent (SGD)
that applies an adaptive learning rate for each parameter. It
draws a stochastic sample from all training instances, updat-
ing the related parameters towards the negative direction of
their gradients. We use the mini-batch version of Adagrad to
speedup the training process, and the generation of a mini-
batch is detailed in Section 4.1 of experimental settings. In
each training epoch, we first generate all negative instances,
and then feed them together with positive instances into
the training algorithm for parameter updates. This leads to
much faster training than sampling the negative instance
on-the-fly (as done in Bayesian Personalized Ranking [11])
when training on GPU platforms, since it avoids the un-
necessary switch between GPU (for parameter updating)
and CPU (for negative sampling). Specifically, for each
positive instance (u, i), we randomly sample X items that
u has never interacted before as negative instances. In our
experiments we set X as 4, an empirical number that has
shown good performance for neural CF methods [5].
Pre-training. Due to the non-linearity of neural network
model and non-convexity of the objective function (w.r.t. all
parameters), optimization using SGD can be easily trapped
to local minimums of poor performance. As such, the initial-
ization of model parameters plays a vital role in the model’s
final performance. Empirically, when we try to train NAIS
from random initialization, we find it converges slowly and
leads to a final performance slightly better than FISM. We
hypothesize that it is due to the difficulty of optimizing
the attention network and item embeddings simultaneously.
Since the outputs of attention network rescale item embed-
dings, jointly training them may result in the co-adaption
effect, which slows down the convergence. For example, a
training epoch may decrease an attention weight aij but
increase the embedding product pTi qj , resulting in only a
small progress in updating the prediction score.
To address the practical issue in training NAIS, we pre-
train NAIS with FISM, using the item embeddings learned
by FISM to initialize that of NAIS. Since FISM does not have
the co-adaption issue, it can learn item embeddings well in
encoding item similarity. As such, using FISM embeddings
to initialize NAIS can greatly facilitate the learning of the
attention network, leading to faster convergence and better
performance. With such a meaningful initialization of item
embeddings, we can simply initialize the attention network
with a random Gaussian distribution.
3.3 Discussions
In this subsection, we discuss three properties of NAIS,
namely, its time complexity, ease to support online person-
alization, and the two options for attention function.
Time Complexity Analysis. We analyze the time com-
plexity of the predictive model of NAIS, i.e., Equation (9).
This directly reflects the time cost of NAIS in testing (or
recommendation), and the time cost of training should be
proportional to that of testing. The time complexity of
evaluating a prediction yˆui with FISM (cf. Equation (3))
is O(k|R+u |), where k denotes the embedding size and
|R+u | denotes the number of historical interactions of user
u. Compared to FISM, the additional cost of evaluating a
prediction with NAIS comes from the attention network.
Let a denote the attention factor, then we can express the
time complexity of evaluating f(pi,qj) as O(ak). Since
the denominator of softmax (and our proposed smoothed
variant of softmax) needs to traverse over all items in R+u ,
the time complexity of evaluating an aij is O(ak|R+u |). As
such, a direct implementation of NAIS model takes time
O(ak|R+u |2), since we need to evaluate aij for each j in
|R+u |. However, considering the denominator term is shared
across the computation of all items in R+u , we only need
to compute it once and cache it for all evaluations of aij
(where j is in R+u ). As such, the overall time complexity of
evaluating a NAIS prediction can be reduced to O(ak|R+u |),
which is a times of that of FISM.
Support for Online Personalization. The offline training
of a recommender model provides personalized recommen-
dation based on a user’s past history. For online personal-
ization, we consider the practical scenario that a user has
new interactions streaming in, and the recommender model
needs to refresh the top-K recommendation for the user
instantaneously [6], [26]. Since it is prohibitive to perform
model re-training in real-time2, an alternative solution is
to perform local updates on model parameters based on
the new feedback only. This is the common strategy used
by user-based CF model, such as matrix factorization [6].
However, we argue that even local updates on parameters
2. To the authors’ knowledge, the current industrial servings of
recommender systems usually perform model re-training on a daily
basis.
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are difficult to achieve in practice. The key difficulty is that
users may have concurrent interactions on an item. As such,
separately performing local updates on a per interaction
basis will result in collision, and it is non-trivial to resolve
the collision in a distributed setting in real-time.
Instead of updating model parameters to adapt new
interactions, NAIS can refresh the representation vector of
a user without updating any model parameter, reducing
the difficulty of provide online personalization services.
This is attributed to the item-based CF mechanism that
characterizes a user with her interaction history, rather than
her ID. Specifically in NAIS, a user’s representation vector is
aggregated by a weighted sum on item embeddings, which
allows a nice decomposable evaluation on a prediction. For
example, let’s assume user u has a new interaction on item
t. To refresh the prediction of u on a candidate item i (i.e.,
yˆui), instead of computing yˆui from scratch (i.e., following
Equation (9)), we only need to evaluate the score of aitpTi qt,
and then sum it with the old prediction of yˆui. With the
cache of the denominator of softmax, the refresh of yˆui can
be done in O(ak) time. This is much more efficient than
performing local updates with MF [6] (for which the time
complexity is O(k2 + |R+u |k)), since a is usually a small
number (typically set to be the same as k).
Options for Attention Function. The two choices of
attention function differ in the construction of input: the first
choice fconcat simply concatenates pi and qj to learn the
attention weight wij [19], while second choice fprod feeds
the element-wise product of pi and qj into the attention net-
work [15]. Analytically speaking, since the attention weight
wij is to score the interaction pTi qj , using the element-wise
product pi  qj as input may facilitate the hidden layer in
learning the attention function (since pTi qj = 1
T (pi  qj));
as a downside, it may also cause some information loss
unintentionally, since the original information encoded in
pi and qj are discarded. In contrast, fconcat leverages the
original information encoded in pi and qj to learn their
interaction weight, which has no information loss; how-
ever, due to the numerical gap between the concatenation
[pi,qj ]
T and element-wise product pi  qj , it may lead to
slower convergence. We will empirically compare the two
choices of attention function in the experiments section.
4 EXPERIMENTS
In this section, we conduct experiments with the aim of
answering the following research questions:
RQ1 Are our proposed attention networks useful for pro-
viding more accurate recommendations?
RQ2 How do our proposed NAIS methods perform com-
pared with state-of-the-art recommendation methods?
RQ3 What are the key hyper-parameters for NAIS and how
do they impact NAIS’s performance?
In what follows, we first present the experimental settings,
followed by results answering the above questions.
4.1 Experimental Settings
Datasets and Evaluation Protocol. We adopt the same
MovieLens and Pinterest datasets as the ones used in
TABLE 1: Statistics of the evaluation datasets.
Dataset Interaction# Train# Item# User#
MovieLens 1,000,209 4,970,845 3,706 6,040
Pinterest 1,500,809 7,228,110 9,916 55,187
the NCF paper [5]. Since both datasets have some pre-
processing steps such as removing sparse users and train-
test splitting, we directly evaluate on the processed data3.
Table 1 summarizes the statistics of the two datasets. More
details on the generation of the two datasets have been
elaborated in [5], so we do not restate them. Note that
during training each interaction is paired with 4 negative
instances, thus the number of training instances is much
more than the number of interactions.
We adopt the leave-one-out evaluation protocol [11],
[5], which holds out the latest interaction of each user as
the testing data and uses the remaining interactions for
training. Specifically, each testing instance is paired with
99 randomly sampled negative instances; then each method
outputs prediction scores for the 100 instances (1 positive
plus 99 negatives), and the performance is judged by Hit
Ratio (HR) [27] and Normalized Discounted Cumulative Gain
(NDCG) [28] at the position 10. Both metrics have been
widely used to evaluate top-K recommendation [1] and
ranking systems [29] in information retrieval literatures.
We report the average scores for all users, where HR@10
can be interpreted as a recall-based measure that indicates
the percentage of users are successfully recommended (i.e.,
the positive instance appears in top-10), and NDCG@10 is
a precision-based measure that accounts for the predicted
position of the positive instance, the larger the better.
Baselines. We compare NAIS with the following item rec-
ommendation methods:
Pop. This is a non-personalized method to benchmark
the performance of the top-K recommendation task. It ranks
items by their popularity, judged by the number of interac-
tions that an item received.
ItemKNN [10]. This is the standard item-based CF
method as formulated in Equation (1). We use consine simi-
larity to measure sij . We experiment with different numbers
of nearest item neighbors to consider, finding using all
neighbors lead to best results.
FISM [1]. This is a state-of-the-art item-based CF model
as formulated in Equation (3). We test α from 0 to 1 with
a step size of 0.1, finding a value of 0 leads to best result
on both datasets (the variance is actually small when α is
smaller than 0.6).
MF-BPR [11]. MF-BPR learns MF by optimizing the pair-
wise Bayesian Personalized Ranking (BPR) loss. This method
is a popular choice for building a CF recommender from
implicit feedback.
MF-eALS [6]. This method also learns a MF model, but
optimizes a different pointwise regression loss that treats all
missing data as negative feedback with a smaller weight.
The optimization is done by an element-wise Alternating
Learning Square (eALS) algorithm.
MLP [5]. This method applies a multi-layer perceptron
(MLP) above user and item embeddings to learn the scoring
3. The processed datasets are directly downloaded from:
https://github.com/hexiangnan/neural collaborative filtering
IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, 2018 7
65
66
67
68
69
70
0 10 20 30 40 50
H
it
 R
a
ti
o
 (
%
)
Epoch
MovieLens
FISM
NAIS-prod
NAIS-concat
(a) MovieLens — HR
38
39
40
41
42
0 10 20 30 40 50
N
D
C
G
 (
%
)
Epoch
MovieLens
FISM
NAIS-prod
NAIS-concat
(b) MovieLens — NDCG
87
87.5
88
88.5
89
0 10 20 30 40 50
H
it
 R
a
ti
o
 (
%
)
Epoch
Pinterest
FISM
NAIS-prod
NAIS-concat
(c) Pinterest — HR
54
54.5
55
55.5
56
56.5
57
57.5
0 10 20 30 40 50
N
D
C
G
 (
%
)
Epoch
Pinterest
FISM
NAIS-prod
NAIS-concat
(d) Pinterest — NDCG
Fig. 3: Testing performance of FISM, NAIS-prod, and NAIS-concat of embedding size 16 in each epoch.
function from data. We employ a 3-layer MLP and optimize
the same pointwise log loss, which was reported to perform
well on the two datasets.
We have deliberately chosen the above methods to cover
a diverse range of recommendation methods: ItemKNN
and FISM are representative of item-based CF approaches
to validate the utility of our attention-argument modeling,
MF-BPR and MF-eALS are competitive user-based CF ap-
proaches to evidence the state-of-the-art performance of rec-
ommendation from implicit feedback, and MLP is a recently
proposed deep neural network-based CF method. Note that
we focus on the comparison of single CF models. As such,
we do not further compare with NeuMF which achieves
the best performance in the NCF paper, since NeuMF is an
ensemble method that fuses MF and MLP in the latent space.
Parameter Settings. For each method, we first train it with-
out regularization; if overfitting is observed (i.e., training
loss keeps decreasing but the performance becomes worse),
we then tune the regularization coefficient λ in the range
of [10−6, 10−5..., 1]. The validation set is consisted of a
randomly drew interaction for each user. For the embedding
size k, we test the values of [8, 16, 32, 64], and set the atten-
tion factor a same as the embedding size in each setting.
For a fair comparison with FISM, we optimize it with the
same pointwise log loss using the same Adagrad learner.
We find that using the item embeddings learned by FISM to
initialize NAIS (i.e., the pre-training step) leads to slightly
better performance but much faster convergence. Without
special mention in texts, we report the performance of NAIS
with following default settings: 1) β = 0.5, 2) k = a = 16,
3) λ = 0, 4) Adagrad with a learning rate of 0.01, and 5)
pre-training with FISM embeddings.
Implementation Details. We implement NAIS using Ten-
sorFlow4. Since in the input layer an item (user) is repre-
sented as a one-hot (multi-hot) vector where most entries are
zeros, for efficiency and memory concern, we adopt sparse
representation that stores the IDs of non-zero entries only.
Here an implementation challenge is that different users
have different number of non-zero entries, while Tensor-
Flow requires all training instances of a batch must be of
the same length (same as other programming tools for deep
learning like Theano). To tackle the challenge, a widely
adopted solution is to use the masking trick, which adds
masks (i.e., pseudo non-zero entries) to ensure all instances
4. Our implementation codes are available at https://github.com/
AaronHeee/Neural-Attentive-Item-Similarity-Model
of a batch have a same length (i.e., the maximum length of
instances of the batch). However, we find this solution is
very time-consuming on CF datasets, as some active users
may have interacted with over thousands of items, making
a sampled mini-batch very large. To address the issue, we
innovatively form a mini-batch as all training instances of
a randomly sampled user, rather than randomly sampling
a fixed number of training instances as a mini-batch. This
trick of user-based mini-batch has two advantages: 1) no
mask is used thus it is much faster (empirically 3X speedup
over the masking trick), and 2) no batch size needs to be
specified which refrains the pain of tuning the batch size.
Moreover, the recommendation performance remains the
same according to our experiments.
TABLE 2: Training time per epoch (seconds) of methods
that are implemented using TensorFlow.
Methods MovieLens Pinterest
MF-BPR 24.4 s 17.3 s
MLP 125.8 s 155.8 s
FISM 238.3 s 353.3 s
NAIS concat 455.2 s 525.6 s
NAIS prod 428.5 s 485.2 s
Training Time. Table 2 shows the training time per epoch of
NAIS and baselines that are implemented with TensorFlow.
A training epoch is defined as training 5|R+| instances,
since the negative sampling ratio is 4. The running environ-
ment is a server with Intel Xeon CPU E5-2630 @ 2.20GHz
and 64GB memory. Note that the running time of ItemKNN
and MF-eALS are not shown since they are implemented
with Java, which are not comparable with other methods.
We can see that item-based CF methods (FISM and NAIS)
take longer training time than user-based CF methods (MF-
BPR and MLP). This is reasonable, since user-based methods
use an ID only to represent a user in the input layer, while
item-based methods use interacted items to represent a
user. MLP uses more time than MF-BPR, since it has three
more hidden layers than MF-BPR. Moreover, the two NAIS
methods take longer time than FISM, due to the additional
use of attention network. The additional time cost is quite
acceptable, which is roughly 0.8 times of the training time
of FISM. Among the two NAIS methods, NAIS concat takes
slightly longer time than NAIS prod, since concatenation
increases the input dimension while product does not.
4.2 Effectiveness of Attention Networks (RQ1)
Technically speaking, our NAIS model enhances FISM by
replacing the constant weight (i.e., 1/|R+u |α) of an estimated
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item-item similarity (i.e., pTi qj) with a variable weight
learned by an attention network. To demonstrate the efficacy
of our designed attention networks, we first run FISM until
convergence, and then use FISM embeddings to initialize
NAIS for training the attention network.
Figure 3 shows the stable performance of FISM and
the scores of our two NAIS methods at embedding size
16 in each epoch. We can clearly see the effectiveness of
using attention networks. Specifically, the initialized perfor-
mance of NAIS are close to FISM, while by training the
attention network, the two NAIS methods improve over
FISM significantly. Here we show the performance of 50
epochs only, and further training on NAIS can lead to
even better performance. Upon convergence (results can be
found in Table 5), both NAIS methods achieve a relative
improvement of 6.3% and 3.6% over FISM in terms of
NDCG on MovieLens and Pinterest, respectively. We believe
the improvements on recommendation accuracy stem from
the strong representation power of NAIS. Moreover, we find
that NAIS-prod converges faster than NAIS-concat (while
their final performance are close). This confirms our analysis
in Section 3.3 by providing empirical evidence that feeding
pi qj into the attention network can facilitate learning the
weight of pTi qj .
4.2.1 Qualitative Analysis
Here we provide some qualitative analysis on the attention
weights to show their learnability and interpretability.
First, it is interesting to see how do the attention weights
evolve during training. However, a prediction of yˆui has
|R+u | attention weights, and it is difficult to plot the attention
weights for all predictions. Instead, we record the statistics
— mean and variance — of the attention weights of a
prediction, and effective learning of the attention network
is evidenced by a large variance (note that the variances of
FISM are 0). Figure 4 shows the scatter plot of the statistics
learned by NAIS-prod at different epochs in Pinterest, where
each scatter point denotes the prediction of a testing in-
stance. We can see that in the initial phase of training (Epoch
1), the points are concentrated near x-axis, i.e., variances
are close to zero. With more training epochs, the points
become more dispersive along the y-axis, and many points
start to get a high variance. Together with Figure 3 which
shows more training epochs lead to better performance, we
can conclude that the attention weights have been properly
trained to be more distinguishable for historical items. This
reveals the reason of NAIS improving over FISM, justifying
our key argument of this work that the historical items of a
user do not contribute equally in a prediction.
TABLE 3: Attention weights breakdown of a sampled
user on target item #1382 in Pinterest. The user has four
historical items which are shown in column 1 to 4, and the
last column denotes the prediction score (after sigmoid).
Item ID #131 #894 #1534 #3157 σ(yˆui)
FISM 0.25 0.25 0.25 0.25 0.17
NAIS-prod 0.03 0.52 0.22 0.23 0.81
Second, we show a case study on the attention weights of
a prediction of a sampled user in Table 3. The weights have
been L1 normalized to make a clear comparison with FISM,
which assumes a uniform weight on the historical items. In
this example, the target item #1382 is a positive example
in the testing set and should be scored larger. We can see
that FISM weights all historical items (more precisely, their
interactions with the target item) uniformly, which leads to
a relatively smaller prediction score. In contrast, NAIS-prod
assigns a higher weight on item #894 and a lower weight
on item #131, successfully scoring the target item #1382
larger, which is desired. To demonstrate the rationality, we
further investigate the content of these items (i.e., Pinterest
images). We find that both the target item #1382 and the
highest attended item #894 are about natural scenery, while
the lowest attended item #131 is a family photo. This is as
expected, because when predicting a user’s preference on a
target item, her historical items of the same category should
have a larger impact than other less relevant items. This well
justifies our motivating example in introduction, providing
evidence on the correlation of the attention weights and the
characteristics of items.
4.2.2 Effect of Pre-training
TABLE 4: Performance of NAIS methods with (w/) and
without (w/o) FISM pre-training at embedding size 16.
MovieLens Pinterest
Methods HR NDCG HR NDCG
FISM 66.47 39.49 87.40 55.22
NAIS-concat w/o pre-training 67.77 40.41 87.90 56.23
NAIS-concat w/ pre-training 69.72 41.96 88.44 57.20
NAIS-prod w/o pre-training 68.04 40.55 87.90 56.04
NAIS-prod w/ pre-training 69.69 41.94 88.44 57.22
To demonstrate the effect of pre-training (i.e., , using
the embeddings learned by FISM as model initialization),
we show the performance of NAIS with and without pre-
training at embedding size 16 in Table 4. Note that the
hyper-parameters of NAIS without pre-training have been
separately tuned. As can be seen, by pre-training the two
NAIS methods with FISM embeddings, both methods are
improved significantly. Besides the performance improve-
ments, NAIS methods with pre-training have a faster con-
vergence rate than random initialization. This points to
the positive effect of using FISM embeddings to initialize
NAIS. Moreover, training NAIS from scratch leads to a
performance better than FISM, which further verifies the
usefulness of the attention network.
4.3 Performance Comparison (RQ2)
We now compare the performance of NAIS with other
item recommendation methods. For these embedding-based
methods (MF, MLP, FISM, and NAIS), the embedding size
controls their modeling capability; as such, we set it to 16
for all methods for a fair comparison. In later Section 4.4
of hyper-parameter study, we vary the embedding size for
each method. Table 5 shows the overall recommendation
accuracy. We have the following main observations.
• 1. The two NAIS methods achieve the highest NDCG
and HR scores on both datasets. They reach the same
performance level, achieving significant improvements
over other methods (p < 10−3 judged by the one-sample
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(a) Epoch 1 (b) Epoch 10 (c) Epoch 20 (d) Epoch 40
Fig. 4: The scatter plot of mean (x-axis) and variance (y-axis) of attention weights learned by NAIS-prod at different
epochs. Each scatter point denotes the prediction of a testing point in Pinterest.
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Fig. 5: Testing performance of NAIS methods w.r.t. the attention factor a.
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Fig. 6: Testing performance of NAIS methods w.r.t. the smoothing exponent β.
TABLE 5: Recommendation accuracy scores (%) of com-
pared methods at embedding size 16.
MovieLens Pinterest
Methods HR NDCG HR NDCG
Pop 45.36 25.43 27.39 14.09
ItemKNN 62.27 35.87 78.57 48.32
MF-BPR 66.64 39.73 86.90 54.01
MF-eALS 67.88 39.83 87.13 52.55
MLP 68.41 41.03 86.48 53.85
FISM 66.47 39.49 87.40 55.22
NAIS-concat 69.72 41.96 88.44 57.20
NAIS-prod 69.69 41.94 88.44 57.22
paired t-test). We believe the benefits are credited to the
effective design of the attention networks in learning
item-to-item interactions.
• 2. Learning-based CF approaches perform better than
heuristic-based approaches Pop and ItemKNN. In par-
ticular, FISM outperforms its counterpart ItemKNN with
about 10% relative improvements. Considering that both
methods use the same prediction model while differ in
the way of estimating item similarities, we can clearly
see the positive effect of tailored optimization for recom-
mendation.
• 3. Among the baselines, there is no obvious winner be-
tween user-based CF models (MF, MLP) and item-based
CF model (FISM). Specifically, on MovieLens user-based
models perform better than FISM, while on Pinterest
FISM outperforms user-based models. Since user inter-
actions of the Pinterest data are more sparse, it reveals
that item-based CF might be more advantageous for
sparse datasets, which is in consistent with the finding
in previous work [1].
It is worth pointing out that the performance of NAIS
reported in Table 5 uses the default settings of hyper-
parameters (reported in Section 4.1). Further improvements
can be observed by tuning hyper-parameters, which will be
explored in the next subsection.
4.4 Hyper-parameter Study (RQ3)
By introducing an attention network, NAIS has two addi-
tional hyper-parameters — the hidden layer size of the at-
tention network (aka. the attention factor a) and the smooth-
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TABLE 6: Recommendation accuracy scores (%) of embedding-based methods at embedding size 8, 32, and 64. The
best performance of each setting is highlighted as bold font.
Embedding size = 8 Embedding size = 32 Embedding size = 64
MovieLens Pinterest MovieLens Pinterest MovieLens Pinterest
Methods HR NDCG HR NDCG HR NDCG HR NDCG HR NDCG HR NDCG
MF-BPR 62.86 36.08 85.85 53.26 68.54 41.14 86.34 54.54 68.97 41.91 85.8 54.58
MF-eALS 62.8 36.35 86.26 51.86 70.4 42.16 86.75 53.84 70.35 43.5 85.77 53.77
MLP 67.1 39.98 85.9 53.67 69.24 42.51 86.77 54.2 70.18 42.64 86.9 54.5
FISM 61.71 35.73 87.03 54.82 69.29 41.71 88.43 57.13 70.17 42.82 88.62 57.18
NAIS-concat 64.17 37.36 87.44 55.27 70.83 43.36 88.56 57.47 71.66 44.15 88.74 57.75
NAIS-prod 64.5 37.6 87.88 55.75 70.91 43.39 88.67 57.59 71.82 44.18 88.84 57.9
ing exponent β. In addition, as an embedding-based model,
the embedding size is another crucial hyper-parameter for
NAIS. This subsection investigates the impact of the three
hyper-parameters.
Table 6 shows the performance of embedding-based
methods at embedding size 8, 32, and 64. We can see that
the performance trends are generally in consistent with
the observations at embedding size 16 (elaborated in Sec-
tion 4.3). Our NAIS methods achieve the best performance
in most cases, with the only exception of embedding size
8, where MLP performs the best. This is because when the
embedding size is small, linear models are limited by the
small embedding size, while non-linear models are easy to
express stronger representation ability than linear models.
Figure 5 shows the performance of NAIS w.r.t. attention
factor. We can see that regardless of the setting of attention
factor, both NAIS methods outperform FISM. Among the
two methods, NAIS-prod performs better than NAIS-concat
for small attention factors, demonstrating the positive effect
of using pi  qj of as input to the attention network for
learning the weight of pTi qj . Moreover, using a large atten-
tion factor for NAIS-concat can compensate the performance
gap between NAIS-prod. This implies the utility of using an
expressive model for learning the attention weights.
Figure 6 shows the performance of NAIS w.r.t. β. It is
clear that when β is smaller than 1, both NAIS methods
show good performance and outperform FISM. However,
when β is set to 1, the performances of NAIS degrade
significantly and are worse than FISM. Note that setting β to
1 means using softmax to normalize the attention weights,
a standard setting for neural attention networks [19], [15],
[16]. Unfortunately, such a standard setting does not work
well for CF datasets. We believe the reason is caused by the
large variance of the length of user histories. Specifically,
on MovieLens and Pinterest, the (mean, variance) of user
history’s length are (166, 37145) and (27, 57), respectively.
Such a large variance on the number of attentive compo-
nents seldom happens in NLP and CV tasks that deal with
sentences (i.e., attention on words) and images (i.e., attention
on regions). This is a key insight of this work for employing
attention networks on user behavior data, which to our
knowledge has never been investigated before.
5 RELATED WORK
Early works on CF mostly deal with explicit feedback like
user ratings, formulating it as a rating prediction task [10],
[30]. The target is to minimize the error between observed
ratings and the corresponding model predictions. For this
regression-based CF task, MF — a linear latent factor model
— is known to be the most effective approach. Its basic idea
is to associate each user and item with a latent vector (aka.
embedding), modeling their matching score as the inner
product between their latent vectors. Many variants to MF
have been proposed, such as SVD++ [30], Localized MF [31],
Hierarchical MF [32], Social-aware MF [26], and Cross-
Platform MF [33]. The SVD++ model has demonstrated
strong representation power in fitting ratings; in particular,
it is reported to be the best single model in the Netflix
challenge. In our view, this shall be creditable to its integra-
tion of user-based CF and item-based CF under the latent
factor model. While in the original paper of SVD++ [30], the
authors claimed to enhance MF by incorporating implicit
feedback, the modeling of implicit feedback part is essen-
tially an item-based CF model.
Later research efforts on CF have shifted towards learn-
ing recommenders from implicit feedback [11], [1], [6],
[8], [5]. By nature implicit feedback is a one-class data,
where only users’ interaction behaviors are recorded and
their explicit preferences on items (i.e., likes or dislikes)
are unknown. Distinct from early CF methods that predict
rating scores, the works on implicit feedback typically treat
CF as a personalized ranking task, adopting a ranking-
based evaluation protocol on top-K recommendations. It
is obvious that evaluating a CF method with a ranking-
based protocol is more convincing and practically valuable,
since recommendation is naturally a top-K ranking task for
many applications. Moreover, there is empirical evidence
showing that a CF model of lower rating prediction error
does not necessarily result in higher accuracy in top-K
recommendation [34].
Technically speaking, the key difference between rating
prediction methods and top-K recommendation methods
is in the way of optimizing the CF model [6]. Specifi-
cally, rating prediction methods often optimize a regression
loss on observed data only, while top-K recommendation
methods need to account for missing data (aka. negative
feedback) [34]. As such, it is technically feasible to tailor a
rating prediction CF method for implicit feedback by simply
adjusting the objective function to optimize.
To learn a recommender model from implicit feedback,
two types of learning to rank (L2R) objective functions have
been commonly applied: pointwise and pairwise. Pointwise
L2R methods either optimize a regression-based squared
loss [1], [35] or classification-based log loss [5], by either
sampling negative feedback from missing data [36] or treat-
ing all missing data as negative feedback [6]. For linear
CF models like MF and its variants (e.g., factorization ma-
chines), there exist efficient coordinate descent algorithms
that optimize squared loss over all missing data [6], [8].
However for complex non-linear CF models like neural
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networks, only SGD-based optimization methods are appli-
cable, and sampling negative feedback from missing data is
necessary for the sake of efficiency. Pairwise L2R methods
consider a pair of a user’s positive and (sampled) negative
feedback, maximizing the margin of their predicted scores
regardless of their exact values [11], [20]. The underlying
assumption is that an observed interaction should be more
likely of interest to the user than an unobserved feedback.
A state-of-the-art work develops adversarial personalized
ranking [37], which employs adversarial training on pair-
wise learning to enhance the robustness of recommender
models and improve their generalization performance.
In recent years, using deep neural networks (DNNs,
aka. deep learning) for recommendation becomes increas-
ingly popular. DNNs have strong ability to learn complex
functions from data, being well known for extracting high-
level features from low-level raw data, such as images and
audios [13]. Existing works on DNNs for recommendation
can be divided into two types: 1) using DNNs for feature
extraction from auxiliary data, e.g., images and texts [38],
[39], and 2) using DNNs for learning the user-item scoring
function [5], [40], [41]. Since we focus on CF that leverages
user-item interactions only, the second type of work is
more relevant to this work. In [5], the authors formulated
a general NCF framework for performing CF with feed-
forward neural networks and devised three user-based CF
models. Later on NCF is extended to incorporate attributes
and optimize a pairwise ranking loss [18]. The neural fac-
torization machine (NFM) [40] is proposed to model higher-
order and non-linear interactions among features, which
is suitable for information-rich recommendation scenario,
such as attribute-based and context-aware recommendation.
More recently, Wang et al. [41] combines the strengths of
embedding-based with tree-based models for explainable
recommendation.
The work that is most similar to ours is the Attentive
Collaborative Filtering (ACF) [16], which develops an atten-
tion network for user-based CF. Our NAIS differs from ACF
and all previous works by tailoring the attention network
for item-based CF. We find that using the standard attention
network does not work well on user interaction histories,
due to the problematic softmax in dealing with the varying-
length histories. To address this, we propose to smooth
the denominator of the softmax function. This insight is
particularly useful for developing attention network for
sequential data that has a large variance its length, which
to our knowledge has never been explored before.
6 CONCLUSION
In this work, we developed neural network methods for
item-to-item collaborative filtering. Our key argument is
that the historical items of a user profile do not contribute
equally to predict the user’s preference on an item. To
address this point, we first revisited the FISM method from
the perspective of representation learning, and then devised
several attention mechanisms step by step to enhance its
representation ability. We found that the conventional de-
sign of neural attention network [19], [16], [15], [17] did not
work well for item-based CF, due to the large variances of
the lengths of user histories. We proposed a simple yet effec-
tive variant of softmax to address the large variance issue on
user behaviors. We conducted empirical studies to validate
the effectiveness of our NAIS methods. Experimental results
show that NAIS significantly outperforms FISM, achieving
competitive performance for the item recommendation task.
To our knowledge, this is the first work on designing
neural network models for item-based CF, opening up new
research possibilities for future developments of neural
recommender models. In future, we are particularly inter-
ested in exploring deep architectures for NAIS methods.
Currently, our design of NAIS considers the pairwise sim-
ilarities, i.e., second-order interactions between items only,
due to the consideration of keeping the model’s simpleness
in online personalization. This is primarily for the practical
concern of a recommendation method. For further improve-
ments on the recommendation accuracy, it is natural to
extend NAIS by placing fully connected layers or convo-
lutional layers above the embedding layer, which has been
shown to be helpful by modeling high-order and nonlin-
ear features interactions [40]. Technically speaking, another
interesting direction worth exploring is to combine deep
neural networks with graph-based methods [42], [43], which
have their unique strengths and have also been widely used
for ranking. Moreover, we are interested in exploring the
recent adversarial personalized ranking learning on item-
based CF to investigate the possible performance improve-
ments [37]. Lastly, we will investigate the explainability
of recommender systems, which is a promising direction
recently [44], [28], [45], [41] and can be facilitated by intro-
ducing attention networks on item-based CF methods.
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