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Abstract
This thesis introduces a hierarchical model for unsupervised learning from
naturalistic video sequences. The model is based on the principles of slow-
ness and sparseness. Different approaches and implementations for these
principles are discussed. A variety of neuron classes in the hippocampal
formation of rodents and primates codes for different aspects of space sur-
rounding the animal, including place cells, head direction cells, spatial view
cells and grid cells. In the main part of this thesis, video sequences from
a virtual reality environment are used for training the hierarchical model.
The behavior of most known hippocampal neuron types coding for space
are reproduced by this model. The type of representations generated by the
model is mostly determined by the movement statistics of the simulated an-
imal. The model approach is not limited to spatial coding. An application
of the model to invariant object recognition is described, where artificial
clusters of spheres or rendered fish are presented to the model. The result-
ing representations allow a simple extraction of the identity of the object
presented as well as of its position and viewing angle.
Keywords:
Hippocampus, Object Recognition, Place Cells, Unsupervised Learning
Zusammenfassung
Diese Doktorarbeit führt ein hierarchisches Modell für das unüberwachte
Lernen aus quasi-natürlichen Videosequenzen ein. Das Modell basiert auf
den Lernprinzipien der Langsamkeit und Spärlichkeit, für die verschiedene
Ansätze und Implementierungen vorgestellt werden. Eine Vielzahl von Neu-
ronentypen im Hippocampus von Nagern und Primaten kodiert verschiedene
Aspekte der räumlichen Umgebung eines Tieres. Dazu gehören Ortszellen
(place cells), Kopfrichtungszellen (head direction cells), Raumansichtszellen
(spatial view cells) und Gitterzellen (grid cells). Die Hauptergebnisse dieser
Arbeit basieren auf dem Training des hierarchischen Modells mit Videose-
quenzen aus einer Virtual-Reality-Umgebung. Das Modell reproduziert die
wichtigsten räumlichen Codes aus dem Hippocampus. Die Art der erzeug-
ten Repräsentationen hängt hauptsächlich von der Bewegungsstatistik des
simulierten Tieres ab. Das vorgestellte Modell wird außerdem auf das Pro-
blem der invaranten Objekterkennung angewandt, indem Videosequenzen
von simulierten Kugelhaufen oder Fischen als Stimuli genutzt wurden. Die
resultierenden Modellrepräsentationen erlauben das unabhängige Auslesen
von Objektidentität, Position und Rotationswinkel im Raum.
Schlagwörter:
Hippocampus, Objekterkennung, Ortszellen, Unüberwachtes Lernen
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The brain has no direct access to the world around it. In order to find out
about its environment, it has to rely on electrical impulses generated by
eyes, ears, and other sensory organs. The most important information an
animal needs to retrieve from these sensory inputs includes its own position
("Where am I?") and heading direction ("In what direction am I looking?")
as well as the position, identity and viewing angle of objects surrounding the
animal ("What object do I see? Where is it?"). This information forms the
basis for the ability to navigate in the environment and manipulate objects
therein.
This thesis introduces a model that allows the extraction of all these funda-
mental types of information from realistic quasi-natural video sequences un-
der certain constraints. It is based on three articles, two of which are already
peer-reviewed and published. The first article by Mathias Franzius, Roland
Vollgraf, and Laurenz Wiskott titled From Grids to Places was published
in the Journal of Computational Neuroscience [Franzius et al., 2007b] and
is integrated into Chapter 2. The second article by Mathias Franzius, Hen-
ning Sprekeler, and Laurenz Wiskott titled Slowness and Sparseness Lead to
Place, Head-Direction and Spatial-View Cells was published by PLoS Com-
putational Biology [Franzius et al., 2007a] and forms the basis for Chapter 4.
A third article by Mathias Franzius, Niko Wilbert, and Laurenz Wiskott is
in preparation [Franzius et al., 2007c] and outlined in Chapter 5.
A biologically realistic model for spatial coding and invariant object recog-
nition in the brain can advance the understanding of two major scientific
fields. Such a model can help identify plausible functional principles under-
lying the highly complex "neural implementation" of these processes in the
brain and make testable predictions for experiments. Furthermore, advances
in object recognition and spatial coding can help to improve computer vi-
sion and possibly applications in robotics. However, the applicability of the





This thesis is structured in six chapters. In Chapter 2, the slowness and
sparseness principles are introduced, together with a motivation, history,
and models of these unsupervised learning rules. These two principles form
the basis of the model presented in later chapters. Chapter 3 commences
with a short introduction to approaches for navigation and continues with
an overview of the major types of neurons coding for spatial features in the
hippocampal formation. Chapter 4 contains the major results of this thesis.
A hierarchical model for unsupervised learning of spatial codes from quasi-
natural videos is introduced. This model reproduces the characteristics of
most spatially coding neuron types in the brain known so far. In Chapter 5,
a similar model is applied to the domain of invariant object recognition for
complex three-dimensional objects under translation and in-depth rotation.
This model creates view-invariant representations of objects similar to those
in the inferotemporal cortex. At the same time, information about position
and viewing angle is extracted. Finally, Chapter 6 summarizes the thesis,
discusses the main advantages and shortcomings and gives an outlook on
possible future work.
Chapter 2
The Principles of Temporal
Slowness and Sparseness
Most results of this thesis are based on principles of unsupervised learning.
Such methods find representations of aspects of their inputs without an
external teaching or supervision signal that explicitly defines a desired result.
Often some internally generated performance measure is available instead of
an external teaching signal that is used to guide the training process. Such
a performance measure (cost function, objective function) can be used to
derive a learning rule, which is applied to adapt connection weights during
a training phase [Becker and Zemel, 2003].
This chapter introduces two families of unsupervised learning rules. A third
approach, Principal Component Analysis, is introduced in the first section
since it constitutes an important component of most of the following learning
rules. In Section 2.2, learning rules based on the slowness principle are
introduced. Section 2.3 explains the concept and different implementations
of sparse coding. Although slowness and sparseness goal functions seem to
be highly different approaches, for some special cases a close relationship
exists. Blaschke et al. [2006] have proven analytically the identity of linear
SFA with ICA under certain conditions.
The main results in this thesis (Chapters 4 and 5) are based on the slowness
principle, namely nonlinear SFA. The results in Chapter 4 are additionally
based on a final linear sparse coding step.
2.1 Principal Component Analysis
One of the most popular techniques of unsupervised learning is Principal
Component Analysis (PCA), which finds a rotated coordinate system such
that the input data representation in the new coordinate system is decorre-
lated (cf. Figure 2.1). Additionally, the basis vectors are sorted by decreasing
variance of the input data in these directions. A typical application of PCA
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is dimensionality reduction. Consider, for example, a two-dimensional data
cloud embedded in an n-dimensional space with n  2 and subjected to a
small amount of additive noise. In order to represent the data in the high-
dimensional space one n-dimensional vector per data point is necessary. But
if the extension of the data points in all other directions is minimal, for ex-
ample because of small noise variance, only the subspace of high variance
is of interest. As this subspace is only two-dimensional, each data point
can be represented by a vector v ∈ R2, using only 2n of the storage space
of the original representation1. This compression is optimal in the sense of
least-square reconstruction errors in a linear model [Jolliffe, 2002].
Principal Component Analysis can be computed iteratively with an online
learning rule, for example by extensions of Oja’s Rule [Oja, 1982, 1992] in
an artificial neural network. Here, each data point causes a little change of
the weight vectors such that on average their angles to the true principal
directions are reduced. Alternatively, PCA can be computed by diagonaliz-
ing the covariance matrix of the input data. The eigenvectors with largest
eigenvalues point in the direction of highest variance in the data distribution
and input data projected on these vectors is decorrelated. This approach
belongs to the class of offline or batch learning rules where all data has
to be presented before any output is generated. In mathematical terms,
this approach finds a linear transformation A from an input vector x(t) =
(x1(t), x2(t), . . . , xn(t))T to an output vector y(t) = (y1(t), y2(t), . . . , yk(t))T =
Ax(t). A can be found by diagonalizing the covariance matrix C = 〈(x(t)−
〈x(t)〉t)(x(t) − 〈x(t)〉t)T 〉t: Cvi = λivi, where 〈·〉t denotes temporal aver-
aging, vi are the eigenvectors, and λi the corresponding eigenvalues of C.
If the eigenvalues are distinct, a unique orthogonal basis can be built from
the eigenvectors by ordering them by decreasing eigenvalues. In this basis,
the first axis (v1) points into the direction of largest variance of the input
data, and the last axis (vn) points into the direction of smallest variance.
If the eigenvalues are not distinct, any arbitrary rotation in the subspace(s)
spanned by the eigenvalues with corresponding identical eigenvalues is a
valid solution of PCA. If dimensionality reduction is performed with PCA,
as in the example above, only the first k high-variance dimensions are kept,
reducing the transformation matrix A to dimensionality n× k.
Often, offline learning rules are more efficient in terms of computation
time and more demanding in terms of computer memory than online learning
rules. In the case of PCA, both approaches eventually yield the same result2,
but convergence of the online approach can be extremely slow. On the other
hand, online rules are often considered more plausible as models of neural
function than offline rules. Nevertheless, both approaches are only different
implementations of the same principle. In this thesis, a less biologically
1Additionally, the n× 2 transformation matrix needs to be stored.
2up to arbitrary rotations in subspaces of (nearly) identical variances
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Figure 2.1: Illustration of Principal Component Analysis (PCA)
and Independent Component Analysis (ICA). A two-dimensional in-
put data distribution is plotted in panel A. The gray ellipse visualizes the
covariance of the data. Principal Component Analysis rotates the principal
axes of the ellipse (v1 and v2) onto the Euclidean axes e1 and e2 (panel B).
Whitening shrinks or expands the data along the principal axes such that
the variance along all axes is one (panel C). The covariance matrix of the
data distribution in panel C is now the identity matrix. Thus, any rotation
of the data yields the same covariance structure. As PCA ignores higher
order statistics, such rotations remain free parameters. In panel D, the data
has been rotated by ICA such that the projections on the Euclidean axes are
statistically maximally independent. The choice of a measure of statistical
independence differs between ICA algorithms.
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Figure 2.2: Illustration of Slow Feature Analysis (SFA). A two-
dimensional input data distribution is plotted in panel A as a cloud of blue
points and the time derivatives of the data are plotted as red points. The
ellipses illustrate the covariance of data and time derivatives. Panel B shows
the effect of Principal Component Analysis on the data cloud. The prin-
cipal axes of the data ellipse are aligned with the Euclidean axes and the
derivatives are accordingly rotated by the same amount. In panel C, the
data has been whitened, causing a similar deformation to the derivatives.
In contrast to ICA (see Figure 2.1), the remaining degrees of freedom for
rotations in whitened space are chosen such that the principal axes of the
derivative’s covariance ellipsoid (red) are aligned with the Euclidean axes
in decreasing order. Hence, the projection of the input data onto the first
axis e1 has unit variance and is as slow as possible. The projections onto
the other axes also have unit variance, are mutually decorrelated, and are
ordered by decreasing slowness.
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plausible implementation of an otherwise plausible principle will often be
preferred if it is computationally more efficient or if it allows a more direct
and possibly analytical description of the results.
2.2 Slowness
PCA is insensitive to the temporal structure of the input data, i.e., a tem-
porally permuted presentation of the input yields the same results. But
often the temporal structure of data contains important information: in
many scenarios, stimuli that typically occur temporally close should elicit
similar outputs. This similarity measure constitutes the basis for the objec-
tive functions necessary for unsupervised learning rules as mentioned above.
The slowness principle gives rise to learning rules that are sensitive to the
temporal structure of input data. In Section 2.2, different versions of unsu-
pervised learning rules for optimizing the slowness principle are presented.
Most of these rules are online approaches, whereas Slow Feature Analysis
(SFA) is an offline approach.
2.2.1 Motivation
When we observe a sequence of different views of an object – for example
from different sides, we usually perceive that the identity of the object does
not change. The visual input on the other hand can change dramatically
even when the object is only slightly turned or moved. For the extreme
example of a zebra, a little movement of the animal or of the observer will
change the light intensity of most individual retinal receptor from white to
black or vice versa, although the observer might not perceive any relevant
change of the environment. Generally, sensory data changes on a shorter
timescale than the behaviorally relevant configuration of the environment
(see Figure 2.3). However, this observation only holds on average over long
timescales on the order of minutes or hours. Sometimes relevant changes can
occur very rapidly and it is highly important for an efficient sensory system
to capture a changed configuration as quickly as possible. The appearance
of a predator in the field of view or of a large truck heading towards you,
for example, are behaviorally highly relevant cases where a slow sensory sys-
tem can act as a strong negative evolutionary selection factor. Thus we are
confronted with an apparent paradoxon: on the one hand we would like to
identify features that typically vary slowly in the hope to obtain a useful rep-
resentation of the environment. On the other hand we need to identify these
features from a given sensory signal as quickly as possible. In mathematical
terms, the quickest possible system reacts instantaneously, that is, it yields
an output without any delay at the presentation of a ’stimulus snapshot’,
e.g., a single static picture. In the context of spiking neurons of the ner-
vous system, the typical latencies are on the order of 10 ms. The processing
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latencies in the primate visual system during object recognition tasks, for
example, are in the range of 10–30 ms per cortical area, suggesting that no
extensive recurrent processing takes place for this task [Thorpe et al., 1996,
Rolls, 2007]. The constraint of instantaneous – or at least quick – response
rules out the trivial approach of low-pass filtering to find slowly varying
features. A low-pass filtered signal changes slower than the unfiltered signal
but usually discards relevant information.
A system that extracts aspects of its inputs that vary slowly or rarely
has to disregard aspects that vary on quicker timescales. If the stimulus
variance is caused by a limited number of transformations (e.g., rotation
and translation of an object), the system will code for those transforma-
tions that change most slowly or most seldom while it becomes invariant
to the other transformations3. Learning of invariant representations is an
important topic for many research areas involving sensory coding, including
spatial coding, object recognition, face and speech recognition.
Slowly changing configurations of the environment might include the po-
sition, angle, and identity of objects surrounding us. An application of the
slowness principle on these topic are described in Chapter 5. Alternatively,
slowly changing configurations might be given by the observer’s own posi-
tion and viewing direction in space, which is the topic of Chapter 4.
Although slowness is a necessary feature of many high-level cognitive codes,
slowness alone is in general not sufficient to find the ”most interesting” rep-
resentation from sensory data. In this sense, the slowness principle is a
heuristic that reduces the search space of possible meaningful representa-
tions. Additional constraints might be necessary in order to find a specific
representation. Such constraints can be incorporated, among others, by pri-
ors in probabilistic models (cf. Section 2.2.2) or an adaptation of the learning
rate (see Section 4.1.2).
The slowness principle is connected to the principle of predictive coding,
which postulates that sensory systems are adapted to the statistics of their
inputs in a way that maximizes information about future inputs. As a
representation learned by the slowness principle typically changes only little
over short time scales, its value at any given time point often is similar
to its value in the close future and thus informative about the state of
the environment in the future. This idea is elaborated in Creutzig and
Sprekeler [2008] where the equivalence of the two principles is shown under
the constraints of a linear system and a reversible Gaussian signal statistics.
2.2.2 Approaches for Slowness Learning
The slowness principle forms the basis for a variety of learning rules [e.g.,
Földiák, 1991, Mitchison, 1991, Stone and Bray, 1995, Wiskott and Se-
3This only holds if the computational power of the system is sufficient.
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Figure 2.3: Illustration of raw sensory data and extracted slow
features. The value of a single fixed gray scale pixel from an input movie
sequence of a virtual rat moving in a virtual room (cf. Chapter 4) is plotted
in red over 200 time steps. Many thousands of these pixel traces constitute
the input video and all necessary data is contained in these data to estimate
the position of the rat within the simulated room. However, the extraction
of these two coordinates (x- and y-position of the rat in the room), as plotted
in blue and green, is not trivial. One evident difference between the red and
the blue trace is the temporal variability. The red signal changes much more
quickly than the blue one.
jnowski, 2002, Hurri and Hyvärinen, 2003, Körding et al., 2004, Berkes and
Wiskott, 2005]. Some authors refer to this principle as temporal stability
or temporal coherence, depending on the actual implementation. A short
review of the most important variants is given below, a more detailed dis-
cussion of different slowness functions can be found in [Berkes, 2005b].
Slow Feature Analysis
The implementation of the slowness principle used in this thesis is Slow Fea-
ture Analysis (SFA) as introduced by Wiskott [Wiskott, 1998, Wiskott and
Sejnowski, 2002]. Slow Feature Analysis solves the following learning task:
Given a multidimensional input signal we want to find instantaneous scalar
input-output functions that generate output signals that vary as slowly as
possible but still carry significant information. To ensure the latter we re-
quire the output signals to be uncorrelated and have unit variance. In
mathematical terms, this can be stated as follows:
Optimization problem: Given a function space F and an I-dimensional
input signal x(t) find a set of J real-valued input-output functions gj(x) ∈ F
such that the output signals yj(t) := gj(x(t))
minimize ∆(yj) := 〈ẏ2j 〉t (2.1)
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under the constraints
〈yj〉t = 0 (zero mean), (2.2)
〈y2j 〉t = 1 (unit variance), (2.3)
∀i < j : 〈yiyj〉t = 0 (decorrelation and order), (2.4)
with 〈·〉t and ẏ indicating temporal averaging and the derivative of y, respec-
tively.
Equation (2.1) introduces the ∆-value, which is a measure of the tempo-
ral slowness of the signal y(t). It is given by the mean square of the signal’s
temporal derivative, so small ∆-values indicate slowly varying signals. The
constraints (2.2) and (2.3) avoid the trivial constant solution and constraint
(2.4) ensures that different functions gj code for different aspects of the
input.
It is important to note that although the objective is slowness, the func-
tions gj are instantaneous functions of the input, so that slowness cannot
be enforced by low-pass filtering. Slow output signals can only be obtained
if the input signal contains slowly varying features that can be extracted
instantaneously by the functions gj .
In the computationally relevant case where F is finite-dimensional the
solution to the optimization problem can be found by means of Slow Fea-
ture Analysis [Wiskott and Sejnowski, 2002, Berkes and Wiskott, 2005].
This algorithm, which is based on an eigenvector approach, is guaranteed
to find the global optimum. Biologically more plausible learning rules for
the optimization problem, both for graded response and spiking units exist
[Hashimoto, 2003, Sprekeler et al., 2007].
If the function space is infinite-dimensional, the problem requires vari-
ational calculus and will in general be difficult to solve. In Section 4.2 we
demonstrate that the optimization problem for high-dimensional visual in-
put used in Chapter 4 can be reformulated for a low-dimensional configural
input of position and orientation. In this case, the variational calculus ap-
proach becomes tractable and allows to make analytical predictions for the
behavior of the full model. The full analytical treatment is given in [Franz-
ius et al., 2007a].
SFA is equivalent to maximum likelihood learning in a linear Gaussian
state-space model with an independent Markovian prior [Turner and Sahani,
2007]. In this framework, SFA is a deterministic special case of a probabilis-
tic model and can be extended by various well-known techniques from this
field. The advantages of the approach by Turner and Sahani [2007] include
its formulation as a generative model, the ability to cope with missing data,
and with high measurement noise. This approach, however, assumes a lin-
ear and invertible mapping and for this special case SFA can be used as














Figure 2.4: Illustration of the optimization performed by SFA. A
quickly varying multidimensional input signal x(t) is instantaneously trans-
formed into a slowly varying multidimensional output signal y(t) = g(x(t))
by a set of transfer functions g(t). Figure courtesy of Laurenz Wiskott.
Turner and Sahani is computationally much more demanding and possibly
restricted to low-dimensional problems.
Other Approaches for Slowness Learning
Many approaches for invariant coding are either supervised, or use explicitly
built-in invariances [e.g., the Neocognitron by Fukushima, 1980], whereas the
approaches in this section are unsupervised and only based on the statistics
of the input data4.
The model by Földiák adapts the weights according to the trace rule,
which is a modified Hebbian learning rule [Földiák, 1991]. The trace rule
updates a neuron’s input weight vector w proportionally to the product of
the neuron’s current input x and the neuron’s trace value ȳτ according to
the rule: δwτj = αȳτxτj , where α is the learning rate with 0 ≤ α ≤ 1. The
trace value ȳτ at time step τ is defined as the exponentially weighted mean
activity of the neuron in the past:
ȳτ := (1− η)yτ + ηȳτ−1, (2.5)
where ȳτ−1 is the trace value of the prior time step and η (with 0 ≤ η < 1)
defines how much past activities influence the trace. The weight vector
w has to be normalized explicitly or implicitly in order to prevent infinite
growth. Földiák’s model was inspired by the visual systems’s ability to
achieve invariant recognition despite changes of viewing angle, eye position,
4A possible exception is the model by Mitchison below, which optionally includes a
supervised bias.
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distance, size, orientation etc. and designed to improve the Neocognitron
[Fukushima, 1980]. Shift invariance in the original Neocognitron model was
explicitly built-in by a weight-sharing system and a fixed pooling step. The
weight-sharing guarantees that in a given layer of a hierarchical network the
same feature is extracted at all possible locations and thus the same fea-
ture is passed on to the higher layer independently of the stimulus location.
Földiák’s model improves this approach by learning translation invariance
with the trace rule instead of forcing the invariance explicitly. The type of
invariance learned by the system, however, now depends on the transforma-
tion statistics of the stimuli.
The trace rule was later applied in many other models for face and ob-
ject recognition [e.g., Rolls, 1992, Wallis and Rolls, 1997, Rolls and Stringer,
2006, Rolls and Deco, 2002]. The VisNet model as the most prominent model
that uses the trace rule is discussed in more detail in Chapter 5.3.1. The
relation between the trace rule and SFA is discussed in detail in [Sprekeler
et al., 2007].
Mitchison [1991] derived another learning rule based on the slowness
principle by means of gradient descent on the goal function Ψ = 〈ẏ2〉, which
is identical to the formulation by SFA in Equation 2.1, except for variance
normalization. For a linear unit w =
∑
wixi the gradient descent then
has the form of an anti-Hebbian rule: ∆wi = −α∆xi∆y, where ∆ is the
discrete approximation of the temporal derivative. Explicit weight normal-
ization is applied to prevent the weight vector from converging to zero. As
this approach so far only describes the learning of a single output unit, an
additional bias mechanism is introduced in order to influence different units
towards different outputs. This bias is used to integrate prior knowledge into
the learned representations by a supervision signal but could also be used
to learn a set of decorrelated representations in an unsupervised manner.
The model by Stone and Bray [1995] approaches the problem of finding
slowly varying features while avoiding the trivial solution of constant signals
(e.g., by weights decaying to zero) without explicit weight normalization by
introducing two different time scales. Maximizing the objective function Ψ
minimizes the short-term variance U of an output y but also maximizes their















where both ȳ and ỹ are exponentially weighted temporal sums of the output
y. The timescale of ȳ is longer than that of ỹ (i.e., ηU < ηV as defined for
the trace rule above) but otherwise both resemble traces as defined by the
trace rule in Equation 2.5. In the linear case the weights are optimized by
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〈(y − ȳ)(xj − x̄j)〉 −
1
U
〈(y − ỹ)(xj − x̃j)〉 . (2.6)
Multiple outputs can be learned by using an additional asymmetric decorre-
lation term. Unlike SFA, this goal function is insensitive to the output signal
variance and during optimization the variance will likely float. Otherwise,
for very long timescales of ȳ and very short timescales of ỹ, this approach
becomes similar to SFA (see below).
This model was used to learn a transformation of a binary local code (i.e.,
a single active element in a one- or two-dimensional input) into a graded
distributed code representing the active element’s coordinate(s). In Bray
and Martinez [2002], this approach is reformulated as a kernel-based nonlin-
ear version with the intention of circumventing the curse of dimensionality
that SFA with explicit expansion suffers from. The application of the ker-
nel method instead of explicit expansion, however, shifts the computational
complexity from size of the feature space to the number of support vectors.
For large training sets, an adequate choice of only few support vectors is
crucial to avoid the curse of dimensionality [e.g., Schoelkopf et al., 1999]5.
Alternatively to the gradient descent optimization in the original publica-
tion, the problem can also be solved as a generalized eigenvalue problem like
SFA. In contrast to SFA, the covariance matrix CU of the short-term trace
ỹ (instead of the covariances of the derivatives) and the covariance matrix
CV of the long-term trace ȳ (instead of the total covariances) are used. The
solutions W are found, as in SFA, by solving the equation CUW = CV WΛ
where W is the transformation matrix consisting of generalized eigenvectors
and Λ is the diagonal matrix of generalized eigenvalues. Thus this approach
is a generalization of SFA.
König and colleagues introduced yet a different formulation of the slow-
ness principle and applied it to natural images in order to model complex
cells in primary visual cortex [Körding et al., 2004, Kayser et al., 2001],
for modeling object recognition [Franzius, 2003, Einhäuser et al., 2005], and
hippocampal place cells [Wyss et al., 2006]. This formulation is based on















and variations thereof. The first term enforces slowly varying outputs, sim-
ilarly to the SFA formulation or to that by Mitchison [1991]. Similar to
5As in this thesis typically many more data points than data dimensions are used,
hierarchical SFA with explicit polynomial expansion is applied instead of kernel expansion.
The results in Chapters 4 and 5 as well as in [Berkes, 2005b] should disprove the claim by
Bray and Martinez [2002] that SFA is ”limited to simple theoretical simulations”.
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the formulation by Stone and Bray [1995] in Equation 2.6, this term is in-
variant with respect to the output variance. A notable difference to other
approaches is, however, that the average slowness (i.e., the sum of the delta
values) of the outputs yi is minimized and thus the result is unique only up
to orthogonal transformations. This also means that there is no order of
the solutions – instead all yi typically have roughly the same slowness (un-
published observation). The second term of the goal function enforces a soft
decorrelation of the yi. The relative strength of decorrelation vs. slowness
is governed by the trade-off parameter α. The third term enforces mean ac-
tivities close to zero. In alternative formulations [e.g., Körding et al., 2004]
this term is dropped and instead in the first two terms the mean output
is explicitly subtracted. The models of this group employ nonlinear trans-
formations that are generally a sum of linear filters whose output has been
subject to a point nonlinearity, which typically is squaring.
The application of this learning rule in a model for place cell learning will
be discussed in in Chapter 4 and the application in a model for object recog-
nition in Chapter 5
2.3 Sparseness
As we have seen before, PCA finds a data representation where individual
dimensions are uncorrelated, i.e., the cross-correlations of the data distri-
bution vanish. But in most cases decorrelation of data does not result in
statistically independent representations because higher order (cross-) cu-
mulants are ignored by PCA. Approaches to reduce these dependencies in
order to find independent representations are called Independent Compo-
nent Analysis (ICA). Many ICA algorithms search for results with extremal
higher statistical cumulants or moments (e.g., kurtosis). Such representa-
tions with maximal higher cumulants are typically often inactive and seldom
highly active6. This property is called sparseness. ICA is only one of the
approaches for finding sparse codes discussed in this section. Alternative
approaches, including Competitive Learning (CL), are introduced as well.
Sparse neuronal codes occur in many cortical areas. Among these are many
spatial codes, mainly from neurons in the hippocampal formation, which are
discussed in Chapter 3. Other neurons with sparse codes can be found in
higher visual and multimodal cortices like the inferotemporal cortex (IT),
whose connection with object codes are discussed in Chapter 5. Sparse
coding has furthermore been applied in models of the early visual system,
especially for models of simple and complex cells in the primary visual cor-
tex [e.g., Olshausen and Field, 1996, Bell and Sejnowski, 1997, van Hateren
and van der Schaaf, 1998], and many other areas [reviewed in Graham and
6Some implementations of ICA maximize squared cumulants such that solutions with
strongly negative cumulants can occur that are highly non-sparse.
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Field, 2007].
2.3.1 Sparse Codes in Neural Systems
The brain can be considered as a computational device that ultimately
transforms sensory information into motor commands. Computation is an
abstract process, but the brain is a physical system and thus information
needs to be encoded by physical hardware, that is, by neurons. As there
are extremely many conceivable coding schemes for neural hardware, this
section introduces sparseness as a basic descriptive feature of such schemes.
Two distinct, although often related, forms of sparseness can be distin-
guished. A unit is temporally sparse or exhibits lifetime sparseness if it
is active at few time points only (i.e., it is inactive for the majority of stim-
uli and is selective for few stimuli). Population sparseness, on the other
hand, is a property of a system where most population members are inac-
tive at any given time point. If a system exhibits population sparseness,
its units are sufficiently different (e.g., decorrelated) and stimuli are roughly
equally likely, its units are also temporally sparse. Conversely, if a number
of temporally sparse units are sufficiently different (e.g., decorrelated), they
also show population sparseness. These two types of sparseness often occur
together but are not identical [Willmore and Tolhurst, 2001]. A code, where
only a small subset is active for any given stimulus and each stimulus is
encoded by a different subset, is sometimes called sparse-distributed [e.g.,
Field, 1994] or sparse-dispersed [e.g., Willmore and Tolhurst, 2001].
For a binary code, we can define the activity ratio as the ratio of ac-
tive units to inactive units and thus as a measure of population sparseness.
Equivalently, the activity ratio can be defined as the ratio of active time
points (or stimuli eliciting a response) to inactive time points (or stimuli
eliciting no response) as a measure of temporal sparseness of a single unit.
In the extreme case of a local code, only one unit out of all is active at any
given time, or in an alternative formulation, each unit codes for only one
specific stimulus or stimulus feature. Such units are sometimes referred to
as’grandmother cells’ [Gross, 2002, Thorpe, 2003]. The floor indicator in an
elevator, for example, uses such a local code. The opposite extreme with
very high activity ratio is dense distributed coding. Binary codes like ASCII
are of this type [Földiák and Young, 2003]. Figure 2.5 shows examples of lo-
cal, dense, and intermediate codes for four stimuli that consist of horizontal
or vertical bars of red or blue color. The highly sparse local code (panel A)
assigns a single unique unit to each of the four stimuli. The sparse semi-local
code (panel B) encodes each feature locally and thus uses two units in order
to code for each feature (i.e., color and orientation). The dense distributed
code (panel C) needs only three units in order to encode all stimuli but each
individual unit only conveys little information about a stimulus feature.
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Figure 2.5: Illustration of local, semi-local, and distributed coding
schemes. The stimulus is a bar of either horizontal or vertical orientation
and either red or blue color. Filled circles indicate active units. A: In a local
code, each stimulus is represented explicitly by a distinct unit. B: In the
semilocal code, each feature of a stimulus is encoded locally: red (R), blue
(B), horizontal (H), and vertical (V). C: In the distributed code, a dense
but unintuitive combinatorial representation is used [adapted from Thorpe,
2003].
Sparse codes, as an intermediate approach between dense and local codes,
have a number of advantages in the context of neural coding as they combine
most advantages of local and dense codes but avoid most of their disadvan-
tages [Hyvärinen et al., 2001, Olshausen and Field, 2004, 1997, Földiák and
Young, 2003].
Compact codes require only few active components. Local codes are highly
compact, but this feature comes at the cost of an extremely low represen-
tational capacity since N units can only encode N distinct entities. Sparse-
dispersed codes on the other hand are also highly non-compact. Dense codes
using the full combinatorial space of exponential size, which is 2N for binary
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codes, are maximally compact.
Storage efficiency in some recurrent memory systems is higher for population
sparse codes than for dense codes due to reduced overlap of patterns [e.g.,
Willshaw et al., 1969, Baum et al., 1988] and higher than for local codes,
which are limited by their extremely low representational capacity.
Highly local codes can be easier to decode (e.g., with linear readout units)
than dense codes as there is little overlap of active units in different code
words [Földiák and Young, 2003]. The downside of this property, however, is
poor generalization performance, whereas sparse codes compromise between
both properties. Local codes can also reduce wiring costs when downstream
units require only few inputs as compared to dense codes.
Energy efficiency is often brought forward as a factor why sparse codes are
advantageous for a neural system. In a system of spiking neurons, each
spike consumes energy. If the goal of the system was to maximize informa-
tion rate, half of the units would fire at each time point on average. However,
such behavior would consume more energy than sparse firing. On the basis
of metabolic energy constraints, Lennie [2003] shows that such behavior is
impossible for the human brain. According to this publication, only as few
as 1–10% of all cortical neurons in the human brain can on average be active
concurrently, which implies high population sparsity and energy efficiency.
Sparse coding can reduce susceptibility to noise [Hyvärinen, 1999b, Willmore
and Tolhurst, 2001] and increase robustness to unit failure as compared to
local codes.
Local codes suffer less from the binding problem, because when two ob-
jects are perceived simultaneously, local codes simply have two active units
whereas distributed codes are possibly undefined [Thorpe, 2003].
As a highly simplified summary, an encoding scheme has to be sufficiently
dense to achieve adequate representational capacity but otherwise local
enough to avoid the multiple drawbacks of dense codes. Since a brain can
never experience as many stimuli in its lifetime as just ten thousand bi-
nary neurons could jointly encode in a fully exponential dense code, the
representational capacity of a full distributed code might not be necessary
anyway.
Sparseness Measures
For binary codes, the simple activity ratio, as introduced in the previous
section, can serve as a measure of temporal sparseness. In non-binary codes,
e.g., in a neuronal rate code, a unit can have many different activity levels
for which the activity ratio is undefined. We can instead define a measure
of temporal sparseness based on the activity histogram of a unit. For sparse
units, this histogram should be strongly peaked around zero and the unit’s
seldom but significant activities cause ”heavy tails” in the histogram. Many
different sparseness measures based on the activity histograms are discussed
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in the literature [e.g., Hyvärinen et al., 2001] but the most common index
for sparseness is the normalized fourth moment or kurtosis of a variable:





is the expectation value of the random variable X for a certain probabil-
ity density pX . High positive kurtosis values of a unimodal distribution
indicate a strong ”peakiness” of a distribution. As the standard Gaussian
distribution has a zero normalized kurtosis, it is often used as a measure of
”non-Gaussianity” in the ICA-literature [e.g., Field, 1994].









with ri denoting the firing rate for the i-th stimulus. This measure reaches
its maximum of 1 for a unit that fires identically for all stimuli. For binary
units, a value of 0.2 corresponds to a unit that fires for 20% of all stimuli
and does not fire for all other.
2.3.2 Approaches for Sparse Coding
Sparseness describes a property of (neural) codes but not how to achieve
such a code. A number of learning rules have been devised in the last thirty
years that perform this task, the most relevant of which are introduced in
this section.
Competitive Learning
Competitive Learning (CL) describes a family of learning rules that en-
forces units in a subsystem to compete for representing parts of possible
codes. This competition during a training phase reduces the similarity of
the representations of individual units by driving them apart in their input
weight space. CL is often motivated as a model of the effect networks of
laterally connected inhibitory interneurons have in the nervous system [In-
trator, 2003].
Two basic forms of competitive learning can be distinguished. In hard com-
petitive learning, for a given stimulus S the activation A of each unit U
in a given layer is determined. The one unit Uwin with highest activity
Amax ”wins the competition” to represent stimulus S and adapts its input
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connections slightly towards this stimulus. The winning neuron Uwin will
therefore in the future be even more highly activated by a stimulus similar
to S. In soft competitive learning on the other hand, many units can adapt
their weights. Here, the amount of adaptation is usually a monotonic func-
tion of their relative activation strength. In this case, the unit with highest
activation adapts most and the unit with lowest activation adapts least, if
at all.
How should the weights of competing units be initialized before training?
Like for neural networks, random values from Gaussian or uniform distri-
butions can be used. Optimally these initial values should approximately
cover the space of input patterns. Otherwise, especially for hard competitive
learning, ”dead units” can occur, i.e., units that never win the competition
because their initial weight vectors are too dissimilar to any input pattern.
Such units thus never learn and take no constructive part in the system. If
the input data distribution is not known beforehand, units can be initialized
with the values of training patterns in the beginning of the training phase.
Hard competitive learning can suffer more strongly from the dependence
on starting conditions (i.e., the weight initialization), as the highly local
adaptation procedure is more prone to getting stuck in local optima.
Independent Component Analysis
Independent Component Analysis (ICA) denotes a class of algorithms for lin-
ear Blind Source Separation. Given a linear mixture of independent sources,
ICA identifies a demixing matrix such that the outputs are ”as statistically
independent as possible” (cf. Figure 2.1). Independent codes minimize re-
dundancy between outputs and have the advantage that the computation
of the joint probability density of multiple simultaneously occurring events
is simply the product of the independent probabilities [Olshausen, 2003].
Many different implementations for independence as a goal function have
been proposed, including non-Gaussianity or temporal decorrelation across
multiple time lags [reviews in Hyvärinen et al., 2001, Hyvärinen, 1999c].
The ICA algorithm applied in this thesis is called CuBICA and is based on
the (cross-) cumulants of the output signals [Blaschke and Wiskott, 2004].
For independent data, offdiagonal elements of cross-cumulant tensors vanish
[Hyvärinen et al., 2001, Blaschke, 2005]. Like most ICA algorithms, CuBICA
assumes an initial whitening step as described in the beginning of this chap-
ter. For whitened data, the first-order cumulant (i.e., the mean) vanishes
and the second-order cumulants (i.e., the covariance) are already diagonal-
ized. The remaining free parameters for rotations in the white subspace can
be used to minimize the remaining higher-order cross-cumulants. [Blaschke
and Wiskott, 2004, Blaschke, 2005]. The third-order cumulant (skewness)
characterizes the amount of asymmetry and the fourth-order cumulant (kur-
tosis) the peakedness of a probability distribution. ICA algorithms based
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on maximizing kurtosis thus directly maximize the most popular sparseness
measure.
Other Approaches for Sparse Coding
Intuitively, maximizing higher order cumulants while keeping unit-variance
and zero-mean constraints equates to maximizing peakedness of the out-
puts. This is because variance sums over the squared signal, whereas higher
cumulants apply higher exponents to the signal before summing. More for-
mally, according to [Hyvärinen et al., 2001, p. 374] many such functions
of the form E{G(s)} are estimators of kurtosis when G is a nonquadratic
function, for example, G(s) = −|s|, and s is normalized to zero-mean and
unit variance. Similarly, sparse representations can also be found by the
simple operation of maximizing the output maximum under zero-mean and
unit-variance constraints.
2.3.3 Application of Sparse Coding for the Unsupervised
Learning of Place Cells
In a sparse code many components are inactive and only few components
are significantly active at any given time. In the previous section it was
argued that such a code has a number of advantages in a biological sys-
tem. However, on the level of primary sensory signals, stimuli are typically
encoded in a highly distributed non-sparse way. Sparse coding is one plau-
sible way of transforming distributed codes into representations which are
similar to those measured in the brain. This section is based on the article
by Franzius et al. [2007b] and sketches the application of sparse coding for
the transformation of a distributed code into a sparse code for a concrete
example in the hippocampus: unsupervised learning of place cells. The
biological background of the hippocampal formation is explained in more
detail in Chapter 3. In summary, grid cells in entorhinal cortex fire in a
very regular grid-like spatial structure (see Section 3.6). In contrast, place
cells typically have none or only one single spatially localized firing field in
a given environment (see Section 3.4). As it is likely that grid cells provide
major input to the hippocampal regions containing place cell, the question
arises how these localized representations could be formed on the basis of
distributed grid cell input.
For this purpose, we simulated a fully connected linear two-layer network.
The input units were 100 simulated grid cells of a virtual rat with activ-
ity patterns synthesized by Gaussians arranged on a hexagonal grid (Fig-
ure 2.6A). Some positional jitter, random anisotropy, and amplitude varia-
tion of the Gaussians was introduced and white noise was added to qualita-
tively match the slightly irregular experimental data.
Let gi(~r) denote the activity of grid cell gi as a function of location ~r. Given
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a virtual path ~r(t) of a rat within the enclosure, the input into the hippocam-
pus coming from the grid cells is xi(t) := gi(~r(t)). To achieve sparseness we
applied independent component analysis (ICA) [Hyvärinen, 1999c] on a set
of 200.000 time points on the full set of 100 inputs by subtracting the mean
and using the CuBICA algorithm, which attempts to diagonalize the tensors
of third and fourth order cumulants [Blaschke and Wiskott, 2004], but we
have obtained similar results with other sparsification algorithms, such as
FastICA [Hyvärinen, 1999a] or simply maximizing peak activity under a unit
variance, zero mean, and decorrelation constraint. The sign of each output
unit, which is arbitrary for ICA, was chosen such that the value with the
largest magnitude is positive, and then constants cj were added to ensure
nonnegative values. This yielded an affine transformation with matrix T pro-
ducing 100 output signals yj(t) :=
∑
i Tjixi(t)+ cj that are maximally inde-
pendent and significantly sparser than the input signals (kurtosis increased
on average from 2.8 for the input units to 27.3 for the output units). The
output-unit activities as a function of location are pj(~r) :=
∑
i Tjigi(~r) + cj
and show localized place fields (Figure 2.6G). We measured the number of
peaks in a unit’s output by counting the number of distinct contiguous areas
containing pixels with at least 50% of the unit’s maximum activity. A large
proportion of output units (75%) show a single spot of activity (Figure 2.6G,
units 1, 25, 50, 75), some units (6%) show few spots (Figure 2.6G, unit 79),
both being consistent with the patterns of physiological place cells. Only
few output units (19%) show patterns of activity without clear structure
(Figure 2.6G, unit 100). The size of the resulting place fields is similar for
most units and comparable to the size of the smallest grid cell fields, but it
also depends on the number of grid cell inputs. More inputs lead to more
localized output fields, while too few inputs can increase the number of fields
per output unit (note that the number output units is always the same as
the number of input units and the connectivity is complete).
There are different ways of achieving sparseness and localized place fields.
We have used ICA here and have obtained similar results by maximizing
peak activity. For a more biological plausible implementation, we use com-
petitive learning (CL). The weights of the units are initialized with the firing
rate of the grid cells at a particular location, with a different location for
each unit. This is to avoid ”dead units”, i.e., units that never win the compe-
tition and thus never learn, but since in any given environment a significant
proportion of place cells is inactive, a random initialization leading to some
”dead units” might be considered realistic as well. In our case, the resulting
code already is fairly sparse and localized (mean kurtosis: 9.9, number of
units with single peak: 49, see Figure 2.6E). After competitive learning, kur-
tosis increases to 10.2 and the number of units with single peaks increases
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Figure 2.6: Inputs and outputs of different transformations for
place cell generation from grid cells. A: Spatial firing pattern (SFP)
of the input units representing grid cells. Three out of 100 units are shown.
B: SFP of 1st, 50th, and 100th output computed by principal component
analysis, ordered by eigenvalues. C: SFP of 1st, 50th and 100th output
computed by Slow Feature Analysis, ordered by slowness. D: SFP of three
out of 100 typical output units computed by random mixtures of the inputs.
E: SFP of 1st, 50th and 100th output after initialization with sample vectors.
Units are ordered by decreasing sparseness (kurtosis). F: 1st, 50th and
100th output after competitive learning, ordered by kurtosis. G: SFP of
six out of 100 output units computed by independent component analysis
as a means of sparsification, ordered by kurtosis. Place fields of sparser
units tend to have higher peak activity and are more often located at the
border of the enclosure, whereas less sparse units tend to have multiple
place fields. Activities are color coded: red-high, green-medium, blue-zero
activity. The full set of results can be viewed at http://itb.biologie.hu-
berlin.de/~franzius/gridsToPlaces/
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to 60 (Figure 2.6F). Furthermore, the output units are less correlated af-
ter competitive learning than before (mean absolute correlation drops from
0.189 to 0.014).
There are other linear transformations, however, that do not lead to
localized place fields. As controls we have applied random mixtures, prin-
cipal component analysis (PCA), and slow feature analysis [SFA; Wiskott
and Sejnowski, 2002] to the grid cell input. The latter minimizes the mean
squared time derivative of the outputs and has been chosen because Wyss
et al. [2006] have presented a model based on the slowness principle that
was able to learn localized place cells. As one would expect, with random
rotations of the input the results retain some grid structure but are less reg-
ular than the input (Figure 2.6D) and no unit has one single or two peaks
of activity. With PCA the first units (i.e., those with highest variance)
are highly structured and have large amplitudes, much like the grid cells
themselves, while the later low-variance units have low amplitudes and are
noise-like (Figure 2.6B). None of these units had a single or two peaks of
activity. From the temporal slowness objective we would expect patterns
with low spatial frequencies first, and high-frequency non-localized patterns
later, when outputs are sorted by slowness (Figure 2.6C). None of these
outputs have only one or two peaks of activity. None of these three alterna-
tive linear transformations (Figure 2.6B–D) leads to localized place fields.
Different starting conditions may lead to different results, but 5 out of 5
simulations showed the same qualitative behavior.
We conclude that sparse coding is a simple and efficient computational
approach for the generation of place cells from grid cells. The mean kurtosis
and percentage of localized place fields increase from 9.9 and 49% for the
simple initialization with input vectors over 10.2 and 60% after competitive
learning to 27.3 and 75% for the ICA algorithm, respectively. Other meth-
ods we have tested, such as random rotations, PCA, and SFA fail completely
in generating localized place fields. The fact that SFA fails in our simula-
tions is inconsistent with the results from Wyss et al. [2006]. Possibly, their
model contains some hidden mechanisms that favor sparseness in addition
to slowness. The simple initialization with input vectors is extremely quick
and already fairly efficient [cf. McNaughton et al., 2006]. Such a simple
mechanism might be a way for the almost instantaneous formation of place
fields in a new environment. However, competitive learning still improves on
that significantly while preserving many of the place fields chosen by the ini-
tialization process (Units 1 and 100 in Figure 2.6E–F maintained their place
field while Unit 50 did not). Thus, competitive learning (or any other sparsi-
fication method) could be used as a refinement. ICA once again improves on
the results of competitive learning but is biologically less plausible. There is
some indication that grid cells reshuffle their phases if the animal is placed
in a new environment (McNaughton, 2006). We have found that this results
in output units like those with random rotations even if the place fields were
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localized before the reshuffling. Thus, in our linear mode, for a successful
remapping either the phases would have to change in some coherent way or
the connectivity has to readapt. We believe the latter is more likely and
we have seen above that it can be done rather quickly. However, even if
sparseness is efficient in creating place fields from grid cells, the complexity
of place field formation is now only shifted to the computation of grid cell
behavior. A model for the formation of a distributed grid like spatial repre-
sentation from quasi-natural sensory stimuli is presented in Chapter 4.
The use of CL and ICA for modeling place cells, head direction cells, and
spatial view cells is described in more detail in Chapter 4.
Another well-known application of sparse coding comes from the area of ob-
ject recognition and is implemented in the VisNet model [Rolls and Deco,
2002]. This hierarchical network employs feed-forward connections in ver-
tical direction, and lateral competition within each layer by CL (see Chap-
ter 5.3.1 for a more detailed discussion).
Chapter 3
Spatial Codes in the Brain
"Space plays a role in all our behavior. We live in it, move
through it, explore it, defend it. We find it easy enough to point
to bits of it [. . . ] yet we find it extraordinarily difficult to come
to grips with space. [. . . ] Do we construct it from spaceless
sensations or are we born with it? Of what use is it?" O’Keefe
and Nadel [1978]
This chapter gives a short overview of anatomical, physiological, and
functional data relevant for spatial coding in the brain, together with a
discussion of existing models. The literature on the hippocampus and on
spatially correlated neurons in the brain is vast (a recent keyword search for
”hippocampus” on pubmed returned more than 80,000 publications) and is
growing rapidly. Additionally, the recently found grid cells in the entorhi-
nal cortex (see Section 3.6) will most likely trigger an avalanche of new
experimental and theoretical publications. Integrating only a fraction of
all the available data into a computational model of spatial coding in the
brain could take a lifetime alone. Thus, only a selection of the most impor-
tant experimental findings relevant to this work is given below. Besides the
cited original research papers, three books on the hippocampus and spatial
codes in the brain are especially relevant for this work. One of these is the
classic book by O’Keefe and Nadel [1978] The Hippocampus as a Cognitive
Map from 1978, which is still highly readable despite its age. Although
also somewhat outdated due to its publication before the finding of grid
cells, Redish’s book Beyond the Cognitive Map includes the most exten-
sive reviews on experimental data available today [Redish, 1999], perhaps
only rivaled by the recently published Hippocampus Book that will probably
become a standard reference about the hippocampus [Andersen et al., 2007].
Our brains can directly sense stimuli from different modalities like pres-
sure waves (with our ears), photons (with our eyes), or volatile chemicals
(with our nose) and has specialized sensory areas for these tasks. We can,
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however, not directly sense physical space – instead we have to rely on indi-
rect clues from multiple sensory modalities including vision, audition, and
touch in order to estimate our own position in space1. Accordingly, the
mammalian brain has no specialized area for a sense of space like it has for
example for auditory or visual sensory modalities [Fenton, 2007]. The brain
structures involved in processing space lie deep in the brain many synapses
away from any sensory receptor. Neural correlates of a spatial position were
first found more than 35 years ago in the hippocampus of rats by O’Keefe
and Dostrovsky [1971]. These place cells typically only fire when the animal
is within a small contiguous area of the experimental arena. Much evidence
has since been accumulated that no simple sensory stimulus triggers the fir-
ing of place cells (as it is possible for many neurons in sensory areas) but
instead the best correlate of the cells’ firing is the position of the animal in
a given environment. Place cells are discussed in more detail in Section 3.4.
Correlates of head orientation were found twenty years later by Taube
et al. [1990] in a neighboring area of the rat’s hippocampal formation. These
head direction cells fire maximally when the animal’s head is turned into a
specific direction (i.e., the cell’s preferred direction) independently of the
animal’s position or behavior. This cell type is discussed in Section 3.5.
The latest addition to the list of neurons coding for certain aspects of space
was recently identified in the entorhinal cortex (EC) of rats by Hafting et al.
[2005]. These neurons show a regular hexagonal firing pattern, are accord-
ingly named grid cells and discussed in Section 3.6.
Most data on place cells and head direction cells has been recorded from
rodents and specifically from rats. Place cells and head direction cells were
also found in primates, but in these animals yet another cell type that codes
for another aspect of space was identified. Spatial view cells do not encode
the animal’s own (idiothetic) position (like place cells) but instead fire when-
ever the animal views a certain part of the environment [Rolls, 1999, 2006].
Properties of spatial view cells are discussed in Section 3.7.
A typical recording setup for hippocampal cells in rats is explained below
in Section 3.2. The anatomy of the hippocampal formation is shortly ex-
plained in Section 3.3, as in this brain area the majority of oriospatial cells
were found.
In the following, all these neurons coding for some aspect of spatial position,
orientation or view will be summarized under the term of oriospatial cells.
All oriospatial cells selectively encode some aspects of position and/or ori-
entation of the animal, while being invariant to others. Figure 3.1 illustrates
the differences between idealized examples of the different cell types. In real-
ity, however, the picture is not so clear: place cells, for example, can strongly
1Some animals, including some migratory birds, possess a sense of the geomagnetic
field, which is the closest equivalent to a direct sense of global orientation [Deutschlander
et al., 1999].
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depend on head direction in certain behavioral paradigms. Sections 3.4 to
3.7 summarize the invariance properties and other relevant experimental
data of each oriospatial cell type along with a selection of theoretical mod-
els about the respective cells. In Section 3.8 the types of interactions and
functional dependencies between the different oriospatial cell types, as far
as they are known today, are summarized.
The information about its momentary own position and orientation in space
provided by oriospatial cells can be used by an animal to purposefully change
its spatial position. However, this process of navigation does not necessarily
require self-localization. The different forms of navigation are summarized
in the following section.
Figure 3.1: Spatial and orientation tuning of an idealized grid cell,
place cell, head direction cell, and a spatial view cell. The activity
of a grid cell is mostly orientation-invariant and not spatially localized but
repeats in a hexagonal grid, whereas a place cell is also orientation-invariant
but spatially localized. The activity of a head-direction cell shows a global
direction preference but is spatially invariant, and the spatial view cell is
maximally active when a specific view is fixated (indicated by ’x’) with an
amplitude that is independent of spatial position. Each vector denotes the
activity of a cell at the vector’s starting point with a magnitude correspond-
ing to the vector’s length if the animal heads into the vector’s direction.
3.1 Self-Localization in Space as a Basis for Nav-
igation
Navigation describes strategies to purposefully change the own position in
space. This often requires the ability to identify one’s own position and the
position of the goal in space, in order to find a path between these positions.
This ability is one of the most fundamental prerequisites for higher animals,
as it is the basis for finding food and mating partners and for evading preda-
tors.
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A thorough review of navigational strategies is beyond the scope of this the-
sis. But since self-localization in space is a major part of this work and a
necessary prerequisite for complex navigational strategies, a short overview
on navigational strategies is given below.
Redish [1999] defines five basic strategies of rodent navigation for the exam-
ple of the Morris water maze task. In this task, a rat is placed in a container
filled with an opaque liquid where a platform is hidden directly under the
surface, invisible to the animal. Although rats are good swimmers, they are
strongly motivated to find the hidden platform as a resting place in such an
experiment.
If the animal has no information about the position of the platform, it per-
forms a random search. A systematic search pattern might be more efficient
but such behavior is usually not reported for rodents2 [but note Wolfer and
Lipp, 2000]. Random navigation is typically also used during exploration
of new environments or if an animal is unable to determine its own posi-
tion. This strategy requires no sensory stimuli and no knowledge about the
own position in the environment, and it can be solved by a purely reactive
system without any internal model of space at all. Besides allowing to find
the hidden platform or a hidden food source by chance, random navigation
can help the animal to acquire knowledge for more purposeful navigation
later. This behavior is called latent learning and was shown first by Tolman
[1948] with rats that explored a dry maze while they were neither hungry
or thirsty. The rats were then deprived of food and water before they were
released back into the maze, where the animals directly went to the food
and water source they had previously seemingly ignored.
If a salient cue directly indicates the position of the submerged platform or
if the platform itself is visible, the animal can directly swim towards it. This
is called taxon or beaconing navigation. This type of navigation does not
require the ability to locate oneself in the environment but only the abilities
to identify the goal by the salient cue and to move towards it. If, however,
the most direct path to the beacon is blocked (e.g., by a wire fence) this
navigation strategy fails.
If the spatial relation between the animal’s starting position and the plat-
form is constant (i.e., reachable by a fixed path), the animal could use a
fixed motor program to find the platform. Such a strategy is called praxic
navigation and can, for example, be based on the sequence from prior ran-
dom navigation. Given a sufficiently exact motor program, this strategy
requires no sensory information and no self-localization to reach the goal.
A slightly more demanding, but still purely reactive, form of navigation is
route navigation. This strategy is a combination of taxon and praxic naviga-
2If available, some rodents will use small objects as spatial markers and employ a
better-than-random navigation strategy. Such markers are probably used for marking
areas the animal already investigated [Stopka and Macdonald, 2003].
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tion. Here, the animal uses a specific motor program when a specific sensory
cue is perceived, e.g., it moves in a certain direction for a certain distance
if it perceives a particular view. This approach can be characterized as a
sequence of stimulus-response-stimulus commands as for example used in
hiking guides [O’Keefe and Conway, 1978].
However, random, taxon, praxic, and route navigation are often inefficient
or limited in their application in complex and dynamically changing environ-
ments. If the environment changes, a beacon is obscured, or if a route is to
be reversed for the way back to the origin the latter three navigation strate-
gies will likely fail. The most general and complex navigational approach is
called locale navigation. Here, the direction to the goal is not indicated by
a salient cue, nor is the route indicated by a stereotyped praxic movement
sequence: instead, the animal has to build up an internal representation
of space first. This internal representation is often termed a cognitive map
of the environment, as first defined by Tolman [1932, 1948]. For successful
locale navigation, the animal has to identify the position and orientation of
the goal and of itself in the internal map representation. Based on this map,
different routes can be planned (e.g., the quickest, the shortest, etc.). Some
complex forms of rat behavior like actively finding shortcuts in a maze, can
only be explained by locale navigation.
Random, taxon, and praxic navigation require only simple cue identification
and no knowledge about the own position in space. For route navigation
possibly more complex cue sets have to be identified for successful naviga-
tion. Still, the animal does not need to estimate its own position in space in
this case - a simple stimulus-response function is sufficient. The most gen-
eral case of locale navigation critically depends on self-localization relative
to environmental cues.
3.2 Experimental Setup for Oriospatial Cell Record-
ings
The activity of oriospatial cells has been measured in thousands of exper-
iments with electrophysiological recording techniques. In a typical experi-
ment, extracellular local field potentials (LFP) are recorded in the brain of
a freely behaving rat. Often a circular or quadratic arena of approximately
1 m diameter is used as a confinement for the animal during recording. The
arena can either be open and allow the animal to see the surrounding labo-
ratory or can be closed by high walls and/or a curtain, which allows a better
control of stimuli perceivable by the rat. The latter configuration is espe-
cially important when the effects of cue manipulations (e.g., rotations of a
prominent visual cue card) on the firing properties are tested. For complete
cue control, the arena floor needs to be cleaned regularly because rats place
urine marks, which they can use for novelty detection in navigational tasks
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[Hopp and Timberlake, 1983, Genaro and Schmidek, 2000]. Sometimes a
white noise source is added to the setup to occlude sounds from the labo-
ratory which might serve as a directional cue for the animal [e.g., Sharp,
1996].
While the animal is in the arena, LFPs are recorded by means of chron-
ically implanted microelectrodes in the hippocampal formation (see Sec-
tion 3.3). Modern electrophysiological recordings typically employ micro-
electrodes with multiple blunt wires (tetrodes with four electrodes are the
most common type today) as these allow a more efficient analysis of the lo-
cal field potentials in order to assign the recorded wave forms to individual
neurons by means of a ”spike sorting” algorithm. Simultaneously to the LFP
recording, the position of the animal is recorded with an overhead camera.
In order to facilitate the automatic detection of the animal’s position from
the overhead video, the animals often carry one or more light emitting diodes
(LEDs) on their head. If two ore more LEDs are used, also the head direc-
tion can be detected reliably3, otherwise head direction is usually estimated
as the derivative of current body movement. The latter approach is obvi-
ously restricted to episodes of animal locomotion and fails during episodes
of pure head movement. Although rats can rear to considerable height as
part of their search behavior (more than a quarter of the arena diameter for
the typical 76 cm arena), only in very few experiments the three-dimensional
position of the animal is recorded [e.g., Calton and Taube, 2005]. Usually
only the two-dimensional position in the plane is measured.
Given the momentary position from the overhead video and the firing rate
of a cell, a spatial firing map can be constructed. Newer publications based
on experiments using tetrodes tend to show smaller place field sizes and
fewer place cells with multiple firing fields than earlier ones that are based
on recordings from single electrodes. This is probably due to improved spike
sorting with tetrode data [Redish, 1999], as the spike sorting step may split
one cell’s spikes into multiple clusters or pool over multiple cells’ firing. A
further reason might be that a different cell type (likely theta cells, see Sec-
tion 3.3) has sometimes been recorded together with complex spike cells.
Tetrode recordings also have the advantage that they allow simultaneous
recordings from multiple cells [theoretically up to 1,000 cells: Buzsáki, 2004]).
All extracellular recording techniques have the disadvantage that they de-
pend on the spike sorting algorithm. A very recent technique [Lee et al.,
2006] allows intracellular recordings of freely moving rats. Such recordings
are still very difficult to perform but allow an unambiguous identification of
single cell activity and moreover the recording of subthreshold membrane
potentials. The intrinsic disadvantage of intracellular recordings is the limi-
3For the case of two LEDs a difference in color or brightness allows to unambiguously
determine the heading of the animal. Otherwise the movement direction estimated from
prior video frames can serve to identify the animal’s head and tail as the animals usually
do not move backwards much.
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tation to a single cell per electrode and the resulting impossibility to record
from large populations of neurons simultaneously. Furthermore, the maxi-
mal recording duration of this technique is shorter than that with extracel-
lular electrodes.
Usually the animal is encouraged to move much within the recording arena
in order to smoothly sample the spatial firing map. In a widely employed
experimental setup a rat searches for food pellets that are dropped into the
arena at random positions in regular intervals. Since the animal typically is
mildly food-deprived, this setup encourages the animal to constantly move
throughout the arena in search of food. As a result, the animal performs
seemingly random movements through the arena for several minutes (c.f.
Section 3.1). With this paradigm different behaviors (searching food, con-
suming food, grooming, sniffing, etc.) are distributed rather homogeneously
over the arena4. This means that any nonspatial correlates of the recorded
cells are likely to be averaged out in the firing map.
Recordings in the open field require long sessions if a complete firing map
is to be recorded, since the animal has to visit each position at least once,
but preferably many times, while heading into different directions. This
sampling problem is alleviated if instead of an open field an essentially one-
dimensional arena is used. Linear and circular tracks are environments of
this kind: here the animal typically moves in one direction, only turning at
track ends of the linear track. Radial mazes (e.g., plus- or 8-arm mazes)
are the third popular arena type and can be considered as a combination of
linear tracks, albeit in some configurations the center area is so large that
this part is more similar to an open field.
In summary, the basic experimental setup has stayed remarkably stable over
the last 30 years. Despite advances with the recording equipment, only very
recently larger arena sizes have been used, which allowed the finding of grid
cells (see Section 3.6). Other new approaches include the use of a virtual re-
ality setup [e.g., Hölscher et al., 2005], which allows arbitrarily large virtual
environments and possibly also better cue control.
3.3 The Hippocampal Formation
This section sketches the most basic facts about the hippocampal forma-
tion necessary as a context for the data later in this chapter. For in-depth
discussions of hippocampal neuroanatomy and physiology see, for example,
Amaral and Witter [1995], Greenstein and Greenstein [2000], Andersen et al.
[2007] and references therein.
4Nevertheless, rats have a tendency to stay close to the arena walls.
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3.3.1 Anatomy
The hippocampal formation is part of the limbic system, which also con-
tains the limbic lobe, the amygdaloid nucleus, and the anterior nucleus of
the thalamus, and is located centrally in the brain in the temporal horn of
the lateral ventricle under the temporal lobe [Greenstein and Greenstein,
2000]. The hippocampus is one of the most extensively studied brain areas
and has been investigated for centuries [Andersen et al., 2007]. This long
history of research has led to some inconsistencies in the terminology. Ac-
cording to the terminology by Amaral and Lavenex [2007], the hippocampus5
proper is divided in the three subfields CA1, CA2, and CA3. CA stands for
Cornu Ammonis6, which is an alternative term for hippocampus. Some au-
thors only differentiate between CA1 and CA3 while others describe CA4 as
a fourth area, but the majority of experiments are carried out in the unam-
biguously labeled areas CA1 and CA3. The hippocampus proper is part of
the larger hippocampal formation that also includes the dentate gyrus (DG,
also called Fascia Dentata), the entorhinal cortex (EC), and the subicular
complex. The subicular complex contains the subiculum, parasubiculum,
and postsubiculum (which is also known as the (dorsal) presubiculum).
Rapp and Gallagher [1996] estimate the number of neurons in one rat hip-
pocampus to be 1.2 million granule cells in DG, 225,000 neurons in CA3/2
and 390,000 neurons in CA1. Since there is one hippocampus in each brain
hemisphere, the total cell numbers for the rat brain are twice the given sizes.
Combining these estimated cell numbers with the results from Olbrich and
Braak [1985]7, a rat CA3/2 contains approximately 212,000 pyramidal cells
and CA1 contains circa 367,000 pyramidal cells.
The hippocampus differs from most brain regions by its simpler struc-
ture [Burgess and O’Keefe, 2003] and because it is ”one of the few brain
regions that receives highly processed, multimodal sensory information from
a variety of neocortical sources” [Amaral and Lavenex, 2007, Burgess and
O’Keefe, 2003], including vision, olfaction and audition. Another striking
difference to the neocortex is that the hippocampus has much less recipro-
cal connections, i.e., if hippocampal region A projects to region B, region
B typically does not project strongly back to A. Instead, the hippocampal
formation forms a large loop, called the trisynaptic circuit that begins with
the EC where most cortical input to and output from the hippocampus and
5A Hippocampus is a sea horse, which has a similar curled form and size as the human
hippocampus.
6Cornu Ammonis means ”Ammon’s horn” after the Egyptian god Amun Kneph whose
symbol was a ram [Amaral and Lavenex, 2007]. The ram’s horn resembles the hippocam-
pus.
7Olbrich and Braak [1985] report 9.4 % ± 1 % nonpyramidal cells in hippocampus
proper. These results are based on human hippocampi but similar ratios of 10 %–20 % are
cited for rat and monkey in this article.
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subicular areas passes through. The circuit continues to the granule cells in
the DG (via the ”perforant path”), and from DG to CA3 (via the ”mossy
fibers”). CA3 has massive recurrent connections projecting onto itself but
also projects to CA1 (via the ”Schaffer collaterals”), and the circuit finally
closes the loop by projections from CA1 back to the EC [Nakazawa et al.,
2004]. CA1 also provides the major input for the subiculum, which in turn
has major projections to the EC but does not project back to CA1. The
notion of the trisynaptic circuit EC/DG/CA3/CA1 is, however, highly sim-
plified as there are many more connections between hippocampal areas, e.g.,
direct connections of the perforant path from EC to CA3. The trisynaptic
loop as the basic hippocampal architecture is similar in rodents and pri-
mates, including humans, although there are some substantial differences in
the connectivity, layer structure, and size [Amaral and Lavenex, 2007].
3.3.2 Cell Types
Ranck Jr. [1973] coined the term complex spike cells for the most prominent
cell type observed during local field potential recordings in the hippocampus.
The name of this cell type is derived from its firing properties as it some-
times fires in bursts of action potentials with decreasing amplitude [Muller
et al., 1987]. As complex spike cells are almost always place cells and all
hippocampal place cells seem to be complex spike cells, the terms ”complex
spike cell” and ”place cell” will be used synonymously in the following [Fox
and Ranck Jr., 1981].
The main excitatory cell type in dentate gyrus is the granule cell with a
proportion of circa 88 % of all neurons in the area, whereas the other cells
seem to be inhibitory theta cells [Jung and McNaughton, 1993]. Like in
hippocampus proper, theta cells show higher average firing rates (around
8 Hz), low spatial selectivity, and a strong theta modulation. Granule cells
exhibit low average firing rates (around 0.2 Hz) and most cells have one or
more place fields. Place fields of granule cells appear less homogeneous than
in CA, as some granule cells have a single continuous place field while others
have many small discrete place fields [Jung and McNaughton, 1993].
3.3.3 Functional Role of Hippocampus
The hippocampus is strongly involved in memory and spatial processing.
The debate whether only one of the two or both are the main function of
hippocampus has been going on for many years [e.g., Eichenbaum et al.,
1999, O’Keefe, 1999, Redish, 2001]. The remarkable spatial correlates of
cells in the hippocampal formation are discussed in the following sections.
The most prominent example of hippocampal memory function comes from a
patient known as H.M. whose medial temporal lobes were partially removed
for treatment of severe epilepsy. Patients like H.M. with damaged temporal
34
lobes often suffer from anterograde amnesia, that is, the inability to form
stable memories of episodes after the brain damage, but have unaffected
memory of episodes much older than the incident. Time periods directly
before the incident are gradually affected by the retrograde amnesia. The
amnesia only affects declarative or explicit memories and does not affect im-
plicit memories or procedural skills that are acquired over multiple sessions
like mirror reading or certain motor tasks. The basic theory of hippocam-
pal involvement in memory is that new declarative or explicit memories are
first stored as short-term memories in highly plastic hippocampal synapses.
These hippocampal memories are then used to entrain (consolidate) long-
term memories in the neocortex [McClelland et al., 1995] and that after
consolidation long-term memory recall is independent of the hippocampus.
In the context of spatial memories some evidence suggests that the EC might
be necessary for recent spatial memory and the neocortex for remote spatial
memory [Steffenach et al., 2005]. The vast literature about the function
of hippocampus for (nonspatial) memory will not be reviewed here. The
following sections discuss nonspatial influences on the different oriospatial
cell types in hippocampus in the context of spatial tasks. It is possible that
the spatial information is already available explicitly upstream in the EC
(cf. Section 3.6) and the hippocampus mainly recodes spatial information
within a more general framework of memory formation. This hypothesis is
supported by the model in Chapter 4.
3.4 Place Cells
A place cell can be defined functionally as a neuron whose firing is strongly
correlated with the spatial position of the animal. More specifically, a place
cell fires only when the animal’s head is within one (or few) small contiguous
areas of a given environment. Figure 3.1 on page 27 illustrates the spatial
firing of an idealized place cell and Figure 3.2 shows a recording of 80 hip-
pocampal cells (including pyramidal and inhibitory cells). Alternatively, a
place cell can be defined anatomically as a pyramidal (or complex spike)
cell in hippocampus proper8. Some authors include dentate granule cells
[Jung and McNaughton, 1993] under the term place cell as well or even
more generally all neurons with spatial correlates in other areas. Such areas
include the basal ganglia, primary sensory motor cortex, medial entorhi-
nal cortex, subiculum, parasubiculum, frontal cortex, and lateral septum
[Knierim, 2006].
8A complex spike cell in hippocampus without a place field is sometimes called ”a quiet
place cell”, especially if the same cell has a place field in a different environment.
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Figure 3.2: Firing fields of 80 simultaneously recorded cell in the
rat hippocampus. Recordings from both pyramidal and inhibitory neu-
rons in the hippocampal formation of a rat during unrestrained exploration
in a familiar environment are shown. Each panel represents the spatial
distribution of the firing rate for one cell. Maximal rates for cells with sig-
nificant spatially related firing are indicated by red; no firing is indicated
by dark blue. The inhibitory cells exhibit more dispersed firing. Reprinted
from [Wilson and McNaughton, 1993] with permission.
3.4.1 Spatial and Nonspatial Determinants of Place Cell Fir-
ing
Place cells were discovered in 1971 by J. O’Keefe and J. Dostrovsky [O’Keefe
and Dostrovsky, 1971] in the hippocampal area CA1 of the awake and freely
behaving rat. While early results by Ranck characterized complex spike cells
as both correlated with behavioral and spatial data, the highly influential
book by O’Keefe and Nadel, The Hippocampus as a cognitive map, from
1978 supported the perception of hippocampus as an area coding almost ex-
clusively for space. This view has subsequently been opposed by findings of
other nonspatial correlates of place cell firing. These findings, many of which
are reviewed in [Redish, 1999], show correlations of place cell firing with run-
ning speed, running direction, and turning angle [McNaughton et al., 1983a,
Wiener et al., 1989], type of texture on the floor under the animal [Young
et al., 1994], odor [Eichenbaum et al., 1987, Eichenbaum and Cohen, 1988,
Wood et al., 1999], arousal [O’Keefe, 1999], behavioral task [Markus et al.,
1995, Wood et al., 1999], and stage of task [Eichenbaum et al., 1987, Otto
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and Eichenbaum, 1992, Wood et al., 1999, Frank et al., 2000, Wood et al.,
2000]. The correlation with running speed is especially evident as place
cells cease firing when the animal is immobile, and even when it is passively
moved but tightly restrained [Foster et al., 1989]. Czurkó et al. [1999] have
found a strong impact of running speed on place cell firing rates even in a
running wheel where firing rates depended on running direction and position
of the running wheel and increased linearly with running speed.
Even if a certain cell in the hippocampus exclusively codes for spatial infor-
mation, spurious correlations with nonspatial variables like stage of task are
to be expected unless the experiments take special care to eliminate non-
spatial influences. O’Keefe [1999] argues that most nonspatial correlates of
hippocampal activity are spurious. For example, consider a place cell with a
directional place field next to a task-specific goal area. Unless the goal area
is shifted to different locations during the experiment, the place cell firing
correlates with ”goal approach”.
The debate about the role of hippocampus in nonspatial tasks is ongoing.
While the important role of the hippocampal formation for spatial process-
ing is undisputed, no such clearcut and prevalent effect like place cell firing
has been found yet for nonspatial processing.
Growing evidence suggests that the hippocampus and the entorhinal cortex
projecting to it are functionally differentiated along the longitudinal axis,
which is sometimes also called the dorsoventral or septotemporal axis [Jung
et al., 1994, Moser and Moser, 1998, Hargreaves et al., 2005]. A higher pro-
portion of complex spike cells in the dorsal part of hippocampus have place
fields than those in the ventral part, and spatial selectivity of place cells in
the dorsal part is higher than in the ventral hippocampus. Lesion studies
show that small parts of the dorsal (or medial) hippocampus are sufficient
for spatial learning but equally small parts of the ventral hippocampus are
insufficient [Moser and Moser, 1998]. These findings suggest that the entire
hippocampus of the rat might be involved in spatial coding but especially
the dorsal part. The role of the ventral hippocampus besides spatial coding
is still discussed – Hargreaves et al. [2005] suggest it could be involved in
”item memory” (i.e., ”what” information) complementary to the ”spatial
memory” (or ”where” information) of the dorsal hippocampus. An alter-
native view is that place fields in the ventral hippocampus might be much
larger and thus typically not detectable in small arenas [personal communi-
cation with A. Treves, 2007].
Place cells discussed so far were located in rat CA1 or CA3. The very
different structure – CA3 has massively more feedback connections than CA1
– of the two areas strongly suggests some functional difference, although the
firing fields of the place cells are usually reported as largely indistinguishable
between CA1 and CA3 [Muller and Kubie, 1987, Markus et al., 1995, but
note Yoganarasimha et al. 2006]. For a review of other non-hippocampal
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place cells see [Redish, 1999, p. 274f]. Note that the cells in the medial
entorhinal cortex described by Quirk et al. [1992] as larger and noisier place
cells might be grid cells (see Section 3.6).
For the monkey hippocampal formation, most early data is only avail-
able for fixated animals during presentation of stimuli around the animals.
In such recordings, object- and position-specificity of hippocampal neurons
have been tested. For example, Tamura et al. [1992] report that 10 % of the
recorded neurons show specificity for the relative location of the stimulus
during the presentation of visual and auditory stimuli to a fixated animal.
Later experiments with monkeys fixated within mobile chairs or carts pro-
vided closer similarity between monkey experiments and rodent experiments
[e.g., Ono et al., 1993]. Such experiments by Ono and colleages found about
5 %–15 % of spatially selective hippocampal neurons [O’Keefe, 1999]. In or-
der to overcome the limited mobility of monkeys in such recordings, exper-
iments were performed in virtual reality environments by Hori et al. [2005],
where 32 % of the recorded neurons in the hippocampal formation showed
spatial firing correlates. In this study, a rearrangement of distal (virtual)
cues caused a rearrangement of the firing fields of most cells, similar to the
remapping phenomenon in rodents (cf. Section 3.4.5). Place cells in primate
hippocampus might not be as prevalent as in rodents, or their function might
depend on active exploration of the environment [Ludvig et al., 2004] as not
all groups looking for place cells in primate hippocampus succeeded in find-
ing them [O’Mara et al., 1994] when experimenting with passively displaced
macaques. The finding of spatial view cells by Rolls and colleages are dis-
cussed below in Section 3.7. These results seem to indicate a dependence of
hippocampal firing patterns on active exploration and possibly also on the
concrete movement pattern of the animal, which is the main prediction of
the model in Chapter 4.
Place cells were not only recorded in rodents and monkeys, but also in rab-
bits, dogs, cats, guinea pigs [Robinson, 1980], humans [Ekstrom et al., 2003],
and recently Uanovsky and Moss [2007] recorded place cells in freely moving
bats9. Place cells and spatial view cells (see Section 3.7 below) were also
identified in the human hippocampus by Ekstrom et al. [2003] during the
rare opportunities to record from humans that undergo invasive monitoring
for surgical epilepsy treatment. In summary, place cells seem to be com-
mon in the mammalian hippocampal system and to encode spatial as well
as nonspatial features.
3.4.2 Field Size, Number of Subfields, Field Distribution
A place cell in the hippocampus typically has high firing rates [of up to
500 Hz within bursts according to McNaughton et al., 1983b] within its place
9The bats were not flying but restricted to walking movements on a tiltable surface.
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field and practically zero firing rates (below 1 Hz) outside the place field10.
But as firing rates outside the place field are not exactly zero, for exact
measurements of place field boundaries some firing rate threshold has to be
defined. This threshold is typically defined to be ”the background firing
rate” of approximately 1 Hz or a rate some standard deviations above mean
firing rate (often 2 SD). An alternative approach for estimating a spatial scale
of place fields is to calculate the mean distance after which the correlation of
two population vectors falls under a certain threshold [Maurer et al., 2005].
An idealized place cell (as depicted in Figure 3.1 on page 27) has exactly one
Gaussian shaped place field in a given environment, but many variations are
reported from electrophysiological recordings. Some place fields are crescent-
shaped along the walls of a circular arena or have multiple separate firing
fields [Muller et al., 1987, O’Keefe and Conway, 1978, McNaughton et al.,
1983a], although the number of firing fields reported decreased with the
advent of newer measuring techniques [(cf. Section 3.2), Redish, 1999].
When recording in different environments, a place cell is typically not active
in all environments, although once a place field is established in a given
environment it typically is stable over multiple sessions. Nakazawa et al.
[2004] report that on average 30 % to 50 % of all place cells are active in any
given environment. An earlier article reports only 12 % active place cells
in a given environment [Thompson and Best, 1989]. These numbers may
be influenced by the fact that a ”quiet” cell is hard to identify during the
electrophysiological recording and by an experimental bias to record from
cells with high firing rates.
Most of the experimentally measured field size data are given as a frac-
tion of the arena area, which typically is under 1 m2. Does the field size of
place fields change for larger or smaller arena sizes? Is the average place field
size determined by the absolute size of the arena? Few experiments investi-
gate this question, probably mainly because of problems in larger arenas due
to increased sampling time and constraints of the electrophysiological setup
with limited cable length. In the worst case, the results obtained from small
recording chambers might be completely unrelated to behaviorally relevant
spatial scales, since mice in the wild forage and navigate in areas of more
than 10,000 m2 [Benhamou, 1990]. The spatial size restrictions for electro-
physiological recordings might be overcome in the future with the technique
of Hölscher et al. [2005] who demonstrated that rats can navigate in a vir-
tual reality environment where the simulated arena is not restricted in size.
Field size varies along the long axis of the hippocampus. Jung et al. [1994]
find that place fields of cells in the middle of the hippocampus are of twice
the size (average 1.6 % of the apparatus area or 462 cm2) as in the septal
10Maxima of most published firing rate maps are not above 10–20 Hz, though [e.g., Wills
et al., 2005]. This might be due to averaging over multiple transitions through the place
field with differing head directions or nonspatial variables.
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part (average 6.6 % of the apparatus area or 1,874 cm2). Muller reports an
average field size of 13 % (590 cm2) of the apparatus area of 4,537 cm2 (and
a range between 3 % (136 cm2) and 50 % (2,268 cm2) for hippocampal pyra-
midal cells [Muller, 1996]. As an alternative measure, Maurer et al. [2005]
measure the spatial correlation length of all place field activities. Calculat-
ing the average distance over which the correlation between the firing rate
population vectors fall to a value of 0.5 yields values between 25 cm in dorsal
and 42 cm in middle hippocampus for the linear track independently of track
length.
O’Keefe and Burgess [1996] investigated the effect of changing the side
lengths of a rectangular arena between 61 cm and 122 cm on the firing prop-
erties of hippocampal place cells. Their results suggest that the field size of
an already established place cell partially depends on the arena size. When
one or two sides of the arena are extended some cells stretch in the elongated
direction or even split up in two parts.
The population of all place fields in hippocampus has a strong overlap, which
becomes evident if we combine the estimated figures from above. The es-
timated field sizes (average above 100 cm2), a given apparatus size (below
1 m2), the total number of neurons in one hippocampus (above 500,000),
the percentage of active neurons in a given environment (above 30 %), and a
homogeneous place field distribution results in a lower bound of 1500 place
cells active in one hippocampus at any given position11. This estimate is
certainly very rough but interesting to relate to the calculation of spatial
information of coactive place cells by Wilson and McNaughton [1993]. The
joint firing rates of approximately 130 CA1 place cells during one second are
sufficient to estimate the position of the animal with an error below 1 cm,
or about 380 cells to reach the same acuracy within 0.1 s.
Place fields in the center of the arena have a slight tendency to be larger
than towards the periphery [O’Keefe, 2007], but generally place field cen-
ters tend to be equally distributed over the apparatus area and specifically
no correlation between average dwelling time and the distribution of field
centers exists [Muller, 1996] (but note [Hollup et al., 2001]). Other authors
report some cases of increased place field frequency at the edges of the arena
[O’Keefe, 2007].
In summary, a given position in a fixed environment is jointly encoded by a
large population of hippocampal place cells.
11The number of coactive place cells in different areas of the rat brain can correspond-
ingly be estimated to be 3600 in dentate gyrus, 640 in CA3/2, and 1100 in CA1. Under
certain conditions, however, the number of active granule cells in dentate gyrus can be only
2 %–3 % [Chawla et al., 2005], thus reducing the estimate for dentate gyrus to 240–360.
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3.4.3 Head Direction Dependence
Most place cells recorded in open fields are invariant to head direction but
selective for the animal’s position. Interestingly, the degree of orientation-
invariance depends on the structure of the environment and on the animal
behavior. On the linear track, most place fields are clearly directional.
Undirectional place fields may appear directional in measurements, espe-
cially if sampling time is short or the rat has certain biases during movement
[e.g., Muller et al., 1994, Markus et al., 1995, Burgess et al., 2005]. One case
of such spurious directionality can occur if the animal traverses more often
through the center of the place field from one direction and through the
border (or not at all) of the field in the other direction. This effect can be
reduced if only traversals near the center of the place fields are included into
the computation of directionality. A second source of spurious place field
directionality is that the rat, due to its physical extent, cannot traverse a
place field in all directions at the border of the arena. The directionality
of place cells near the arena borders can thus not be determined exactly.
Thirdly, spurious directional tuning can arise if the animal traverses with
different speed through a place field since firing rates of place cells often
depend on running speed12. Two approaches to overcome the problem of
spurious directionality from biased sampling are discussed in Cacucci et al.
[2004].
The behavioral and environmental determinants of place cell directionality
in rats have been thoroughly tested experimentally in the seminal work by
Markus et al. [1995]. The authors found no significant effect of environ-
mental complexity on place field directionality, i.e., either a black curtain or
many distinct objects surrounding the recording chamber had no significant
effect. Less than 20 % of all recorded place cells were directional in a high-
walled cylinder during the standard random pellet search task and less than
1/3 of the cells were directional on a circular open platform during the same
task. Significantly more place cells were directional (ca. 2/3) in a radial maze
(see Section 3.2) during a forced choice search task. The behavioral task of
the rat (and thus the movement pattern) strongly influences directionality:
after 30 minutes of random pellet searching, four equidistant points on the
border of the circular platform were repeatedly and sequentially baited (first
clockwise, then counter-clockwise). The mean directionality of place cells
increased significantly during these linear movements in the second phase of
the experiment. Directionality in the plus maze was generally much higher
than on the circular platform but also increased in magnitude from the
random to the directed search task. There was no significant difference in
directionality in two different plus mazes with wide or narrow arms. Rats did
not turn more often in wide arms, so that the actual (turning) behavior and
12Note that a positive linear dependency of firing rate with running speed would prevent
spurious directionality.
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not the ability to turn seems to determine the directionality of place cells.
The authors conclude that the ”visual environment per se is less important
a determinant of directional tuning than constraints (behavioral and envi-
ronmental) on the animal’s behavior” and that ”hippocampal place fields are
more directionally dependent when the animal is planning and/or following
a specific route than when it is engaged in quasirandom foraging, involving
erratic changes in the distance and direction of motion.”
The sampling problem of the three-dimensional joint position and head
direction space in the open field (c.f. Section 3.2) could be alleviated by
switching to a linear (or circular) track where the animal’s spatial configu-
ration space is basically only two-dimensional (one real-valued variable for
the position and one binary variable for the direction). However, linear
track experiments cannot easily be used as a lower-dimensional alternative
for open field experiments, as most place cells behave differently in the lin-
ear track than in the open field. While the majority of place cells are head
direction invariant in the open field, most are orientation-specific in the lin-
ear track or in the arms of a radial maze, i.e., the place cell only fires on
some part of the track when the animal moves ”north” but it does not fire
at the same position when the animal moves ”south”. Some place cells fire
both in ”north” and ”south” direction but at different positions on the track
[Markus et al., 1995, McNaughton et al., 1983a]. O’Keefe and Recce [1993]
report 14 out of 15 place cells in hippocampus proper that have place fields
in a linear track of 1.5 m length only when the rat runs in one direction. One
out of 15 cells had a place field for both directions but at different positions.
In summary, place field directionality seems to be mostly influenced by the
animal’s behavior and especially by the linearity of movement. The more
curved the animal’s trajectory is in a given arena and the more directions
are sampled, the less directional are its place cells.
3.4.4 Development of Place Cells in New Environments, Re-
liability and Stability of Place Fields
Do place fields exist the first time an animal enters a new environment or
does it take time to learn them? The answer to this question is hard to
find since the sampling of place fields in the open field takes many minutes
and different experimenters report quite contradictory results. Furthermore,
many articles do not report if the animal was familiar with the recording
arena or laboratory room before the experiment.
Hill [1978] reports strong firing of place cells at the first passing of an an-
imal through the area where the cell later displays a stable firing field,
whereas Wilson and McNaughton [1993] report instable place fields dur-
ing the first 10 minutes in a new environment, which stabilized during the
next 10 minutes. Tanila et al. [1997] report that some cells already show
strong place fields after few minutes, while others built up their field during
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more than 30 minutes.
Even after more than 30 minutes when a place field is ”well established”,
the firing of an individual place cell can be highly variable: a cell might
fire maximally once during one traversal of its field and not at all during
the next traversal [Muller, 1996]. This variability could simply be a noisy
spatial representation or an unidentified additional variable encoded by the
cell. Nevertheless, the firing maps obtained by averaging during single trials
tend to be stable for as long as the recording electrode is stable, which can
be over multiple months [Muller, 1996].
Steffenach et al. [2005] report that the recall of previously established place
fields remains stable after lesions in the dorsocaudal region of the entorhinal
cortex (this is the area where grid cells have been reported; see below) but
that spatial learning in new environments is impaired after the lesion.
Frank et al. [2004] investigated place field properties over multiple days of
exposure. The authors describe strong plasticity of place cells in the first
minutes of exposure to a new environment but even larger changes on the
second day of exposure if exposure on the first day was short. The authors
conclude that a minimum of 5–6 minutes of exposure to a novel environment
is necessary to form stable representations.
3.4.5 Environmental Manipulations
Many publications examine the effect of environmental manipulations on
place cell firing. Although no simple stimulus seems to trigger place cell ac-
tivity, even small environmental manipulations can have large effect on the
firing pattern. The firing pattern of a population of place cells in one envi-
ronment is in most cases orthogonal to (or statistically independent of) their
spatial firing patterns in a sufficiently different environment [McNaughton
et al., 2006, Quirk et al., 1990, Gothard et al., 1996]. If spatial cues (e.g.,
relative position of cue cards, shape of a flexible arena wall) are slightly
changed, some place cells change their firing pattern in a (yet) unpredictable
way. This effect is called partial remapping. If the relative positions of cues
are altered more drastically or if cues are added or removed, a complete
remapping of place fields can occur. After a complete remapping all13 place
cells change their activity patterns and some previously active cells become
silent while other previously quiet place cells become active.
Leutgeb et al. [2005] distinguish ”rate remapping” and ”global remap-
ping” as two subtypes of the remapping phenomenon in recordings from
CA1 and CA3. In the case of rate remapping place cells keep their field
locations but change their firing rates, whereas in complete remapping both
positions and firing rates change to a statistically independent (orthogonal)
13A small percentage of cells keep their place fields, as expected to happen by chance.
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representation. The two remapping types corresponded to two experimental
paradigms of this publication. Firstly, in the ”variable cue, constant place”
paradigm, the recording took place in the same laboratory room with visible
distal cues in the room but the recording arena was varied either in color
or in shape. Secondly, in the ”variable place, constant cue” paradigm, the
recording arena remained constant but recording took place in two visu-
ally distinct laboratory rooms. As expected from earlier results, place cells
tended to bind to distal cues in the case of cue conflicts in experiments with
the ”variable cue, constant place” paradigm. Here, firing patterns remained
similar, so that ”without closer analysis, one might have concluded that there
had been no substantial effect of cue-condition or environmental shape on the
hippocampal code”. Specifically, correlations between recordings with differ-
ent cues remained high (median place field correlation of > 0.8 in CA3),
median center of mass changes remained low (3.3− 9.8 cm in CA3) but the
median absolute firing rate changes where significantly higher than in con-
trol experiments. In contrast, experiments with the ”variable place, constant
cue” paradigm caused the population vectors to decorrelate (median place
field correlation of −0.10) and the centers of mass of the firing fields shifted
by a median of 34.5 cm in CA3. The authors argue that two independent
coding principles are used in hippocampus, one coding for spatial position
of the animal in a given environment and one for the configuration of an
individual environment. While rate remapping might account for some of
the earlier remapping phenomena, there is also contradictory evidence that
complete remapping can take place even when the spatial environment is
unchanged. Further research seems necessary to investigate if the reported
phenomena generalize to other experimental conditions.
If all visual cues are rotated consistently, place fields usually rotate with
the cues in unison (coherently) [Rotenberg and Muller, 1997] without remap-
ping. If cues are rotated in the presence of the animal, cue control over
place fields is reduced [Poucet et al., 2003]. These findings demonstrate the
strong influence of stable sensory cues on place cell firing. There is, how-
ever, also clear evidence of a strong influence of idiothetic cues on place cell
firing [Moser and Paulsen, 2001, McNaughton et al., 2006]. Firstly, if sig-
nificant landmarks are removed [O’Keefe and Speakman, 1987] or the light
is switched off [Quirk et al., 1990], many place cells keep their stable firing
fields. Secondly, most place cells in rats are non-symmetrical in symmetrical
environments [Sharp et al., 1990]. Thirdly, firing patterns in two visually
identical rooms are different if the animal is not disoriented during transport
[Skaggs and McNaughton, 1998, Tanila, 1999], but this effect might also be
due to other non-visual sensory cues .
Path integration or dead reckoning is a process of integrating self-motion
over time in order to compute the relative distance and orientation to a
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reference point. Sources for path integration include vestibular information,
visual optical flow, and motor efference copies. For example, Mittelstaedt
and Mittelstaedt [1980] showed that gerbils can perform angular integration
and Etienne [1987] gives some evidence that they are able to perform path
integration. For reviews on path integration see [McNaughton et al., 2006,
Redish, 1999].
3.4.6 Models of Place Cells
Redish [1999] classifies place cell models as either purely allothetic local view
models, or as including idiothetic cues. ”Local view” is meant to include not
only vision but any allothetic sensory cues, such as olfaction and audition,
available from a certain spatial position and orientation. Such a model ”only
depends on the local view to explain place cell firing” [Redish, 1999]. Models
of this class usually extract a number of features from sensory inputs in order
to obtain a lower-dimensional representation that still carries information
about spatial position in the environment but is invariant to everything
else. Pure local view models do not comprise a path integration system and
thus cannot fully explain oriospatial firing properties, e.g., in darkness. Pure
path integration systems without external sensory input on the other hand
accumulate errors, and hence a sensory coding mechanism is necessary to
complement any such model.
Many place cell models have been proposed since the first finding of place
cells. Reviews of these models can be found in [Redish, 1999, Andersen
et al., 2007]. A detailed discussion of models related to this thesis is given
in Section 4.4.1.
3.5 Head Direction Cells
Head direction cells were first found by Ranck Jr. [1985] (first full publication
by Taube et al. [1990]) in the dorsal presubiculum, which is also known as
the postsubiculum, of the rat. Later, head direction cells were also identified
in many other brain areas including retrosplenial cortex, anterior thalamic
nucleus, lateral dorsal thalamic nucleus, lateral mammillary nucleus, dorsal
tegmental nucleus, striatum, and even some in the CA1 region of hippocam-
pus proper [Taube and Bassett, 2003]. Firing of these cells is modulated
by the animal’s head direction relative to the environment in the horizontal
plane (i.e., yaw) but mostly unaffected by pitch, roll, and location of the
animal. The firing of a model head direction cell is illustrated in Figure 3.1
on page 27. The tuning curves of three representative head direction cells
are plotted in Figure 3.3. Their function can be depicted as a compass,
although in the rat they are not sensitive to geomagnetic field [Sharp et al.,
2001] but rather to visual, tactile, and olfactory cues [Goodridge et al., 1998]
and to vestibular input [Brown et al., 2002]. Head direction cells typically
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have tuning curves with a single peak of activity but cases with two peaks
of activity have been reported as well [Baird et al., 2001]. The orientation
tuning curve normally is of Gaussian or triangular shape and shows no firing
rate adaptation. The tuning widths lie in an interval of roughly 60◦ to 150◦
depending on brain area [Taube and Bassett, 2003, Sharp et al., 2001].
Figure 3.3: Tuning curves of three representative head direction
cells. Data for these cells was recorded over 8 minutes sessions while the
rat foraged for randomly placed food pellets about the floor of a cylindrical
enclosure. Note that each cell has a different peak firing rate and preferred
firing direction. The cell in C has a larger directional firing range compared
to the other two cells. Cells were recorded in (A) postsubiculum, (B) anterior
dorsal thalamus and (C) lateral mammillary nucleus. Figure reproduced
from [Taube and Bassett, 2003] with permission from the publisher.
When the animal is confronted with a changed environment, the head di-
rection cell system adapts to new visual stimuli after few minutes. Only
3 minutes after exposure to a new prominent visual cue, roughly half of the
head direction cells lock to the position of the cue card in cue card rotation
session and almost all cells do so after 8 minutes of exposure [Goodridge
et al., 1998, Zugaro et al., 2003].
When an animal moves from one environment to another, head direc-
tion cells typically keep their preferred direction with respect to absolute
direction. Obviously, this also means that in this case head direction cells
keep their relative preferred directions, which is in contrast to the behavior
of place cells, whose firing patterns are orthogonal in new environments. If,
however, the rat is disoriented during the traversal, the cells often shift to
new seemingly random preferred orientations in the new environment, but
shift back to the ”old reference frame” when reentering the first environ-
ment [Goodridge et al., 1998, Golob and Taube, 1997]. Head direction cells
also change their preferred firing directions when the animal is passively
transported to a new environment [Stackman et al., 2003]. When rats are
disoriented during transport to another room, the preferred directions of
46
head direction cells can rotate coherently by a random angle. The head
direction cells return to their previous preferred directions on reentry (or
lights-on) of a known environment extremely quickly after approximately
100 ms. Some complex and possibly multimodal processing of sensory data
has to be finished before such a ”reset” can occur in this case, and this la-
tency is much shorter than the approximately 150 ms required in humans or
monkeys for object recognition tasks (i.e., the latency from stimulus onset
to activity in the inferotemporal cortex, [Thorpe et al., 1996]). This experi-
ment demonstrates that both angular integration and sensory cues influence
head direction cell firing.
Head direction cell firing is unaffected by hippocampal lesions, even in
novel environments [Golob and Taube, 1997]. When prominent cues are
rotated coherently, head direction cells typically follow these cues. If multi-
ple cues are incoherently changed, head direction cells almost always follow
the more distal cues coherently as an ensemble [Yoganarasimha et al., 2006].
This fact is a strong indication for intensive coupling between head direction
cells (see next section) and is in contrast to place cells (especially in CA1),
which often split into subpopulations under similar conditions. The fact that
head direction cells tend to bind to distal rather than local cues in case of
cue conflict might be explained by the observation that distal cues serve as
better landmarks because they roughly indicate a global direction (exactly
if infinitely distant). When stroboscopic light perturbs the dynamic visual
signals, this effect vanishes [Zugaro et al., 2004]14. Although stroboscopic
lighting will likely cause many sensory and behavioral changes, this finding
supports the idea that spatial and temporal continuity of sensory informa-
tion is necessary for head direction cell learning. This is in accordance with
our model based on the temporal stability hypothesis in Chapter 4.
Head direction cells keep a constant firing rate when the animal ascends
or descends wire-mesh walls in its cage vertically, but firing is disrupted
when the animal moves invertedly (i.e., overhead) [Calton and Taube, 2005].
Stackman and Taube [1998] found head direction cells next to other cells
with oriospatial correlates in the lateral mammillary nuclei. The authors
describe ”head pitch cells” that code for head pitch independent of head ori-
entation and ”angular velocity cells” that discharge as a function of angular
head velocity in the horizontal plane.
The relation of the findings in this section with the model proposed in Chap-
ter 4 is discussed in Section 4.4. Further discussions of head direction cell
properties can be found for example in Wiener and Taube [2005] and An-
dersen et al. [2007].
14No such recordings seem to be published for any other oriospatial cell type.
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3.5.1 Head Direction Cell Models
The most popular model class of head direction cells is a ring attractor net-
work [reviewed for example in Touretzky, 2005]. This model class focuses on
the angular integration and memory aspects of head direction cells. Head
direction cells are modeled as a dynamical system consisting of a ring of
mutually excitatory units. Under certain assumptions about weight distri-
butions and nonlinear input-outputs functions of the units, the attractor of
the system is one-dimensional and circular, meaning that any activity state
on this one-dimensional manifold coding for head direction is stable even
in the absence of sensory cues. Such a stable state is a roughly Gaussian-
shaped ”bump of activity” of adjacent units, which can be similar to the
tuning curves of real head direction cells. In the absence of sensory cues
this bump can slowly drift around the ring. Sensory cues enter the model
in two ways: firstly, provided by visual feature detector cells and secondly,
by ”turn-modulated head direction cells” sensitive to angular velocity mea-
sured by sensors in the inner ear. The first cell class can reset the bump of
activity if strong evidence for a certain orientation in space is provided by
sensory cues (e.g., the presence of a cue card in a certain direction). How
this information can be extracted from complex environments is not part
of this model. However, given a set of feature detectors, simple Hebbian
learning can be used to bind a feature detector for a specific direction to
a head direction unit. This can, however, only work for highly distal cues,
which is in accordance with the finding discussed above that the head di-
rection cell system tends to prefer distal cues. The second class of sensory
inputs is presumed to stem from two populations of neurons driven by head
acceleration signals from the vestibular system. Each population forms an
additional ring structure with similar bumps of activity as the head direc-
tion units and projects to the corresponding head direction unit. But during
clockwise turns, one ring’s bump is more active and slightly shifted in clock-
wise direction causing stronger inputs on the clockwise flank of the bump
of activity in the head direction ring, which then causes it to move in that
direction. The other ring of units is more active and shifted to the opposite
direction for anticlockwise turns, causing a shift of the head direction cell’s
activity bump to the anticlockwise direction when the animal turns anti-
clockwise. Models of this class can explain how the head direction system
keeps stable firing patterns in the absence of external cues and why a drift of
preferred directions occurs after few minutes in darkness [Goodridge et al.,
1998]. The ring attractor model can work instantaneously in new environ-
ments, in agreement with the findings discussed above. How the ”visual
feature detectors” should work, however, stays vague and cells of this type
have not yet been found in the rodent brain [Touretzky, 2005]. Furthermore,
in absence of highly distal cues (as in the high-walled cylinder) the simple
feature binding approach would not result in a representation of global head
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direction but instead in one like that of spatial view cells (see Section 3.7
and Figure 3.1). An alternative solution for the generation of such feature
detectors is provided by the model proposed in Chapter 4.
3.6 Grid Cells
Grid cells are the most recently found major type of oriospatial cells in the
hippocampal formation. They were recorded in layers 2/3 of the medial
entorhinal cortex, which projects to the hippocampus proper. Grid cells
were first described by Hafting et al. [2005]. Earlier recordings in the same
region failed to unveil their spatial firing structure [e.g., Fyhn et al., 2004]
since the standard recording environment of no more than one meter side
length is too small to capture the spatial grid structure of the firing pattern
that gives rise to the name of this cell type (see Section 3.2). Each grid cell
fires in a remarkably exact hexagonal grid pattern with an average spatial
distance between nearest maxima between 39 and 73 cm, depending on the
recording site. Figure 3.1 on page 27 illustrates an idealized grid cell and
Figure 3.4 depicts the firing behavior and autocorrelogram of a real grid cell.
The spatial frequencies increase gradually and monotonically from ventral to
dorsal in the medial entorhinal cortex (i.e., the spacing increases from dorsal
to ventral EC). Grid cells recorded with the same tetrode have similar spatial
frequencies and orientations but unrelated spatial phases, which seem to be
homogeneously distributed [McNaughton et al., 2006, Hafting et al., 2005].
The grid frequencies seem to be independent of the size of the recording
chamber. Recent reviews of grid cell properties are given in [McNaughton
et al., 2006, Moser and Moser, 2007].
Unlike place cells whose firing fields typically change dramatically when
sensory cues change (e.g., a ”complete remapping” when a round recording
chamber is exchanged with a square one), cells in the dorsal EC, which
likely were grid cells, were mostly unaffected by such changes [Quirk et al.,
1992]. Similar to place and head direction cells, firing patterns in grid cells
remain stable in absence of sensory cues, suggesting the presence of path
integration. More evidence for a strong influence of path integration on grid
cell firing comes from the fact that the regular grid pattern seems to establish
instantaneously after entry in a new room [Hafting et al., 2005]. But sensory
cues also influence grid cell firing, indicated by the fact that their spatial
phase in a given environment is consistent over multiple trials [Hafting et al.,
2005]. Furthermore, Barry et al. [2007] have shown that grid cell firing is
strongly influenced by visual cues and past experience. In their experiments,
rats were placed in boxes with variable side lengths similar to the place field
experiments by Muller and Kubie [1987] (see Section 3.2). After a rat had
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Figure 3.4: Firing map and spatial autocorrelogram of a grid cell.
A: Gray lines indicate the rat’s trajectory, red dots indicate positions where
spikes occurred. B: Autocorrelogram of the same cell as in plot A. This plot
illustrates the high regularity of the spatial firing structure of a grid cell.
Source: T. Hafting, reprinted with permission from [Wikipedia, 2007].
become accustomed to a specific box geometry, the aspect ratio of the box
geometry was changed, which lead to a significant deformation of the grid
cell firing pattern. During repeated exposure to the new geometry, the
grid slowly returned to the undeformed baseline condition. This experiment
shows the joint influence of sensory cues and path integration on grid cell
firing.
Similarly to place cells, some grid cells also correlate with other spatial
variables apart from position only. In contrast to place cells, firing rates
of few cells from layer 2 and many cells in layer 3 are modulated by head
direction or running speed [Sargolini et al., 2006]. In summary, cells in
medial entorhinal cortex may form a continuum between ”pure spatial grid
cells” and ”pure head direction cells”.
Because grid cells were discovered recently , many questions remain open.
Does the grid-like firing pattern extend over larger and more complex areas?
How regular does it remain under these conditions? Grid cells impose a
specific metric on the environment that has not yet been experimentally
investigated. Does a path on a tilted track cause the same firing pattern as
in the plain? Do grids cells fire when the animal swims?
3.6.1 Grid Cell Models
The relatively young area of grid cell modeling has already inspired a num-
ber of models that will likely grow rapidly in the future. Most models focus
on the emergence and advantages of distributed grid-like spatial codes per-
forming path integration based on velocity signals [e.g., Burak et al., 2006,
Fuhs and Touretzky, 2006, Guanella and Verschure, 2006] or how the grid
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output might be used [e.g., Franzius et al., 2007b, Rolls et al., 2006, Solstad
et al., 2006]. However, most models refrain from postulating mechanisms
of sensory interaction with grid cells other than that some highly abstract
signal should be used to bind grid cell firing to a specific phase in a given
environment. O’Keefe and Burgess [2005] speculate that place cells, which
could be anchored to a specific stimulus set perceived at the place field,
might provide feedback to a specific grid cell and thus determine the firing
phase of the grid cell. However, this postulate just shifts the complexity
to the invariant stimulus recognition of place cells. The model proposed in
Chapter 4 provides an alternative mechanism to generate a grid-like repre-
sentation driven by sensory inputs.
3.7 Spatial View Cells
Spatial view cells in primates are correlated with the animal’s position in
space but show very different firing properties than place fields or head direc-
tion cells. These cells are neither position-invariant nor orientation-invariant
but fire when the animal looks at a certain part of the environment (i.e., in
eye-centered coordinates), irrespective of the animal’s position in the room,
resembling head direction cells for the case of an infinitely distant view.
Figure 3.1 illustrates the spatial firing of a model spatial view cell. In this
figure, a spatial view cell fires if the monkey is at any position in the room,
as long as it fixates the view point marked by ’×’. These cells are not simply
triggered by the view of a specific object, which was tested by putting ob-
jects from the position of the ’×’ in front of the monkey without triggering
the cell to fire [Rolls et al., 1997a]. Actual recordings from a macaque spatial
view cell are depicted in Figure 3.5. Spatial view cells have not been found
in rodents, whereas place and head direction cells occur in both primates
and rodent. Ekstrom et al. [2003] also report spatial view cells (next to
place and object cells) in the human hippocampus.
Experiments with primates are often different than rodent experiments: the
primate is typically fixated in a static chair and watches stimuli on computer
screens around it. In some more recent experiments the animal is put be in
a mobile chair that the animal can control by itself (see Section 3.4 above).
Are spatial view cells fundamentally different from place cells? Possibly
spatial view cells encode the primate’s notion of ”space out there” [Rolls
et al., 1997a] and thus the ability to identify places without physically being
there, which would be a significant development from the rodent place field
system that seems to code only for the animal’s own momentary position.
Alternatively, the properties of spatial view cells might be due to the changed
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Figure 3.5: Examples of the firing behavior of a macaque hip-
pocampal spatial view cell. The monkey was free to walk on all fours
in a cart in the central 2.7 by 2.7 m of a room during three recording ses-
sions of more than five minutes each. a: The firing of the cell is indicated
by the spots in the outer set of four rectangles, each of which represents
one of the walls of the room. The positions on the walls fixated during the
recording sessions are indicated by points in the inner set of four rectangles.
The central square is a plan view of the room, with a triangle printed every
250 ms to indicate the position of the cart, thus showing that many different
places were visited during the recording sessions. b: A similar representa-
tion of the same three recording sessions as in A, but modified to indicate
some of the range of cart positions and horizontal gaze directions when the
cell fired. Sufficiently few cart/eye gaze direction icons so that they can
be distinguished were selected by plotting only every 10th icon when the
cell fired > 12 spikes/s. A spot was placed in the rectangles whenever the
cell fired at > 12 spikes/s. c: A similar representation of the same three
recording sessions as in B, but modified to indicate more fully the range of
cart positions when the cell fired. Sufficiently few cart icons so that they
can be distinguished were selected by plotting every cart icon when the cell
fired > 12 spikes/s (12 spikes/s was selected as it was half the peak firing
rate of the cell, and thus helps to reveal the conditions when the cell was
strongly activated). Figure and caption reproduced from [Georges-François
et al., 1999], with permission.
movement statistics of the animals in the experiments (i.e., fixation on a
chair) and only an artifact of the artificial experimental setting. The model
introduced in Chapter 4 could explain the different properties of place cells
and spatial view cells based on such a difference in movement statistics. This
question can only be solved by further experiments with freely behaving
primates.
Similar to place cells that keep stable firing patterns in darkness, spatial view
cells are not purely sensory driven as some cells exhibit sustained firing even
when the fixated spot is hidden behind a curtain [Rolls, 1999]. This feature
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indicates that some kind of memory-based spatial integration system, similar
to path integration for place cells, is at work for spatial view cells.
3.7.1 Spatial View Cell Models
The model by de Araujo et al. [2001] suggests that the width of the field
of view (FOV) is important for the distinction between spatial view cells
and place cells. With a large FOV (as for rats) the animal can see most
landmarks from all orientations while an animal with a small FOV (like
many monkeys) can only see a subset of all landmarks at each point in
time. In this model, cells are tuned to a specific distance of a specific set of
(pointlike) abstract stimuli. A cell fires when at least three of its associated
stimuli are in the correct distance within the agent’s field of view. As a
result, ”rat” cells with a wide FOV become mostly orientation invariant,
whereas ”monkey” cells with a small FOV behave like spatial view cells. This
model does, however, not account for the behavior-dependent differences in
orientation specificity as discussed in Section 3.4 above. This article seems
to be the only published model for spatial view cells.
3.8 Interactions Between Different Oriospatial Cells
The previous sections covered each oriospatial cell type individually. How-
ever, it is reasonable to assume that all these cells are part of a more general
navigational framework with mutual interactions. This section reviews re-
sults from studies based on lesions and electrophysiology. However, much
less data is available on interactions of different oriospatial cell types, as
it often requires experimentally more demanding simultaneous recordings
from different areas.
3.8.1 Interaction Between Place Cells and Head Direction
Cells
The original formulation of the cognitive map theory stated that place and
head direction cells together form a representation of positions, distances
and directions between places [O’Keefe and Nadel, 1978]. A later extension
of the theory in 1991 [reviewed in O’Keefe, 2007] suggested that head di-
rection cells could give the necessary directional information. A necessary
condition for such a model is that the place and head direction cell system
stay in register after environmental changes like cue rotations. For coherent
cue rotations, both place cells and head direction cells typically rotate in
unison with the cue. The only simultaneous recording of place and head
direction cells by Knierim et al. [1995] found both systems stayed in register
even if sensory cues exerted no control over the cells, i.e., the seemingly
random rotation occurred in unison.
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Calton et al. [2003] found that lesions in postsubiculum (an area known to
contain many head direction cells) reduced the orientation-invariance and
spatial coherence of hippocampal place cells. Furthermore, the stimulus-
dependence of the place cells was reduced: in unlesioned animals a single
polarizing cue card controls the positions of place fields, whereas in the le-
sioned animals place fields shifted unpredictably. The authors conclude that
input from head direction cells might be necessary for a fully functional place
cell system. In the reversed scenario with a lesioned hippocampus no such
effect on head direction cell firing was found [Golob and Taube, 1997] and
thus head direction firing seems largely independent of a functional hip-
pocampus. Both combined lesions in hippocampus and overlying neocortex
or lesions only in the overlying neocortex have no large effect on head di-
rection cell firing in a given known environment. When moving from one
known environment to a new one, head direction cells in unlesioned animals
maintain their preferred direction, an effect that is likely due to an angu-
lar path integration system. Head direction cells in the lesioned animals,
however, did not maintain their preferred direction when traversing into
the new environment [Golob and Taube, 1999], although cue card rotations
still exerted control over the preferred directions in the new environment.
Such lesions might thus be a key for dissociating stimulus-driven and path-
integration-driven inputs for head direction cells.
3.8.2 Grid Cells and Place Cells
Lesions in the entorhinal cortex (EC) reduce the number of cells with spatial
correlates in hippocampus and the robustness of the remaining firing fields
and they strongly impair control of visual cues over place cell firing after
cue rotations [Miller and Best, 1980]. Newer results by Steffenach et al.
[2005] emphasize the necessity of the dorsolateral band of the EC for spatial
learning in new environments. Combined with the fact that the EC provides
major inputs to the hippocampus, it is highly likely that grid cells are critical
for the formation of hippocampal place cells. However, as recall of previously
established place fields remains stable after lesions in the dorsocaudal region
of the EC, input from grid cells might not be necessary after place fields are
established.
3.8.3 Place Cells and Visual Cortex
Save et al. [1998] report normal place cell firing in rats that were blinded
early in their lives. In contrast to rats with damaged visual cortex, naviga-
tion performance in blind rats is not profoundly impaired [results reviewed
in Poucet et al., 2003]. Poucet et al. [2003] therefore conjecture that the vi-
sual cortex might play an important role in spatial processing independently
of actual visual input.
Chapter 4
A Model for Hippocampal
Spatial Codes
This chapter introduces a model for the self-organized formation of place
cells, head-direction cells, and spatial-view cells in the hippocampal forma-
tion based on unsupervised learning on quasi-natural visual stimuli. The
model comprises a hierarchy of Slow Feature Analysis (SFA) nodes, which
were recently shown to reproduce many properties of complex cells in the
early visual system [Berkes and Wiskott, 2005]. The system extracts a
distributed grid-like representation of position and orientation, which is
transcoded into a localized place field, head direction, or view represen-
tation by sparse coding. The type of cells that develops depends solely on
the relevant input statistics, i.e., the movement pattern of the simulated ani-
mal. Most of this chapter is based on the publication [Franzius et al., 2007a].
The numerical simulations are complemented by a mathematical analysis by
Henning Sprekeler that allows us to accurately predict the output of the top
SFA layer.
4.1 Experimental Methods
The outcome of an unsupervised learning rule, such as Slow Feature Anal-
ysis, is crucially determined by the statistics of the training data. As we
want to show that oriospatial cells can be learned from raw sensory stimuli,
we approximate the retinal stimuli of a rat by video sequences generated
in a virtual-reality environment. The input statistics of the training data
are thus jointly determined by the structure of the virtual-reality environ-
ment and the movement pattern of the simulated rat. As this video data
is very high-dimensional, nonlinear SFA in a single step is computationally
unfeasible. To overcome this problem, the model is organized as a hierarchy




Figure 4.1: Architecture of the hierarchical model. At a given po-
sition and orientation of the virtual rat (arrow) in the naturally textured
virtual-reality environment (A), input views are generated (B), and pro-
cessed in a hierarchical network (C). The lower 3 layers perform the same
sequence (D) of linear SFA (for dimensionality reduction), expansion, addi-
tive noise, linear SFA (for feature extraction), and clipping, the last layer
performs sparse coding (either ICA or CL).
4.1.1 Simulated Environments
Many experimental place field data were recorded either in a linear track
or in an open field apparatus. For our simulations we use a linear track of
10:1 side length and a rectangular open field of 3:2 side length. We have
also simulated radial mazes (e.g., plus or 8-arm mazes) as a third apparatus
type but they can be considered as a combination of an open field in the
center with linear tracks extending from it and simulation results for this
type will not be presented here.
The input data consists of pixel images generated by a virtual-reality
system based on OpenGL with textures from the Vision Texture Database
[Picard et al., 2002]. The virtual rat’s horizontal field of view is 320◦ (see
Figure 4.1A for a top view of the environment, and Figure 4.1B for a typi-
cal rat’s view from this environment) and consistent with that of a real rat
[Hughes, 1978]. The vertical field of view is reduced to 40◦ because outside
this range usually only unstructured floor and ceiling are visible. An input
picture has 40 by 320 color pixels (RGB, 1 pixel/◦). The input dimensional-
ity for the system is thus 38400, while the dimensionality of the interesting
oriospatial parameter space is only three-dimensional (x- and y-position and
orientation).
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4.1.2 Movement Patterns of the Virtual Rat
As an approximation of a rat’s trajectory during exploration in place field
experiments we use Brownian motion on the three-dimensional parameter
space of position and orientation (i.e., head direction). The virtual rat’s
position pos(t) at each time step t is updated by a weighted sum of the
current velocity and Gaussian white noise noise with standard deviation
vr. The momentum term m can assume values between zero (massless par-
ticle) and one (infinitely heavy particle), so that higher values of m lead to
smoother trajectories and a more homogeneous sampling of the apparatus
in limited time. When the virtual rat would cross the apparatus boundaries,
the current velocity is halved and an alternative random velocity update is
generated, until a new valid position is reached (see Table 4.1).
currentVelocity = pos(t) - pos(t-1);
repeat
noise = GaussianWhiteNoise2d() * vr;
pos(t+1) = pos(t) + m * currentVelocity + (1-m) * noise;
if not isInsideApparatus(pos(t+1)):
currentVelocity = currentVelocity / 2;
until isInsideApparatus(pos(t+1))
Table 4.1: Pseudocode for the computation of the translational movement
of the virtual rat.
We call the standard deviation (normalized by room size L) of the noise
term translational speed vr. In the simple movement paradigm the head di-
rection is calculated analogously (but without checks for crossing of bound-
aries) and we call the standard deviation of the noise term (in units of 2π)
for the head direction trajectory rotational speed vφ. On long timescales and
with finite room size this type of movement approximates homogeneous po-
sition and orientation probability densities, except at the apparatus bound-
aries where a high momentum term can increase the position probability.
We call the ratio of rotational to translational speed vφ/vr the relative rota-
tional speed vrel. The actual choice of vrel is based on the rat’s behavior in
different environments and behavioral tasks. In linear track experiments the
rat’s movement is essentially one-dimensional and the animal rarely turns
on mid-track but instead mostly at the track ends. Accordingly, we use
a large momentum term, so that the virtual rat often translates smoothly
between track ends and rarely turns on mid-track. In the open field, on the
other hand, full two-dimensional movement and rotation is possible, but the
actual statistics depends on the behavioral task at hand. We mimic the com-
mon pellet-chasing experiment [Markus et al., 1995] by using isotropic two-
dimensional translational speed and setting vrel to a relatively high value.
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In the simple movement paradigm head orientation and body movement
are completely independent, so that head direction can be modeled with un-
restricted Brownian motion. We also consider a restricted head movement
paradigm, in which the head direction is enforced to be within ±90 de-
grees from the direction of body movement (see Table 4.2). This constraint
implicitly restricts the range of possible relative speeds. While it is still
possible to have arbitrarily high relative rotational speed by turning often
or quickly, very low relative rotational speed cannot be achieved anymore
in finite rooms. Typically, if the rat reaches a wall, it has to turn, resulting
in a lower bound for the relative rotational speed vrel. In order to generate
input sequences with lower vrel one needs to discard periods with dominant
rotations from the input sequence. For a biological implementation of such
a mechanism the rat’s limbic system could access the vestibular rotational
acceleration signal in order to downregulate the learning rate during quick
turns. We will refer to this mechanism as learning rate adaptation (LRA).
A third movement statistics can be generated if we assume that an animal
currentAngularVelocity = phi(t) - phi(t-1);
repeat
noise = GaussianWhiteNoise1d() * vphi;
phi(t+1) = phi(t) + m * currentAngularVelocity + (1-m) * noise;
until headDirIsWithin+/-90DegOfMovementDir(pos(t+1) - pos(t), phi(t+1))
Table 4.2: Pseudocode for the computation of the head direction of the
virtual rat in the restricted head movement paradigm.
looks at objects or locations in the room for some time while moving around.
During this period the animal fixates a specific location X in the room, i.e.,
it always turns its head into the direction of X, independently of its position.
We implement X as a fixation point on the wall that moves in the following
way: first, we generate an orientation φ using the algorithm in Table 4.2
and the same parameters as for the head-direction cell simulations. Second,
the point X is defined as the point on the wall the rat would fixate if it were
in the center of the room with head direction φ. We employ the identical
translational movement mechanism as above, whereas the head direction
is now completely determined by the animal’s position and position of the
viewpoint X. In this paradigm both position and orientation are dependent
and vary rather quickly, while the position of X changes slowly. We call
this movement pattern spatial-view paradigm and suggest that it is a more
appropriate description of a primate’s movement pattern than the previous
two.
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4.1.3 Model Architecture and Training
Our computational model consists of a converging hierarchy of layers of
SFA nodes and a single final sparse coding step (see Figure 4.1C). Each
SFA node finds the slowest output features from its input according to the
SFA algorithm given in Section 2.2.2 and performs the following sequence
of operations: linear SFA for dimensionality reduction, quadratic expansion
with subsequent additive Gaussian white noise (with a variance of 0.05),
another linear SFA step for slow-feature extraction, and clipping of extreme
values at ±4 (see Figure 4.1D). Effectively, a node implements a subset of
full quadratic SFA. The clipping removes extreme values that can occur on
test data very different from training data.
In the following, the part of the input image that influences a node’s
output will be denoted as its receptive field. On the lowest layer the receptive
field of each node consists of an image patch of 10 by 10 pixels with 3 color
dimensions each. The nodes form a regular (i.e., non-foveated) 7 by 63
grid with partially overlapping receptive fields that jointly cover the input
image of 40 by 320 pixels. The second layer contains 2 by 15 nodes each
receiving input from 3 by 8 layer 1 nodes with neighboring receptive fields,
resembling a retinotopical layout. All layer 2 output converges onto a single
node in layer 3, whose output we call SFA-output. Thus the hierarchical
organization of the model captures two important aspects of cortical visual
processing: increasing receptive field sizes and accumulating computational
power at higher layers.
The network’s SFA-output is subsequently fed into a final computational
node that performs linear sparse coding, either by applying independent
component analysis (we use CuBICA which is based on the diagonalization
of third and fourth order cumulants [Blaschke and Wiskott, 2004]) or by
performing competitive learning (CL). The top-layer output will be called
ICA-output, or CL-output, respectively. ICA applied to non-localized grid-
cell inputs finds sparser codes than CL, but the latter seems biologically
more realistic. More details on different approaches for sparse coding of
grid-cell input can be found in [Franzius et al., 2007b].
The layers are trained sequentially from bottom to top on different tra-
jectories through one of the simulated environments. For computational
efficiency we train only one node with stimuli from all node locations in
its layer and replicate this node throughout the layer. This mechanism
effectively implements a weight sharing constraint. However, the system
performance does not critically depend on this mechanism. To the contrary,
individually learned nodes improve the overall performance.
In analogy to a rat’s brain, the lower two layers are trained only once
and are kept fixed for all simulations presented here (like the visual system,
which remains rather stable for adult animals). Only the top SFA and
ICA layer are retrained for different movement statistics and environments.
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For our simulations we use 100.000 time points for the training of each
layer. Since training time of the entire model on a single PC is on the
order of multiple days, the implementation is parallelized and training times
thus reduced to hours. The simulated rat’s views are generated from its
configuration (position and orientation) with floating point precision and
are not artificially discretized to a smaller configuration set.
The network is implemented in Python using the MDP toolbox [Berkes
and Zito, 2005] and the code is available upon request.
4.1.4 Analysis Methods
The highly nonlinear functions learned by the hierarchical model can be
characterized by their outputs on the three-dimensional configuration space
of position and head direction. We will call two-dimensional sections of the
output with constant (or averaged) head direction spatial firing maps and
one-dimensional sections of the output with constant (or averaged) position
orientation tuning curves. For the sparse coding results with ICA the oth-
erwise arbitrary signs are chosen such that the largest absolute response is
positive.
The sensitivity of a function f to spatial position r will be characterized
by its mean positional variance ηr, which is the variance of f(r, φ) with
respect to r averaged over all head directions φ: ηr(f) = 〈varr(f(r, φ))〉φ.
Correspondingly, the sensitivity of a function f to head direction φ will be
characterized by its directional variance ηφ averaged over all spatial positions
r: ηφ(f) = 〈varφ(f(r, φ))〉r. A perfect head-direction cell has no spatial
structure and thus a vanishing ηr and positive ηφ, while a perfect place cell
has positive ηr due to its spatial structure but no orientation dependence
and thus a vanishing ηφ.
4.2 Theoretical Methods
Consider a rat in an environment that is kept unchanged for the duration of
the experiment. The visual input the rat perceives during the experiment is
the input signal for the learning task stated above. This section addresses
the following question: Can we predict the functions learnt in such an exper-
iment and, in particular, will they encode the rat’s position in a structured
way?
As the rat’s environment remains unchanged for the duration of the ex-
periment, the visual input cannot cover the full range of natural images but
only the relatively small subset that can be realized in our setup. Given
the environment, the rat’s visual input can at all times be uniquely char-
acterized by the rat’s position and its head direction. We combine these
parameters in a single configuration vector s and denote the image the rat
perceives when it is in a particular configuration s as x(s). We refer to the
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manifold of possible configurations as configuration space V . Note, that V
in general does not have the structure of a vector space.
In a sufficiently complex environment we cannot only infer the image
from the configuration but also the configuration from the image, so that
there is a one-to-one correspondence between the configurations and the
images. If we are not interested in how the functions the system learns
respond to images other than those possible in the experiment, we can think
of them as functions of the configuration s, since for any function g̃(x) of
the images, we can immediately define an equivalent function g(s) of the
configuration:
g(s) := g̃(x(s)). (4.1)
This leads to a simplified version of our problem. Instead of using the images
x(t) we use the configuration s(t) as an input signal for our learning task.
It is intuitively clear that functions that vary slowly with respect to the
configuration s will create slowly varying output when applied to s(t) as an
input signal, because s(t) is continuous in time.
For the scenarios with homogeneous velocities and homogeneous spa-
tial (or angular) probabilities of the animal, the optimal solutions are si-
nusoidal oscillations. Figure 4.2 shows the four basic cases of one- and
two-dimensional optimal solutions under cyclic and free boundary condi-
tions. The full mathematical analysis of optimal solutions by H. Sprekeler is
provided in [Franzius et al., 2007a]. An additional insight of this analysis is
that the optimal functions show oscillations that are spatially compressed in
regions where the rat moves with low velocities. This implies that the spa-
tial resolution of the SFA solutions is higher in those regions. Consequently,
the size of the place fields after sparse coding should be smaller in regions
with small velocities, which might explain smaller place fields near arena
boundaries [Muller et al., 1987, O’Keefe, 2007]. If we assume the animal
moves faster parallel to a wall of the arena than perpendicular to it, our
theory predicts elongated place fields along the walls that might be similar
to the crescent-shaped fields reported in [Muller, 1996] for a circular arena.
4.3 Results
We have applied our theoretical framework and computer simulations to
a number of environments and movement patterns that resemble typical
place cell experiments. In Section 4.3.1, we show results for the open field,
beginning with the mathematical analysis and simulation results for the sim-
ple movement paradigms with high and low relative speeds. Subsequently,
the simulation results for the restricted head movement paradigm, includ-
ing learning rate adaptation, and the spatial-view paradigm are shown. In
Section 4.3.2 the results for the linear track with its two-dimensional con-
figuration space are shown.
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Figure 4.2: Illustration of optimal solutions for SFA for homoge-
neous velocities and probabilities of two features x1 and x2. Examples
for the one- and two-dimensional cases, each for free and cyclic boundary
conditions are shown. x1 and x2 are assumed to be uncorrelated and
have identical ∆-values and a domain of [0, 2π]. Insets denote ∆-values
(d) and η-values (e). A: One-dimensional signal with cyclic boundary
conditions. Solutions are of the form yk(x) = sin(kx) (for k even) and
yk(x) = cos(1 + (k − 1)kx) (for k odd). B: Two-dimensional signal with
cyclic boundary conditions. Solutions are products of those in panel A. C:
One-dimensional signal with free boundary conditions. Solutions are of the
form yk(x) = cos(πkx/2). D: Two-dimensional signal with free boundary
conditions. Solutions are products of those in panel C.
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4.3.1 Open Field
One of the most common environments for place cell experiments is an open
field apparatus of rectangular or circular shape. Here, the most typical
experimental paradigm is to throw food pellets randomly into the apparatus
at regular intervals leading to a random search behavior of the rat. For
this case the rat’s oriospatial configuration space comprises the full three
dimensional manifold of position and orientation. In this section, we present
results from experiments with simulated rat trajectories at either high or
low relative rotational speeds leading to undirected place cells or position-
invariant head-direction cell type results, respectively.
Theoretical Predictions for the Simple Movement Paradigm
In a rectangular open field the configuration space can be parametrized by
the animals position, indicated by the coordinates x and y, and its head
direction φ. The total configuration space is then given by s = (x, y, φ) ∈
[0, Lx] × [0, Ly] × [0, 2π[. Lx and Ly denote the size of the room in x- and
y-direction, respectively. We choose the origin of the head direction φ such
that φ = π/2 corresponds to the rat looking to the North. The velocity vec-
tor is given by v = (vx, vy, ω), where vx, vy denote the translation velocities
and ω is the rotation velocity. For the typical pellet-throwing experiment we
make the approximation that the velocities in the three different directions
are decorrelated and that the rat’s position and head direction are homoge-
neously distributed in configuration space. Moreover, in an open field there









denote the relative rotational speed, i.e., the ratio of the root mean square
of rotational and translational velocity, if translational velocity is measured
in units of the room size in x-direction per second and rotational velocity is
measured in full circles per second.
We can now discuss two limit cases in terms of the relative velocity vrel.
Let us first consider the case where the rat moves at small velocities while
making a lot of quick turns, i.e., vrel  1. In this case, the smallest ∆-values
can be reached by functions that do not depend on the angle φ at all. The
slowest functions for this case are invariant with respect to head direction
and lead to place cells, see below. The behavior of the solutions and the
respective simulation results are depicted in Figure 4.3A and B.
In the other extreme, vrel is much smaller than one, i.e., the rat runs rela-
tively fast while making few or slow turns. The smallest ∆-values can then
be reached by functions that completely ignore the position. These func-
tions are invariant with respect to position while being selective to head
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direction, a feature that is characteristic for head-direction cells. A com-
parison of these theoretically predicted functions with simulation results are
shown in Figure 4.3D and E. The full mathematical derivation of these two
cases is given in [Franzius et al., 2007a].
Figure 4.3: (see page 64) Theoretical predictions and simulation
results for the open field with the simple movement paradigm
(independent translation and head direction), separately learned
place cells and head-direction cells, and ICA for sparsification.
Each row within each panel shows the response of one unit as a function of
position for different head directions (indicated by arrows), as well as the
mean value averaged over all head directions (indicated by the superimposed
arrows). Blue color denotes low, green intermediate, and red high activity.
Panel C also shows orientation tuning curves at the position of a unit’s
maximal activity. Panels D-F also show orientation tuning curves averaged
over all positions ± one standard deviation.
A: Theoretical prediction for the SFA layer with relatively quick rotational
speed compared to translational speed (vrel = 32). Solutions are ordered
by slowness. All solutions are head direction invariant and have regular
rectangular grid structures. B: Simulation results for the SFA layer for
the same settings as in A, ordered by slowness. The results are similar
to the theoretical predictions up to mirroring, sign, and mixing of almost
equally slow solutions. All units are head direction invariant and code for
spatial position but are not localized in space. C: Simulation results for the
ICA layer for the same simulation as in B, ordered by sparseness (kurtosis).
Firing patterns of all units are head direction invariant and localized in
space, resembling hippocampal place cells. D: Theoretical prediction for
the SFA layer for relatively slow rotational speed (vrel = 0.08) compared
to translational speed. Solutions are ordered by slowness. All solutions are
position invariant and constitute a Fourier basis in head direction space. As
the phases of these theoretical solutions are not uniquely determined, they
were adjusted to match the simulation results in E. E: Simulation results for
the SFA layer for the same settings as in D, ordered by slowness. The results
are similar to the theoretical predictions. All units are position invariant and
head direction specific but not localized in head direction space, i.e., all units
except 1 and 2 have multiple peaks. F: Simulation results for the ICA layer
for the same simulation as in E ordered by sparseness (kurtosis). Firing
patterns of all units are position invariant and localized in head direction
space resembling subicular head-direction cells.
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Figure 4.3: Caption on page 63.
Simulation Results for the Simple Movement Paradigm
It is clear that for high relative orientational speed vrel the system output
becomes slowest if it is invariant to head direction and only codes for spatial
position. For low vrel on the other hand invariance for position while coding
for head orientation is the best solution to the optimization problem.
In Figure 4.3B the spatial firing maps of SFA output units from the
simulation with high vrel = 32 are shown. Here, all units are almost com-
pletely orientation-invariant and resemble the theoretical predictions from
Figure 4.3A. The first unit has low activity when the simulated rat is in the
South of the apparatus, is most active in the North, and shows a gradual
increase in the shape of a half cosine wave in between. The unit is invariant
to movements in East-West direction. The second unit behaves similarly,
but its activity pattern is rotated by 90 degrees. The following units have
more spatial oscillations and somewhat resemble grid cells, which are not
localized.
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Figure 4.3C shows ICA output units from the same simulation as in
Figure 4.3B. All units are orientation-invariant, just as their input from the
first 16 SFA units, but most have only a single peak of activity and each at
a different position. The sparser units are more localized in space while less
sparse units have larger firing fields or multiple peaks. These results closely
resemble place cells from rodent’s hippocampal areas CA1 and CA3.
In Figure 4.3E SFA output units from the simulation with low relative
rotational speed vrel = 0.08 are shown. In this case, all units are almost
completely position-invariant but their response oscillates with the orienta-
tion of the rat. The first unit changes activity with the sine of orientation
and the second unit is modulated like a cosine. Unit 3 has twice the fre-
quency, unit 5 has a frequency of three, and unit 8 a frequency of four. Again,
the simulation results reproduce the theoretical predictions shown in Fig-
ure 4.3D. Figure 4.3F shows ICA output units from the same simulation
as in Figure 4.3E. All units are position-invariant like their inputs from the
first 8 SFA units, but most have only a single peak of activity and each at
a different orientation. The sparser units are more localized in orientation
while later ones have broader tuning curves. These results closely resemble
head-direction cells from rodent’s subicular areas.
Simulation Results for the Restricted Head Movement Paradigm
In the previous section we used independent head direction and body move-
ment and used different movement statistics for different cell types, such
as fast rotational speed for place cells and slow rotational speed for head-
direction cells. This allowed us to obtain nearly ideal simulation results
that match closely the theoretical predictions, but it is unrealistic for two
reasons. Firstly, in a real rat head-direction and movement direction are
correlated. Secondly, in a real rat place cells and head-direction cells have
to be learned simultaneously and thus with the same movement pattern.
In this section we introduce three changes for higher realism. Firstly, a more
realistic movement pattern is used, where the rat’s head is enforced to be
within ±90◦ of the current body movement (see methods) and the relative
rotational speed vrel is set to an intermediate value of 0.6. Secondly, place
cells and head-direction cells are learned on the same input statistics and
learning rate adaptation (LRA) is used in the top SFA layer for the head-
direction cell population (see methods). Thirdly, ICA for sparse coding in
the last layer is replaced by competitive learning (CL). Simulation results
are shown in Figure 4.4.
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Figure 4.4: Caption on page 67.
As the relative rotational speed vrel is smaller than in the previous section
some SFA solutions (not shown) change with head direction: unit 16 of 32
is the first unit with noticeable head direction dependence here while none
of the first 32 SFA solutions in the place cell simulation in the last section
was head direction dependent. In Figure 4.4A the spatial firing maps for
all units trained without LRA are shown averaged over all orientations.
The corresponding orientation tuning curves (measured at the peak of the
place field) are given in panel B. All units are localized in space and largely
independent of orientation with activity centers distributed evenly in the
room.
Figure 4.4C shows the simulation results with identical movement statis-
tics but with LRA turned on in the top SFA layer, so that learning is down-
regulated at time points with rapid head direction changes. Tuning curves
of all units are shown together with the spatial standard deviation of activ-
ity, which is generally very small. All units are localized in head direction
space and mostly position independent with approximately even spacing of
directions of maximum activity. The LRA can eliminate the effect of head
rotation only to some extent and thus SFA units 7 and 8 (not shown) show
significant dependence on position while the slowest unit affected by position
in the previous section was unit 15.
A scatterplot of the mean positional variance ηr versus mean orienta-
tional variance ηφ (see methods) of the units from A and C is shown in
Figure 4.4D. Perfect head-direction cells would be located in the bottom
right while perfect place cells would be located in the top left. Red circles
denote the simulated place cells from panel A; the blue triangles denote the
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Figure 4.4: (see page 66) Simulation results for the open field with
more realistic movement patterns and competitive learning (CL)
for sparsification in the last layer. The network was trained with a
movement pattern of relatively high rotational speed. Two distinct popula-
tions of cells were trained, one as before, the other was trained with learning
rate adaptation (LRA) in the top SFA layer, reducing the impact of periods
with high rotational speed.
A: Simulation results for the top layer CL units without LRA. Each subplot
shows the mean spatial firing rate of one output unit averaged over all ori-
entations. The slowest 16 SFA outputs were used as an input for CL, and
16 CL units were trained. All units are localized in space, closely resem-
bling hippocampal place cells. Blue color denotes low, green intermediate,
and red high activity. B: Orientation tuning of the units shown in A. Fir-
ing patterns of all units are mostly head direction invariant. C: Simulation
results for the top layer CL units with LRA in the top SFA layer. Each
subplot shows the mean orientation tuning curve in blue and a gray area
indicating ± one standard deviation. The slowest 8 SFA-outputs were used
for CL, and 8 CL units were trained. Firing patterns of all units are mostly
position invariant and localized in head direction space closely resembling
subicular head-direction cells. D: Scatterplot of mean directional variance
ηφ and mean positional variance ηr for the results shown in A (red circles)
and C (blue triangles). Units from A cluster in an area with high positional
variance ηr and low orientational variance ηφ, while units from C cluster in
an area with low positional variance ηr and high orientational variance ηφ.
E: Scatterplot of ηφ and ηr for the same simulation parameters as in A-D
but with more CL output units. 32 units were trained without LRA (red
circles) and 16 with LRA (blue triangles). The solutions lie in similar areas
as in D. F: Scatterplot of ηφ and ηr for the same simulation parameters as
in A-D, but with more SFA outputs used for CL. 32 SFA units were used
without LRA (red circles) and 16 with LRA (blue triangles). The solutions
show mixed dependence on position and head direction but are still clearly
divided into a mostly head direction-invariant population (red) and a mostly
position-invariant population (blue).
simulated head-direction cells from panel C. Both populations cluster near
the positions of optimal solutions in the corners.
How does the number of inputs to the last layer (i.e., the number of
SFA-outputs used) and the number of CL outputs influence the results?
Panel E shows the same analysis for a simulation with identical settings
except the number of CL-output units was doubled to 32 without LRA and
16 with LRA, respectively. Most units lie in a similar area as in D, but
the clusters are denser, since the number of units has doubled. In panel F,
the number of output units is again the same as in D, but the number of
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SFA outputs for the last layer is doubled to 32 for the simulation without
LRA and 16 for the simulation with LRA. The output units now get inputs
from higher, i.e., quicker, SFA units which tend to depend on both position
and orientation. As a result, the CL units span the entire spectrum of
completely position invariant to complete orientation invariant solutions,
with the more position-dependent solutions coming from the simulations
without LRA, and the more head-direction dependent solutions coming from
the LRA simulation. We have no conclusive explanation, though, why the
shape of the data distribution seemingly changes from linear (panels D,E)
to convex (panel F) with increasing numbers of SFA units. We conclude
that the number of CL-output units mostly determines the density of place
cells but not the qualitative behavior of the solutions while the number of
SFA-outputs directly affects the invariance properties of the solutions.
Simulation Results for the Spatial-View Paradigm
The previous sections have shown that the same learning mechanism in the
same environment, just with different movement statistics, results in either
head-direction or place cell like representations. Although the last section
introduced certain restrictions on the head direction, body position and head
direction remained mostly independent.
In the following simulation, the virtual animal fixates a location X on
a wall while it moves through the room. The position of X is subject to a
random walk on the wall with the same statistics as the head direction in
the simple movement paradigm with small vrel (see methods). The animal’s
position is also changed with the same statistics as position in the simple
movement paradigm, and the actual head direction is thus determined by
the current position and currently fixated point X.
Note that the configuration space consisting of position and view point
has the same structure as the one consisting of position and head direction
for the simple movement paradigm. Accordingly, the theoretical predictions
for the two scenarios are identical if head direction is “replaced” by the fix-
ation point. In Figure 4.5C we plot the spatial activity pattern such that
at each position the rat fixates a specific location marked by an ’×’. As
expected, these plots are virtually identical to the head direction cell plots
in Figure 4.3D-E in that activity is largely invariant to position. This can
also be seen by the corresponding tuning curves that show small standard
deviations (indicated by gray areas). However, while in Figure 4.3D-E the
activities are modulated by head direction, activities in plot 4.5C depend
on the position of view point. If we plot the same data with fixed head di-
rection instead of fixed view point (plot 4.5A), the structure of the activity
patterns is obscured. Units 3-5 in Figure 4.5A, for example, show clear diag-
onal stripes and correspondingly larger standard deviations in their tuning
curves.
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These SFA solutions jointly code for ’view space’ but as before the SFA
results are not localized. Figure 4.5B and D show the results of the ICA
layer. The ’global direction’ plot in B is as inadequate as in A while plot D
clearly illustrates the behavior of these cells. Unit 2, for example, is active
only when the rat looks at the bottom left corner of the rectangular room,
independently of the animal’s position. This cell type resembles spatial-view
cells found in the primate hippocampal formation [e.g., Rolls et al., 2005].
Figure 4.5: Simulation results for the open field with trajectories
where spots on the wall were fixated. Blue color denotes low, green
intermediate, and red high activity. A: Spatial firing map of five represen-
tative SFA output units for different ’global head directions’ (indicated by
arrows) and averages over orientation and space. No unit shows spatial or
orientation invariance when plotting position and ’global head direction’ as
in previous figures. B: ICA results plotted with ’global head direction’. C:
Same results as in A but plotted with ’local head direction’ (at each position
oriented towards fixation point ’×’). D: Same results as in B but using the
plot method from C. All units code for a specific view closely resembling
primate spatial-view cells.
4.3.2 Linear Track
In a linear track the rat’s movement is essentially restricted to two degrees
of freedom, a spatial and an orientational one. In experimental measure-
ments the orientational dimension is often collapsed into a binary variable
indicating only the direction of movement. In the linear track these two
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dimensions are thus experimentally much easier to sample smoothly than
the full three dimensional parameter space of the open field.
Theoretical Predictions for the Linear Track
In principle the configuration space for the linear track is the same as for the
open field, only with a small side length Lx in one direction. For small Lx
the solutions that are not constant in the x-direction, i.e., the solutions with
l 6= 0, have large ∆-values and thus vary quickly. Therefore slow functions
will be independent of x and we will neglect this dimension and restrict the
configuration space to position in y-direction and head direction φ.
Another difference between the simulation setup for the open field and
the linear track lies in the movement statistics of the rat. Due to the mo-
mentum of the Brownian motion the rat rarely turns on mid-track. In com-
bination with the coupling between head direction and body motion this
implies that given the sign of the velocity in y-direction the head direction
is restricted to angles between either 0 and π (positive velocity in y-direction,
North) or between π and 2π (negative velocity in y-direction, South). If,
in addition, the rat makes a lot of quick head rotations, the resulting func-
tions can only be slowly varying if they are invariant with respect to head
direction within these ranges. This leaves us with a reduced configuration
space that contains the position y and a binary value d ∈ {North, South}
that determines whether 0 ≤ φ < π or π ≤ φ < 2π.
We assume that the rat only switches between North and South at the
ends of the track. Because discontinuities in the functions lead to large
∆-values, slow functions g(y, d) should fulfill the continuity condition that
g(0, North) = g(0, South) and g(Ly, North) = g(Ly, South). This means
that the configuration space has the topology of a circle, where one half of
the circle represents all positions with the rat facing North and the other
half the positions with the rat facing South.
Note that there are always two functions with the same ∆-value. The-
oretically, any linear combination of these functions has the same ∆-value
and is thus also a possible solution. In the simulation, this degeneracy does
not occur, because mid-track turns do occur occasionally, so those func-
tions that are head-direction-dependent on mid-track (i.e., even j) will have
higher ∆-values than theoretically predicted. This avoids mixed solutions
and changes the order of the functions when ordered by slowness. Fig-
ure 4.6A shows seven of the theoretically predicted functions gj , reordered
such that they match the experimental results.The full mathematical deriva-
tion of this section can be found in [Franzius et al., 2007a].
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Simulation Results for the Linear Track
For simulations in the linear track we use a restricted head movement
paradigm similar to that of the open field experiment from Section 4.3.1. A
similar relative speed is assumed (vrel = 26) and sparse coding in the last
layer is performed with ICA.
Figure 4.6B and C shows the simulation results for the linear track. The
spatial firing maps of the seven slowest SFA outputs out of ten are shown
in Figure 4.6B. Units 1–6 are mostly head direction invariant (ηφ ≤ 0.1),
and code for spatial position in the form of sine waves with frequencies of 12 ,
1, 112 , 2, 2
1
2 , and 3, as theoretically predicted. Units 7–10 (latter three not
shown) code for position and orientation. At track ends, where most rotation
occurs, all units are head-direction invariant and the spatial modulation is
compressed due to slower mean translational speeds compared to mid-track
(cf. Section 4.2). As expected, none of these units are localized in space or
orientation.
The spatial firing maps of the first seven out of ten ICA outputs for
different head directions are shown in Figure 4.6C. Units 1 and 6 are only
active at the southern track end independently of head direction. Units 9
and 10 (not shown) are active on mid-track and mostly independent of head
direction (ηφ ≤ 0.1).The other six units are localized in the joint position-
head-direction space meaning that they fire only at specific positions on the
track when the rat faces a specific direction. These results are similar to
place cell recordings from rats in linear tracks where most cells only fire
when the rat moves in one direction [Muller et al., 1994].
Changing the movement pattern to yield much higher or much lower
mean relative rotational speeds can lead to very different results resembling
those presented earlier for the open field, namely head-direction cells and
head-direction invariant place cells.
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Figure 4.7: Caption on page 74
4.3.3 Model Parameters
Although most of the parameters in our model (i.e., all the weights in the
SFA and ICA steps) are learned in an unsupervised manner, a number of
parameters were chosen by hand. These parameters include the input pic-
ture size, receptive field sizes, receptive field positions and overlaps in all
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Figure 4.6: Theoretical predictions and simulation results for the
linear track. Head directions are indicated by arrows, orientation aver-
ages are indicated by superimposed arrows, and principal directions (North,
South) are emphasized with a dark border. Blue color denotes low, green
intermediate, and red high activity. A: Theoretical predictions. B: Spatial
firing maps of the first (i.e., slowest) seven out of ten SFA output units.
Units 1–6 are mostly head direction invariant, whereas unit 7 responds dif-
ferently to North and South views. Two out of the three remaining units are
also head direction invariant. C: Spatial firing maps of the first (i.e., most
kurtotic) seven out of ten ICA output units. All units are localized in space
and most of them are only active for either North or South views closely
resembling place fields recorded from rats in linear track experiments.
layers, the room shape and textures, the expansion function space, number
of layers, choice of sparsification algorithm, movement pattern, field of view,
and number of training steps. We cannot explore the entire parameter space
here and show instead that the model performance is very robust with re-
spect to most of these parameters. The fact that the presented simulation
results are very similar to the analytical solutions also indicates that the
results are generic and not a mere artifact of a specific parameter set. The
most interesting parameters are discussed in the following:
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Figure 4.7: (image on page 72) Simulation results for the open
field with the simple movement paradigm (independent transla-
tion and head direction), with high vrel from the three SFA layers.
Each row within each panel shows the response of one unit as a function
of position for different head directions (indicated by arrows), as well as
the mean value averaged over all head directions (indicated by the super-
imposed arrows). Blue color denotes low, green intermediate, and red high
activity. Orientation tuning curves show averages over all positions ± one
standard deviation. The top panel shows activity maps of units from one
central position in the first layer. All activities strongly depend on position
(maximal ηr = 0.99, average ηr = 0.95) and orientation (maximal ηφ = 0.97,
average ηφ = 0.87). The middle panel shows activity maps of units from
one central position in the second layer. All activities depend on position
(maximal ηr = 1.0, average ηr = 0.99) and orientation (maximal ηφ = 0.91,
average ηφ = 0.58). The lowest panel shows activity maps from units in
the third (and highest) SFA layer, which are similar to Figure 4.3B. These
results are close to the theoretically predicted optimal solutions and specifi-
cally are mostly independent of head direction (maximal ηφ < 0.04, average
ηφ = 0.02) but depend on position (maximal ηr = 1.00, average ηr = 1.00).
Figure 4.8: η-values and orientation dependencies (ηφ-values) per
network layer. A: Eta value distributions of a central unit from three
SFA layers on training data corresponding to Figure 4.7. Higher layers
extract slower features. B: ηφ-values from the same units as in A. Units
in the first two layers show high degrees of orientation sensitivity, whereas
units in layer 3 are mostly invariant to orientation. Furthermore, orientation
dependency increases slowly and monotonically with increasing ∆-value in
layer 3. Additional top layers show similar behavior as layer 3 (data not
shown).
Image Resolution: We use high-resolution input pictures of 40 by 320
RGB pixels showing the capability of the model to handle high-dimensional
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sensory data. However, it could be argued that the rat’s vision is rather
blurred and has little color sensitivity. We find that smaller and/or
grayscale input pictures yield similar results, which degrade only below
a dimensionality of a few hundred input pixels.
Field of view: The model’s field of view (FOV) has been modeled to repre-
sent the 320◦ of a rat’s FOV. Smaller FOVs down to 60◦ still reproduce
our results and especially rotation invariance is not an effect of a large
FOV. However, the views have to contain enough visual information
in order to fulfill the one-to-one correspondence between stimulus and
oriospatial configuration.
Receptive Fields: The receptive fields are restricted to about 100 input
dimensions (before quadratic expansion) due to computational limi-
tations. Larger receptive fields tend to yield better solutions, since
the available total function space increases. Position and overlap of
receptive fields have been varied to some extent but have no noticeable
impact on the result unless too many of the inputs are discarded.
Room shape: The room shape has a strong impact on the SFA solutions,
which can be predicted analytically. We show here only results for
convex rooms, but experiments with radial mazes and multiple rooms
have been performed and these results are similar to experimental
data, too. Figure 4.9 shows additional simulation results for a circu-
lar room. Choice of specific textures was irrelevant for the model’s
performance except when multiple walls are textured with similar or
identical textures, which leads to degraded results due to visual am-
biguities. For small FOV values and symmetrical environments the
model’s representations become symmetrical as well.
Nonlinear expansion: The expansion function space was chosen as all
monomials up to degree 2, but alternative function spaces like lin-
ear random mixtures passed through sigmoidals with different offsets
were successful, too. However, the size of the function space is limited
by computational constraints and monomials have proven to be par-
ticularly efficient. Even a linear function space is sufficient to generate
a subset of the theoretically predicted results in some cases. The head-
direction cell simulations reproduce 7 out of 8 optimal SFA solutions
in the linear case and with a 320◦ FOV. In a linear place cell simula-
tion only every second optimal SFA solution was found and most of
the ICA representations had two or more separate peaks. Simulations
with a linear function space yield the theoretically predicted results
only for a large FOV.
Number of layers: The number of layers is determined by receptive field
sizes and overlaps. An increased number of layers also increases the
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function space and can thus improve performance. We did not see any
effect of overfitting for up to two more SFA layers. In the case of over-
fitting, SFA would be optimized on a specific training trajectory but
would perform poorly on test trajectories of the rat through the en-
vironment. Overfitting is typically detected out by comparing perfor-
mance on training and test data sets. As such a performance measure
the magnitudes of ∆-values of output units on training and test data
was used. In the results presented here, no significant changes of ∆-
values occurred. Even the addition of more layers simply reproduced
the output of earlier layers. The ∆-values and invariance properties of
the SFA layers are depicted in Figure 4.8 for the case of high vrel.
Training set size: More training steps result in a smoother sampling of
the virtual reality environment and yield better approximations to
the theoretical predictions. We found that a few laps crossing and
spanning the whole room within 5.000 training samples were sufficient
for the qualitative results already. For too little training data and too
few crossings of paths an overfitting effect occurs resulting in a slowly
varying activity of the outputs on the training path but not on other
(test) paths.
Sparse coding algorithm: As for the choice of the sparse coding algo-
rithm, we found no qualitative difference for different techniques in-
cluding CuBICA, fastICA, competitive learning, or just finding rota-
tions of the SFA output with maximal kurtosis [Franzius et al., 2007b].
Movement statistics: The choice of movement pattern has a clear impact
on the optimal solutions of SFA. The theoretical analysis presented
here can in principle predict the solutions for arbitrary movement
patterns but for the predictions presented here we made simplifying
assumptions to obtain closed form solutions. In spite of these simpli-
fications, the theoretical predictions are still close to the simulation
results, e.g., in Section 4.3.1, where the head orientation is restricted
to an angular range with respect to the direction of body motion.
In the movement paradigm for the spatial-view cells, the fixated point
X changes smoothly over time without abrupt changes. If X instead
changed seldom but abruptly, as by saccadic eye movement, similar
representations as for smooth changes of X emerge (data not shown),
except that the SFA solutions need no longer be similar for adjacent
viewpoints. However, in our simulations the similarity of the visual
stimuli for adjacent view points often suffices for locally smooth re-
sponses.
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Figure 4.9: Simulation results for a circular room for high relative
speed are shown (results with low relative speed are similar to those in
Figure 4.3). Each row within each panel shows the response of one unit as
a function of position for different head directions (indicated by arrows), as
well as the mean value averaged over all head directions (indicated by the
superimposed arrows). Blue color denotes low, green intermediate, and red
high activity. A: SFA results approximate products of Bessel functions (in
radial direction) and harmonic oscillations (in angular directions). B: ICA
results of the same simulation.
4.4 Discussion
We have presented a model for the formation of oriospatial cells based on
the unsupervised learning principles of slowness and sparseness. The model
is feed-forward, instantaneous, and purely sensory driven. The architecture
of the model is inspired by the hierarchical organization of the visual system
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and applies the identical learning rule, Slow Feature Analysis, on all but the
last layer, which performs sparse coding. Our results show that all major
oriospatial cell types - place cells, head-direction cells, spatial-view cells, and
to some extent even grid cells - can be learned with this approach. We have
shown that this model is capable of extracting cognitive information such as
an animal’s position from complex high-dimensional visual stimuli, which we
simulated as views in a virtual environment. The generated representations
were coding specifically for some information (e.g., position) and were in-
variant to others (e.g., orientation). These invariant representations are not
explicitly built into the model but induced by the input statistics, which are
in turn determined by the room shape and a specific movement paradigm.
Nevertheless, the type of learned invariance can be influenced by a temporal
adaptation of the learning rate. Control experiments show that the model
performance is robust to noise and architectural details. This robustness is
also supported by the similarity between simulation results and theoretical
predictions for the top SFA level.
Our model comprises sensory processing stages that mimic parts of visual
cortex and the hippocampal formation. The model layers cannot be exactly
associated with specific brain areas, but we suggest some relations. The
behavior of the lower two layers are primarily determined by the visual
environment and mostly independent of the spatial movement pattern. In
the simulations presented here, we trained the two lower layers only once
and only adapted the higher layers for different environments and movement
patterns. The first layer could be associated with V1 [Berkes and Wiskott,
2005], the second layer with higher visual areas. Units in the third layer
show a periodic non-localized spatial activity pattern (cf. Figure 4A-B),
which strongly depends on the movement pattern and might be associated
with grid cells in EC. However, two major differences between the SFA
representations in the third layer and grid cells are notable. Firstly, grid
cells form a hexagonal grid, while the structure in the SFA representations
depends on the shape of the room (rectangular rooms yield rectangular SFA
patterns). Secondly, the lowest spatial frequency in the SFA representation
is half the size of the simulated room, while the peak distances found in EC
grid cells show intrinsic spatial scales that range from 39 to 73 cm [Hafting
et al., 2005].
The strong influence of room shape on the SFA results is due to the
temporally global decorrelation and unit variance constraints in SFA. Thus,
SFA requires a decorrelation of activities over arbitrarily long timescales,
which might be difficult to achieve in a biologically plausible manner. We
expect that a relaxation of these constraints to a limited time window leads
to decorrelated representations only within the spatial range that is typically
covered by the rat within this time window. This weakens the dependence
of the results on the shape of the room and introduces an intrinsic spatial
scale as found in EC. Preliminary results indicate that hexagonal activity
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patterns can emerge in such a system.
Depending on the movement statistics during learning, representations
in the sparse coding layer resemble either place cells as found in hippocam-
pal areas CA1 and CA3 or head-direction cells as found in many areas of the
hippocampal formation or spatial-view cells as found in the hippocampal for-
mation of monkeys. For the case of approximately uncorrelated body move-
ment and head direction, the model learns either place or head-direction
cells, depending on the relative speed of translation and rotation. For much
quicker rotation than translation the model develops orientation-invariant
place fields while for much quicker translation than rotation the model de-
velops position-invariant head direction codes. In intermediate cases, e.g.,
for the linear track, mixed representations such as direction-dependent place
fields emerge. Such mixed representations have also been reported in the
subicular complex [Cacucci et al., 2004, Sharp, 1996] and medial entorhi-
nal cortex [Sargolini et al., 2006]. In the case of correlated body movement
and head direction caused by elongated fixations of objects or positions, the
model learns view-specific codes, similar to spatial-view cells in primates.
Although the model is capable of learning place cells and head-direction
cells if it learns on distinct adequate movement statistics, a model rat should
obviously not have to traverse its environment once with low relative rota-
tional speed to learn head-direction cells and once more with high relative
rotational speed to learn place cells. How can both populations be trained
with a single given input statistics? For this problem we have considered
output from the rat’s vestibular system as a possible solution. This system
is essential for the oriospatial specificity of head-direction cells and place
cells [Stackman and Zugaro, 2005]. Other models like the well established
ring attractor model by Skaggs et al. [1995] assume that the head direction
system performs angular integration of body motion based on vestibular
velocity signals. We hypothesize that these signals could also be used to
influence the learning rate of two populations of cells that learn according
to our model. One of these populations learns more strongly at periods
with high relative translational speed (as signaled by the vestibular angular
velocity signals) and the other adapts more strongly for low relative transla-
tional speed. The former should develop head-direction cell characteristics
and the latter place cell characteristics. In our simulations the model suc-
cessfully learned both populations with the same input data, one population
without learning rate adaptation, and one population with reduced learning
rate during quick rotations. Once the model has been trained, the vestibular
velocity signal is no longer needed for the model behavior. With learning
rate adaptation (LRA) the model neurons effectively learn on a different
movement statistics, e.g., head-direction cells learn more strongly at times
with relatively high translational speed. Nevertheless, if the real movement
statistics contains very few episodes of relatively quick translation at all, the
mechanism fails and head-direction cells cannot become position invariant.
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The principle of LRA is not limited to changing the effective relative rota-
tional speed, as it can be adapted to reduce learning speed during episodes
of quick changes of any feature, as long as some internal signal that is corre-
lated with the change of the feature is available to control the LRA process.
We expect that LRA could be used to concurrently learn spatial-view and
place cells. This would require a faster change of gaze than in our view-cell
simulations above. Then we expect that a population of cells trained with-
out LRA develops place cell characteristics, whereas cells using LRA during
episodes of fast fixation point changes develop spatial-view cell characteris-
tics.
Our implementation of the slowness principle involves solving an eigen-
value problem and cannot be considered biologically plausible. However,
more plausible implementations exist in the form of gradient-descent learn-
ing rules [Hashimoto, 2003, Kayser et al., 2001] and as a spike timing de-
pendent plasticity rule [Sprekeler et al., 2007]. The choice of ICA (and
specifically our implementation based on CuBICA) to generate localized
representations from nonlocalized codes might seem biologically unrealistic
as well [but note Lörincz and Buzsáki, 2000], whereas a formulation in the
form of nonlinear Hebbian learning [Oja and Karhunen, 1995] or competitive
learning seems more plausible. An in-depth discussion of this topic can be
found in [Franzius et al., 2007b].
4.4.1 Related Work
According to Redish’s classification, our model is a local view model, for it
”only depends on the local view to explain place cell firing” [Redish, 1999].
Models of this class usually extract a number of features from sensory in-
puts in order to obtain a lower-dimensional representation that still carries
information about spatial position in the environment but is invariant to
everything else. Such models usually do not integrate a path integration sys-
tem, although for three reasons a complete model of a rodent’s hippocampal
spatial representation does. Firstly, place fields and head-direction cells are
known to fire reliably for several minutes [Muller, 1996] even after removal
of most sensory stimuli. A memoryless purely sensory driven system can-
not achieve this. Secondly, the almost instantaneous firing of head-direction
cells even in new environments and in known environments from positions
never seen before requires a system that is operational without any prior
sensory input that could be used for learning. Similar arguments apply
to the short delay until place cells fire reliably in new environments. We
hypothesize that in new environments an instantaneous angular/path inte-
gration system dominates until a sensory representation is learned. Thirdly,
symmetrical environments lead to symmetrical representations in memory-
less models, since there is no way to discriminate identical sensory inputs
without a path integration-like memory. However, most place cells in rats
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are non-symmetrical in symmetrical environments [Sharp et al., 1990], which
underlines the necessity of a path integration system for a complete model.
Thus a pure local view model cannot fully explain oriospatial firing prop-
erties and therefore many models combine local view and path integration
mechanisms [McNaughton et al., 2006, Redish, 1999]. However, pure path
integration systems without external sensory input obviously cannot bind
to sensory cues like oriospatial cells do (cf. Chapter 3) and thus accumulate
integration errors over time. Hence, a sensory coding mechanism, as pro-
posed here, is necessary to complement any such model. In the following,
we focus only on local view models.
The model by Wyss et al. [2006] is based on similar principles as our
model. It applies a learning rule based on temporal stability to natural
stimuli, some of which are obtained from a robot. The resulting spatial rep-
resentations are localized, resembling hippocampal place fields. The learning
rule involves local memory and no explicit sparsification method is applied.
The fact that the resulting representations are localized is somewhat surpris-
ing, since by itself temporal stability does not lead to localized representa-
tions [Franzius et al., 2007b]. The article does not investigate the influence
of movement statistics on the learned representations.
The model by Sharp [1991] assumes abstract sensory inputs and acquires
a place code by competitive learning, resulting in units that code for views
with similar input features. Thus, this model is similar to our model’s last
layer performing sparsification. Similarly to our results, the degree of head-
direction invariance depends on the movement statistics. Unlike our results,
however, this is not due to the temporal structure of input views but due to
the relative density with which orientation or position are sampled.
The work by Fuhs et al. [1998] uses realistic natural stimuli obtained
by a robot and extracts “blobs” of uniform intensity with rectangular or
oval shape from these images. Radial basis functions are tuned to blob
parameters at specific views, and a competitive learning scheme on these
yields place-cell-like representations. Our model agrees with their conclusion
that rodents need no explicit object recognition in order to extract spatial
information from natural visual stimuli.
The model by Brunel and Trullier [1998] investigates the head-direction
dependency of simulated place fields using abstract local views as inputs.
A recurrent network learns with an unsupervised Hebbian rule to associate
local views with each other, so that their intrinsically directional place cells
can become head-direction invariant for maze positions with many rota-
tions. The article also conjectures that movement patterns determine head-
direction dependence of place cells, which is consistent with our results.
The results by de Araujo et al. [2001]1 suggest that the size of the rat’s
1This model was already discussed in Section 3.7.1.
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field of view (FOV) is important for the distinction between spatial-view
cells and place cells. With a large FOV (as for rats) the animal can see most
landmarks from all orientations while an animal with a small FOV (like a
monkey) can only see a subset of all landmarks at each time point. We find
no dependence of our results on the FOV size for values between 60 and
320 degree as long as the environment is rich enough (i.e., diverse textures,
not a single cue card). Instead, our results suggest that differences in the
movement statistics play a key role for establishing this difference.
To our knowledge, no prior model allows the learning of place cells, head-
direction cells, and spatial-view cells with the same learning rule. Further-
more there are only few models that allow clear theoretical predictions, learn
oriospatial cells from (quasi) natural stimuli, and are based on a learning
rule that is also known to model early visual processing well.
4.4.2 Future Perspectives
Our simulated visual stimuli come from a virtual reality environment which
is completely static during the training of the virtual rat. In this case the
slowest features are position, orientation, or view direction as shown before.
However, the assumption that the environment remains unchanged during
oriospatial cell learning certainly does not hold for the real world. A more
realistic environment will include other changing variables like lighting di-
rection, pitch and roll of the head etc. The impact of these variables on
the model representations depends on the timescale on which the variables
change. For instance, the additional white noise in all SFA layers of the
model is ignored since it varies much quicker than position and orientation,
but the direction of sunlight might become the slowest feature. Generally,
the SFA solutions will depend on any variable whose timescale is equal or
slower than the position and orientation of the animal. After the sparse cod-
ing step representations will become not only localized in position and/or
head direction but in the other variables as well. This behavior is not con-
sistent with the definition of an ideal place or head-direction cell. However,
many experiments show correlations of place cell firing with nonspatial vari-
ables as well [Redish, 1999]. One particularly interesting instance of such
a variable is ’room identity’. If a rat experiences multiple environments,
usually transitions between these will occur seldom, i.e., the rat will more
often turn and traverse a single room than switch rooms. In this case room
identity is encoded by the SFA outputs (data not shown). For n rooms at
most (n− 1) decorrelated SFA outputs can code for the room identity. The
following outputs will then code for a joint representation of space and room
identity. After sparse coding, many output units will fire in one room only
(the less sparse ones in few rooms), and possibly in a completely unrelated
fashion to their spatial firing patterns in another room. This behavior is
consistent with the ’remapping’ phenomenon in place cells [e.g., Muller and
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Kubie, 1987].
A great amount of work has been done investigating the impact of en-
vironmental manipulations on oriospatial cell firing in known rooms, e.g.,
shifts and rotations of landmarks relative to each other [Redish, 1999]. How
would our model behave after such changes to the learned environment?
Such transformations effectively lead to visual input stimuli outside the set
of all possible views in the training environment. In this case, we expect the
system’s performance to deteriorate unless a new representation is learned,
but more work is necessary to investigate this question.
Our approach predicts increasing slowness (i.e., decreasing ∆-values of
firing rates) in the processing hierarchy between retina and hippocampus.
Additionally, place cell and head-direction cell output should be significantly
sparser than their inputs. Our main prediction is that changing movement
statistics directly influences the invariance properties of oriospatial cells. For
instance, an experiment in a linear track where the rat more often turns on
mid-track should yield fewer head-direction dependent place cells.
Our model is not limited to processing visual stimuli, as presented here,
but can integrate other modalities as well. The integration of olfactory cues,
for example, might lead to even more accurate representations and possibly
to an independence of the model of visual stimuli (simulated darkness).
Experimentally, the joint positional and orientational dependence of orio-
spatial cells is hard to measure due to the size of the three-dimensional
parameter space, and even more so if the development over time is to be
measured. Furthermore, precise data on movement trajectories is rare in the
existing literature on oriospatial cells. Accordingly, little data is available
to verify or falsify our prediction how the brain’s oriospatial codes depend
on the movement statistics. As an alternative to determining the movement
statistics in behavioral tasks, some work has been done on passive move-
ment of rats, where the movement statistics is completely controlled by the
experimenter (e.g., Gavrilov et al. 1998), but these results might not be
representative for voluntary motion [Song et al., 2005]. Markus et al. find
directional place fields in the center of a plus maze although in the center of
the maze more rotations occur than in the arms [Markus et al., 1995]. This
could be a contradiction to our model, although not the frequency but the
relative speed, which was not measured in [Markus et al., 1995], determines
head direction invariance in our model. Overall, the dependence of oriospa-
tial cells on the animal’s movement statistics as proposed here remains to
be tested experimentally.
4.4.3 Conclusion
We conclude that a purely sensory driven unsupervised system can repro-
duce many properties of oriospatial cells in the rodent brain, including place
cells, head-direction cells, spatial-view cells, and to some extent even grid
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cells. These different cell types can be modeled with the same system, and
the output characteristics solely depends on the movement statistics of the
virtual rat. Furthermore, we showed that the integration of vestibular ac-
celeration information can be used to learn place cells and head-direction
cells with the same movement statistics and thus at the same time.
Chapter 5
A Model for Invariant
Object Recognition
5.1 Introduction
Sensory signals convey information about the world surrounding us. How-
ever, a visual signal can change dramatically even when only a single object
is slightly moved or rotated. The visual signal from the retina, for example,
varies strongly when distance, position, viewing angle, or lighting conditions
change. A high-level representation of object identity in the brain should,
however, remain constant or invariant under these different conditions. How
could the brain extract this abstract information from the highly variable
stimuli it perceives? Furthermore, as it is unlikely that the visual brain is
completely determined by genetic factors, how can invariant representations
be learned from the statistics of the visual stimuli in an unsupervised way?
This chapter is based on a cooperation with Niko Wilbert, who worked on
the parts about stimulus generation, data analysis, and theoretic predictions.
The primate visual system is organized hierarchically. Object recogni-
tion and discrimination are performed in the ventral path that involves the
cortical areas V1 (primary visual cortex), V2, V4, and IT (inferotempo-
ral cortex). On the way from V1 to IT, neurons show increasing receptive
field sizes, increasing stimulus specificity and invariance. Although massive
feedback connections project back down in this hierarchy, feedback across hi-
erarchical layers has only limited impact on simple object recognition tasks.
This is because the recognition process is on the order of 100 ms after stim-
ulus onset in macaques and according to [Hung et al., 2005] at least 10
synapses are involved between the retina and IT, leaving only 10 ms on av-
erage per synaptic connection.
On the top of this hierarchy, in IT, many neurons are coding for objects with
an extreme amount of invariance to position, angle, scale etc. Contrary to
the common view of the ventral path as computing only the ”what” informa-
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tion, though, information about position and size of stimuli is also present
in IT [Hung et al., 2005]. Many models of invariant object recognition have
been proposed in the last decades [see Rolls and Deco, 2002, for a review].
However, many approaches fail or have not been shown to work for natural
stimuli and complex transformations like in-depth rotations. But invariant
object recognition is only one task the (primate) brain has to achieve in
order to successfully interact with the environment. We do not only need
to extract the identity of an object (”What is seen?”) independently of its
position and view direction, we also want to extract the position of an ob-
ject (”Where is it?”) independently of its identity or viewing angle. Also
the relative rotational angle of a viewed object can be crucial (”Does the
tiger look at me?”). In principle, we might want a representation of any
aspect (i.e., size, viewing angle, lighting direction etc.) independently of
all the others and optimally, all these tasks should be solved with a single
computational principle. In the following we will refer to the configuration
of position and angles relative to the viewer as the configuration of an ob-
ject (sometimes also called a pose). We will call a 2D image of an object
in a specific configuration a view. In general, the process of extracting the
configuration of an object from a view is very hard to solve, especially in
the presence of a cluttered background and many different possible objects.
In this work we use high-resolution views of complex objects but restrict
the problem to the cases of only one object present at any moment and a
static homogeneous background. A good model should also generalize to
previously unseen configurations, i.e., it should learn the relevant statistics
of transformations rather than just memorizing specific views. It should also
generalize to new objects, e.g., it should successfully estimate the position
and orientation1 of an object that was never shown before.
We apply here a hierarchical model based on the learning principle of
temporal slowness. This principle has been applied for object recognition
before [e.g., Stringer and Rolls, 2002, Einhäuser et al., 2005]. However, our
model goes beyond these earlier ones in that it not only extracts translation-
invariant and view-invariant representations of object identity but also in-
formation about position, and viewing angles. The structure of the resulting
representation solely depends on the statistics of the training views. This
information is encoded in an analytically predictable way and very simple
to decode by linear regression. Except for minor changes (see methods),
the model used here is identical to that used earlier for the modeling of
place cells and head direction cells in Chapter 4. The complete mathemati-
cal framework of the model from [Franzius et al., 2007a] carries over to the
problem of invariant object recognition as presented in this chapter.
1Generally, there is no canonical “0◦”-view of an object, thus a random offset from the
absolute angle for a new object is to be expected.
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5.1.1 Stimulus Generation
The model was trained and tested with image sequences containing views
of different objects. OpenGL was used to render the views of the objects
as textured 3D-models in front of a white homogeneous background. To
prevent the model from relying on simple color cues (especially for object
classification) we only used grayscale views for the results presented here.
Two different object classes were used that are described below. For each
object class the model was trained with five objects. In the testing phase
we added five new objects, which the model had never seen during training.
Figure 5.1: Stimuli used for object recognition. A: Sphere objects
(each cluster of 6 spheres is one object). The first two views show the same
object under different in-depth rotation angles, while the third view shows
a different object. B: Five fish objects used for training are shown with
examples for the effect of in-depth rotation. The fish model on the bottom
right is one of the five untrained fish used for testing. C: Examples for the
training and testing images.
In the first experiment, the objects were clusters of textured spheres as
shown in Figure 5.1A and Figure 5.2, which provide the basis for a diffi-
cult but generic task. The same six textured spheres (textures from VisTex
database [Picard et al., 2002]) were used in different spatial arrangements
for all the objects. For each object the spheres were randomly fixed on a
hexagonal lattice of size 2x2x3. As the examples in Figure 5.1A illustrate,
identifying the rotation angles and identities for such objects is quite difficult
for human observers. The choice of identical building blocks for all objects
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Figure 5.2: Spherical Training and test objects Sphericals. All
objects are composed of six identical textured spheres and only differ in the
spatial configuration of spheres. Spheres were randomly positioned on a
hexagonal 2x2x3 lattice. Each row shows six spatially centered views of a
single object with different angles of in-depth rotation. The first five objects
were used to train the network and all ten objects were used to test network
performance.
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is intended to force the model to use high level features for object classifica-
tion. On the other hand, the common features of the objects help the model
to generalize, which is essential for building invariant representations (espe-
cially representations that generalize to untrained objects). Using spheres
has the advantage that the outline does not give a simple clue for the in-
plane rotation angle. In the second experiment, models of different fish (see
Figure 5.1b) were used to provide more natural stimuli from a single object
class (all models taken from [Toucan Corporation, 2005, with permission]).
For sphere objects, the x-coordinate, the y-coordinate (vertical image coor-
dinate), the in-depth rotation angle φy and the in-plane rotation angle φz
were varied and chosen as configuration variables. x and y range from 0
to 1, φy and φz from 0◦ to 360◦. Another configuration variable was the
object identity ranging from one to ten, with objects one to five being the
training objects. So the transformations the model had to learn consisted of
translations in the plane, rotations along the y and z axes (with the in-depth
rotation coming first) and changes of object identity. For the fish objects,
the configuration variables were x, y, z, φy and object identity. So com-
pared to the sphere objects we added translations in depth along the z-axis
and removed the in-plane rotations. A pure z-translation changes both the
object size and the position in the frame, due to the perspective projection.
The configurations for the training sequences were generated as a random
walk procedure like in Chapter 4 or [Franzius et al., 2007a]. To generate a
configuration in the sequence we add a random term to the current spatial
and angular velocities of the currently shown object. By adjusting the mag-
nitude of the velocity updates one can effectively choose the timescales of
the changes, which are relevant for SFA. The position and angles are then
updated according to these velocities. This procedure simulates the effect of
inertia and thereby smooths the trajectories. It is then checked if the new
configuration violates any boundary conditions (e.g., if the object has left
the area of admissible positions in space). If the configuration is not valid it
is discarded and new random terms are added to the velocities. Addition-
ally the velocities are decreased (like slowing down if one is facing a wall).
The whole procedure produces approximately flat configuration histograms
with small deviations at the borders. In each step the object identity was
changed with low probability (p = 0.001). A blank frame was inserted in
between if a switch took place. This procedure adds some realism, as in
natural scenes a change in object identity without any changes in other
configuration variables generally does not occur.
Theoretical Predictions
The optimal solutions for the infinite-dimensional function space provide
very useful predictions for the SFA-output of our model (even though it
is based on the finite-dimensional SFA algorithm). Therefore we will now
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briefly describe these predictions (for the detailed derivations see [Wiskott,
2003] or [Franzius et al., 2007a]).
The optimal solution for the slowness optimization problem is generally
a function of the slowest configuration feature. For example, let us assume
that x1(t) (e.g., the position x or y in Section 5.1.1) is the configuration
feature that varies on the slowest timescale (i.e., has the smallest ∆-value).
Further assume that the values of x1 are homogeneously distributed in the
interval [0;L] (with L > 0) and the distribution of ẋ1 is identical for all








So g1 is a half cosine over the x1-interval, i.e., a monotonic code of x1-position
that is invariant to all other configuration parameters. If the timescale of
x2 is only slightly faster than that of x1, and both are uncorrelated, then
the second slowest solution g2(x(t)) will be a similar half cosine of x2. The
















and products thereof, with n, m ∈ N, and ordered by slowness. If two such
solutions vary on very similar time scale, they can mix resulting in linear
combinations of the theoretically predicted solutions.
For angular variables like φy or φz, the optimal uncorrelated solutions
based on the periodic x(t) are then g1(x(t)) = sin(φ(t)) and g2(x(t)) =
cos(φ(t)). As the rotational angle of a certain stimulus has no natural zero
angle, these optimal solution have an arbitrary angular offset for each object.
A presentation of different objects in direct succession during the training
phase could introduce a common angular offset for all objects but if temporal
continuity between the presentation of different objects is disrupted by an
intermediate blank stimulus, all representations will have individual random
offsets. The same random offset can theoretically also occur for non-periodic
variables like position. As position of the stimulus on a white background is
a very strong cue, the model probably would require a very large function
space in order to assign individual positional codes for each object.
Object identity is a special case as this feature variable takes only dis-
crete2 values k(t) ∈ {1, 2, . . . , N}. If this configuration variable has the
2When using a continuous time t this implies non-differentiable changes of the variable,
leading to singularities in the analysis. For practical applications of the SFA-algorithm
this does not pose a problem, since time t is discretized in any case.
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lowest ∆-value, then the optimal SFA-solution is simply a piecewise con-
stant function. There are N − 1 uncorrelated optimal solutions, which are
all different piecewise constant functions of k [Wiskott and Sejnowski, 2002,
Berkes, 2005a].
The blank stimulus between the presentation of different objects forces the
SFA outputs to assume individual fixed values during the blank and thus an
object-dependence of the outputs does not result in a higher ∆-value. There-
fore, for N objects and for each feature like position and orientation, we can
expect N additional linear independent outputs which encode a feature for
one object and vanish for all other objects.
5.1.2 Network Architecture
The computational model consists of a converging hierarchy of layers of SFA
nodes (see Figure 5.3), very similar to the one introduced in Chapter 4. As
the main difference in the model architecture, the number of SFA-layers has
been increased from three to four because of the increased computational
complexity. Additionally, the input now consists of grayscale images of
128 by 128 pixels. The nodes in the lowest layer form a regular (i.e., non-
foveated) 24 by 24 grid with partially overlapping receptive fields. The
second layer contains 11 by 11 nodes, each receiving input from 4 by 4
layer 1 nodes with neighboring receptive fields, resembling a retinotopical
layout. The third layer contains 4 by 4 nodes, each receiving input from
5 by 5 layer 2 nodes with neighboring receptive fields, again in a retinotopical
layout. All 4 by 4 layer 3 outputs converge onto a single node in layer 4,
whose output we call SFA-output. The output of each node consists of the
32 slowest outputs, except for the top layer where 512 dimensions are used.
The layers are trained as in the previous chapter, using 100,000 time points
for each layer.
5.1.3 Feature Extraction with Linear Regression
We already presented the form of the expected SFA-output and the prob-
lem of linear mixing of features for equal timescales in the section above.
The limited function space used by the model will generally lead to devia-
tions from the theoretical predictions, resulting in a smearing of the feature
timescales. Thereby a mixing of features in the SFA-output can occur even
if the timescales are different, which also affects the higher order harmonics.
Overall this makes it practically impossible to prevent the mixing of features
for complex applications with many different transformations. Therefore, we
did not try to avoid mixing here, but instead we extracted the individual
configuration features in a separate post-processing step.
Our main objective here was to show that the relevant features were
indeed extracted from the raw image data. The easiest way to do this is
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Figure 5.3: Model architecture and stimuli. An input image is fed
into the hierarchical network. The circles in each layer denote units, which
converge towards the top layer. The same set of steps is applied on each
layer, which is visualized on the right hand side.
by calculating a multivariate linear regression of the SFA-output against
the known configuration values. This gives us a projection vector for each
feature (plus a constant offset value to gauge the result). To calculate the
feature value for a given model output one takes the scalar product of the
projection vector with the SFA-output vector and adds the offset value.
While the regression procedure is obviously supervised due to the use
of the reference configuration values, it nevertheless shows that the relevant
signals are easily accessible. Extracting this information from the raw image
data linearly is not possible (especially for the angles and object identity,
see Section 5.2.3). One should also note, that the dimension of the model
output is smaller than the raw image data by two orders of magnitude.
Before actually calculating the regressions, the configuration reference
values were binned. For each configuration feature (apart from object iden-
tity) 36 bins were used, which is small enough to not influence the re-
sults (tests with smaller bin sizes did not show any significant differences).
Since the predicted SFA solutions are cosine functions of the position values
(see Sections 2.2.2 and 5.1.1), one has to map the reference values corre-
spondingly before calculating the regression. For position, one does not
calculate the regression with respect to x, but for the predicted solution
y(x) = cos(πx) instead. The result from the linear regression is then mapped
back with arccos(y)/π (after clipping the values outside the interval [−1; 1])
to get the actual position values.
For those SFA solutions that code for rotational angles, the theory pre-
dicts both sine and cosine functions of the angle value (as described in
Section 5.1.1). Therefore we calculated regressions with respect to both
mappings and then calculated the angles via the arctangent. This automat-
ically matches the global angular offset of the extracted angles to that of
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the reference values.
If multiple objects are trained and separated with a blank, the solutions
will in general have object dependent angular offsets. We also get additional
solutions with complicated angular relationships. These complications rule
out global regressions for all objects. The easiest way to avoid this prob-
lem is to perform individual regressions for all objects (for each object one
regression for sine and one for cosine). While this procedure sacrifices the
object invariance it does not affect the translation invariance.
As described in Section 5.1.1, the object identity of N different objects
is optimally encoded (under the SFA objective) by up to N −1 uncorrelated
piecewise constant functions, which are invariant under all other transfor-
mations. In the SFA-output this should lead to separated clusters for the
trained objects. For new test objects, those SFA-outputs coding for object
identity should still be constant but take new values, thereby separating all
objects.
To explore the potential classification ability of the model we applied
two very simple classifiers on the SFA-output: a k-nearest-neighbor and a
Gaussian classifier. The classification performance is affected by imperfect
transformation invariance of the identity coding SFA-outputs. This can
cause overlap between object clusters. Linear mixing of the identity solutions
with other features is also to be expected. Since the linear mixing does not
affect cluster separation this should not affect the classifiers. However, the
large dimension of the SFA-output has to be matched with enough reference
points to capture the shapes of the clusters.
5.2 Results
First, we consider the raw SFA-output for an experiment with a reduced
transformation set and clearly separated timescales. Then the experiments
with a larger transformation set and similar timescales are analyzed with
the methods described above.
5.2.1 Reduced Transformation Set
To illustrate the SFA-outputs of our model we first present a simplified
example, with fewer transformations and well separated timescales. This
should lead to SFA-outputs which code only one specific feature and are
invariant under all other transformations.
Two sphere objects were used for this example, which were switched on
a very slow timescale. The other transformations were translations (on a
fast timescale) and in-plane rotations (intermediate timescale). Training
and testing was done with 150,000 data points and the same model as in
the other simulations.
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Figure 5.4: Four slowest SFA-outputs for the simulation with re-
duced transformation set. The in-plane angle dependence of the four
slowest SFA-outputs is shown for the two trained sphere objects. The col-
ored lines indicate the mean values, the gray areas cover ± one standard de-
viation. Note that for each rotational angle the objects were shown at many
different positions, so the small deviations illustrate the position invariance
of the outputs. The slowest output (red) codes for the object identity. The
different amplitudes for the two objects are due to object one appearing
slightly more frequent than object two. Outputs three and four code for
the sine and cosine of the angle (light and dark blue). The second output
(green) is one of the additional solutions taht codes for the rotation angle
of a single object and (almost) vanishes for the other object.
As predicted in Section 5.1.1, the slowest output channel codes for object
identity (Figure 5.4). Due to poor sampling caused by a low probability of
object switches, object one appeared about 9% more often than object two.
The more frequently shown object should thus have a lower amplitude for the
first component than the other one due to the zero-mean constraint. Outputs
two to four illustrate the predicted model outputs coding for the rotational
angle (the fourth predicted rotational solution is not shown). Object position
is encoded by later SFA-ouputs,a s it corresponds to the fastest fatures (not
shown).
In summary, for cases of clearly separated timescales and few simultaneous
decorrelated transformations as presented in this section, the model outputs
are clearly predictable and directly encode the configuration parameters in
an invariant manner.
5.2.2 Full Transformation Set
In this section a larger transformation set is used and the SFA-outputs are
subject to supervised postprocessing (see methods). The stimulus set used
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for training consisted of 10,000 frames of the five training objects. Data
for calculating the regressions and for testing consisted of 100,000 different
views of the five objects from the training phase and five new objects (about
10,000 per object), which were generated in the same way as the training
data. Half of this data was used to calculate the regressions, the other half
for testing.
Position and Rotational Angles
To extract the x and y object coordinates from the model SFA-output
we used multivariate linear regression, as described in Section 5.1.3. As one
can see in Figure 5.5 and Table 5.1, this works well for the sphere objects,
with a standard deviation of 5% for trained objects and 7% for untrained
objects. For the trained fish we achieve the same performance as for the
trained sphere objects (see Figure 5.6). For untrained fish the additional
size variation from the z-transformations take their toll and pull the per-
formance down to 14% for the y-coordinate. This can be improved with an
individual regression for each object.
Spheres Fish
trained new trained new
x 5% 7% 5% 12%
y 5% 7% 5% 14%
Table 5.1: Standard deviations for the coordinate regressions. The
values are given in percent relative to the coordinate range. The chance
level is 28.9%.
To extract the in-plane and in-depth rotation angles for the spheres,
an individual regression for each object was calculated. This still requires
invariance of the representations under the other transformations (including
the other rotation type). As the results in Table 5.2 show, both rotational
angles were extracted with about 15◦ standard deviation. We also verified
that calculating the angles with global regressions for all objects did not
work (results for untrained objects were at chance level).
For the fish, the standard deviations are about twice as large as for the
spheres, mostly due to systematic errors. The fish models have a very similar
front and back view and therefore the model has difficulties to differentiate
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Figure 5.5: Sphere object results for position and angle. The feature
values that were calculated with linear regression are plotted against the
correct reference values. The green dots are data points, the red line is the
mean and the gray area shows ± one standard deviation around the mean
value. The regression of the x coordinate was based on all five training
objects. For the rotational angles we show object specific regressions (with
the untrained object no. 6 on the right).
between those two views, which can be clearly seen in Figure 5.6B. The
systematic error introduced by this is mostly responsible for the increase of
the standard deviation. When taking the mean absolute error instead (see
Figure 5.2), the performance gap to the spheres is smaller because of the
reduced influence of outliers.
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Figure 5.6: Fish object results. A: Regression results for the z co-
ordinate. A regression for all training objects leads to large errors (left
side). The results improve substantially when an individual regression is
performed for each object (see result for object no. 1 on the right). B:
Regression results for the in-depth rotation angle. The plot on the lower
right contains the regression values for the sine and cosine of the in-depth
rotation angle. The data points are colored according to the reference angle
value. The correct position is indicated by larger points on the black circle,
while the inner points are the means for each angle value. The figure eight
resemblance of the data cloud is a result of the similar front and back views
of the fish models.
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trained new mean
object 1 2 3 4 5 6 7 8 9 10
Spheres φz 14.00◦ 14.82◦ 31.56◦ 11.11◦ 15.66◦ 15.92◦ 10.68◦ 10.62◦ 10.34◦ 13.04◦ 14.78◦
φy 13.89◦ 15.29◦ 23.57◦ 16.32◦ 14.05◦ 14.45◦ 13.41◦ 17.07◦ 17.09◦ 13.23◦ 15.84◦
Fish φy 13.12◦ 39.76◦ 25.49◦ 51.46◦ 45.74◦ 23.61◦ 45.27◦ 33.95◦ 49.98◦ 35.92◦ 36.43◦
φ∗y 9.60
◦ 23.31◦ 16.70◦ 32.19◦ 30.28◦ 16.60◦ 27.83◦ 22.18◦ 32.98◦ 22.66◦ 23.43◦
z 0.11 0.09 0.08 0.10 0.09 0.14 0.11 0.11 0.11 0.13 0.11
Table 5.2: Standard deviations for the angles and the z coordinate.
The row labeled with φ∗y contains the mean absolute error for φy, since a
large part of the error is systematic due to the 180◦ pseudo-symmetry (which
inflates the standard deviation). The chance level in this case is 104◦.
As for the angles, individual regressions for all objects were used to
calculate the z coordinate for the fish objects (z-transformations were not
used for the sphere objects). This works with a standard deviation of about
11% on average (see Figure 5.2).
Obviously the model has to use the object size to infer the distance, but
the area covered by an object also depends on both its identity (due to the
different sizes and shapes of the fish) and on the in-depth rotation angle.
As one can see in Figure 5.6a, the model has difficulties to compensate for
these two factors when a single regression is used for all objects.
Classification
To quantify the classification ability of the model, two classifiers were used
on the SFA-output. The classifiers were trained with about 5000 data points
per object (i.e., half of the data, as for the regressions). A random fraction
of the remaining data points (about 150 per object) was then used to test
the classifier performance. The k-nearest-neighbor classifier generally per-
formed with about 96% hit rate (see Table 5.3). As expected, the Gaussian
classifier performed not as well, with a hit rate between 88% and 96%. The
performance gap between the classifiers and the projection plots in Fig-
ure 5.7 suggests that the data clouds for different objects are well separated,
but also non-Gaussian to some extent.
5.2.3 Controls
To verify the robustness of our model and justify the model structure we
performed several control experiments.
The results presented so far are based on 512 SFA-output channels (i.e.,
the 512 slowest outputs of the top layer), which may seem excessive. We
found that a high channel number increased the quality of the results (see
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Figure 5.7: 2D projections of the data clusters. The two-dimensional
projections of the data points are shown, which are colored according to
object identity. The projection plane was chosen to maximize cluster sep-
aration (using Fisher discriminant analysis). A: Data for trained sphere
objects on the left and untrained ones on the right. B: Projected data for
all ten fish objects.
trained objects untrained objects all objects
KNN G KNN G KNN G
spheres 96.4 88.3 96.6 95.7 95.0 89.2
fish 97.7 94.6 99.2 88.1 96.7 88.8
Table 5.3: Classifier hit rates in percent. The columns labeled with
“KNN” refer to the k-nearest-neighbor classifier (k = 8), while those with
“G” refer to the Gaussian classifier. Chance level is 10% for all objects and
20% on the sets of training or test objects.
Table 5.4). This holds true for untrained objects, which rules out overfitting
effects. The computational cost of working with 512 channels is also quite
low (except for the k-nearest neighbor classifier). However, if the number
of transformations is small, one can reduce the channel number without
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sacrificing performance (see Section 5.2.1).
channels 16 32 64 128 256 512
φy (std. dev.) 73.0◦ 58.6◦ 46.0◦ 34.7◦ 24.0◦ 15.8◦
classifier hit rate 23.4 29.5 41.7 59.1 76.0 88.7
Table 5.4: Influence of the number of SFA-output channels (for
sphere objects). The table presents results for different channel numbers.
The first row shows the standard deviation for φy for object no. 1. The
second row shows the hit rate of the Gaussian classifier on all objects.
To prove that the model can deal with color images (as used in [Franzius
et al., 2007a]) we used the colored versions of the fish objects (resulting
in a threefold increase in raw data per image). As expected, this slightly
increased the classification performance (from about 88.8% hit rate of the
Gaussian classifier to about 90% for all ten fish). The standard deviation
for the in-depth rotation angle reduced from about 36◦ down to 19◦. On the
other hand, the error for z increased slightly (from 11% to 15%).
To verify that the nonlinear expansion is really necessary we trained
a purely linear network on the same data (the hierarchical structure was
still used, since otherwise the covariance-matrix sizes would have been pro-
hibitive). While the position of the objects was still extracted (with 8%
standard deviation), the standard deviation for the angles was about 100◦
(i.e., close to chance level). The performance of the classifiers was at chance
level as well (10.8% hit rate for all objects). We also tested the performance
of non-hierarchical linear SFA on view images of reduced size (64×64 pixels).
Again the results for the angles were only at chance level, while the classifier
performed slightly better (19.4% hit rate). These results demonstrate the
necessity of a nonlinear network.
5.2.4 Summary of the Results
The results show that a hierarchical network of SFA units is able to extract
identity and configuration information from images of complex objects with
complex transformations.
However, our results also show limitations of the model. The dependency
between the angles and object identity is a fundamental problem of our
approach.
Even more important is the fact that we only used a white background
without distractors. In principle the model can deal with changing back-
ground, since those changes typically happen on a different timescale than
those of object identity. One can also artificially render the model invariant
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to the background or distractors by rapidly changing them [Einhäuser et al.,
2005], thus sacrificing some realism. Unfortunately our tests in that direc-
tion were not very promising. The reason might be due to computational
limitations of the model or that for such tasks a simple feed forward net-
work is not sufficient. Attentional top-down mechanism would be a natural
extension.
5.3 Discussion
In the previous section we have shown how the hierarchical model learns in-
dependent representations of object position, angle, and identity from quasi-
natural stimuli. Here, we discuss the relation of our model with existing work
and possible extensions.
5.3.1 Related Work
The problem of invariant object recognition has been approached from two
sides in the past. One approach is mainly motivated by the “biological imple-
mentation“ in the (primate) brain with a focus on biological realism, gener-
ality and unsupervised learning but was so far mostly limited to very simple
stimuli. The other approach comes from computer science, uses sophis-
ticated machine learning approaches, works for complex stimuli, is highly
adapted to a specific problem but is often not biologically plausible. In this
discussion, we focus on the biologically relevant models.
According to the classifications by Rolls and Deco [2002] and Wiskott
[2004], our network belongs to the category of ”feature hierarchy based
computational object recognition devices“. Such systems extract increas-
ingly complex features in a hierarchical system. In contrast to ”flat” feature
space systems that are typically insensitive to scrambled input images [e.g.,
SEEMORE: Mel, 1997], object recognition in primates is highly sensitive to
the relative location of features, for example position of eyes and the nose
in a face [Rolls et al., 1994, Vogels, 1999, Grill-Spector et al., 1998]. The in-
creasing receptive field size in hierarchical feature systems naturally prevents
susceptibility to scrambling, as each layer is sensitive to local arrangements
of spatial features.
The slowness principle has been applied in many models of the visual
system in the past [e.g., Földiák, 1991, Stone and Bray, 1995, Kayser et al.,
2001, Wiskott and Sejnowski, 2002, Berkes and Wiskott, 2005, Franzius
et al., 2007a]. These unsupervised models learn on naturalistic input data
and generate representations similar to neural codes, like V1 simple cells,
V1 complex cells, or place cells, head direction cells and spatial view cells
in the hippocampal formation.
A similar approach as ours was taken by Wiskott and Sejnowski [2002] for
invariant object recognition in a hierarchical system based on SFA. This net-
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work is based on a one-dimensional model retina on which one-dimensional
stimuli generated from lowpass-filtered white noise were presented. Except
for dimensionality, the layer and node structure are very similar to our
model. The stimuli were moved across the retina with constant speed. Sim-
ilarly to our model, some resulting top-level representation encode stimulus
identity and are invariant to stimulus position, whereas others encode stim-
ulus position and are invariant to identity. In contrast to our model, the
influence of movement statistics on the invariance properties was not estab-
lished and the complexity of the model in terms of dimensionality, stimulus
transformations and realism of stimuli was lower.
VisNet is one of the best-known hierarchical feed-forward neural network
models of the primate ventral visual system based on the slowness principle
[Rolls and Deco, 2002]. The four model layers are associated with V2, V4,
the posterior inferior temporal cortex, and anterior inferior temporal cortex.
Each layer consists of a number of computational units with local compe-
tition. A number of units in layer N − 1 project to one unit in layer N in
a retinotopic and converging fashion. Similar to our model, receptive field
sizes increase from bottom to top layer. Weights in this model are adapted
according to the trace rule [Földiák, 1991, Rolls, 1992, Wallis and Rolls,
1997], which is closely related to Slow Feature Analysis [Sprekeler et al.,
2007]. The trace rule updates a neuron’s input weight vector w proportion-
ally to the product of the neuron’s current input x and the neuron’s trace
value ȳτ according to the rule: δwj = αȳτxj , where α is the learning rate
with 0 ≤ α ≤ 1. The trace value ȳτ at time step τ is defined as an exponen-
tially weighted neuron’s mean activity in the past: ȳτ := (1− η)yτ + ηȳτ−1,
where ȳτ−1 is the trace value of the prior time step and the magnitude of η
defines how much past activities influence the trace. The trace rule becomes
identical to Hebbian learning for η = 0. The weight vector w has to be nor-
malized explicitly or implicitly in order to prevent unbound growth. Local
lateral inhibition is included in the network in order to prevent neighboring
nodes from coding for the same features and thus to reduce redundancy.
The locality of inhibition allows distant nodes to encode similar features.
As in our model, features are learned in an unsupervised manner from the
statistics of the network’s stimuli. Only on the lowest layer weights are ini-
tialized explicitly to Gabor-like structures. Like our model, VisNet can learn
a position-invariant (or view-invariant) but object-specific code. In contrast
to our model, only a single invariant representation is extracted (i.e., object
identity) and the other parameters (e.g., object position, rotation angles,
lighting direction) are discarded. In contrast to our model, VisNet has a
number of extra variables that need to be tuned per layer: learning rate α,
trace length η, inhibition radius σ, contrast δ, and activity percentile a. A
further difference comes from the use of sparse coding in VisNet by means of
the lateral inhibition and winner-takes-most architecture. In our model, re-
dundancy reduction comes from the decorrelation constraint in SFA, which
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is performed in each node at each grid position, but no spatial decorrelation
over adjacent nodes in the grid of a layer is enforced. The greatest functional
difference between VisNet and our model, however, is our model’s ability to
code for more than object identity in a structured way, e.g., object-invariant
position.
Stringer et al. [2006] use a variant of VisNet with a purely Hebbian learning
rule. Interestingly, in experiment 4, the trace rule is applied with a different
object presentation statistics. The stimulus presentation was changed such
that the two different object types are alternately shown in every second
step. The authors find that the resulting representations learned with the
trace rule code poorly for object identity. We expect that these representa-
tions rather code for object angle.
The model by Einhäuser et al. [2005] applies a very similar learning rule
as our model that is basically a gradient descent on the objective function in
Section 2.2.2. Similar to VisNet, the first layer uses static Gabor wavelets to
model complex cells in V1, whereas the second layer is optimized according
to the slowness principle. As this model uses only two layers, the absolute
sum of all outputs of the first layer with the same size and orientation is
used as input for the second layer, which introduces a hard-coded transla-
tion invariance. After optimization, output units represent object identity
independently of viewpoint. In contrast to SFA, this approach based on gra-
dient descent might not find the global optima. Between 10 and 50 training
objects from the standard COIL database are used as stimuli in front of a
homogeneous or cluttered background. The COIL database contains pho-
tos of real-world objects centered and rotating on a turntable. Thus object
transformations comprise in-depth rotation, changing object identity, some
rescaling but no translation, which strongly reduces susceptibility to back-
ground clutter. The model incorporates color information (as RGB chan-
nels) into the model. In our model, we intentionally reduced the input data
to gray scale representations because color histograms alone can often be
highly informative about object identity.
The model by Ullman and Bart [2004] is an extension of a simple fea-
ture matching system using ”extended features”. Image regions are learned
(called ”fragments”) that have maximal mutual information between a frag-
ment and the object class it represents. As a fragment might occur at
different positions in an image, this model has to explicitly try all possible
fragment positions. A fragment might not be visible in all views and so an
”extended fragment” consists of a set of alternative fragments (e.g., different
views of an eye). The model only addresses a single invariance (i.e., view),
which is built-in explicitly by the extended fragment approach.
The model by Rahimi et al. [2005] comes from the computer vision field
and has no direct link to a biological system. However, the learning rule
applied in this model is very similar to slowness learning. Slowness of the
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outputs is enforced by finding a smooth mapping of the inputs to a low-
dimensional random field that is governed by a second-order Newtonion
process. Few keyframes are labeled by the user and the system maps unseen
stimuli to the low-dimensional manifold. This semi-supervised system iden-
tifies the complex transformations in high-dimensional video data of people
performing complex movements or of talking and grimmassing people.
Berkes [2005a] has performed handwritten digit recognition with a sin-
gle layer model using quadratic SFA. Here, objects belonging to the same
class (e.g., all pictures of a handwritten ”0”) are presented in random order,
whereas changes between classes (e.g., switch of presented zeros to ones)
occur seldom (or these switches are discarded entirely from the training se-
quence). Normalization of inputs with respect to size, orientation, position,
and optionally slant was not necessary but improved recognition rate. The
most rarely changing feature was object identity. As in our model, up to
n− 1 output features in the form of step functions coded for the identity of
the n object classes. The model is computationally efficient and its error rate
of 1.4% on test data is better than that of many highly optimized systems.
It is interesting to note that, as the time structure of in-class digit presenta-
tion is not relevant for this approach, the presentation order is randomized
and hence the model becomes equivalent to nonlinear Fisher discriminant
analysis.
5.3.2 Outlook and Conclusion
The model proposed here learns invariant object representations based on
the statistics of the stimuli presented during the training phase. Specifically,
representations of transformations that occur slowly or seldom are formed,
while information on other transformations that occur most often or quickly
are discarded. An advantage of such a system is that no invariances have to
be ”hard-wired”. The results of the system can be predicted based on theory
developed earlier. However, if many transformations occur simultaneously
and on similar timescales, solutions tend to mix. For this case a final step
of linear regression yields the relevant configuration information.
We show that the system generalizes well to previously unseen configura-
tions (i.e., shows no overfitting for test positions and viewing angles of ob-
jects) and to previously unseen objects. However, the system behavior for
completely different configurations, like for two simultaneously presented
objects, cannot be predicted with our current theory.
Chapter 6
Outlook and Conclusion
This thesis introduced a hierarchical model for unsupervised learning of
slowly varying features from artificial but naturalistic high-dimensional in-
put data. The application of the model to spatial learning and to object
recognition has demonstrated that such slow features can correspond to
highly relevant properties of the environment like an animal’s position or ori-
entation in space or the position, identity and rotational angles of a viewed
object. For the artificially generated video sequences used here with their
well-defined underlying configurations, we have understood the mechanisms
governing the solutions of Slow Feature Analysis. Combined with a final
step of sparse coding, the model results for spatial application become very
similar to representations found in the rodent and primate brain. For these
oriospatial cell types, it was shown in Chapter 4 that our model is capa-
ble of reproducing most, if not all, known spatial representations in rodents
and primates. In contrast to the grids cells found in entorhinal cortex, our
simulated grid structures strongly depend on the room shape. A different
formulation of the slowness principle with a limited temporal memory might
lead to more realistic results in the future.
Three major aspects are considered in the following for a comparison of
our model with other models. Firstly, concerning the realism of input
data, a model should be able to cope with similar high-dimensional com-
plex stimuli as the brain does. While our artificially generated video se-
quences are still simpler than real videos (constant illumination, fixed envi-
ronment/background), they are far more realistic than those of most models,
which often rely on distances and angles to point-like landmark. Secondly,
the predictive power of a model should be high in order to allow testable
predictions and possibly falsification of the model. Our model establishes
a clear testable relationship between transformation statistics (i.e., relative
movement speed to rotation speed) and model results. Furthermore, the
temporal variation of firing rates should decrease in higher hierarchical lay-
ers. Thirdly, a model should be general but simple, i.e., it should explain
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many phenomena with as little complexity as possible. Although biologi-
cal systems often lack the simplicity of physical models, following Occam’s
Razor, a simpler model is better than a more complex model that explains
the same data. The same hierarchical model in the same environment was
shown to reproduce firing patterns of all major oriospatial cell types only
based on different movement statistics. As shown in Chapter 5 the model
can also learn invariant object representations based on high-dimensional
complex stimuli undergoing realistic transformations. In this aspect, the
model presented in this thesis is more general than any other published
model. The model is furthermore simple as it is based on the simple and
intuitive principles of slowness and sparseness, most parts of the model are
built from identical processing units, and a concise mathematical treatment
allows to understand the behavior of the model. The flipside of these prop-
erties is, however, a higher level of abstraction than that of many other
models. Most units in intermediate layers of the hierarchy likely cannot be
directly compared with real neurons. Furthermore, the model applies global
optimization on real-valued data as opposed to local spike-based computa-
tions in the brain. However, approaches for more realistic implementations
of the slowness and sparseness principles have been discussed in Chapters 4
and 5.
Both applications for spatial codes and for object invariant representa-
tions build on similar low-level representations in the bottom layers of the
model. The representations in the lowest layer are known to be good approx-
imations of complex cells in primary visual cortex. Thus the lower model
layers could be considered a model of the visual cortical hierarchy, whereas
the higher layers also represent different regions, i.e., inferotemporal cor-
tex for object representations and entorhinal cortex and hippocampus for
spatial representations. The intermediate model representations have not
been thoroughly investigated nor compared to physiological data, for exam-
ple, from V4 [but note Franzius, 2003]. These representations are likely to
strongly depend on the specific choice of receptive field sizes and overlaps,
as well as the nonlinearities and the number of layers. It therefore seems
reasonable to postpone a comparison of intermediate model representations
and higher visual areas to a more biologically realistic implementation of
the model.
The hierarchical architecture of the model presented in this thesis has
a number of motivations. Firstly, a hierarchical model organization mimics
the hierarchical structure of the visual system and possibly other sensory
areas. Secondly, although a ”flat” single-layer model could yield similar
results, the combinatorial explosion of input dimensionality after such an
expansion prohibits practical implementations in a computer model as well
as in the brain. For the model in Chapter 4, a full flat quadratic expansion of
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the inputs in a single layer model, which likely is still insufficient, results in
a more than 700,000,000 dimensional representation. Even if the covariance
matrix of this representation could be computed in order to solve SFA, most
entries will likely be very close to zero, as correlations between distant pixels
are very weak [Ruderman and Bialek, 1994]. In contrast to the correlation of
single pixels, the ”common fate” of object parts spans much longer distances.
Object parts will typically not be of homogeneous color but more often of
similar texture, so that the pixel values within the different object parts will
not have significant correlations but higher-order features like textures will.
Thus, although only a small fraction of the possible combinatorial function
space is computed in a hierarchical model, long-range correlations of higher-
order features can still be captured. The advantages of hierarchical systems
are elaborated in more detail in [Rolls and Deco, 2002] and [Hawkins and
Blakeslee, 2004].
The model sheds some light on the paradoxical problem of simultaneous
invariance and selectivity: how can a unit be invariant to many behaviorally
irrelevant transformations of its inputs but at the same time code specifi-
cally for a small stimulus class? This thesis proposes a mechanism where a
slowness goal function leads to well-understood invariances concerning com-
mon transformations, whereas selectivity is enforced by subsequent sparse
coding of these invariant representations.
There are a number of shortcomings of the model. Firstly, there is no
top-down influence in the model although it is known that the visual cortices
have massive feedback from higher to lower areas. We speculate that these
feedback connections are critical for attentional mechanisms that have not
been integrated into the model. While such an integration would make the
analysis of the model behavior much more complicated, an integration of
attention seems necessary when, for example, multiple objects are present
at the same time.
Secondly, the model provides no form of memory beyond a single time step,
although many physiological findings provide clear evidence for a memory
based path integration system in the rodent hippocampal formation (see
Chapter 3).
Thirdly, the model is implemented using offline-learning. The choice of SFA
guarantees to find the global optima efficiently but prohibits direct compar-
isons with the temporal development of (spatial) codes in the brain. An
alternative implementation as an online-learning system based on gradient
descent might provide such comparability in the future.
Although we tried to approximate real-world stimuli, the model input is less
complex than real video data, especially for the object recognition experi-
ments. For the results in Chapter 5, a homogeneous white background and
only one single object at a time was used. Cluttered backgrounds and mul-
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tiple objects might require the integration of attentional mechanisms into
the model as stated above. Furthermore, as all video data presented here
were artificially generated, applicability of the model to real video data has
not been shown yet. Although our place cell results were successfully repli-
cated for virtual reality data by an independent group, an implementation
for physical robots has proven more complex (personal communication with
S. Grünewälder, TU Berlin). In a simulated environment, all configura-
tion parameters are well-known and perfectly controlled, but this is not the
case for real robotics, where lighting conditions and room configurations can
change. If such changes occur on a slow timescale, our model would encode
such features, which can be very hard to identify. It remains to be shown if
our results can be reproduced ”in the real world”.
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