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ON HIGHER-ORDER SZEGO˝ THEOREMS WITH A
SINGLE CRITICAL POINT OF ARBITRARY ORDER
MILIVOJE LUKIC
Abstract. We prove the following higher-order Szego˝ theorems: if a
measure on the unit circle has absolutely continuous part w(θ) and
Verblunsky coefficients α with square-summable variation, then for any
positive integer m, ∫
(1− cos θ)m logw(θ)dθ
is finite if and only if α ∈ ℓ2m+2.
This is the first known equivalence result of this kind in the regime
of very slow decay, i.e. with ℓp conditions with arbitrarily large p. The
usual difficulty of controlling higher-order sum rules is avoided by a new
test sequence approach.
1. Introduction
A Borel probability measure µ on the unit circle ∂D whose support isn’t
a finite set corresponds bijectively to its sequence of Verblunsky coefficients
α = {αn}
∞
n=0 ∈ D
∞ [24]. The correspondence is given in terms of orthogonal
polynomials ϕn(z), degϕn = n, which are obtained by orthonormalizing the
sequence 1, z, z2, . . . with respect to µ and obey a recursion relation in terms
of αn,
ϕn+1(z) =
1√
1− |αn|2
(
zϕn(z)− α¯nz
nϕn(1/z¯)
)
.
Alternatively, one can construct from α a five-diagonal matrix on ℓ2(N0),
called a CMV matrix after [1], which is unitary and has µ as its spectral
measure. That construction shows that the correspondence between α and
µ is similar to the correspondence between a Jacobi matrix or Schro¨dinger
operator and its spectral measure, and puts this correspondence in the realm
of spectral theory.
Let us denote the Lebesgue decomposition of µ by
dµ = w(θ)
dθ
2π
+ dµs.
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Szego˝’s theorem [22, 23, 25] states that α ∈ ℓ2 is equivalent to∫
logw(θ)
dθ
2π
> −∞.
Such equivalence results, between an operator condition and a spectral mea-
sure condition, are rare in spectral theory and are of great interest. In the
last fifteen years, Szego˝’s theorem has been carried over to Schro¨dinger op-
erators by Deift–Killip [2] and Killip–Simon [7] and to Jacobi matrices by
Killip–Simon [6], and higher-order Szego˝ theorems have been the subject of
many papers [15, 11, 9, 10, 19, 16, 21, 4], but the general conjecture for
them remains unsolved.
Let δ denote the forward derivative on sequences,
(δα)n = αn+1 − αn.
Our main result is the following higher-order Szego˝ theorem.
Theorem 1.1. Assume that δα ∈ ℓ2. For any m ∈ N0, the condition∫
(1− cos θ)m logw(θ)
dθ
2π
> −∞ (1.1)
is equivalent to α ∈ ℓ2m+2.
Remark 1.1. The integral (1.1) is always well defined and never +∞ since
the positive part of the integrand is L1. This is because (1 − cos θ)m ≤ 2m
and logw(θ) ≤ w(θ) imply∫ (
(1− cos θ)m logw(θ)
)
+
dθ
2π
≤
∫
2mw(θ)
dθ
2π
≤ 2m. (1.2)
Theorem 1.1 is similar to results of Molchanov–Novitskii–Vainberg [15]
and Kupin [10] for Schro¨dinger and Jacobi operators, but those results are
only implications in one direction, from an operator condition to a conclusion
about the measure; moreover, [10] uses additional technical assumptions and
[15] concludes presence of a.c. spectrum but not an integral condition on it.
Theorem 1.1 is the first known equivalence statement of this kind with ℓp
conditions with arbitrarily large p, and we expect that the ideas used here
can be extended to further improve our understanding of higher-order Szego˝
theorems, not only for CMV matrices but also for Jacobi and Schro¨dinger
operators.
Theorem 1.1 is a special case of the following conjecture of Simon [19].
Conjecture 1.2 ([19, Section 2.8]). For any m ∈ N0, (1.1) is equivalent to
α ∈ ℓ2m+2 and δmα ∈ ℓ2.
Besides Szego˝’s theorem (m = 0), Conjecture 1.2 has been proved for
m = 1 by Simon [19] and for m = 2 by Simon–Zlatosˇ [21]. Golinskii–
Zlatosˇ [4] have proved a partial equivalence for any m ∈ N0: if α ∈ ℓ
4,
then (1.1) is equivalent to δmα ∈ ℓ2. However, none of these previous
results go beyond ℓ6 conditions, since they rely on manual manipulations of
SZEGO˝ THEOREMS WITH A CRITICAL POINT OF ARBITRARY ORDER 3
an expression involving α (see (2.1), (2.2) below) and this expression very
quickly becomes prohibitively complicated.
Our result can also be motivated from a different point of view, by a result
from Lukic [12], which is an extension of Jacobi matrix results of Denisov [3]
and Kaluzhny–Shamis [5].
Theorem 1.3 ([12]). If δα ∈ ℓ2 and limn→∞ αn = 0, then for every closed
arc I ⊂ ∂D \ {1}, ∫
I
logw(θ)
dθ
2π
> −∞.
From this point of view, integrability of logw away from θ = 0 is given
and Theorem 1.1 relates behavior around the critical point θ = 0 to decay
properties of α.
We rely on the approach of [19, 21, 4] and in particular a formula of [4]
that expresses the integral (1.1) in terms of the Verblunsky coefficients. We
avoid the limitations of this approach by only using it to prove the following.
Theorem 1.4. Assume that δα ∈ ℓ2. For any m ∈ N0, there is an l ∈ N
with l ≤ m+ 1 such that the condition (1.1) is equivalent to α ∈ ℓ2l.
It then remains to show that l = m + 1, for which we use a new test
sequence approach. We rely on the following result about the asymptotic
behavior of the a.c. part of the measure near the critical point.
Theorem 1.5. Assume that δα ∈ ℓ1. If α ∈ ℓp for some p ∈ N, then
suppµs ⊂ {1}, w(θ) is strictly positive and continuous on e
iθ ∈ ∂D \ {1},
and
|logw(θ)| = O
(
1
|θ|p−1
)
, θ → 0.
Given these two results, the proof of Theorem 1.1 is almost immediate.
Proof of Theorem 1.1. Pick α to be a sequence of Verblunsky coefficients
with δα ∈ ℓ1 and α ∈ ℓ2m+1 \ ℓ2m; for instance, take
αn = (n+ 2)
−1/(2m). (1.3)
By Theorem 1.5, |logw(θ)| = O(|θ|−2m), so (1.1) holds.
By Theorem 1.4, (1.1) is equivalent to α ∈ ℓ2l for some l ∈ N with
l ≤ m + 1. The measure corresponding to Verblunsky coefficients (1.3)
obeys (1.1) but α /∈ ℓ2m, so l > m. Thus, l = m+ 1. 
We think of Theorem 1.1 as a first application of this test sequence ap-
proach and hope that this approach can be used to make further progress
on higher-order Szego˝ theorems.
Theorem 1.5 is related to Weidmann’s theorem [26, 17], which states that
δα ∈ ℓ1 and limn→∞ αn = 0 imply that suppµs ⊂ {1} and w(θ) is continuous
and strictly positive on ∂D \ {1}. Theorem 1.5 describes the asymptotic
behavior at the critical point θ = 0 in terms of decay of α, providing a
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sort of refinement of Weidmann’s theorem. In a sense, Theorem 1.5 is to
Weidmann’s theorem what Theorem 1.1 is to Theorem 1.3.
Regarding our discussion around Conjecture 1.2, we should note that [19]
contains a more general conjecture than what we cited, with (1 − cos θ)m
replaced by an arbitrary nontrivial nonnegative trigonometric polynomial.
In fact, [21, 4] contain partial results towards the more general conjecture.
However, in [14], we have disproved the general conjecture, proposing also
a modification of the conjecture. The phenomenon that breaks the general
conjecture depends on multiple zeros of the trigonometric polynomial, so it
has no bearing to the cases in this paper.
In Section 2, we prove Theorem 1.4. In Section 3, we prove Theorem 1.5,
using the method of [13].
Since the proof of Theorem 1.1 only uses real-valued, power-law decaying
test sequences (1.3), a referee has pointed out that for such sequences, one
can use Geronimus relations and results of Kreimer–Last–Simon [8] to obtain
exact asymptotics of logw(θ) as θ → 0, thereby circumventing Theorem 1.5.
We explain this approach in Section 4.
If, in the future, this test sequence approach is successfully implemented
to higher-order Szego˝ theorems with multiple critical points, the natural
test sequences to use will be Wigner–von Neumann type potentials, of the
type studied in [13]. Theorem 1.5 can easily be extended to the full class
of potentials studied in [13], but only gives one-sided estimates of the as-
ymptotic behavior at critical points. The alternative approach gives exact
asymptotics for (1.3), but the method of [8] has not been extended to more
general Wigner–von Neumann type potentials. Therefore, at the current
state of knowledge, we believe that it is of interest to have both approaches
explained in this paper. We consider it an interesting open problem to
extend the analysis of [8] to more general Wigner–von Neumann type po-
tentials, which have one or more critical points inside the essential spectrum,
and to understand the asymptotic behavior of the a.c. part of the measure
near those critical points as well as near the endpoints ±2 of the essential
spectrum.
We are grateful to the referees for useful comments and, especially, for
pointing out the alternative approach.
2. Proof of Theorem 1.4
Let us begin by noting that the trigonometric polynomial
(1− cos θ)m =
m∑
k=−m
bke
−ikθ
has b−k = bk ∈ R since it is even and real-valued, and
b0 =
∫ 2pi
0
(1− cos θ)m
dθ
2π
> 0.
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To investigate finiteness of the integral
Z(µ) =
∫
(1− cos θ)m logw(θ)
dθ
2π
,
we use a formula of Golinskii–Zlatosˇ [4, Theorem 3.3],
Z(µ) =
∞∑
n=0
g(αn−m, . . . , αn) (2.1)
where g is given by
g(αn−m, . . . , αn) = Re

b0 log(1− |αn|2) + m∑
l=1
l∑
k=1
∑
t∈Sl,k
blN(t)
k∏
j=1
αn−t2j−1 α¯n−t2j

 .
(2.2)
In this formula, we use the standard convention that α−1 = −1 and αn = 0
for n ≤ −2. Sl,k ⊂ {0, 1, . . . , l}
2k is a set of 2k-tuples, and N(t) are real-
valued constants; [4] gives descriptions of the sets and constants, which we
do not repeat since we won’t need such detailed information. All we need is
that, apart from the logarithmic term, this is a finite sum of k-fold products
with k ≤ m, which are multiplied by real constants.
We now set out to prove that we can replace each k-fold product in (2.2)
by |αn|
2k with a finite error on Z(µ). The motivation is simple: if δα
is small, then the errors introduced by replacing αn+ti by αn will also be
small. Indeed, if we knew that δα ∈ ℓ1, this would be trivial, since such
replacements would introduce ℓ1 errors in (2.2). Using only δα ∈ ℓ2, this
turns out to still be true, but the argument is more involved and uses the
fact that (2.2) depends only on the real part of the product. It also uses
a telescoping argument, so the error will be summable but not necessarily
absolutely summable.
Lemma 2.1. Let t ∈ {0, 1, . . . , l}2k. Then for any α ∈ D∞ which obeys
δα ∈ ℓ2 and limn→∞ αn = 0, the series
∞∑
n=0

Re k∏
j=1
αn−t2j−1 α¯n−t2j − |αn|
2k

 (2.3)
is convergent.
This lemma is the main technical step in our proof. For its proof, we need
some preliminary inequalities.
Lemma 2.2. (i) For any z1, . . . , zk, z
′
1, . . . , z
′
k ∈ D,
|z1 · · · zk − z
′
1 · · · z
′
k| ≤ k max
j∈{1,...,k}
|zj − z
′
j |.
(ii) For any z1, . . . , zk ∈ D,∣∣∣∣zk1 + · · · + zkkk − z1 · · · zk
∣∣∣∣ ≤ (k − 1)2 maxi,j∈{1,...,k}|zi − zj |2. (2.4)
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Proof. (i) This is immediate from the telescoping sum
z1 · · · zk − z
′
1 · · · z
′
k =
k∑
j=1
(zj − z
′
j)
j−1∏
i=1
zi
k∏
l=j+1
z′l.
(ii) Denote
P (z1, . . . , zk) =
zk1 + · · ·+ z
k
k
k
− z1 · · · zk.
We use (i) to estimate a partial derivative of P ,∣∣∣∣ ∂P∂zk
∣∣∣∣ = |zk−1k − z1 · · · zk−1| ≤ (k − 1) maxi,j∈{1,...,k}|zi − zj |.
Note that the right-hand side doesn’t increase if we replace zk by a value
between its previous value and z1. Thus, using the mean value theorem over
an interval of length |zk − z1|,
|P (z1, . . . , zk−1, zk)− P (z1, . . . , zk−1, z1)| ≤ (k − 1) max
i,j∈{1,...,k}
|zi − zj |
2.
Using this step k − 2 more times to replace zk−1, . . . , z2 by z1, using the
triangle inequality, and noting that P (z1, . . . , z1) = 0, we conclude (2.4). 
Proof of Lemma 2.1. Since ti, tj ∈ {0, . . . , l},
|αn−ti −αn−tj |
2 ≤

 l−1∑
q=0
|αn−q−1 − αn−q|


2
≤ l
l−1∑
q=0
|αn−q−1 −αn−q|
2. (2.5)
Denote βn =
∏k
j=1 αn−t2j−1 and β
′
n =
∏k
j=1 αn−t2j . By Lemma 2.2(i) and
(2.5),
|βn|
2+ |β′n|
2−2Reβnβ¯
′
n = |βn−β
′
n|
2 ≤ (k−1)2l
l−1∑
q=0
|αn−q−1−αn−q|
2. (2.6)
By Lemma 2.2(ii) applied to zj = |αn−t2j |
2,∣∣∣∣∣∣|βn|2 −
1
k
k∑
j=1
|αn−t2j |
2k
∣∣∣∣∣∣ ≤ (k − 1)2 maxi,j∈{1,...,k}
∣∣|αn−t2i |2 − |αn−t2j |2∣∣2 .
Since ||z|2 − |w|2| ≤ 2|z − w| for z, w ∈ D, using (2.5) we conclude∣∣∣∣∣∣|βn|2 −
1
k
k∑
j=1
|αn−t2j |
2k
∣∣∣∣∣∣ ≤ 4(k − 1)2l
l−1∑
q=0
|αn−q−1 − αn−q|
2 (2.7)
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The analogous result holds for |β′n|
2 by the same proof. Combining those
with (2.6), we conclude that
∞∑
n=0
∣∣∣∣∣∣Re
k∏
j=1
αn−t2j−1 α¯n−t2j −
1
2k
2k∑
i=1
|αn−ti |
2k
∣∣∣∣∣∣ ≤
9
2
(k − 1)2l2‖δα‖22. (2.8)
It remains to replace each ti by 0. It is in this step that we lose absolute
convergence. Since αn → 0, the following is a convergent telescoping series:
∞∑
n=0
(|αn−ti |
2k − |αn|
2k) =
ti−1∑
n=0
|αn−ti |
2k = 1.
Combining this with (2.8) completes the proof. 
In the next lemma we apply this to the function g of (2.2).
Lemma 2.3. There exists a power series in |αn|
2 convergent on D,
f(αn) =
∞∑
k=1
ck|αn|
2k, (2.9)
such for any α ∈ D∞ which obeys δα ∈ ℓ2 and limn→∞ αn = 0, the series
∞∑
n=0
(g(αn−m, . . . , αn)− f(αn)) (2.10)
is convergent. Moreover, cm+1 < 0.
Proof. Since blN(t) ∈ R, we can apply Lemma 2.1 to compare any k-fold
product in (2.2) to |αn|
2k. We then collect same powers of |αn| to compare
the entire sum in (2.2) with
m∑
k=1
dk|αn|
2k
for some d1, . . . , dm ∈ R. This proves that (2.10) is convergent with
f(αn) = b0 log(1− |αn|
2) +
m∑
k=1
dk|αn|
2k.
The proof is completed by using b0 > 0 and
log(1− |αn|
2) = −
∞∑
k=1
1
k
|αn|
2k. 
Proof of Theorem 1.4. If (1.1) holds, then w > 0 for Lebesgue-a.e. θ so, by
Rakhmanov’s theorem [18],
lim
n→∞
αn = 0. (2.11)
If α ∈ ℓ2l, (2.11) holds trivially. Thus, both sides of the equivalence imply
(2.11), so we may work under that assumption.
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Let l be given by the condition that cl is the first non-zero coefficient in
the series (2.9). Since cm+1 6= 0, it follows that l ≤ m+ 1.
We first prove by contradiction that cl < 0. Assume cl > 0. Since
lim
n→∞
f(αn)
cl|αn|2l
= 1, (2.12)
for any sequence α /∈ ℓ2l with δα ∈ ℓ2 and (2.11), (2.10) would imply
Z(µ) = +∞, which contradicts Remark 1.1.
Thus, cl < 0. Using (2.12) and applying the limit comparison test again,
together with (2.10), implies that Z(µ) > −∞ is equivalent to α ∈ ℓ2l. 
3. Proof of Theorem 1.5
We will explain how Theorem 1.5 follows from estimates implicit in [13],
summarizing the method but referring to that paper for details.
The proof uses Pru¨fer variables for the unit circle, which are defined for
z = eiη with η ∈ R by rn(η) > 0, θn(η) ∈ R, and
ϕn(e
iη) = rn(η)e
i[nη+θn(η)]. (3.1)
A special case of the result in [13] is that, under the assumptions of The-
orem 1.5, log rn(η) converges as n → ∞ uniformly on intervals away from
η = 0. Thus, by Bernstein–Szego˝ approximations,
logw(η) = −2 lim
n→∞
log rn(η), η ∈ (0, 2π). (3.2)
To characterize the asymptotic behavior of w as η → 0, we must take a closer
look at the method in [13]. The estimates used there to prove existence of
the limit (3.2) also give a bound on the limit.
The Szego˝ recursion relation implies a first order recurrence relation for
the Pru¨fer variables,
log
rn+1
rn
+ i(θn+1−θn) = log(1− α¯ne
−i[(n+1)η+2θn])− 12 log(1−|αn|
2). (3.3)
Taking the real part, summing in n, and using r0 = 1, we investigate con-
vergence of
log rN = Re
N−1∑
n=0
(
log(1− α¯ne
−i[(n+1)η+2θn])− 12 log(1− |αn|
2)
)
(3.4)
as N → ∞. By expanding the logs in (3.4) and ignoring terms of order
O(|αn|
p) (which are summable uniformly in η since α ∈ ℓp), the goal becomes
to control a finite linear combination of sums of the form
N−1∑
n=0
αInα¯
J
ne
i(I−J)[(n+1)η+2θn ] (3.5)
with I − 1 ≥ J ≥ 0 and I + J < p. We control such terms by a more
quantitative version of [13, Lemma 6.1].
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Lemma 3.1. Let k ∈ Z and φ ∈ [0, 2π), with k and φ not both equal to 0.
If {eiφnΓn}
∞
n=0 has bounded variation and Γn → 0, and functions f(η), g(η)
are such that
g(η) =
f(η)
e−i(kη−φ) − 1
,
then the series
S =
∞∑
n=0
(
f(η)Γne
ik[(n+1)η+2θn] − g(η)Γne
ik[(n+1)η+2θn]
(
e2ik(θn+1−θn) − 1
))
is convergent and
|S| ≤ 2|g(η)|
∞∑
n=0
|eiφΓn+1 − Γn|.
Proof. If we take the partial sum
∑N−1
n=M , algebraic manipulations bring it
to the form
g(η)
(
N−1∑
n=M
eiφΓne
ik[nη+2θn] −
N−1∑
n=M
Γne
ik[(n+1)η+2θn+1]
)
.
Changing the index n to n + 1 in the first sum and recombining them, we
see that this is equal to
g(η)
(
eiφΓMe
ik[Mη+2θM ] − ΓN−1e
ik[Nη+2θN ] +
N−2∑
n=M
(
eiφΓn+1 − Γn
)
eik[(n+1)η+2θn+1]
)
so it is bounded in absolute value by
|g(η)|
(
|ΓM |+ |ΓN−1|+
N−2∑
n=M
|eiφΓn+1 − Γn|
)
.
The claim now follows easily if we use
|ΓL| =
∣∣∣∣∣
∞∑
n=L
(eiφ(n+1)Γn+1 − e
iφnΓn)
∣∣∣∣∣ ≤
∞∑
n=L
|eiφΓn+1 − Γn|. 
In our method, the term (3.5) appears multiplied by a factor denoted
fI,J,I−J,0(η; 0, . . . , 0; 0, . . . , 0) in the notation of Sections 8–9 of [13]. By
Lemma 3.1, the difference between it and
gI,J,I−J,0(η; 0, . . . , 0; 0, . . . , 0)
N−1∑
n=0
αInα¯
J
ne
i(I−J)[(n+1)η+2θn ]
(
e2i(I−J)(θn+1−θn) − 1
)
(3.6)
is bounded uniformly in N and in eiη ∈ ∂D. The factor e2i(I−J)(θn+1−θn)− 1
is of order O(|αn|) and can also be written down as a sum of terms of the
form (3.5), which is used to drive an iterative scheme: replacing (3.5) by
(3.6), using (3.3) to write (3.6) as a finite linear combination of sums of
the form (3.5) with strictly greater I + J , and iterating; see [13] for details.
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From the recurrence relations for f ’s and g’s ((8.10) and (8.13) of [13]) it
follows by induction that as η → 0,
fI,J,I−J,0(η; 0, . . . , 0; 0 . . . , 0) = O(|η|
−(I+J−1)),
gI,J,I−J,0(η; 0, . . . , 0; 0 . . . , 0) = O(|η|
−(I+J)).
Our estimate of log rN uses g’s with I+J ≤ p−1, which are all O(|η|
1−p). In
the end, there are remaining terms containing p-fold products of α’s, which
are summable by α ∈ ℓp; they are preceded by f ’s with I + J ≤ p, which
are also all O(|η|1−p). Thus, the proof is complete.
4. Asymptotic behavior of the a.c. part of the measure for
real-valued power-law decaying Verblunsky coefficients
We begin by reviewing the basic properties of two useful transformations
of measures on the unit circle: sieving and the Szego˝ mapping. See [19,
Section 1.6] and [20, Section 13.1], respectively, for details.
If µ is a probability measure on ∂D and N a positive integer, the sieved
measure µ{N} is given by
dµ{N}(θ) =
1
N
dµ(Nθ).
Its Verblunsky coefficients, α
{N}
n , are given in terms of the original Verblun-
sky coefficients as
α{N}n =
{
α(n−N+1)/N n ≡ N − 1 (mod N)
0 n 6≡ N − 1 (mod N)
We now describe the Szego˝ mapping. Let γ be a probability measure
supported on [−2, 2]. The Szego˝ mapping relates γ to a probability measure
ν supported on ∂D which is symmetric with respect to complex conjugation
(θ 7→ −θ) and such that for Borel functions g : [−2, 2]→ R,∫
[0,2pi]
g(2 cos θ)dν(θ) =
∫
[−2,2]
g(x)dγ(x).
If dγ(x) = f(x)dx+ dγs and dν(θ) = v(θ)
dθ
2pi + dνs are Lebesgue decomposi-
tions of γ and ν, then
v(θ) = 2π|sin θ|f(2 cos θ). (4.1)
Geronimus discovered that the Jacobi parameters {an, bn}
∞
n=1 of γ can be
expressed in terms of Verblunsky coefficients {βn}
∞
n=0 of ν, as
a2n+1 = (1− β2n−1)(1− β
2
2n)(1 + β2n+1)
bn+1 = (1− β2n−1)β2n − (1 + β2n−1)β2n−2
with the convention β−1 = −1.
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These two constructions combine nicely. Let us start with the measure
µ with real-valued Verblunsky coefficients {αn}
∞
n=0, take ν = µ
{2} and the
measure γ on [−2, 2] which corresponds to ν via the Szego˝ mapping. It has
a2n+1 = (1− αn−1)(1 + αn)
and bn = 0.
In particular, if
αn = (n+ 2)
−τ
for some τ ∈ (0, 1), it is easy to see that an ≤ an+1 ≤ 1 and limn→∞ an = 1,
so the measure γ is exactly of the form considered in Section 3 of Kreimer–
Last–Simon [8]. They introduce for x ∈ (−2, 2) the integer
N(x) = sup{n ∈ N | 2an ≤ |x|}
as well as
γn(x) = arccosh
|x|
2an
, for n ≤ N(x),
and they prove that∣∣∣∣∣∣−
1
2
log f(x)−
N(x)∑
n=1
γn(x)
∣∣∣∣∣∣ ≤ C + logN(x)− log(aN(x)+2 − aN(x)+1)
for some x-independent constant C.
Since an behaves asymptotically as
2− 2an = n
−2τ +O(n−τ−1), n→∞,
and
an+2 − an+1 ∼ τ(n+ 2)
−1−2τ ,
we conclude that
N(x) ∼ (2− |x|)1/(2τ), x→ ±2
and therefore∣∣∣∣∣∣−
1
2
log f(x)−
N(x)∑
n=1
γn(x)
∣∣∣∣∣∣ = O(log(2− |x|)), x→ ±2.
Denoting δ = 2− |x| and δn = 2− 2an − δ, we can write
N(x)∑
n=1
γn(x) =
N(x)∑
n=1
F
(
δn
2− δ
)
where F (z) = arccosh(1/(1− z)). Using the Taylor expansion of F (z) simi-
larly to the Example 5.3 of [8], we can conclude that
log f(x) ∼ −2
N(x)∑
n=1
γn(x) ∼ C(2− |x|)
1/2−1/(2τ) , x→ ±2.
12 MILIVOJE LUKIC
Using (4.1), this implies that for the original measure on ∂D,
logw(θ) ∼ C|sin θ|1−1/τ , θ → 0.
Thus, sin2m θ logw(θ) is integrable if and only if 1/τ < 2m + 2. Since
α ∈ ℓ2m+2 if and only if 1/τ < 2m+ 2, this provides an alternative proof of
Theorem 1.1 given Theorem 1.4.
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