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Abstract
We discuss a general Bayesian framework on modelling multidimensional function-valued
processes by using a Gaussian process or a heavy-tailed process as a prior, enabling us to
handle nonseparable and/or nonstationary covariance structure. The nonstationarity is intro-
duced by a convolution-based approach through a varying kernel, whose parameters vary along
the input space and are estimated via a local empirical Bayesian method. For the varying an-
isotropy matrix, we propose to use a spherical parametrisation, leading to unconstrained and
interpretable parameters. The unconstrained nature allows the parameters to be modelled as
a nonparametric function of time, spatial location or other covariates. Furthermore, to extract
important information in data with complex covariance structure, the Bayesian framework can
decompose the function-valued processes using the eigenvalues and eigensurfaces calculated
from the estimated covariance structure. The results are demonstrated by simulation studies
and by an application to real data.
Keywords: Covariance separability; Function-valued process; Gaussian process; Nonstationary
covariance structure; Unconstrained parametrisation
1 Introduction
In multidimensional (or multiway) functional data analysis, we assume that the observed data are
realisations of an underlying random process X(t), t ∈ T ⊂ RQ, which has mean function µ(t)
and covariance function k(t, t′) = Cov [X(t), X(t′)].
The accurate estimate of the covariance function, which is one of the key steps in functional
principal components analysis (FPCA) and other inference methods for functional data analysis
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(Ramsay and Silverman, 2005), is a challenging task. When the dimension of the input space is
Q = 2, the covariance function depends on four arguments and, in the case of sparse designs,
nonparametric estimation may suffer from the curse of dimensionality and slow computing. These
difficulties are rapidly aggravated as Q becomes larger.
In order to address these issues, many models for two-way functional data (e.g. Chen and
Mu¨ller (2012); Allen et al. (2014); Chen et al. (2017)) and spatiotemporal data (Banerjee et al.
(2015) and references therein) assume that the covariance function k(t, t′) is separable. In other
words, they assume that the covariance function can be factorised into the product between Q
covariance functions, each one corresponding to one direction.
Besides reducing computational costs and offering attractive interpretation, the separability as-
sumption is also useful because it makes easier to guarantee positive definiteness of the covariance
function. However, it does not allow any interaction between the inputs in the covariance structure,
and this motivated the recent interest in developing hypothesis tests for separability (Aston et al.,
2017; Constantinou et al., 2017; Cappello et al., 2018).
Although general classes of nonseparable covariance functions were proposed almost two dec-
ades ago (Cressie and Huang, 1999; Gneiting, 2002; De Iaco et al., 2002; Stein, 2005), they are
restricted to the scope of stationarity.
In this paper, we discuss a general Bayesian framework on modelling function-valued processes
by using a Gaussian process (GP) or other heavy-tailed processes as a prior, allowing nonseparable
and/or nonstationary covariance structure. The nonstationarity is defined by a convolution-based
approach (Higdon et al., 1999) via a varying kernel. In the case of Gaussian kernel, the nonstation-
ary covariance structure can be simply defined by a varying anisotropy matrix. A local empirical
Bayesian approached is used to estimate the hyperparameters involved in the models, including
both fixed and varying coefficients.
The Bayesian framework provides an efficient approach for obtaining predictive distribution
for the unknown underlying regression functions of the processes; in the meantime, it can also
decompose the function-valued processed using the eigenvalues and eigensurfaces calculated from
the estimated covariance structure. A finite number of the eigensurfaces can be used to extract
some most important and interpretable information involved in different types of data with complex
structure in the spirit of functional principal component analysis. Nonstationarity and interaction
among the coordinates of the input can be captured via this flexible approach.
In Section 2, we will give a brief introduction on how to define a Bayesian process model for
function-valued processes, followed by defining nonstationary covariance structure by a varying
kernel or a varying anisotropy matrix in the case of Gaussian kernel via a convolution based ap-
proach. A parametrisation method will be discussed and used to model the varying anisotropy
matrix, and a local Empirical Bayesian approach will be used to estimate all the hyperparameters
included in the covariance structure. The predictive distribution and decomposition of the random
processes are discussed in Section 3. Some asymptotic theory will also be provided in the section.
Simulation studies and real data examples are presented in Section 4 and 5. Finally, we will give a
brief discussion in Section 6.
2
2 Function-valued processes with nonseparable and/or nonstation-
ary covariance structure
2.1 Bayesian process models
Let us consider the following nonlinear functional regression model or a process regression model:
X(t) = f(t) + ε(t), ε(t) ∼ N(0, σ2ε), (1)
where t ∈ T ⊂ RQ and the unknown nonlinear regression function f is a mapping f(·) : RQ →
R. The additive noise ε(t) is assumed to have normal distribution, but it could have a different
distribution (e.g. generalised Gaussian process regression models in Wang and Shi (2014)).
A variety of models has been proposed to estimate the unknown function f . Popular models are
based on the approximation f(t) =
∑J
j=1 αjφj(t), where φj are basis functions (e.g. smoothing
splines (Wahba, 1990)). One of the major difficulties of these frequentist approaches is the curse
of dimensionality problem in the estimation process when t is multidimensional.
From the Bayesian perspective, the function f is treated as an unknown process (an unknown
random function defined in a functional space analogue of a random unknown parameter defined
in a conventional Bayesian approach). Therefore, we need to specify a prior distribution over the
(random) function f to make probabilistic inference about f . One way to do that is by using a
Gaussian process (GP) prior.
The Gaussian process (see e.g. O’Hagan and Kingman (1978); Rasmussen and Williams
(2006); Shi and Choi (2011)) is defined as a stochastic process parametrised by its mean function
µ(·) : T → R, µ(t) = E[f(t)],
and its covariance function
k(·, ·) : T 2 → R, k(t, t′) = Cov[f(t), f(t′)].
From now on, we will write the GP as
f(·) ∼ GP(µ(·), k(·, ·)). (2)
GP can be seen as a generalisation of the multivariate Gaussian distribution to the infinite-
dimensional case. When we use a GP prior (2) for the random function f , (1) is referred to as
Gaussian process regression (GPR) model. In this case, for any finite n and t1, . . . , tn ∈ T , the
joint distribution of x =
(
x(t1), . . . , x(tn)
)T in eq. (1) is an n-variate Gaussian distribution with
mean vector µ =
(
µ(t1), . . . , µ(tn)
)T and covariance matrix Ψn whose (i, j)-th entry is given by[
Ψn
]
ij
= k(ti, tj) + δijσ
2
ε , i, j = 1, . . . , n, where δij = 1 if i = j and 0 otherwise.
As we will focus on the covariance structure, we will use the mean function estimated via local
linear smoother as it is commonly made in FDA (e.g. Yao et al. (2005)). Other mean models can
also be used.
GPR models have become popular for a number of reasons. Firstly, a wide class of nonlinear
functions f can be modelled by choosing a suitable prior specification for k(·, ·). Other prior
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distributions can be used for robust heavy-tailed processes (Shah et al., 2014; Wang et al., 2017;
Cao et al., 2018). This enables us to estimate the covariance structure directly based on the data.
In addition, the applicability of GPR models can be readily extended to random process defined
on dimensions higher than two. Finally, these models allow to easily quantify the variability of
predictions.
Many recent developments have been made in GPR analysis, including variational GP (Tran
et al., 2015), distributed GP (Deisenroth and Ng, 2015), manifold GP (Calandra et al., 2016), lin-
early constrained GP (Jidling et al., 2017), convolutional GP (van der Wilk et al., 2017), and deep
GP (Dunlop et al., 2018). Some studies investigate connections between GPs with frequentist ker-
nel methods based on reproducing kernel Hilbert spaces (Kanagawa et al., 2018). Finally, many
extensions and adaptations have been suggested to apply GPR models to different types of data,
such as big data (Liu et al., 2018), binary times series (Sung et al., 2017), large spatial data (Zhang
et al., 2019), and mixed functional and scalar data in nonparametric functional regression (Wang
and Xu, 2019).
The covariance function k(t, t′) plays a key role in the Bayesian process models (1) and (2).
When the input t is one- or two-dimensional, we can use either a nonparametric covariance (see
e.g. Hall et al., 2008) or a parametric one. A typical parametric stationary covariance function for
the random process X(t) = f(t) + ε(t) is of the form
Cov [X(t), X(t+ h)] = σ2g
(√
hTBh
)
+ σ2εδh, (3)
where g is a valid correlation function, B is the anisotropy matrix, and δh = 1 if h = 0 and
δh = 0 otherwise. Suppose that B = diag(b1, . . . , bQ). The hyperparameters σ2, σ2ε and 1/bq
are called the signal variance, the noise variance and the lenght-scale parameters, respectively. In
spatial statistics, these hyperparameters are called the partial sill, the nugget effect and the range
parameters, respectively (Banerjee et al., 2015). The value of σ2 controls the vertical scale of
variation of f .
The diagonal elements of B, usually called decay parameters, control how quickly the function
f varies on each coordinate direction. The larger the value, the quicker is the variation of f towards
the related direction. The off-diagonal elements ofB may be non-zero. If bpq 6= 0, we say that there
exists interaction between the coordinate directions tp and tq and covariance functions of the form
(3) become nonseparable. Large values of σ2ε and of bq both result in more fluctuation of X over
t. The estimated values of these two hyperparameters, however, indicate whether the fluctuation of
X over t is explained by the signal f or by the noise ε.
The specification of the covariance function is important because it fixes the properties (e.g.
stationarity, separability) of the underlying function f that we want to infer. Several families of
stationary covariance functions can be chosen, such as the powered exponential, rational quadratic,
and Mate´rn families (Shi and Choi, 2011). Each family has adjustable parameters which allows
separate effects for each coordinate in t and can be inferred from the data. Selection of covariance
functions is discussed in Rasmussen and Williams (2006) and Shi and Choi (2011).
When t is multi-dimensional, a general nonparametric covariance cannot usually be used due
to the curse of dimensionality. One way to address the problem is to assume a separable covariance
function
k(t, t′) = k1(t1, t′1) · · · kQ(tQ, t′Q), (4)
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that is, if it can be factorised into the product between covariance functions, each one corresponding
to one dimension, then it can be modelled nonparametrically (see e.g. Chen et al., 2017; Rougier,
2017).
In this paper, we propose a semiparametric approach for the estimation of a flexible covariance
function in such way we can relax the assumptions of stationarity and separability. The nonstation-
arity over t is defined by a convolution-based approach via a varying kernel, whose parameters
are modelled nonparametrically. In particular, we propose to use a suitable parametrisation for the
varying anisotropy matrix, allowing unconstrained estimation.
2.2 Nonstationary covariance functions
The linear covariance function k(t, t′) =
∑Q
q=1 aqtqt
′
q (Shi and Choi, 2011) is an example of
nonstationary covariance function. Its simplicity, though, is of limited use for modelling complex
covariance structures and it is often used together with other covariance functions (e.g. Wang and
Shi (2014)).
A popular strategy to deal with nonstationarity in spatial statistics literature is through deform-
ation (Sampson and Guttorp, 1992). The idea is to transform the geographical space into another
space where stationarity holds. The choice of a suitable transformation is a challenging task. In
addition, this approach requires independent replications of the spatial process.
Higdon et al. (1999) propose a constructive, convolution-based approach to account for non-
stationarity in the covariance function. A spatial process f(·) is represented as the convolution of a
Gaussian white noise process z(·) with a kernel kt, that is,
f(t) =
∫
RQ
kt(u)z(u)du, (5)
where the nonstationarity is achieved by considering a spatially-varying kernel kt. The covariance
function of (5) takes the form
Cov
[
f(t), f(t′)
]
=
∫
RQ
kt(u)kt′(u)du (6)
and is positive definite provided that sup
∫
RQ kt(u)
2du <∞.
The convolution-based approach has become popular mainly because specifying a kernel which
satisfies the above condition is much easier than a covariance function directly. Higdon (2002)
suggests different process convolution specifications to build flexible space and space-time models.
Paciorek and Schervish (2006) show that the covariance function (6) is valid in every Euc-
lidean space RQ, Q = 1, 2, . . . . They also note that if we assume a Gaussian kernel kt(u) =
(2pi)−Q/2|Σ|−1/2 exp{− (1/2)(t− u)TΣ(t)−1(t− u)}, the covariance function of f(·) will be
Cov
[
f(t), f(t′)
]
= σ2|Σ(t)|1/4|Σ(t′)|1/4
∣∣∣∣Σ(t) + Σ(t′)2
∣∣∣∣−1/2 exp{−Qtt′}, (7)
where
Qtt′ = (t− t′)T
(
Σ(t) + Σ(t′)
2
)−1
(t− t′).
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A more general class for nonstationary covariance functions given by
Cov
[
f(t), f(t′)
]
= σ(t)σ(t′)|Σ(t)|1/4|Σ(t′)|1/4
∣∣∣∣Σ(t) + Σ(t′)2
∣∣∣∣−1/2g(√Qtt′), (8)
where g(·) is an valid isotropic correlation function.
Even if the anisotropy matrix is assumed to be constant (Σ(t) = Σ), the covariance function
(8) is also nonstationary. In this special case, the nonstationarity is introduced through scaling of a
stationary process (Banerjee et al., 2015, Section 3.2). In other words, if a stationary process V (t)
has mean 0, variance 1 and correlation function ρ, then Z(t) = σ(t)V (t) is a nonstationary process
with covariance function Cov [Z(t), Z(t′)] = σ(t)σ(t′)ρ(t− t′). The composite Gaussian process
model (Ba and Joseph, 2012) also uses this idea to allow varying volatility.
The anisotropy matrix Σ(t), though, measures how quickly varying is the fluctuation of the
random processes over t and one may want to allow it to vary over t. Both σ(·) and Σ(·) can also
vary over τ ∈ T ∗ ⊂ RQ∗ , where Q∗ ≤ Q. This τ can represent, for example, time or spatial
coordinates, accounting for time-varying or spatially-varying parameters, or both. This provides
a flexible way to model nonstationary and nonseparable covariance structure. We will use the
observed data to estimate the covariance structure nonparametrically. The details will be discussed
in the next subsection.
If g is, for example, a (squared) exponential function, it is easy to see that if and only if we
can factorise σ(t) = σ(t1) · · ·σ(tQ) and have zero off-diagonal elements in Σ(t), then a separable
covariance function (4) is obtained.
2.2.1 Parametrisation of the varying anisotropy matrix
We must ensure positive definiteness of the anisotropy matrix Σ(t) in (8). This can be done by
using different parametrisations. For example, Higdon (1998); Higdon et al. (1999); Risser and
Calder (2017) use geometrically-based parametrisations which capture local anisotropy by rotating
and stretching coordinate directions. Paciorek and Schervish (2006) suggest using a spectral de-
composition. However, these methods are either designed for some special cases or are difficult to
form interpretation about its elements.
Pinheiro and Bates (1996) present other five parametrisations for a covariance matrix, one of
which is the spherical parametrisation, a particularly interesting strategy because it provides direct
interpretation of parameters in terms of variances and correlations. We propose using the spherical
parametrisation for Σ(t) and interpret the parameters in terms of length-scale (to assess how rapidly
varying is the function f of eq. (1) in each coordinate direction) and direction of dependence (to
see potentially interaction between the coordinate directions).
As discussed above, the off-diagonal elements of Σ(t) have to be zero to produce a separable
covariance function. Therefore, a value which is distant from zero indicates nonseparable covari-
ance structure due to the interaction between the coordinate directions of t in the way the process
fluctuates over t.
We will consider the Cholesky decomposition
Σ(t) = Σ(τ ) = L(τ )TL(τ ),
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where L is an Q × Q upper triangular matrix (including the main diagonal). Positiveness of the
main diagonal entries of L ensures that Σ is positive definite.
We will follow closely the exposition of Pinheiro and Bates (1996) to explain the spherical
parametrisation. Let Lq denote the q-th column of L and `q denote the spherical coordinates of the
first q elements of Lq. Therefore, we have
[Lq]1 = [`q]1 cos([`q]2),
[Lq]2 = [`q]1 sin([`q]2) cos([`q]3),
. . . ,
[Lq]q−1 = [`q]1 sin([`q]2) · · · cos([`q]q),
[Lq]q = [`q]1 sin([`q]2) · · · sin([`q]q).
Let us define a diagonal matrix C whose diagonal entries are [Cqq] = [Σqq]
1/2. Then we can
write Σ in terms of a matrixR
Σ = C1/2RC1/2,
where Rqq = 1, q = 1, . . . , Q, and Rpq = ρpq, p 6= q. The parameter ρpq ∈ (−1, 1) measures the
direction of linear dependence between the coordinates p and q. If ρpq 6= 0 for some pair (p, q),
then the covariance function (8) is nonseparable. The value of Σqq can be interpreted as the length-
scale parameter and therefore measures how rapidly varying is the function f in (1) towards the
coordinate q.
We can show that Σqq = [`q]
2
1 and that ρ1q = cos([`q]2), q = 2, . . . , Q, with−1 < ρ1q < 1. This
means that we can interpret the values of L in terms of the length-scale parameters and directions
of dependence of Σ.
The spherical parametrisation is unique if
[`q]1 > 0, q = 1, . . . , Q,
[`q]p ∈ (0, pi), q = 2, . . . , Q, p = 2, . . . , q.
We can then easily proceed with an unconstrained estimation by defining a new vector of parameters
α including log([`q]1), q = 1, . . . , Q, and log
(
[`q]p /(pi − [`q]p)
)
, q = 2, . . . , Q, p = 2, . . . , q.
The upper triangular matrix L can be reparametrised by α. Each element αj = αj(τ ), for j =
1, . . . , Q(Q+ 1)/2, depends on τ if the covariance structure is nonstationary.
The unconstrained estimation of each element of α allows it to be modelled as a nonparametric
function of τ . The spherical parametrisation has some other advantages over other parametrisa-
tions in that: (i) it is uniquely defined and can be readily extended for any Q > 2, which is difficult
when implementing geometrically-based parametrisations; (ii) it has about the same computational
efficiency as the Cholesky parametrisation applied directly; (iii) it has less parameters to be estim-
ated than the spectral decomposition; (iv) we can make interpretations for the elements of L; and
(v) we can account for uncertainty on α, and consequently conduct inference on length-scale and
direction of dependence.
A geometrical interpretation of the spherical parametrisation can be seen in Rapisarda et al.
(2007). Other parametrisations based on Cholesky decomposition has been widely discussed.
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Zhang et al. (2015) mention that unconstrained nature of the parametrisation of the Cholesky factor
allows to represent angles of the spherical parametrisation via regression as functions of some
covariates, an idea also used by Pourahmadi (1999) and Leng et al. (2010) when parametrising
covariance matrices using a modified Cholesky decomposition.
If the covariance structure depends along one coordinate direction τ ⊂ R (i.e. Q∗ = 1, e.g.
time-varying parameters), many nonparametric methods can be used, e.g.
αj(τ) =
L∑
l=1
θjlBjl(τ), (9)
where B` form B-spline basis functions (de Boor, 2001). This representation ensures that the
resulting function is smooth but still very flexible as we can change the degree of the piecewise
polynomials and the number and location of knots. The locations of the knots are usually the
quantiles of τ , but they can be chosen differently; we can also allow discontinuities in derivatives
by repeating knots at the same location. The gain of adding more knots comes with the cost of
increasing the number of parameters to be estimated. Typically, the number of knots is chosen
by cross-validation. Some other methods can be used, e.g. Ba and Joseph (2012) use a Gaussian
kernel regression model.
For multidimensional τ ⊂ RQ∗ (useful to model spatially-varying parameters), we can con-
struct multivariate B-splines basis function by taking the product of the Q∗ univariate basis.
An alternative method is to use a Gaussian process to model each αj(τ ) using a parametric
covariance function. Let αji = αj(τ i), i = 1, . . . , n. Then we define
(αj1, . . . ,αjn) ∼ N
(
0,Kj(θj)
)
, (10)
whereKj is an n× n covariance matrix where its (i, i′)-th element is calculated by the covariance
function kj(τ i, τ i′ ;θj), depending on unknown parameter θj . In practice, we may use the same
covariance function for j = 1, . . . , Q and for j = Q + 1, . . . , Q(Q + 1)/2. This method can cope
with the large dimensional cases, i.e. Q∗ > 1.
2.2.2 Model learning
We now denote the covariance function constructed by (8) and the above parametrisation methods
by k(t, t′;θ) for any t, t′ ∈ RQ, where θ includes all the unknown parameters in (9) if B-splines
are used or in (10) if GPRs are used; in addition, θ includes log(σ2) in (7). We will use an empir-
ical Bayesian approach to estimate the unknown parameters and thus the nonstationary covariance
structure.
For a given set of observed data D = {x, t} = {(xi, ti1, . . . , tiQ), 1, . . . , n}, a GPR model for
(1) can be written as
xi|fi i.i.d.∼ N(fi, σ2ε), (11)
(f1, . . . , fn) ∼ GP
(
0, k(·, ·;θ)),
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where the covariance function k(·, ·;θ) may be nonstationary, constructed using the methods dis-
cussed above. Thus, the marginal distribution of x given θ is
p(x|θ) =
∫
p(x|f)p(f |θ)df ,
where p(x|f) = ∏ni=1 ζ(fi), with ζ(fi) denoting the normal probability density function with
mean fi and variance σ2ε , and f =
(
f(t1), . . . , f(tn)
)T ∼ N(0,Kn), where [Kn]ij = k(ti, tj),
i, j = 1, . . . , n. For convenience, θ includes the parameter σ2ε as well. For Gaussian data defined
in (11), the marginal distribution of x is N(0,Ψn), where Ψn = Kn + σ2εIn, the marginal log-
likelihood of θ is given by
L(θ|D) = −1
2
log |Ψn(θ)| − 1
2
x′Ψn(θ)−1x− n
2
log 2pi. (12)
The estimates of θ in (12) are called empirical Bayes estimates as they are obtained by using
observed data (Carlin and Louis, 2008).
To reduce the computational costs when calculating the determinant and the inverse of Ψn in
(12), we can instead using the local likelihood estimation (LLE) (Tibshirani and Hastie, 1987). In
the LLE, instead of maximising (12) directly, we maximise
Lk(θk|Dk) = −1
2
log |Ψ(θk)| − 1
2
x′kΨ(θk)
−1xk − nk
2
log 2pi (13)
locally, where k is the index of location tk. Estimates of θk are obtained by considering only the
data in the neighbourhood of tk, that is,Dk =
{
(xi, ti) : {||ti− tk|| < r}
}
, where r is a predefined
radius. Using the available observations in the neighbourhood of tk is important as the behaviour
of the covariance function near the origin determines properties of the process (Stein, 1999). Risser
and Calder (2017) suggest a mixture component approach in which they estimate the spatially
varying parameters θk, k = 1, . . . , kmax, locally and then, for any arbitrary location t, θk(t) is
obtained by averaging, respectively, θk, k = 1, . . . , kmax, with a weight function depending on the
distance between tk and t.
A special case is when the nonstationarity depends on one coordinate direction as discussed
around equation (9). We can use B-spline basis functions and then estimate the corresponding
coefficients θjl. In practice, we may simply estimate θj locally for some locations via (13) (i.e.
assuming θj is a constant in a neighbourhood of the locations) and then regress these estimates to
obtain smooth functions θj(τ ) for any τ ∈ RQ∗ , using a nonparametric approach, e.g. B-splines.
3 Prediction and decomposition of function-valued processes
3.1 Bayesian prediction and decomposition
Let us consider the GPR model (11). The posterior distribution p(f |D, σ2ε) is a multivariate Gaus-
sian distribution with E [f |D, σ2ε ] = Kn(Kn + σ2εIn)−1x and Var [f |D, σ2ε ] = σ2εKn(Kn +
σ2εIn)
−1.
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The marginal distribution of x is N(0,Ψn), where Ψn = Kn+σ2εIn. Therefore, we can easily
make predictions of test data at locations t given the observed data D. The posterior distribution
p(f(t)|D) also has multivariate normal distribution with
E [f(t)|D] = kTn(t)(Kn + σ2εIn)−1x, (14)
Var [f(t)|D] = k(t, t)− kTn(t)(Kn + σ2εIn)−1kn(t),
where x =
(
x(t1), . . . , x(tn)
)T,Kn = (k(ti, tj))n×n, kn(t) = (k(t1, t), . . . , k(tn, t))T.
However, the predictive distribution becomes much more complicated for non-Gaussian data
(see e.g. Wang and Shi (2014)). We may therefore consider using the decomposition methods
detailed below.
Once estimated the covariance function k(·, ·), we can estimate the corresponding eigenfunc-
tions φ(·) via Nystro¨m method for approximating eigenfunctions. Then a finite GPR approximation
can be obtained as in (15) by using only the first J eigenfunctions. This allows us to make pre-
dictions at any arbitrary location t given observed data x and a finite number of components φ(·)
similarly as in FPCA:
X(t) = µ(t) +
∞∑
j=1
ξjφj(t), (15)
where µ is the mean function and ξj are uncorrelated random variables and φj are eigenfunctions
of the covariance operator of X (Karhunen-Loe´ve expansion), i.e. φj are solutions to the equation∫
k(t, t′)φ(t′)dt′ = λφ(t).
The decomposition (15) is especially useful to identify the main modes of variation in the data.
In addition, the covariance function k(·, ·) is (2 × Q)-dimensional, which makes its visualisation
rather difficult; therefore, it might be important to look at its eigenfunctions to identify some of
features of the covariance function.
The eigenvalue λj is the variance of X in the principal direction φj and the cumulative fraction
of variance explained by the first J directions is given by
CFVEJ =
∑J
j=1 λj∑M
j=1 λj
, where M is large. (16)
Note that the decomposition (15) is based on the covariance function k(t, t′), t, t′ ∈ RQ, con-
structed and learned by the methods discussed in the previous section. It can model the covariance
structure even if it is nonstationary or nonseparable. By contrast, most of the existing methods are
based on the separable assumptions for the multidimensional case, (i.e. Q > 1). For example, Chen
et al. (2017) suggest using tensor product representations. In the model that they called Product
FPCA, the two-dimensional function-valued process X is represented as
X(s, τ) = µ(s, τ) +
∞∑
j=1
∞∑
l=1
χjlφj(s)ψl(τ),
where φ andψ are the eigenfunctions of the marginal covariance functions for theQ = 2-dimensional
case.
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3.2 Asymptotic theory
In this subsection, we provide asymptotic theory for the decomposition and Bayesian prediction
based on a Gaussian process prior with a general covariance structure discussed above.
In eq. (15), ξj are independent normal random variables and φj(·) are the eigenfunctions of the
kernel function k(·, ·). Therefore, the eigenfunctions are orthonormal satisfying∫
k(t, t′)φj(t)dt = λjφj(t),
∫
φi(t)φj(t)dt = δij,
where λ1 ≥ λ2 ≥ · · · ≥ 0 are the eigenvalues of k(·, ·) and δij is the Kronecker delta.
Let Xc(t) = X(t)− µ(t) and Φ(f) = ∫T k(t, ·)f(t)dt be an operator for f ∈ L2(T ). In fact,
ξj = 〈Xc(·), φj(·)〉 =
∫
Xc(t)φj(t)dt
has mean 0 and variance λj .
Theorem 1. For J ≥ 1, for which λJ > 0, the functions {φj, j = 1, . . . , J} provide the best finite
dimensional approximation to Xc(t) with respect to minimising criterion
argmin
g1,...,gJ∈L2(T )
E
[
||Xc(t)−
J∑
j=1
gj(t)ξ
∗
j ||2
]
, (17)
where g1, . . . , gJ ∈ L2(T ) are orthonormal and ξ∗j = 〈Xc(·), gj(·)〉 =
∫
Xc(t)gj(t)dt. The
minimising value is
∑∞
j=J+1 λj .
The proof is given in Appendix A.1. This theorem is similar to Theorem 1 in Chen et al. (2017);
but the latter provides the best finite approximation under separability assumption. The above
theorem is true for a very general covariance structure even if it is nonstationary or nonseparable.
The following theorem provides the convergence rates also under a general covariance structure.
Theorem 2. Suppose conditions C1 - C3 in Appendix hold, and µˆ(t) satisfies supt |µˆ(t)− µ(t)| =
Op
({log(n)/n}1/2), we have, for 1 ≤ j ≤ J ,
||kθˆ(·, ·)− kθ(·, ·)|| = Op({log(n)/n}1/2),
||λˆj − λj|| = Op({log(n)/n}1/2),
||φˆj(·)− φj(·)|| = Op({log(n)/n}1/2),
||ξˆj − ξj|| = Op({log(n)/n}1/2).
The proof is given in Appendix A.2.
We now look at the relationship between the Bayesian prediction and the decomposition based
on Karhunen-Loe´ve expansion. Using models (1) and (2), where f ∼ GP (0, k) with k = kθ and
ε(t) is a Gaussian error process GP (0, kε) with kε(t, t′) = σ2εI(t = t
′). Hence, X ∼ GP (0, k˜θ)
with k˜θ = kθ + kε. Given f =
(
f(t1), . . . , f(tn)
)T, we use E [f(t)|f ] = kTn(t)K−1n f to estimate
f(t). Given the observed data D, we use (14) to estimate f(t).
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In addition, from Karhunen-Loe´ve expansion we have
f(t) =
∞∑
j=1
φj(t)ξj, X(t) =
∞∑
j=1
φ˜j(t)ξ˜j, (18)
where φj(·) and φ˜j(·) are the eigenfunctions of kθ and k˜θ, respectively, and their corresponding
eigenvalues are λ1 ≥ λ2 ≥ · · · ≥ 0 and λ˜1 ≥ λ˜2 ≥ · · · ≥ 0, respectively. The truncated sum of
(18) will be
fn(t) =
n∑
j=1
φj(t)ξj, Xn(t) =
n∑
j=1
φ˜j(t)ξ˜j.
Theorem 3 Under conditions in Theorem 2, we have E [f(t)|f ] = fn(t) + op(1). Moreover, under
model (1), E [f(t)|D] = Xn(t) + op(1).
The proof is given in Appendix A.3. This theorem indicates that the Bayesian prediction and
Karhunen-Loe´ve expansion provide similar results. This gives flexibility in functional data ana-
lysis. If we are mainly interested in a predictive model for Gaussian data, we may just use the
Bayesian prediction. The implementation is fairly efficient if the sample size is not very large.
However, if we are also interested in how the covariance is structured, we may study the eigenfunc-
tions and the eigenvalues; more discussion will be given in the next two sections. This also provides
a way to develop efficient approximation for big data (e.g. Nystro¨m method (Shi and Choi, 2011,
p.42)) or for non-Gaussian data.
4 Simulation studies
In this section, we show two examples of data with nonseparable, nonstationary covariance struc-
ture. We also discuss how directions of linear dependence between coordinates can be visualised
and show that nonseparable models can explain more variation in the data using less components.
An additional simulation study can be seen in Appendix A.4.
4.1 Simulation study 1
In this study, we simulate a three-dimensional function-valued processX(τ, s1, s2), where τ, s1, s2 ∈
[0, 1], from (1), where f is zero-mean T -process with covariance function (8) and squared expo-
nential correlation kernel g(·). We also set σ2ε = 0.1. We assume that the parameters σ2 and Σ in
(8) depend only on τ . This example is comparable to spatiotemporal models which have time and
spatial coordinates as input variables and time-varying coefficients (e.g. dynamic linear models
(Banerjee et al., 2015)).
We set σ2(τ) = exp(τ) and
Σ(τ) =
1 0 00 1 ρ23(τ)
0 ρ23(τ) 1
 ,
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with ρ23(τ) = 0.95 τ . That is, the process f has overall variance σ2(·) and the interaction between
coordinate directions s1 and s2, given by ρ23(·), increases over τ . This produces a nonstationary,
nonseparable covariance function.
As τ increases, ρ23 becomes more distant from zero, and thus models which assume separ-
able covariance structure might be not suitable. Figs 1 and 2, show, for τ = 0.25 and τ = 1,
respectively, the true leading eigensurfaces φ(τ, s1, s2) and the corresponding estimates obtained
by nonstationary GP (NSGP) and Product FPCA.
The first eigensurface represents the direction of the largest variation in the data relative to the
mean function. The second eigensurface corresponds to the direction of the largest variation which
is orthogonal to the first eigensurface, and so forth. Covariance separability implies separability of
eigensurfaces. Therefore, if we observe nonseparable eigensurfaces, this means that the separability
assumption is not satisfied.
Although the data were simulated from a T -process, the NSGP model obtains estimated eigen-
surfaces quite similar to the true ones. The model clearly identifies that the interaction between
s1 and s2 becomes stronger for higher values of τ – see how the diagonal orientation is clearer as
τ increases from Fig. 1 to Fig. 2. This fact is not detected by the Product FPCA model as this
assumes separability of the eigensurfaces.
In practice, one eigensurface can often be interpreted as a size component; if the corresponding
countour plot is ellipsoidal with diagonal orientation, then a model which assumes separability will
not describe it well. The visualisation of eigensurfaces can also identify, for example, a contrast
between low-latitude and high-latitude; this contrast, however, might not be constant over longit-
ude. If we allow for nonseparability, we can identify, for example, a contrast between between
northwest and southeast (see e.g. the second true eigensurface in Fig. 2, assuming that s1 and s2
represent longitude and latitude, respectively).
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Fig. 1. First four leading eigensurfaces φ(0.25, s1, s2) of the true model (left column) and the
corresponding estimated eigensurfaces φˆ(0.5, s1, s2) from the NSGP model (centre) and Product
FPCA model (right).
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Fig. 2. First four leading eigensurfaces φ(1, s1, s2) of the true model (left column) and the cor-
responding estimated eigensurfaces φˆ(1, s1, s2) from the NSGP model (centre) and Product FPCA
model (right).
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The CFVEs calculated by (16) for the first 16 leading three-dimensional eigensurfaces and are
illustrated in Fig. 3. As expected, the advantage of the nonseparable model in terms of CFVE is
clear not in the first, but in later components. In addition, we can conclude that the NSGP model
requires less components to explain the same amount of variation in this dataset.
J
CF
VE
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
0.
5
0.
8
1
True Cov
Product FPCA
NSGP
Fig. 3. Comparison of cumulative FVEs obtained by the true, and Product FPCA, and NSGP
models.
4.2 Simulation study 2
In this simulation study, we assume that the two-dimensional function-valued process X(s1, s2)
has zero mean function and covariance function given by Cov [X(s), X(s′)] =
∑20
j=1 αjφj(s1 +
s2)φj(s
′
1 + s
′
2), where φj(·) are Chebyshev polynomials, αj = j−3/2 and s ∈ [−1, 1]2. The basis
functions of the form φj(s1 + s2) are clearly nonseparable and produce a nonseparable covariance
structure.
We generate 100 surfaces observed at n1 × n2 = 20 × 20 = 400 equally spaced points and
estimated the covariance structure by the NSGP and Product FPCA models. Fig. 4 illustrates
that the NSGP model obtains more accurate estimates of the leading eigensurfaces. The diagonal
shapes of the true leading eigenfunctions indicate strong nonseparability features in the covariance
function, features which are not captured by the Product FPCA model. The eigensurfaces have
such diagonal shapes because they are polynomials of the sum s1 + s2, and later eigensurfaces
change faster along the input domain because they are polynomials of higher order.
Finally, Fig. 5 shows that, when using more than two components, NSGP is the preferable
model in terms of explaining better the main modes of variation in the data.
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Fig. 4. First four leading eigensurfaces φ(s1, s2) of the true model (left column) and the corres-
ponding estimated eigensurfaces φˆ(s1, s2) from the NSGP model (centre) and Product FPCA model
(right). Chebyshev polynomials data.
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Fig. 5. Comparison of cumulative FVEs obtained by the true, and Product FPCA, and NSGP
models. Chebyshev polynomials data.
5 Application
In this application, we model the daily mean temperature data observed from 01-01-1998 to 31-
12-2005 in 36 stations in Canada. The dataset was obtained by using the R package weathercan
(LaZerte and Albers, 2018), which was employed to download the data from the Environment and
Climate Change Canada (2019) website. The data corresponding to a year is assumed to be a
realisation of a random process, so that we have eight realisations.
We use equation (1) to model the daily mean temperature X , where f(·) follows a GP with co-
variance function (8) and squared exponential correlation function g(·). The coordinate directions
are t = (τ, s1, s2)T, corresponding to time, latitude and longitude, respectively. For each realisa-
tion (year), the mean function µ(τ) was taken to be the sample mean across the 36 stations. The
parameters θ are assumed to be time-varying and we use a B-spline basis system with six regularly
spaced knots to model them.
The estimate of the overall standard deviation σ(τ) can be seen in Fig. 8, indicating that in
winter months there is a higher variation in the temperature data relative to the mean function
across the stations, what can be noticed in the mean temperature data (see Fig. 7).
The estimates for the elements of the varying matrix Σ(τ) are shown in Fig. 9. The change
of parameter values over time indicate that the fluctuation of the process over each direction is
different for different times of the year, something that stationary models cannot capture. Moreover,
the departure from 0 of the directions of dependence ρpq, p 6= q, reveals the presence of interaction
between the coordinate directions, showing nonseparable features in the covariance structure.
Fig. 10 shows the empirical and the NSGP covariance functions estimates of
Cov [X(τ0, s1, s2), X(τ0, s′1, s
′
2)] for three different days τ0 of the year, whose season is summer
(left), autumn (middle) and winter (right). The coordinates s′1 = 49.03 and s
′
2 = −122.36 corres-
pond to a station located in the province of British Columbia. The plots of the empirical covariance
17
functions show a larger variation across stations as we get closer to the winter, and this nonstation-
ary feature is captured by the NSGP model.
Fig. 6. Map of Canada and the location of 36 stations where the data were observed.
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Fig. 7. Daily mean temperature of 36 canadian stations in 2005.
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Fig. 9. Estimates of diagonal elements of varying anisotropy matrix Σ (left) and of directions of
dependence ρpq = Σpq/
√
ΣppΣqq (right).
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Fig. 10. Empirical covariance function (top) and NSGP covariance function (bottom) estimates
of Cov [X(τ = τ0, s1, s2), X(τ ′ = τ0, s′1 = 49.03, s
′
2 = −122.36)] for different days of the year:
τ0 = 180
th day (left), τ0 = 270th day (middle), τ0 = 365th day (right).
6 Discussion
Whereas nonparametric models for the covariance function are flexible but difficult to estimate
in multidimensional domains due to the curse of dimensionality problem, parametric models can
easily be estimated but their flexibility is limited by the choice of parametric covariance function,
which is usually either stationary or separable. We propose to use a flexible, convolution-based
approach which allows for nonstationarity and nonseparability, crucial properties to achieve good
fit of the covariance function, extract the most important modes of variation in the data and obtain
better estimates of uncertainty in predictions. This approach is readily applied to multidimensional
domains.
The unconstrained estimation of the parameters in the varying anisotropy matrix enables us
to model them as a function of time or spatial location easily. They can be further modelled as
a function of time (or spatially) dependent covariates or other covariates which bring information
for each subject. In any of these cases, the function can be represented by a variety of basis func-
tions, among which we have found B-splines basis very suitable for ensuring smoothness and being
flexible.
In particular, our proposed spherical parametrisation for ΣQ×Q(t), which allows us to easily
deal with input dimensions higher than two, is specified by a decomposition whose parameters
have statistical interpretation. This is important for many applications. For example, if random
trajectories fluctuate over time more quickly in the winter than in other seasons (see, for example,
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the application to Canadian temperature data), then time (or a time-dependent covariate) seems a
natural input for the corresponding length-scale parameter. The spherical parametrisation might
also be helpful if we wish to conduct inference on those parameters.
A final remark on the estimation of τ -varying parameters using B-splines in equation (9) is
that when we use all the data (rather than using local likelihood estimation (LLE)), this of course
requires a potentially high computational cost. However, when computational costs are not pro-
hibitive, this approach should be preferable to the local likelihood approach, whose performance
heavily depends on the neighbourhood size r. In the LLE, if a small neighbourhood is used (e.g.
in order to model very local features), one might obtain unstable local estimates. On the other
hand, if a large neighbourhood is used (something necessary when data are sparse), then the local
stationarity assumption may be no longer appropriate and the local estimates might be very biased.
Instead of using empirical Bayes estimates, we could have defined a hyperprior distribution for
θ. In this case, our knowledge (posterior distribution) about θ is updated as more data are observed.
Finding the mode of the posterior density is a way to find what we call the maximum a posteriori
(MAP) estimate of θ. When we use a non-informative or a uniform prior distribution, the MAP
estimates are precisely the same as the empirical Bayes estimates (Shi and Choi, 2011).
The decomposition of GPs may be important for developing efficient approximation for big
data, non-Gaussian data (Wang and Shi, 2014) and heavy-tailed data (Shah et al., 2014; Wang et al.,
2017; Cao et al., 2018). For non-Gaussian and heavy-tailed data, the decomposition might be used
instead of their predictive distributions which are usually complicated. It can also be important for
further analysis of scalar-on-functions or function-on-functions regression models, where we try to
reduce the dimension of data by using a small number of components. Our proposed approach can
be especially important when these components (eigensurfaces) are nonseparable, as we have seen
in the simulation studies.
Convolution-based GP methods can be used to deal with multivariate GP outputs. For example,
dependence between spatial processes is discussed in Ver Hoef and Barry (1998) and used by Boyle
and Frean (2004) to work with multiple outputs. Considering nonstationarity in the multivariate
setting is a topic for future research.
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A Appendices
A.1 Proof of Theorem 1
We show that
E
[
||Xc(t)−
J∑
j=1
gj(t)ξ
∗
j ||2
]
= E〈Xc(·)−
J∑
j=1
gj(·)ξ∗j , Xc(·)−
J∑
j=1
gj(·)ξ∗j 〉
= E
[
〈Xc(·), Xc(·)〉 −
J∑
j=1
(〈Xc(·), gj(·)〉)2]
= E||Xc||2 −
J∑
j=1
E
[ ∫
T
∫
T
Xc(t)Xc(t′)gj(t)gj(t′)dtdt′
]
= E||Xc||2 −
J∑
j=1
∫
T
∫
T
k(t, t′)gj(t)gj(t′)dtdt′
25
= E||Xc||2 −
J∑
j=1
〈Φ(gj), gj〉.
Hence, the minimising problem (17) becomes to maximise
∑J
j=1〈Φ(gj), gj〉with respect to g1, . . . , gJ ∈
L2(T ). Since the operator Φ is symmetric, positive definite Hilbert-Schmidt, following Theorem
3.2 in Horva´th and Kokoszka (2012) the proof is completed.
A.2 Proof of Theorem 2
Without loss of generality, we consider Q = 2. Then t = (s, τ)T with s, τ ∈ R. Let {λˆj, j =
1, 2, . . . } and {φˆj(·), j = 1, 2, . . . } be the eigenvalues and eigenfunctions of the covariance func-
tion kˆ(t, t′) = kθˆ(t, t
′), where t = (s, τ)T, t′ = (s′, τ ′)T, and
ξˆj = 〈Xc(·), φˆj(·)〉 =
∫
Xc(t)φˆj(t)dt.
Let p(xcl ;θ) = p(x
c
1, . . . , x
c
l ;θ) be the density function of x
c
l . Let θ0 be the true value of θ and
pl(θ) be the conditional density of xcl for given x
c
l−1. Actually, for every l ≥ 1,
pl(θ) = p(x
c
l ;θ)/p(x
c
l−1;θ).
It shows that pl(θ) = N(µl|l−1, σ2l|l−1) with
µl|l−1 = klK−1l−1x
c
l−1, σ
2
l|l−1 = k(tl, tl)− klK−1l−1kTl ,
where kl =
(
k(t1, tl), . . . , k(tl−1, tl)
)T
.Assume that pl(θ) is twice differentiable with respect to θ.
Let φl(θ) = log pl(θ), U l(θ) = φ˙l(θ) and V l(θ) = φ¨l(θ), where g˙ and g¨ are the first and second
derivatives of function g(θ) with respect to θ, respectively. Without loss of generality, we consider
the parameter with one dimension. ThenU l(θ) and V l(θ) are scalars Ul(θ) and Vl(θ), and denoted
by Ul = Ul(θ0) and Vl = Vl(θ0). For the proof of Theorem 2, we need the following conditions:
(C1) sups,τ |µ(s, τ)| <∞.
(C2) The covariance function kθ(t, t′) has thrice continuous derivative with respect to θ, and is
continuous, differentiate and square-integrable on t, t′. For eigenvalues and eigenvectors of kθ,
assume δj > 0 and φj(s, τ) is square-integrable, where δj = min{λ1 − λ2, λj−1 − λj, λj − λj+1}.
Define ik(θ0) = Var[Uk|Fk−1] = E[U2k |Fk−1], where Fk−1 = σ(xc1, . . . , xcl−1). Let In(θ0) =∑n
k=1 ik(θ0), Sn =
∑n
k=1 Uk and S
∗
n =
∑n
k=1 Vk + In(θ0). It shows that Sn and S
∗
n are zero-mean
martingales with respect to σ-filtrationFn. The third condition is
(C3) Assume
1. n−1|∑nk=1 Vk| p→ i(θ0), and n−1/2Sn L→ N(0, i(θ0)) for some non-random function i(θ0) >
0,
2. For all ε > 0 and η > 0, there exists δ > 0 and n0 > 0 such that for all n > n0,
P{n−1|∑nk=1(V (θ)− Vk)| > η, |θ − θ0| < δ} < ε,
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3. n−1
∑n
k=1E|Wk(θ)| < M <∞ for all θ and n, where Wk(θ) is the third derivative of φk(θ)
with respect to θ.
Under conditions (C2) and (C3), one can easily show that the conditions of Theorem 2.2 in
Chapter 7 of Basawa and Prakasa Rao (1980) holds. Hence, θˆ is a consistent estimator of θ0 and
has asymptotically normality,
n−1/2(θˆ − θ0) L→ N(0, i(θ0)−1),
which indicates that
||θˆ − θ0|| = Op({log(n)/n}1/2).
Since the covariance function kθ is thrice continuously differentiate on θ, we have
||kθˆ(·, ·)− kθ(·, ·)|| = Op({log(n)/n}1/2).
From Lemma 4.2 in Bosq (2000), it follows that for all j,
||λˆj − λj|| ≤ ||kθˆ(·, ·)− kθ(·, ·)||, (19)
and similar to Lemma 4.3 in Bosq (2000), we have, for fixed j,
||φˆj(·)− φj(·)|| ≤ 2
√
2δ−1j ||kθˆ(·, ·)− kθ(·, ·)||, (20)
where δj = min{λ1 − λ2, λj−1 − λj, λj − λj+1}. Then (19) and (20) give that
||λˆj − λj|| = Op({log(n)/n}1/2),
||φˆj(·)− φj(·)|| = Op({log(n)/n}1/2).
For ξj , we show that
|ξˆj − ξ| =
∣∣∣∣∫ (Z(s, τ)− µˆ(s, τ))φˆj(s, τ)dsdτ − ∫ (Z(s, τ)− µ(s, τ))φj(s, τ)dsdτ ∣∣∣∣
≤
∣∣∣∣∫ (Z(s, τ)− µ(s, τ))(φˆj(s, τ)− φj(s, τ))dsdτ ∣∣∣∣
+
∣∣∣∣∫ (µˆ(s, τ)− µ(s, τ))(φˆj(s, τ)− φj(s, τ))dsdτ ∣∣∣∣
+
∣∣∣∣∫ (µˆ(s, τ)− µ(s, τ))φj(s, τ)dsdτ ∣∣∣∣ .
Hence, from condition (C2), (19) and sups,τ |µˆ(s, τ)− µ(s, τ)| = Op[{log(n)/n}1/2], it shows that
||ξˆj − ξj|| = Op({log(n)/n}1/2).
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A.3 Proof of Theorem 3
Let Kn =
(
k(ti, tj)
)
n×n be a Gram matrix, and λ
(n)
1 ≥ λ(n)2 ≥ · · · ≥ λ(n)n ≥ 0 be the eigenvalues
of Kn, and V j,n, j = 1, . . . , n be the eigenvectors of Kn. Then from the Nystro¨m approximation
method, we show that
√
nVhj,n = φj(th) +Op
( 1√
n
)
,
λ
(n)
j
n
= λj +Op
( 1√
n
)
,
√
n
λ
(n)
j
kTn(t)V j,n = φj(t) +Op
( 1√
n
)
, (21)
where Vhj,n is the h-th element of V j,n, and kn(t) =
(
k(t1, t), . . . , k(tn, t)
)T. Due to E [ξj] = 0
and Var [ξj] = λj → 0 as j →∞, it follows from (21) that
fn(t) =
n∑
j=1
φj(t)ξj =
n∑
j=1
√
n
λ
(n)
j
kTn(t)V j,nξj + op(1).
In addition, we show that
ξj =λj〈f, φj〉
=λj〈f,
√
n
λ
(n)
j
kTn(·)V j,n〉+Op
( 1√
n
)
=
√
nλj
λ
(n)
j
V Tj,n〈f,kn(·)〉+Op
( 1√
n
)
=
√
nλj
λ
(n)
j
V Tj,nf +Op
( 1√
n
)
.
Hence, we have
fn(t) =
n∑
j=1
√
n
λ
(n)
j
kTn(t)V j,n
√
nλj
λ
(n)
j
V Tj,nf + op(1)
=kTn(t)
n∑
j=1
1
λ
(n)
j
V j,nV
T
j,nf + op(1)
=kTn(t)K
−1
n f + op(1),
which indicates that E [f(t)|f ] = kTn(t)K−1n f = fn(t) + op(1).
The Nystro¨m approximation is also applied to X(t) and ε(t), respectively, and we have
Xn(t) = k˜
T
n(t)K˜
−1
n x+ op(1),
εn(t) = k
T
εn(t)K
−1
εn ε + op(1),
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where x =
(
x(t1), . . . , x(tn)
)T, ε = (ε(t1), . . . , ε(tn))T, k˜ = k + kε,[
K˜n
]
ij
= k˜(ti, tj), k˜n(t) =
(
k˜(t1, t), . . . , k˜(tn, t)
)T, [Kεn]ij = kε(ti, tj), and
kεn(t) =
(
kε(t1, t), . . . , kε(tn, t)
)T. From the definition of kε, we know that kεn(t) = 0 and
K˜n = Kn + σ
2
εIn. Hence, it follows that
fn(t) = Xn(t)− εn(t) = kTn(t)(Kn + σ2εIn)−1x+ op(1),
which suggests that
E [f(t)|D] = kTn(t)(Kn + σ2εIn)−1x = Xn(t) + op(1).
A.4 Additional simulation study
We simulate 30 realisations from a two-dimensional function-valued process X(t), t = (τ, s)T,
observed at n1 × n2 = 25 × 25 = 625 equally spaced points on [0, 1]2. We assume a measure-
ment error with variance σ2ε = 0.1 and the covariance function (8), with varying overall variance
σ2(τ) = exp(τ) and varying anisotropy matrix Σ(τ) = C1/2R(τ)C1/2, whereC = diag(0.1, 0.1),
R11(τ) = R22(τ) = 1 and different specifications for R12(τ) = R21(τ): we set R12(τ) = 0 to
produce a separable covariance function and R12(τ) = 0.95τ and R12(τ) = 0.8 to produce non-
separable ones. Four different specifications for g(·) were used for generating the data: Mate´rn
with ν = 1/2, ν = 3/2, ν = 5/2, and ν = 5.
Then we estimate the covariance structure by the NSGP model with two specifications for g(·)
(squared exponential and exponential) and by the Product FPCA model. In the NSGP model, the
τ -varying parameters are estimated via B-splines with 3 knots.
Figs 11 and 12 show the CFVEs obtained when the data generating processes is a GP and a
T -process (with 6 degrees of freedom), respectively. The conclusions made for both figures are
very similar, showing that the proposed NSGP approach is robust to heavy-tailed data.
Observe that the value of R12(τ) measures how distant is the covariance structure from the
separability assumption. Therefore, the top panel of figures show the separable case; the middle
panel shows the case where the nonseparable feature is only strong when τ is large; and the bottom
panel show the case where the nonseparable feature is strong for any τ . The figures indicate very
similar performance of the three methods when the covariance is separable. However, when the
nonseparable feature is strong, the NSGP models obtain better (or at least very similar) CFVEs
than Product FPCA. In other words, when the covariance structure becomes more distant from the
separability assumption, then the Product FPCA model seems to not capture important information
about the variation in the data which are explained by nonseparable eigensurfaces. Observe, how-
ever, that the first eigensurface estimated by each method have very similar contribution, even in
the strong nonseparability cases. This, of course, is because nonseparable features are caused by
interaction between the coordinate directions, and therefore we do expect to see a clearer advantage
of nonseparable models only in later eigensurfaces, not in the first one.
Whereas Mate´rn with ν = 1/2 is equivalent to the exponential kernel, Mate´rn with ν = ∞
converges to the squared exponential kernel. This explains why the exponential correlation kernel
is preferable for data generated with small ν and the squared exponential kernel provides better
results for ν = 5.
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The larger the value of ν the smoother are the random functions. Therefore, as we can see in
the figures, the larger the value of ν, the smaller is the number of components necessary to achieve
a high CFVE. Each row of figures were not plotted using the same scale in order to visualise better
the difference between the methods.
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Fig. 11. CFVEs of GP data for J = 1, . . . , 10, obtained by Product FPCA (red), NSGP with
squared exponential g(·) (green), and NSGP with exponential g(·) (blue). In each column, from the
top to the bottom, R12(τ) = 0, R12(τ) = 0.95τ , R12(τ) = 0.8. In each row, from the left to the
right, the data generating process follows a GP with covariance function (8), where g(·) is Mate´rn
with ν = 1/2, ν = 3/2, ν = 5/2, and ν = 5.
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Fig. 12. CFVEs of T -process data for J = 1, . . . , 10, obtained by Product FPCA (red), NSGP with
squared exponential g(·) (green), and NSGP with exponential g(·) (blue). In each column, from
the top to the bottom, R12(τ) = 0, R12(τ) = 0.95τ , R12(τ) = 0.8. In each row, from the left to
the right, the data generating process follows a T -process with covariance function (8), where g(·)
is Mate´rn with ν = 1/2, ν = 3/2, ν = 5/2, and ν = 5.
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