Abstract. We study the dynamics of the attractor of the doubling map with an asymmetrical hole by associating to each hole an element of the lexicographic world. A description of the topological entropy function is given. We show that the set of parameters (a, b) such that the dynamics of the mentioned attractor corresponds to a subshift of finite type is open and dense. Using the connections between this family of open dynamical systems, intermediate β-expansions and Lorenz maps we study the topological transitivity and the specification property for such maps.
Introduction and Summary
The purpose of this paper is to study the dynamical properties of a family of open dynamical systems corresponding to the doubling map 2x mod 1. Let us remind the reader our setting: let f : S 1 → S 1 denote the doubling map. Following [35] , 0 will denote the fixed point of f and if a, b ∈ S 1 w with a = b then (a, b) denotes the open arc anticlockwise oriented from a to b and it is called open interval. Given a, b ∈ S 1 we say that a < b if l((0, a)) < l((0, b)) where l denotes the length of the segments (x, y) with x, y ∈ S 1 . Given (a, b) ⊂ S 1 , X (a,b) is the exceptional set corresponding to (a, b) , that is centred intervals, i.e. a = 0 or b = 1 in [29] . Both cases have a strong relationship with the dynamical properties of the set of points with unique β-expansion when β ∈ (1, 2) and with the classical β-shift respectively.
Our study is developed by using tools of symbolic dynamics and most of our proofs are essentially symbolic. In Proposition 2.8 and Theorem 2.9 we show that an open map can be represented by a unique element of the lexicographic world 1 . The lexicographic world also provides a tool to study the dynamical features of Lorenz maps -see [12, 13, 20, 21, 23 ]-by their kneading invariants. One of the novelties of our approach is to extend the lexicographic world to extremal sequences, i.e. sequences not considered in the lexicographic world -see Definition 2.1, but that correspond to the binary expansion of the end points of an open interval (a, b).
The structure of the paper is as follows: In Section 2 we introduce all the tools from symbolic dynamics used during the paper. Also we give show that the attractors (Λ (a,b) , f (a,b) ) are essentially lexicographic subshifts. In Section 3 we show in Theorem 3.2 that the set of parameters (a, b) such that the corresponding attractor is conjugated to a subshift of finite type is open and dense. As a corollary we obtain that the topological entropy of (Λ (a,b) , f (a,b) ) is locally constant -see Corollary 3.4. Also, in Theorem 3.20 we extend the lexicographic world to extremal sequences see (Definition 2.1). In Section 4 we also discuss the relation between intermediate β-expansions, Lorenz maps and open dynamical systems for the doubling map. In Section 5 we study the topological transitivity of (Λ (a,b) , f (a,b) ) using a notion of renormalisation. In Theorem 5.22 we characterise symbolically the intervals (a, b) whose corresponding attractor (Λ (a,b) , f (a,b) ) is topologically transitive. In Section 6 we study the specification property for (Λ (a,b) , f (a,b) ). In Theorem 6.2 we give a sufficient condition for a lexicographic subshift (Σ (α,β) , σ (α,β) ) to have the specification property. We construct a family of examples of lexicographic subshifts (Σ (α,β) , σ (α,β) ) with no specification and we also provide a sufficient condition on the pairs (α, β) which guarantee that (Σ (α,β) , σ (α,β) ) has no specification in Theorem 6.4.
Symbolic Dynamics, the Lexicographic World and the doubling map with holes
Symbolic Dynamics. For the convenience of the reader, we give all the relevant concepts from Symbolic Dynamics to develop our study. A detailed exposition in Symbolic Dynamics can be consulted in [26] .
We will restrict our attention to subshifts defined on the alphabet {0, 1}. The elements of {0, 1} will be referred as symbols or digits. We denote by Σ 2 to the set of all one sided sequences with symbols in {0, 1}, that is Σ 2 = ∞ n=1 {0, 1}. It is well known that Σ 2 is a compact metric space with the distance given by:
d(x, y) = 2 −j if x = y; where j = min{i | x i = y i } 0 otherwise. 1 It is worth to mention that the lexicographic world was introduced by Gan in [11] . However, this notion was studied previously -see [18] among others.
Let π : Σ 2 → [0, 1] be the projection map given by π(x) = ∞ i=1 x i 2 i and consider σ : Σ 2 → Σ 2 to be the one sided full shift map, that is σ((
We say that (A, σ A ) is a subshift of Σ 2 if A is a closed σ-invariant set and σ A is defined to be σ A = σ | A .
A word is a finite sequence of symbols ω = w 1 , . . . w n where w i ∈ {0, 1}, and denote the length of ω by ℓ(ω). Given two finite words ω = w 1 , . . . w n and ν = u 1 . . . u m we write ων to denote their concatenation, i.e. ων = w 1 , . . . w n u 1 . . . u m and ω n stands for the word ω concatenated to itself n times. Given x ∈ Σ 2 and a word ω we say that ω is a factor of x or ω occurs in x if there are coordinates i and j such that ω = x i . . . x j . Note that the same definition holds if x is a finite word. Consider F to be a set of words and let Σ F = {x ∈ Σ 2 | υ is not a factor of x for any word υ ∈ F} .
The set Σ F is always a closed, σ-invariant set. Therefore, the dynamical system given by (Σ F , σ | Σ F ) is a subshift of Σ 2 and the set F is called a set of forbidden factors. Conversely, for every compact and σ-invariant set A, there always exist a set of forbidden factors F such that A = Σ F [5, Theorem 6.1.21]. We say that a subshift (Σ F , σ | Σ F ) is a subshift of finite type if F is finite. A subshift (Σ F , σ | Σ F ) is said to be sofic if there is a subshift of finite type (X, σ X ) and a semi-conjugacy h : X → Σ F .
We say that α is lexicographically less than β, denoted by α ≺ β if there exists k ∈ N such that a j = b j for i < k and a k < b k . Note that the lexicographic order is induced on finite words of the same length using the same definition. If α ≺ β then the lexicographic open interval from α to β is the set (α, β) ≺ = {x ∈ Σ 2 | α ≺ x ≺ β} .
Similarly, it is possible to consider the lexicographic closed interval from α to β, [α, β] ≺ , by changing ≺ for .
Set Σ 1 2 = {x ∈ Σ 2 | x 1 = 1} and Σ 0 2 = {x ∈ Σ 2 | x 1 = 0}. Note that Σ 0 2 = {x ∈ Σ 2 | x =ᾱ with α ∈ Σ 1 2 }, wherex denotes the mirror image of x, that isx = (1 − x i ) ∞ i=1 . Let (α, β) ∈ Σ 1 2 × Σ 0 2 and Σ (α,β) be given by: Σ (α,β) = {x ∈ Σ 2 | β σ n (x) α for every n ≥ 0}.
Since Σ (α,β) is a closed and σ-invariant subset of Σ 2 we call the pair (Σ (α,β) , σ (α,β) ) the (α, β)-lexicographic subshift or simply a lexicographic subshift, where σ (α,β) = σ | Σ (α,β) .
A sequence α ∈ Σ 1 2 is said to be a Parry sequence if σ n (α) α for every n ∈ N. We denote the set of Parry sequences by P . Note that for every α ∈ P σ n (α) = σ n (ᾱ) ≻ᾱ. Denote byP = {x ∈ Σ 0 2 |x ∈ P }. Observe thatP coincides with the set defined by Nilsson in [29, p. 105] . By [29, Theorems 3.7, 3.8] , π(P ) and π(P ) are sets of Lebesgue measure zero and dim H (π(P )) = dim H (π(P )) = 1 where dim H denotes the Hausdorff dimension. Note that if x ∈ P then x ∈ [1 n 0 ∞ , 1 n+1 0 ∞ ] ≺ for some n ∈ N and if x ∈P then x ∈ [0 n+1 10 ∞ , 0 n 10 ∞ ] ≺ for some n ∈ N. From [29, Theorem 3.6], we are also sure that every α ∈ P is a limit point of P , therefore P is a perfect set. Since P is totally disconnected and compact, then P and P are Cantor set with dim H P = dim H (P ) = 1.
i) α ∈ P and β ∈P ; ii) σ n (α) β and σ n (β) α for every n ∈ N. A pair (α, β) ∈ Σ 1 2 × Σ 0 2 is said to be extremal if (α, β) does not satisfy i) or ii) and the family of non-extremal pairs is called the lexicographic world and we will denote it as LW.
It is clear that LW ⊂ P ×P . Therefore, [29, Theorem 3.6] implies that π(LW) has Lebesgue measure zero.
Notice that if (α, β) ∈ LW then neither α nor β have arbitrarily long strings of 0's or 1's unless α = 1 ∞ or β = 0 ∞ . Also, it is clear that if α = 1 ∞ and β = 0 ∞ then Σ (α,β) = Σ 2 . Given a sequence α ∈ Σ 2 , consider
n is a factor of α}, and 1 α = max{n ∈ N | 1 n is a factor of α}.
Observe that 0 α and 1 α are well defined if ((α, β)) ∈ LW \ {0 ∞ , 1 ∞ }. Moreover, it is clear that for every ((α, β) ∈ LW, 0 α ≤ 0 β and 1 β ≤ 1 α . We say that a lexicographic subshift
Given a lexicographic subshift (Σ (α,β) , σ (α,β) ), the set of admissible words of length n of (Σ (α,β) , σ (α,β) ) will be denoted by B n (Σ (α,β) ) and
stands for language of Σ (α,β) . Given a lexicographic subshift (Σ (α,β) , σ (α,β) ), we define the topological entropy of (Σ (α,β) , σ (α,β) ) by
where log is always considered to be log 2 .
We say that a lexicographic subshift (Σ (α,β) , σ (α,β) ) is topologically transitive if for any two words ω, ν ∈ L(Σ (α,β) ) there exist a word υ ∈ L(Σ (α,β) ) such that ωυν ∈ L(Σ (α,β) ). Also we say that a lexicographic subshift has the specification property if (Σ (α,β) , σ (α,β) ) is transitive and there exist M ∈ N such that for every ω, ν, ℓ(υ) = M . We say that (Σ (α,β) , σ (α,β) ) is coded if there exist a sequence of transitive lexicographic subshifts of finite type (
To complete our exposition, we need tools form combinatorics of words. A detailed exposition can be consulted in [27, Chapter 2] .
Let ω be a word. We denote by 0-max ω to the lexicographically biggest cyclic permutation of ω starting with 0 and 1-min ω to the lexicographically smallest cyclic permutation of ω starting with 1. Also, max ω denotes the lexicographically largest cyclic permutation of ω and max ω denotes the lexicographically smallest cyclic permutation of ω. It is clear that σ(1-min
Proposition 2.2. Let ω be a word such that ω = 1 n and ω = 0 m for any n, m ∈ N. Then max ω ends with 0 and min ω ends with 1.
Proof. If max ω ends with 1 then 1max ω 1 , . . . -max ω ℓ(ω)−1 ≻ max ω which contradicts that max ω is maximal. Therefore, max ω ends with 0. The proof of min ω ending with 1 is similar.
Proposition 2.3. Let ω be a word such that ω = 1 n and ω = 0 m for any n, m ∈ N. Then there exist words υ and ν such that
Let ω be a word. Observe that (0-max ω ) ∞ and (1-min ω ) ∞ are cyclic permutations of each other. Then, there exist n < ℓ(ω) such that σ n (0-max ∞ ω ) = (1-min ω ) ∞ . Then υ = 0-max ω 1 . . . 0-max ωn−1 and ν = 0-max ω n . . . 0-max ωℓ(ω) satisfy the desired conclusion.
Given a word ω, |ω| 1 denotes to the number of 1's that occur in ω. The 1-ratio of ω, denoted by 1(ω) is defined to be 1(ω) = |ω| 1 ℓ(ω) . For a sequence α ∈ Σ 2 we define the 1-ratio of α to be 1(α) = lim n→∞ |a 1 . . . a n | 1 n if such limit exists.
A word ω is said to be balanced, if for any factors υ and ν of ω with ℓ(υ) = ℓ(ν) = n, ||υ| 1 − |ν| 1 | ≤ 1. A word ω is said to be cyclically balanced if ω 2 is balanced. Notice if ω is cyclically balanced then ω ∞ is balanced. It is well known that if ω and ν are two cyclically balanced words with |ω| 1 = |ν| 1 = p and ℓ(ω) = ℓ(ν) = q with gcd(p, q) = 1, then ω is a cyclic permutation of ν. This implies that there exists only q distinct cyclically balanced words of length q with p 1's. Given r = p q ∈ Q ∩ (0, 1) we define ω r to be the lexicographically largest cyclically balanced word with length q and 1(ω) = r beginning with 0, and ν r to be lexicographically smallest cyclically balanced word with length q and 1(ν) = r beginning with 1. In particular, ω r = 0-max ωr and ν r = 1-min ωr . There is an explicit way to construct ω r and ν r for any given r using the continued fraction expansion of r. This construction can be found in [15, 19] .
Remark 2.4. For any r 1 , r 2 ∈ Q ∩ (0, 1) such that r 1 < r 2 then ω ∞ r 1 ≺ ω ∞ r 2 and ν r 1 ≺ ν r 2 . We say that r 1 , r 2 ∈ Q ∩ (0, 1) with r 2 < r 1 are Farey neighbours if p 1 q 2 − p 2 q 1 = 1. Given two Farey neighbours r 1 , r 2 ∈ Q∩(0, 1) we say that r 3 is the mediant of r 1 and r 2 if r 3 =
Consider two Farey neighbours r 1 , r 2 with r 2 < r 1 . Let r 3 the mediant for r 1 and r 2 and consider ω r 1 , ω r 2 , ν r 1 and ν r 2 . Then ω r 3 = ω r 1 ωr 2 , ω r 3 = ω r 2 ν r 1 , ν r 3 = ν r 2 ν r 1 and ν r 3 = ν r 1 ω r 2 .
Open dynamical systems and the lexicographic world. Now we formalise the relation between (Λ (a,b) , f (a,b) ) and the lexicographic world LW. Firstly, we need to mention some results obtained by Glendinning and Sidorov in [15] and by Hare and Sidorov in [19] in order to define the set of parameters where our study is developed. We confine ourselves to studying open dynamical systems parametrised by (a, b) ∈ ( 
Note that if a ∈ ( 1 2 , 1) and b = 1 or a = 0 and b ∈ (0, 1 2 ) then (X (a,b) , f (a,b) ) is topologically conjugated to a β-shift [29] . As a direct consequence of this observation, it is possible to obtain a different proof of Lemma 2.6 ii) than one the presented in [15] .
The functions φ and χ were introduced in [15] and [24] . It is clear that χ(a) ≤ φ(a). Moreover, in [15, Theorem 2.13] the authors give an explicit formula to calculate them. It is worth pointing out that both φ and χ were studied symbolically and f was considered as a transformation of the unit interval. Nonetheless, the results remain valid for f defined in S 1 if 0 / ∈ (a, b). It is not our purpose to study φ and χ. Nonetheless, they determine the parameter space in question. We denote
Now, we introduce the following definitions as in [19] . Let (a, b) ∈ D 0 . We call n ≥ 3 bad for (a, b) if every periodic orbit of period n of f intersects (a, b). Let us denote by B(a, b) = {n ≥ 3 | n is bad for (a, b)}. Let D 2 be given by
and let D 3 be defined by
Hare and Sidorov in [19] shown that
Theorem 2] and X (a,b) is countable for (a, b) ∈ D 0 \ D 1 , we will restrict ourselves to studying the pairs (a, b) ∈ D 1 .
Observe that h is a homeomorphism of the unit circle that reverses orientation. Moreover,
, and our result follows.
The following theorem gives a lexicographic characterisation of Λ (a,b) .
where α = π −1 (2a) and β = π −1 (2b − 1).
Then, f n (π(x)) / ∈ (a, b) and 2b − 1 < f n (π(x)) < 2a for every n ≥ 0. By substituting f n (π(x)) by π(σ n (x)) it is clear that σ n (x) ∈ Σ (α,β) for every n ≥ 0, which implies that
β which, again, contradicts our assumption on x.
Observe that the pair (α, β) where α = π −1 (2a) and β = π −1 (2b − 1) might be extremal. Nonetheless, as a consequence of Theorem 2.8 the following theorem is true.
Genericity Results and the extended Lexicographic World
In this section we describe the pairs (a, b) ∈ D 1 such that the corresponding exclusion subshift is a subshift of finite type. In Theorem 3.2 we show that for almost every (a, b) ∈ D 1 the corresponding attractor (Λ (a,b) , f (a,b) ) is topologically conjugated to a subshift of finite type. This implies directly that the function which associates to every (a, b) ∈ D 1 the topological entropy of (Λ (a,b) , f (a,b) ) is locally constant -see Corollary 3.4.
As we observed in Section 2, the pair (π −1 (2a), π −1 (2b − 1)) can be a extremal pair. This corresponds to intervals (a, b) such that a or b fall into the hole under iterations. In Theorem 3.20 it we prove that there is always a pair (α, β) ∈ LW which describes completely the dynamics of (Λ (a,b) , f (a,b) ) in such situation. Observe that Theorem 3.20 also extends the lexicographic world defined in [11] and [24] . As a corollary, we obtain that (Λ (a,b) , f (a,b) ) is always conjugated to an element of the lexicographical world.
Subshifts of finite type and topological entropy. Recall that a subshift (A, σ A ) is a subshift of finite type if the forbidden set of factors F corresponding to A is finite. Recall that for every (a, b) ∈ D 1 we associate the pair (α, β) ∈ Σ 1 2 × Σ 0 2 where α = π −1 (2a) and Proof. Let (a, b) ∈ S and recall that f denotes the doubling map. Let
Recall that f j is continuous for every
Moreover, since S is open without losing generality we can assume that
Recall that the Lebesgue measure of (a − ε, a + ε) and (b−ε, b+ε) is positive. Then, by the Poincaré recurrence theorem (see e.g. [28, Theorem 2.2]), there exists a ′ ∈ (a− ε, a+ ε) and j ∈ N such that f j (a ′ ) ∈ (a− ε, a+ ε). Similarly, there exists a point b ′ ∈ (b − ε, b + ε) and i ∈ N such that f i (b ′ ) ∈ (b − ε, b + ε). Since f j is continuous for every j ≥ 0 there exist ε a > 0 and ε b > 0 such that for every
is a subshift of finite type. We can see immediately that for every (α, β) ∈ N ×N there is a pair (a, b) ∈ S such that π −1 (2a) = α and π −1 (2b − 1) = β. It is worth pointing out that there exist pairs (α, β) ∈ P ×P such that (π(0α), π(1β)) ∈ S. Such pairs are called two sided extremal -see Definition 3.6.
Proof. The argument is essentially the same as the one of the proof of [34, Theorem 1] which proves the case when a = 0. Let (a, b) ∈ S be fixed. Then, there exist n = n(a) and
. Without loosing generality, assume that such n and m are minimal. Consider
Observe that
Then, we can show in a similar way that there exists ε ′ > 0 such that
and
it is natural to associate it the topological entropy of the corresponding attractor Λ (a,b) . To formalise this, let H :
From [35, Theorem 4] we have that H is a continuous function. Furthermore, note that for every a ∈ [0, 
is open and dense. Moreover, it has full measure.
As a result of Corollary 3.4 and the well know formula
where λ is the Lyapunov exponent of 2x mod 1, we obtain the following corollary. The proof is omitted.
is constant is open and dense with full measure.
The extended Lexicographic World. Recall that Theorem 2.8 implies that for every (α, β) ∈ LW, π −1 (Λ (π(0α),π(1β)) ) = Σ (α,β) . The rest of the section is devoted to prove Theorem asociar1, that is, for every (α,
Observe that Lemma 3.1 implies that for almost every (a, b) ∈ D 1 , the pair (α, β) where α = π −1 (2a) and β = σ(π −1 (2b − 1))) is extremal. Moreover, given (α, β) ∈ P ×P , (α, β) might be extremal. As mentioned before, extremal pairs are elements of Σ 1 2 × Σ 0 2 corresponding under projection to the end points of (a,
. The possible cases of extremal pairs (α, β) ∈ P ×P are defined as follows:
ii) σ n (β) ≻ α for some n ∈ N.
• We say that (α, β) is left extremal if:
In [25, Theorem 1.3] it is shown that if (α, β) ∈ LW satisfies that Σ (α,β) , σ (α,β) is a subshift of finite type then α and β are periodic sequences and vice versa. Taking this into account, a suitable way to associate an element of the lexicographic world to every (α, β) ∈ Σ 1 2 × Σ 0 2 is needed. The idea is to find a pair of periodic sequences (α ′ , β ′ ) ∈ LW which reflects faithfully the dynamical behaviour of the subshift associated to the extremal pair (α, β). Firstly, in Lemma 3.12 we show that every (a, b) ∈ D 1 can be represented by an element of P ×P where P is the set of Parry sequences.
Proof. Let α ∈ P and ε > 0. Firstly, note that if α is a finite sequence, then the sequence
Assume that α is not finite. Without losing generality we can assume that α / ∈ P ∩ P er(σ). Consider n ∈ N such that 1 2 n < ε, a n = 0 and a n+1 = 1. Consider the sequence
2 n < ε and α ′ . Thus, it suffices to show that α ′ ∈ P . Assume, on the contrary that α ′ / ∈ P . Then, there exists m ∈ N such that σ m (α ′ ) ≻ α ′ . Since α ′ is periodic, we can be sure that m ∈ {1, . . . , n}. This implies that σ m (α ′ ) ≻ α ′ . Therefore, σ m (α) ≻ α which is a contradiction. Therefore α ′ ∈ P and hence P ∩ P er(σ) is dense in P .
Let N = Σ 2 \ (P ∪P ). As we observed previously, π(N ) has full Lebesgue measure. Proof.
is an open set. Observe for x such that x ∈ Σ 0 2 ∩ N we can do a similar construction. Then we can be sure that N is an open set. In order to show that N is dense, let x ∈ Σ 1 2 and ε > 0. Observe that x ∈ [1 n , 1 n+1 ] ≺ for some n ∈ N and recall there exists j ∈ N such that
and for every β ∈ N 0 consider
Note that both n α and n β exist for every α ∈ N 1 and β ∈ N 0 respectively.
Observe that ς is well defined, since n α exists for every α ∈ N . Moreover, n α is unique. Also, ς(Σ 1 2 ) = P and ς(α) α for every α ∈ Σ 1 2 . Note that it is possible to define
Lemma 3.9. Let α ∈ P ∩ P er(σ). Then, ς is constant on intervals of the form
where n is the period of α.
Proof. It is clear that ς(α) = α and ς(a 1 . . . a n) 1 ∞ ) = α from the definition of ς. Let α ′ ∈ (α, a 1 . . . a n 1 ∞ ) ≺ . Then there exists m > n such that a ′ m = 1 and a m = 0. This implies that α ′ / ∈ P . Consider ς(α ′ ) and assume that ς(
Remark 3.10. In the proof of Lemma 3.9 we considered the sequence a 1 . . . a n 1 ∞ instead of a 1 . . . a n−1 10 ∞ . The purpose of this modification is to not change the provided definition of ς. However, if a 1 . . . a n−1 10 ∞ is considered, then
An immediate consequence of Lemma 3.9 is that ς | P is a decreasing function with respect to the lexicographic order. Also, note that ς ′ will satisfy the same properties as ς, except that ς ′ is an increasing function.
Proof. From Lemma 3.9, ς is continuous and constant on intervals of the form [α, a 1 . . . a n 1 ∞ ] ≺ where n = P er(α).
Moreover, for every α ′ ∈ Σ 1 2 \ P there exists α ∈ P ∩ P er(σ) such that α ′ ∈ [α, a 1 . . . a n 1 ∞ ] ≺ . Then from Proposition 3.8 ς is continuous and constant on a dense set of Σ 1 2 . Then, it is just needed to show that ς is continuous in P \ P ∩ P er(σ). Let α ∈ P \ P ∩ P er(σ) and
, 1] such that π −1 ({a}) has two elements. By Remark 3.10 we can consider
has Lebesgue measure zero and π
Proof. Note that it suffices to show our result for (α, β)
Now we will study two sided extremal pairs (α, β) ∈ P ×P . Let (α, β) ∈ P ×P be two sided extremal. Consider
Then we define
Observe that ι(α) and ι(β) are periodic sequences. Also, ι(α) and ι(β) satisfy that
. This contradicts the choice of N β (α). Thus, β ≺ σ n (ι(α)) for every n ∈ N. Similarly, σ n (β) ≺ α for every n ∈ N. Therefore (ι(α), ι(β)) ∈ LW.
Lemma 3.14. If (α, β) ∈ P ×P is two sided extremal, then Σ (α,β) = Σ (ι(α),ι(β)) .
Proof. Consider a two sided extremal pair (α, β). Since, ι(α) ≺ α and β ≺ ι(β) then
Without losing generality we can assume that x = α and x = β. Then there exists m ′ such that either
This implies that σ m b +j (x) ≺ β or σ na+j (x) ≻ α for some j ∈ N, which is a contradiction.
Now, we will concentrate in studying right and left extremal pairs. Given α ∈ P , we define ξ α : P ′ → P ′ by:
Similarly, if (α, β) ∈ P ×P is left extremal, we define ξ ′ β : P → P by:
The proof of ii) is analogous.
Proof. It suffices to show case i). Assume that (α, β) is right extremal. To show that (α, ξ α (β)) ∈ LW we need to show that σ n (α)
We need to show now that
. This implies that σ j (α) M α(β) = 0 which contradicts that M α (β) is minimal again.
is left extremal. Proof. It suffices to show i) since the proof of ii) is analogous. Observe that Σ (α,ξα(β)) ⊂ Σ (α,β) since ξ α (β) β. We want to show that Σ (α,β) ⊂ Σ (α,ξα(β) . Assume that the inclusion does not hold. Then there exists x ∈ Σ (α,β) \ Σ (α,ξα(β)) . This implies that there exists n ∈ N such that ξ α (β) ≻ σ n (x) ≻ β. Then there exists k β ∈ N such that σ n (x) k β < ξ α (β) k β and σ n (x) i = ξ α (β) i for every i < k β . Thus, σ n (x) ≻ α. This contradicts that x ∈ Σ (α,ξα(β)) . Hence Σ (α,β) ⊂ Σ (α,ξα(β)) .
We define I : P ×P → P ×P as:
The function I provides the sought link between P ×P and the lexicographic world.
Proof. From Lemmas 3.13 and 3.16, I is well defined and I(α, β) ∈ LW for every (α, β) ∈ P ×P .
Proof. This is a direct consequence of Lemmas 3.14 and 3.17.
Using Theorem 3.18 and Theorem 3.19, we obtain the proof of Theorem 2.9, i.e. for every (a, b) ∈ D 1 , there exists (α, β) ∈ LW such that (Λ (a,b) , f (a,b) ) is topologically conjugated to the lexicographic subshift (Σ (α,β) , σ (α.β) ).
As a direct consequence of Theorem 2.8, Theorem 3.18 and Theorem 3.19 we obtain the following results. It is natural to associate to a Lorenz dynamical system ([0
If x ∈ I c the upper kneading sequence of
. Finally, the kneading invariant of g is the pair (k − g (c), k + g (c)).
Hubbard and
Moreover, every element (α, β) ∈ LW determines a unique Lorenz map g up to topological conjugacy. Also, in [23, Theorem 2] it is shown that (
, and the set of points such that the semi-conjugacy is not injective is precisely I c . Therefore, by Theorem 2.9, the following statement is true. 
A particular set of Lorenz maps were introduced by Parry in [31] . Consider β ∈ (1, 2) and α ∈ (0, 2 − β). Define 
In [7] the authors suggested the notion of intermediate β-expansions or (β, α)-expansions. Let α ∈ (0, 2−β β−1 ), and consider the map:
Note that we defined the map T β,α in [α, 1+α] since this set is an attractor for the extended map defined in [0,
. Considering the homeomorphism ψ : [0, 1] → [α, 1 + α] given by ψ(x) = x + α it is easy to show -see [7, 32] that T β,α is topologically conjugated to the map g β,α * given by (Λ (a,b) , f (a,b) ) and (Σ (α,β) , σ (α,β) )
Transitivity for
We start the section by giving the notion of renormalisability of a pair (α, β) ∈ LW introduced in [16, p. 27] 
is topologically conjugated to a Lorenz dynamical system [13] .
We would like to emphasise that it is a well known result that if g :
) is renormalisable [16] . Furthermore, it is also well known that an expanding Lorenz dynamical system ([0, 1], g) is not transitive if and only if the kneading invariant (k − g (c), k + g (c)) is renormalisable [12, Theorem 2]. Nonetheless, since ([0, 1], g) is merely a factor of (Σ (α,β) , σ (α,β) ) where α = σ(k − g (c)) and β = σ(k + g (c)), we cannot be sure if this property is transferred to (Σ (α,β) , σ (α,β) ) automatically.
Definition 5.1. Let (α, β) ∈ LW. We say that (α, β) ∈ LW is renormalisable if there exist two words ω and ν and sequences Remark 5.2. We will also call a pair (α, β) ∈ LW renormalisable if ω or ν is an infinite sequence. In this case, 0α = ων and 1β = ν if ν is an infinite sequence and 0α = ω and 1β = νω if ω is an infinite sequence. In this case, we say that (α, β) is renormalisable by an infinite sequence.
In Definition 5.1 and Remark 5.2, ω and ν are always considered to be the shortest choice of renormalisation words. Observe that Definition 5.1 can be stated considering directly the binary expansion of π −1 (a) and π −1 (b) when (a, b) ∈ D 0 and σ(π −1 (a)), σ(π −1 (b)) ∈ LW. However, we will state our results in terms of pairs (α, β) ∈ LW.
The aim of this section is to give a symbolic proof of [12, Theorem 2] characterising transitive subshifts (Σ (α,β) , σ (α,β) ) in terms of renormalisability of such pair. In Theorem 5.13, Theorem 5.16 and Theorem 5.18 it is shown that lexicographic subshifts corresponding to renormalisable pairs (α, β) are not transitive provided that ω and ν are not cyclically balanced words with 1(ω) = 1(ν). In such a case we show that Theorem 5.13 is also satisfied by such pairs and in Theorem 5.10. Nonetheless, in Theorem 5.16 we show the subshifts (Σ (α,β) , σ (α,β) ) corresponding to pairs (0α, 1β) ∈ LW given by 0α = ων ∞ and 1β = νω ∞ where ω = ω r and ν = ν r for r ∈ Q ∩ (0, 1) are transitive. Finally, in Theorem 5.20 and Theorem 5.22 we show that lexicographic subshifts given by non renormalisable pairs are transitive.
In order to the main results of this section, we prove first some easy claims which provide a useful partition of LW. Also, Proposition 5. Proposition 5.3. Let n ∈ N such that n ≥ 2. Then for every
1 n is not a factor for any x ∈ Σ (α,β) for every β ∈P .
Proof. Let n ≥ 2 and α ∈ ((1 n−2 0) ∞ , (1 n−1 0) ∞ ] ≺ . Then a i = 1 for every i ∈ {1, . . . n − 1}. Let β = 0 ∞ . Assume that there exist x ∈ Σ (α,β) such that 1 n is a factor of x. Let
Then σ j (x) ≻ α which is a contradiction. Since Σ (α,β) ⊂ Σ (α,0 ∞ ) for every β ∈ (0 ∞ , π −1 (χ(a))) ≺ then 1 n is not a factor of any x ∈ Σ (α,β) .
Observe that it is possible to show an analogous result interchanging 1's to 0's which is stated below. The proof is essentially the same as the one for Proposition 5.3, so it is omitted. Proposition 5.4. Let n ∈ N such that n ≥ 3. Then for every
0 n is not a factor for any x ∈ Σ (α,β) .
Moreover, this subshift induces the lexicographic subshift of finite type given by
Proof. Let n = max{j, k}. Assume that n = j, then . Also, note that for every x ∈ Σ (α,β) , neither 0 j nor 1 n are factors of x, which implies that Σ (α,β) ⊂ Σ F . Let x ∈ Σ F and assume that x / ∈ Σ (α,β) . Then there exists n ∈ N such that σ n (x) ≺ β or σ n (x) ≻ α. Without losing generality assume that implies that σ n (x) ≺ β. Then there exists j ′ ∈ N such that (σ n (x)) j ′ = 0 and b j ′ = 1, which implies that 0 j is a factor of x, a contradiction. Therefore Σ F = Σ (α,β) and (Σ (α,β) , σ (α,β) ) is a subshift of finite type.
Lemma 5.6. Let (α, β) ∈ LW be renormalisable by ω and ν. Then the sequences
and max{m
Proof. Firstly, assume that {n ν i } ∞ i=1 is not bounded. Then for every i there exists i ′ such that n ν i < n ν i ′ . In particular, there exists i ′ 1 such that n 1 < n i ′
1
. Take n sufficiently large such that σ n (α) = ων
Observe that a (ℓ(ω)−1)n 1 ℓ(ν)+1 = 0 and σ n (α) (ℓ(ω)−1)n 1 ℓ(ν)+1 = 1, which implies that α / ∈ P which is a contradiction. Therefore
is not bounded. Similarly, for every j there exists j ′ such that m ω j < m ω j ′ . Let j ′ 1 be such that m 1 < n j ′ 
is not bounded. Since {m ω j } ∞ j=1 is bounded there exists j such that m ω 1 < n ω j . Since (α, β) is renormalisable, there exists n ′ such that σ n ′ (α) = νω n ω j ν . . .. Then σ n ′ (α) ≺ β which contradicts that (α, β) ∈ LW. Therefore {n ω i } ∞ i=1 is bounded by m ω 1 . Similarly,{m ν j } ∞ j=1 is bounded by n ν 1 . The proof is omitted. Observe that n ν i = ∞ for some i ∈ N if and only if i = 1. Also, m ω j = ∞ for some j ∈ N if and only if j = 1. This is a direct corollary of Lemma 5.6.
Note that if a pair (α, β) is renormalisable, then it is possible to define the substitution ρ ω,ν as follows: ρ ω,ν (ω) = 0 and ρ ω,ν (ν) = 1. It is possible to define the pair (R ω,ν (α), R ω,ν (β)) to be (R ω,ν (α), R ω,ν (β)) = (σ(ρ ω,ν (0α)), σ(ρ ω,ν (1β))). As a consequence of Lemma 5.6 it is clear (R ω,ν (α), R ω,ν (β)) ∈ LW. Observe that (R ω,ν (α), R ω,ν (β)) can be a renormalisable pair by words (ω 1 , ν 1 ). In such a case we denote by ν (β) ) . Then, for n ∈ N we say that (α, β) is n-renormalisable if for every 0 ≤ k ≤ n − 1 the pair R k (α), R k (β) is renormalisable and (R n (α), R n (β)) is not renormalisable. If (α, β) is renormalisable for every n ≥ 0 then we say that (α, β) is infinitely renormalisable.
In [16, Lemma 2] the authors proved that n ω 1 and m ν 1 cannot be simultaneously equal to 1 based in a more restrictive definition of the lexicographic world LW. However using Definition 5.1 it is possible to consider such a case. Given (α, β) ∈ LW, we say that Σ (α,β) is a cyclic subshift if there exists a finite word ω such that α = σ(0-max ∞ ω ) and β = σ(1-min ∞ ω ). Note that from [25, Theorem 1.3] we know that every cyclic subshift is a subshift of finite type. Furthermore, for every cyclic subshift 0 β = 0 α and 1 β = 1 α .
The cyclically balanced case. Firstly we will study subshifts such that (α, β) is renormalisable by ω and ν where ω and ν are cyclically balanced words with ω = 0-max ω , ν = 1-min ν , ℓ(ω) = ℓ(ν) and 1(ω) = 1(ν) = p q with gcd(p, q) = 1. This implies that the corresponding hole (a, b) ∈ D 1 \ D 2 . Note that Remark 2.4 and Theorem 2.5 imply that the pair (σ(ω ∞ ), σ(ν ∞ )) is not renormalisable. Besides, (π(ω ∞ ), π(ν ∞ )) ∈ D 0 . Observe that Remark 2.4 and Theorem 2.5 that the pair (σ(ω ∞ ), σ(ν ∞ )) will also imply that the proof of Theorem 5.13 remains valid in D 1 . However, in Theorem 5.10 we show that the pairs (α, β) such that 0α = ων ∞ and 1β = νω ∞ and ω and ν satisfy to be cyclically balanced words with ω = 0-max ω , ν = 1-min ν , ℓ(ω) = ℓ(ν) and 1(ω) = 1(ν) = 
for every n ∈ N.
Proof. Firstly observe that for every
Similarly, for every n ∈ N, (ων n ) ∞ (n+1)ℓ(ω)+1 = 0 and ων ∞ (n+1)ℓ(ω)+1 = 1. By a similar argument it is possible to show that for every n ∈ N, (νω n ) ∞ ≺ ν ∞ as well as νω ∞ ≺ (νω n+1 ) ∞ ≺ (νω n ) ∞ . This gives
We have that σ(ν ∞ ) ω ∞ ≺ ν ∞ ≺ σ(ω) because ω = 0-max ω , ν = 1-min ν , ν is a cyclic permutation of ω , σ(ν ∞ ) 1 = 0 and σ(ω ∞ ) 1 = 1. This completes the proof.
We would like to remark that σ(ν ∞ ) = ω ∞ and σ ω ∞ = ν ∞ if and only if 1(ω) = 1(ν) = 1 p for every p ≥ 2.
) where ǫ i ∈ {ω, ν} and n ≥ 0} . It is clear that ({ω, ν} ∞ , σ {ω,ν} ∞ ) is a subshift.
Lemma 5.8. Let ω and ν be cyclically balanced words such that ω = 0-max ω , ν = 1-min ν , ℓ(ω) = ℓ(ν) and 1(ω) = 1(ν) = p q with gcd(p, q) = 1. Then for every n ≥ 0,
Proof. For n = 0 note that
) then by induction we just need to show that x ∈ {ω, ν}
and σ((ων k+1 ) ∞ ), then it suffices to consider
. Let us assume the former. Then
Changing ω by ν and vice versa and using a similar argument if
≺ and the proof is complete.
Lemma 5.9. Let ω and ν be cyclically balanced with 1(ω) = 1(ν) and
Proof. Firstly we show that {ω, ν} ∞ ⊂ (Σ (α,β , σ α,β) ). Note that ων ∞ is the lexicographically largest word starting with 0 in {ω, ν} ∞ and νω ∞ is the lexicographically smallest word starting with 1 in {ω, ν} ∞ . Then σ(ων ∞ ) is the lexicographically largest word in {ω, ν} ∞ and σ(νω ∞ ) is the lexicographically smallest word in {ω, ν} ∞ . Since {ω, ν} ∞ is a subshift, then
Let us show now that
• Σ (α,β) then there exist n ≥ 0 such that x ∈ Σ (αn,β n ) . Then, by Lemma 5.8, x ∈ {ω, ν} ∞ . Thus Σ (α,β) ⊂ {ω, ν} ∞ which finishes the proof.
We emphasise that Lemma 5.9 is false if ω and ν are not cyclically balanced words or if ω and ν are cyclically balanced but 1(ω) = 1(ν). For example if ω = 01110 and ν = 100001 then the period 2 cycle (01) ∞ ∈ Σ (σ(ων ∞ ),σ(νω ∞ )) and (01) ∞ = {ω, ν} ∞ .
Theorem 5.10. If ω and ν are cyclically balanced with 1(ω) = 1(ν) and ℓ(ω) = ℓ(ν) then (Σ α,β , σ (α,β) ) is a transitive subshift where α = σ(ων ∞ ) and β = σ(νω ∞ )
Proof. From Lemma 5.9 it is just needed to show that {ω, ν} ∞ is a transitive subshift. From [9, Theorem 2.1] {ω, ν} ∞ is coded. Thus, {ω, ν} ∞ is transitive.
Note that the transitivity of {ω, ν} ∞ does not rely on the fact that ω and ν satisfy the hypothesis of Theorem 5.10. In fact, for any two words ω and ν, {ω, ν} ∞ is transitive.
Let ω, ν be finite words. Observe that {ω, ν} ∞ is a one-sided version of a uniquely decipherable renewal system -see [17] for a general definition. By an easy modification of the proof of [17, Theorem 3.3] we can be sure that {ω, ν} ∞ is a transitive sofic subshift. Let W be the set of all bi-infinite concatenations of ω and ν. Then, it is clear that B n (W ) = B n ({ω, ν} ∞ ). This implies that h top (W ) = h top ({ω, ν} ∞ ). Moreover 
Proof. Assume that max ω ∞ = max ν ∞ . Then ω and ν are cyclic permutations of each other. Then by Proposition 2.2 there exist words υ and ̟ such that ω = υ̟ and ν = ̟υ which contradicts our assumption on the length of ω and ν.
Assume that max ω ∞ ≺ max ν ∞ . From Proposition 2.2 we have that max ωℓ(ω) = max ωℓ(ν) = 0. This implies that ω ∞ ≺ ν ∞ which contradicts that (α, β) is renormalisable.
Lemma 5.12. Let (α, β) ∈ LW be renormalisable by ω and ν. Then ω ∞ , ν ∞ ∈ Σ (α,β) .
Proof. Firstly, note that if 0α = ων ∞ and 1β = νω ∞ the result is automatically true. Let
and for every n ≥ 0. This implies that ων, νω ∈ L (Σ (α,β) ). Note that (ω ∞ ) ℓ(ω)+1 = 0 and ((ων) ∞ ) ℓ(ω)+1 = 1. Also, (ν ∞ ) ℓ(ν)+1 = 1 and ((νω) ∞ ) ℓ(ν)+1 = 0. This implies that
Using the same arguments as before we can show that
Theorem 5.13. Let (α, β) ∈ LW be a renormalisable pair by ω and ν such that ℓ(ω)+ℓ(ν) > 4, 0α = ων ∞ and 1β = νω ∞ . Then (Σ (α,β) , σ (α,β) ) is not transitive.
Proof. Let (α, β) ∈ LW be renormalisable by ω and ν. By Lemma 5.12, ω ∞ and ν ∞ ∈ Σ (α,β) . Also, (ων) m and (νω) m ∈ L(Σ (α,β) ) for every m ∈ N. Note that σ(ω)1 ∈ B ℓ(ω) is the maximal admissible word of length ℓ(ω) and σ(ν)0 ∈ B ℓ(ν) is the minimal admissible word of length ℓ(ν). It is needed to consider two cases.
Case 1):
Assume that ,β) ). We want to show that there are no bridges between ω1 and ν n ν 1 +1 . Note that Lemma 5.6 implies that
Suppose that there exists a bridge υ such that ,β) ). Since σ(ω)1 is the maximal admissible word of length ℓ(ω) the first ℓ(ν) − 2 digits of υ satisfy that u i = ν i+1 and the following digit is free. If u ℓ(ν)−1 = ν ℓ(ν) then σ(ω)1υ ≻ α or 1υ ≺ ν which is a contradiction. Then u ℓ(ν)−1 = u ℓ(ν) . Also, if ℓ(υ) = ℓ(ν) − 1 then σ(ω)1υν n ν 1 +1 ≻ α which is a contradiction. This implies that ℓ(υ) > ℓ(ν) − 1 and that u 1 . . . u ℓ(ν)−1 = σ(ν). Then u ℓ(ν) = 0 then the following ℓ(ω) digits coincide with ω and we reach a contradiction. If u ℓ(ν) = 1 then the following ℓ(ν) digits will coincide with ν. This implies that ℓ(υ) = ∞ which is a contradiction. Then (Σ (α,β) , σ (α,β) ) is not transitive.
Case 2):
Assume that n ν 1 = ∞ or m ω 1 = ∞ but not both. Without losing generality assume that n ν 1 = ∞. Then 0α = ων ∞ and 1β = νω m ω 1 ν m ν 1 ω m ω 2 ν m ν 2 ω n ω 3 . . .. We observe that there are no bridges between ν0 and ω m ω 1 +1 as follows. Firstly, from Lemma 5.6 we now that ,β) ). Assume that the bridge υ exists. Since σ(ν)0 is the minimal admissible word of length ℓ(ν) then υ satisfies that u i = ω i+1 for i ∈ {1, . . . ℓ(ω) − 1} and the following digit is free. If u ℓ(ω) = 1 then u = σ(ω)1, this implies that u ℓ(ω)+i = ν i+1 for i ∈ {1 . . . ℓ(ν) − 1}. Note that if u ℓ(ω)+ℓ(ν) = 0 then we fall in our starting case. If
Note that u 2ℓ(ω) = 1 we get the same conclusion from the case when u ℓ(ω) = 1. Thus, u 2ℓ(ω) = 0. This implies that u 1 . . . u m ω 1 (ℓ(ω))−1 = σ(ω) m ω 1 and u m ω 1 ℓ(ω) = 1 which takes us to the starting case. Then (Σ (α,β) , σ (α,β) ) is not transitive.
Proof. Let (Σ (α,β) , σ (α,β) ) be a cyclic subshift. Observe that α and β are cyclic permutations of each other. Then Proposition 2.3 implies there exist ω, ν ∈ L(Σ 2 ) such that ω starts with 0, ν starts with 1, ω = 0 max(ω), ν = 1 min(ν), 0α = (ων) ∞ and 1β = (νω) ∞ which implies that (α, β) is renormalisable. Then by Theorem 5.13, (Σ (α,β) , σ (α,β) ) is not transitive.
Proof. This is a direct consequence of [15 
Proof. From Proposition 5.12 we know that ω ∞ and ν ∞ ∈ Σ (α,β) . Also, from Proposition 5.11 we have that max ν ∞ ≺ max ω ∞ . Then max ω and max ν ∈ L(Σ (α,β) ). Note that
Finally, we want to show that there is no bridge between a 1 . . . a ℓ(ω)+ℓ(ν)−1 1 and (max ω max ν ) 2 .
Assume that such a bridge v exists, i.e. Note that the case ℓ(ω) + ℓ(ν) = 4 is contained in Theorem 5.10. Observe that in the proof of Theorem 5.13 we did not consider the case when (α, β) is renormalisable by an infinite sequence.
Proposition 5.17. Let (α, β) ∈ LW such that β = 0 n α for n > 0 α . Then (Σ (α,β) , σ (α,β) ) is not transitive.
Proof. It is evident that 0 n ∈ L(Σ (α,β) , σ (α,β) ) since β = 0 n α. Assume that (Σ (α,β) , σ (α,β) ) is transitive. Then, there exist ω ∈ L(Σ (α,β) ) such that 0 n ω0 n ∈ L (Σ (α,β) ). Since β = 0 n α then w i = a i for all i ∈ {1 . . . ℓ(ω)}. Note that for every i ∈ N the block a 1 . . . a i 0 n since n > 0 α . This implies that the block 0 n a 1 . . . a i 0 n ≺ β for every i ∈ N. Therefore 0 n a 1 . . . a i 0 n / ∈ L(Σ (α,β) ) which is a contradiction. Therefore (Σ (α,β) , σ (α,β) ) is not transitive. Proof. There is no loss of generality in assuming that 0α = ω and 1β = νω where ω is an infinite sequence. Moreover, from Proposition 5.17 we can assume that ν = 10 n for any n ≥ 0 α . Moreover, by Theorem 5.13 we know that if ω = ω ∞ then (Σ (α,β) , σ (α,β) ) is not transitive. Then we can assume that ω is not a periodic sequence. Observe that ν ∞ ≺ ω since (α, β) ∈ LW. Note that if 0 β > 0 α then an analogous argument as the one used in the proof of Theorem 5.17 will hold. Let us assume that 0 β = 0 α . Let n > 1 α such that a n = 1, υ = a 1 . . . a n−1 0 ∈ L(Σ (α,β) ), υ ∞ = (a 1 . . . a n−1 0) ∞ ∈ Σ (α,β) and υ occurs finitely many times in α. There is no loss of generality in assuming that m = max {n ∈ N | υ n is a factor of α} exists. We claim that there are no bridges between ν0 and υ m+1 . Assume that such bridge ̟ exists, i.e ν0̟υ m+1 ∈ L(Σ (α,β) ). If ̟ is a factor of α then ν0̟υ n+1 ≺ β since ν0̟υ n+1 ℓ(ν)+1+ℓ(̟)+nℓ(υ) = 0 and b ℓ(ν)+1+ℓ(̟)+nℓ(υ) = 1. Thus, ̟ is not a factor of α. Since ν0̟υ n+1 i = b i for every 1 ≤ i ≤ ℓ(ν) + 1 then there exist n ∈ N with n + 1 ≤ ℓ(̟) such that ̟ i = a i for every 1 ≤ i ≤ n and ̟ n+1 = a n+1 . Note that if ̟ n+1 = 0 and a n+1 = 1 then ν0̟υ n+1 ≺ β then ̟ n+1 = 1. This gives that a n+1 = 0 then ̟ν n+1 ≻ α which is a contradiction. This completes the proof.
To characterise transitivity via the renormalisability of (α, β) it is necessary to show that (Σ (α,β) , σ (α,β) ) is transitive provided that (α, β) is not renormalisable.
Let (α, β) ∈ LW. We say that (α, β) is essential if α and β are periodic sequences and (α, β) is not renormalisable. From [25, Theorem 1.3] (Σ (α,β) , σ (α,β) ) is a subshift of finite type provided that (α, β) is an essential pair. From Proposition 2.3 we obtain that every for essential pair (α, β) ∈ LW there exists a pair of finite words (ω, ν) such that ω = 0 − max ω , ν = 1 − min ν and 0α = ω ∞ and 1β = ν ∞ . The pair (ω, ν) is called the associated pair.
To prove that the subshift of finite type corresponding to an essential pair is transitive we need to prove a technical lemma. Let (α, β) be an essential pair with associated pair (ω, ν). Consider the cyclic subshifts corresponding to ω and ν respectively i.e
Then by Proposition 2.2 there exist words ω α , ν α , ω β and ν β such that ω = ω α ν α , ν = ω β ν β , ω α = 0 − max ωα , ω β = 0 − max ω β , ν α = 1 − min να and ν β = 1 − minν β . Let
Proof. From the construction of p 1α,β and p 2α,β it is clear that
Without losing generality let us assume the former. Then there exists i ∈ N such that
This completes the proof.
Proof. Let (α, β) ∈ LW be an essential pair with associated pair (ω, ν). Let p 1(α,β) and p 2(α,β) be given by Lemma 5.19 . Note that Σ F ⊂ Σ (α,β) where F = {0 0α , 1 1 β }. From Proposition 5.5, (Σ F , σ F ) is a transitive subshift of finite type. Then it is needed to show that for υ, ν ∈ L(Σ (α,β) ) such that 1 α or 0 β is a factor of υ or ν there exist a bridge ω from υ to ν. We claim that for any pair υ, ν ∈ L(Σ (α,β) ), p 1(α,β) p 2(α,β) and p 2(α,β) p 1(α,β) are bridges between υ and ν. Consider υ, ν ∈ L(Σ (α,β) ). Observe that there exist ̟, ̟ ′ ∈ L(Σ (α,β) ) such that the words υ̟, υ̟ ′ ∈ L(Σ (α,β) ) and p 1(α,β) is a factor of υ̟ such that σ j (υ̟) = p 1(α,β) and p 2(α,β) is a factor of υ̟ ′ such that σ k (υ̟) = p 2(α,β) for some jℓ(υ) < j < ℓ(υ̟) and ℓ(υ) < k < ℓ(υ̟ ′ ). Also, there exist words ǫ, ǫ ′ ∈ L(Σ (α,β) ) such that the words ǫν, ǫ ′ ν ∈ L(Σ (α,β) ) and p 1(α,β) is a factor of ǫν such that ǫν i = p 1(α,β) i for every 1 ≤ i ≤ ℓ(p 1(α,β) ) and p 2(α,β) is a factor of ǫ ′ ν such that ǫ ′ ν j = p 2(α,β) j for every 1 ≤ j ≤ ℓ (p 2(α,β) ). Thus, the words υ̟ǫ ′ ν, υ̟ ′ ǫν ∈ L(Σ (α,β) ), which implies that (Σ (α,β) , σ (α,β) ) is a transitive subshift of finite type.
Transitivity of limits of essential pairs. To finish this section, we prove that every non renormalisable pair (α, β) ∈ LW corresponds to a transitive lexicographic subshift. It is clear that given a sequence {(α i , β i )} i=1 ⊂ LW such that for every i ∈ N, α i+1 ≺ α i , β i+1 ≻ β i , α i → α, β i → β and (α i , β i ) is an essential pair then (Σ (α,β) , σ (α,β) ) is transitive. In particular, (Σ (α,β) , σ (α,β) ) is coded. We show now that every non renormalisable pair (α, β) ∈ LW is a coded system.
Proof. From Theorem 5.20 we just need to show the case when α or β are not periodic sequences. Firstly, assume that α is not a periodic sequence and β is. Let i 1 such that i 1 > 1 α and a i 1 = 1. Let i 2 > i 1 such that a i 2 = 1. Then we define inductively the sequence {i m } ∞ m=1 as i m > i m−1 and a im = 1. We define {α m } ∞ m=1 as α m = (a 1 . . . a im−1 0) ∞ . From the construction it is clear that {α m } ∞ m=1 ∈ P er(σ) ∩ P , σ n (α m ) ≺ α for every n, m ∈ N, α m ≺ α m+1 for every m ∈ N, and α m −→ β) ) is coded. To prove the claim, assume that it is not true. This implies that there exist infinitely many k ∈ N such that (Σ (αm k ,β , σ (αm k ,β) ) is not transitive for infinitely many k ∈ N. Then from Theorem 5.20, (α m k , β) is renormalisable. Then (α, β) is renormalisable, which is a contradiction.
Note that if β is not a periodic sequence and α is, it is possible to develop a similar construction to the previous one considering the sequence {j n } ∞ n=1 defined as follows: Let j 1 such that j 1 > 0 b and b j 1 = 0. Let j 2 > j 1 such that b j 2 = 0. Inductively, we define {j n } ∞ n=1 as j n > j n−1 and b jn = 0. Then
Assume now that α and β are not periodic. Observe that the sequences {j m } ∞ m=1 and {i n } ∞ n=1 can be defined as we showed before. Then there exist a sequence Λ (a,b) , f (a,b) ) is transitive.
Specification Properties
In [6, Proposition 2.1], Buzzi proved a criterion which determines when a piecewise monotonic map has the specification property. It is clear that we can apply this criterion to expanding Lorenz maps in order to determine when they have the specification property. However, as topological transitivity, it is not immediate that (Σ (α,β) , σ (α,β) ) has the specification property if the associated Lorenz dynamical system ([0, 1], g (a,b) ) has it.
During this section, we give sufficient condition to determine when a lexicographic subshift has the specification property. Also, we construct a family of asymmetric subshifts with no specification.
Recall that a transitive lexicographic subshift (Σ (α,β) , σ (α,β) ) has specification if there exist M ∈ N such that for every ω, ν ∈ L(Σ (α,β) ) there is υ ∈ L(Σ (α,β) ) such that ωυν ∈ L(Σ (α,β) ) and ℓ(υ) = M . We can rephrase this definition as follows: Let
Then (Σ (α,β) , σ (α,β) ) has the specification property if and only if lim n→∞ m n < ∞. Recall that transitive subshifts of finite type have the specification property [30] . Then for every essential pair (α, β) we define specification number of (Σ α,β , σ α,β ) denoted by s (α,β) to be lim n→∞ m n . N ,β N ) ) for every n ≥ N , where (α n , β n ) satisfies:
) is a shift of finite type for every n ∈ N; ii) α n α n+1 α and β n β n+1 β; iii) α n −→ n→∞ α and β n −→ n→∞ β.
Proof. Assume that (a, b) ∈ D 1 and consider the (α, β) satisfying the hypothesis of the Lemma. Observe that if (Σ (α,β) , σ (α,β) ) then the constant sequence (α n , β n ) = (α, β) for every n ∈ N gives us the desired conclusion.
Let (α, β) be such that (Σ (α,β) , σ (α,β) ) is not a subshift of finite type. Let
Let consider α 1 = (a 1 . . . a n 1 −1 0) ∞ and
otherwise.
Let β
) is a subshift of finite type. Inductively, let
) is a subshift of finite type. Now consider for every l ≥ 2,
Then, using a similar argument as in (2) we construct for every l ∈ N get a sequences of subshifts of finite type (Σ (α l ,β l n ) , σ (α l ,β l n ) ). Let (α n , β n ) = (α n , β n n ) for every n ∈ N. From the construction we see that the sequence {(α n , β n )} ∞ n=1 satisfies i), ii) and iii). Proof. The modification of the definition of specification combined with Lemma 6.1 gives that m n = s (α N(n) ,β N(n) ) for every n ∈ N. Thus, a coded system (Σ (α,β) , σ (α,β) ) has specification if and only if lim n→∞ s (αn,β n ) is bounded. Observe that from the proof of Theorem 5.20 we have that s (αn,β n ) ≤ ℓ(p 1(α n,β n ) p 2(α n,β n ) ). From the hypothesis there is N ∈ N such that for every n ≤ N , p 1(α n,β n ) p 2(α n,β n ) = p 1(α N ,β N ) p 2(α N ,β N ) .
Then s (αn,β n ) ≤ ℓ(p 1(α N ,β N ) p 2(α N ,β N ) ) for every n ≥ N . Thus lim n→∞ s (αn,β n ) < ∞. Then (Σ (α,β) , σ (α,β) ) has specification.
We now construct a family of examples satisfying Theorem 6.2. To perform this construction it is needed to show the following result. Lemma 6.3. Let (α, β), (α ′ , β ′ ) ∈ LW be essential pairs with associated pairs (ω, ν) and (ω ′ , ν ′ ) respectively such that (α, β) = (α ′ , β ′ ). Suppose that ω ′ ∞ ≺ ω ∞ and ν ∞ ≺ ν ′ ∞ . Then the pair (α ′′ , β ′′ ) given by 0α ′′ = (ων ′ ) ∞ and 1β ′′ = (νω ′ ) ∞ is an essential pair.
Proof. Since ω ′ ∞ ≺ ω ∞ and ν ∞ ≺ ν ′ ∞ it is clear that (α ′′ , β ′′ ) ∈ LW. Also ω ∞ ≺ (ων ′ ) ∞ and (νω ′ ) ∞ ≺ ν ∞ . Assume that (α ′′ , β ′′ ) is renormalisable. Then there exist sequences {n
and {m ǫ j } ∞ j=1 ⊂ N and words ̟, ǫ such that ̟ = 0 − max ̟ , ǫ = 1 − min ǫ , (ων ′ ) ∞ = ̟ǫ where (ω ′ n−1 , ν ′ n−1 ) is the associated pair of an essential pair (α ′ n−1 , β From Lemma 6.3 we have that (Σ (α,β) , σ (α,β) ) is a coded system. We claim that (Σ (α,β) , σ (α,β) ) has the specification property.
To prove this we will show that p 1(α n,β n ) p 2(α n,β n ) = p 1(α 2 ,β 2 ) p 2(α 2 ,β 2 ) for every n ≥ 2. Observe that the associated pair of (α 2 , β 2 ) is (ω 1 ν ′ 1 , νω ′ ). Since ω ′ ∞ then p 1(α n,β n ) = ω 1 and p 2(α n,β n ) . Then p 1(α n,β n ) p 2(α n,β n ) = p 1(α 2 ,β 2 ) p 1(α 2 ,β 2 )
for every n ≥ 2. This proves our assertion.
Examples with no specification. such that for every k ∈ N, ℓ(p 1(α n k ,β n k ) p 2(α n k ,β n k ) ) < ℓ(p 1(α n k+1 ,β n k+1 ) p 2(α n k+1 ,β n k+1 ) ) and ℓ(p 1(α n k ,β n k ) p 2(α n k ,β n k ) ) ≤ s (αn k+1 ,β n k+1
) then (Σ (α,β) , σ (α,β) ) does not have specification.
Proof. Observe that if s (αn k ,β n k ) < s (αn k+1 ,β n k+1 ) for every k ∈ N then (Σ (α,β) , σ (α,β) ) does not have specification. From the proof of Theorem 5.20 we have that s (αn k ,β n k ) ≤ ℓ(p 1(α n k ,β n k ) p 2(α n k ,β n k ) ) and s (αn k+1 ,β n k+1 ) ≤ ℓ(p 1(α n k+1 ,β n k+1 ) p 2(α n k+1 ,β n k+1 ) ).
From hypothesis we have that ℓ(p 1(α n k ,β n k ) p 2(α n k ,β n k ) ) < s (αn k+1 ,β n k+1 ) for every k ∈ N. Then s (αn k ,β n k ) ≤ ℓ(p 1(α n k ,β n k ) p 2(α n k ,β n k ) ) < s (αn k+1 ,β n k+1 ) for every k ∈ N which concludes the proof.
To finish this section we construct a family of examples satisfying Theorem 6.4. For this purpose we show the following technical lemma.
Lemma 6.5. Let (α, β), (α ′ , β ′ ) ∈ LW be essential pairs with associated pairs (ω, ν) and (ω ′ , ν ′ ) respectively such that (α, β) = (α ′ , β ′ ). Suppose that ω ′ ∞ ≺ ω ∞ and ν ∞ ≺ ν ′ ∞ . For every n, m ∈ N the pair (α ′′ , β ′′ ) given by 0α ′′ = (ων n ν ′ ) ∞ and 1β ′′ = (νω m ω ′ ) ∞ is an essential pair.
Proof. Let n, m ∈ N. Note that since ω ′ ∞ ≺ ω ∞ and ν ∞ ≺ ν ′ ∞ then (α ′′ , β ′′ ) ∈ LW. Also,
Let us assume that (α ′′ , β ′′ ) is renormalisable. Then there exist sequences {n
and {m ǫ j } ∞ j=1 ⊂ N and words ̟, ǫ such that ̟ = 0 − max ̟ , ǫ = 1 − min ǫ , (ων n ν ′ ) ∞ = ̟ǫ
