The development of sensory receptive fields has been modeled in the past by a variety of models including normative models such as sparse coding or independent component analysis and bottom-up models such as spike-timing dependent plasticity or the Bienenstock-Cooper-Munro model of synaptic plasticity. Here we show that the above variety of approaches can all be unified into a single common principle, namely Nonlinear Hebbian Learning. When Nonlinear Hebbian Learning is applied to natural images, receptive field shapes were strongly constrained by the input statistics and preprocessing, but exhibited only modest variation across different choices of nonlinearities in neuron models or synaptic plasticity rules.
Introduction
Neurons in sensory areas of the cortex are optimally driven by stimuli with characteristic features that define the 'receptive field' of the cell. While receptive fields of simple cells in primary visual cortex (V1) are localized in visual space and sensitive to the orientation of light contrast 1 , those of auditory neurons are sensitive to specific time-frequency patterns in sounds 2 . The concept of a receptive field is also useful when studying higher-order sensory areas, for instance when analyzing the degree of selectivity and invariance of neurons to stimulus properties 3, 4 .
The characteristic receptive fields of simple cells in V1 have been related to statistical properties of natural images 5 . These findings inspired various models, based on principles as diverse as sparse sensory representations 6 , optimal information transmission 7 , or synaptic plasticity 8 . Several studies highlighted possible connections between biological and normative justifications of sensory receptive fields [9] [10] [11] [12] , not only in V1, but also in other sensory areas 13 , such as auditory 14, 15 and secondary visual cortex (V2) 16 .
Since disparate models appear to achieve similar results, the question arises whether there exists a general underlying concept in unsupervised learning models 15, 17 . Here we show that the principle of nonlinear Hebbian learning is sufficient for receptive field development under rather general conditions. The nonlinearity is defined by the neuron's f-I curve combined with the nonlinearity of the plasticity function. The outcome of such nonlinear learning is equivalent to projection pursuit [18] [19] [20] , which focuses on features with non-trivial statistical structure, and therefore links receptive field development to optimality principles.
Here we unify and broaden the above concepts and show that plastic neural networks, sparse coding models and independent component analysis can all be reformulated as nonlinear Hebbian learning. For natural images as sensory input, we find that a broad class of nonlinear Hebbian rules lead to orientation selective receptive fields, and explain how seemingly disparate approaches may lead to similar receptive fields. The theory predicts the diversity of receptive field shapes obtained in simulations for several different families of nonlinearities. The robustness to model assumptions also applies to alternative sensory modalities, implying that the statistical properties of the input strongly constrain the type of receptive fields that can be learned. Since the conclusions are robust to specific properties of neurons and plasticity mechanisms, our results support the idea that synaptic plasticity can be interpreted as nonlinear Hebbian learning, implementing a statistical optimization of the neuron's receptive field properties.
Results

The effective Hebbian nonlinearity
In classic rate models of sensory development 6, 8, 21 , a first layer of neurons, representing the sensory input x, is connected to a downstream neuron with activity y, through synaptic connections with weights w (Fig. 1a) . The response to a specific input is y = g(w T x), where g is the frequencycurrent (f-I) curve. In most models of Hebbian plasticity 22, 23 , synaptic changes ∆w of the connection weights depend on pre-and post-synaptic activity, with a linear dependence on the pre-synaptic and a nonlinear dependence on the post-synaptic activity, ∆w ∝ x h(y), in accordance with models of pairing experiments 10, 24 . The learning dynamics arise from a combination of the neuronal f-I curve y = g(w T x) and the Hebbian plasticity function ∆w ∝ x h(y):
where we define the effective Hebbian nonlinearity f := h • g as the composition of the nonlinearity in the plasticity rule and the neuron's f-I curve. In an experimental setting, the pre-synaptic activity x is determined by the set of sensory stimuli (influenced by, e.g., the rearing conditions during sensory development 25 ). Therefore, the evolution of synaptic strength, Eq. 1, is determined by the effective nonlinearity f and the statistics of the input x.
Many existing models can be formulated in the framework of Eq. 1. For instance, in a classic study of simple-cell formation 8 , the Bienenstock-Cooper-Munro (BCM) model 22 has a quadratic plasticity nonlinearity, h(y) = y(y − θ), with a variable plasticity threshold θ, and a sigmoidal f-I curve, σ(w T x), which combine into nonlinear Hebbian learning dynamics, ∆w ∝ x h(σ(w T x)).
More realistic cortical networks have dynamical properties which are not accounted for by rate models. By analyzing state-of-the-art models of cortical neurons and synaptic plasticity, we inspected whether plastic spiking networks can be reduced to nonlinear Hebbian learning. We considered a generalized leaky integrate-and-fire model (GIF), which includes adaptation, stochastic firing and predicts experimental spikes with high accuracy 26 , and we approximate its f-I curve by a linear rectifier, g(u) = a(u − θ) + , with slope a and threshold θ (Fig. 1b) .
As a phenomenological model of synaptic plasticity grounded on experimental data 27 , we implemented triplet spike-timing dependent plasticity (STDP) 24 . In this STDP model, the dependence of long-term potentiation (LTP) upon two post-synaptic spikes induces in the corresponding rate model a quadratic dependence on the post-synaptic rate, while long-term depression (LTD) is linear. The resulting rate plasticity 24 is h(y) = y 2 − by, with an LTD factor b (post-synaptic activity threshold separating LTD from LTP, Fig. 1c ), similar to the classic BCM model 8, 22 .
Composing the f-I curve of the GIF with the h(y) for the triplet plasticity model, we have an approximation of the effective learning nonlinearity f = h • g in cortical spiking neurons (Fig 1d) , that can be described as a quadratic rectifier, with LTD threshold given by θ 1 = θ and LTP threshold given by θ 2 = θ + b/a. Interestingly, the f-I slope a and LTD factor b are redundant parameters of the learning dynamics: only their ratio counts in nonlinear Hebbian plasticity. Metaplasticity can control the LTD factor 24, 28 , thus regulating the LTP threshold.
If one considers a linear STDP model 29, 30 instead of the triplet STDP 24 , the plasticity curve is linear 23 , as in standard Hebbian learning, and the effective nonlinearity is shaped by the properties of the f-I curve (Fig. 2a) .
Sparse coding as nonlinear Hebbian learning
Beyond phenomenological modeling, normative principles that explain receptive fields development have been one of the goals of theoretical neuroscience 31 . Sparse coding 6 starts from the assumptions that V1 aims at maximizing the sparseness of the activity in the sensory representation, and became a well-known normative model to develop orientation selective receptive fields 9, 12, 13 . We demonstrate that the algorithm implemented in the sparse coding model is in fact a particular example of nonlinear Hebbian learning.
The sparse coding model aims at minimizing an input reconstruction error E = 
, where v are inhibitory recurrent synaptic connections (see Methods). In the case of a single output neuron, its firing rate is simply y = g(w T x). The nonlinearity g of the f-I curve is threshold-like, and determined by the choice of the sparsity constraint 32 , such as the Cauchy, L 0 , or L 1 constraints (Fig 2a, see Methods) . If weights are updated through gradient descent so as to minimize E, the resulting plasticity rule is Oja's learning rule 33 , ∆w ∝ x y − w y 2 . The second term −w y 2 has a multiplicative effect on the strength of synapses projecting onto the same neuron (weight rescaling), but does not affect the receptive field shape, whereas the first term x y drives feature selectivity and receptive field formation. Together, these derivations imply that the one-unit sparse coding algorithm can be implemented by an effective nonlinear Hebbian rule combined with weight normalization. Although the plasticity mechanism is linear, ∆w ∝ x y, a nonlinearity arises from the f-I curve, y = g(w T x), so that the effective plasticity is
This analysis reveals an equivalence between sparse coding models and neural networks with linear plasticity mechanisms, where the sparsity constraint is determined by the f-I curve g. 
Simple cell development for a large class of nonlinearities
Since the models described above can be implemented by similar plasticity rules, we hypothesized nonlinear Hebbian learning to be a general principle that explains the development of receptive field selectivity. Nonlinear Hebbian learning with an effective nonlinearity f is linked to an optimization principle with a function F =´f 19, 20 . For an input ensemble x, optimality is achieved by weightsw that maximize F (w T x) , where angular brackets denote the average over the input statistics. Nonlinear Hebbian learning is a stochastic gradient ascent implementation of this optimization process, called projection pursuit [18] [19] [20] :
Motivated by results from ICA theory 36 and statistical properties of whitened natural images 5 , we selected diverse Hebbian nonlinearities f (Fig. 2a) and calculated the corresponding optimization value F (w T x) for different features of interest that we consider as candidate RF shapes, with a whitened ensemble of patches extracted from natural images as input (see Methods). These include a random connectivity pattern, a non-local oriented edge (as in principal components of natural images) and localized oriented edges (as in cat and monkey simple cells in the visual cortex), shown in Fig. 2b . The relative value of F (w T x) between one feature and another was remarkably consistent across various choices of the nonlinearity f , with localized orientation-selective receptive fields as maxima (Fig. 2b) . Furthermore, we also searched for the maxima through gradient ascent, so as to confirm that the maxima are orientation selective (Fig. 2c, left) . Our results indicate that receptive field development of simple cells is mainly governed by the statistical properties of natural images, while robust to specific model assumptions.
The relevant property of natural image statistics is that the distribution of a feature derived from typical localized oriented patterns has high kurtosis 5, 6, 37 . Thus to establish a quantitative measure whether a nonlinearity is suitable for feature learning, we define a selectivity index (SI), which measures the relative value of F (.) between a variable l with a Laplacian distribution and a variable g with Gaussian distribution 36 : 3) . For example the quadratic rectifier nonlinearity needs an LTP threshold θ 2 below some critical level, so as to be useful for feature learning (Fig. 3a) .
A sigmoidal function with threshold at zero has negative SI, but a negative sigmoid, as used in ICA studies 7 , has SI > 0. More generally, whenever an effective nonlinearity f is not suited for feature learning, its opposite −f should be, since its SI will have the opposite sign ( Fig. 2c ).
This implies that, in general, half of the function space could be suitable for feature learning 36 , i.e. it finds weights w such that the distribution of the feature w T x has a long tail, indicating high kurtosis ("kurtotic feature"). The other half of the function space learns the least kurtotic features (e.g. random connectivity patterns for natural images, Fig. 2b ,c).
This universality strongly constrains the possible shape of receptive fields that may arise during development for a given input dataset. For whitened natural images, a learnable receptive field is in general either a localized edge detector or a non-localized random connectivity pattern.
An important special case is an effective linear curve, f (u) = u, which arises when both f-I and plasticity curves are linear 21 . Because the linear model maximizes variance (w T x) datasets, where variance is constant (Fig. 2c) .
Symmetric effective nonlinearities, f (u) = f (−u), are also exceptions, since their corresponding optimization functions are asymmetric, F (u) = −F (−u), so that for datasets with symmetric statistical distributions, P (x) = P (−x), the optimization value will be zero, F asym. 
Receptive field diversity
Sensory neurons display a variety of receptive field shapes 38 , and recent modeling efforts 9,12 have attempted to understand the properties that give rise to the specific receptive fields seen in experiments. We show here that the shape diversity of a model can be predicted by our projection pursuit analysis, and is primarily determined by the statistics of input representation, while relatively robust to the specific effective nonlinearity.
We studied a model with multiple neurons in the second layer, which compete with each other for the representation of specific features of the input. Each neuron had a piece-wise linear f-I curve and a quadratic rectifier plasticity function (see Methods) and projected inhibitory connections v onto all others. These inhibitory connections are learned by anti-Hebbian plasticity and enforce decorrelation of neurons, so that receptive fields represent different positions, orientations and shapes [39] [40] [41] .
For 50 neurons, the resulting receptive fields became diversified ( Fig. 4a-c , colored dots). In an overcomplete network of 1000 neurons, the diversity further increased (Fig. 4d-f , colored dots).
For the analysis of the simulation results, we refined our inspection of optimal oriented receptive fields for natural images by numerical evaluation of the optimality criterion F (w T x) for receptive fields w = w Gabor , described as Gabor functions of variable length, width and spatial frequency. For all tested nonlinearities, the optimization function for single-neuron receptive fields varies smoothly with these parameters (Fig 4, grey-shaded background) . The single-neuron optimality landscape was then used to analyze the multi-neuron simulation results. We found that receptive fields are located in the area where the single-neuron optimality criterion is near its maximum, but spread out so as to represent different features of the input (Fig. 4) . Thus the map of optimization values, calculated from the theory of effective nonlinearity, enables us to qualitatively predict the shape diversity of receptive fields.
Although qualitatively similar, there are differences in the receptive fields developed for each model, such as smaller lengths for the L 0 sparse coding model (Fig. 4c) . While potentially significant, these differences across models may be overwhelmed by differences due to other model properties, including different network sizes or input representations. This is illustrated by observing that receptive field diversity for a given model differ substantially across network sizes (Fig. 4) , and the difference is even greater from simulations with an input that is not completely white (Fig. 5c ).
Thus our results suggests that efforts to model receptive field shapes observed experimentally 9, 12, 38 should focus on network size and input representation, which potentially have a stronger effect than the nonlinear properties of the specific model under consideration. We also studied the variation of receptive field position and orientation. For all five nonlinearities considered, the optimization value is equal for different positions of the receptive field centers, confirming the translation invariance in the image statistics, as long as the receptive field is not too close to the border of the anatomically allowed fan-in of synaptic connections (Fig. 6b) . Also, all nonlinearities reveal the same bias towards the horizontal and vertical orientations (Fig. 6c) . These optimality predictions are confirmed in single neuron simulations, which lead mostly to either horizontal or vertical orientations, at random positions (Fig. 6d) . When the network is expanded to 50 neurons, recurrent inhibition forces receptive fields to cover different positions, though excluding border positions, and some neurons have non-cardinal orientations (Fig. 6e) . With 1000 neurons, receptive fields diversify to many possible combinations of position, orientation and length (Fig. 6f) .
Beyond V1 simple cells
Nonlinear Hebbian learning is not limited to explaining simple cells in V1. We investigated if the same learning principles apply to receptive field development in other visual or auditory areas or under different rearing conditions.
For auditory neurons 14 , we used segments of speech as input (Fig. 7a ) and observed the development of spectrotemporal receptive fields localized in both frequency and time 2 (Fig. 7d) . The statistical distribution of input patterns aligned with the learned receptive fields had longer tails than for random or non-local receptive fields, indicating temporal sparsity of responses (Fig. 7d) . Similar to our simple cell results, the learned receptive fields show higher optimization value for all five learned through the quadratic rectifier nonlinearity (θ 1 = 1., θ 2 = 2.).
effective nonlinearities (Fig 7g) .
For a study of receptive field development in the secondary visual cortex (V2) 16 , we used natural images and the standard energy model 42 of V1 complex cells to generate input to V2 (Fig. 7b) . The learned receptive field was selective to a single orientation over neighboring positions, indicating a higher level of translation invariance. When inputs were processed with this receptive field, we found longer tails in the feature distribution than with random features or receptive fields without orientation coherence (Fig 7e) , and the learned receptive field had a higher optimization value for all choices of nonlinearity (Fig 7h) .
Another important constraint for developmental models are characteristic deviations, such as strabismus, caused by abnormal sensory rearing. Under normal binocular rearing conditions, the fan-in of synaptic input from the left and right eyes overlap in visual space (Fig 7c) . In this case, binocular receptive fields with similar features for left and right eyes develop. In the strabismic condition, the left and right eyes are not aligned, modeled as binocular rearing with non-overlapping input from each eye (Fig. 7c) . In this scenario, a monocular simple cell-like receptive field developed (Fig. 7f) , as observed in experiments and earlier models 43 . The statistical distributions confirm that for disparate inputs the monocular receptive field is more kurtotic than a binocular one, explaining its formation in diverse models 44 (Fig 7f,i ).
Our results demonstrate the generality of the theory across multiple cortical areas. Selecting a relevant feature space for an extensive analysis, as we have done with simple cells and natural images, may not be possible in general. Nonetheless, nonlinear Hebbian learning helps to explain why some features (and not others) are learnable in network models 15 .
Discussion
Historically, a variety of models have been proposed to explain the development and distribution of receptive fields. We have shown that nonlinear Hebbian learning is a parsimonious principle which is implicitly or explicitly present in many developmental models [6] [7] [8] [9] [10] [11] [12] 24, 36, 39, 44 . The fact that receptive field development is robust to the specific nonlinearity highlights a functional relation between different models. It also unifies feature learning across sensory modalities: receptive fields form around features with a long-tailed distribution. . In all three cases, the learned receptive field (blue, inset) is characterized by a longer tailed distribution (arrows) than the random (red) and comparative (green) features.
(g-i) Relative optimization value for five nonlinearities (same as in Fig. 2 ), for the three selected patterns (insets). The receptive fields learned with the quadratic rectifier nonlinearity (θ 1 = 1., θ 2 = 2.)
are the maxima among the three patterns, for all five nonlinearities, for all three datasets.
Relation to previous studies
Earlier studies have already placed developmental models side by side, comparing their normative assumptions, algorithmic implementation or receptive fields developed. Though consistent with their findings, our results lead to revised interpretations and predictions.
The similarities between sparse coding and ICA are clear from their normative correspondence 35 .
Nevertheless, the additional constraint in ICA, of having at most as many features as inputs, makes it an easier problem to solve, allowing for a range of suitable algorithms 34 . These differ from algorithms derived for sparse coding, in which the inference step is difficult due to overcompleteness. We have shown that regardless of the specific normative assumptions, it is the common implementation of nonlinear Hebbian learning that explains similarities in their learning properties.
In contrast to the idea that in sparse coding algorithms overcompleteness is required for development of localized oriented edges 35 , we have demonstrated that a sparse coding model with a single neuron is mathematically equivalent to nonlinear Hebbian learning and learns localized filters in a setting that is clearly "undercomplete". Thus differences observed in receptive field shapes between sparse coding and ICA models 38 are likely due to differences in network size and input preprocessing. For instance, the original sparse coding model 35 applied a preprocessing filter that did not completely whiten the input, leading to larger receptive fields (Fig. 5 ).
Studies that derive spiking models from normative theories often interpret the development of oriented receptive fields as a consequence of its normative assumptions 11, 12 . In a recent example, a spiking network has been related to the sparse coding model 12 , using neural properties defined ad hoc. Our results suggest that many other choices of neural activations would have given qualitatively similar receptive fields, independent of the sparse coding assumption. While in sparse coding the effective nonlinearity derives from a linear plasticity rule combined with a nonlinear f-I curve, our results indicate that a nonlinear plasticity rule combined with a linear neuron model would give the same outcome.
In order to distinguish between different normative assumptions, or particular neural implementations, the observation of "oriented filters" is not sufficient and additional constraints are needed.
Similarly receptive shape diversity, another important experimental constraint, should also be considered with care, since it cannot easily distinguish between models either. Studies that confront the receptive field diversity of a model to experimental data 9, 12, 38 should also take into account input preprocessing choices and how the shape changes with an increasing network size, since we have observed that these aspects may have a larger effect on receptive field shape than the particulars of the learning model. is also behind other models beyond ICA, such as sparse coding models and plastic spiking networks. Second, the robustness to the choice of nonlinearity is not limited to a toy example, but also holds in multiple real world data. Together, these insights explain and predict the outcome of many developmental models, in diverse applications.
Robustness to normative assumptions
Many theoretical studies start from normative assumptions 7, 9, 11, 35 , such as a statistical model of the sensory input or a functional objective, and derive neural and synaptic dynamics from them. Our claim of universality of feature learning indicates that details of normative assumptions may be of lower importance.
For instance, in sparse coding one assumes features with a specific statistical prior 9, 35 . After learning, this prior is expected to match the posterior distribution of the neuron's firing activity 9, 35 .
Nevertheless, we have shown that receptive field learning is largely unaffected by the choice of prior. Thus, one cannot claim that the features were learned because they match the assumed prior distribution, and indeed in general they do not. For a coherent statistical interpretation, one could search for a prior that would match the feature statistics. However, since the outcome of learning is largely unaffected by the choice of prior, such a statistical approach would have limited predictive power. Generally, kurtotic prior assumptions enable feature learning, but the specific priors are not as decisive as one might expect. Because normative approaches have assumptions, such as independence of hidden features, that are not generally satisfied by the data they are applied to, the actual algorithm that is used for optimization becomes more critical than the formal statistical model.
The concept of sparseness of neural activity is used with two distinct meanings. The first one is a single-neuron concept and specifically refers to the long-tailed distribution statistics of neural activity, indicating a "kurtotic" distribution. The second notion of sparseness is an ensemble concept and refers to the very low firing rate of neurons, observed in cortical activity 45 , which may arise from lateral competition in overcomplete representations. Overcompleteness of ensembles makes sparse coding different from ICA 35 . We have shown here that competition between multiple neurons is fundamental for receptive field diversity, whereas it is not required for simple cell formation per se.
Kurtotic features can be learned even by a single neuron with nonlinear Hebbian learning, and with no restrictions on the sparseness of its firing activity.
Interaction of selectivity with preprocessing and homeostasis
The concept of nonlinear Hebbian learning also clarifies the interaction of feature selectivity with preprocessing mechanisms. We have assumed whitened data throughout the study, except Fig. 5 .
Since after whitening second-order correlations are uninformative, neurons can develop sensitivity to higher order features. While whitened data is formally not required for our analysis, second-order correlations may dominate the optimization for non-white input, so that principal components will be learned (Fig. 5a ). Only when multiple neurons are added and receptive fields diversify, are localized simple cells formed with an input that is not completely white 35 (Fig. 5c ).
In studies of spiking networks, the input is restricted to positive rates, possibly through an on/off representation, as observed in the LGN 46 . While the center-surround properties of LGN contributes to a partial decorrelation of neuronal activity 47 , in such alternative representations, trivial receptive fields may develop, such as a single non-zero synapse, and additional mechanisms, such as hard bounds on each synaptic strength, a ≤ w j ≤ b, may be necessary to restrict the optimization space to desirable features 10 .
Instead of constraining the synaptic weights, one may implement a synaptic decay as in Oja's plasticity rule 33 , ∆w ∝ x · y − w · y 2 (see also 48 ). Because of its multiplicative effect, the decay term does not alter the receptive field, but only scales its strength. Thus, it is equivalent to rescaling the input in the f-I curve, so as to shift it to the appropriate range (Fig. 3) . Similar scaling effects arise from f-I changes due to intrinsic plasticity 11, 28, 49 . The precise relation between nonlinear Hebbian learning, spiking representations and homeostasis in the cortex is an important topic for further studies.
Universality supports biological instantiation
The principle of nonlinear Hebbian learning has a direct correspondence to biological neurons and is compatible with a large variety of plasticity mechanisms. It is not uncommon for biological systems to have diverse implementations with comparable functional properties 50 . Different species, or brain areas, could have different neural and plasticity characteristics, and still have similar feature learning properties 51, 52 . The generality of the results discussed in this paper reveals learning simple cell-like receptive fields from natural images to be much easier than previously thought. It implies that a biological interpretation of models is possible even if some aspects of a model appear simplified or even wrong in some biological aspects. Universality also implies that the study of receptive field development is not sufficient to distinguish between different models.
The relation of nonlinear Hebbian learning to projection pursuit endorses the interpretation of cortical plasticity as an optimization process. Under the rate coding assumptions considered here, the crucial property is an effective synaptic change linear in the pre-synaptic rate, and nonlinear in the post-synaptic input. Pairing experiments with random firing and independently varying preand post-synaptic rates would be valuable to investigate these properties 27, 53, 54 . Altogether, the robustness to details in both input modality and neural implementation suggests nonlinear Hebbian learning as a fundamental principle underlying the development of sensory representations.
Methods
Spiking model. A generalized leaky integrate-and-fire neuron 26 was used as spiking model, which includes power-law spike-triggered adaptation and stochastic firing, with parameters 26 fitted to pyramidal neurons. The f-I curve g(I) was estimated by injecting step currents and calculating the trial average of the spike count over the first 500 ms. The minimal triplet-STDP model 24 was implemented, in which synaptic changes follow
where y(t) and x(t) are the post-and pre-synaptic spike trains, respectively:
where t f are the firing times and δ denotes the Dirac δ-function; x(t) is a vector with components The minimization problem is solved by a two-step procedure. In the first step, for each input sample, one minimizes E with respect to all hidden units y j
where we constrained the vector w j of synapses projecting onto unit y j by ||w j || 2 = 1, defined the activation function g(.) = T −1 (.), the inverse of T (y) = (y + λS (y)), and defined recurrent synaptic weights v jk = w T j w k . For each input sample x, this equation shall be iterated until convergence.
The equation can be interpreted as a recurrent neural network, where each neuron has an activation function g, and the input is given by the sum of the feedforward drive w T j x and a recurrent inhibition term − k =j v jk y k . To avoid instability, we implement a smooth membrane potential u j , which has the same convergence point
initialized with u j (t) = 0.
The second step is a standard gradient descent implementation of the least square regression optimization, leading to an learning rule
The decay term w j y 2 j has no effect, since the norm is constrained to ||w j || = 1 at each step. For a single unit y, the model simplifies to a nonlinear Hebbian formulation, ∆w ∝ x g(w T j x). For multiple units, it can be interpreted as projection pursuit on an effective input, not yet represented by other neurons,x j = x − k =j w k y k , which simplifies to ∆w j ∝x j · g(w T jx j ) .
There are two non-local terms that need to be implemented by local mechanisms so as to be biologically plausible. First, the recurrent weights depend on the overlap between receptive fields, w T j w k , which is non-local. The sparse coding model assumes independent hidden neurons, which implies that after learning neurons should be pair-wise uncorrelated, cov(y j , y k ) = 0. As an aside we note that the choice v jk = w T j w k does not automatically guarantee decorrelation. Decorrelation may be enforced through plastic lateral connections, following an anti-Hebbian rule 12, 39 , ∆v jk ∝ (y j − y j )·y k , where y j is a moving average (we use τ = 1000 input samples). Thus by substituting fixed recurrent connections by anti-Hebbian plasticity, convergence ∆v jk = 0 implies cov(y j , y k ) = 0. While this implementation does not guarantee v jk = w T j w k after convergence, neither does v jk = w T j w k guarantee decorrelation cov(y j , y k ) = 0, it does lead to optimal decorrelation, which is the basis of the normative assumption. Additionally we constrain v jk ≥ 0 to satisfy Dale's law. Although some weights would converge to negative values otherwise, most neuron pairs have correlated receptive fields, and thus positive recurrent weights.
Second, we ignore the non-local term k =j w k y k y j in the update rule. Although this approximation is not theoretically justified, we observed in simulations that receptive fields do not qualitatively differ when this term is removed.
The resulting Hebbian formulation can be summarized as
This derivation unifies previous results on the biological implementation of sparse coding: the relation of the sparseness constraint to a specific activation function 32 , the derivation of a Hebbian learning rule from quadratic error minimization 33 , and the possibility of approximating lateral interaction terms by learned lateral inhibition 12, 39 .
Nonlinearities and optimization value. The optimization value for a given effective nonlinearity f , synaptic weights w, and input samples x, is given by R = F (w T x) , where F =´f and angular brackets indicate the ensemble average over x. Relative optimization values in Figs.
2b and 6 were normalized to [0, 1], relative to the minimum and maximum values among the considered choice of features w, R * = (R − R min )/(R max − R min ). The selectivity index of a nonlinearity f is defined as SI = ( F (l) − F (g) )/σ F , where l and g are Laplacian and Gaussian variables respectively, normalized to unit variance.
The selectivity of an effective nonlinearity f is not altered by multiplicative scaling,f (u) = αf (u), neither by additive constants when the input distribution is symmetric,f (u) = αf (u) + β. The effective nonlinearities in Fig. 2 included the linear rectifier Synaptic weights were initialized randomly (normal distribution with zero mean) and, for an effective nonlinearity f , evolved through w k+1 = w k + η x f (w T k x k ), for each input sample x k , with a small learning rate η. We enforced normalized weights at each time step, ||w|| 2 = 1, through multiplicative normalization, implicitly assuming rapid homeostatic mechanisms 28, 55 . For multiple neurons, the neural version of the sparse coding model described in Eq 7 was implemented. In Fig 4 and 5, the learned receptive fields were fitted to Gabor filters by least square optimization. Receptive fields with less than 0.6 variance explained were rejected (less than 5% of all receptive fields).
Receptive field selection. In Fig. 2b , the five selected candidate patterns are: random connectivity filter (weights sampled independently from the normal distribution with zero mean), highfrequency Fourier filter (with equal horizontal and vertical spatial periods, T x = T y = 8 pixels), difference of Gaussians filter (σ 1 = 3., σ 2 = 4.), low-frequency Fourier filter (T x = 16, T y = 32), and centered localized Gabor filter (σ x = 1.5, σ y = 2.0, f = 0.2, θ = π/3, φ = π/2). Fourier filters were modeled as w ab = sin(2πa/T x ) * cos(2πb/T y ); difference of Gaussians filters as the difference between two centered 2D Gaussians with same amplitude and standard deviations σ 1 and σ 2 ; and we considered standard Gabor filters, with center (x c , y c ), spatial frequency f , width σ x , length σ y , phase φ and angle θ. In Fig 4 and 5 we define the Gabor width and length in pixels as 2.5 times the standard deviation of the respective Gaussian envelopes, σ x and σ y . In Fig. 6a , a Gabor filter of size s had parameters σ x = 0.3 · s, σ y = 0.6 · s, f = 1/s and θ = π/3. In Fig. 6b -c, the Gabor filter parameters were σ x = 1.2, σ y = 2.4, f = 0.25. All receptive fields were normalized to ||w|| 2 = 1. In Fig. 4 and 5, the background optimization value was calculated for Gabor filters of different widths, lengths, frequencies, phases φ = 0 and φ = π/2. For each width and length, the maximum value among frequencies and phases was plotted.
Additional datasets. For the strabismus model, two independent natural image patches were concatenated, representing non-overlapping left and right eye inputs, forming a dataset with 16 by 32 patches 43 . For the binocular receptive field in the strabismus statistical analysis (Fig. 7a) , a receptive field was learned with a binocular input with same input from left and right eyes. As V2 input, V1 complex cell responses were obtained from natural images as in standard energy models 42 , modeled as the sum of the squared responses of simple cells with alternated phases.
These simple cells were modeled as linear neurons with Gabor receptive fields (σ x = 1.2, σ y = 2.4, f = 0.3), with centers placed on a 8 by 8 grid (3.1 pixels spacing), with 8 different orientations at each position (total of 512 input dimensions). For the non-orientation selective receptive field in the V2 statistical analysis (Fig. 7d) , the orientations of the input complex cells for the learned receptive field were randomized. As auditory input, spectrotemporal segments were sampled from utterances spoken by a US English male speaker (CMU US BDL ARCTIC database, Kominek and Black 56 ). For the frequency decomposition 14 , each audio segment was filtered by gammatone kernels, absolute and log value taken and downsampled to 50 Hz. Each sample was 20 time points long (400 ms segment) and 20 frequency points wide (equally spaced between 0.2 kHz and 4.0 kHz). For the non-local receptive field in the auditory statistical analysis (Fig. 7g) , a Fourier filter was used (T t = T f = 10). For all datasets, the input ensemble was whitened after the preprocessing steps, by the same linear transformation described above for natural images, and all receptive fields were normalized to ||w|| 2 = 1.
