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Abstract
This paper introduces stabilization techniques for intrinsically unstable, high accuracy rational approximation methods for
strongly continuous semigroup. The methods not only stabilize the approximations, but improve their speed of convergence by
a magnitude of up to 1/2.
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1. Preliminaries
The Lax–Richtmyer Equivalence Theorem and the Chernoff Product Formula play an important role in the analysis
of approximation methods for semigroups. One of the main ingredients in both results is the stability of the approxima-
tion method under consideration. This paper deals with variants of these theorems that cover stabilization techniques
for intrinsically unstable approximation methods. To put the results into perspective, recall the statement of the Lax–
Richtmyer Equivalence Theorem. Suppose that A generates a strongly continuous semigroup T (·) on a Banach space
X and let {V (t); t ∈ [0, τ ]} be an approximation scheme of bounded linear operators with V (0) = I that satisfies the
consistency condition
lim
t→0
V (t)x − x
t
= Ax
for all x in a set D ⊂ D(A) (the domain of A) that is dense in X. Then it was shown by Lax and Richtmyer in 1956 [19]
(with a stronger consistency condition) and in final form by Chernoff in 1974 [6] that the following statements are
equivalent (see also [9]):
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n
)n‖  Meωt for each t ∈ [0, τ ] and
n t/τ .
(ii) limn→∞ V ( tn )nx = T (t)x for all t  0 and x ∈ X.
If more information on the approximation schemes is available, error estimates can be given. Based on earlier work
by Hersh and Kato [14], this was done by Brenner and Thomée [4] for approximation schemes V (t) := r(tA) defined
by rational functions r = P
Q
(P,Q polynomials) with the following two properties:
(a) The Maclaurin series of r coincides with the exponential series for the first m terms; i.e., |r(z)− ez| = O(|z|m+1)
as |z| → 0.
(b) The function r is A-stable; i.e., |r(z)| 1 for Re(z) 0.
The number m is called the approximation order of r = P
Q
. It is a well-known result of Padé [22] that m deg(P )+
deg(Q) for all rational approximations of the exponential function. Rational approximations of the exponential for
which m = deg(P ) + deg(Q) are called Padé approximations. They are of the form r = P
Q
, where
P(z) =
deg(P )∑
j=0
(m − j)!deg(P )!
m!j !(deg(P ) − j)!z
j and Q(z) =
deg(Q)∑
j=0
(m − j)!deg(Q)!
m!j !(deg(Q) − j)! (−z)
j .
As shown in [12], Padé schemes are A-stable if and only if deg(Q) − 2 deg(P ) deg(Q).
If r is an A-stable approximation of the exponential of approximation order m and A generates a strongly con-
tinuous semigroup, then the operators V (t) := r(tA) are consistent (see, for example, [10, Theorem 2.3]). Examples
are
(a) r(z) = 11−z = 1 + z + z2 + z3 + · · · (Backward Euler, m = 1, Padé type),
(b) r(z) = 2+z2−z = −1 + 42−z = 1 + z + z
2
2 + z
3
8 + · · · (Crank–Nicolson, m = 2, Padé type),
(c) r(z) = c1 + c21−bz + c3(1−bz)2 , where b = 16 (3 +
√
3 ), c1 = 1 −
√
3, c2 = −3c1, and c3 = 3 − 2
√
3 (Calahan, m = 3,
not Padé type).
If r is an A-stable rational approximation of the exponential and V (t) := r(tA) where A generates a strongly con-
tinuous semigroup T (t), then the error ‖V ( t
n
)nx − T (t)x‖ can be estimated (see Theorem 1.2 below). The estimates
can be improved if r satisfies the condition (∗); i.e., if
(i) |r(is)| < 1 for s ∈ R \ {0} and |r(∞)| < 1,
(ii) r(is) = eis+ψ(s) with ψ(s) = O(|s|q+1) for some positive integer q as s → 0,
(iii) Reψ(s)−γ sp for |s| 1 and some even integer p  q + 1.
If r is an A-stable rational approximation of the exponential and if either (a) A generates a bounded analytic
semigroup, or (b) A generates a strongly continuous semigroup T (·) on a Hilbert space satisfying ‖T (t)‖ eωt , then
the approximation scheme V (t) := r(tA) is stable (see [24] and [14]). In general, the following result is the best
possible.
Theorem 1.1 (Brenner–Thomée). Let A generate a strongly continuous semigroup T (·) with ‖T (t)‖  Meωt . If
V (t) := r(tA) for some A-stable rational approximation r of the exponential, then V (·) is consistent but may not
be stable. However, there are constants C,κ such that
∥∥∥∥V
(
t
n
)n∥∥∥∥CM√neωκt (1.1)
for all t  0. Moreover, if r satisfies condition (∗), then
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(
t
n
)n∥∥∥∥ CMn(1/2−(q+1)/2p)eωκt , (1.2)
where p and q are as in the definition of condition (∗).
The estimate (1.1) is sharp for the Crank–Nicolson scheme r(z) = 2+z2−z and A = d/dx on C0(R) (see [15]) or on
the closure of D(A) in L∞(R) (see [5]).
Examples of A-stable rational approximations r = P
Q
satisfying the condition (∗) are Padé approximations with
deg(P ) = deg(Q) − 1 or deg(P ) = deg(Q) − 2. For these cases, the condition (∗) holds with
q = deg(P ) + deg(Q) and p = 2 deg(Q) (1.3)
(see [3,4,8]). Let r = P
Q
be of Padé type with deg(P ) = deg(Q) − 1. Then it was shown by A. Ashyralyev
and P. Sobolevskii that V (t) = r(tA) is stable if and only if A generates a strongly continuous semigroup (see
[2, Theorem II.1.2]). Observe that the condition “deg(P ) = deg(Q) − 1” implies that the Padé approximation or-
der m = deg(P ) + deg(Q) must be odd; i.e., in general, approximation schemes V (t) = r(tA) may not be stable for
Padé approximations of even order (see also Table 2 below).
Examples of rational Padé approximations of odd order are the Backward Euler scheme (m = 1), the third-order
scheme r(z) = 6+2z6−4z+z2 = Cb1−z + Cb2−z with C = −1 +
√
12.5i and b1,2 = 2 ±
√
2i; and the fifth-order Radau IIA
scheme r(z) = 60+24z+3z260−36z+9z2−z3 with poles at 3.638,2.681 ± 3.050i.
For generators A of analytic semigroups T (·), the error analysis of ‖V ( t
n
)nx − T (t)x‖ for rational approximation
schemes V (t) = r(tA) is well understood. For such semigroups, the following key estimates are due to M. Crouzeix,
S. Larsson, S. Piskarev, V. Thomée and L.B. Wahlbin (see [20] and [7]). For any A-stable rational approximation
scheme r and V (t) = r(tA) one has that V (·) is stable and∥∥∥∥V
(
t
n
)n
x − T (t)x
∥∥∥∥Mt 1ns
∥∥Asx∥∥
for all x ∈ D(As) (0 s m). Moreover, if deg(P ) < deg(Q), then∥∥∥∥V
(
t
n
)n
x − T (t)x
∥∥∥∥M 1nm ‖x‖
for all x ∈ X. These estimates are based, to a large degree, on the Dunford–Riesz functional calculus r(A)x :=
1
2πi
∫
Γ
r(λ)R(λ,A)x dλ, where R(λ,A) := (λI − A)−1.
In the nonanalytic case, the main idea in the Brenner–Thomée and Hersh–Kato papers is to replace the Dunford–
Riesz functional calculus by the Hille–Phillips functional calculus r(A)x := ∫∞0 T (s)x dμ(s), where T (·) is a
bounded, strongly continuous semigroup generated by A and
r(z) =
∞∫
0
esz dμ(s) (1.4)
for Re(z) 0 and some normalized function μ of total bounded variation; see also [15,17]. To see how this functional
calculus leads to error estimates for ‖V ( t
n
)nx − T (t)x‖ with V (t) := r(tA), observe first that using partial fractions,
one obtains that allA-stable rational functions r can be represented as in (1.4). Now take anA-stable rational approx-
imation r of the exponential of order m such that |r(z) − ez|M|z|m+1 for |z| sufficiently small. If Re(z)  0, the
binominal formula yields∣∣∣∣r
(
t
n
z
)n
− etz
∣∣∣∣=
∣∣∣∣r
(
t
n
z
)n
− (e tn z)n∣∣∣∣
=
[∣∣∣∣∣
n−1∑
r
(
t
n
z
)j (
e
t
n
z
)n−1−j ∣∣∣∣∣
]∣∣∣∣r
(
t
n
z
)
− e tn z
∣∣∣∣ nM
∣∣∣∣ tnz
∣∣∣∣
m+1
→ 0
j=0
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n
z)n = ∫∞0 esz dμt,n(s), where μt,n(s) is the nth convolution of μ(nst ) with itself and that
etz = ∫∞0 esz dHt (s), where Ht is the normalized Heaviside function with jump at time t  0. Since
∞∫
0
esz d
[
μt,n(s) − Ht(s)
]= r( t
n
z
)n
− etz → 0
as n → ∞, it is not surprising that μt,n → Ht in the L1-norm (with precise error estimates). It has to be pointed out
that the proof of these facts is non-trivial and at the heart of the Brenner–Thomée and Hersh–Kato papers; for Laplace
transform proofs of these statements, see [15] or [18]. By the Hille–Phillips functional calculus,
V
(
t
n
)n
x − T (t)x =
∞∫
0
T (s)x d
[
μn,t (s) − Ht(s)
]=
∞∫
0
[
μn,t (s) − Ht(s)
]
T (s)Ax ds
for all x ∈ D(A). Therefore, for bounded semigroups,∥∥∥∥V
(
t
n
)n
x − T (t)x
∥∥∥∥ C‖μn,t − Ht‖1‖Ax‖ → 0
as n → ∞ for all x ∈ D(A). Together with error-estimates for the L1-norm of μn,t − Ht and its antiderivatives,
this is the main structure of the proof of the Brenner–Thomée result below (which appears in more general form as
Theorem 3.2.1 of [15] and is a refinement of ground-breaking results of Hersh and Kato [14]; see also [18]).
Theorem 1.2 (Brenner–Thomée). Let A be the generator of a strongly continuous semigroup T (·) with ‖T (t)‖ 
Meωt . Let r be an A-stable rational approximation of the exponential of approximation order m and define V (t) :=
r(tA). If s = 0,1,2, . . . ,m + 1 with s 	= m+12 , then there are positive constants c and C (depending only on r) such
that ∥∥∥∥V
(
t
n
)n
x − T (t)x
∥∥∥∥ CMecωt ts
(
1
n
)β(s)∥∥Asx∥∥ (1.5)
for every t  0, n ∈N, and x ∈ D(As), where
β(s) :=
{
s − 12 if 0 s < m+12 ,
s m
m+1 if m+12 < s m + 1.
If s = m+12 , then∥∥∥∥V
(
t
n
)n
x − T (t)x
∥∥∥∥ CMecωt t m+12
(
1
n
)m/2
ln(n + 1)∥∥Am+12 x∥∥ (1.6)
for every t  0, n ∈N, and x ∈ D(Am+12 ).
For stable rational approximation schemes the factor ln(n+1) can be removed from (1.6) above (this was shown for
m = 1 in [11] and, for arbitrary m, in [15, Corollary 3.3.5] or [16, Corollary 4.4]). Moreover, if r satisfies condition (∗),
then Theorem 1.2 holds with β(s) replaced by
β∗(s) := s q
q + 1 + min
(
0,
(
s − 1
2
(q + 1)
)(
1
q + 1 −
1
p
))
, (1.7)
where p and q are as in the definition of condition (∗). Table 1 lists some values of β(s); the symbol  indicates that
β(s) is undefined.
For initial data x ∈ D(As) with 0 s m + 1 and without further assumptions on the A-stable rational approxi-
mation r of the exponential function defining the approximation scheme V (t) = r(tA), the Banach space X, or on the
semigroup T (·), Table 1 contains the following “negative messages,” predicting for ‖V ( t )nx − T (t)x‖n
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Values of the function β(s)
D(As) m = 1 m = 2 m = 3 m = 4 m = 5 m = 6 m = 7 m = 8
s = 0 − 12 − 12 − 12 − 12 − 12 − 12 − 12 − 12
s = 1 12 12 12 12 12 12 12 12
s = 2 1 43 32 32 32 32 32 32
s = 3  2 94 125 52 52 52 52
s = 4   3 165 206 247 72 72
s = 5    4 256 307 358 409
s = 6     5 367 428 489
s = 7      6 498 569
s = 8       7 649
Table 2
Values of β∗(s) for Padé approximants with deg(P ) = deg(Q)− 1 if m is odd or deg(P ) = deg(Q)− 2
if m is even
x ∈ D(As) m = 1 m = 2 m = 3 m = 4 m = 5 m = 6 m = 7 m = 8
s = 0 0 − 18 0 − 112 0 − 116 0 − 120
s = 1 12 58 34 912 56 1316 78 1720
s = 2 1 43 64 1912 106 2716 148 3520
s = 3  2 94 125 156 4116 218 5320
s = 4   3 165 206 247 288 7120
s = 5    4 256 307 358 409
s = 6     5 367 428 489
s = 7      6 498 569
s = 8       7 649
(a) potential divergence of order n 12 for some x ∈ X (s = 0),
(b) a maximal order of convergence of n− 12 for x ∈ D(A) (s = 1) independent of the approximation order m of the
defining numerical approximation scheme r ,
(c) a maximal order of convergence of n−s+ 12 for x ∈ D(As) (0 s m+ 1) no matter how large the approximation
order m.
If r = P
Q
is of Padé type with deg(P ) = deg(Q) − 1 or deg(P ) = deg(Q) − 2, then the order of convergence of
‖V ( t
n
)nx − T (t)x‖ is n−β(s), where β(s) is as in (1.7) with q = m and p = 2 deg(Q) (see (1.3)). Since deg(P ) =
deg(Q) − 1 or deg(P ) = deg(Q) − 2, it follows that for each m there is exactly one possible value for deg(Q) (and
therefore also for deg(P )); namely, if m = 2n or if m = 2n + 1, then deg(Q) = n + 1. Thus, if m is even, then q = m
and p = 2 deg(Q) = m + 2; if m is odd, then q = m and p = 2 deg(Q) = m + 1. In particular, if m is odd and r is of
Padé type with deg(P ) = deg(Q) − 1, then
β(s) = s m
m + 1 .
If m is even and if r is of Padé type with deg(P ) = deg(Q) − 2, then
β(s) =
{ 2s(m+1)−1
2(m+2) if 0 s 
m+1
2 ,
s m
m+1 if
m+1
2 < s m + 1.
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(like X Hilbert space and ‖T (t)‖ 1), approximation schemes V ( t
n
)n = r( t
n
A)n defined byA-stable rational approx-
imations r of the exponential of approximation order m 1 are
(a) guaranteed to be stable only if r = P
Q
is of Padé type, has an odd approximation order, and deg(P ) = deg(Q)− 1,
(b) converging to T (t)x for x ∈ D(As) (0 s m + 1) maximally with order n−s if r satisfies condition (∗) and of
order n−s+ 12 if not.
The purpose of this paper is to show that for generators A of strongly continuous semigroups all approximation
schemes V (t) := r(tA) defined by A-stable approximations r of the exponential of approximation order m can be
stabilized by m + 1 power-scaled Backward Euler steps and that the stabilization methods not only stabilize the
approximations, but improve their speed of convergence by a magnitude of up to 1/2 if r does not satisfy condition (∗).
At this point we recommend a glance at Corollary 2.5 to get a feel for the types of results to be discussed in the
following section.
2. Stabilization
If A generates an analytic semigroup, then all approximation methods V (t) = r(tA) defined by A-stable rational
approximations r are stable and V ( t
n
A)nx → etAx for all x ∈ X. However, if ‖r(∞)‖ = 1 (e.g., Crank–Nicolson),
then the convergence can be arbitrarily slow for non-smooth x ∈ X. R. Rannacher [23], and in final form A. Hansbo
[13], combined the high accuracy of the Crank–Nicolson scheme with the smoothing properties of the Backward Euler
scheme to provide a remedy (for extensions, see [11]). More precisely, let r, rs be A-stable rational approximation
schemes such that the high accuracy approximation r has order m, the stabilizing approximation rs order m − 1, and
rs(∞) = 0. Then, if A generates an analytic semigroup and R(λ,A) exists for all λ 0, the stabilized approximation
scheme Vn(tA) := r( tnA)n−mrs( tnA)m satisfies∥∥Vn(tA)x − T (t)x∥∥ C(t) 1
nm
‖x‖ for all x ∈ X.
In this section we consider generators A of strongly continuous semigroups T (·) on a Banach space X that are
not necessarily analytic. As explained above, an approximation scheme V (t) = r(tA) defined via anA-stable rational
approximation r of the exponential function is always consistent but may not be stable. Then, by the Lax–Richtmyer
Equivalence Theorem, there exists x ∈ X such that V ( t
n
)nx does not converge to T (t)x. However, the following
result shows that all such approximation schemes can be stabilized by taking first m + 1 modified Backward Euler
steps (I − tα
nα
A)−1 for some appropriately chosen 0 < α < 1. Moreover, it will be shown that by stabilizing V (t) =
r(tA) defined by an A-stable rational approximation scheme r that does not satisfy the condition (∗), the speed of
convergence can be improved from n−s+ 12 to n
sm
s+m+1 if x ∈ D(As) and m  2s − 1. Before providing a proof for
arbitrary s  1, we start with the case s = 1.
Theorem 2.1. Let A be the generator of a strongly continuous semigroup T (·) on a Banach space X. Define V (t) :=
r(tA), where r is an A-stable rational approximation of the exponential of approximation order m and a stabilizing
scheme
W(t) := 1
tα
R
(
1
tα
,A
)
= (I − tαA)−1, (2.8)
where α = m
m+2 . Then, for all τ > 0 there exists a constant Mτ such that∥∥∥∥V
(
t
n
)n
W
(
t
n
)m+1
x − T (t)x
∥∥∥∥ 2Mτ
(
1
n
) m
m+2 (‖x‖ + ‖Ax‖) (2.9)
for all t ∈ [0, τ ], all x ∈ D(A), and all sufficiently large nm + 1. Furthermore,
lim
n→∞V
(
t
n
)n
W
(
t
n
)m+1
x = T (t)x for all x ∈ X.
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AW(t) = 1
tα
( 1
tα
R( 1
tα
,A) − I ) (at this point, α > 0 is arbitrary). By the Hille–Yosida Theorem, ‖λR(λ,A)‖  Mλ
λ−ω
for all λ > ω. Moreover, if λ > ω0 > ω then ‖λR(λ,A)‖  Mλλ−ω M0 for all λ > ω0. Thus, ‖W( tn )‖ M0 and
‖AW( t
n
)‖ nα
tα
(M0 + 1) for all n > tω1/α0 . Consider
(
)
∥∥∥∥V
(
t
n
)n
W
(
t
n
)m+1
x − T (t)x
∥∥∥∥
∥∥∥∥
(
V
(
t
n
)n
− T (t)
)
W
(
t
n
)m+1
x
∥∥∥∥
+
∥∥∥∥T (t)
(
W
(
t
n
)m+1
x − x
)∥∥∥∥,
and observe that limn→∞ W( tn )x = limn→∞ n
α
tα
R(n
α
tα
,A)x = x for all x ∈ X since A generates a strongly continuous
semigroup (see [1, Proposition 3.1.9]). The second term of (
) can be estimated by using the binomial formula; i.e.,∥∥∥∥T (t)
(
W
(
t
n
)m+1
x − x
)∥∥∥∥ ∥∥T (t)∥∥
∥∥∥∥∥
m∑
j=0
W
(
t
n
)j∥∥∥∥∥
∥∥∥∥W
(
t
n
)
x − x
∥∥∥∥.
Since ‖W( t
n
)‖M0 for n > tω1/α0 it follows that ‖T (t)(W( tn )m+1x − x)‖ → 0 as n → ∞. By (1.5) with s = m+ 1,
there exist C,c > 0 such that∥∥∥∥
(
V
(
t
n
)n
− T (t)
)
W
(
t
n
)m+1
x
∥∥∥∥ CMtecωt
(
t
n
)m∥∥∥∥
(
AW
(
t
n
))m+1
x
∥∥∥∥
 CMtecωt
(
t
n
)m(
nα
tα
)m+1
(M0 + 1)m+1‖x‖
= M1tecωt
(
t
n
)m−α(m+1)
‖x‖.
If 0 < α < m
m+1 then, for every τ > 0, there exists Kτ > 0 such that∥∥∥∥
(
V
(
t
n
)n
− T (t)
)
W
(
t
n
)m+1
x
∥∥∥∥Kτ 1nm−α(m+1) ‖x‖ (2.10)
for all t ∈ [0, τ ]. This shows that limn→∞ V ( tn )nW( tn )m+1x = T (t)x for all x ∈ X. Now suppose that x ∈ D(A).
Then, for τ > 0 there exists M2 > 0 such that∥∥∥∥T (t)
(
W
(
t
n
)m+1
x − x
)∥∥∥∥ ∥∥T (t)∥∥
∥∥∥∥∥
m∑
j=0
W
(
t
n
)j∥∥∥∥∥
∥∥∥∥W
(
t
n
)
x − x
∥∥∥∥
= ∥∥T (t)∥∥ m∑
j=0
∥∥∥∥W
(
t
n
)∥∥∥∥
j∥∥∥∥R
(
nα
tα
,A
)
Ax
∥∥∥∥

∥∥T (t)∥∥ M
nα
tα
− ω‖Ax‖
m∑
j=0
∥∥∥∥W
(
t
n
)∥∥∥∥
j
M2eωt 1
nα
tα
− ω‖Ax‖
m∑
j=0
(2M)j
M2
tα
nα
‖Ax‖
for nα
tα
> ω0 and t ∈ [0, τ ]. By (
) and (2.10), for τ > 0 there exists Mτ such that∥∥∥∥V
(
t
n
)n
W
(
t
n
)m+1
x − T (t)x
∥∥∥∥Mτ
(
1
nm−α(m+1)
+ 1
nα
)(‖x‖ + ‖Ax‖)
for t ∈ [0, τ ] and x ∈ D(A). Choosing α = m
m+2 yields
1
nm−α(m+1) + 1nα = 2m . nm+2
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Comparison of Theorem 2.1 to Theorem 1.2
x ∈ X,β(s)
unstabilized
x ∈ X,β∗(s)
Padé
x ∈ X
stabilized
x ∈ D(A),β(s)
unstabilized
x ∈ D(A),β∗(s)
Padé
x ∈ D(A)
stabilized
m = 1 − 12 c c 12 12 13
m = 2 − 12 − 18 c 12 58 12
m = 3 − 12 c c 12 34 35
m = 4 − 12 − 112 c 12 34 23
m = 5 − 12 c c 12 56 57
m = 6 − 12 − 116 c 12 1316 34
m = 7 − 12 c c 12 78 79
m = 8 − 12 − 120 c 12 1720 45
Table 3 compares the results of the Brenner–Thomée Theorem 1.2 to the convergence rates obtained by stabilizing
A-stable rational approximation schemes. Notice that for initial data x ∈ D(A), the rate of convergence m
m+2 (for
a stabilized scheme) approaches 1 for large m. The letter c indicates convergence of unknown speed. The columns
marked “Padé” give the convergence rates for the Padé schemes r = P
Q
, where deg(P ) = m2 − 1 and deg(Q) = m2 + 1
if the approximation rate m is even, and deg(P ) = m+12 and deg(Q) = m−12 if the approximation rate m is odd.
As Theorem 2.1 shows, approximation schemes V (t) = r(tA) defined via A-stable approximations of the expo-
nential of approximation order m can be stabilized by taking first m+ 1 modified Backward Euler steps (I − tα
nα
A)−1.
This results in an approximation speed of order 1
nm/m+2 on D(A) (thereby improving the maximal unstabilized rate of
convergence of 1
n1/2
), but may slow down the order of approximation on D(Ak) for 2 k m + 1. To stabilize such
that the approximation order for initial data in D(Ak) is approximately like 1
nk
for m sufficiently large, we consider
stabilizers of the form
W(t) =
k∑
i=1
ai
tα
R
(
bi
tα
,A
)
, (2.11)
where 0 < b1 < b2 < · · · < bk−1 < bk are arbitrarily chosen, α := mm+k+1 , and
ai := (−1)
k+ibki∏k
j=1, j 	=i |bj − bi |
. (2.12)
With this choice of the coefficients ai and some basic algebra, the stabilizer W(t) can be represented in the form
W(t) := (−1)k+1tkαAk
k∏
i=1
(
biI − tαA
)−1 + I. (2.13)
Theorem 2.2. Let A generate a strongly continuous semigroup T (·) on a Banach space X. Define V (t) := r(tA),
where r is an A-stable rational approximation of the exponential of approximation order m and define a stabilizing
scheme W(·) as in (2.11). Then
lim
n→∞V
(
t
n
)n
W
(
t
n
)m+1
x = T (t)x (2.14)
for all x ∈ X. Furthermore, for all τ > 0 there exists a constant Mτ such that∥∥∥∥V
(
t
n
)n
W
(
t
n
)m+1
x − T (t)x
∥∥∥∥ 2Mτ
(
1
n
) km
m+k+1 (‖x‖ + ∥∥Akx∥∥) (2.15)
for all t ∈ [0, τ ], all x ∈ D(Ak), and all sufficiently large nm + 1.
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∥∥W(t)x − x∥∥=
∥∥∥∥∥tkαAk
k∏
i=1
(
biI − tαA
)−1
x
∥∥∥∥∥
=
∥∥∥∥∥tkαAk
k∏
i=1
1
tα
R
(
bi
tα
,A
)
x
∥∥∥∥∥=
∥∥∥∥∥
k∏
i=1
AR
(
bi
tα
,A
)
x
∥∥∥∥∥.
By the Hille–Yosida Theorem, there exists ω > 0 such that ‖λR(λ,A)‖M λ
λ−ω  2M for λ > 2ω. Thus, the opera-
tors λR(λ,A) and AR(λ,A) = λR(λ,A) − I are uniformly bounded for λ > 2ω and λR(λ,A)x → x as n → ∞ for
all x ∈ D(A) and, therefore, for all x ∈ X = D(A). It follows that limn→∞ W( tn )x = x for all x ∈ X. Moreover, if
x ∈ D(Ak) and bi
tα
> 2ω, then there exists C1 > 0 such that
∥∥W(t)x − x∥∥
(
k∏
i=1
∥∥∥∥R
(
bi
tα
,A
)∥∥∥∥
)∥∥Akx∥∥
 (2M)k
(
k∏
i=1
tα
bαi
)∥∥Akx∥∥= C1tkα∥∥Akx∥∥. (2.16)
Also, if bi
tα
> 2ω, then there exists M1 > 0 such that
∥∥AW(t)∥∥=
∥∥∥∥∥
k∑
i=1
ai
tα
AR
(
bi
tα
,A
)∥∥∥∥∥
k∑
i=1
∣∣∣∣aitα
∣∣∣∣
∥∥∥∥bitα R
(
bi
tα
,A
)
− I
∥∥∥∥M1 1tα
k∑
i=1
|ai |.
We proceed to estimate
(
)
∥∥∥∥V
(
t
n
)n
W
(
t
n
)m+1
x − T (t)x
∥∥∥∥
∥∥∥∥
(
V
(
t
n
)n
− T (t)
)
W
(
t
n
)m+1
x
∥∥∥∥
+
∥∥∥∥T (t)
(
W
(
t
n
)m+1
x − x
)∥∥∥∥.
Since the family W( t
n
) is uniformly bounded and limn→∞ W( tn )x = x for all x ∈ X, it follows that the second term
in (
) converges to zero; i.e.,∥∥∥∥T (t)
(
W
(
t
n
)m+1
x − x
)∥∥∥∥ ∥∥T (t)∥∥
∥∥∥∥∥
m∑
j=0
W
(
t
n
)j∥∥∥∥∥
∥∥∥∥W
(
t
n
)
x − x
∥∥∥∥→ 0
as n → ∞ for all x ∈ X. Moreover, if x ∈ D(Ak), then it follows from (2.16) that there exists Cτ > 0 such that∥∥∥∥T (t)
(
W
(
t
n
)m+1
x − x
)∥∥∥∥ ∥∥T (t)∥∥
∥∥∥∥∥
m∑
j=0
W
(
t
n
)j∥∥∥∥∥
∥∥∥∥W
(
t
n
)
x − x
∥∥∥∥
 Cτ
1
nkα
∥∥Akx∥∥ (2.17)
for all 0 t  τ . To discuss the first term in (
), recall from the Brenner–Thomée estimate (1.5) with s = m + 1 that
there are C,c > 0 such that∥∥∥∥
(
V
(
t
n
)n
− T (t)
)
W
(
t
n
)m+1
x
∥∥∥∥CMtecωt
(
t
n
)m∥∥∥∥
(
AW
(
t
n
))m+1
x
∥∥∥∥
CMtecωt
(
t
n
)m(
nα
tα
)m+1
Mm+11
(
k∑
|ai |
)m+1
‖x‖.
i=1
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(
t
n
)n
W
(
t
n
)m+1
x − T (t)W
(
t
n
)m+1
x
∥∥∥∥Kτ 1nm−α(m+1) ‖x‖ (2.18)
for all t ∈ [0, τ ]. This shows that limn→∞ V ( tn )nW( tn )m+1x = T (t)x for all x ∈ X if 0 < α < mm+1 . Furthermore,
combining (2.17) with (2.18) yields that for each τ > 0 there exists Mτ > 0 such that, for t ∈ [0, τ ] and x ∈ D(Ak),∥∥∥∥V
(
t
n
)n
W
(
t
n
)m+1
x − T (t)x
∥∥∥∥Mτ
(
1
nm−α(m+1)
+ 1
nkα
)(‖x‖ + ∥∥Akx∥∥).
Choosing α = m
m+k+1 yields
1
nm−α(m+1) + 1nkα = 2
n
km
m+k+1
. Thus,
∥∥∥∥V
(
t
n
)n
W
(
t
n
)m+1
x − T (t)x
∥∥∥∥ 2Mτ
(
1
n
) km
k+m+1 (‖x‖ + ∥∥Akx∥∥).  (2.19)
As Theorem 2.2 shows, by conditioning rational approximation schemes of order m by first applying k-stabilizers
of the form (2.11) yields (a) convergence for all x ∈ X, and (b) convergence of order km
k+m+1 for x ∈ D(Ak). If
m  2k2 + k − 1, then k-stabilizing improves upon the rate of convergence on D(Ak) predicted by the Brenner–
Thomée Theorem 1.2. Indeed, if m 2k2 + k − 1, then m+12 > k and β(k) = k − 12  kmk+m+1 ≈ k if m → ∞.
Example 2.3 (2-Stabilization). Let A generate a strongly continuous contraction semigroup and V (t) := r(tA), where
r is an A-stable rational approximation of the exponential of approximation order m 2. Consider the 2-stabilizer
W2(t) := − b1
b2 − b1
(
I − t
α
b1
A
)−1
+ b2
b2 − b1
(
I − t
α
b2
A
)−1
,
where α = m
m+3 and 0 < b1 < b2 (see (2.11) and (2.12)). By keeping track of the constants, it follows from the proof
of the previous theorem for k = 2 that∥∥∥∥V
(
t
n
)n
W2
(
t
n
)m+1
x − T (t)x
∥∥∥∥ 2Mτ
(
τ
n
) 2m
m+3 (‖x‖ + ∥∥A2x∥∥)
for all t ∈ [0, τ ], where Mτ := max(Kτ ,Nτ ) for Nτ = 4 1b1b2
1−(2 b1+b2
b2−b1 )
m+1
1−2 b1+b2
b2−b1
and Kτ = Cτ 3m+1( b
2
1+b22
b2−b1 )
m+1 (with C
depending only on r). Therefore the choice of bi affects the size of Mτ . One can show that Mτ  3m+3 max(Cτ,1)
for appropriately chosen bi (with 0 < b1 < b2 → 0 as m → ∞).
The stabilizations of rational approximation schemes for strongly continuous semigroups (Theorems 2.1 and 2.2)
and analytic semigroups (see [11,13,23]) have an abstract extension that can be viewed as a stabilized version of
the Lax–Richtmyer Equivalence Theorem (i.e., a stabilized Chernoff Product Formula). The proof of the stabilized
Chernoff Product Formula requires a stabilized version of the Trotter–Kato Theorem; the stabilized Trotter–Kato and
Lax–Chernoff Theorems were first proved (for the case j = 1) by Y. Zhuang in [25]. Proofs of the stabilized versions
of the Trotter–Kato Theorem and the Chernoff Product Formula may be found in [21].
Theorem 2.4 (Stabilized Chernoff Product Formula). Let A generate a strongly continuous semigroup T (·) with
‖T (t)‖  Meωt for all t  0 and let {V (t): t ∈ [0, τ ]} and {W(t): t ∈ [0, τ ]} be strongly continuous families of
bounded linear operators on X satisfying W(0) = V (0) = I . If V is consistent and∥∥∥∥V
(
t
n
)n−j
W
(
t
n
)j∥∥∥∥Meωt (n j, t ∈ [0, τ ]),
then limn→∞ W( t )jV ( t )n−j x = T (t)x for all x ∈ X uniformly on [0, τ ].n n
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for an A-stable rational approximation r of the exponential of approximation order m, then ‖V ( t
n
)nx − T (t)x‖ 
Cect t√
n
‖Ax‖ for x ∈ D(A). Thus
∥∥V (t)nx∥∥Cectnnt 1√
n
‖Ax‖ + Meωnt‖x‖
and there exist M0,ω0 such that, for all t ∈ [0, τ ], x ∈ D(A), and n > 1∥∥∥∥V
(
t
n
)n−1
x
∥∥∥∥ Cect n−1n
(
n − 1
n
)
t√
n
‖Ax‖ + Meωn−1n t‖x‖
M0eω0t
(
t√
n
‖Ax‖ + ‖x‖
)
.
Define W(t) := (I − 1√
t
A)−1. Then, as shown in the beginning of the proof of Theorem 2.1, there exists M > 0
such that ‖W( t
n
)‖  M and ‖AW( t
n
)‖  M
√
n√
t
for all n ∈ N and t > 0. Thus, there exists Mτ > 0 such that
‖V ( t
n
)n−1W( t
n
)‖ Mτeω0t for n  1 and t ∈ [0, τ ]. Since V and W commute, Theorem 2.4 yields the following
corollary.
Corollary 2.5. Let A be the generator of a strongly continuous semigroup T (·) and let V (t) := r(tA), where r is an
A-stable rational approximation of the exponential of approximation order m. Define
W(t) := 1√
t
R
(
1√
t
,A
)
=
(
I − 1√
t
A
)−1
.
Then limn→∞ V ( tn )
n−1W( t
n
)x = T (t)x for all x ∈ X uniformly on compact intervals.
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