For bicovariant differential calculi on quantum matrix groups a generalisation of classical notions such as metric tensor, Hodge operator, codifferential and Laplace-Beltrami operator for arbitrary k-forms is given. Under some technical assumptions it is proved that Woronowicz' external algebra of left-invariant differential forms either contains a unique form of maximal degree or it is infinite dimensional. Using Jucys-Murphy elements of the Hecke algebra the eigenvalues of the Laplace-Beltrami operator for the Hopf algebra O(SL q (N )) are computed.
Introduction
About ten years ago S. L. Woronowicz introduced the concept of bicovariant differential calculus on arbitrary Hopf algebras and developed a general theory of such calculi [10] . One of the most interesting parts of this theory is his definition of external algebras and higher order calculi by using a braiding map instead of the flip operator in the corresponding classical constructions. The higher order differential calculus defined in this manner becomes then an N 0 -graded differential super Hopf algebra ( [1] ; see [6] for a complete proof). However, applying Woronowicz' construction of higher order calculi to quantum matrix groups leads to a number of difficulties and phenomena that do not occur in the classical (commutative) case. Firstly, the vector space (Γ ∧ ) l of left-invariant differential forms endowed with the canonical (wedge) product does not form a Grassmann algebra in general. Secondly, it may happen that the dimensions of the spaces (Γ ∧k ) l of left-invariant k-forms do not vanish as k → +∞ (see [5] ). For the irreducible N 2 -dimensional bicovariant first order differential calculi on the coordinate Hopf algebra O(SL q (N)) of the quantum group SL q (N), N ≥ 2, a detailed description of the higher order differential calculi Γ ∧ was given by A. Schüler [8] . In this important case it is proved in [8] that for transcendental values of the parameter q the dimension of the vector space of left-invariant k-forms is
just as in the classical situation.
In "ordinary" differential geometry the Laplace-Beltrami operator ∆ acting on differential forms plays a central role. In its construction a metric tensor, the Hodge star and the codifferential operators are essentially used. The aim of this paper is to give a definition of invariant Laplace-Beltrami operators ∆ for inner bicovariant differential calculi on arbitrary Hopf algebras. It will be a generalisation of the classical concept and works also in the case when the higher order calculus is infinite dimensional. The existence of ∆ is shown for coquasitriangular Hopf algebras and irreducible differential calculi defined by generalised l-functionals. As tools we use σ-metrics (a generalisation of the concept of a metric tensor in the commutative case), Hodge star operators (in a special case) and codifferentials.
In Section 2 we introduce σ-metrics for a pair of bicovariant bimodules. In Section 3 we give examples for these structures. In Section 4 further basic notions like contractions with forms (see also [2] ) and σ-metrics on higher order forms of Woronowicz' external algebra are introduced and a number of useful properties of these mappings are developed. Section 5 is concerned with Hodge operators and codifferential operators. For their definitions we require two assumptions. The first one is that the Hopf algebra is "connected" (i. e. it has only one one-dimensional corepresentation), and the second assumption is satisfied (for instance) if the left-invariant part of the external algebra is finite dimensional. In Theorem 5.1 it is proved that if there is a left-covariant σ-metric on the external algebra then there exists a unique (up to a complex multiple) left-invariant differential form of maximal degree. For the proof of Theorem 5.1 (and its Corollary 5.1) we don't need the assumption that the Hopf algebra is "connected". Further we define Hodge star and codifferential operators and prove some of their properties. One of the formulas for the codifferential operator is independent of the Hodge star and will be taken as a definition in the next section. In Section 6 the invariant Laplace-Beltrami operator is defined and a number of results on this operator are derived. Among others, it is shown (Theorem 6.1) that there is a duality between the differential and codifferential as in the classical case. In Section 7 the eigenvalues of the Laplace-Beltrami operator for the quantum group SL q (N), N ≥ 2 are determined.
In this paper we shall use the convention to sum over repeated indices belonging to different terms. Throughout, A denotes a Hopf algebra over the complex field with comultiplication ∆ and invertible antipode S. The symbol ⊗ A means the algebraic tensor product over the Hopf algebra A, while ∆ L and ∆ R denote left and right coactions on a bicovariant A-bimodule, respectively. If u and v are corepresentations of A, then we write Mor(u, v) for the set of intertwiners of u and v. We set Mor(u) = Mor(u, u). Throughout the paper we freely use basic facts from the theory of bicovariant differential calculi (see [10] or [6, Chapter 14] .
I want to thank Prof. Schmüdgen for posing the problem and for motivating discussions.
σ-Metrics
Let A be an arbitrary Hopf algebra and let Γ + and Γ − be two finite dimensional bicovariant A-bimodules. Recall that any bicovariant bimodule Γ is a free left and right A-module and there are bases of Γ consisting of left-and right-invariant elements respectively. In what follows we use the symbols (Γ) l , (Γ) r and (Γ) lr to denote the vector spaces of left-, right-and biinvariant (i. e. both left-and rightinvariant) elements in a bicovariant bimodule Γ. Further, there is a canonical braiding σ : [10] ) for each τ, τ ′ ∈ {+, −} which is an invertible homomorphism of bicovariant bimodules.
We shall write σ + for σ and σ − for σ −1 .
if it satisfies the following conditions:
• g is a homomorphism of A-bimodules,
• g is nondegenerate, (i. e. for ξ ∈ Γ τ both g(ξ ⊗ A ξ ′ ) = 0 for any ξ ′ ∈ Γ −τ and g(ξ ′ ⊗ A ξ) = 0 for any ξ ′ ∈ Γ −τ imply ξ = 0)
• the following diagrams commute (τ, τ ′ ∈ {+, −}):
The σ-metric of the pair (Γ + , Γ − ) is said to be left-covariant resp. right-covariant if
We call it bicovariant if it is both left-and rightcovariant.
If no ambiguity can arise then we use the symbol ',' in order to separate the two arguments of g. Recall that by definition we still have g(ξa, ρ) = g(ξ, aρ) for any a ∈ A, ξ ∈ Γ τ and ρ ∈ Γ −τ , τ ∈ {+, −}.
If g is a homomorphism of the A-bimodules Γ τ ⊗ A Γ −τ and A, τ ∈ {+, −}, (e. g. if g is a σ-metric of the pair (Γ + , Γ − )) then on the tensor product k m=1 Γ τm , τ m ∈ {+, −} the equation
holds. One can check that the only conditions on the above map to be well defined is τ i+1 = −τ i and τ j+1 = −τ j . The formulas
should be clear as well. Let now g be a σ-metric of the pair (Γ + , Γ − ). Then on the tensor product Γ ⊗ τ ⊗ A Γ ⊗ −τ , τ ∈ {+, −} we define a mapg recursively by setting g(ξ, a) := ξa,g(a, ζ) := aζ,
Since g is a homomorphism of A-bimodules, the mapg is well defined and it is a homomorphism of bimodules. Note thatg is left-, right-or bicovariant if g is. The next lemma is crucial in what follows.
Lemma 2.1. For a σ-metric g of the pair (Γ + , Γ − ) and arbitrary integers i, k, l such that 1 ≤ i < k, l, we havẽ
on the bimodule
Proof. Because of (6) it suffices to show the assertion for i = 1 and k = l = 2. But in this case we haveg = g 12 • g 23 and it suffices to apply the fourth condition on the σ-metric g (see (1) in Definition 2.1) twice. We obtaiñ
where the third equation follows from (4).
Let g be a homomorphism of the bicovariant bimodules Γ + ⊗ A Γ − + Γ − ⊗ A Γ + and A. The general theory of bicovariant bimodules assures that g is nondegenerate whenever the matrix of g with respect to one fixed basis of (Γ + ) l and one fixed basis of (Γ − ) l is invertible. Conversely, if g is left-covariant (i. e. (2) is fulfilled) then the matrix G of g with respect to any basis of (Γ + ) l and (Γ − ) l has complex entries and the nondegeneracy of g implies the invertibility of the matrix G. In this case we easily conclude that the following assertions are equivalent:
(ii) the restriction of g onto the subspace (
(iii) the matrix G of g with respect to one (and then any) basis of (Γ + ) l and (Γ − ) l is invertible.
Obviously, this holds for left-covariant σ-metrics as well. In what follows most of the σ-metrics will be left-covariant.
Examples
Let A be a coquasitriangular Hopf algebra (see for example [6] , Section 10.1) with universal r-form r and let u = (u
is the contragredient corepresentation of u and u and u c determine two bicovariant A-bimodules Γ + and Γ − , respectively.
They are given by fixing the bases {ω ij | i, j = 1, . . . , d} and {θ ij | i, j = 1, . . . , d} of left-invariant forms of Γ + resp. Γ − and defining the right coactions ∆ R and right A-actions ξ ⊳ a = S(a (1) )ξa (2) , ξ ∈ (Γ τ ) l , τ ∈ {+, −}, a ∈ A, by the formulas
Note that the 1-forms ω :
Assume for a moment that the corepresentations u and u c are equivalent
Clearly we have T −1 ∈ Mor(u c , u). Then the mapping
extends uniquely to a homomorphism of the bicovariant bimodules Γ − and Γ + . Moreover, this mapping is invertible and its inverse is given by
We also see easily that this isomorphism maps θ into ω. Let now u be an arbitrary corepresentation and let
Mor(u, u cc ) and G 1 , G 2 ∈ Mor(u) be invertible morphisms. Then we define linear 
Secondly we prove the covariance of g ′ , that is
as a mapping from Γ + ⊗ A Γ − → A ⊗ A. Similarly to the proof of Lemma 2.1 in [4] one can show that the equations (14) are equivalent to g ′ (ω ij ⊗ A θ kl ) ∈ C and
The first one is trivial. For the second we compute
Hence the assertion follows.
Thirdly we have to prove the nondegeneracy of g ′ . We shall carry out the proof only for the second argument of g ′ . Let ρ be an arbitrary element of Γ − .
Then there are elements a ij ∈ A such that ρ = θ ij a ij . Assume that g 
and
Proof. Since g ′ and g ′′ are homomorphisms of A-bimodules it suffices to prove the assertion on the vector space (
for any i, j, k, l. For the right hand side we compute
and hence the lemma is valid if and only if
Multiplying this equation by r(u
t we obtain the equivalent condition
for any i, j, m, n, from which the assertion follows. Now let u be an arbitrary corepresentation of A and let g be the homomorphism on Γ + ⊗ A Γ − + Γ − ⊗ A Γ + given by g ′ and g ′′ . To prove the third and fourth conditions of Definition 2.1 for g let us recall the following explicit formulas for the braiding σ (see [6] , Section 13.1):
The inverses σ −1 of these braidings take the form
Mor(u) be arbitrary invertible morphisms. Then the bilinear map g :
satisfies the fourth condition
Proof. Since g is a homomorphism of A-bimodules (see Lemma 3.1) it suffices to prove the assertion on the vector spaces (
We have to consider four cases which correspond to the possible values of τ and τ ′ . Since the proofs are very similar, we only show the assertion g 12 σ −1 23 = g 23 σ 12 for τ = + and τ ′ = −. We will only use the formula r(S(a), S(b)) = r(a, b) for any a, b ∈ A and the properties of F i and G i , i = 1, 2.
Let us introduce the functional f : A → C (see [6] , Proposition 10.3) defined by f (a) = r(a (1) , S(a (2) )) and letf denote the convolution inverse of f , i. e. f (a) = r(S 2 (a (1) ), a (2) ).
Proposition 3.2. Let g be as in Proposition 3.1. Then the bilinear map g is σ-symmetric if and only if there are complex numbers c and z such that
Proof. Firstly let us suppose that gσ = g. From the equation g(σ(ω ij ⊗ A θ kl )) = g(ω ij ⊗ A θ kl ) we conclude that there is a nonzero complex number c ′ such that
for some nonzero complex number c. Inserting this into ( * ) we obtain
. Then ( * ) gives the assertion. The converse direction is an easy computation.
Contractions
Let Γ + and Γ − be two bicovariant A-bimodules over the Hopf algebra A. Let Γ
−} denote the external algebra for Γ τ as constructed by Woronowicz [10] . This means that there is an antisymmetrizer 
In particular we have
where
It is easy to see that
for i > 0. One could also take (19) and (17) for the definition of A k . The preceding properties hold for any A-bimodule isomorphism σ which satisfies the braid relation. Therefore, replacing everywhere σ by σ Let us introduce some operators in End(
The verification of the following equations needs only braid group techniques and is left to the reader. We have
for k ≥ 2 and
for k ≥ 1, where b k is an arbitrary expression of the complex algebra generated by σ 12 , . . . , σ k−1,k and their inverses. Observe that [10] , p. 157). Hence, in particular have ker A + k = ker A − k . Now let g be a σ-metric of the pair (Γ + , Γ − ). The next formulas follow from the fourth condition on the σ-metric by induction over k:
Next we define contractions ·,
This maps are homomorphisms of A-bimodules and inherit all covariance properties of g. If both k and l are less than two, then the contraction doesn't depend on the sign ± and we sometimes omit it: ξ, ξ
Next we prove a generalisation of Lemma 2.1.
Lemma 4.1. Let g be a σ-metric of the pair (Γ + , Γ − ) and letg be the map defined by (6). Then we have for all nonnegative integers
Proof. Using Lemma 2.1 one checks that
From this and equations (22) and (19) we obtaiñ
for all r, s with 0 ≤ r, 1 ≤ s, r + s ≤ k, r + s ≤ l. Using this result together with (17) and (18) similar computations give the assertion of the lemma.
Lemma 4.2. Letg be as in Lemma 4.1 and ξ
holds.
Proof. We prove the case k ≥ l by induction on l. Then the assertion follows also for k < l because of the formulas σ (28) and (29)) and σ
For the right hand side we obtain σ
is a homomorphism of A-bimodules, the assertion of the lemma is valid.
Suppose that (37) holds for an l ∈ N 0 , l ≤ k. Consider the map
We computẽ
=g where we used the following formulas: (28) and (29) in the first equation, the σ-symmetry of the σ-metric, (28) and (31) in the second, (34) in the third, (33) and (29) in the fourth, (34) in the sixth, the induction assumption in the eighth and the recursive definition ofg in the last equation.
An important consequence of Lemma 4.1 is the possibility to extend the definition of our contractions ·, · ± to a map ·,
To see this, we treat the case k ≥ l. Let
Applying Lemma 4.1 this is equal to
Now formula (16) insures that the latter expression is zero. Hence ξ ′ k , ξ l ± is symmetric. In the case k < l similar reasoning gives the desired result.
Remark. In view of Lemma 4.5 and Proposition 4.1 we should also consider the contractions for k = l (composed with the Haar functional, see in Section 6) as a kind of higher rank σ-metric.
Proof. From Lemma 4.1 and formula (16) we conclude that
The second equation can be proved similarly.
To prove (ii) we use the same arguments. For the left hand side we obtain
and for the right hand side
But both last expressions are equal because of the definition ofg and since
The following lemma contains some recursion formulas which are useful in order to compute contractions.
and (38)
hold, where
Proof. For k = 1 the left hand side of the first equation reads as
because of the fourth condition of Definition 2.1 on the σ-metric g. Further, if k > 1 we then use (24) to conclude in a similar manner that
The proof of the second equation of the lemma is analogous.
. Then the contractions ·, · ± satisfy the equations
Proof. The definition (35) of ·, · ± gives ρ (33) and (32)) and A
by Lemma 4.1. Inserting (−1)
2 and applying Lemma 4.2 we obtain
The second equation follows similarly.
Finally, we should say something about the nondegeneracy of ·, · ± as a σ-metric. and linearly independent 1-forms
Since g is a homomorphism of right A-modules, the latter is also true for any ρ ′ ∈ Γ −τ . Applying the nondegeneracy of g we conclude that ρ ig (ξ i , ξ ′ k ) = 0 and since the 1-forms ρ i ∈ (Γ τ ) l are linearly independent we obtaing(ξ i , ξ be a representant of ξ, and let us assume that ξ, ξ
Sinceg is a homomorphism of right A-modules, the latter is true for any ξ 
Hodge Operators
In this section we assume that 1 ) having the same property we have n 1 ≥ n 0 . After proving some statements we will show that both + and − can occur as the value of τ 0 and for a given left-covariant σ-metric g of the pair (Γ + , Γ − ), ω ± 0 can be taken biinvariant and in such a manner that
Then we also will assume this on ω + 0 and ω − 0 . Let g be a (not necessarily left-covariant) σ-metric of the pair (Γ + , Γ − ).
Proof. For l = 0 the assertion follows from the right A-linearity ofg. Let us examine first the case k = l = 1. Inserting τ = −τ 0 and ξ k = ω τ 0 0 into (38) and using the condition on ω τ 0 0 we obtain 0 = ω
and obtain the desired result by the σ-symmetry of the σ-metric g.
Secondly we prove the proposition for 1 = l ≤ k ≤ n 0 by induction on k. The first step for this is already done. Suppose now that the assertion is true for a k < n 0 and let ξ k ∈ Γ ∧k −τ 0 , ρ 1 ∈ Γ τ 0 and ρ 2 ∈ Γ −τ 0 . By (38) we obtain 
Moving this to the right hand side and the second term of the right hand side of ( * ) to the left we get
where we used the right A-linearity of the contraction and the relation ρ 1 , ρ 2 + = ρ 1 , ρ 2 − . Now we take arbitrary elements ξ 
Hence the assertion of the proposition is true for k + 1.
Suppose now that the assertion of the proposition is valid for a fixed l < n 0 and for all k > l. For l = 1 this is true. Then for arbitrary ξ ′′ ∈ Γ τ 0 we apply (42) twice and conclude
Applying now Lemma 4.3.(i), we get (42) for l + 1.
From now on let g be a left-covariant σ-metric of the pair (Γ + , Γ − ). A very important consequence of Proposition 5.1 is the following. Remark. In the proofs of Proposition 5.1 and Theorem 5.1 the assumption that there is only one one-dimensional corepresentation of A was not used. 
Therefore, σ Further, we have ξ n 0 ∧ρ = 0 for all ρ ∈ Γ −τ 0 . Therefore, the triple (n 0 , −τ 0 , ξ n 0 ) satisfies assumption (II) at the beginning of the section as well. Now we can set ω −τ 0 0 := ξ n 0 and so (41) is valid. In particular, we have obtained that
Since the triple (n 0 , −τ 0 , ω 
Proof. Since ·, · ± is a homomorphism of A-bimodules, (i) follows from (45). Remark. The equations in Proposition 5.1 and 5.2 with k = l can also be written in the familiar form *
Up to now Γ ∧ + and Γ ∧ − have been only the exterior algebras over bicovariant A-bimodules Γ + and Γ − , respectively. In the remainder of this paper we assume in addition that Γ ∧ τ is an inner bicovariant differential calculus with differentiation d τ , τ ∈ {+, −}. That the differential calculus Γ ∧ τ is inner means that there exists a biinvariant 1-form η τ ∈ Γ τ such that
Further, we assume that the corresponding σ-metrics (and hence contractions) are left-covariant. 
by using Lemma 4.1 and the second equation of (16). We also have A
From this and equation ( * ) we conclude that *
In the case k = 1 we use that the mappings * ± L are isomorphisms of left Amodules. Therefore there is a ρ
. By the preceding
Proof. The n 0 -form ω 
The σ-symmetry of the σ-metric implies that ρ i , ρ = ρ, ρ i for any i = 1, . . . , n 0 . Using this fact and equation (38) we obtain the same formula for (−1) n 0 −1 * − R (ρ). Applying Lemma 5.2 the assertion follows.
Proof. Let k > 0 and ρ ∈ Γ (50) give
From the first equation of (46) and Lemma 5.1(ii) we obtain that the first summand is equal to (−1)
For the second summand we use (46) and Lemma 5.3 and obtain (−1)
We apply now (47) and Lemma 5.1(ii) to the latter and get
± . This proves (52) for the left codifferentials. Similar computations lead to the same expression for ∂ ± R ρ. 
Since η τ is biinvariant, ρ ∓ 1 is left-invariant and the σ-metric is σ-symmetric, we conclude from Proposition 5.3 that
Laplace-Beltrami Operators
Let A be again an arbitrary Hopf algebra and let Γ + , Γ − be two bicovariant Abimodules which admit a left-covariant σ-metric in the sense of Definition 2.1. Moreover, (as in the last part of Section 5,) we assume that the bicovariant Abimodules Γ ∧ τ , τ ∈ {+, −} admit a differential operator d τ such that they become inner bicovariant differential calculi on A. Further we suppose that the σ-metrics (and hence contractions) are left-covariant.
In addition we now assume that the Hopf algebra A is cosemisimple [6, Sect. 11.2] , that is, there exists a linear functional h on A, called the Haar functional, such that h(1) = 1 and
for all a ∈ A. Further, we suppose that the Haar functional is regular, that is, both h(ab) = 0 for all b ∈ A and h(ba) = 0 for all b ∈ A imply that a = 0. 
for ρ ∈ Γ 
Applying Lemma 4.3(i) on the first and fourth summand we obtain
Since η −τ is biinvariant, η −τ ∧η −τ = 0. Using Lemma 4.3(ii) the second and third summand in the last expression also vanish.
(ii) From (50) it follows that
Then (54) gives the assertion.
Proof. (i) Let {θ i | i = 1, . . . , m} be a basis of the vector space (Γ τ ) l . It suffices to prove the assertion for ρ = θ i . The left-invariance of the σ-metric ensures that ρ, ρ ′ ± ∈ C and we conclude that h( aρ, ρ
By the general theory [10] there are functionals f i j , i, j = 1, . . . , m, such that
by (53). Hence we get (i).
(ii) Firstly we see from (54) that
τ is biinvariant and ρ ′ is left-invariant. Secondly, Lemma
Then the assertion follows from (i).
hold.
Proof. Inserting the definitions (54) and (50) we obtain
Applying Lemma 4.3 we now substitute ρ, ρ
Since ρ, ρ ′ ± is an element of Γ −τ = A(Γ −τ ) l , we obtain (55) by Lemma 6.2(ii). The proof of (56) is similar. Definition 6.2. We call the operators ∆ 
for any a ∈ A and τ, τ ′ ∈ {+, −}.
Remark. By (60) the Laplace-Beltrami operator on A ⊂ Γ ∧ ± neither depends on the sign τ ′ of the antisymmetrizer nor on the A-bimodule Γ ∧ ± containing A.
Proof. Using Theorem 6.1 we compute
7 Eigenvalues of the Laplace-Beltrami operator for SL q (N )
Throughout this section we assume that q is a transcendental complex number and A is the Hopf algebra O(SL q (N)), N ≥ 2. Then A is cosemisimple, i. e. any element of A is a finite linear combination of matrix elements of irreducible matrix corepresentations of A ([6], Theorem 11.22). Further, A is coquasitriangular and admits a universal r-form r : A ⊗ A → C defined by r(u
jl , where z is a fixed complex number with z N = q, and
Here the number (i < j) is 1 if i < j and zero otherwise. We shall writeR ± for
Let Γ + and Γ − be the N 2 -dimensional bicovariant differential calculi on A determined by the fundamental corepresentation u and the contragredient corepresentation u c (see Section 3). Further, let denote F 1 , F 2 , G 1 , G 2 the N × Nmatrices with entries
and G 1 , G 2 ∈ Mor(u) and they determine a bicovariant σ-metric of the pair (Γ + , Γ − ) (see Section 3). The Laplace-Beltrami operator ∆ on A is given by (60). For n ∈ Z and a complex number 
where (i, j) ∈ λ means that there is a box in the i-th row and j-th column of λ and m is the number of boxes in λ.
Proof. Using the relations r(u Since q is transcendental, A is cosemisimple. Moreover, A is generated by the matrix elements of the fundamental corepresentation u of A. Let P λ be a projection of u ⊗m onto the irreducible corepresentation of A corresponding to the Young diagram λ. Then Proposition 4.7 and the preceding considerations in [7] imply that m n=1 D ± n P λ = (i,j)∈λ q ±(2j−2i) P λ and therefore ∆(u 
(see [9] ). For the quantum case one can check that lim q→1 (q − 1/q) −2 E λ =Ẽ λ . Similarly to the proof of Proposition 7.1, using (6.14) in [7] one can show that the eigenvalues of the Laplace-Beltrami operator ∆ on A corresponding to the Young diagram λ are
During the computations the operators r 
-, which are central in the algebra Mor(u ⊗m+1 ).
