We present fast and cost-efficient parallel algorithms for a number of important and fundamental matrix computation problems on linear arrays with reconfigurable pipelined optical bus systems. These problems include computing the inverse, the characteristic polynomial, the determinant, the rank, the Nth power, and an LU-and a QR-factorization of a matrix and solving linear systems of equations. Our algorithms provide a wide range of performance cost combinations. Compared with known results, the running time of parallel solutions to all these problems can be reduced by a factor of O(log N) while costs are maintained under o(N 4 ).
INTRODUCTION
It has long been recognized that a number of important matrix problems are quite closely related, in the sense that up to polynomial changes in the size of the matrices and constant factor changes in the running time of the algorithms, the amount of parallel time needed to solve these problems is the same. In particular, it is well known that finding the inverse, the characteristic polynomial, the determinant, the rank, the N th power, and an LU-factorization of a matrix and the product of a matrix chain, etc., can be reduced to each other, such that all of them have the same parallel computing complexity (cf. [3] and Section 2.4.5 of [10] for proofs of the above claim). In addition to the parallel time complexity, the cost of an algorithm, which is the product of the execution time and the number of processors employed by the algorithm, is widely used to measure the efficiency of the algorithm. Currently the fastest parallel algorithms for these problems (except LU-factorization) run in O((log N )
2 ) time, by using O(N 4 ) processors connected by commonly used static networks such as meshes of trees and hypercubes [10] . Since the reduction among these problems may significantly increase the problem size, and hence, the number of processors, the costs are not preserved under these reductions. To keep the processor complexity at O(N 4 ), the best algorithm for LU-factorization has time complexity O((log N)
3 ) on static networks. While the problem of finding tight time and cost bounds of each of these problems remains open, answering the following two questions appears to be challenging: Q1. Can the parallel time complexities of these problems (except LU-factorization) be reduced to o((log N )
2 ) and to o((log N ) 3 ) for LU-factorization?
Q2. Can the costs of parallel algorithms for these problems be reduced to o(N 4 )?
In answering question Q1, we notice that the major hurdle is that all algorithms for these problems ultimately use a matrix multiplication algorithm as a subroutine, and the best matrix multiplication algorithm has time complexity O(log N ), even on theoretical models like parallel random access machines. The parallelism in matrix multiplication can be explored to such extent that the N 2 vector products can be calculated simultaneously. The O(log N) bottleneck is due to the summation of the N values in an inner vector product, which cannot be done any faster on existing computing models. Theoretically, the answer to question Q2 is affirmative. It is well known that there exist matrix multiplication algorithms on PRAMs that run in O(log N ) time by using O(N ; ) processors, where O(N ; ), 2<;<3, is the time complexity of the best sequential algorithm for matrix multiplication [21] . The fact that the known smallest value of ; is less than 2.3755 [4] implies that the costs of parallel PRAM algorithms for many matrix problems are less than O(N 4 ). However, such a sequential algorithm is quite sophisticated, and its implementation is not considered practical even on sequential machines. Consequently, its parallelization on realistic parallel systems is far from feasible.
Recently, there have been significant advances in optical interconnections. Fiber optic communication technologies offer a combination of high bandwidth, predictable message delay, low interference and error probability, and gigabit transmission capacity. Based on the characteristics of fiber optical communications, a number of researchers have proposed using optical interconnections to connect processors in a parallel computer system [1, 2, 6, 11, 18, 23, 26, 27] . In such a system, messages can be transmitted concurrently on a pipelined optical bus, by taking the advantages of unidirectional message transmission and predictable propagation delay. It is now feasible to integrate both optical message communication and electronic data computation in massively parallel processing systems. Many parallel algorithms from numerous application domains have been proposed for systems with optical interconnections [7, 12 17, 19, 22, 24] .
It is clear that optical buses have created an entirely new parallel computing model and opened up a broader avenue of parallel algorithm design. Consider a linear array with a reconfigurable pipelined bus system (LARPBS) [13, 18, 19] . First, pipelined optical buses can support concurrent accesses by many processors in a single bus cycle and are able to transmit a large volume of data among processors simultaneously for various communication patterns. Second, an LARPBS can also be reconfigured into disjoint subsystems, each being an independent LARPBS of smaller size. This feature supports parallel implementation of divide-and-conquer computations. These capabilities have led to parallelization of nontrivial algorithms, especially the following result.
R0. Strassen's algorithm [25] for multiplying two N_N matrices can be implemented on an LARPBS with O(N 2.8074 ) processors in O(log N ) time [13] .
Such an implementation is very difficult (if not impossible) on existing networks with electronic interconnections or systems with electronic buses. In addition to communication channels with tremendous capacity and flexibility, optical buses can serve as active computing agents. One excellent example is that N values can be added up in a constant number of bus cycles on linear arrays with a reconfigurable pipelined bus system, where computations are essentially done by appropriate timing of optical signals. This implies that R1. Multiplying two N_N matrices can be done on an LARPBS in O(1) time, using N 3 processors [13] .
Combining R0 and R1, we know that R2. Multiplying two N_N matrices can be done on an LARPBS in sub-
With results R1 and R2, we are able to give affirmative answers to questions Q1 and Q2 on realistic parallel computing systems. In this paper, we consider solving 17 fundamental matrix problems on LARPBS. These problems and the time and processor complexities of our solutions are listed in Table 1 . Problems (1) (7) are basic matrix operations, whose algorithms are repeatedly used in other algorithms. Problems (8) (17) include a number of fundamental matrix operations. Our results provide the following answers to questions Q1 and Q2.
A1. Problems (6) (15) can all be solved in O(log N ) time, and problems (16) (17) in O((log N)
2 ) time, using no more than O(N 4 ) processors. Thus, 
The rank of a matrix
Solving linear systems of equations
compared with known results, the running time of parallel solutions to all these problems mentioned in Table 1 can be reduced by a factor of O(log N ) using these algorithms.
A2. Problems (6) (15) can be solved in o((log N) 2 ) time, and problems (16) (17) can be solved in o((log N)
3 ) time, with cost o(N 4 ) on LARPBS.
THE LARPBS COMPUTING MODEL
A pipelined optical bus system uses optical waveguides instead of electrical wires to transfer messages among electronic processors. In addition to the high propagation speed of light, there are two important properties of optical signal (pulse) transmission on an optical bus, namely, unidirectional propagation and predictable propagation delay. These advantages of using waveguides enable synchronized concurrent accesses of an optical bus in a pipelined fashion [2, 11] . Such pipelined optical bus systems can support a massive volume of communications simultaneously and are particularly appropriate for applications that involve intensive communication operations such as broadcasting, one-to-one communication, multicasting, global aggregation, and irregular communication patterns.
A linear array with a reconfigurable pipelined bus system (LARPBS) consists of N processors P 1 , P 2 , ..., P N connected by an optical bus. In addition to the tremendous communication capabilities, an LARPBS can be partitioned into k 2 independent subarrays LARPBS 1 , LARPBS 2 , ..., LARPBS k , such that LARPBS j contains processors P i j&1 +1 , P i j&1 +2 , ..., P i j , where 0=i 0 <i 1 <i 2 } } } <i k =N. The subarrays can operate as regular linear arrays with pipelined optical bus systems, and all subarrays can be used independently for different computations without interference (see [13, 18] for an elaborated exposition and [27] for similar reconfigurable pipelined optical bus architectures).
As in many other synchronous parallel computing systems, an LARPBS computation is a sequence of alternate global communication and local computation steps. The time complexity of an algorithm is measured in terms of the total number of bus cycles in all the communication steps, as long as the time of the local computation steps between successive communication steps is bounded by a constant and independent of the problem size. This complexity measure implies that a bus cycle takes constant time, and this assumption has been adopted widely in the literature. (Remark: To avoid controversy, let us emphasize that in this paper, bỳ
For ease of algorithm development and specification, a number of basic communication, data movement, and global operations on the LARPBS model implemented using the coincident pulse processor addressing technique [2, 11, 23] have been developed [13, 18] . Each of these primitive operations can be performed in a constant number of bus cycles. These powerful primitives that support massive parallel communications, plus the reconfigurability of the LARPBS model, make the LARPBS very attractive in solving problems that are both computation and communication intensive, such as matrix manipulations. Optical buses are not only communication channels among the processors, but also active components and agents of certain computations, e.g., global data aggregations. The following primitive operations on LARPBS are used in this paper, and our algorithms are developed using these operations as building blocks.
One-to-one communication. Assume that processors P i 1 , P i 2 , ..., P i m are senders, and processors P j 1 , P j 2 , ..., P j m are receivers. In particular, processor P i k sends a value in its register R(i k ) to the register R( j k ) in P j k . The operation is represented as
(Note that we use R(i) to denote both the name and the content of register R(i).)
Broadcasting. Here, we have a source processor P i , which sends a value in its register R(i) to all the N processors:
Multiple multicasting. In a multicasting operation, we have a source processor P i , which sends a value in its register R(i) to a subset of the N processors P j 1 ,
Assume that we have g disjoint groups of destination processors,
..], 1 k g, and there are g senders P i 1 , P i 2 , ..., P i g . Processor P i k has value R(i k ) to be broadcast to all the processors in G k , where 1 k g. Since there are g simultaneous multicastings, we have a multiple multicasting operation, which is denoted as
It is important to point out that the g groups of destination processors must be disjoint.
Element pair-wise operations. Let P i , P i+1 , ..., P j be a consecutive group of processors. We use R[i .. j] as an abbreviation of the registers R(i), R(i+1), ..., R( j). R[i .. j] can be used to store a vector, or a matrix in the row-major or column-major order. Assume that A and B are two matrices of size N. All array elements are in a domain with a binary operator Ä. Elements a ij and b ij are stored in R[m+(i&1) N + j&1] and R[n+(i&1) N+ j&1], respectively. Then C=AÄB, where c ij = a ij Ä b ij , can be done as follows, where c ij is found in R[m+(i&1) N+ j&1]:
Global aggregation. Assume that every processor P i , where 1 i N, has a register R(i) which holds a value. We need to calculate R(1)+R(2)+ } } } +R(N), and save the result in R(1). The operation is represented as
The following results have been proven in [13, 18] .
Theorem 0. One-to-one communication, broadcasting, multiple multicasting, element pair-wise operation, integer (of bounded magnitude) aggregation, and real value (of bounded precision and magnitude) aggregation all take O(1) bus cycles in the LARPBS computing model.
The extension of global aggregation to unbounded values has been discussed in [13] . In particular, it was shown that the summation of N integers can be calculated in O(log log M) time, using O(N log MÂlog log M) processors in the LARPBS computing model, where M is the maximum magnitude, and the summation of N real values, with precision up to 2 &( p+q&1) and magnitude on the order of M=2 2 q , can be calculated in O(log log M+log p) time, using O(Np log p) processors in the LARPBS computing model. Since all real machines have finite word length, which implies bounded magnitude and precision, we will not consider unbounded magnitude and precision in this paper.
The primitive operations can be directly used for some simple matrix manipulations. For instance, the one-to-one communication can be used for transposing a matrix. Assume that we have an LARPBS with N 2 processors P 1 , P 2 , ..., P N 2 , and each processor has a register A(k), where 1 k N 2 . A matrix A=(a ij ) N_N is stored in the linear array in the row-major order; that is, A((i&1) N+ j)=a ij , for all 1 i, j N. Then, our algorithm for matrix transposition simply does the following:
After the above one-to-one communication, which takes one bus cycle, we have A((i&1) N+ j)=a ji , for all 1 i, j N. 
We first configure the LARPBS into N subarrays LARPBS j , such that LARPBS j contains processor P ( j&1) N+1 , P ( j&1) N+2 , ..., P jN , where 1 j N. The N processors in LARPBS j compute v j by invoking the aggregation operation and save the result v j in V(( j&1) N+1). Then, all the v j 's are moved to V(1), V(2), ..., V(N) by a one-to-one communication operation. The complete vector chain addition algorithm is described below:
It is clear that the above algorithm requires two bus cycles. Given N matrices A 1 , A 2 , ..., A N , where A k =(a (k) ij ) N_N , the matrix chain addition problem is to calculate A=(a ij ) N_N , where a ij =a (1) ij +a (2) ij + } } } +a (N) ij , for all 1 i, j N. Assume that we have N 3 processors, and matrix A k is put into P (k&1) N 2 +1 , P (k&1) N 2 +2 , ..., P kN 2 , in the row-major order, where 1 k N; that is,
ij , for all 1 i, j, k N. We first rearrange the data via a one-to-one communication, such that all a (1) ij , a (2) ij , ..., a (N) ij are packed together. We then reconfigure the LARPBS into N 2 subarrays LARPBS ij , such that LARPBS ij contains processor P ((i&1) N+( j&1)) N+k , 1 k N, and such that A(((i&1) N+( j&1)) N+k)=a (k) ij , where 1 i, j, k N. LARPBS ij is used to calculate a ij by aggregating (a (1) ij , a (2) ij , ..., a (N) ij ). Finally, all the a ij 's are moved to the first N 2 processors. The matrix chain addition algorithm, which takes the three bus cycles, is given as follows: In the remainder of the paper, we will show that many matrix problems can be solved using the primitive operations defined in this section and the known algorithms for other matrix problems as subroutines. It seems that the description of these algorithms will be quite tedious if we insist on specifications down to the basic operation level, which is clearly unnecessary. Thus, we will outline the algorithms, provide as many details as possible, and justify their time and processor complexities.
MATRIX VECTOR AND MATRIX MULTIPLICATION
Assume that we have an N_N matrix A=(a ij ) and an N-dimensional vector v=(v 1 , v 2 , ..., v N ). Matrix A is stored in the row-major order in processors P 1 , P 2 , ..., P N 2 , such that A((i&1) N+ j)=a ij , for all 1 i, j N. Vector v is put in processors P 1 , P 2 , ..., P N , such that V( j)=v j , for all 1 j N. The N 2 processors will be reconfigured into N subarrays LARPBS i , 1 i N, which contain processors P (i&1)N+ j , 1 j N. To calculate the matrix vector product Av=x=(x 1 , x 2 , ..., x N ), our algorithm performs the following steps:
v First, the vector v is made available to all subarrays LARPBS i , 1 i N, via multiple multicasting in one bus cycle.
v Second, processor P (i&1) N+ j calculates a ij v j locally, where 1 i, j N, in constant time. v Finally, the x i 's are moved to processors P i , 1 i N, using a one-to-one communication.
Clearly, we can have the following claim. Matrix multiplication is perhaps the most important subproblem in many other matrix manipulations. A number of parallel matrix multiplication algorithms have been developed on a linear array with a reconfigurable pipelined bus system. In [13] , it is shown that matrix multiplication can be performed and most noteworthy, the following result, which leads to performance enhancement for many matrix manipulation algorithms.
Theorem 5. There is a matrix multiplication algorithm MM $ on LARPBS, which runs in O((log N) $ ) time, by using O(N 3 Â( 
is the number of processors used in the matrix multiplication algorithm MM $ . The LARPBS will be reconfigured into N subarrays LARPBS q , 1 q N, where LARPBS q consists of processors P (q&1) \(N, $)+k , for all 1 k \(N, $). Array A is initially held by the first N 2 processors of LARPBS 1 . Without loss of generality, we assume that N=2 n is a power of 2. Our algorithm, which calculates the first N powers of A, performs the following two major steps. All these results are also sent to all LARPBS q , 1 q N, using the multiple multicasting operation.
, and I N is the N_N identity matrix.
Notice that both steps essentially perform n&1=O(log N) matrix multiplications. Thus, the overall time and processor complexities depend on those of matrix multiplication. Given N matrices A 1 , A 2 , ..., A N , where A k =(a (k) ij ) N_N , the matrix chain product problem is to calculate A=A 1 _A 2 _ } } } _A N . Our algorithm for obtaining A is actually the standard binary tree method, and the overall running time is a factor of O(log N) more than that of matrix multiplication. Thus, similar to Theorem 6, we have 
INVERSION OF LOWER AND UPPER TRIANGULAR MATRICES
Let A be an N_N lower triangular matrix that is invertible; i.e., all the elements on A's main diagonal are nonzeros. We partition A into four submatrices of equal size NÂ2_NÂ2,
Since A 1 and A 2 are also invertible lower triangular matrices, we have 
The above discussion yields the following method for inverting a lower (upper) triangular matrix. This method reduces the lowerÂupper triangular matrix inversion problem to matrix multiplication. Without loss of generality, we assume that N=2 n is a power of 2. The recursion can be unwound into n+1 iterations such that a sequence of matrices A 0 , A 1 , A 2 , ..., A n is calculated. Initially, A 0 is obtained from A by 
The total number of processors required is
1.1428
1.1428 
(log N&1) $ ), for 0 $ 1. The cost is o(N 3 ) for 0<$ 1.
DETERMINANTS, CHARACTERISTIC POLYNOMIALS, AND RANKS
We use det(A) to denote the determinant of a matrix A=(a ij ) N_N . The characteristic polynomial of a matrix A is represented as
where I N is the N_N identity matrix. The trace tr(A) of a matrix A=(a ij ) N_N is the sum of the entries on A's main diagonal; i.e., tr(A)=a 11 +a 22 + } } } +a NN .
The following classical result [9] is the basis of a parallel algorithm for obtaining , A (*) and det(A).
Leverrier's Lemma. The coefficients c 1 , c 2 ,..., c N of the characteristic polynomial of a matrix A satisfy S(c 1 , c 2 , ..., c N 
Based on Leverrier's lemma, Csanky devised the following method for calculating the characteristic polynomial of a matrix A [5] . Since , A (0)=det(&A)=c N , i.e., det(A)=(&1) N c N , this algorithm can also be used to calculate det(A).
Csanky's Strategy for Characteristic Polynomial.
, where S is the lower triangular matrix in Leverrier's lemma.
(4) Calculate the matrix vector product
Step (1) involves the calculation of the first N powers of A (Theorem 6).
Step (2) can be implemented using the aggregation operation, plus certain data movements.
Step (3) 
(log N) $ ), where 0 $ 1. The cost is o(N 4 ) for 0<$ 1.
The rank of a matrix A, rank(A), is the number of nonzero rows (or columns) in the row-reduced (or column-reduced) echelon form of A. It is well known that rank(A)=rank(A T A), where A T is the transpose of A (or conjugate transpose of A for complex matrices), and A T A is similar to a diagonal matrix whose elements are the roots of the characteristic polynomial , A T A (*). Therefore, rank(A) is the number of nonzero roots of , A T A (*). This leads to the following algorithm for finding rank(A) [8] .
An Algorithm for Calculating Matrix Rank. (1) Get the matrix A T A.
(3) Find rank(A)=N&i, where i, 0 i N, is the largest integer such that c N&i {0 and c N&i+1 =c N&i+2 = } } } =c N =0.
In the above algorithm, Step (1) performs a matrix transposition (Theorem 1) and a matrix multiplication (Theorem 5).
Step (2) invokes Csanky's method for computing characteristic polynomial (Theorem 10).
Step (3) can be implemented in a few bus cycles (i.e., constant time) by simple data testing, comparison, and movement. (log N) $ ), where 0 $ 1. The cost is o(N 4 ) for 0<$ 1.
INVERSION OF ARBITRARY MATRICES
Inverting an arbitrary matrix A is closely related to the calculation of the characteristic polynomial , A (*), as revealed by the following well-known theorem from linear algebra.
is the N_N zero matrix.
The Cayley Hamilton theorem implies that
Hence, the inverse of a matrix A can be calculated using the equation,
Csanky's method for calculating matrix inversion can be described as follows [5] . The time and processor complexities of
Step (1) are given in Theorem 10.
Step (2) involves the computation of the first N powers of A (Theorem 6) and matrix chain addition (Theorem 3). Hence, we have the following result. 
LINEAR SYSTEMS OF EQUATIONS
Let A be a nonsingular N_N matrix (a ij ) N_N and let b= (b 1 , b 2 , ..., b N ) T be an N-dimensional vector. The problem of solving a linear system of equations is to find a vector x= (x 1 , x 2 , ..., x N ) T such that Ax=b. It is clear that x=A 
In 
LU-AND QR-FACTORIZATIONS
The LU-factors of matrix A contain a nonsingular lower triangular matrix L and a nonsingular upper triangular matrix U such that A=LU. Suppose that the LU-factors of A exist. We divide A, L, and U into NÂ2_NÂ2 blocks as Let T(N) be the time complexity of the above algorithm. Then, we have (2) and (5) involves at most two parallel matrix multiplications, and hence, \(NÂ2 k , $) processors.
Step (3) needs only O(N 2 ) processors. Hence, the total number of processors is
Theorem 16. LU-factorization of a matrix can be performed in O((log N) 2+$ ) time, using O(N 4 Â( (log N) $ ) processors, where 0 $ 1. The cost is o(N 4 ), for all 0<$ 1.
ITERATIVE METHODS
The inverse of a matrix can also be obtained using Newton's iterative method [10] . The strategy is to use a sequence of matrices X 0 , X 1 , X 2 , ... as approximations to A &1 , where
0 , for all k 1, which means that X k converges very rapidly to the zero matrix as long as X 0 is a good initial approximation to A
&1
. In particular, if &R 0 & 2 1&1Âp(N), where p(N) is a polynomial of N, then after O(log N) iterations, the first N bits of every entry of A &1 can be obtained, which is already enough for most applications. It is also known that if
where &A& 2 } &A &1 & 2 is the condition number of A, &A& 2 is a matrix norm defined as Since the time and processor complexities of our LU-and QR-factorization methods are determined by that of matrix inversion, using an argument similar to that in Eq. (3), we know that the number of processors for LU-or QR-factorization can also be reduced by a factor of O(N) by using the iterative matrix inversion method (Theorem 13$). 
FINAL REMARKS
In this paper, we present fast and cost-efficient parallel algorithms on linear arrays with reconfigurable pipelined optical bus systems for a number of important and fundamental matrix computation problems. We show that our algorithms provide a wide range of performance cost combinations, which have not been achieved previously on existing parallel computation models, including theoretical PRAM models. Compared with previously known best parallel algorithms, our algorithms have an O(log N) reduction in time, while maintaining their cost below o(N 4 ). Our results demonstrate that the LARPBS is a very powerful model. In addition to its high communication bandwidth, an LARPBS supports versatile communication patterns, and its communication reconfigurability constitutes an integral part of a parallel computation. These features allow a large degree of parallelism in a computational problem to be exploited (with lower cost than in other systems), which most other machine models cannot achieve.
