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Significant research has been undertaken in recent years 
in pursuit of advanced design and 
Supersonic Combustion Ramjet (SCRAMJET) 
analysis methods for 
engines, specifically in 
the National Aerospace Plane (NASP) program. One of the central 
areas of concern has been to improve fuel - oxidizer mixing 
during the supersonic combustion phase of SCRAMJET operation. 
Imparting swirling motion to fuel jets has been proposed as a 
way to significantly improve mixing, reduce flame length, and 
increase resistance to blow-out. This investigation will 
consider a computational method to analyze swirling 
underexpanded nozzle flows. 
Difficulties in SCRAMJET combustion are fundamentally a 
result of limited residence time for the fuel-air mixture. At 
hypersonic speeds, the residence time in the entire engine flow 
path is about 1-2 milliseconds. Also, the ignition delay time 
of the gaseous hydrogen fuel is about 1 millisecond under these 
conditions. Obviously, adequate fuel-air mixing is critical to 
successful operation. 
Current SCRAMJET designs use entrance struts to provide 
compression and a location for fuel injectors. When operating 
in SCRAMJET mode, injection takes place at the leading edge of 
the struts to maximize mixing and residence time. The flow 
through the engine is entirely supersonic in this mode, 
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and straight injection into the flow provides limited 
penetration and mixing. This has forced the use of large numbers 
of injectors, and increased the sensitivity to incomplete 
combustion. In ramjet mode, flow in the engine is subsonic due 
to the inlet shock. Injection then takes place at the rear of 
the struts, or from the engine wall ( cross-stream) . Although 
not as critical, proper mixing in this mode is also very 
important. 
It is felt that using an underexpanded, swirling nozzle 
injector flow could help increase mixing and improve combustion 
stability. 
Objectives 
The General Aerodynamic Simulation Program, GASP, is used 
in this study. GASP is a state-of-the-art, 3-D finite volume 
code developed at NASA Langley. GASP is fully conservative and 
shock-capturing, which makes it particularly useful for complex, 
transonic flow simulations. Objectives will include the 
following 
1) To determine the ab~lity of GASP to model inviscid, 
transonic flow. The specific goals are to verify shock 
wave capture, jet boundary modeling, and operation on a 
three-dimensional solution space. 
2) To develop working run time parameters for swirling nozzle 
flow with the current, or similar, physical layout. The 
parameters required include flow dimensions, grid spacing, 
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grid clustering, boundary conditions, inlet and initial 
conditions, space and time marching methods, time steps, 
and other basic settings. Successful runs will also yield 
convergence times and characteristics. This information 
will be used for future viscous calculations. 
3 ) To qualitatively compare numerical results with 
experimental data and simplified analytical findings. 
Density contours, shock wave locations, swirling and axial 
ve l ocity profiles, pressure plots, and temperature plots 
will be considered. 
Overview 
Typical swirling sonic flows studied in the past have been 
cho ked converging nozzle, or converging-diverging nozzle flows. 
Some work has been done investigating mixing characteristics; 
most studies have concentrated on the sound reduction potential 
of swirling flows through jet engine exhaust nozzles. 
The increased fuel-oxidizer mixing induced by swirl had 
been widely demonstrated in subsonic f lowf ields, due to swirl 
generated recirculation (Chen et al. 1990). Little work can be 
found related to fuel-oxidizer mixing in supersonic swirling 
jets. 
Underexpanded swirling nozzles will be used as the model 
flow for this study. No evidence could be found of any other 
investigations of this problem using GASP. Because of the 
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complex downstream shock structures, these flows appear to 
provide the greatest potential for mixing enhancement. 
Analytical studies, primarily by Lewellen (1969), Hsu and 
DeJoode ( 1971, 197 3) , and Carpenter ( 197 6) have focused on the 
use of quasi-cylindrical approximations. These studies use 
Crocco' s Vorticity Theorem and modified quasi-one dimensional 
methods to find velocity profiles and choking criteria. The 
results have been largely applied to jet engine noise reduction; 
specifically, to determine mass flow and thrust reduction caused 
by swirling flows. The results of these studies have focused on 
solving the equations of motion at isolated areas of the 
downstream flow, usually at the nozzle exit plane. Also, the 
velocity profiles for these solutions were assumed to be some 
arbitrary combination of solid body rotation and free vortex 
flow. For these reasons, no attempt will be made to make direct 
quantitative comparisons between the analytical results and the 
experimental data or numerical solutions. The analytical work 
will be presented as a means to review the basic physics of 
these flows, and to provide qualitative insights, particularly 
the shape of the tangential and axial velocity profiles. 
Experimental studies have, for the large part, 
investigated air flow in converging, underexpanded nozzles. The 
swirl is introduced in the plenum using tangential injection 
ports in lieu of, or in addition to, the main axial flow. The 
flows used for comparison here discharge to atmosphere. The 
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experimental results are primarily those obtained by Chew, Chen 
et al. (1994) at the University Of Central Florida. 
The numerical runs will use a converging, conical nozzle 
with the flow starting at the point of convergence, and ending 
well outside the nozzle in quiescent air. The area of primary 
consideration will be the external flow where the typical 
diamond-pattern shock cells form, for both swirling and non-
swirling flows. Three different underexpanded reservoir 
pressures will be modeled for both types of flows. Both non-
swirling and fully swirling runs will be considered. A 
cylindrical solution space will be used both in and outside the 
nozzle. 
The numerical simulation will use a steady-state, three 
dimensional, inviscid, perfect gas, Euler equation solution. 
This will allow initial grid convergence investigations, basic 
results, and verification of boundary and initial conditions. 
CHAPTER 2 
LITERATURE SURVEY OF SWIRLING SONIC FLOWS 
Underexpanded, swirling sonic nozzle flows have been the 
subject of serious investigation since the early 1960s. The 
physical nature of these flows has usually been characterized by 
the shape of the tangential velocity profile. An infinite 
number of profiles are possible. For the sake of defining basic 
flow parameters, two general classes of profiles are usually 
discussed, these being solid body rotation (forced vortex flow), 
and constant circulation (free vortex flow). Real flows can 
usually be modeled as a combination of these two basic profiles, 
such as the Rankine profile, which has solid body rotation from 
the axis out to some radial position, and entrained free vortex 
flow from this point to the outer edge of the profile. 
1) Solid Body Rotation. This type of flow has the fluid 
rotating as a solid body, with Ve = rro, where Ve is the 
tangential velocity, r the radius, and c.o the constant 
angular velocity. This flow usually occurs close to the 
centerline and begins to transition to free vortex flow 
as the limit of the "driven" region of flow is reached 
6 
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2) Free Vortex Flow. These flows have constant circulation 
with Ve =r / r, where r is the circulation. This profile 
is often seen in the entrained region of flow . outside 
the driven core. 
Simplified Analytical Methods 
Several researchers have developed analytical solutions to 
the quasi-one dimensional flow equations for converging and 
converging-diverging nozzles. The results have been consistent 
and give many insights into supersonic swirling flows. As noted 
in the introduction, the following will be a review of the 
qualitative results. All of the work found derived ordinary 
differential equations which were similar; some started with the 
basic mass, momentum, and energy equations, while others started 
with Crocco's relation. 
Lewellen (1969) solved the one-dimensional, quasi-
cylindrical flow equations for a variety of circulation/ swirl 
velocity profiles in a converging-diverging nozzle. Lewellen's 
analysis is for isentropic, axisymmetric flow, assuming constant 
properties across the streamtube. A circulation distribution is 
assumed for real vortex flows, which haver constant at a large 
radius, and smoothly changing to r=O at R=O 
a =a*[ (1-exp(-K¢))(1-exp(-K\j/*(1))] 
* * . where a and \j/ are values at the outer edge of the throat, \j/ is 
the radial stream function, a is the swirl parameter, and K is 
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the effective Reynolds number. Approximating the circulation 
this way is a convenient way to construct profiles that lie 
somewhere between solid body rotation and free vortex flow. As 
K ➔ oo, r and a approach constant values and an ideal vortex is 
obtained. For K ➔ 0 the circulation approaches zero, and 
so l id body rotation is obtained. The equations were numerically 
integrated for a variety of conditions. 
Figures 1 and 2 were taken from Lewellen's paper. Figure 
1 shows the radial distribution of tangential Mach number for 
* a =O. 4 and various values of K. Note that M1 increases as K 
increases along the radial direction, showing that higher swirl 
velocities are maintained as the flow transitions to free vortex 
flow. Also note the K= 0 and K ➔ oo lines which correspond to 
solid body rotation and free vortex flow, respectively. 
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Figure 2. Radial distribution of axial Mach number 
at the throat for a *=0.4 (from Lewellen). 
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Figure 2 shows the radial distribution of axial mach 
* number for a =O. 4 and various values of K. Ma also increases 
as K increases. 
Lewellen states that, in general, most experiments have 
shown that maximum tangential mach numbers range from 1.02 - 1.4 
for choked nozzle flows. 
Similar work carried out by Hsu and DeJoode (1971) focused 
on using Crocco's Equation as the starting point in the 
analysis. The following is a summary of this work, starting 
with Crocco's relation for a steady flow 
where T is temperature, S entropy, V velocity, Q vorticity, 
and h
0 
the total enthalpy. Hsu and DeJoode went on to derive 
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the same governing ordinary differential equations obtained by 
Lewellen. 
Hsu and DeJoode (1973) solved these equations for a 
Rankine-combined profile in a constant area pipe or flow. Note 
that this solution is for a single axial location, and is 
simplified further by assuming constant area flow. Instead of 
the using the continuously varying circulation distribution 
employed by Lewellen, Hsu and DeJoode created a distribution by 
superimposing solid body rotation and free vortex profiles using 
where ac and~ are the values at the outer limit of solid body 
flow (core) , 
0 0 
m1 is the free vortex profile, and m2 the solid 
body profile. ac is now the maximum swirling parameter 
evaluated at r 
C 
a = y-1 core =I maximum swirl energy ~ 
( )
112 2 r . . 7112 
c 2 a
0 
R l total energy J R 
When choked conditions exist for a given re and ac, , C1 or C2 
can be found from the choking conditions 
Hsu and DeJoode ( 197 3) numerically integrated these equations 
for various re IR values. The results are identical to 
Lewellen's when equivalent swirling parameters are used. Note 
that Lewellen' s swirl profiles have a smooth transition from 
11 
forced to free vortex flow, whereas the current solution changes 
This is because Lewellen's swirl parameter used sharply at re. 
a smoothly varying exponential function instead of the 
superposition of two distinct profiles. 
Figures 3 and 4 were taken from Hsu and DeJoode's 1971 and 
1973 papers. 
versus radius. 
Figures 3 is a plot of the axial Mach number 
Note the rapid change in profile as the rel R 
point is reached on each curve; this is the transition from 
forced to free vortex flow. Also note that the Hsu and DeJoode 
case for re/ R =O. 7 2 roughly approximates the Lewellen case for 
K = 10 except, as stated above, for the smooth transition to 
free vortex flow for the K = 10 case. 
tangential Mach number versus radius. 
Figure 4 is a plot of 
As the radius of the 
forced core 
obtained. 
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Radial distribution of a tangential 
Mach number in a choked nozzle throat 
for a c=0.4 (from Hsu and DeJoode). 
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Extensive analytical results have also been obtained by 
Carpenter and Johannesen ( 197 5) . 
common form of the swirl parameter 
They used a different, but 
where at is the swirl angle, and VeT and WeT are the swirl and 
axial mach numbers, respectively, at the outer edge of the exit 
throat. Their approach was similar to other quasi-cylindrical 
analytical efforts, starting with Crocco's equation, then 
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assuming swirl/velocity distributions, and finally solving the 
analytical equations numerically or finding simplified closed 
form solutions. 
Carpenter derived a geometric choking criteria and solved 
the equation iteratively for conditions at the throat. Figure 5 
was taken from Carpenter' s papers, and shows the axial mach 
profiles at the throat for various tangential mach numbers. 
These results were found using a solution obtained by 
iteratively solving the governing equations for maximum mass 
flux at the throat. Wa t is the axial Mach number, Vet is the 
tangential Mach number at the outer edge of the throat levels, 
and s is the non-dimensional radius. Note the reduction in 
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T 
Axial-velocity profiles at the throat for 
various levels of swirl (from Carpenter). 
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The quasi-cylindrical relationships discussed here provide 
significant insight into basic flow relationships, exit 
conditions, and swirl/velocity profiles. 
noteworthy 
The following are 
1) Realistic swirl velocity profiles can be modeled as a 
combination of solid body rotation in the core of the 
flow, and free vortex flow outside the forced core. 
2) A rapid transition from solid body rotation to free 
vortex flow occurs at the outer edge of the forced core. 
3) The tangential mach number is theoretically limited to 
about 1.2 for underexpanded flows. 
Experimental Results 
Although significant experimental investigations of 
convergent or convergent-divergent nozzles with swirling flows 
have been undertaken in the past, little has been found on the 
specific problem of swirling, convergent, underexpanded nozzle 
flow. All direct comparisons of GASP results will be made with 
flows run by Chen, Chew et al. ( 1994) . However, other results 
found will be used to gai~ qualitative insights into these 
flows. 
Smith ( 197 3) reported on swirling, underexpanded nozzle 
flows run at various reservoir pressures and swirl rates. The 
exact method of swirl generation and swirl profile description 
are not clear, but the following results were apparent 
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1) The number of shocks, and shock cell length, are 
significantly reduced when moderate swirl is added to 
the flow. 
2) Flow at the throat is rotating almost as a solid body, 
with a surrounding annular region which behaves as a 
free vortex. 
3) A limiting swirl angle was found at about 20°. 
The experiments run by Chen et al. ( 1994) are based on a 
conical, converging nozzle as shown in Figure 6. The swirl is 
introduced by four circumferential jets located near the end of 
the cylindrical reservoir. An axial inlet was also provided. 
The flow issued into room air. A pressure gauge upstream of the 
tangential inlets was used to measure reservoir pressure. Pitot 
static measurements in the tangential inlets were used to 
calculate mass flow rates. A geometric swirl number was used 
and is defined as 
where R
0 




is the total cross sectional area of all inlets, m0 
is the total tangential flow rate, the axially 
introduced flow rate. Several runs of different swirl numbers 
were made for each of the three reservoir pressures of 239. 2, 
308.2 and 377.13 kPa. Pitot pressure measurements were made at 
several locations in the external flow. 
photographs were made of the flows. 
TANGENTIAL INLET (4) 
10 CK 
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Adding swirl to the flow in these runs resulted in reduced 
shock length and number, reduced mass flow rate, and increased 
mixing. A more detailed look at these runs, and comparison with 
numerical results, will be made in Chapter 5. 
CHAPTER 3 
THE GENERAL AERODYNAMIC SIMULATION PROGRAM (GASP) 
Overview 
GASP was written by researchers at Virginia Polytechnic 
Institute and State University, and the NASA Langley Research 
Center. 
research. 
Version 1 was released as a result of this funded 
GASP Version 2 was used here, and was released as a 
commercial product by Aerosoft Inc. The code is based on the 
CFL3D, CFL3DE, and SPARK codes. The following description of 
GASP, including the governing equations and numerical methods, 
was taken largely from the GASP users manuals. 
Basic Capabilities 
GASP is a fully conservative, shock-capturing, three 
dimensional finite volume program. Separate grids are used for 
each zone. The grids must be structured, hexagonal meshes with 
one-to-one zonal boundary mapping. Solution spaces may be any 
fixed volume(s) with their real curvilinear coordinates mapped 
to rectangular coordinates read in by the program. 
GASP is capable of solving the complete, Reynolds-averaged 
Navier-Stokes equations. The user may also solve the Thin-Layer 
equations, Parabolized Navier-Stokes equations, or the 
18 
19 
Euler equations. Space marching, time-sweep, and viscous 
component directions are all user selectable. 
The time integration techniques provided are primarily 
implicit, although them-stage, Jameson style Runge-Kutta method 
is provided for global transient problems. LU decomposition with 
sing le line relaxation (in the flow direction) is provided for 
2-D, space marching problems. Two-factor approximate 
factorization (2-Factor A-F) is proved for 2-D global iteration, 
3-D space marching, or even 3-D global iteration problems. The 
last case is useful for minimizing memory usage, although 
several different forward-backward and logical direction sweeps 
are required. 3-Factor A-Fis provided, and is the preferred 
method for 3-D global problems. Memory usage is greater than 
multiple sweep 2-Factor A-F, but convergence is faster. In 
addition to the basic time integration technique, the user can 
select time step/CFL number criteria, explicit stages, LU 
decomposition freezing, and local time step calculation method. 
Spatial discretization in GASP is characteristic based. 
Roe, Van Leer, or Steger-Warming fluxes may be chosen for each 
i, j, k direction independently. The spatial accuracy in each 
direction is selected using the K factor in the 
interpolation polynomials. Although a continuous range of 
values may be chosen, practical selections are upwind first 
order, fully upwind second order, and upwind-biased third order. 
Also, a full flux model incorporating the Vigneron technique is 
provided for the marching direction of space marching problems. 
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Inviscid flux limiters may be selected for each logical 
direction. 
Venkat, and 
For split flux runs, Van Albeda, Mid-Mod, Spekraize-
ENO limiters can be used. For full flux 
calculations, catastrophic limiters are provided. 
The viscous modeling provided allows the user to select 
whe t her thin layer contributions, or full Navier-Stokes 
approximations ( cross derivative terms) are included for each 
logical direction. The user must then select whether laminar or 
turbulent flow is present at each wall. Several models are 
provided for laminar viscosity and thermal conductivity, 
depending on the chemistry model chosen. For laminar viscosity, 
the Blottner, Sutherland, Key's helium tunnel, or UGAS models 
can be used. Thermal conductivity is modeled with Eucken, 
Sutherland, or constant Prandtl number relations. Species 
diffusion is calculated using simple binary diffusion with 
constant Schmidt number. Laminar and turbulent Prandtl and 
Schmidt numbers are input directly. 
The turbulence models available are 
1) Baldwin-Lomax algebraic. 
2) High Reynolds number K-epsilon. 
3) Low Reynolds number K-epsilon with Lam-Brernhorst near 
wall corrections. 
4) Low Reynolds number K-epsilon with Chien near wall 
corrections. 
The high Reynolds number model is for use with unbounded flows, 
such as shear layers. The low Reynolds number models are for 
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use with wall-bounded flows. Additional parameters may be 
selected to control the calculation of source term Jacobians, K-
epsilon limiting, and the initialization of the two-equation 
models with a Baldwin-Lomax solution. 
Six differeht thermodynamic models are available in GASP. 
In general, the thermodynamic model must be chosen with the 
chemistry model in mind, as some of the models are only 
supported for particular chemistry terms. 
are 
The models available 
1) Equilibrium statistical mechanics for species internal 
energy, assuming contributions from translation, 
rotation, and vibration. 
2) Each species calculated using the extended LeRC (NASA 
Lewis) curve fits for Cv as a function of temperature. 
3) Non-equilibrium thermodynamics 






4) Each species calculated using equilibrium contributions 
of translation and rotation only. 
5) Single species air using Liu equilibrium curve fits. 
6) Single species air using Tgas equilibrium curve fits. 
The chemistry modeling available in GASP is extensive. A 
separate database program is included which allows the selection 
of several pre-compiled chemistry models, or the creation of 
custom models by the user. Three basic databases are contained 
in the system; the species, reaction, and model databases. 
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Each one comes with default entries, and each one may be 
modified by the user. The model database is made up of the 
species and reaction databases, and is the only one selected for 
input at runtime. 
The species database contains the LeRC coefficients, 
molecular weight, viscosity and conductivity coefficients, and 
vibrational temperatures for each species. 
with 34 species entered. 
The program comes 
The reaction database contains the stoichiometric 
reaction, the stoichiometric coefficients, and the rate 
coefficients for each reaction. 
reaction rate calculation method as 
1) Park formulation. 
2) Arrhenius formulation. 
The user can select the 
3) Rate calculated using LeRC curve fits for Gibbs free 
energy and Law of Mass Action. 
The program comes with 455 reactions entered. 
The model section combines entries from the species and 
reaction databases to form complete chemistry models. Each 
model lists the species, reactions, and reaction order. The 
program comes with 28 models entered. 
Boundary conditions in GASP are handled by either 
specifying the condition for an entire plane, or by specifying 
the condition for each cell face. The boundary conditions 
themselves may be specified as one of 22 pre-defined conditions, 
or the actual flow conditions at the plane ( or cell) may be 
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input directly. The pre-defined conditions include typical 
boundaries such as symmetry, axisymmetry, subsonic and 
supersonic inflow/outflow, and inviscid/viscous solid walls. If 
the user wishes to use different conditions for each cell face, 
a separate input file must be created to call out the condition 
for each cell. If the user wishes to input flow quantities, a 
separate file is created with one line per cell face being 
input. Each line contains the following quantities 
1) Species density for each species. 
2) u, v, and w velocity components. 
3) Species vibrational energies (if needed). 
4) Static pressure. 
5) Turbulent kinetic energy (if needed). 
6) Turbulent dissipation rate (if needed). 
Each boundary condition may be specified as either full or split 
flux. 
the 
Full flux boundaries maintain full flux calculations at 
boundary. Split flux boundaries use a split-flux 
calculation with the computed boundary condition values input as 
one state, and the other state using values interpolated from 
the interior. 
GASP uses a feature called zonal boundaries that allows 
the user to connect zones together, or to create boundaries 
within a zone. The latter is used for special cases such as an 
axis of symmetry, or connecting planes in a 360 degree grid. 
For each boundary plane, the user must map all interfacing cells 
one-to-one. A special boundary condition allows the user to 
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pass information unaltered across a zonal boundary. In special 
cases, the inflow/outflow conditions may be used when the 
adjoining zones are in computationally distinct parts of the 
problem. 
A zone is defined in GASP as a computational area with a 
separ ate grid file. Zones also have separate input files used 
to specify boundary conditions and zone specific reference 
quantities. Zones may be computationally distinct areas, or may 
be lumped together and iterated upon simultaneously. 
Groups are used to define an area which uses the same 
space iteration technique and grid sequencing. Each group must 
contain at least one zone. All zones in the group are then 
either space marched or globally iterated together, at each 
sequence level. 
Blocks in GASP are used as the top-level control section. 
Each block contains a single group, and is used to control 
1) The sequence level desired. 
2) Sweep information. 
3) Convergence criteria. 
4) Time integration technique. 
5) Time step calculation. 
The main input deck is then used to set basic system parameters 
and to select which block(s) to run. 
GASP allows grid sequencing. This lets the user start 
with a course grid, obtain convergence, and then restart with a 
finer grid, interpolating the course grid solution up to the 
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fine grid. Each level reduces the number of cells, in each 
direction, by one half. The use of this feature can greatly 
reduce convergence times, especially for complex, three 
dimens i onal problems. 
Several mechanisms are provided in GASP to handle initial 
cond i tions. Normally, each zone is initialized with three 
dimensional freestream conditions specified in each zonal input 
deck. Also at the zone level, the user may specify that each 
plane is filled with the values specified at a boundary. 
Another feature is provided to initialize the current zone with 
zonal boundary values. 
Numerical Methods 
GASP solves the complete, three dimensional Navier-Stokes 
equations, or a subset thereof. All three dimensions are 
modeled throughout, with 2-D problems modeled as 3-D problems 
with only three cells in one direction. GASP, as a finite 
volume program, uses the integral volume-averaged form of the 
governing equations. For simplicity and coding convenience, the 
continuity, momentum, energy , and species chemistry equations 
are first combined and written as 
This equation is written in vector conservation form, with the 
generalized coordinates ~ ll, ~. Q is the vector of conserved 
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var i ables, F, G, H are the inviscid fluxes, ~F G~ H~ are the 
V' V' V 
v i scous fluxes, and Wis the source term vector. J here is the 
Jacobian of the coordinate transformation 
b e tween the orthogonal frame (x1 ,x2 ,x3 ) and the curvilinear frame 
(~ ll, ½) . Q and W are given by 
( P1 ' 
( W l ' I I I P2 I I w 2 I 
I I I 
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pi are the species densities, p the mixture density, u 0 the mass 
average velocity with Cartesian components Uoi , ea is the total 
energy per unit mass, and eni are the non-equilibrium species 
energy per unit mass. 
The source terms are given by 
dpi 
w · - -- - net species production. 1 - dt -
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This relationship is included by using the specific reaction and 
mass diffusion relationships for the chemistry and thermodynamic 
model chosen. ( <t)n,I are the elastic and inelastic 
components of the non-equilibrium energies. Using the 
generalized or contravariant form of the velocities 
where ~ is a typical direction cosine, the inviscid fluxes can "xi 
be written as 
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Here, are species diffusion velocity components in 
generalized coordinates, hs the species enthalpy, Ps the species 
density, and T the non-equilibrium temperatures. n, 
The spatial discretization in GASP begins with the 
integral form of the governing equations 
ff Ia i dn+ t(s-s.)-dna!l= ff Ia WdO 
0 is an arbitrary volume enclosed by ail, and S and Svare flux 
vectors evaluated at the boundary. Figures 7 and 8 show the 
iO, j O, kO and idim, j dim, kdim grid layouts, respectively. The 
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open symbols represent the cell-centered locations at the 
extremes of the physical space. The darkened symbols in figure 
7 are imaginary boundary cells used to hold the boundary values. 
All basic finite difference calculations in GASP take place 
relative to cell centers, with the results extrapolated to the 
faces. Therefore, the governing equations are written in terms 
of volume-averaged values. 
variables are written 
Where the cell is 
Using similar methods, 
As an example, the conservative 
the governing equations can be 






. . . . ' . . . . . ' . . . .. : . . . . •. . . . ... • ... 
• • • • • • 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
iO, jO, kO boundary planes in GASP 
(from GASP manual). 
idim, jdim, kdim boundary planes 
in GASP (from GASP manual). 
30 
• 'I,. • ••••• 
• 
• . • 
• . ....... 
• . . . . . . ... 
j 
The inviscid fluxes are discretized using flux split algorithms. 
GASP uses either the Steger-Warming, Roe, or Van Leer methods. 
A flux split algorithm splits the flux vector, in each 
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direction, so that one part contains the downstream information, 
the other the upstream information. An example for the x
1 
direction is 
The downstream propagating flux is F+, and uses the left 
extrapolation Q-. Similarly, the upstream flux F- uses the 
right extrapolation Q+. This technique is extended to each 
space direction. Once the conserved variables are solved for, 
they are converted to the vector 
q = [Pi, uo, , uo, , Uo,, en;, pr, i = 1, ... N, j = 1, ... M 
A MUSCL extrapolation procedure is used to calculate the cell 
face values from the cell center unknowns using 
where I is an identity operator, and V, ~ are the backward and 
~orward difference operators, respectively. The parameter K is 
used to control the spatial accuracy of the discretization. 
K=l/3 gives a third-order upwind biased scheme, K=l a centered 
second order scheme, and K=-1 a second order upwind method. The 
difference operators include provisions for the limiters 
explained previously. 
Although it won't be detailed here, the flux split 
algorithms in GASP use an approximate Reimann solver to handle 
the solution for discontinuous values at cell interfaces. The 
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Van Leer splitting method uses continuously differentiable flux 
contributions and is the preferred method for flows with strong 
shocks. 
Time integration in GASP begins by expressing the 
governing equations in terms of residuals 
cQ 
ot Q+R(Q) = 0 where 
R(Q) = (F - F v )i+1/2 ~+1/2 - (F - Fy )i-1/2 an;-1/2 + 
+ (G- 5 v) j+1/2 anj+1/2 - (G- 5 v) j-1/2 onj-1/2 + 
+ (H - Hy )k+1/2 ank+1/2 - (G- 5 v)k-1/2 ank-1/2 - wn 
is the residual. For unsteady, or time accurate problems, the 
m-stage Jameson-style, explicit, second order accurate Runge-
Kutta method is used. This method marches the solution through 
time using 
Qo = Qn, 
1 0 Lit 0 
Q = Q -al Q R(Q ), 
Q2 = Qo -a2 Lit R(Q1) 
n 
Lit 
Qm = Qo -am Q R(Qm-1), 
Qn+l = Qm 
The weighting coefficients a.i give second order time accuracy 
when 
1 
a-= 1 m-i+l 
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The weighting coefficients ai give second order time accuracy 
when 
1 
a·= 1 m-i+l 
In the above, m is the number of stages, n is the time step 
number, and ~t is the time step value. The selection of the 
time step will depend on the physics of the problem and the grid 
spacing used. Instable conditions can result for time steps 
exceeding the stability criteria for the problem. 
For problems where time accuracy is not a concern, such as 
steady state solutions, the first order time accurate Euler-
Implicit method is used 
This method is useful to march a solution 
in pseudo-time until steady state convergence is reached. 
Relatively large time steps can be used, and it is the most 
efficient method for steady state problems. The time increments 
~Q are solved using global LU matrix decomposition, 2-Factor 
AF, or 3-Factor AF. LU decomposition is the recommended method 
for 2-D space marching problems, with the sweep direction being 
the marching direction. This method can also be used to perform 
line Gauss Seidel iterations for 2-D global problems. 2-Factor 
AF is used primarily for 2-D global iteration problems, with the 
sweep direction set for the out-of-plane dimension so that the 
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factorization occurs over the 2-D domain. 2-Factor AF is also 
used for 3-D space marching problems, with the sweep direction 
set as the marching direction and 2-Factor AF occurring on each 
plane. This is the only method available for 3-D space marching 
problems. This method can also be used for 3-D global iteration 
problems by performing multiple sweeps in each direction. 
3-Factor AF is provided exclusively for 3-D global 
iteration problems. The sweep direction here only controls the 
order in which the planes are updated, and is independent of 
convergence rate. 
Operating Environment 
GASP is written primarily for execution on Cray Y-MP 
computers. However, the code can also be compiled and run on 
any platform with FORTRAN an C compilers/linkers. In 
particular, UNIX based workstations are used extensively with 
GASP. Although all runs for this study were done on a Cray Y-
MP, the code has been run successfully at UCF on workstations. 
Any large 3-D problem, especially one including viscous or 
chemistry effects, would require a supercomputer or a very 
powerful workstation with enough memory for the run parameters 
selected. 
GASP is written primarily in FORTRAN, with some I/0 
routines written in C for greater efficiency. The base source 
code is 88,430 lines in 44 files. The executables produced are 




A post-processor which allows the user to print 
any or all of the 69 output variables, over any 
part of the domain, in a variety of formats. 
A program which allows the user to create 
chemistry model databases. 
A thorough Makefile system is provided to automate the 
installation of GASP on a variety of platforms. GASP does not 
include a grid generator. Also, the grids are read into GASP as 
formatted, binary files. Two user-callable collections of 
subroutines, wgridf and wgridc, are used to read in grid 
coordinates in a specified ASCII format. These subroutines then 
produce the FORTRAN binary (wgridf) or C binary (wgridc) grid 
files which are used as input for the gasp executable. The 
wgrid routines can be included in a user-written grid generation 
program. Also, if a third-party program is used to generate the 
grid, a short FORTRAN program can easily be written to read in 
the grid coordinates in ASCII form, then call the wgrid 
routines. The wgrid routines are included in the GASP cio. o 
and fio.o library files which are linked to the user code during 
compilation. 
Other input files required for GASP include 
Main A single text file specifying file locations, 
reference values, memory modes, overall zone and 
grid information, zonal boundaries, and complete 





A single text file for each zone, specifying 
free stream quantities, boundary 





and chemistry and thermodynamic 
A single text file for each zone, if needed, to 
allow point-wise specification of standard 
boundary conditions. Is not required if all 
boundary planes use the same condition over all 
cells. 
A single text file for each zone, if needed, to 
allow direct input of flow quantities at the 
boundary. Only required if none of the standard 
boundary conditions are adequate. Can be used 
for an entire plane, or for individual cells 
specified in a bci file. 
GASP output is a collection of formatted, binary files. 
There is one file each for each zone and sequence level. The 
files contain all primitive variables. The print program is 
used to extract the desired variables from the output binary 
files. The print program uses a single, text input file to 
specify 
1) File location. 
2) Reference quantities. 
3) Number of data sets. 
4) Information for each data set 
37 
a) Output format. Formats allowed include ASCII 
tabular, PLOT 30 formats, and TECPLOT formats. 
b) Units. 
c) Interpolated location, such as cell center, node, 
or plane face. 
d) Zone and sequence desired. 
e) Print range for each i, j, or k direction. 
f) The variables for each print set. 
The output can then be analyzed or plotted, using appropriate 




The runs undertaken in this project were selected to 
correspond as closely as possible to the experimental work 
conducted at UCF. The reservoir pressures used were 239.2, 
308.2, and 377.13 kPa. Two runs were made for each reservoir 
pressure, one with no swirl, the other with "full" swirl. Full 
swirl runs were made with no axial air injection; all air was 
injected into the reservoir from the four tangential inlets. 
This corresponds to a swirl number of Sg=0. 6183. 
geometry used will be discussed later. 
Governing Equations 
The flow 
The numerical runs were made for 3-D, inviscid, ideal gas, 
single species air conditions. Because of circular nozzle and 
external flow domains, 
cylindrical. However, 
the logical coordinate system chosen is 
all calculations in GASP are performed in 
3-D cartesian coordinates. Figure 9 shows the relationship 
between these two systems as they are used in the current 
problem. The u velocity is the x or axial component, the v 
velocity the y component, and the w velocity the z component• 
Note that there is no direct correlation between tangential 
swirl velocity and the v, w components. 
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For convenience, the 
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swirl velocity can be taken to be the w component at the 90 
degree plane (x-y plane). 
y 
Figure 9. Problem coordinate systems. 
The grid program calculates the x, y, z real coordinates that 
correspond to each logical i, j, k grid point. Therefore, we 
shall consider the rectangular form of the governing equations. 
ap a a a 
-+-(pu)+-(pv)+-(pw) = 0 
at ax. cy az 
8u uau vau wau 1 8P 
-+--+--+--=---
at ax. a,y oz P ax 
0V UOV VO\! WO\! 1 8P 
-+--+--+--=---
at ax. cy oz p cy 
aw ufJw vow wfJw 1 8P 
-+--+--+--=---
at ax. cy oz p oz 
P=pRT 
where the body forces have been neglected. This can be written 
in GASP cell volume form as 
a{Q) ~ ~ ~ 
&n+ Fi+l/2 ~+1/2 - Fi-1/2 ~-1/2 + Gi+l/2~+1/2 
- Gi-1/2~-1/2 + Hi+l/2~+1/2 - Hi-1/2~-1/2 = O 
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Note the absence of all viscous and source terms. These 
equations will be solved globally for both zones connected 
together. This must be done because of the subsonic and 
transonic flows, both in and outside the nozzle. 
Grid Generation 
The current problem was broken into two zones. Figures 10 









Zone 1 Grid 
65x49x2 5 Grid Points 
Meridian (j= 13) Plane 
Top Half Of Cylinder 
Axial Flow-> 
0.025 i, X (m) 0.050 









Zone 2 Grid 
12 5x49x37 Grid Points 
Meridian O= 13) Plane 
Top Half Of Cylinder 
Axial Flow-> 
i, X (m) 0.050 
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Figure 11. Zone 2 computational grid at meridian plane. 
To simplify the problem and avoid the computational expense of 
modeling the reservoir injection ports, the zone 1 grid begins 
at the point of convergence of the nozzle. The zone 1 grid 
extends in the axial (flow) direction to the physical exit 
plane; from the center axis to the nozzle wall in the radial 
direction; and from Oto 360 degrees counter-clockwise in the j 
(circumferential) direction. Zone 2 starts at the exit plane 
and extends to 0.06 min the axial direction for the 377.13 and 
308.2 kPa runs, to 0.045 m for 239 kPa runs; to 0.01 min the 
radial direction; and from Oto 360 degrees in the j direction. 
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The radial dimension was arrived at by checking the 
results of several runs and ensuring that the grid point density 
was sufficient to model the jet boundary and the entrained flow. 
The axial direction was chosen to model a minimum of four shock 
cells. This will allow observation of shock wave location and 
cell length. The zone 2 grid consists of two concentric 
"cylinders". The inner cylinder extends radially to the edge of 
the nozzle exit plane, and maps grid points one-to-one with the 
zone 1 exit plane. The outer cylinder extends radially from 
inner cylinder to the outer edge of the domain. Since the outer 
cylinder corresponds to an area outside the zone 1 grid, no 
zonal boundary mapping is required. 
Grid stretching was used to cluster grid points in areas 
of strong gradients. In zone 1, the radial points were 
clustered towards the nozzle wall, and the axial points were 
clustered near the exit. In the zone 2 grid, radial points in 
the inner cylinder were clustered to exactly match the zone 1 
exit plane. In the outer cylinder, the radial points were 
clustered towards the inner cylinder, and stretched outward to 
the edge of the domain. No axial stretching was performed in 
zone 2. Also, no stretching was done in the j direction in 
either grid. 
The grid dimensions, number of grid points, and stretching 
parameters were arrived at after several runs were made. Grid 
stretching was added and removed, and always seemed to help 
lower the residual at a given time step, except for the axial 
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direction in zone 2. The relatively even shock wave spacing 
required an even number of grid points per unit length. The 
degree of stretching performed is adjustable. The exponential 
stretching routines use a BETA factor to adjust the clustering, 
with BETA=l. 0 giving no clustering, and BETA greater than 1. 5 
giving extreme clustering. In general, increasing BETA 
decreased the initial residuals, with values greater than 1. 3 
showing no further improvement. BETA=l. 3 was then used for 
subsequent runs for the radial stretching in both zones. 
However, the axial stretching in zone 1 used BETA=l.2 to 
maintain adequate grid density near the flow inlet. 
The grid dimensions for zone 1 were fixed by the nozzle 
geometry. The zone 2 dimensions were arrived at by trial and 
error. The outer radial dimension was successively reduced in 
an attempt to minimize the grid points required. It was found 
that the current value of 0.01 m gave smooth streamlines for the 
entrained flow and also allowed visualization of the spreading 
of the jet boundary, 
length of the grid. 
though not necessarily along the entire 
The axial length was chosen to allow 
several shock cells to develop. Being an inviscid calculation 
with supersonic outflow, it was found that the flow would 
continue developing shocks indefinitely unless cut off by the 
axial grid length. Because of the enormous memory and CPU time 
costs incurred by increasing the axial length, a combination of 
length and grid points was used that would keep the complete run 
time below one hour. In particular, the 239.2 kPa runs 
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converged slower because of the greater number of shocks, so the 
axial length was reduced to .045 m t o i ncrease the axial grid 
point density. 
The number of grid points used was a rrived at iteratively 
also. First, the number of grid p oints fo r a fine mesh was 
determined by ensuring that at least 15 r ad i al and 10 axial 
points were spread across each shock. These were t ypical values 
used for other GASP runs that contained s trong shocks. This 
gave a grid of 85x49x25 in zone 2. Although these runs were not 
carried out to convergence, it became appa r e nt during the run 
that the density contours were not showing t he s harp s hoc k and 
expansion waves seen in the experimenta l r esults. The radial 
grid points were increased slightly, a nd the a x ial points were 
increased steadily until sharp s ho c ks a nd j et boundaries were 
obtained. Increasing the circumfe r e ntial grid points did not 
perceptibly reduce the normalize d residuals or convergence 
times. 
zone 1 
The f ina1 zone 2 grid dime ns i ons are 125x4 9x37. 
grid was fixed with 25 radial points and 
The 
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circumferential points, due to the one-to-one map at the nozzle 
exit. The 25 radial points mappe d the points in the inner 
cylinder of zone 2. The additional 12 r adia l points in zone 2 
extend from the outer edge of the no zz le t o the outer edge of 
the domain (the outer cylinder). The number of axial points in 
zone 1 was fixed at 65 afte r further reductions caused 
convergence problems in the c our se grid runs. 
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Grid sequencing was performed twice, giving three grids. 
Sequencing was performed equally in all three directions. Each 
sequence level reduced the number of points in half. 
grids are 
The three 
Sequence Level Zone 1 Zone 2 
1 65 X 49 X 25 125 X 49 X 37 
2 33 X 25 X 13 63 X 25 X 19 
3 17 X 13 X 7 32 X 13 X 10 
The grid program is attached as Appendix A. The grid was 
generated using sine and cosine functions to find the y-z 
coordinates of each point in the logical j-k plane. The radial 
dimension for each logical circle was calculated by calling the 
exponential stretching subroutine. The outer radius was 
constant in zone 2, and was found in zone 1 using the linear 
equation for the nozzle wall at each axial station. Zone 1 was 
calculated first, then the boundary conditions, then zone 2. 
The first plane in zone 2 mirrors the coordinates in zone 1 to 
prevent any misalignment between zones. The program calls the 
GASP supplied wgridck routine to generate the binary grid files 
gridOl and grid02. 
The grid program is also used to generate the i=l boundary 
condition files for zone 1 and zone 2. The zone 1 axial inlet 
plane is provided with flow conditions calculated for each cell 
face. All values except v and w were uniform across the plane. 
v and w were calculated at the center of each cell face using 
the radius at the cell center, the constant angular velocity 
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(read in at run time), and cosine/sine functions. The resulting 
file was named bcq. zl and contained a line for each cell face 
that called out the density, u, v, w velocities, and static 
pressure. The zone 2 i=l plane used a boundary condition file 
that contained a GASP standard boundary condition for each cell 
face . This was required because the inner and outer cylinders 
at this plane have different physical boundaries. The inner 
cylinder boundary was set at type -20 to map the zonal boundary 
with zone 1. The outer cylinder points were set at -1 to model 
freestream conditions. This file was named bci.z2. 
The grid program was written to read in an ASCII input 
file at run time to set most of the grid parameters without 
recompiling the program. Input quantities include all grid 
dimensions, the stretching parameters, the angular velocity, the 
axial (u ) velocity, pressure and density. 
Input Files 
The input files for the problem are 
swirl.inp - GASP main input deck. 
swirl.zl GASP zone 1 input deck. 
swirl. z2 GASP zone 2 input deck. 
bcq.zl Zone 1 boundary quantities. 
bci.z2 Zone 2 boundary conditions. 
gridOl Zone 1 binary grid file. 
grid02 Zone 2 binary grid file. 
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Appendix B includes a set of files (except gridOl, grid02) for 
the swirling, 377.13 kPa case. 








chemistry model location 
number of zones 
zonal boundaries 
number of groups 
















The restart mode and starting and ending blocks shown are for 
the last restart(s) of this particular run. 
The zone info section lists, for each zone, the file 
directions and locations, zone initialization (none), number of 
zonal boundaries surrounding the zone (3), and which zonal 
boundaries surround each zone. 
The zonal boundary info section inputs parameters for each 
zonal boundary. Each zone has three zonal boundaries, with one 
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of them shared b F;twee n t he two zones at the nozzle exit. The 
other zonal boundaries are i nternal to each zone and are a 
special application of the zonal boundary condition. First, a 
singular axis exists in each zone ( zonal boundaries 1 and 4) 
which maps the k=O point s t o the k=O points, i.e. on top of 
themselves. The i a nd j points are then mapped one-to-one. 
Second, a circumfe rential boundary exists in each zone ( zonal 
boundaries 2 and 5) which ma ps the O degree ( j=O) plane to the 
3 60 degree ( j =j dim) plane. Zona l boundary 3 is the interzone 
boundary between the i=idim pla ne in zone 1 and the i=O plane in 
zone 2. Each zonal boundary description contains a subsection 
for each zone surrounding the b oundary. An example is zonal 
boundary 2, the circumferentia l boundary in zone 1 
zone number 
zonal bounda ry type 
direction 1 
direction 1 sta rt 
direction 1 end 
direction 2 
direction 2 s t a rt 
directio n 2 e nd 
number of equa tions 
1 
3 ; this is the j=O plane. 
1 ; i -direction coordinates. 
1 
6 4 
3, k-direction coordinates. 
1 
4 8 
5 ; one species+ 4; represents 
the number of state variables 
mapped to the adjacent zone. 
equation map 1 2 3 4 5; these are the state 
variables mapped to the state 
variables of the 
adjacent zone. 
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The next section for this zonal boundary is identical, except 
the zonal boundary type is 4, which is the j=jdim plane, 
representing the i-k plane map at the 0-3 60 degree interface. 
Note that cell center values are used for the grid values. 




number of sequences 
1 
2 
0; no space marching, global 
iteration used. 
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The sequences are then called out one by one, specifying the 
zone and sequence level for each direction. Sequence levels are 
1 for the full grid, 2 for half the number of points, and 4 for 
one-quarter the number of points. 
The block info section has a separate subsection for each 
block. 
1) 
Each block has a general header with (example of block 
group number - 1 
sequence number - 3 
number of sweeps - 2 
number of cycles - 20 
number of cycles 
for each update 










- 0. 00000000001 
The block information then continues with a section for 
each sweep. Sweeps are used to iterate over the solution space 
using a specific direction, iteration technique, time step, and 
initialization method. 
each zone in the group. 
There must be at least one sweep for 
There may be more than one sweep per 
zone, for example, if LU decomposition is used. The current 
problem uses 3-Factor AF. The time step can be specified using 
positive numbers, taken to be the real time step in seconds, or 
as negative numbers, taken to be the CFL number. The latter is 
used in the current problem, where the CFL is ramped up by 
starting with CFL=-5.0e-1 in block 1, and -1.Se+l in the 
remaining blocks. 
As an example, sweep 1 in block 1 has 
zone number 1 
sweep direction 3; k-direction. 
iterations per sweep 1 
starting plane 1 






iterations for frozen 
LU 
normalized convergence 
criteria for LU freezing 
time step computation 
0; use current plane 
3; 3-factor AF 
5.0e-1; CFL=0.5 
O; no freezing (not used) 
10; not used 
1. 0e-1; not used 
0; uses freestream 
quantities and local 
time step. 
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The zonal input decks provide information for each zone. 
The first section, problem description, contains the number of 
grid points for each direction, the number of chemical species, 
and the number of non-equilibrium species. 




u, v, w 
pressure 
turbulent kinetic energy 
turbulent reference length 
3; velocity components 
and pressure. 
1; used to reduce 
freestream quantities for 
the initial cycle. 
8.4066,0,0 m/s. 
377130.0 Pa. 
0.05; not used 
1.e-3; not used 
species density 4.4825 in kg/m3 • 
The boundary condition section follows, with 








bci/bcq file locations 
- 0; no plane initialization 
using the boundary is 
performed. 
- -2, -20, -20, -20, -14, 8; 
see text below. 





In the boundary condition line above, -2 instructs the program 
to read flow quantities in from the bcq file, -20 is the zonal 
boundary condition which maps values across the boundary 
unchanged, 8 is the inviscid solid wall condition, and -14 is 
the axisymmetric condition which reverses the signs of the v and 
w velocity components. The solid wall condition specifies no 
flow normal to the local face, 
extrapolated from the interior. 
with other information 
The negative sign on the 
boundaries means that a split flux is enforced at the boundary, 
whereas the (+)8 boundary is full flux. Although not shown, the 
zone 2 boundaries include the -3 and -5 conditions. -3 
extrapolates all quantities from the interior to first order 
accuracy, and is used for supersonic outflow. -5 is used for 
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subsonic outflow, and computes the boundary quantities using 
freestream quantities and interior values. Also used in zone 2, 
the O boundary condition instructs the program to read a 
separate standard boundary condition code, for each cell face, 
from the bci file. 
The next section of the zonal input files is the inviscid 
fluxes section. The inviscid flux model, spatial accuracy, and 
flux limiters are specified for each direction. The VanLeer 
flux vector splitting technique was recommended for flows with 
strong shock waves, and was used here for all three directions. 
Next, the spatial accuracy for each direction was set at the 
third order, upwind-biased interpolation. The limiter used for 
all directions is the Spekraize-Venkat limiter. 
The viscous flux section follows. However, since no 
viscous modeling was done, all values were left at the defaults, 
with no viscous fluxes selected. 
The final section is chemistry and thermodynamics, with 






4; perfect gas using 
equilibrium contributions from 
translation and rotation. 
- perfect gas. 
1; frozen flow. 
O; none. 
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Running The Problem 
Many series of successive runs were made to work out the 
final grid, dimensions, boundary conditions, and other input 
file settings. Once it was clear that acceptable results could 
be obtained with the current grid, the final runs were made. 
Each final run started with the grid generation. The u-
velocity component was calculated using the area ratio of the 
nozzle (25:1), and the isentropic nozzle flow tables, resulting 
in u=S.4066 m/s. The inlet pressure and densities were chosen 
to match experimental conditions. For the swirling runs, the 
angular velocity (constant) of the flow was estimated using 
experimental mass flow rates. First, the mass flow rate per 
inlet (4) was obtained by dividing the total by 4. The 









where R is the radius of the nozzle inlet. The above values 
were entered into the grid. inp file and the grid program was 
executed to generate gridOl, grid02, bcq.zl, and bci.z2. Then, 
swirl. inp, swirl. zl, and swirl. z2 were edited to include the 
appropriate values. 
fl t to O (new r un), and To start, the restart ag was se 
blocks 1 and 2 were set to run in series. The sole purpose of 
55 
block 1 is to ramp the time step to allow a smoother start, and 
only 2 0 cycles are completed before continuing to block 2. 
Block 2 continues in sequence 3 (course grid) with the final CFL 
(time step) of 15. This block is run until sequence 3 is 
converged with a normalized residual of l.0e-3. 
The restart flag is then reset to 1 (restart existing 
run), and the run is restarted in block 3. Block 3 uses CFL=15 
and grid sequence 2 (medium grid) . 
until converged to 1.0e-3. 
Again, this block is run 
The run is then restarted in block 4, which is sequence 1 
( finest mesh), with CFL=l5. Block 4 is run until it converges 
to approximately 4. 0e-4. Convergence beyond this point takes 
significantly more time, but doesn't seem to improve the 
results. A few runs were made to 2e-4, and no distinct 
development of density contours or velocity profiles could be 
seen. Time to converge to 4e-4 was approximately 60 minutes for 
non-swirling runs, and 90 minutes for swirling runs, on a Cray 
Y-MP/432. 
After converging block 4, the print program is run to 
extract the desired data. For all runs, data was extracted on 
j=constant planes along the entire length of each grid (zone). 
Attempts were made to print planes of data for i=constant (flow 
cross section) planes, but erroneous output was obtained. The 
source of this problem was never discovered. At any rate, 
several j=constant planes were printed for each zone· 




density, pressure, total pressure, u, v, w, temperature, total 
temperature, and Mach number. The output files were then 
downloaded and plotted on a personal computer. 
All runs in this study were made on a Cray Y-MP/432 
computer at Florida State University. The runs were submitted 
to the network queuing system for batch execution. The wait 
times for a long run were rather lengthy, from several hours to 
several days. 
CHAPTER 5 
RESULTS AND DISCUSSION 
As stated earlier, results have been obtained for swirling 
( Sg=0. 6183) and non-swirling ( Sg=0. 0) runs made at reservoir 
pressures of 239.2, 308.2, and 377.13 kPa. Each run was 
converged on the fine mesh to a normalized residual of 2e-4 to 
4e-4. 
Density Contours 
Figures 12 to 17 show density contours for the zone 2, 
external flow. The plane shown is the 90°, j=l3 meridian plane. 
Note that here, and in the remaining results, only the top 180° 
half-cylinder is shown. This is a matter of convenience; 
because of the way the grid is defined, printing a plane outputs 
data from j=0 (r=0) to j=jdim (r=R), where R is the outer radius 
of the domain. 
Figure 12 is the 377.13 kPa non-swirling run. Four shock 
cells can be clearly seen. The line at y = 0.010 mis the outer 
edge of the domain. Figure 13 is the 377 .13 kPa swirling run. 
The shock wave locations and the overall appearance are almost 
identical to the non-swirling run. This is the first indication 
that for inviscid calculations, the swirling velocity field 
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added to the flow has little effect on axial flowfield 
characteristics. 
Figures 14 and 15 are the 308.2 kPa, non-swirling and 
swirling runs, respectively. Five shock cells can be seen, with 
steeper slopes than the 377.13 kPa runs. 
Figures 16 and 17 are the 239.2 kPa, non-swirling and 
swirling runs, respectively. More than five shock cells can be 
seen. Note that the axial length in these runs is only 0.045 m. 
The shock waves are almost normal at this pressure, with the 
shock cell center beginning to appear as a "shock disk", instead 
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Figure 17. Density contours for swirling, 239.2 kPa 
flow. 
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Note that the shock waves are consistently located at 
almost equidistant intervals in the axial direction. This is 
inconsistent with experimental results, which shows shock cell 
spacing that reduces as the flow progresses downstream. 
However, the numerical results do show that as the reservoir 
pressure increases, the shock cell spacing also increases. 
Table 1 compares the shock cell spacing for numerical and 
experimental swirling runs at all reservoir pressures. The 
shortened cell length and decay of cell spacing can be clearly 
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seen for the experimental runs. This is due mainly to viscous 
effects not accounted for in the numerical runs. 
Table 1. Shock wave locations (x/D) in zone 2. 
Run 1st Shock 2nd Shock 3rd Shock 4th Shock 5th Shock 
Numerical(N) N E N E N E N E N E 
Experiment(E) 
377 .13 kPa 1. 62 1.15 3.14 2.3 4.65 3.91 6.2 5.06 - 5.8 
308.2 kPa 1. 33 0.98 2.55 2.07 3.77 3.34 4.98 4.20 - -
239.2 kPa 0.94 0.69 1. 76 1. 55 2.57 2.47 3.38 3.16 4 .17 -
Jet spreading is limited, but clearly visible in all the 
runs. 
Grid Convergence 
The density contours are also useful for viewing the 
improvement in solution resolution as the run progresses from 
sequence 3 to sequence 1. Figures 18 and 19 show the non-
swirling, 377 .13 kPa run with density contours for converged 
solutions at sequence level 3 and 2. Although sequence 3 
(16x12x6 and 31x12x9) quickly converges (less than 2 minutes) to 
low residuals, only a fraction of the shock-expansion structure 
is captured, as seen in Figure 18. Figure 19 shows sequence 2 
(32x24x12 and 62x24x18 cells), which has adequate grid density 
to outline all the basic flow features, and converges to Se-3 in 
approximately 15 minutes. Sequence 1 (Figure 12) clearly shows 
the shock-expansion waves, jet boundary, and smooth radial 
velocity profiles (see below), but takes 45 more minutes to 
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converge. The per-cycle CPU time in this series increased from 
2-3 cycles per second for sequence 3, to 2-3 seconds per cycle 
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Figure 19. Density contours for non-swirling, 377.13 
kPa flow on a medium grid. 
Numerical Dissipation 
Finally, all the density contours show a "fading" of the 
solution near the zone 2 exit. The contours show greater 
spacing and the final expansion/ shock is weaker. 
that this is partly due to numerical dissipation. 
flux limiter, using the Spekraize-Venkat model, was 
runs and it is expected that this was a factor. 
exact mechanism has not been fully investigated. 
trial runs, the fading also appeared in series 
It is felt 
An inviscid 
used for all 
However, the 
In earlier 
that used a 
second-order accurate end ( i=idim) boundary condition. This 
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effect may also be caused by air entrainment, and/or non-
isentropic losses across the shock waves. 
Radial Velocity Profiles 
Velocity profiles representing the tangential or swirl 
veloci ty were obtained by plotting, again, at the 90° ( j =13) 
meridian plane for zone 2. In this plane, the tangential 
velocity can be represented by thew velocity component, and the 
radius is equivalent to the y-axis direction. Figure 20 is a 
plot of w versus y for the first axial plane (i=l) in zone 2, 
for non-swirling, 377.13 kPa conditions. The 377.13 kPa series 
will be discussed here; the other reservoir pressures yield 
similar results. In all the radial profile plots shown, the 
y=O. 005 m point is significant; it's the outer radius of the 
nozzle exit plane and represents the limit of the forced core 
flow. The velocity remains near zero along the entire profile, 
confirming the n~m-swirling conditions. The finite velocity 
here is due to the level of convergence; exact machine zero was 
not obtained for any of the runs. However, it was noted that 
the magnitude of w for the non-swirling runs continuously fell 
as convergence was approached, and the runs were stopped here in 
order to conserve CPU time. 
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Figure 20. Swirl velocity versus radius at throat 
for non-swirling, 377.13 kPa flow. 
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Figure 21 shows a similar plot, only here several axial 
stations are shown between 1 and 125, with each station 
represented by a single profile. Again, the magnitudes are very 
small and appear to be appropriate for a non-swirling flow. 
o. 01 0 0 r-r-r-r--1'7--,-.---r------.---,)--,--,--,----,-----.----r---r-~~ 
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0. 0 0 0 0 .____...___._____.____......__....J..__...J...._---L..,__J.___---'---&----1..,_____J__---1......__l.____j____J_____J_____J_____J____j 
-0. 50 -0.25 w (m/s) 0.00 0.25 
Figure 21. Swirl velocity versus radius at various 
axial planes for non-swirling, 377.13 kPa 
flow. 
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Figure 22 is another radial profile for 377 .13 kPa, non-
swirling flow, only this time the axial velocity u is plotted on 
the x-axis. The profiles to the left are the initial I planes; 
the profiles sweep to the right as the flow progresses 
downstream. 
is passed. 
They then sweep left-right as each expansion-shock 
The profiles slope left-to-right when passing an 
expansion, and right-to- le ft when passing a shock. Following 
the profiles radially, the flow begins to transition to a 
profile resembling a free vortex as the limit of the forced core 
is reached, with velocity decreasing as radius increases. 
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Figure 22. Axial velocity versus radius at various axial 
planes for non-swirling, 377.13 kPa flow. 
The initial axial planes are the lower profiles here, with 
downstream profiles appearing at higher velocities for a fixed 
radial position. This represents the entrainment of the room 
air, with velocities increasing at outer radii as the flow 
travels downstream. Also note that the basic shape of the axial 
velocity profile near the throat is similar to those found by 
Lewellen (1969) and Hsu and DeJoode (1973). In the present 




Figure 23 is a plot of w versus y for swirling, 377.13 kPa 
The w velocity is negative here because the flow is 
swirling counter-clockwise. This flow obviously has significant 
tangential velocity, peaking at more than 60 m/s. The plot 
shown is for the first i plane in zone 2. The profile is almost 
a straight line in the forced core; a characteristic solid body 
rotation flow. The profile then transitions to a sharp, free 
vortex profile in the entrained flow outside the forced core. 
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Figure 23. 
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w (m/s) 
Swirl velocity versus radius at throat for 
swirling, 377.13 kPa flow. 
1 t F . re 23 except the Figure 24 is the same po as igu , 
profiles for several axial stations are shown. As before, the 
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initial axial locations start at the left, sweeping to the right 
as the flow progresses downstream. Note that as the flow goes 
downstream, the entrained flow profiles move up and straighten 
out, indicating that more air is being caught up in the core 
flow. 
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Figure 24. 
-50 -40 -30 -20 -10 0 
w (m/s) 
Swirl velocity versus radius at various axial 
planes for swirling, 377.13 kPa flow. 
Axial Velocity And Mach Number 
Figure 2 5 is a plot of axial velocity and Mach number 
versus axial distance for 239.2 kPa, swirling flow. The cyclic 
profile and decaying amplitude again represent a decaying 
flowfield. 
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180 degrees out of phase. As a shock is passed, static pressure 
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Figure 26. static and total pressure versus axial distance for 
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Figure 27. Static a nd t o t a l p r essure versus axial distance 
for swirling , 3 08 . 2 kPa flow. 
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Figure 27 is static and total pressures versus axial distance 
for 308.2 kPa, swirling flow. This figure has profiles similar 
to the non-swirling run for both the static and total pressures. 
Note the decay in both static and total pressure. This is due 
to viscous losses for static pressure, and non-isentropic losses 
for total pressure. 
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Static pressure versus axial distance for non-
swirling and swirling experimental, 308.2 kPa 
flow (Chen, Chew, et al.). 
Figure 28 is a plot of static pressure versus axial distance for 
non-swirling and swirling experimental runs for the 308. 2 kPa 
case. The experimental results show rapid amplitude decay, with 
77 
the steady pressure reaching atmospheric before the x=O. 06 m 
point. However, the initial peak of this plot, and Figures 26 
and 27, is at approximately 160 kPa, and the numerical results 
closely mimic the experimental profile shape. Viscous effects 
in the experimental results are evidenced by the amplitude decay 
and shorter peak frequency. A unique result obtained 
experimentally was the fact that for swirling flow, the static 
pressure fluctuates below atmospheric. It is felt that this is 
a result of the swirling velocity affecting the axial flowfield, 
which did not occur in the inviscid, numerical runs. 
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Total pressure versus axial distance for non-
swirling and swirling experimental, 308.2 kPa 
flow (Chen, Chew, et al.). 
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Figure 29 is a plot of t ota l pressure versus axial distance for 
non-swirling and swirling experimental, 308. 2 kPa conditions. 
Note the rapid deca y in amplitude, with the total pressures for 
swirling runs lower tha n non- s wi r l ing runs. Again, the initial 
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Figure 30. Static and total temperature versus axial 




Feasibility of Using GASP 
GASP has been successfully used to model inviscid, 
swirling, transonic nozzle flow. With proper grid resolution, 
the program was able to model complex, 3-D conical shock and 
expansion structures. The density contours clearly show 
expansion and shock locations, and display jet boundary and 
spreading charac~eristics which closely follow experimental 
results. 
Run Parameters 
The current study resulted in the compilation of 
significant data which will be useful for future runs on similar 
flow geometries. External flow dimensions, grid density, and 
grid point clustering were all tried, and appropriate values 
found. Although a viscous run may require more grid points and 
slightly different zone 2 dimensions, the current grid program 
could be used as-is. Inlet swirl profiles could easily be added 
to the program, or the current solid body rotation profile could 
be used as a starting point. 
The existing input files could also be easily adapted to 
new runs. The zonal boundaries, integration parameters, 
sequencing structure and freestream conditions can all be 
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re-used. Only the viscous parameters and the nozzle wall 
boundary condition need to be changed. 
Comparison of Results 
The numerical results compare favorably with experimental 
data and analytical results. The density contours provide an 
excellent visual analog to the real flows. Shock wave locations 
are consistent with the experimental results, with the frequency 
and spacing following the expected inviscid trends of greater 
number, and relatively equal spacing. 
Although no experimental data is available for comparison, 
the axial and swirl velocity profiles have basic shapes 
consistent with simplified analytical results. In particular, 
the transition from forced core ( solid body rotation) to the 
outer entrained flow ( free vortex) is noteworthy. Also, the 
change in profiles along the axial direction is consistent with 
the basic physics of the flow, and is a result unobtainable 
using the simplified analytical methods. 
The pressure plots also show very good initial agreement 
with experimental data, with the total pressure and temperature 
remaining nearly constant in classical, inviscid fashion. 
Future Work 
As the results show, the greatest limitation of the 
inviscid calculations has been the inability to link the 
swirling flow field to the axial flow characteristics. Viscous 
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calculations will be required to determine the real effects of 
adding swirl to the flow, and these calculations will require a 
significant further investment in run time and analysis. 
Further runs using viscous flow approximations will be 
made in the future to determine how pressures and swirl profiles 
affect axial mixing. 
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c 1. INTRODUCTION. This program was written to create a three 
c dimensional grid for the swirling sonic flow through a conical 
c nozzle. The grid will be used for an inviscid flow solution using 
c the GASP CFD program. The flow is choked at the nozzle with sonic 
c flow in the stream wise direction. Swirl is simulated using a 
c constant angular velocity. The program is written to create two 
c separate grids; one for the converging portion of the nozzle, the 
c other for the approximately cylindrical flow outside the nozzle. 
c This program also creates the necessary boundary condition files 
c for the GASP program. The program is written in Cray CF77 FORTRAN; 
c the problem was debugged, compiled and run on a Cray YMP/432. 
c Input, including nozzle dimensions and flow parameters, is 
c provided in GRID.INP. Output consists of two binary grid files, 
c GRID0l and GRID02, the input flux file BCQ.Zl, and the pointwise 
c boundary condition file BCI.Z2. The two text files gridl.txt and 
c grid2.txt contain the grid coordinates in ASCII format 
c ( for debugging). 
C 
C 
c 2. METHODOLOGY. First, the grid for the nozzle is created. The 
c grid consists of points creating hexagonal shaped finite volumes. 
c The grid itself is a full-circle cylinder (0 to 360 degrees). 
c The i,j,k coordinate directions represent "i" in the streamwise, 
c "j" in the circumferential (CCW), and "k" in the radial directions. 
c These logical cylindrical coordinates are mapped to the actual 
c grid points which lie in the x,y,z rectangular planes, with "x" in 
c the stream wise direction, and y,z in a normal plane with "y" facing 
c up and "z" to the right. These· same coordinate systems are 
c used for each grid. In the nozzle, the points are clustered near 
c the wall and the exit; in the exterior grid, the points are 
c clustered near the outer edge of the "cylinder" . The 
c clustering is pP.rformed with exponential stretching routines. The 
c BCQ boundary condition file is created by assuming a constant 
c angular velocity with the velocity at each cell face being: 
c V = W x R. The GASP subroutine WGRIDCK is called to create the C 
c binary grid files used as input. All quantities are in SI units. 
C 
C 
c 3. Variable KEY 
C 
c A,B,ETAB,ETAY,EXPA - Stretch routine real values 
c ANGLE - Angle of nozzle wall 
c BETAl - Radial stretch parameter for interior and exterior core 
c BETA2 - Radial stretch parameter for outer shell of exterior 
c BETA3 - Axial stretch parameter for interior 
c BETA - Stretch parameter in subroutine 
c D - Dummy Matrix used in subroutine 
c DPHI - Delta PHI 
c EPSI - Check for zero trig values 
c GRID0l - Grid name for nozzle grid 
c GRID02 - Grid name for external grid 
c GRIDFIL - Dummy for grid name 
c I,J,K - Loop counters 
c IBCK - Matrix for zone 2 boundary values 
c IEND - Subroutine value of KEND 
c IWALL - Stretch selection parameter 
c IDIMl - Number of axial grid points to throat 
c IDIM2 - Number of axial grid points from throat to end 
c JDIM - Number of grid points in cicumferential direction 
c KDIMl - Number of radial grid points from center to RENDIN 
c KDIM2 - Number of radial grid points from center to RENDOUT 
c KEND - Last node of stretch routine 
c LENl - Axial length of nozzle grid 
c LEN2 - Axial length of exterior grid 
c OMEGA - Swirl angular velocity in rad/s (CCW Positive!) 
c PHI - circumference angle 
c PI - calculated value of PI 
c PSTAT - Static pressure at starting plane 
c R - Radius of grid 
c RBEGIN - Radius at nozzle entrance 
c RENDIN - Radius of throat 
c RENDOUT - Outer radius of exterior cylindrical grid 
c RHO - Density at starting plane 
c RMONE - Dummy 
c U,V,W - X,Y,Z velocities at starting plane in nozzle 
c VTHETA - Swirl tangential velocity 
c XDl - Dummy matrix for stretch routine (zone 1, x-dir) 
c XD2 - Dummy matrix for length routine (zone 2, x-dir) 
c XYDl - Dummy matrix for stretch routine (zonel, y/z-dir) 
c XYD2 - Dummy matrix for stretch routine (zone 2, y/z-dir) 
c WBIG - End value of stretch 
c WSMALL - Beginning value of stretch 
c Xl,Yl,Zl - 3-D matrices for zone 1 grid coordinates 
c X2,Y2,Z2 - 3-D matrices for zone 2 grid coordinates 
C 
C 
























c calculate pi 
rmone = -1. 
pi=ACOS(rmone) 
C 





c begin creation of nozzle grid 
C 
c calculate all streamwise values 






c fill all streamwise planes with x values 
do 10 i=l,idiml 
do 10 j=l,jdim 




c begin outer loop in streamwise direction 




c begin second loop in circumferential direction 
do 60 j=l,jdim 
C 







c calculate interior values along radials 
C 




















c check for zero values 
do 80 i=l,idirnl 
do 80 j=l, jdirn 
do 80 k=l,kdirnl 
if( (ABS(xl(i,j,k))) .le.epsi)then 
xl(i,j,k)=0.0 
endif 
if( (ABS(yl(i,j,k))) .le.epsi)then 
yl(i,j,k)=0.0 
endif 





c Write Debug Output For GRID0l 
c open(4,file='gridl.txt') 
c write ( 4, *) 11 I J K Xl Yl 
c do 110 i=l,idirnl 
c do 110 j=l,jdirn 






c create gasp gridfile for nozzle 




c begin creation Qf boundary condition file 
C 
c open files 
open(2,file=' .. /bcs/bcq.zl') 
open(3,file=' .. /bcs/bci.z2') 
C 
c begin loop to calculate v,w at each point of the k=l plane 
do 150 k=l,kdirnl-1 
C 
do 150 j=l,jdirn-1 
phi=( (FLOAT(j-1) )*dphi)+(dphi/2.) 
r=(zl(l,l,k)+zl(l,1,k+l))/2. 












c create bci file for first k plane in zone 2 
do 160 k=l,kd~ml-1 
do 160 j=l,jdim-1 
ibck(j,k)=-20 
160 continue 
do 165 k=kdiml,kdim2-l 
do 165 j=l,jdim-1 
ibck(j,k)=-1 
165 continue 
write ( 3, *) 'IO boundary conditions' 






c begin creation of exterior grid 
C 
c calculate all streamwise values 
c x-values from x=0 to x=len2 at center axis 
xd2(1)=0.0 




c fill all streamwise planes with x values 
do 210 i=l,idim2 
do 210 j=l,jdim 




c set first plane of zone 2 core equal to last plane of zone 1 
do 220 j=l,jdim 





c calculate outer cylinder at first plane 
do 260 j=l,jdim 
C 






c calculate y and z values along radials 
C 



















c set ally and z values equal to those of first plane 
do 270 i=2,idjrn2 
do 270 j=l, jdim 
do 270 k=l,kdirn2 
y2(i,j,k)=y2(1,j,k) 
z2 (i,j,k)=z2 (1,j,k) 
270 continue 
C 
c check for zero values 
do 300 i=l,idim2 
do 300 j=l, jdim 
do 300 k=l,kdirn2 






















Write Debug Output For GRID02 
open(5,file='grid2.txt') 
write ( 5, *) " I J K X2 
do 310 i=l,idim2 
do 310 j=l, jdim 
do 310 k=l,kdim2 








































etab = FLOAT(iend)-etay*FLOAT(iend-1) 







c the following stretches equally on both walls ... 










c the following stretches the upper wall only ... 
C 
do 1035 i=l,iend 
a= b*FLOAT(i-1)/FLOAT(iend-l) 
expa EXP(~) 
etay = beta*(expa-1.)/(expa+l.) 
93 










TYPICAL INPUT FILES 
GASP Main Input Deck: Swirling Sonic Nozzle 
GENERAL INFO 
iunits rhoref vref tref lref 
1 1.2043 10.0 293.15 1. 
irest rnernmode filernode residrnode 
1 1 0 3 
chernmodpath 
'gasp/database' 
nzone nzboun ngroup nblock iblstt iblend 
2 5 1 4 4 4 
ZONE INFO 
ZONE #1 (Converging Subsonic Nozzle) 
zone file filedir gridfile 
'murph/swirl.zl' 3 'murph/grid0l' 
restfile 
'murph/rest0l' 
fillzb nsurzb isurzb 
0 3 1 2 3 
ZONE #2 (External Shocked Flow) 
zonefile filedir gridfile 
'murph/swirl.z2' 3 'murph/grid02' 
fillzb nsurzb isurzb 
0 3 3 4 5 
ZONAL BOUNDARY INFO 
ZONAL BOUNDARY #1 (Singular Axis) 
nz zbtype zbdirl zbsttl zbendl zbdir2 
1 5 1 1 64 2 
neqn zbmap(l:neqn) 
5 1 2 3 4 5 
nz zbtype zbdirl zbsttl zbendl zbdir2 
1 5 1 1 64 2 
neqn zbmap(l:neqn) 
5 1 2 3 4 5 
ZONAL BOUNDARY #2 (Circumferential Boundary) 
nz zbtype zbdirl zbsttl zbendl zbdir2 
1 3 1 1 64 3 
neqn zbmap(l:neqn) 
5 1 2 3 4 5 
nz zbtype zbdirl zbsttl zbendl zbdir2 
1 4 1 1 64 3 
neqn zbmap(l:neqn) 














ZONAL BOUNDARY #3 (Interzone Boundary) 
nz zbtype zbdirl zbsttl zbendl zbd i r2 zbstt2 zbend2 
1 2 2 1 48 3 1 24 
neqn zbmap(l:neqn) 
5 1 2 3 4 5 
nz zbtype zbdirl zbsttl zbendl zbdi r2 zbs tt2 zbend2 
2 1 2 1 48 3 1 24 
neqn zbmap(l:neqn) 
5 1 2 3 4 5 
ZONAL BOUNDARY #4 (Singular Axis) 
nz zbtype zbdirl zbsttl zbendl zbdir2 zbs tt2 zbend2 
2 5 1 1 124 2 1 48 
neqn zbmap(l:neqn) 
5 1 2 3 4 5 
nz zbtype zbdirl zbsttl zbendl zbdir2 zbstt2 zbend2 
2 5 1 1 124 2 1 48 
neqn zbmap(l:neqn) 
5 1 2 3 4 5 
ZONAL BOUNDARY #5 (Circumferential Boundary) 
nz zbtype zbdirl zbsttl zbendl zbdir2 zbstt2 zbend2 
2 3 1 1 124 3 1 36 
neqn zbmap(l:neqn) 
5 1 2 3 4 5 
nz zbtype zbdirl zbsttl zbendl zbdir2 zbs tt2 zbend2 
2 4 1 1 124 3 1 36 
neqn zbmap(l:neqn) 
5 1 2 3 4 5 
GROUP INFO 
GROUP #1 (Both Zones, Global, 3 Sequencing Le vels ) 
izstt izend imarch nseq 
1 2 0 3 
SEQUENCE #1 (64x48x24 And 124x48x36 Cell s ) 
nz ilev jlev klev 
1 1 1 1 
2 1 1 1 
SEQUENCE #2 (32x24x12 And 62x24x18 Cell s ) 
nz ilev jlev kJ..ev 
1 2 2 2 
2 2 2 2 
SEQUENCE #3 ( 16x12x6 And 31x12x9 Ce ll s ) 
nz ilev jlev klev 
1 4 4 4 
2 4 4 4 
BLOCK INFO 
3LOCK #1 (Group 1, Sequence 3, Initial CFL) 
ng iseq nsweep ncycle nwres mstg 
1 3 2 20 20 1 
rtolr 
1. e-03 
SWEEP #1 (Zone 1, 3F AF) 
nz iswpdir nit iplstt 













SWEEP #2 (Zone 2, 
nz iswpdir nit 




















3LOCK #2 (Group 1, Sequence 3, Final CFL) 
ng iseq nsweep ncycle nwres mstg 
1 3 2 160 160 1 
rtolr 
1. e-03 
SWEEP #1 (Zone 1, 3F AF) 
nz iswpdir nit iplstt iplend 
6 
initp 
0 1 3 1 1 
impl dt irelu 





SWEEP #2 (Zone 2, 3F AF) 
nz iswpdir nit iplstt iplend 
9 
initp 





























nz iswpdir nit iplstt iplend 
12 
initp 





























































nz iswpdir nit iplstt iplend 
24 
initp 









SWEEP #2 (Zone 2, 
nz iswpdir nit 



































































































modlk imodld ivac 
2 1 1 
prt scl set 
. 9 1.0 0.5 
ikejac kemin fillke 






















































i.0bc idimbc j0bc jdimbc k0bc kdimbc 
0 -3 -20 -20 -20 -5 
t wall pback ttot ptot 




























modlk imodld ivac 
2 1 1 
prt scl set 
• 9 1.0 0.5 
ikejac kemin fillke 
0 0 0 
CHEMISTRY & THERMODYNAMICS 
chemmod ieq 
4 'Perfect Gas' 
ichjac 
1 0 
turbi 
0.05 
tkelref 
1.e-3 
101 
