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Abstract-A Runge-Kutta type method is developed here. This method has an algebraic order 
eight, a large interval of periodicity and a phase-lag of order twelve. 
1. INTRODUCTION 
We study the numerical integration of special second order periodic initial-value problems of the 
form: 
Y”(r) = f(& Y>, Y(Zo) = Yo, and y’(zoj = Y;, (1) 
with oscillatory solution. These ordinary differential equations are of second order in which the 
derivative does not appear explicitly. Equations having oscillatory solutions are of particular 
interest. Examples occur in celestial mechanics, in quantum mechanical scattering problems, and 
elsewhere. 
Until 1980, the most important property for the numerical solution of the problem (1) was 
the interval of periodicity and the P-stability. Brusa and Nigro [l] introduce another important 
property which must have a method, when solving problems of the form (l), the phase-Zag of the 
method. 
Coleman [2] has given a new approach to construct methods for the numerical integration of (1) 
via rational approximation for the cosine. In [3] Chawla and Rao have constructed a Runge-Kutta 
type P-stable method of algebraic order six. P-stable Numerov-type methods with phase-lag of 
order six and eight for the numerical integration of (1) is obtained by Simos et aE. [4]. Also, Raptis 
and Simos [5] have given the required conditions to construct four-step methods with minimal 
phase-lag with a large interval of periodicity, and they have produced a four-step phase-fitted 
method, and Simos [6] has constructed some two- or four-step methods with phase-lag of order 
infinity. These methods are frequency dependent. Simos [7,8] has developed a Numerov-type and 
high order explicit methods with minimal phase-lag. 
In [9], Chawla showed the interesting result that if Numerov’s method is made explicit by use 
of the classical second order method, 
~n+l - 2yn + yn-I = h2y,, (2) 
the resulting fourth order method has a larger interval of periodicity. Here, yn is an approximation 
for y(zn), zn = 20 + nh where h is a fixed steplength. 
The explicit predictor-corrector method produced from (2) and Numerov’s method has an 
interval of periodicity (0,12) i.e., higher than Numerov’s method. Also, Twizell and Khaliq [lo] 
produce a fourth order predictor-corrector method with interval of periodicity (0,15.89). While 
the interval of periodicity is somewhat larger than that of Chawla [9], the method does require 
computation of yiv. Voss and Khaliq [ll] have produced a predictor-corrector method which has 
an algebraic order six and a larger interval of periodicity than the implicit corrector. 
The purpose of this paper is to develop a new Runge-Kutta type method. This method has an 
algebraic order eight, an interval of periodicity (0,30.7214582), and a phase-lag of order twelve. 
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2. DERIVATION OF THE NEW METHOD 
For the numerical integration of the initial-value problem (l), consider the family of two-step 
methods: 
h4 
%+1 = 2Yra - Yn-1+ h2fn + - 12yi” ’ 
h2 h4 
k+’ = 2yn - ‘w-’ + 12@,+, + lo& + &_r) + 240($“+, + 2yE - y:!,) ’ 
%+1/z = 2 cy ig 71 * +1) + h2(d,+l + mfn + ~&+l) 
+ h4(u&‘f+1 + a4y: + asy:!1), 
Bn-1/2 = 2(yn + y,-1) 
+ h2(k&+i + blfn + bzfn-1) 
(3) 
+ h4(bs$:+, + b4y: + bsy:-i), 
yn+l - 2y, + yn-1 = h2[ce(!n+i + fn-1) + c1(7n+l,2 + k-1,2) + c2.M 
+h4(cg7:+l + c4y: +csy$l), 
where T,+l = f(~+l,V~+l), fn+l = f(~+l~k+l)~ Tn+l,2 = f(3~+1/2~%+1/2), 7,+1,2 = 
f(2,_l~2,jjn_-1~2). The values of yi” are obtained by differentiating (1) twice using the formula 
yk+i = 1/(2h)(3Yn+l - 4y, + Y,-1) + h/12(3&+1 - 2fn - &I). so, Yi” = +?Y,Y’)&+i = 
z(zn+l,&+r,j&+i), YZ+i = ~(5,+l,~~+1,~~+1),Y~--1 = +la-l,Y?z-l,Y;--l),Y: = d(%Yn,Y;). 
Using Taylor series expansions, we find that to have the above method, local truncation error 
of order eight must be 
a0 = 
- (23040~~~ + 989) 
19200 ’ a1 = 
(23040~~4 - 811) 
9600 ’ o2 = 
-(2304Oa4 - 211) 
19200 ’ 
as = 
(960a4 + 41) 
9600 ’ a5 = 
(1920a4 - 43) 
19200 ’ 
b. = -(23040b4 - 211)) 
19200 
bl = (23040b4 - 811)) 
9600 
b2 = -(23040b4 + 989) 
19200 ’ 
b3 = (192% - 43)) 
9600 
b5 = (96’h + 41) 
(4 
9600 ’ 
cc = 
-(11340c4 + 383) 
19530 ’ c1 = 
- [8(756Oc4 - 313)] 
9765 ’ ‘a = 
[6(203Oc4 + Sl)] 
1085 ’ 
c3 = 
-(84c4 + 1) 
5208 ’ ” = 
-(84c4 + 1) 
5208 ’ 
So, the local truncation error is 
LTE(h) = h10{7560c4[1075y~0) + 64512Oa4(2y, 16) - 3yf)) + 112y~6)(11520b4 + 389) 
- yis)(1935360b4 + 31477)] + 29325y;‘) - 313[645120a4(2yi6) - 3~;~)) (5) 
+ 112yi6)(11520b4 + 389) - yis)(1935360b4 + 31477)]}/472469760000. 
When we applied any direct two-step integration method to the scalar test equation 
y” = -upy, 
we obtain the following difference equation: 
Q2(H)~n+1+ &~(H)Y, + Qo(H)y+l = 0, H = iwh, 
(6) 
(7) 
where Qj, j = 0, 1,2 are polynomials in H, h is the integration step and yn is the numerical 
approximation to y(zn)(n = 0, 1,. . . ). The general solution to the difference equation (7) is 
yn = Blq + B2z,n, (8) 
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whereBj(j = 1,2,...,k) are constants which may be determined from the initial conditions, and 
z1 and z2 are the zeros of the stability polynomial: 
P(c, H) = Q2(H)c2 + Ql(H)c + Qo(H) = 0. (9) 
DEFINITION 1 [12]. A method to solve problem (1) is said to have a periodicity interval (0, Ha) 
if, for all H E (0, Ho) the roots of the stability polynomial (9) satisfy: 
Cl = ew), 
c2 = e-wf)) 00) 
where 0 is a real function of H = wh. 
DEFINITION 2 [ 121. A method is said to be P-stable if its interval of periodicity is (0,~). 
DEFINITION 3 [2]. For any method corresponding to the stability polynomial (9), the quantity 
PL(H) = H - cos-1 
G%)ll 
(11) 
is called the dispersion or the phase error or the phase-lag of the method. If PL(H) = O(Ht+‘) 
as H -+ 0 the order of the phase-lag is t. 
Fkom (11) it is obvious that the phase-lag of a two-step method is the leading term in the 
expansion of: 
[cos(H) - QW -&I (HI 
H2 ’ where QW = [2Q2(H)1. (12) 
THEOREM 1. The method (3) has phase-lag of order twelve for 
-116 
c4 = 10395 ’ 
a4 = 
-(812160b4 - 1963) 
812160 ’ 
and b4 arbitrary. For these values the method has an interval of periodicity (0,30.7214582). 
PROOF. We apply the method (3) to the scalar test equation (6). Setting H = wh we obtain 
the stability polynomial 
where 
A(H) = 1, 
P(c, H) = A(H)c2 - 2B(H)c + A(H), (13) 
(14) 
x (630c4[11520(a4 + b4) + 491 - 300480(a4 + b4) + 1189) + H’“(84c4 + 1) 
281232000 29998080 * 
From (12) and (14) we have that: 
PL1(H) = [cos(H) - Q(H)] = H8{1260c4[11520(a4 + b4) + 491 - 600960(a4 + b4) + 2533) 
H2 562464000 
+ H1°(10395c4 + 116) HI2 
3712262400 +14!* (15) 
It therefore follows that the method (3) has phase-lag of order twelve if% 
1260c4[11520(a4 + b4) + 491 - 600960(a4 + b4) + 2533 = 0, 
(10395q + 116) = 0. (16) 
Solving the system (16) we obtain the values of q and ad, respectively. 
A symmetric two-step method has an interval of periodicity (0, Hi) if for all H E (0, H&l(H)f 
B(H) 2 0. 
For the method (3) and with a4 and q determined by the system (16) it is easy for one to see 
that A(H) f B(H) 2 0 for all H2 E (0,30.7214582). I 
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