Ahstract-Marine phenomena such as algal blooms can be detected using in situ measurements on board autonomous un derwater vehicles (AUVs), but understanding plankton ecology and community structure requires retrieval and analysis of water specimens. This process requires shipboard or manual sample collection, followed by onshore lab analysis which is time-consuming. Better understanding of the relationship between the observable environmental features and organism abundance would allow more precisely targeted sampling and thereby save time. In this work, we present an approach to learn and improve models that predict this relationship.
I. INTRODUCTION
Marine phenomena are often observed using proxy mea surements. For example, Autonomous Underwater Ve hicles (AUVs) measure phytoplankton biomass using specialized optical sensors called fluorometers. Intermediate nepheloid layers (lNLs) I and chlorophyll thin layers have been sam pled using chlorophyll fluorescence and backscatter [1], [2] . During the Gulf of Mexico oil spill in 2010, hydrocarbon plumes were studied using measurements of colored organic dissolved matter (CDOM) fluorescence onboard AUVs [3] .
Observing such marine phenomena directly requires expen sive instruments or lab analysis or both, making it infeasi ble onboard AUVs. By detecting and learning relationships between the phenomena of interest and data measurable in situ, we can predict beyond what AUVs can directly sense, expanding their role in oceanography dramatically.
In this work, we explore the learning and improvement of models to predict unobservable marine features from I plumes or clouds of suspended particulate matter The Dorado-class Gulper AUV (left) at the Monterey Bay Aquarium Research Institute (MBARI). It is equipped with an onboard water sample collection system (right), consisting of ten 1.85 L 'gulpers' that can be individually triggered by the onboard computer.
observable proxy features. We focus on detection of ri bosomal RNA abundance for various phytoplankton and zooplankton taxa, although the techniques being developed can be applied to other organisms as well. Marine scientists have recently begun to develop automated sensors to measure plankton in situ although they are currently not feasible for deployment onboard AUVs [4] . One AUV design ( Fig. 1) allows water samples to be collected on demand along with existing in situ measurements of environmental parameters such as temperature and salinity (among others). Studies are ordinarily carried out by collecting seawater samples from various locations, followed by analysis on shore. Routine deployment of such AUVs since 2009 followed by lab analysis of collected water samples has resulted in a dataset of organism abundance and corresponding environmental parameters. In this work, we use these data to learn the relationship between environmental parameters and organism abundance. The model thus learned is then used in con junction with spatial models of environmental parameters to estimate spatial distributions of organisms. We do this in a purely Bayesian setting, allowing us to estimate not only the spatial distribution of organisms, but also associated uncertainty in the predictions. Finally, we develop sampling strategies that utilize uncertainty maps from the combined model to collect new water samples adaptively in future missions with the goal of improving model accuracy.
The relationship between environmental parameters and biological phenomena has been studied in various recent works. Clarissa et al. [5] estimate phytoplankton abundance in the coastal ocean using environmental data such as tem perature and salinity from regional ocean modeling system (ROMS) and remote sensing satellites. In the machine learn ing literature, Phillips et al. [6] use the relationship between temperature, precipitation, and occurrence of a plant species Spatial distribution of proxies: We address this issue by performing adaptive sampling of unobserved features in two stages. We observe that the data gathered from AUV in situ measurements and lab-analyzed water samples are two distinct sets. The former is collected over a short duration (a few hours) during a pilot AUV deployment. The latter dataset is a result of lab analysis of water samples collected by the AUV over multiple missions spanning years.
The dataset obtained from a pilot AUV survey provides a snapshot of ocean environmental conditions within a desired time window, wheres the water samples provide the means to predict biology from the newly estimated environmental conditions from the pilot survey, essentially capturing the connection between observed biology and the environmental context in the form of in-situ measurements. We learn two models from the two datasets as illustrated in Fig. 2 , one that maps geographic locations to environmental parameters, and the other that maps environmental parameters to organism abundance.
This work has two goals. First, we demonstrate compu tation of probabilistic maps of organism abundance from two separate models, in situ and offline. Second, we use the probabilistic maps of organism distribution to investigate sampling policies for collection of new water samples to improve model accuracy, thus closing the loop.
The structure of this paper is as follows. In section II we discuss related work in adaptive sampling. In section III, we briefly describe Bayesian regression and our choice of models for the two stages. Next, we discuss our approach for propagating uncertainty through the models. In section IV, we present simulation results and compare sampling strate gies. In section VI we present a case study on historical AUV and water samples analysis data. Finally, we conclude and present future directions.
II. RELATED WORK
Earlier work in adaptive sampling has explored recon struction of scalar fields [7] - [9] adaptively, but only in cases where the target field is directly observable. Reactive policies for adaptive water sample acquisition have been investigated in a multi-utility criterion based approach [10] . Bayesian regression with uncertainty in query points has been dis cussed by Girard et al. [11] which presents an approximate analytical approach for Gaussian process regression with input uncertainty. Ko et al. [12] discuss unscented Kalman filter (UKF) with GP observation and process models. To the best of our knowledge, our work presents the first analysis of modeling of processes consisting of two distinct relationships. Additionally, we extend prior work in adaptive sampling to hierarchical regression. Further, the novelty of this work is in its inter-disciplinary nature and the novel use of Gaussian Processes for studying ecology.
III. TECHNICAL ApPROACH
Supervised learning from labeled training data to predict real valued estimates for query points falls under the area of regression analysis. Assume we have observations drawn from a noisy process given by,
where E is a Gaussian noise term. Our goal is to learn the function f to predict the output at unobserved location x*. 
A. Gaussian process regression
Our goal is to learn two probabilistic regression models from two separately acquired datasets. We use Gaussian Process regression (GP) [13] 
where E is a Gaussian noise term.
With this prior, we can compute the posterior mean and covariance for the test data points with the following equations,
The kernel function k is usually chosen to be a squared exponential function given by,
where A is the decorrelation length scale. The hyperparam eters for the kernel function can be learned using iterative methods such as conjugate gradient descent.
During the pilot experiment, the AUV measures envi ronmental condition given by the set Z = {Zl, Z2, ... , zn}, observed at geographic locations X = {Xl, X2, ... , xn}. The training dataset is given by the n-tuple Tenv = { < Xl, Zl > , < X2, Z2 >, ... , < Xn, Zn >}. This can be used to learn an environmental model f that infers the predictive distribution over environmental condition at unobserved locations X*, given by p( Z* IX*, X, Z).
Similarly, we train a biological model 9 from lab-analyzed
AUV mission Gulper analysis data
X to z z to b "8�"8 .. gulper samples. This dataset consists of the organism abun dance (measured as optical density or aD at A450 nm) 13 = {bl, b2, ... , bd} observed for environmental parameters Z = iI, i2, ... , id' The training dataset is given by Tbio = {< iI, bl >, < i2, b' 2 >, ... , < id, bA d>}. The model 9 learned from this dataset infers predictive distribution of organism abundance at unobserved environmental conditions Z*, given by p(B*IZ*,Z,13).
Hierarchical probabilistic regression: Our goal is to perform our regression using two probabilistic regression models learned separately. Given a set of unobserved loca tions, we can use the predictive distribution of environmental parameters from the first model, as query-points to the second model. This is illustrated in Fig. 3 .
The predicted environmental parameters from the first model are given by p(z* Ix*, X, Z) where x* is an unob served location, and X Z are from the training dataset for model f. Since x*, X, and Z are deterministic, the distribution is simply p(z*). For this predicted distribution for environmental feature z*, the second model 9 gives us the predictive distribution for organism abundance b* as p(b*lz*). Note that we omit the deterministic training dataset for model 9 for clarity of notation. The predictive distribution for organism abundance at the unobserved location x* is obtained by marginalizing over the predictive distribution of environmental parameters for that location given by,
We cannot compute a closed-form solution for this integral with the non-linear function g. Additionally, we do not expect this distribution to be Gaussian, specifically when 9 is nonlinear. We can compute this integral using Monte
Carlo methods [11] . However, with high-dimensional input (six, in case of model g), the method suffers from the curse of dimensionality3, requiring thousands of samples drawn from p(z*), for each unobserved location x* for which we wish to infer p(b*). Hence, we use another technique called unscented transform commonly used in optimal state estimation.
3 ln machine learning, as the number of dimensions increases, the required number of data for converging to the right parameters often increases exponentially because of increased number of parameters to train for the model. This is commonly called the curse of dimensionality. 
(13)
i=O For our study, the unscented transform is used to compute the mean and covariance of the resulting predictive distribution of organism abundance from function g, given input with Gaussian uncertainty, predicted by model f. In the follow ing section, we validate through simulation the use of the unscented transform to fuse the two models f and g.
IV. SIMULATION STUDIES
To evaluate our approach, we consider two one dimensional processes representing the environmental and biological models. We picked two non-linear functions, a sigmoid for the first model and a sine for the second model, though other functions can also be used for this analysis.
The functions are given by, f = 1 (15) 1 + e-10x -5 9 = sin(27rx) + 0.5
Our goal is to predict values of the second function for unobserved locations in the first function. This is given by g(f(x)). Additionally, we want to use a Bayesian setting allowing estimation of the corresponding predictive variance.
The uncertainty can then be used to improve model accuracy adaptively with new samples.
A. Model learning and prediction
First, we discretize the input space X for function f in which candidate sampling locations have to be selected. Both models, f and 9 are analyzed within the closed interval [0,1].
We start by drawing five samples from both model f and 9 with Gaussian noise of variance = 0.0001. This gives us the training datasets for the two functions. The hyperparameters of two GP models f and 9 are now learned using the GPML toolbox [15] . Next, we choose all discrete points for the input space of function f, and remove from these the five data points already used to train the model. This provides us with a set of unobserved locations for model f. The trained GP model f is now used to predict the mean and variance for the unobserved locations. This is the input to the second function g. To propagate the mean and variance, we use the unscented transform described in Section III-B. This gives us the predicted mean and variances for the combined model (result in Fig. 5) . This strategy doesn't consider the propagation of uncertainty through model g. The third strategy considers the predictive variance of the output of function 9 having considered the propagated uncertainty from model f. Fig. 6 shows the result of 100 trials comparing the three strategies. At the end of the training phase, the average normalzied root mean-squared error (NRMSE) for 100 trials was 0. Comparison of the average normalized root-mean-square error (NRMSE) for 100 trials with random sampling, sequential sampling using highest variance for spatial model only, and sequen tial sampling using variance of the combined spatial and biological models.
V. OR GANISM ABUNDANCE MODEL VA LIDATION
We used two water sample datasets to train and test the organism abundance models discussed in this work. 
A. s-fold cross validation analysis
Since we have a limited number of data for training and testing our models, s-fold cross-validation provides an efficient way to test the accuracy of our model. We do this by splitting the data into 8 folds (8 = 5, in our analysis).
Then, we use s-l folds to train our data and one fold to test it. This is repeated 8 times and the average prediction error is computed. As in our earlier analysis, we used normalized root-mean-square error (NRMSE) as our error metric (result in Fig. 7) .
B. Prediction across seasons
In additional to the s-fold cross validation analysis de scribed above, we trained and tested our models across in the latitude and longitude axes, and 1m in the dept axis are shown in Fig. 10 .
Eight different organism abundances were obtained by applying molecular genetic techniques to organisms collected from each water sample via filtration. Fig. 11 shows the abundance and prediction uncertainty map for calanoida in using the hierarchical probabilistic regression method discussed described above.
We applied the method presented in section IV to the field datasets. Fig. 11 shows the prediction for calanoida with the organism abundance prediction in Monterey Bay.
The first map (Fig. 12a shows only the uncertainty in the prediction of the environmental parameters from the AUV survey data. We restrict plot to only points with relatively high uncertainty. The region of the regular grid at the bottom without any data from the AUV survey has high uncertainty.
The uncertainty map for only the biological model prediction is shown in Fig. 12b . The uncertainty for this model is high for the top region of the grid. If a sampling policy uses either of the two models for acquisition of new samples, samples will miss out one of the two regions of high uncertainty. Fig. 12c shows the uncertainty from both environmental and organism abundance models fused using the unscented transform.
VII. CONCLUSIONS AND FUTURE WORK
In this work, we presented an approach to predict organism abundance in the coastal ocean from in situ measurements of environmental parameters by an AUV. Our approach uses a combination of two models, the first capturing the distribution of environmental parameters, and the second capturing the relationship between environmental parameters and biological organism abundance. To estimate the organism abundance at geographical locations, we use hierarchical probabilistic regression. The fused model ensures that predic tions of organism abundance from environmental parameters also consider the uncertainty in the environmental parameter estimates. The unscented transform was used to propagate errors in the output of the the environmental through the organism abundance model. The goal of this work is two fold. We bring to the attention the sources of errors when building hierarchical models of phenomena of interest. This is particularly relevant in the environmental sciences where often the property of interest is predicted using environ mental parameters. Following from this, we propose the use of uncertainty that considers all models, and not any one individually when developing adaptive sampling strategies.
To demonstrate this, we carry out simulation studies to com pared the performance of greedy variance based sampling using different forms of uncertainties. Historical field data was used to present a case study where we estimated spatial distribution of various species of plankton. In the computed prediction uncertainty maps, we highlight the role of errors from each model. We are now implementing our sampling strategy onboard an AUV for targeted sampling of plankton.
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