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Abstract
We extend Relative Robust Portfolio Optimisation models to allow
portfolios to optimise their distance to a set of benchmarks. Portfolio
managers are also given the option of computing regret in a way which
is more in line with market practices than other approaches suggested in
the literature. In addition, they are given the choice of simply adding an
extra constraint to their optimisation problem instead of outright changing
the objective function, as is commonly suggested in the literature. We
illustrate the benefits of this approach by applying it to equity portfolios
in a variety of regions.
Modern Portfolio Theory has been an area of active research in mathematical
finance since Markowitz [1952], but it has not been fully adopted by practitioners
yet. One of its known shortfalls is the assumption that future returns’ moments
are known with certainty, which has led to substantial under-performance in
practice, see for example DeMiguel et al. [2009], Michaud [1989]. Recently
however there have been developments made to try to tackle this issue. Robust
Optimisation is one of the techniques used to tackle this problem after having
been successfully applied to other fields, see Bertsimas et al. [2011].
The fact that model parameters (such as future returns’ moments) are un-
known is the core motivation behind Robust Optimisation. Instead of specifying
with certainty what the model parameters are, Robust Optimisation models only
require a set of possible parameter values, the so-called uncertainty set. Another
popular technique, Stochastic Optimisation, requires not only an uncertainty set
but also an associated probability distribution.
By far the most studied version of Robust Portfolio Optimisation is the
worst-case scenario approach, whose aim is to find the portfolio with the best
performance under the worst possible values in the uncertainty set. A large
number of papers have been published with varied extensions being proposed,
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from different shapes of uncertainty sets, different market model assumptions
to inclusion of transaction costs. For a survey see Kim et al. [2014].
While this approach may be sensible in some situations, we believe this not
well suited for most practitioners. Even though it is important to worry about
extreme scenarios, typical everyday scenarios are no less important and should
not be ignored. Moreover, some professionals such as investment managers
are frequently evaluated against the competition and not on absolute terms.
For those reasons we believe that Relative Robust Optimisation, introduced in
Kouvelis and Yu [1997] and developed in Hauser et al. [2013], is more suited to
most portfolio managers. In this approach a portfolio’s worth is assessed not
only on its performance but also on the competition’s performance. Relative
Robust Optimisation has not been as widely studied as its worst-case scenario
counterpart because its appeal lies mainly in financial applications and not in
engineering, the birthplace of Robust Optimisation.
Competition is clearly an ambiguous term which needs to be made precise.
In Hauser et al. [2013] the authors define competition as an “omniscient adver-
sary” that has the same constraints as we do, but knows the “correct” model
parameters and hence solves a non-robust portfolio optimisation problem. We
introduce the idea that competition may be specified independently of our ini-
tial problem, i.e., competition may not be bound by the same constraints we
are, nor is it using the same techniques. We make it clear that competition may
be described according to user’s needs, just like the uncertainty set in classical
Robust Optimisation problem is. If competition happens to be bound by ex-
actly the same constraints as we are and is solving an optimisation problem,
then we recover the setup in Hauser et al. [2013].
Most academic literature on Robust Portfolio Optimisation propose that
the objective function must be replaced, which suggests investors must start
anew if they wish to use such a tool (and they can never use more than one
simultaneously). However investors have their own objectives and are (with
reason) wary of changing them, which makes the leap from literature to practice
much harder to achieve. With this in mind we propose instead adding an extra
constraint, not a new objective function. This allows the investor to keep his
framework intact and simply make a minor change, trading an extra constraint
for extra robustness.
For simplicity, but also for practical purposes, we will use a finite set as our
competition. This can be extended to a finite collection of more general convex
sets, using standard tools from Convex Analysis. However we would caution
practitioners to be wary of overcomplicating their models without having a
deep understanding of the potential shortcomings. When in doubt, simpler is
better.
In line with this philosophy we will look at models that deal with volatility,
not expected returns. The idea of investing without taking into account ex-
pected returns is not new. Since Haugen and Baker [1991] proposed a minimum
volatility portfolio a lot of research has been published on it and its performance
has been widely studied, see for example Clarke et al. [2006], Lee [2011]. In fact,
some asset managers already offer this solution to their clients in one form or
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another (see Scherer [2011]) and it was recently reported in the media that such
funds had net inflows of $12.5 billion in the first half of 2016 (see Kuriloff [July
24, 2016]). Extensions, so called risk-based investing, have been developed, in-
cluding maximum diversification (Choueifaty and Coignard [2008]), equal risk
contribution (Maillard et al. [2008]), among others (Jurczenko et al. [2013]).
It is however straightforward to extend our framework to models that require
expected returns or some other feature to be provided. In fact this approach
appears particularly promising given how sensitive traditional Portfolio Opti-
misation is to errors in the means, see Chopra and Ziemba [1993]. Covariance
matrices in comparison are much more stable over time, although they do shift
between different regimes, as shown in Fenn et al. [2011]. We will assume a
finite number of regimes, each characterised by a covariance matrix. We then
demonstrate that our problem is extendible to the case where the uncertainty
set, the set of all undetermined model parameters, is within a class of general
convex sets.
When introducing a new model an important thing to look for is whether
the result is fundamentally different than simpler models already present in the
literature. Using equities data from a range of regions we employ the methodol-
ogy in Barnett and Onnela [2016] to investigate possible regime switching in the
covariance matrix. We run our model against some commonly used approaches
and we conclude that the resulting portfolio is not only distinct but a sensible
alternative to existing methods.
We start with a short review of relevant existing models: first the minimum
volatility problem, followed by absolute robust portfolio optimisation and finally
relative robust portfolio optimisation. We then move on to introduce our own
model, by proposing a different measure of regret than the one found in Hauser
et al. [2013]. Initially we consider it an objective function, as is common in the
literature, but subsequently we propose using it as a constraint instead, making
it more widely applicable. We then pursue the suggestion in Kouvelis and Yu
[1997] and introduce proportional regret in the context of portfolio optimisation,
a slightly different measure that is more in line with practitioners common
practice. At last we run the numerical experiments described above and we
conclude with some final remarks.
It is worth mentioning that all the proposed changes and additions do not
alter the complexity of the underlying optimisation problem. Second order cone
programs or semidefinite programs will still be within their respective classes
after Relative Robust Optimisation has been implemented and so can still be
solved in polynomial time using a standard solver such as MOSEK or CPLEX).
Classical Models
We shall start by describing the most common models found in the literature
before putting forward a different approach to deal with uncertainty in the
covariance matrix.
Let X be the set of admissible portfolios, which we assume for simplicity to
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be the set of all long-only portfolios,
X = {x ∈ RN : 1Tx = 1, x ≥ 0}. (1)
These are not at all required and extra constraints may be added due to user’s
preference and/or regulatory restrictions.
We start with the simple problem of finding the minimum volatility portfolio
when we know the “true” covariance matrix Q, introduced in Haugen and Baker
[1991]. This problem can be written as
min
x
√
xTQx (2)
s.t. x ∈ X .
This model takes Q as known, which is not a valid assumption in financial
applications. While there are many techniques available to provide good esti-
mates, any approach of practical relevance is going to have to deal with the
fact that market conditions change, as described in Fenn et al. [2011], and so
assuming a covariance matrix as certain is bound to fail. A natural step forward
is to assume that the future covariance matrix is an unknown element of a set
of scenarios U = {Q1, . . . , Qn}.
The challenge is how to make a decision when given such an uncertainty set.
One possible approach is to assign some probability to each of the scenarios in
U and then minimise volatility weighted by each scenario, as follows
min
x
n∑
i=1
pi
√
xTQi x
s.t. x ∈ X .
This is not a very attractive option, as it is already non-trivial to find a
sensible set U , let alone somehow pick an “appropriate” probability distribution.
Another common approach is Absolute Robust Portfolio Optimisation, which
has been extensively studied in the literature, see for example Kim et al. [2014].
The aim is to minimise volatility on the worst-case scenario, i.e., on the scenario
where volatility is highest for the chosen portfolio. This can be represented as
min
x
max
Q∈U
√
xTQx (3)
s.t. x ∈ X .
The problem is that this model focuses only on the worst-case scenario.
Therefore this approach completely ignores all the other scenarios, leading to
a portfolio that while being fairly stable during stress periods may be very
unbalanced if these do not come to pass.
A more recent approach is the one found in Hauser et al. [2013], Relative
Robust Portfolio Optimisation. The goal here is not to minimise volatility, but
instead to minimise the amount of extra volatility we are forced to accept for
4
not knowing the covariance matrix with certainty. To put it in mathematical
terms, for each Q ∈ U define yQ as
yQ := argmin
y∈X
√
yTQy, ∀Q ∈ U ,
i.e., if we knew Qk to be the “true” scenario then we should hold yQk (by solving
(1)). For any other portfolio x we might choose, our loss in performance would
be
l(x,Qk) :=
√
xTQk x−
√
yTQkQk yQk√
xTQk x−min
y∈X
√
yTQk y.
But we do not know which Q ∈ U is going to be realised and so we cannot
know how much our loss in performance will be. We can however strive to make
it as low as possible, by minimising the worst outcome across all possible values
of Q ∈ U , that is, by solving
min
x
max
Q∈U
(√
xTQx−min
y∈X
√
yTQy
)
(4)
s.t. x ∈ X .
Regret Minimisation
While this method has potential, we wish to approach it differently. Compar-
ing us against a “more knowledgeable version of ourselves” might be a very
interesting theoretical problem, but in practice one gets compared against other
players in the market, not fictional beings. Hence we cannot be satisfied by the
formulation in (4).
We would like instead to be compared against other investors, as this would
be a more realistic portrait of the real world. Unfortunately we not know what
other agents in the market are investing in. Their constraints are not the same
as our own – and even if they were, it is implausible all of them are solving (1).
We cannot therefore hope to model precisely the behaviour of all investors.
As an alternative, we will compare ourselves against benchmarks, which are
naturally unambiguous. Benchmarks have two properties that make them suit-
able for this purpose. On the one hand, an asset manager is not only compared
against better performing competitors, but also against relevant benchmarks.
This means comparison against benchmarks is a reasonable representation of
reality.
On the other hand, competitors will themselves be victims of pressure not to
fall too short of a particular benchmark. This will in turn pull them towards a
similar basket, resulting in a high correlation between the two. See for example
the historical correlation between the HFRI Equity Hedge Total Index and the
S&P 500 in Figure 1. This chart provides support to the claim that benchmarks
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are a good proxy for agents’ returns. We can see in this particular example that
hedge funds’ returns have been increasingly correlated with the S&P 500, with
recent values surpassing the 90% threshold.
Figure 1: Correlation between the HFRI Equity Hedge Index and the S&P 500
This is the case despite the fact that most hedge funds do not have explicit
benchmarks – their mandate is to deliver positive returns and they are commonly
considered a diversified investment.
Modelling Regret
Let B = {b1, . . . , bk} ⊆ RN be the set of benchmarks we wish to consider.
Following the rationale behind (4), we wish to consider our loss in performance
to the least volatile benchmark,
lB(x,Q) :=
√
xTQx−min
b∈B
√
bTQb.
Here we assumed that all the underlyings of all benchmarks are included in the
set of N assets considered for investment, and so we can compute their volatility
by
√
bTQb – in truth, we only need to specify the volatility of the least volatile
benchmark under each scenario.
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In a similar fashion to Hauser et al. [2013] we define regret to be the maximum
of this loss over U , i.e.,
RgrtU (x) := max
Q∈U
lB(x,Q) = max
Q∈U
(√
xTQx−min
b∈B
√
bTQb
)
. (5)
Regret can be understood as our distance to the “winner” in the least desirable
scenario.
Benchmarks choice, just like scenarios, is beyond the scope of this paper. We
can however provide a few useful tips that apply to both. First off, they should
be picked independently of the portfolio optimisation problem, be it through
economic/political considerations, data analysis, or any other technique. Fur-
thermore, they should be as realistic and as few as possible. Too many scenarios
and benchmarks will lead to overly defensive portfolios, since an “anything can
happen” attitude is a sure way to investment paralysis.
Regret Minimisation as an Objective
If we wish to find the portfolio that has least regret then we have to solve the
following Relative Robust Portfolio Optimisation with Benchmarks problem.
min
x
RgrtU (x) (6)
s.t. x ∈ X .
Unlike the minimum volatility problem (2), minimum regret may be negative.
It should be clear to the reader that this will be the case if and only if there
exists a portfolio that has a lower volatility than any benchmark regardless of
which scenario is realised.
As mentioned before, we do not need the volatility of every benchmark for
every scenario – we simply require the lowest benchmark volatility for each
scenario. Hence we define the following
σi = min
b∈B
√
bTQi b i = 1, . . . , n.
Problem (6) can then be untangled into
min γ
s.t. γ ≥
√
xTQi x− σi, ∀i = 1, . . . , n,
x ∈ X .
The above optimisation problem can be converted into a second order conic
program, which can in turn be efficiently solved using standard solvers, by
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introducing auxiliary variables ti. The resulting optimisation problem is
min γ (7)
s.t. γ − ti + σi ≥ 0, ∀i = 1, . . . , n,[
UTi x
ti
]
∈ LN+1, ∀i = 1, . . . , n,
x ∈ X ,
where Qi = Ui U
T
i is the Cholesky decomposition and LN+1 is the Lorentz cone
defined by
LN+1 =
{[
x
t
]
∈ RN+1 : ‖x‖2 ≤ t
}
.
Regret as a Constraint
So far we have only seen models that assume volatility as the objective function.
Another common approach is to use volatility instead as a constraint. In fact
Markowitz [1952] first introduced Modern Portfolio Theory as
max
x
µT x
s.t.
√
xTQx ≤ κ,
where µ is the expected future returns and κ the level of volatility we are
prepared to accept in our portfolio. κ can thus be as low as the solution of (2).
Similarly, we can look at using regret not as an objective in itself, but rather
as a constraint to be imposed in our portfolio allocation problem. Say for
example we wish to maximise expected return as in the above problem. Then
we could solve a similar problem,
max
x
µT x (8)
s.t. RgrtU (x) ≤ θ,
where θ is the regret we are prepared to accept and can be no lower than the
solution to (6).
This approach is attractive on the grounds that investors prefer to target
more meaningful objectives, such as maximising expected returns or minimis-
ing transaction costs. In addition it gives the portfolio manager control of how
much risk he is prepared to take in order to increase (or decrease) his objective
function. It is also a more flexible option, since adding a constraint is compar-
atively easier than rewriting from scratch an optimisation problem with a new
objective function.
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Proportional Regret
As an alternative to regret we could define loss of performance not as the dif-
ference in volatilities, but instead the proportion of benchmark volatility we
surpass, i.e.,
l′B(x,Q) :=
√
xTQx−minb∈B
√
bTQb
minb∈B
√
bTQb
,
We believe thinking in proportions is more natural for investors and so this
option will be of more practical interest to them.
By using l′B we can define the notion of proportional regret
PRgrtU (x) := max
Q∈U
max
b∈B
√
xTQx−
√
bTQb√
bTQb
.
As before, we only require the volatility of the best benchmark under each
scenario to be modelled, not for all of them. Likewise, proportional regret can
only be negative if x outperforms all benchmarks over all scenarios.
It should be made clear however that this is not just a cosmetic change.
While the best benchmark in each scenario remains the same, the trade-off
between scenarios does change. To illustrate this let us look at a quick example.
Imagine we have two assets we can invest in, but because of external con-
straints we can only invest in one of them. We are however aware that we will
be compared against a single benchmark – an equally weighted basket of the
two assets. Our research team concluded that over the next year there are two
possible scenarios, summarised in these two covariance matrices:
Q1 =
[
0.2 0.085
0.085 0.23
]
Q2 =
[
0.18 0.18
0.18 0.26
]
The first asset has 20pp1 volatility in Scenario 1 and 23pp volatility in Sce-
nario 2, while the second asset has 18pp and 26pp volatility in Scenario 1 and
2, respectively. In addition we have a single benchmark that has 15pp volatility
in Scenario 1 and 20pp volatility in Scenario 2.
One can check that x performs worst in Scenario 1, while y performs worst
in Scenario 2. x trails b by 5pp, or 33.3%, while y trails b by 6pp, or 30%. It is
then clear that if we cared about regret we would invest in x, while if we cared
about proportional regret we would invest in y. Hence these two approaches to
measuring distance to benchmarks yield different decisions.
Proportional regret can be used as an objective simply by substituting RgrtU
by PRgrtU in (6). It can also be used as a constraint, in which case we make
the same substitution in (8) instead.
1To avoid confusion we will refer to volatility units (usually %) as pp.
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Empirical Results
In this section we will investigate if the proposed method yields sensible results
and, equally important, if the results are fundamentally different from other
commonly used approaches.
To do this we will investigate its use in building a long-only portfolio of eq-
uities across different regions. Since our goal is mostly illustrative we choose to
regard as investable assets industry group indices instead of individual compa-
nies. For that purpose we follow the recommendations of Bhojraj et al. [2003]
and use the Global Industry Classification Standard (GICS), a proprietary clas-
sification standard jointly produced by Standard & Poor’s and Morgan Stanley
Capital International. We will therefore consider each of the 24 industry groups
in GICS as investable assets.
Benchmark choice is a delicate process that will vary substantially from one
investor to the next. Given this, we will take, for simplicity’s sake, advantage
of the hierarchical structure of GICS and use as benchmarks its 10 sectors
along with the region wide total return index. We will use data from 2001
onwards, with prices quoted in local currency, and for each specific region will
only consider industry groups and sectors that had a non-interrupted presence.
Another choice that needs to be made is what are the scenarios we wish to
consider. There exist an almost countless number of ways to generate scenarios
that take into account all kinds of data and/or expertise. We made the decision
to solely use historical data up to 2012 in order to generate our scenarios, which
we will then use to compute portfolios under different portfolio optimisation
techniques. Data from 2013 to April 2016 will then be used to analyse these
portfolios’ performance. The scenarios will be covariance matrices of subperi-
ods of our training horizon. To determine the changepoints we implement the
algorithm proposed in Barnett and Onnela [2016]. This is an attractive option
since it makes no distribution assumption and so fits well in the spirit of these
experiments. While we could in theory have “forced” some dates to be change-
points (Lehman Brothers collapse or 9/11, just to name a couple possibilities),
we wish to have as little direct influence as possible and so will stick with the
dates generated by the algorithm.
Minimum Regret in the EMU
We will start by focusing on the European Economic and Monetary Union equity
market. After running the algorithm proposed in Barnett and Onnela [2016], we
arrive at the following changepoints: 31/5/02, 06/06/03, 22/11/04, 27/04/06,
26/11/08, 26/04/10 and 04/01/12. From these we construct 8 sub-periods,
which we then summarise into 8 covariance matrices to be our scenarios. We
can visualise them through the correlation heatmaps in Figure 2.
We check whether these scenarios are sensible by following the methodology
proposed in Fenn et al. [2011]. In Figure 3 we can see the behaviour of the
first principal component of a one-year rolling window of returns over different
scenarios.
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Figure 2: Heatmaps of correlation matrix for different scenarios in the EMU.
Ordering is preserved throughout all matrices.
This graph does seem to suggest that the first component strength changed
quite significantly across different scenarios, which is in line with our assumption
that these constitute different regimes.
We are now in a position to run our portfolio (RRPO), as in (6), and com-
pare it to other methods. Two methods that are reasonable to compare our
model against are the absolute robust portfolio optimisation (ARPO), as in (3),
using the same scenarios as RRPO, and a simple minimum volatility portfolio
optimisation (MVPO), as in (1), using the whole training period to compute
the covariance matrix estimate. These portfolios have their weights detailed in
Table 1.
Upon examining this table, one can immediately draw a few conclusions.
First, all three portfolios concentrate on a small subset of all investable options
(GICS has 24 industry groups, whereas Table 1 makes mention of only 8 of
them). This is hardly surprising, as all of them are aiming at the same objective:
having low volatility. It is then only natural that they tend to concentrate on
low volatility assets. Second, it looks like RRPO is slightly more diversified than
ARPO and MVPO, with a maximum weight of 35.84% over 6 assets against a
maximum of 50.23% and 44.17% over 5 of the other methods. This can be
11
Figure 3: Proportion of Variance explained by First Principal Component in
EMU over the different scenarios.
RRPO ARPO MVPO
Food, Beverage & Tobacco 35.84% 32.96% 36.77%
Health Care Equipment & Services 33.28% 50.23% 44.17%
Food & Staples Retailing 10.15% 0% 0%
Media 10.13% 0% 0%
Telecommunication Services 5.74% 0% 2.16%
Real Estate 4.86% 4.09% 12.26%
Transportation 0% 9.65% 4.64%
Automobiles & Components 0% 3.07% 0%
Table 1: Weights of Relative Robust Portfolio Optimisation (RRPO), Abso-
lute Robust Portfolio Optimisation (ARPO) and Minimum Volatility Portfolio
Optimisation (MVPO) for EMU.
quantified by the Gino coefficient2 – RRPO has a Gino coefficient of 0.849,
2The Gino coefficient is a measure of dispersion, with 0 representing equal dispersion (a
1/N allocation) and 1 representing highly unbalanced allocations.
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while ARPO and MVPO have a Gino coefficient of 0.894 and 0.889 respectively.
Finally, it is evident that RRPO is yielding a structurally different portfolio
to both ARPO and MVPO – the proportion of capital allocated differently is
29.67% and 23.86% respectively, both non-trivial quantities.
Let us now have a look at how these portfolios perform out of sample, over
the period starting from 2013 until April 2016. In Figure 4 we can see the total
return progress over time while in Table 2 we compile the yearly realised return
and volatility of each portfolio.
Figure 4: Total return of RRPO, ARPO, MVPO and MSCI EMU
It so turns out that for this dataset all three methods behave remarkably
similarly, even if one takes into account the fact that roughly 75% of capital is
allocated equally. As we will see later on, this behaviour is purely coincidental –
the same methods across different regions have discernible differences in realised
return.
Maximum Expected Return in the US
We now wish to test another of the proposed methods, a proportional regret con-
straint of 10% in a maximum expected return portfolio optimisation (PRCPO),
as in (8) but with PRgrtU instead of RgrtU . This will give us an example of
a situation where the objective is already set, and we solely add a constraint
13
RRPO ARPO MVPO MSCI EMU
Realised Return 2013 15.04% 12.80% 10.97% 21.09%
Realised Return 2014 14.13% 15.79% 16.34% 4.78%
Realised Return 2015 21.45% 23.66% 23.19% 9.70%
Realised Return 2016 -7.25% -7.71% -5.82% -15.93%
Realised Return 2013-16 14.49% 14.93% 14.59% 9.11%
Realised Volatility 2013 11.95pp 12.33pp 12.23pp 14.29pp
Realised Volatility 2014 12.36pp 13.10pp 12.72pp 15.41pp
Realised Volatility 2015 20.94pp 21.55pp 21.45pp 21.21pp
Realised Volatility 2016 21.53pp 22.59pp 21.98pp 24.14pp
Realised Volatility 2013-16 16.33pp 16.95pp 16.73pp 18.05pp
Table 2: Annualised realised return and volatility of RRPO, ARPO, MVPO
and MSCI EMU over different periods.
to force a more stable behaviour. We will compare this against a Sharpe ratio
absolute robust portfolio optimisation (SARPO) (where we aim to have the best
worst-case Sharpe ratio) and against a maximum Sharpe ratio portfolio optimi-
sation (MSPO). Moreover we will see how these methods compare when there
are other restrictions present. We will not only keep the long-only constraint,
but we will also add a 20% cap to force diversification.
We will use US equity market data so we can look in detail at another
dataset. Our investable assets will still be the 24 GICS industry groups and our
benchmarks the 10 GICS sector groups plus the MSCI US index. The training
and testing period also remain unchanged
As before, we use the changepoint detection proposed in Barnett and On-
nela [2016] to come up with our scenarios. We can see the heatmaps of each
individual scenario in Figure 5. We verify this is sensible by analysing Figure
6. The changepoints detected are 31/05/02, 15/06/04, 26/02/07, 03/09/08 and
20/12/11.
We use the 6 covariance matrices for both PRCPO and SARPO. For MSPO
we use the covariance matrix calculated over the whole training period as our es-
timate. For all three portfolio optimisation problems we will use as the expected
return of each individual asset the realised return over the most recent scenario
– in this case, the realised return between 20/12/11 and 31/12/12. This is an
arbitrary choice that is by no means a superior predictor to any other predic-
tion, but is simple enough as a rule of thumb for us to use it as an example. Not
only is forecasting expected returns well beyond the scope of this paper, but
they also have a disproportionate impact on portfolios weights when compared
to expected volatility or correlation, as demonstrated in DeMiguel et al. [2009],
Michaud [1989]. Hence different forecasting techniques are likely to considerably
impact the results that follow. We therefore urge readers to go the extra mile if
14
Figure 5: Heatmaps of correlation matrix for different scenarios in the US.
Ordering is preserved throughout all matrices. Notice this ordering is not the
same as for the EMU.
they are committed to incorporating expected returns in portfolio optimisation
problems.
These portfolios’ weights can be found in Table 3. It is unequivocal that
different choices have been made, despite the fact that the objective function
(i.e. the expected returns) is the same for all three portfolios. PRCPO focus
more on Food, Beverage & Tobacco, while SARPO and MSPO focus more on
Telecommunication Services, Media and Retailing. They are all fairly diversi-
fied, but this is merely a symptom of the imposed cap. PRCPO agrees with
both SARPO and MSPO on 60.56%, meaning 39.44% of the capital is allocated
differently.
We can now analyse how these portfolios perform on the test period, from
2013 until April 2016 both in Figure 7 and in Table 4.
We can see that SARPO has a slightly higher annualised Sharpe ratio, but
this however comes at the cost of higher volatility than we would consider ad-
missible (this is relevant as we require the portfolio to be fully invested (1). In
2014, for example, SARPO and MSPO had respectively 17.2% and 13.4% more
volatility than the least volatile benchmark, the Consumer Staples sector group,
while PRCPO had only 1.93% extra volatility, well below the 10% cap imposed.
While both did outperform the market over this period, it could easily have
gone the other way. This is a good example of why we think a proportional re-
gret constraint is important – in this case it allowed us to pursue a high Sharpe
Ratio while safeguarding against taking too much extra volatility.
15
Figure 6: Proportion of Variance explained by First Principal Component in
the US over the different scenarios.
Results across multiple countries
As a way of reinforcing the points made earlier we carried out the same experi-
ments on equity data from Australia, Canada, France, Japan, South Korea and
United Kingdom. For each we calculated new changepoints and recomputed the
portfolios above.
Table 5 in the Appendix summaries the results for each region. In the
minimum regret problem we outline the percentage of capital that is allocated
differently from RRPO to ARPO and MVPO, the biggest weight each allocates
to a single industry group, their realised return and volatility for the entirety
of the testing period. In the maximum expected value problem we display the
percentage of capital allocated differently from PRCPO to SARPO and MSPO,
their Sharpe ratio and volatility (the maximum weight is 20% by construction).
A few important points can be taken from this table. First, it is clear
that both RRPO and PRCPO generally offer different solutions not covered by
other methods. Secondly, RRPO tends to offer more diversification (by having
less weight in a single industry group) than both ARPO and MVPO. In fact,
the only instances when it does not is when the amount of capital allocated
differently is marginal. This comes naturally from the fact that RRPO takes
all scenarios into account, not only the worst-case scenario (as ARPO) and so
16
PRCPO SARPO MSPO
Food & Staples Retailing 20% 20% 20%
Food, Beverage & Tobacco 20% 0% 0%
Pharmaceuticals,
Biotechnology & Life Sciences 20% 20% 20%
Household & Personal Products 19.44% 0% 0%
Telecommunication Services 12.94% 20% 20%
Media 7.62% 20% 20%
Retailing 0% 19.12% 9.40%
Real Estate 0% 0% 5.93%
Diversified Financials 0% 0% 4.66%
Health Care Equipment & Services 0% 0.88% 0%
Table 3: Weights of Maximum Expected Return Portfolio Optimisation with
Proportional Regret Constraint (PRCPO), Sharpe Ratio Absolute Robust Port-
folio Optimisation (SARPO) and Maximum Sharpe Ratio Portfolio Optimisa-
tion (MSPO) for US.
PRCPO SARPO MSPO MSCI US
Realised Sharpe Ratio 2013 2.40 2.78 2.56 2.50
Realised Sharpe Ratio 2014 1.48 1.20 1.32 1.08
Realised Sharpe Ratio 2015 0.20 0.33 0.17 0.08
Realised Sharpe Ratio 2016 0.62 0.48 0.50 0.26
Realised Sharpe Ratio 2013-16 1.18 1.21 1.14 0.97
Realised Volatility 2013 10.80pp 10.82pp 10.94pp 10.88pp
Realised Volatility 2014 9.61pp 11.05pp 10.69pp 11.22pp
Realised Volatility 2015 13.69pp 14.52pp 14.35pp 15.15pp
Realised Volatility 2016 12.29pp 14.21pp 14.21pp 16.45pp
Realised Volatility 2013-16 11.59pp 12.47pp 12.35pp 13.02pp
Table 4: Annualised Sharpe ratio and volatility of PRCPO, SARPO, MSPO
and MSCI US over different periods.
favours diversification.
Thirdly, PRCPO is the “worst” strategy over only one region (Australia),
against four for SARPO and three for MSPO. Moreover, the only time one
strategy significantly outperforms the others is PRCPO outperforming both
SARPO and MSPO in Canada. Finally, it is worth mentioning that over the
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Figure 7: Total return of PRCPO, SARPO, MSPO and MSCI US
past few years low volatility assets have outperformed the market. This means
that portfolios that invest in these assets, such as the ones examined, have also
outperformed the market. There is no reason to believe this to be indefinitely
true, and so none of these portfolios is guaranteed to persistently outperform
the market.
1 Final Remarks
We demonstrated that regret minimisation does not only produce novel but also
sensible results. Indeed, we observed that across different datasets it provides
a greater degree of protection than absolute robust optimisation and the more
widely used minimum volatility optimisation. A minimum regret portfolio op-
timisation problem assumes a fresh start and so should be interesting from an
academic point of view, although it may also be implemented by a defensive
portfolio manager, whose main concern is not to be too heavily outperformed.
A proportional regret constraint constructed using a suitable set of benchmarks
and scenarios, however, would give investors the confidence to pursue their ob-
jectives while at the same time controlling the level of extra volatility one is
prepared to take. Consequently it is a tool that deserves to be considered by
any portfolio manager.
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This is clearly not the El Dorado in asset management, but instead a small
cog in a much larger (and hopefully successful) engine. The best results will
be achieved by those who possess a profitable trading strategy and combine it
with a wide range of techniques including but not limited to robust parameter
estimation, inclusion of regularisation terms, transaction costs modelling and
tail risk modelling.
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AUS CAN FRA JPN KOR UK EMU US
A1 30.51% 2.33% 33.16% 33.59% 36.32% 5.85% 29.67% 12.62%
A2 20.26% 14.36% 28.85% 14.45% 8.97% 3.07% 23.86% 9.54%
B1 25.15% 38.96% 19.22% 25.12% 35.49% 32.37% 35.84% 53.22%
B2 29.04% 39.74% 26.38% 43.06% 43.60% 33.07% 50.23% 58.37%
B3 28.24% 41.83% 25.84% 30.13% 39.26% 31.78% 44.17% 49.31%
C1 9.64% 13.30% 9.07% 19.58% 7.54% 7.57% 14.49% 13.82%
C2 12.06% 13.23% 7.72% 20.74% 9.61% 8.06% 14.93% 14.27%
C3 10.78% 15.10% 7.80% 19.29% 8.27% 7.18% 14.59% 13.96%
C4 7.65% 6.35% 9.28% 14.23% -0.83% 4.92% 9.11% 12.62%
D1 12.88pp 11.45pp 17.14pp 20.02pp 12.98pp 12.84pp 16.33pp 11.53pp
D2 13.16pp 11.54pp 16.82pp 19.73pp 14.44pp 12.77pp 16.95pp 11.50pp
D3 13.03pp 11.19pp 16.72pp 19.93pp 13.12pp 12.88pp 16.73pp 11.40pp
D4 14.28pp 12.44pp 18.28pp 22.49pp 13.12pp 14.35pp 18.05pp 13.02pp
E1 23.21% 35.58% 24.41% 22.24% 0.00% 15.32% 18.49% 39.44%
E2 40.00% 43.57% 11.74% 19.00% 8.57% 15.54% 29.51% 39.44%
F1 0.99 1.04 0.59 0.92 0.38 0.85 0.74 1.18
F2 1.09 0.61 0.52 0.83 0.38 0.75 0.78 1.21
F3 1.05 0.76 0.61 0.94 0.34 0.86 0.68 1.14
F4 0.54 0.51 0.51 0.63 -0.06 0.34 0.50 0.97
G1 13.28pp 11.19pp 17.20pp 20.27pp 14.25pp 13.19pp 16.99pp 11.59pp
G2 12.67pp 16.96pp 17.67pp 21.21pp 14.25pp 13.63pp 16.96pp 12.47pp
G3 12.45pp 16.83pp 16.83pp 20.19pp 13.42pp 13.89pp 16.61pp 12.35pp
G4 14.28pp 12.44pp 18.28pp 22.49pp 13.12pp 14.35pp 18.05pp 13.02pp
Table 5: Summary of results across 8 different regions, from 2013 until April
2016.
A - Percentage of capital RRPO invests differently from ARPO (1) and
MVPO (2).
B - Highest weight in RRPO (1), ARPO (2) and MVPO (3).
C - Realised return of RRPO (1), ARPO (2), MVPO (3) and MSCI Index (4).
D - Realised volatility of RRPO (1), ARPO (2), MVPO (3) and MSCI Index (4).
E - Percentage of capital PRCPO invests differently from SARPO (1) and
MSPO (2).
F - Realised Sharpe ratio of PRCPO (1), SARPO (2), MSPO (3) and MSCI
Index (4).
G - Realised volatility of PRCPO (1), SARPO (2), MSPO (3) and MSCI In-
dex (4).
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