The paper presents a diagnosis tool for CLP programs. It deals with partial correctness w.r.t. speci cations which describe procedure calls and successes. The space of possible speci cations is restricted to a kind of regular types; we propose a generalization of the concept of types used in so called descriptive typing of logic programs. In particular we distinguish ground types from those containing non-ground elements.
Introduction
This paper discusses principles of static diagnosis for CLP (see e.g. MS97] ) and presents a prototype tool for static diagnosis of CHIP Cos96] programs, based on these principles.
The objective of this work is to facilitate discovering and locating errors in CLP programs without executing them. The kind of errors considered concerns the situation when some computations of the program return results di erent from those expected, or call program predicates with arguments which are outside of their expected range of application. In other words, we are interested in partial correctness w.r.t. speci cations describing a set of procedure calls and a set of procedure successes. The task is to prove that a given program is correct or to nd all the errors, this means all the program fragments responsible for its incorrectness. The located fragments should be as small as possible.
To make automatic error location possible, the speci cation language has to be formalized. For the process to be e ective and e cient, some rather serious restrictions on the class of speci cations are necessary. Also, the speci cation language 1 has to be simple and easy to understand and to use by the programmer. Otherwise the users would not accept the extra burden of providing speci cations. We use a class of type speci cations. It is a generalization, for purposes of CLP, of regular types DZ92] used in a so called descriptive typing of logic programs. In particular, the generalization makes it possible to distinguish ground types from those containing non-ground elements, and those containing domain variables of CLP(FD) from those also containing unbound variables.
The presented method locates errors in CLP programs at compile time, without searching for symptoms and without executing the programs. The approach can be linked to methods of proving partial correctness of programs Cla79, Der93, DM88, BC89]. Our tool tries to construct a proof that a program is correct w.r.t. its speci cation. If the proof is obtained then every execution will be free of symptoms violating the speci cation. Conversely, if the program is incorrect (and thus there exists a symptom violating the speci cation) then a proof does not exist. A program correctness proof consists of proofs of a number of veri cation conditions. Each condition concerns a program clause, more precisely a clause pre x. For an incorrect program some of the veri cation conditions cannot be proved and the reason of incorrectness can only be linked to the corresponding clause pre xes. So these clause pre xes are reported as erroneous program fragments. The user of the tool need not to be familiar with the underlying program veri cation techniques.
Our approach does not require providing the speci cations a priori. Instead, the tool aids the user in constructing them incrementally. The tool contains a program analyser which infers types for a given program. In other words it computes a speci cation of the actual, possibly incorrect program. The user inspects the computed speci cation. If it agrees with the user's expectations then the program is correct w.r.t. these expectations and there is nothing more to do. Otherwise the program is suspected to be incorrect and is subject to diagnosis. A predicate for which the computed type di ers from that expected is a reasonable starting point for diagnosis. The diagnoser displays a list of types on which the diagnosed type depends. In order to locate the error, some of the types in the list (in the worst case all of them) have to be speci ed by the user. The list is sorted in a way that aims at reducing the amount of interaction with the user. An error locating message is generated by the diagnoser as soon as a su cient part of the required types is speci ed.
The tool facilitates re-using in the speci cation those computed types that agree with the programmer's expectations. The constructed (fragment of the) speci cation is saved for the possible further debugging sessions. If a su cient part of the speci cation is provided in advance then the error is located without any interaction with the user.
The paper is structured as follows. Section 2 surveys the call-success semantics and the speci cation language used for describing its approximations. Section 3 gives an informal introduction to our diagnosis method and presents our tool by showing an example diagnosis session. Section 4 introduces the concept of a correct clause, discusses its relation to partial correctness and shows an algorithm for locating clauses which are not correct wrt a given speci cation. Section 5 surveys our diagnosis tool, then we discuss related work.
Preliminaries
This section presents the semantics referred to in our static diagnosis and the speci cation language used for communication with the user.
We assume a xed CLP language (object language) over a xed constraint domain D. In the next subsection D is arbitrary, the rest of the paper deals with CLP over nite domains.
2.1 Call-success semantics of CLP. Partial correctness
The errors we want to locate demonstrate themselves as wrong computed answers or as wrong arguments of predicate calls, where \wrong" refers to user expectations or to a priori given requirements concerning the use of built-ins. In particular, groundness is also of interest here since some procedures require groundness of certain arguments at call. This section outlines a semantics introduced in Pie98] that captures these aspects of computations. We consider CLP programs executed with the Prolog selection rule (LD-resolution) and using syntactic uni cation in the resolution steps 3 . The latter is a feature of many CLP implementations, for instance of CHIP and SICStus. Our tool is applicable to the Prolog selection rule with delays, however this feature will be described in a forthcoming paper. In CLP with syntactic uni cation, function symbols occurring outside of constraints are treated as constructors. So, for instance in CLP over integers, the goal p(4) fails with the program fp(2+2) g, but the goal X #=4; p(X ) succeeds (where #= is the constraint of arithmetical equality). Similarly, a constraint may distinguish such cases. For example, in many constraints of CHIP an argument may be a natural number (or a \domain variable") but not an arithmetical expression.
The call-success semantics of a program P, for a set of initial goals G, is a pair (C; S) of sets of constrained atoms: the set of calls and the set of successes that occur in the LD-derivations starting from goals from G. We assume without loss of generality that the initial goals are atomic.
We will represent such a pair (C; S) by a single set CS(P; G), using annotated predicate symbols. For each predicate symbol p we introduce two new symbols p and p . They will be used to represent, respectively, call and success instances of constrained atoms containing p. Now, CS(P; G) := f A j A 2 Cg fA j A 2 Sg, where (c ]p(t )) stands for c ] p(t ) and (c ]p(t )) stands for c ]p (t ). Constrained atoms of this form will be called annotated constrained atoms.
A speci cation is a set of annotated constrained atoms. A program P with initial goals G is partially correct w.r.t. a speci cation Spec, if CS(P; G) Spec. We will usually omit the word \partially".
Describing sets of constrained atoms
The program errors considered in this work concern discrepancies between expected and actual calls and successes, in other words between the intended and the actual call-success semantics of the program. Thus to formulate a program speci cation (or to present the results of static analysis to the user) we need a language for describing sets of constrained atoms and constrained terms. For this purpose we use a kind of grammars (parametric regular term grammars with constraints). They are introduced in this section.
Our choice of the formalism and its limited expressive power have resulted from the following requirements. Certain operations on sets are to be computed e ciently: set intersection and union (possibly approximated), tests for membership, inclusion and emptiness 6 . Also, it is su cient to describe sets that are monotonic (or closed under substitution and constraint strengthening): if c ]u is in a type then c ]u and c 0 ] u are, for any substitution such that c is satis able and any satis able constraint c 0 implying c. (This is because most of proof/analysis methods deal only with monotonic properties; those overcoming this limitation are too complicated for our purposes.)
Due to limited expressive power of the formalism, the call-success semantics of a CLP program is usually not expressible in the speci cation language and the speci cations provided for programs describe approximations of the semantics. We will call them types following the terminology used in the descriptive approach to types in logic programming. By a call (resp. success) type of a predicate p we mean a superset of the set of calls (successes) of p.
Our formalism is a generalization and adaptation to CLP of regular term grammars (see e.g. DZ92] and references therein). In addition to the symbols of the object language (i.e. the underlying CLP language), it uses alphabets of type symbols T (each of certain arity) and of type variables T V. By V we denote the set of variables of the object language, F is the set of its function and predicate symbols.
(So in this section we do not distinguish terms from atoms). Term(S 1 ; S 2 ) is the universe of terms built from function symbols from S 1 and variables from S 2 .
Elements of Term(T ; ;), are called ground type terms, they play the role of nonterminals of a grammar and of type names. T 0 T is a set of type constants with a prede ned meaning. They cannot occur in the head of a grammar rule. Their 6 And operations of construction and deconstruction, which are explained later.
choice depends on the constraint domain dealt with; T 0 used in in this work will be described later.
A grammar rule is an expression of the form t( 1 ; : : :; n ) ! f(t 1 ; : : :; t k )
where t 2 T n T 0 , 1 ; : : :; n are distinct type variables, f 2 F T 0 , t 1 ; : : :; t k 2 Term(T ; f 1 ; : : :; n g), and n 0, k 0 are the arities of respectively t; f. Note that a rule contains at most one symbol from the object language. A rule containing type variables is considered a shorthand for a possibly in nite set of rules without type variables. If the main symbol of t is in T n T 0 then t 0 is a term such that t ! t 0 is a ground rule of R and c 0 is true, Otherwise t 2 T 0 and t is rewritten according to the prede ned meaning of t. For CLP(FD) we use T 0 = f any; ground; nat; neg; anyfd g and t 0 is as follows. If t is any then t 0 is any term and c 0 is true. If t is ground then t 0 is any ground term and c 0 is true. If t is nat or neg then c 0 is true and t 0 is an integer constant, respectively natural (i.e. non negative) or negative.
If t = anyfd then either t 0 is a variable x and c 0 is a constraint x 2 S, where S is a nonempty nite set of natural numbers, or t 0 is a natural constant and c 0 is true. Constrained terms of the form x 2S ] x, occurring in type anyfd, correspond to domain variables of CLP(FD). Notice that non-ground constrained terms can be derived only if type constants any or anyfd occur in the derivation 8 . 7 We don't distinguish e from true ] e.
By a principal symbol of a rule t(: : :) ! t 0 , where t 0 2 T 0 , we mean any f 2 F such that t 0 can be rewritten into : : : ] f(: : :). By a principal symbol of t(: : :) ! f(: : :), where f 2 F, we mean f.
A parametric regular term grammar with constraints (shortly: \grammar") is a nite set R of grammar rules satisfying two conditions. 1. No two distinct rules of R have a common principal symbol. 2. For every ground type term t, the set Dep R (t) := f t 0 2 Term(T ; ;) j t ) u; t 0 is a subterm of u g is nite. Informally, only a nite set of type terms may appear in all the derivations starting from a given t 9 For the latter requirement it is su cient that, for every rule t(: : :) ! f(: : :) of R, no type variable occurs in f(: : :) at a depth greater than 2. For instance f(t 0 ( )) is allowed, but f(t 0 (t 00 ( ))) not. So the set R from Ex. 2.1 is a grammar.
A grammar de nes a type for any ground type term (more generally, for any term built of type and function symbols). The type speci ed by a term t contains all the constrained terms (of the object language) that can be derived from t. Additionally To be compatible with the semantics of CHIP, we will consider any nite domain constraint of the form t 2 D to be unsatis able whenever t is not a variable and not a numeric constant. This decision does not lead to inconsistencies, as our semantics of CLP assumes syntactic uni cation (cf. Sect. 2.1). Thus the set of constrained terms derivable from anyfd is closed under the substitutions that preserve satis ability of constraints. The role of the latter requirement is to assure that any set de ned by a grammar can be de ned by a grammar without type variables. Similar restrictions appear in other approaches to type analysis (e.g. DZ92], the restriction formulated informally). Condition 2 makes the de ning power of term grammars comparable to that of deterministic root-to-frontier tree automata GS97]. Any type de ned by the former is { after removing the constrains { de nable by the latter and vice versa. 10 The set of constrained terms derived by ) is already closed under substitutions (those which preserve satis ability of constraints).
The latter illustrates the role of ccl in the de nition of Type. Applying the grammar rules results, for instance, in list(anyfd) ) X; Y 2 1::9 ] X; Y ] and the example constrained term is obtained by replacing X; Y 2 1::9 by a stronger constraint.
Type(list(any)) is the set of possibly non-ground lists (of the form c ] u 1 ; : : :; u k ], where k 0, u 1 ; : : :; u k are arbitrary terms and c is satis able). Type(any) is the set of all constrained terms.
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We use the formalism presented in this section for speci cations, both those provided by the user and those generated by the system. A speci cation of a program is given by a grammar as above and, for each predicate symbol p, by a pair of expressions of the form p(t 1 ; : : :; t n ), where t i are ground type terms (and n is the arity of p). The expressions specify, respectively, the call and success types of p.
Similarly, the considered class of initial goals is speci ed by a declaration of the form :?entry p(t 1 ; : : :; t n ).
The analysis and diagnosis algorithms of our system work with parameterless grammars. Parametric grammars are employed only in the user interface. Appropriate translation is performed using a library of type de nitions, augmented by the user's declarations. In this way the user faces familiar and meaningful type names instead of arti cial ones. For instance, assume that the system has to display a type t77 together with grammar rules t77 ! ]; t77 ! t78jt77]. It nds that they are an instance of the rules de ning list( ) (which are in the library) and displays list(t78) instead.
Example Diagnosis Session
This section gives an informal introduction to our diagnosis technique by demonstrating the use of the diagnoser on an example.
The input is a CHIP program augmented with an entry declaration specifying a class of initial goals. The result of an interactive diagnosis session is a speci cation describing the intended types of program predicates and error messages locating clauses responsible for incorrectness of the program w.r.t. this speci cation.
Example 3.1 We will demonstrate the use of our tool on the following erroneous nqueens program. The error is the misprint in the recursive de nition of safe where the erroneous call safe(T,X,K1) appears instead of safe(X,T,K1).
:-entry nqueens(nat,any). The :-entry declaration says that the predicate nqueens/2 should be called with a natural number constant as the rst argument and any term as the second argument.
This includes the special case of a variable as the second argument, which however cannot be stated separately in our speci cation language. The tool rst invokes the analyser which computes the call and success types of every predicate in the program. They can be inspected by the user 11 . Diagnosis should only be started if some of the computed types do not correspond to the user's expectations. In our example, the inspection of the main predicate shows:
Call-Type: nqueens(nat,any) Succ-Type: nqueens(nat,t67) t50--> ] t67--> nat|t50]
The call type comes from the entry declaration and the computed success type is described by a term grammar. The intended result should be a placement of n queens on the chessboard, represented by a list of natural numbers. So the expected success type of the second argument is list(nat) (as de ned by the grammar of Example 2.1), and not the type constructed. We request diagnosis of the inspected predicate. In response the diagnoser nds all predicates which may in uence its types and asks the user about their intended call and success types. The diagnosis algorithm will be explained and justi ed in the next Section. Figure 1 shows the graphical interface of the diagnoser. It has three information windows and a display. After completing the analysis phase the leftmost window shows all predicates of the program. The computed call and success types of a predicate can be displayed by clicking the predicate in this window. If they do not conform to the user's expectation, the diagnosis may be started by pressing the button \Diagnose". In response, the diagnoser displays in the \Ask" window a list of all types which may be needed to be speci ed for completing the diagnosis. At each step of the diagnosis session this window shows which types remain to be speci ed. The \User" window shows which types have already been speci ed. The error message is generated as soon as the set of already speci ed types makes it possible. It may not be necessary to specify all requested types.
The user selects an item from the \Ask" window. The corresponding type inferred by the analyser is shown in a display at the bottom. It may be accepted as a speci cation by pressing the \Accept" button. Alternatively, the \Change" button will trigger a pop-up window for writing a new speci cation, as illustrated in Figure 1 . The already speci ed types shown in the \User" window may be inspected and withdrawn (by pressing the button \Clear" or \Clear All"), if the user decides to specify them di erently.
In our example session we follow the speci cation order suggested by the diagnoser, and we provide one-by-one the following speci cations that re ect the rationale behind the program: (C)constrain queens/1: accept the computed call type constrain queens(list(anyfd)) (C)safe/3: new speci cation safe(anyfd,list(anyfd),nat) (S)safe/3: new speci cation safe(anyfd,list(anyfd),nat) (S)constrain queens/1: new speci cation constrain queens(list(anyfd)) 11 The computed call types of the built-ins are checked automatically. In our example this check fails for #n= and a warning is issued about a possibility of a run-time error. (As the speci cation of (C)nqueens/2 the tool uses the type from the entry declaration, as there are no recursive calls of this predicate). We do not need to specify the remaining two types, as at this moment the diagnoser displays the message: The number of types to be speci ed by the user to locate an error depends on the program, on the predicate for which the diagnosis was initiated, and on the user's choices of what to specify. This number is often rather small. However, in our example the request concerned the main predicate, so the initial \Ask" list included the types of all the predicates in the program (except for built-ins, whose types have been retrieved from a library, and the call-type of the main predicate).
Notice that in the example diagnosis began after the success type of nqueens/2 computed by the type analyser was found to be a proper subset of the expected type. This suggests incompleteness, i.e. the fact that some of the expected answers cannot be computed by the program. However, an error in a program often causes both incorrectness and incompleteness. Luckily, this was the case in the example even though the incorrectness was not visible in the type of the main predicate found by the analysis.
The Theoretical Setting
Now we describe the principles of our diagnosis approach. It considers the callsuccess semantics and partial correctness. This kind of diagnosis is usually called incorrectness diagnosis (as opposed to insu ciency or incompleteness diagnosis).
We are interested in speci cations that are closed under (satis ability preserving) substitutions and under constraint strengthening. Let cl denote such a closure of a set: cl(S) := ccl (f c ] u j c ]u 2 S; c satis able g). We assume that any specication S satis es cl(S) = S. Note that this is the case with the speci cations in our formalism of Section 2.2.
Correct and incorrect clauses
The purpose of diagnosis is to locate, for a given speci cation, incorrect clauses in a program. Intuitively, an incorrect clause is one which is the reason that some call or success in the computations violates the speci cation. As we deal with type speci cations, some readers may prefer a term \type incorrect clause." Formal denition of an incorrect clause is based on a proof method. In our former work DP98] we proposed a proof method for partial correctness of the call-success semantics w.r.t. monotonic speci cations. It can be seen as adaptation for CLP of a certain instance BC89] of the proof method of DM88]. A clause is incorrect if it violates the veri cation conditions of the method.
Here we informally present an alternative de nition of clause incorrectness, which does not refer to the proof method. The idea is that a clause is considered incorrect if it leads to an incorrect call or success, despite the rest of the program behaving correctly. This correct behaviour is modeled in the de nition below by unary clauses. If an incorrect call of p i (ũ i ) occurs in the derivation then we say that the pre x p 0 (ũ 0 ) p 1 (ũ 1 ); : : :; p i (ũ i ) of C is incorrect. (If an incorrect success of p 0 (ũ 0 ) occurs, we will say that whole C is an incorrect pre x).
Notice that constraint predicates may occur in the body of the clause C above.
From the soundness of the proof method it follows that if all the clauses of a program P are correct and the goals in G are correct (G f A j A 2 S g) then P with G is correct (in other words CS(P; G) S). Hence: Proposition 4.2 Consider a speci cation S. Let P be a program and G a set of correct atomic initial goals. If the program is incorrect (CS(P; G) 6 S) then it contains an incorrect clause.
The reverse of the theorem does not hold. The reason is that a speci cation for some predicates may be too weak 12 . The example below shows that, in a given class of speci cations, a su cient speci cation may not exist. It can be proved that such examples exist for any speci cation formalism.
12
For instance take P = fp(x) q(x); q(a) g and G = fp(x)g. Let P with G be correct w.r.t. a speci cation S (so CS(P; G) S) and let S contain p(x) and q (x) but not p (x). Then clause p(x) q(x) is incorrect; using Q = fq(x) trueg it is easy to construct a derivation like in Def. 4.1 leading to a success p(x). Example 4.3 Take the speci cation formalism of Sect. 2.2 and a clause p( X ) :-prime( N ), q( N, X ).
Assume that prime succeeds always with a prime number and that q(N,X) succeeds with X bound to a natural number if N is prime, and to a negative integer if N is not prime. Assume initial goals of the form p(: : :).
We can construct speci cations such that the success type of p is p(nat) and the program is correct. However for each such speci cation, either the clause above or some other clause of the program is incorrect. (The best speci cation we can have for the success type of the argument of prime is the set of natural numbers nat.) 2
Incorrectness diagnosis
In this section we derive an algorithm for locating in a program the clauses incorrect w.r.t. a given speci cation. Whenever possible the algorithm additionally locates an incorrect clause pre x. We also show how the algorithm is able to work with partial speci cations.
Consider all the derivations as in the De nition above. Consider the set of the calls and that of the successes occurring in these derivations, represented as a single set T C (S) of annotated constrained atoms. The clause is correct i T C (S) S:
As function T C is in general uncomputable, this check is not e ective.
Assume that speci cations are expressed in an e ective way (for instance by the formalism of Section 2.2). Assume that we have a computable approximation of T C , i.e. a computable function T A C over speci cations such that T C (S) T A C (S) (for all speci cations S expressible in the formalism used). We show later how we compute T A C . If the check for is decidable, this gives a decision procedure for T A C (S) S. For a speci cation S, we will say that clause C is abstractly correct if T A C (S) S.
Obviously, abstractly correct clauses are correct and thus:
Proposition 4.4 Consider a speci cation S. If all the clauses of P are abstractly correct then P is correct (if the initial goals are correct). The reverse may not hold, for a particular T A it may happen that T C (S) S but T A C (S) 6 S. The proposition gives an algorithm for error diagnosis. Checking whether T A C (S)
S for each clause of P makes it possible to nd the set of abstractly incorrect clauses of P. Each incorrect clause of P is in this set. (On the other hand it may contain correct clauses). If the set is empty then the program is correct w.r.t. S.
Actually, it is possible to locate as erroneous fragments of a program which are smaller than a clause. Function T C for a clause C = H A 1 ; : : :; A n can be represented as the union T C (S) = S n+1 i=1 T C;i (S). Each T C;i describes, speaking informally, the set of calls of A i (or successes of H, when i = n+1) in the derivations considered in De nition 4.1. T C (S) 6 S i T C;i (S) 6 S for some i; if i < n then the pre x H A 1 ; : : :; A i?1 of C is incorrect. Given a computable approximation of T C;i , we obtain a notion of an abstractly incorrect clause pre x and an e ective way of locating all such pre xes in the program.
For the speci cation formalism of Sect. 2.2, one actually obtains an algorithm computing exactly cl T C;i . For such speci cations S = cl(S), hence cl(T ::: (S)) S i T ::: (S) S. So the diagnoser locates exactly the clauses (or clause pre xes) incorrect w.r.t. the speci cation. Such a clause is indeed erroneous and has to be corrected, unless the speci cation is too weak, as discussed in the previous section.
The algorithm computing cl T C;i will be presented in the next section.
We are interested in diagnosis with partial speci cations. In such speci cations descriptions of some (call or success) types are missing. In principle, to check the correctness of a clause, the descriptions of all the relevant types are needed. However a simple and, we believe, rather useful improvement is possible. Consider a partial speci cation S. Let S ? be S with all the missing types speci ed as ;. Let S + be S with all the missing types speci ed as a most general type (of the form p(any; : : :; any)). Let S 0 be a complete speci cation, i.e. a speci cation obtained from S by adding all the missing types. Obviously S ? S 0 S + . From the monotonicity of T C we obtain the following properties. If T C (S ? ) 6 S + then C is incorrect w.r.t. S 0 . If T C (S + ) S ? then C is correct w.r.t. S 0 .
The error locating algorithm
Here we informally explain the algorithm computing T C;i ; in other words, computing from a given speci cation the call types for the body atoms and the success type of the head of a clause C. If the computed type is not included in the respective speci ed type an error message is issued.
For simplicity of the presentation we assume that the predicates are unary C = p 0 (u 0 ) p 1 (u 1 ); : : :; p n (u n ). Speci cation S provides the call type S 0 for the argument of p 0 and, for i = 1; : : :; n, the success type S i for the argument of p i . We have to compute the call types R i for the arguments of the predicates in the body and the succes type R n+1 for the argument of p 0 . The arguments of the clause atoms are terms. Their possible instantiation at call/success is described by the respective types and determines the instantiation of the variables of C. The latter instantiation can be described by types obtained by the following deconstruction operations.
Let u X 1 ; : : :; X n ] be a term with X 1 ; : : :; X n being the occurences of variables in u. (Thus e.g. u w; X 2 ; : : :; X n ] is u with the rst variable occurrence replaced by w). The deconstruction operation is de ned by u ?i (S) := f c ]w i j c ] u w 1 ; : : :; w n ] 2 S g (for any set S of constrained terms and 1 i n). Roughly speaking, we take from S all the constrained terms of the form c ]u w 1 ; : : :; w n ] and extract w i from them. For instance taking type list(nat) from Example 2.1, X 1 jX 2 ] ?1 (list(nat)) = nat and X 1 jX 2 ] ?2 (list(nat)) = list(nat).
A reverse operation of construction is also de ned. Knowing the types of possible instantiations of the variables in a term we can provide a type describing the instantiations of the term. The construction operation is given by u(T 1 ; : : :; T n ) := f c 1 ; : : :; c n ] u w 1 ; : : :; w n ] j c i ] w i 2 T i for i = 1; : : :; n g (for any sets T 1 ; : : :; T n of constrained terms). For instance, ajX 1 ](list(nat)) is the set of nonempty lists with the rst element a and the remaining elements from type nat. This type t can be described by the rules: t ! t1jlist(nat)]; t1 ! a. Now we are ready to present the details of computing R i+1 . Let u n+1 stand for u 0 . Consider a variable X occurring in u i+1 . For each 0 j i and for each occurrence Y k of X in u j = u j Y 1 ; : : :; Y l ] we compute u ?k j (S j ). The intersection of these types S X = T j T k u ?k j (S j ) is, speaking informally, the set of possible values of X after the success of p i (u i ) (in the derivations considered in Def. 4.1). Let u i+1 with all its variable occurrences be u i+1 X 1 ; : : :; X m ]. Now R i+1 = u i+1 (S X 1 ; : : :; S Xm ).
Generalization of the above for non unary predicates is rather obvious. Given algorithms for intersection, deconstruction and construction for types represented by grammars of Section 2.2, we obtain an algorithm for computing T C;i .
The diagnosis tool
This section surveys main design decisions of the existing prototype implementation of our tool. Its main components are the analyser that computes types (which approximate the actual semantics of a given program) and the diagnoser locating erroneous clauses. They have some common parts.
The principles of the analysis are described in a separate paper DP99]. The analyser and the diagnoser share a basic component, which computes cl T C;i as described in Sect. 4.3. The algorithm is implemented in SICStus Prolog, the implementation is based on that by GdW94]. We made several lower level improvements to the original algorithm, like introducing more e cient data structures; our analyser is, approximately, four times faster. The type analysis algorithm constructs call and success types of the predicates de ned by program clauses, thus computing an approximation of their call-success semantics. To be able to deal with real programs, it uses a library of type speci cations of built-in predicates. Similarly it is able to deal with fragments of programs (for instance with programs under development). In the latter case the user is required to provide type descriptions for the unde ned predicates.
The types constructed by the analyser are on request shown to the user, who may decide to start diagnosis, as illustrated by Example 3.1. The diagnosis relies on the type speci cation provided interactively by the user. As discussed in Section 3, the speci cation process is supported by the possibility of accepting some types constructed in the analysis phase as speci ed ones. It is also restricted to the predicates relevant for the diagnosed predicate. Moreover, the list of types is sorted, so that types that are needed to verify many clauses are on the top. Specifying types in this order often results in nding an error earlier. The user may stop the diagnosis at the rst error message. Alternatively, the diagnosis may be continued by providing further speci cations. When all the requested types are eventually speci ed, all the incorrect clause pre xes (relevant for the diagnosed predicate) are located and reported to the user.
An error message contains an incorrect clause. Its incorrect pre x is indicated by referring to the atom whose type computed by the algorithm of Section 4.3 is not a subset of the respective speci ed type. This atom is the head of C or the last atom of an incorrect pre x.
The speci cation provided by the user is stored by the diagnoser and may be re-used during further diagnosis sessions.
Related Work
A general idea of using semantic approximations for location of errors was discussed in our previous work BDD + 97]. A related approach is that of HPB99]. It deals with a substantially wider class of program properties than our tool. It also includes run-time checks for properties which cannot be dealt with statically. However it does not aim at locating errors automatically.
The static diagnosis technique presented here is similar to the abstract diagnosis of CLMV99]. The latter requires that the space of possible speci cations forms a Galois insertion with the semantics of the programming language. This requirement is not satis ed by systems of regular types, such as ours, due to nonexistence of an abstraction function DP98, Pie98]. Unlike our approach, the work of CLMV99] is not focused on implementing a tool, but rather on theoretical aspects of the diagnosis problem. A related idea is that of algorithmic debugging (declarative diagnosis) Sha82, Llo87a] . However that framework does not work at compile time; it exploits a particular run of a program resulting in an error symptom.
The design of our tool is a novel contribution, but its components and principles are based on existing ideas and techniques of logic programming, which however require extension and adaptation to CLP.
Our concept of what is an error is related to violation of a veri cation condition in a proof method for partial correctness of run-time properties. Several such methods has been discussed, e.g. DM88, BC89, DP98].
The decision to use term grammars as a speci cation language made it possible to extend for our purposes the well-known results and techniques on regular sets and regular term grammars and the techniques of computing regular descriptive types for logic programs. There is a vast literature about it (see e.g. the surveys in GS97, Mil99] ). More speci cally, our term grammars can be directly linked to regular term grammars of DZ92]. They provide \ad hoc" extension of the latter for dealing with CLP over nite domains. In Pie98] we present a more systematic and more general way for extending regular term grammars with constraints. Our program analysis method is based on the technique proposed for logic programs in GdW94]. One of the reasons of this choice was that we were able to re-use a part of the analyser code for diagnosis. It may be worth investigation whether the functionality of our diagnosis tool can be as easily obtained with a di erent algorithm for constructing types.
Our approach to types di ers substantially from the so called prescriptive approaches, like that proposed by MO84], with a semantic explanation provided by LR91]. In contrast to the latter, our types allow sub-typing and do not require unique typing of function symbols, i.e. a function symbol in our system may have many di erent types. Types in our approach are sets of (constrained) terms/atoms, which approximate the meaning of programs. In particular, we use them to approximate the call-success semantics. The semantics is based on untyped logic with a single interpretation domain. The semantics of prescriptively typed programs is based on a typed logic with multiple domains. Our \type declarations" are speci cations, type-correctness of a program is a semantic notion. Type-incorrect programs still have a well-de ned meaning. Types in prescriptive typing are syntactic constructs. Correctness w.r.t. type declarations is a syntactic notion; a program not satisfying the syntactic conditions of type correctness does not have any meaning.
Our types include information about how terms are instantiated. For instance, a type containing an unbound variable can be distinguished from its subset type not containing an unbound variable but a CLP(FD) domain variable x 2S ] x. The latter can be distinguished from its subset not containing x 2 S ] x but only its ground instances. This makes it possible to prove absence of a certain kind of runtime errors. For example, we can prove that the second argument of is at call is a ground arithmetic expression. This fact cannot be expressed in the prescriptive framework of MO84, LR91] .
Inference of the prescriptive types is usually done under the assumption that the types of all functions are known. Our analyzer does not require such an information for inferring types which approximate the call-success semantics of the program.
Our work was initially described in CDMP98, CDP99]. Since then, the presentation of the method has been substantially changed and improved. This includes changing the type description formalism. The implementation has been further developed. This includes: designing and implementing a graphical user interface, improving the e ciency of the analysis algorithm and treatment of programs with delays (the latter will be described in a forthcoming paper).
Conclusions
By extending to CLP some techniques of LP and combining them in an innovative way we constructed an interactive tool that facilitates location of errors in CHIP programs. The principles of our approach can be summarized as (1) automatic synthesis of descriptive types, which are easy to understand by the user, (2) automatic location of the errors by comparing them with user provided type speci cation, (3) minimizing and facilitating the speci cation e ort. As a side e ect of a diagnosis session a speci cation of the program is obtained which may be used in future diagnosis and for documentation purposes.
The method deals with partial correctness. In contrast to most of debugging tools, it works at compile time. It can locate errors without any information about error symptoms. The approach can be seen as a kind of type checking. However, it does not impose any type discipline on the program, it does not require providing type declarations in advance and it often requires only a part of these declarations.
As the class of considered speci cations is restricted, many errors are outside of the scope of the method. On the other hand, the diagnosis algorithm locates exactly those clauses (and clause pre xes) that are incorrect w.r.t. the speci cation. The role of static typing of programming languages in discovering program errors is wellknown. We believe that the presented approach adds to untyped CLP languages the advantages of static typing.
The topics of future research include: porting the tool to other constraint domains, better treatment of delays, improving the e ciency of the analyser and inclusion of parametric polymorphism 13 .
