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Abstract
We consider an algebraic set W in Rn, de+ned by the vanishing of k (0¡k ¡n) polynomials,
to which we associate a polynomial algebra AR. Assuming that AR is a +nite dimensional
vector space over R, we prove that the complexi+cation WC of W is a complete intersection of
codimension k with at most isolated singularities and that
(W ) +
s∑
i=1
	i ≡ dimR AR mod 2;
where the 	i are the Milnor numbers of the singularities lying in W . We also obtain a formula
for the semi-characteristic of the link at in+nity of W . For the special cases of curves and
odd-dimensional hypersurfaces, we show how to re+ne our formulas. c© 2001 Elsevier Science
B.V. All rights reserved.
MSC: 14P25
1. Introduction
Let F = (F1; : : : ; Fk) : Rn → Rk , with 0¡k ¡n, be a polynomial mapping and let
FC be its complexi+cation. Let !=x21 + · · ·+x2n be the square of the distance function.
We denote R[x1; : : : ; xn] the ring of polynomials by R[x]. We consider the ideal I
generated in R[x] by F1; : : : ; Fk and all (k + 1)× (k + 1) minors
@(!; F1; : : : ; Fk)
@(xi1 ; : : : ; xik+1)
;
and the ideal I ′ generated by F1; : : : ; Fk . We call IC and I ′C their respective complexi-
+cations.
We assume that the polynomial algebra AR = R[x]=I is a +nite-dimensional vector
space over R. This implies that I ′C is a radical ideal, that WC = F
−1
C (0) is a complete
intersection of codimension k with at most isolated singularities (see Lemma 2.1) and
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so W is of one of the following types:
1. empty,
2. a +nite set of points,
3. a smooth real manifold of codimension k,
4. a real manifold of codimension k with at most isolated singularities.
Now we choose R  0 su%ciently big so that W ∩ BR, where BR is the ball of
radius R, is a deformation retract of W (see [7,8]). Let K =W ∩ SR, where SR is the
sphere of radius R, be the link at in+nity of W and let  (K) = 12dimZ2 (H∗(K;Z2))
be the semi-characteristic of K . Let {q1; : : : ; qs} be the set of singularities of W , i.e.
{q1; : : : ; qs} = WC ∩ Rn, where WC is the set of singularities of WC. According to
Dudzinski et al. [13], in cases 1 and 3,
 (K) ≡ (W ) ≡ dimR ARmod 2:
Our +rst aim is to generalize this result to the cases 2 and 4. We will +rst prove
(see Theorem 2.2):
Theorem. Assume that dimR AR ¡+∞. Then
 (K) ≡ (W ) +
s∑
j=1
	j ≡ dimR ARmod 2;
where 	j is the Milnor number of F at the singularity qj.
It is a mod 2 relation and one may ask when it is possible to get a +ner result. In
cases 1 and 3, Szafraniec [33] de+ned two bilinear symmetric forms  and M such
that
(W ) =
{
(−1)ksignature if n− k is odd;
signatureM if n− k is even:
We will +rst generalize this result to the cases 2 and 4 when W is an odd-dimensional
hypersurface, i.e. k = 1 and n is even. In fact, we will construct a bilinear symmetric
form  on AR and we will show (see Theorem 4.3):
Theorem. Assume that dimR AR ¡+∞. Then
1
2
(K) = (W )−
s∑
j=1
degqj∇F =−signature;
where degqj∇F is the topological degree of ∇F at the singularity qj.
Then we will investigate the case of curves, i.e. k = n − 1. We will consider the
polynomial mapping H : Rn → Rn de+ned by
H =
(
F1; : : : ; Fn−1;
@(!; F1; : : : ; Fn−1)
@(x1; : : : ; xn)
)
:
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We will call bj the number of half-branches of W at the singularity qj for all j ∈
{1; : : : ; s} and we will call b∞ the number of half-branches of W at in+nity. We will
prove (see Theorem 5.2):
Theorem. The set H−1(0)⊂BR for R su7ciently big and
(W )− s+ 1
2
s∑
j=1
bj =
1
2
b∞ = (−1)n−1deg|SR h;
where deg|SR h is the topological degree of
h : SR → Sn−1
x → H||H || :
If we further assume that dimR AR ¡ +∞, we will be able to construct a bilinear
symmetric form  on AR and we will obtain as a corollary of the previous theorem
(see Corollary 5.3):
Corollary. Assume that dimR AR ¡+∞. Then
(W )− s+ 1
2
s∑
j=1
bj =
1
2
b∞ = (−1)n−1signature:
The paper is organized as follows: in Section 2, we prove our general formula; in
Section 3, we recall some facts about Frobenius algebras which will be useful for the
study of odd-dimensional hypersurfaces in Section 4 and for the study of curves in
Section 5. Some examples are given in Section 6.
All these formulas are global versions of formulas for the local analytic case. The
general local case was studied in [13,16,32,35] the case of hypersurfaces in [5,20,24,35]
and the case of curves in [2–4,10–12,28,31].
The examples are computed with a program written by Andrzej Lecki. The author is
very grateful to him and Zbigniew Szafraniec for giving him this program and to Karim
Bekka for his helpful remarks and comments. He would like also to thank Gert-Martin
Greuel for the end of the proof of Lemma 2.1.
2. The formula for the general case
In this section, we give the proof for the +rst formula announced in the introduction.
We recall that F = (F1; : : : ; Fk) : Rn → Rk ; 0¡k ¡n, is a polynomial mapping and
that W = F−1(0). Let WC = F−1C (0) be the complexi+cation of W . We assume that
dimR AR ¡+∞.
Lemma 2.1. The set WC is a complete intersection of dimension n− k with isolated
singularities and I ′C is a radical ideal.
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Proof. Let x ∈ WC and x ∈ V (IC), where IC is the complexi+cation of I . This means
that there is (k + 1)-tuple (i1; : : : ; ik+1) such that
@(!; F1; : : : ; Fk)
@(xi1 ; : : : ; xik+1)
(x) = 0;
which clearly implies that there exists a k-tuple (j1; : : : ; jk) with {j1; : : : ; jk}⊂{i1; : : : ; ik+1}
such that
@(F1; : : : ; Fk)
@(xj1 ; : : : ; xjk )
(x) = 0:
Since dimR AR ¡+∞; V (IC) is a +nite set of points and we can conclude that WC \
V (IC) is a smooth complex manifold of dimension n−k and thus WC is a set-theoretic
complete intersection with isolated singularities. This implies that C[x]=I ′C is Cohen–
Macaulay. But, since the critical locus of WC is zero-dimensional, we can apply Lemma
1:1 of [21] and we get that C[x]=I ′C is reduced. It follows that I
′
C is radical and that
WC is a complete intersection.
We write
V (IC) = {p1; : : : ; pm} ∪ {pm+1; pm+1; : : : ; pl; pl};
where V (I) = V (IC) ∩ Rn = {p1; : : : ; pm}. We decompose V (I) into two subsets:
V (I) = {q1; : : : ; qs} ∪ {v1; : : : ; vr};
where {q1; : : : ; qs} = W is the set of singularities of W and {v1; : : : ; vr} is the set of
critical points of !|W\W . For each i ∈ {1; : : : ; r}, let OR; vi be the ring of analytic germs
de+ned at vi, let IR; vi be the ideal generated in OR; vi by F1; : : : ; Fk and all (k+1)×(k+1)
minors
@(!; F1; : : : ; Fk)
@(xi1 ; : : : ; xik+1)
and let AR; vi =OR; vi =IR; vi . Similarly, we de+ne for each j ∈ {1; : : : ; s}, AR; qj =OR; qj =IR; qj .
It is well known that
dimR AR ≡
r∑
i=1
dimR AR; vi +
s∑
j=1
dimR AR; qj mod 2:
We are now ready to prove our result.
Theorem 2.2. Assume that dimR AR ¡+∞. Then
 (K) ≡ (W ) +
s∑
j=1
	j ≡ dimR ARmod 2;
where 	j is the Milnor number of F at the singularity qj.
Proof. Since V (I) consists of a +nite number of points, we can choose R su%ciently
big so that V (I)⊂BR, where BR is the ball centered at the origin with radius R. This
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implies that W ∩ BR is a deformation retract of W , because the proper function !|W
has no critical points outside W ∩BR, and (W ) = (W ∩BR). For each j ∈ {1; : : : ; s},
let Bj be a small sphere centered at qj. Let
M = (W ∩ BR)
∖
s⋃
j=1
Int(Bj):
It is a smooth manifold with boundary of dimension n − k. Now we choose a small
% ∈ R and we put
M% = (F−1(%) ∩ BR)
∖
s⋃
j=1
Int(Bj):
From Ehresmann’s +bration theorem (see [36]), we know that M% is diMeomorphic to
M , hence (M) = (M%). Now by the Mayer–Vietoris sequence
(F−1(%) ∩ BR) = (M%) +
s∑
j=1
(F−1(%) ∩ Bj)−
s∑
j=1
(F−1(%) ∩ @Bj):
Similarly
(W ∩ BR) = (M) +
s∑
j=1
(F−1(0) ∩ Bj)−
s∑
j=1
(F−1(0) ∩ @Bj);
(W ∩ BR) = (M) + s−
s∑
j=1
(F−1(0) ∩ @Bj);
since for all j ∈ {1; : : : ; s}, F−1(0)∩Bj is contractible. Combining these two equalities
gives
(W ) = (F−1(%) ∩ BR)−
s∑
j=1
(F−1(%) ∩ Bj) +
s∑
j=1
(F−1(%) ∩ @Bj)
+ s−
s∑
j=1
(F−1(0) ∩ @Bj):
If we choose % su%ciently small then for all j ∈ {1; : : : ; s}, F−1(%)∩@Bj is diMeomorphic
to F−1(0) ∩ @Bj and we +nally obtain
(W )−

 s∑
j=1
1− (F−1(%) ∩ Bj)

= (F−1(%) ∩ BR):
According to Wall [35] (see also [16]), for all j ∈ {1; : : : ; s}
1 + (F−1(%) ∩ Bj) ≡ 	j mod 2;
which implies that
(W ) +
s∑
j=1
	j ≡ (F−1(%) ∩ BR)mod 2:
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We must prove that
(F−1(%) ∩ BR) ≡ dimR ARmod 2;
and that
 (K) ≡ (F−1(%) ∩ BR)mod 2:
It is well known that
dimR AR =
m∑
i=1
dimR AR;pi mod 2;
dimR AR =
r∑
i=1
dimR AR; vi +
s∑
j=1
dimR AR; qj mod 2:
We choose a function !˜ : Rn → R which uniformly approximates ! in the Whit-
ney C2-topology and such that !˜ = ! on {x | |x| ≥ R} and !˜|F−1(%)∩BR has only
non-degenerate critical points in {x | |x|¡R}. For j ∈ {1; : : : ; s}, let !j = ! − !(qj)
and let {qj1; : : : ; qj'( j)} be the non-degenerate critical points of !˜|F−1(%)∩BR lying near
qj. It is clear that they also are the non-degenerate critical points of the Morse function
!˜ − !(qj)|F−1(%)∩BR and that this latter function approximates !j|F−1(%)∩Bj . In [16], we
proved that if dimR OR; qj =I˜R; qj ¡ +∞, where I˜R; qj is the ideal generated in OR; qj by
F1; : : : ; Fk and all the (k + 1)× (k + 1) minors
@(!j; F1; : : : ; Fk)
@(xi1 ; : : : ; xik+1)
;
then
'(j) ≡ dimR
OR; qj
I˜R; qj
mod 2:
Since I˜R; qj = IR; qj and dimR AR; qj ¡+∞, we conclude that
'(j) ≡ dimR AR; qj mod 2:
For i ∈ {1; : : : ; r}, let {vi1 ; : : : ; vi((i)} be the set of non-degenerate critical points of
!˜|F−1(%)∩BR lying near vi. Similarly, we have
((i) ≡ dimR AR; vi mod 2:
Morse theory (see [23,26]) tells us that
(F−1(%) ∩ BR) ≡
r∑
i=1
((i) +
s∑
j=1
'(j)mod 2:
Now it is easy to see that
(F−1(%) ∩ BR) ≡ dimR ARmod 2:
For the other equality, we use the fact that
 (K) =  (F−1(%) ∩ SR);
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and that
 (F−1(%) ∩ SR) ≡ (F−1(%) ∩ BR)mod 2:
This latter equality is given in [13] but a more precise proof can be found in [1,
Proposition 3:4].
3. The global residue or Kronecker symbol
In this section, we recall the construction of the global residue (or Kronecker symbol)
on zero-dimensional polynomial algebras and we give its main properties. Actually we
present Szafraniec’s generalization [33] of the global residue [6,9,25,30].
Let F=(f1; : : : ; fN ) : Rn → RN , where N ≥ n, be a polynomial mapping. We denote
R[x1; : : : ; xn] by R[x]. Let AR = R[x]=(F) and let us assume that dimR AR ¡+∞; AR
is in that case a zero-dimensional polynomial algebra (a proof of this result, which relies
on Hilbert’s Nullstellensatz, can be found in [22]). Let VC (resp. VR) be the set of com-
mon zeros in Cn (resp. Rn) of f1; : : : ; fN ; VC is a +nite set of points and we can write
VC = {p1; : : : ; pm} ∪ {pm+1; pm+1; : : : ; ps; ps};
where VR = VC ∩Rn = {p1; : : : ; pm} and VC \ VR consists of pairs of conjugate points.
We denote AR;pj (resp. AC;pj) the local algebra OR;pj =(F) (resp. OC;pj =(F)) where
OR;pj (resp. OC;pj) is the ring of real (resp. complex) analytic germs at pj.
Let +i :AR → AR;pi ; i = 1; : : : ; m, be the projection such that +i(f) is the residue
class of f in AR;pi . In the same way, we de+ne +j :AR → AC;pj ; j=m+1; : : : ; s. The
natural projection
+ :AR → AR;p1 × · · · × AR;pm × AC;pm+1 × · · · × AC;ps ;
f → (+1(f); : : : ; +m(f); +m+1(f); : : : ; +s(f))
is an isomorphism of R-algebras.
For 1 ≤ i; j ≤ n, we de+ne
Ti; j(x; y) =
fi(y1; : : : ; yj−1; xj; : : : ; xn)− fi(y1; : : : ; yj; xj+1; : : : ; xn)
xj − yj :
It is easy to see that Ti; j(x; y) de+nes a polynomial in R[x; y]. We de+ne a natural
projection R[x; y]→ AR ⊗ AR by
x.11 · · · x.nn y/11 · · ·y/nn → x.11 · · · x.nn ⊗ y/11 · · ·y/nn :
Let T be the image of det [Ti; j(x; y)] in AR ⊗ AR. Let d= dimR AR and let e1; : : : ; ed
be a basis in AR. Then dimR AR ⊗ AR = d2 and the ei ⊗ ej; 1 ≤ i; j ≤ d, form a basis
in AR ⊗ AR. Thus there exist tij ∈ R such that
T =
d∑
i; j=1
tijei ⊗ ej =
d∑
i=1
ei ⊗ eˆ i ;
where eˆ i =
∑d
j=1 tijej.
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Theorem 3.1. Assume that for all p ∈ VC; (f1; : : : ; fN ) = (f1; : : : ; fn) in OC;p. Then
eˆ1; : : : ; eˆ d form a basis in AR.
Proof. See [33, pp. 353–354].
Hence we can +nd a1; : : : ; ad in R such that 1= a1eˆ1 + · · ·+ adeˆd in AR. We de+ne
a linear functional 4 :AR → R in the following way:
4(g) = a1b1 + · · ·+ adbd if g= b1e1 + · · ·+ bded in AR:
For all 1 ≤ i ≤ s, let 6i :AK;pi → AR denote the restriction of +−1 to
{0} × · · · × AK;pi × · · · × {0};
where K = R or C and let 4i = 4 ◦ 6i be the natural restriction of 4 to AK;pi . Let
h(x) =
@(f1; : : : ; fn)
@(x1; : : : ; xn)
(x)
and write hi =+i( Ph) where Ph is the image in AR of h. Then we have
Theorem 3.2. Assume that for all p ∈ VC; (f1; : : : ; fN ) = (f1; : : : ; fn) in AC;p. Then
for all i ∈ {1; : : : ; s}; 4i(hi)=dimK AK;pi . In particular; for all i ∈ {1; : : : ; s}; 4i(hi)¿ 0.
Proof. See [33, pp. 353–354].
Remark 3.3. When N = n it is clear that the assumption holds. In that case, 4 is the
usual global residue [6,9,25,30].
Let u ∈ R[x1; : : : ; xn] and let us de+ne the following bilinear symmetric form u by
u(g1; g2) = 4(ug1g2). We have
Theorem 3.4. u is non-degenerate if and only if u(p) = 0 for every p ∈ VC.
Proof. See [33, p. 353] or [34, p. 304].
For all 1 ≤ j ≤ m, let ju be the bilinear symmetric form de+ned on AR;pj by
ju(g1; g2) = 4j(ug1g2). Then
Proposition 3.5. signature u =
∑m
j=1 signature 
j
u.
Proof. It is clear.
Now we investigate the case u degenerate. For e ≥ dimR AR, let ue be the bilinear
symmetric form de+ned on AR by ue(g1; g2) = (ueg1g2) and let 
j
ue be the natural
restriction of ue to AR;pj . We have
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Proposition 3.6. If u is degenerate then there exists p ∈ VC such that u(p)=0 and
signatureue =
∑
j=u(pj)=0
signaturejue :
Proof. See [14, Proposition 4:1] or [15, Proposition 2:7]
4. A formula for odd-dimensional hypersurfaces
In this section, we investigate the case of an odd-dimensional hypersurface with
isolated singularities.
Let F : Rn → R; n even, be a polynomial, let ! = x21 + · · · + x2n and let I be the
ideal generated in R[x] by F and all the 2× 2 minors @(!; F)=@(xi; xj); 1 ≤ i; j ≤ n.
We call W =F−1(0) and WC its complexi+cation. We still assume that the polynomial
algebra AR = R[x]=I is +nite-dimensional as a vector space over R. This implies (see
Lemma 2.1) that WC is a complex hypersurface with isolated singularities. We write
V (IC) = {p1; : : : ; pm} ∪ {pm+1; pm+1; : : : ; pl; pl}= {p1; : : : ; pt};
where V (I) = V (IC) ∩ Rn = {p1; : : : ; pm}. We decompose V (I) into two subsets:
V (I) = {q1; : : : ; qs} ∪ {v1; : : : ; vr};
where {q1; : : : ; qs} = W is the set of singularities of W and {v1; : : : ; vr} is the set of
critical points of !|W\W . For each i ∈ {1; : : : ; t}, let OK;pi (K = R or C) be the ring
of analytic germs de+ned at pi, let IK;pi be the ideal generated in OK;pi by F and all
the 2 × 2 minors @(!; F)=@(xi; xj); 1 ≤ i; j ≤ n, and let JK;pi be the ideal generated
by F and the minors mj = @(!; F)=@(x1; xj); 2 ≤ j ≤ n. Let AK;pi = OK;pi =IK;pi and let
A′K;pi = OK;pi =JK;pi . Let
h=
@(F;m2; : : : ; mn)
@(x1; : : : ; xn)
:
After a suitable change of the origin and coordinates, we can assume that 0 ∈ WC and
that for all i ∈ {1; : : : ; t} x1(pi) = 0. With these assumptions, we have
Lemma 4.1. For all i ∈ {1; : : : ; t}; IC;pi = JC;pi :
Proof. Let j; k ∈ {2; : : : ; n}. Developing the following determinant along the +rst line∣∣∣∣∣∣∣∣
x1 xj xk
2x1 2xj 2xk
@F
@x1
@F
@xj
@F
@xk
∣∣∣∣∣∣∣∣
;
we get
x1
@(!; F)
@(xj; xk)
− xj @(!; F)@(x1; xk) + xk
@(!; F)
@(x1; xj)
= 0 in OC;pi :
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Since x1 is invertible in OC;pi , this proves that the minor @(!; F)=@(xj; xk) belongs to
JC;pi and hence IC;pi = JC;pi .
Using this lemma and Szafraniec’s generalization (see previous section) of the
global residue, there exists a linear functional 4 :AK → K such that for all i ∈
{1; : : : ; t}; 4(hi) = dimK AK;pi , where hi is the residue class of h in AK;pi .
With 4 we construct the following bilinear symmetric form  on AR:
 :AR × AR → R de+ned by (g1; g2) = 4(g1g2)
Since AR is isomorphic to AR;p1 × · · · × AR;pm × AC;pm+1 × · · · × AC;pl we have, by
Proposition 3.5
Lemma 4.2. signature =
∑m
i=1 signature 
i where for all i ∈ {1; : : : ; m}; i is the
natural restriction of  to AR;pi :
We can now state our main result.
Theorem 4.3. Assume that
• dimR AR ¡+∞;
• F(0) = 0;
• for all p ∈ VC; x1(p) = 0;
then
1
2
(K) = (W )−
s∑
j=1
degqj ∇F =−signature;
where degqj∇F is the topological degree of ∇F at the singularity qj.
Proof. Let % be a su%ciently small regular value of F . Keeping the notations introduced
in the proof of the general case, we have
(W )−

 s∑
j=1
1− (F−1(%) ∩ Bj)

= (F−1(%) ∩ BR) = 12(K):
Now the Arnol’d, Wall and Khimshiasvili’s formula (see [5,20,24,35]) asserts that for
all j ∈ {1; : : : ; s} (F−1(%) ∩ Bj) = 1− degqj∇F so, it is enough to prove that
(F−1(%) ∩ BR) =−signature:
Let H : Rn → Rn be de+ned by H=(F;m2; : : : ; mn). Since for i ∈ {1; : : : ; m} dimR AR;pi
¡ +∞, we know that pi is isolated in H−1(0) and that, by the Eisenbud–Levine
formula (see [18,19]),
signaturei = degpi H;
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hence, by Lemma 4.2
signature=
m∑
i=1
degpi H:
We choose a function !˜ : Rn → R which uniformly approximates ! in the Whit-
ney C2-topology and such that !˜ = ! on {x | |x| ≥ R} and !˜|F−1(%)∩BR has only
non-degenerate critical points in {x | |x|¡R}. For i ∈ {1; : : : ; m}, let {pi1; : : : ; pi((i)} be
the set of non-degenerate critical points of !˜|F−1(%)∩BR lying near pi and let {:i1; : : : ;
:i((i)} be the set of their respective indices. From Morse theory (see [23,26]), we know
that
(F−1(%) ∩ BR) =
m∑
i=1
((i)∑
u=1
(−1):iu :
We will show in the remainder of the proof that for i ∈ {1; : : : ; m},
((i)∑
u=1
(−1):iu =−degpi H:
Since x1(pi) = 0, for all u ∈ {1; : : : ; ((i)} (@!˜=@x1)(piu) = 0. Now F−1(%) is smooth so
there exists k ∈ {1; : : : ; n} such that (@F=@xk)(piu) = 0. If (@F=@x1)(piu)=0 then k ¿ 1
and, since (@(!˜; F)=@(x1; xk))(piu)= 0 (piu is a critical point of !˜|F−1(%)), we +nd that
(@!˜=@x1)(piu)=0, which is a contradiction. So we have proved that (@F=@x1)(piu) = 0
and we will study the situation at a point piu.
Let p′iu = (x2(piu); : : : ; xn(piu)). From the implicit function theorem, there exists
’iu : Rn−1 → R; x′ → ’iu(x′), where x′=(x2; : : : ; xn), de+ned near p′iu such that in the
neighborhood of piu; F−1(%) consists of the points (’iu(x′); x′). Let <iu : (Rn−1; p′iu)→
(Rn; piu) be de+ned by <(x′) = (’iu(x′); x′). We have F ◦ <iu = %. Let =iu : Rn−1 → R
be de+ned by =iu(x′) = !˜(’iu(x′); x′). A calculus, similar to Szafraniec’s one [33, p.
350], gives that
det


@F
@x1
· · · @F@xn
@m˜2
@x1
· · · @m˜2@xn
...
. . .
...
@m˜n
@x1
· · · @m˜n@xn


(
<(p′iu)
)
= (−1)n−1 @F
@x1
(
<(p′iu)
)n
det
(
@2=iu
@xj@xk
(p′iu)
)
2≤j; k≤n
;
where m˜k = @(!˜; F)=@(x1; xk) for 2 ≤ k ≤ n. This shows that piu is a non-degenerate
zero of the application H˜ = (F − %; m˜2; : : : ; m˜n) and that
degpiu H˜ =−(−1):iu :
Since degpi H =
∑((i)
u=1 degpiu H˜ , the formula is proved.
If we add the assumption that the jacobian algebra
BR =
R[x1; : : : ; xn]
(@F=@x1; : : : ; @F=@xn)
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is +nite-dimensional then we will be able to compute
∑s
j=1 degqj∇F algebraically. Let
d= dimR BR, let  be the global residue on BR and let us de+ne the three following
bilinear symmetric forms on BR:
> :BR × BR → R de+ned by >(g1; g2) =  (g1g2);
>Fd :BR × BR → R de+ned by >Fd(g1; g2) =  (Fdg1g2);
>Fd+1 :BR × BR → R de+ned by >Fd+1(g1; g2) =  (Fd+1g1g2):
Corollary 4.4. Assume that
• dimR AR ¡+∞ and dimR BR ¡+∞;
• F(0) = 0;
• for all p ∈ VC; x1(p) = 0;
then; if d is even
(W ) =−signature+ signature> − signature >Fd;
if d is odd
(W ) =−signature+ signature> − signature >Fd+1 :
Proof. Since dimR BR ¡ +∞, F admits a +nite number of critical points in Cn. Let
V ((@F=@x1; : : : ; @F=@xn)) be the set of all those points lying in Rn. We write
V
((
@F
@x1
; : : : ;
@F
@xn
))
= {q1; : : : ; qs; qs+1; : : : ; q?};
where q1; : : : ; qs are the critical points lying in F−1(0). Using Proposition 3.6 and the
Eisenbud–Levine formula (see also [15, Proposition 2:7], we +nd that if d is even∑
j=F(qj)=0
degqj ∇F = signature>Fd
and if d is odd∑
j=F(qj)=0
degqj ∇F = signature>Fd+1 ;
and, since signature > =
∑?
i=1 degqj∇F , the result is obvious.
In [15], we computed the Euler characteristic of the +ber of a polynomial with
isolated critical points. For this, we chose a large radius R such that F−1(0) ∩ BR is
homotopy equivalent to F−1(0), we de+ned a kind of “Milnor number” at in+nity :∞F;0
and we obtained
(W ) =
{
1− signature>Fd + :∞F;0 if d is even;
1− signature>Fd+1 + :∞F;0 if d is odd:
Unfortunately, we needed to +nd a suitable R in order to compute :∞F;0. With the
previous corollary, we have
N. Dutertre / Journal of Pure and Applied Algebra 164 (2001) 129–147 141
Corollary 4.5. Assume that
• dimR AR ¡+∞ and dimR BR ¡+∞;
• F(0) = 0;
• for all p ∈ VC; x1(p) = 0;
then
:∞F;0 =−signature+ signature> − 1;
:∞F;0 =
1
2
(K) + signature> − 1:
Remark 4.6. All the results are still valid mod 2 for the case n− 1 even.
Remark 4.7. When n= 4, we can avoid the conditions F(0) = 0 and for all p ∈ VC,
x1(p) = 0 if we use the following algebra:
AR =
R[x1; x2; x3; x4]
(F; l1; l2; l3)
;
where
l1 =
@(!; F)
@(x1; x2)
+
@(!; F)
@(x3; x4)
;
l2 =
@(!; F)
@(x1; x3)
− @(!; F)
@(x2; x4)
;
l3 =
@(!; F)
@(x1; x4)
+
@(!; F)
@(x2; x3)
;
and if we assume that dimR AR ¡ +∞. In that case AR is a complete intersection
and we can use the classical global residue instead of Szafraniec’s generalization. The
same is possible if n= 8. The reader may refer to [17] for more details.
5. A formula for curves
In this section, we study the case of a curve. Let F = (F1; : : : ; Fn−1) :Rn → Rn−1
be a polynomial mapping such that W = F−1(0) is a curve and such that W = {x ∈
F−1(0) | rank[DF(x)]¡n − 1}, where DF is the jacobian matrix of F , is a +nite set
of points. Let H : Rn → Rn be the polynomial mapping de+ned by
H (x1; : : : ; xn) =
(
F1; : : : ; Fn−1;
@(!; F1; : : : ; Fn−1)
@(x1; : : : ; xn)
)
:
Then H−1(0) is the set C of critical points of !|W\W together with W the set of
singularities of W .
Lemma 5.1. The set H−1(0) is compact.
Proof. Since W \W is a smooth manifold, the polynomial function !|W\W has a +nite
number of critical values (see [27, Corollary 2:8]) which implies that C is bounded.
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Since W is +nite and H−1(0)=C ∪W , H−1(0) is also bounded. It is clearly closed
in Rn so it is compact.
Now we can choose R su%ciently big that H−1(0)⊂ Int(BR) and (W ∩BR)=(W )
and we have, if we write W = {q1; : : : ; qs},
Theorem 5.2. Let b∞ be the number of half-branches of W at in:nity and for all
j ∈ {1; : : : ; s}; let bj be the number of half-branches of W at qj. Then
(W )− s+ 1
2
s∑
j=1
bj =
1
2
b∞ = (−1)n−1 deg|SR h;
where SR is the sphere with radius R and deg|SR h is the topological degree of
h : SR → Sn−1
x → H||H || (x):
Proof. The argument is the same as in the previous sections. Let % be a small regular
value of F . As before, we have
(W )−

 s∑
j=1
1− (F−1(%) ∩ Bj)

= (F−1(%) ∩ BR):
It is easy to see that (F−1(%) ∩ Bj) = 12bj and that (F−1(%) ∩ BR) = 12b∞, so +nally
(W )− s+ 1
2
s∑
j=1
bj =
1
2
b∞:
It remains to show that 12b∞ = (−1)n−1 deg|SR h. The proof of this latter equality is
just an easy adaptation to the global case of the proof given by Szafraniec [31] in the
local case. We will recall it brieTy here but the reader may refer to [31] for more
details.
First we choose a function !˜ : Rn → R which uniformly approximates ! in the
Whitney C2-topology and such that !˜ = ! on {x | |x| ≥ R} and !˜|F−1(%)∩BR has only
non-degenerate critical points in {x | |x|¡R}. Let H˜ : Rn → Rn be de+ned by
H˜ (x1; : : : ; xn) =
(
F1; : : : ; Fn−1;
@(!˜; F1; : : : ; Fn−1)
@(x1; : : : ; xn)
)
:
Since !˜= ! on {x | |x| ≥ R}, H˜−1(0)⊂ Int(BR). Let
h˜ : SR → Sn−1
x → H˜||H˜ || (x):
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Since !˜ is close to ! then deg|SR h=deg|SR h˜. Furthermore, since !˜|F−1(%)∩BR is Morse
in {x | |x|¡R}, H˜−1(%; 0) is a +nite set ot points. Let {p˜1; : : : ; p˜k} be the set of these
points, we clearly have
deg|SR h˜=
k∑
i=1
sign det[DH˜ (p˜i)];
where DH˜ is the jacobian matrix of H˜ . Using [31, Lemma 2.1], we +nd
deg|SR h˜= (−1)n−1(m1 − m2);
where m1 (resp. m2) is the number of local minimums (resp. maximums) of !˜|F−1(%)∩BR
in {x | |x|¡R}. By [31, Lemma 2:4],
2(m1 − m2) = ]{x ∈ F−1(%) ∩ SR | !˜(x)¿ 0} − ]{x ∈ F−1(%) ∩ SR | !˜(x)¡ 0}:
But the second member is equal to b∞ because !˜=!=R2 on SR and so !˜ is strictly
positive on SR.
Now let I be the ideal generated by the components of H and let us assume that
dimR AR = dimR R[x]=I ¡ +∞. In that case H−1(0) is a +nite set of points and we
can use the global residue 4 to compute deg|SR h. Let  be the following bilinear
symmetric form on AR:
 :AR × AR → R de+ned by (g1; g2) = 4(g1g2):
Corollary 5.3. Assume that dimR AR ¡ +∞ and keep the notations of the previous
theorem; then
(W )− s+ 1
2
s∑
j=1
bj =
1
2
b∞ = (−1)n−1 signature:
Proof. Write
H−1(0) = {q1; : : : ; qs; qs+1; : : : ; q?};
then
deg|SR h=
?∑
j=1
degqj
H
||H || ;
deg|SR h=
?∑
j=1
signaturej;
by the Eisenbud–Levine formula (j is the natural restriction of  to AR;pj). Finally
deg|SRh= signature.
Let
B=
∑
1≤i1¡:::¡in−1≤n
@(F1; : : : ; Fn−1)
@(xi1 ; : : : ; xin−1 )
2
:
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Let I˜ be the ideal generated by F1; : : : ; Fn−1 and
@(B; F1; : : : ; Fn−1)
@(x1; : : : ; xn)
and let A˜R=R[x]=I˜ . Assume that dimRA˜R ¡+∞ and write e=dimR A˜R. Let V (I˜) be
the set of common zeros of I˜ in Rn. It is a +nite set of points and {q1; : : : ; qs}⊂V (I˜).
Let  : A˜R → R be the global residue and let > and >Be be the following bilinear
symmetric forms on A˜R:
> : A˜R × A˜R → R
(g1; g2) →  (g1g2);
>Be : A˜R × A˜R → R
(g1; g2) →  (Beg1g2):
Now consider the following two bilinear symmetric forms Q and QB de+ned on
A˜R × A˜R by
Q(g1; g2) = Tr(Lg1g2 ) and QB(g1; g2) = Tr(LBg1g2 )
where Lg1g2 is the multiplication by g1g2 in A˜R, which is linear, and Tr is the trace of
a linear morphism. It is well known that (see [22,29])
]V (I˜) = signatureQ
and
]{q ∈ V (I˜)=B(q) = 0}= signatureQB;
so that
s= signatureQ− signatureQB:
We can state
Theorem 5.4. Assume that dimR AR ¡+∞ and that dimR A˜R ¡+∞ then
(W ) = (−1)n−1 signature+ signatureQ − signature QB
− (−1)n−1 signature> + (−1)n−1 signature>Be :
Proof. It remains to prove that
1
2
s∑
j=1
bj = (−1)n−1(signature> − signature>Be):
For all j ∈ {1; : : : ; s}, let I˜R; qj be the ideal generated by F1; : : : ; Fn−1 and
@(B; F1; : : : ; Fn−1)
@(x1; : : : ; xn)
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in OR; qj and let A˜R; qj =OR; qj =I˜R; qj . Szafraniec’s result [31] together with the Eisenbud–
Levine formula gives
1
2
bj = (−1)n−1 signature>j;
where >j is the natural restriction of > to A˜R; qj .
If we write V (I˜) = {q1; : : : ; qs; q˜1; : : : ; q˜m} then
signature> =
s∑
j=1
signature>j +
m∑
k=1
signature >˜
k
where >˜
k
is the natural restriction of > to A˜R; q˜k , and
signature>Be =
m∑
k=1
signature >˜
k
Be ;
where >˜
k
Be is the natural restriction of >Be to A˜R; q˜k . But for all k ∈ {1; : : : ; m}, signature
>˜
k
Be = signature >˜
k
since Be(q˜k)¿ 0 and it is easy to conclude.
6. Examples
Here we give examples computed with Lecki’s program.
Example 1. This example is trivial but it enables us to check our formula. Let F(x; y)=
x(y2 − 1). The algebra AR is
R[x; y]
(x(y2 − 1); 2x2y − y3 + y) :
The computer gives signature =−3. So, by Corollary 5.3, the number of half-branches
of F−1(0) at in+nity is 6. The algebra BR is
R[x; y]
(y2 − 1; 2xy)
and so 0 is the only critical value of f. We have signature > = −2 and, hence, by
Corollary 4.4
(F−1(0)) =−(−3)− 2 = 1:
Example 2. Let F(x; y)=x2y5−x4y3−5y3+5x2y+4y2−4x2, let AR and BR be de+ned
as in Section 4. The computer gives signature 4 = −5 so there are 10 half-branches
at in+nity for F−1(0). It also +nds that dimR BR = 22 and signature >=−4. In order
to apply Corollary 4.4, we need to +nd an even integer d such that, if q is a critical
point of F , then dimR OR; q=(∇F) ≤ d. It is clear that d = 22 satis+es this condition
but, unfortunately, it is too big for the computer. Using the trace formula, we +nd that
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]{q ∈ C2 |∇F(q) = 0} = 22, so it is enough to take d = 2 and to compute signature
>F2 . The computer +nds that it is equal to 1. Applying Corollary 4.4, we have
(F−1(0)) =−(−5)− 4− 1 = 0:
Example 3. Let F(x1; x2; x3; x4)=x21x2−x21−x1x2+x2x3+x3x4−x2−x3+1. Let AR and
BR be de+ned as in Section 4. We see that F(0) = 0. Furthermore, Lecki’s program
gives that dimRAR ¡+∞, dimRBR = 2 and
dimR
R[x1; x2; x3; x4]
(F; @(!; F)=@(xi; xj); x1)
= 0;
so we can apply Theorem 4.3 and Corollary 4.4. We +nd that signature =1, signature
> = 2 and signature >F2 = 0, hence
(F−1(0) ∩ SR) =−2 and (F−1(0)) =−1 + 2− 0 = 1:
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