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ABSTRACT
Computational Analysis of Thermo-Fluidic Characteristics of a Carbon Nano-Fin.
(December 2010)
Navdeep Singh, B. Tech, Punjab Technical University;
M. Tech, Thapar University
Chair of Advisory Committee: Dr. Debjyoti Banerjee
Miniaturization of electronic devices for enhancing their performance is asso-
ciated with higher heat fluxes and cooling requirements. Surface modification by
texturing or coating is the most cost-effective approach to enhance the cooling of
electronic devices. Experiments on carbon nanotube coated heater surfaces have
shown heat transfer enhancement of 60%. In addition, silicon nanotubes etched on
the silicon substrates have shown heat flux enhancement by as much as 120%. The
heat flux augmentation is attributed to the combined effects of increase in the sur-
face area due to the protruding nanotubes (nano-fin effect), disruption of vapor films
and modification of the thermal/mass diffusion boundary layers. Since the effects of
disruption of vapor films and modification of the thermal/mass diffusion boundary
layers are similar in the above experiments, the difference in enhancement in heat
transfer is the consequence of dissimilar nano-fin effect. The thermal conductivity of
carbon nanotubes is of the order of 6000 W/mK while that of silicon is 150 W/mK.
However, in the experiments, carbon nanotubes have shown poor performance com-
pared to silicon. This is the consequence of interfacial thermal resistance between
the carbon nanotubes and the surrounding fluid since earlier studies have shown that
there is comparatively smaller interface resistance to the heat flow from the silicon
surface to the surrounding liquids.
At the molecular level, atomic interactions of the coolant molecules with the solid
iv
substrate as well as their thermal-physical-chemical properties can play a vital role
in the heat transfer from the nanotubes. Characterization of the effect of the molec-
ular scale chemistry and structure can help to simulate the performance of a nanofin
in different kinds of coolants. So in this work to elucidate the effect of the molec-
ular composition and structures on the interfacial thermal resistance, water, ethyl
alcohol, 1-hexene, n-heptane and its isomers and chains are considered. Non equilib-
rium molecular dynamic simulations have been performed to compute the interfacial
thermal resistance between the carbon nanotube and different coolants as well as to
study the different modes of heat transfer. The approach used in these simulations
is based on the lumped capacitance method. This method is applicable due to the
very high thermal conductivity of the carbon nanotubes, leading to orders of magni-
tude smaller temperature gradients within the nanotube than between the nanotube
and the coolants. To perform the simulations, a single wall carbon nanotube (nano-
fin) is placed at the center of the simulation domain surrounded by fluid molecules.
The system is minimized and equilibrated to a certain reference temperature. Subse-
quently, the temperature of the nanotube is raised and the system is allowed to relax
under constant energy. The heat transfer from the nano-fin to the surrounding fluid
molecules is calculated as a function of time. The temperature decay rate of the nan-
otube is used to estimate the relaxation time constant and hence the effective thermal
interfacial resistance between the nano-fin and the fluid molecules. From the results
it can be concluded that the interfacial thermal resistance depends upon the chemical
composition, molecular structure, size of the polymer chains and the composition of
their mixtures. By calculating the vibration spectra of the molecules of the fluids,
it was observed that the heat transfer from the nanotube to the surrounding fluid
occurs mutually via the coupling of the low frequency vibration modes.
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NOMENCLATURE
r¨i acceleration of i
th particle
r˙i velocity of i
th particle
θ chiral angle
a length of carbon-carbon bond in carbon nanotube
Ch chiral vector
d diameter of carbon nanotube
E intermolecular interaction energy
fi force acting on the i
th particle
mi mass of i
th particle
n,m integers defining chiral vector
r, rij distance between atoms i and j
ri displacement of i
th particle
rc cut off radius
t time
tAB transmission coefficient
U intermolecular potential energy of the system
C correlation function
viii
V velocity of an atom
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1CHAPTER I
INTRODUCTION
Advances in microelectronics technology have led to miniaturization of electronic de-
vices with the added advantage of enhanced performance of each chip. This advance-
ment is also associated with enhanced heat flux from these chips leading to increase
in demand for higher cooling requirements. So effective thermal management of these
devices has become a major technological challenge for the microelectronics industry.
Air based cooling systems are more common and reliable and are still favoured for
cooling of low heat flux electronic devices. Attempts have been made to improve the
thermal transport of these systems using fins and high performance fans, but due
to the poor thermal characteristics of air, the effectiveness of these systems is com-
promised. Therefore, in many high heat flux applications liquid cooling is preferred.
Liquid cooling is beneficial due to the superior thermal properties of liquids. Liquid
cooling can be either single phase flow or multiphase flow with phase change. Phase
change enables superior cooling performance compared to the single phase cooling
due to the high latent heat.
In cooling applications, pool boiling is simple to achieve, reliable, quiet and
inexpensive. According to Mudawar and Anderson [1], there are three ways to en-
hance heat transfer in pool boiling (a) modifying the boiling surface (b) sub-cooling
the liquid (c) increasing the operating pressure. Sub-cooling of liquid requires ex-
tra equipment and increasing operating pressure in electronic devices is not a viable
option. Hence, modifying the boiling surface is the most cost-effective approach to
enhancing cooling of electronic devices.
The journal model is IEEE Transactions on Automatic Control.
2Surfaces can be modified by texturing (e.g. chemical etching) or coating. Boiling
experiments on nano textured surfaces have shown significant increase in the heat
transfer. Pool boiling experiments are performed on silicon substrates coated with
carbon nanotubes and etched silicon nanofins. Experiments performed on silicon
heaters coated with carbon nanotubes have shown 60% increase in the critical heat
flux as compared to the bare silicon surfaces in pool boiling [2, 3, 4]. Also nanotube
coating with thickness of 25µm were found to increase in the film boiling flux by
66-148% as compared to the bare silicon surface. However, nanotube coatings with
thickness of 9µm failed to show any enhancement in film boiling [3].
Pool nucleate boiling experiments performed by Sriraman et al [5] on silicon
substrates with etched silicon nanofins showed heat flux enhancement of as much as
120% as compared to the bare silicon surface in nucleate boiling. Also in nucleate
boiling the enhancement in heat flux was found to be independent of the length of the
nanotube. To explain this phenomenon, consider a nucleation site and a vapor bubble
attached on the nanofins and the silicon surface as shown in Figure 1. According to
Derjaguin and Zorin [6] there is a very small layer of liquid film adhering on the silicon
surface which is termed as the ”micro-layer”. This micro-layer acts as a barrier to
the heat flow from the heater surface to the vapor surface. The height of this micro-
layer is of the order of 100nm [5]. Nanofins of length greater than 100nm disrupt the
micro-layer and protude inside the vapor bubble as shown in Figure 1. This leads to
the disruption of the micro-layer and increases area of liquid micro-layer in contact
silicon surface. Hence the heat transfer from the silicon surface increases. The length
of nano-fin inside the vapor bubble is not in contact with the liquid and experiences
insulation. So nanofins of height greater than 100nm are equally effective as nanofins
of length of 100nm and do not enhance heat transfer.
In case of film boiling, a layer of vapor is formed on the silicon heater. This layer
3Fig. 1. Sketch of the (top) bubble on a solid surface with nanofins during pool boiling
showing the presence of thin film liquid layer (micro layer) under the bubble
(bottom) perturbation and disruption of the micro layer due to the presence
of the nanofins during
is of the order of 15-20µm [7, 8]. Nanotubes with height greater than 20µm disrupt
the vapour layer and protrude inside the liquid leading to greater efficacy in enhancing
the heat transfer. This mechanism of disruption of vapor film by long nanotubes is
depicted in Figure 2. Experiments have shown that nanotubes of length of 25µm
enhance heat transfer while nanotubes of length of 9µm don’t show any enhancement
as compared to bare silicon wafer [3].
From the above discussion both silicon nanofins and carbon nanotubes are able
to enhance the heat flux. The heat flux augmentation was attributed to combined
effect of increase in the surface area due to the protruding nanotubes (nano-fin effect),
disruption of vapor films and modification of the thermal/mass diffusion boundary
4Fig. 2. Vapor blanket on the heater surface in film boiling for nanotubes of different
lengths
layers.
Heat flux augmentation is also reported for experiments using nanofluids. Coolants
doped with a small concentration of nano particles (around 1% or less) are called
”Nanofluids”. The nano particles used for synthesis of nanofluids can be metal, metal-
oxide or carbon nanotubes, which form colloidal mixtures, since their size range is
typically 100nm ∼ 1nm . Heat flux was enhanced by 10-30% for a coolant doped
with 0.6% of nano-particles [9, 10, 11, 12, 13]. Nelson et al [12] found that these nano
particles precipitate on the heater surface to form nano-fins.
A. Objective
Nano-fin coatings on the heater surface leads to enhancement in heat transfer. The
factors responsible for the enhancement in heat transfer are either the high thermal
conductivity of the nano-fin coatings or due to the enhancement in the surface area.
The thermal conductivity of silicon is of the order of 150W/mK [14] whereas for
carbon nanotubes is of the order of 3000W/mK for multi-walled nanotubes [15] and
6000W/mK for single wall carbon nanotubes [16]. Since enhancement in heat transfer
is observed experimentally in case of both silicon and carbon nano-fins, therefore
5rather than thermal conductivity, surface area effect is the dominant factor. The
primary factor limiting the enhancement in heat transfer performance of carbon nano-
fins, due to enhancement in surface area, is the presence of interfacial resistance to
the heat flow from the surface of the carbon nano-fins to the surrounding fluid.
Hence, the objective of this work is to study the various factors affecting the
interfacial thermal resistance between the carbon nano-fin and the surrounding fluids.
In essence, the objective is to study the effect of molecular composition and molecular
structure of the surrounding fluids on the inetrfacial thermal resistance.
B. Problem Statement
Chemical composition of a coolant can play a vital role in the heat transfer from the
carbon nanotubes. The differences in the atomic structure of the molecules with the
same type and number of atoms can lead to very different properties of the system.
In order to study the performance of the nanotubes as nanofins in different types
of coolants, characterization of the effect of the atomic (chemical) and structural
properties of the molecules on the interfacial thermal resistance needs to be studied
systematically. Interfacial resistance in nano-structures dominate the overall thermal
resistance and significantly affects the thermal transport properties. The main focus
of this study will be on using non-equilibrium molecular dynamics simulations to
explain the effect of chemical and structural properties on the interfacial resistance
between coolant molecules and a carbon nanotube acting as nano-fin.
Common coolants used for heat removal like water, ethyl alcohol, 1-hexene and
single long chain hydrocarbons, n-heptane and its isomers, chains and their mixtures,
manufactured by the catalytic oligomerisation of Poly Alpha-Olefins (PAOs) are con-
sidered in this study. PAOs are commonly used for cooling electronics platforms,
6especially for avionics cooling applications owing to their superior physical and chem-
ical properties, such as greater fluidity at low temperature, lower volatility, a higher
viscosity index, lower pour point, better oxidative and thermal stability and low tox-
icity [17]. PAOs are manufactured via catalytic oligomerisation of alphaolefins. For
avionics applications, a second catalytic process breaks the double bonds in PAOs,
producing a mixture of chemically saturated polymers. These polymers possess much
lower pour point suitable for cooling electronics platforms and are the subject of this
study.
C. Significance of the Study
Recent literature reports explored the use of carbon nanotube arrays as nanofins for
cooling applications [4, 5, 18]. The major hurdle to the heat dissipation by these
nanofins is due to the dominance of the interfacial thermal resistance between the
nanofins and the surrounding fluid. To better understand the performance of these
nanofins, information about of all the factors affecting interfacial thermal resistance is
of paramount importance. At the molecular scale, chemical and structural properties
of the molecules play a vital role in determining the system behaviour. This is the
first study to systematically elucidate the effect of atomic and structural variations on
the interfacial thermal resistance between the carbon nanotubes and coolants. The
few studies done so far only focused on calculating the magnitude of the interfacial
thermal resistance between a carbon nanotube and surrounding polymer matrix. This
study is expected to make the following contributions.
• The effect of chemical composition of fluids on the interfacial thermal resistance.
• The effect of molecular structure of the fluids on the interfacial thermal resis-
tance.
7• The effect of polymer chains of a molecule on the interfacial resistance.
• The effect of isomers of a polymer chain on the interfacial thermal resistance.
• The effect of mixture of polymer chains and their isomers on the thermal resis-
tance.
• Dominant mechanism of energy transfer from carbon nanotubes to surrounding
molecules
D. Hypothesis
Experiments have shown enhancement in heat transfer using both carbon and silicon
nanofins. The factors responsible for enhancement in the heat transfer are increase
in the surface area due to the presence of the nanofins leading to disruption of va-
por films and modification of the thermal/mass diffusion boundary layers and high
thermal conductivity of the nanofins. Carbon nanotubes have much higher thermal
conductivity than silicon nano-fins but experiments have shown enhancement in heat
transfer using both types of nano-fins. So enhancement in surface area is the dom-
inant factor in enhancing the heat transfer. Figure 3 shows the thermal resistance
model for a single nanofin. From the figure the following thermal resistances are iden-
tified, the resistance due to the finite thermal conductivity of the silicon substrate
(R1), resistance at the nano-fin-silicon substrate interface (R2), resistance due to the
finite thermal conductivity along the length of the nano-fin (R3) and the resistance
to the heat transfer from the nano-fin to the surrounding liquid molecules (R4) also
known as ”interfacial thermal resistance” or ”Kaptiza resistance”. The resistance
R1 is not as important since it is the heater surface that is common to all the con-
figurations. The resistance R2 is only present in case of carbon nanotfins and is of
8Fig. 3. Resistance model of a nano-fin on a silicon substrate
the order of ∼ 10−10m2K/W [19], where as the silicon nano-fins are etched on the
heater surface. The resistance R3 is very small owing to the small length of nano-fins.
Interfacial thermal resistance, R4, is of the order of ∼ 10−11m2K/W [20] in case of
silicon nano-fins while is the order of ∼ 10−8m2K/W [21] in case of carbon nano-fins.
So in case of carbon nano-fins the interfacial resistance is three order’s of magnitude
higher than that of silicon nano-fins. This shows that rather than conductive resis-
tance, the interfacial resistance is more dominant factor in modulating heat flux from
nano-structures. Hence, this resistance severely limits the effectiveness of the carbon
nano-fins.
Nanotubes have also been used as a filler material in composites to increase
thermal conductivity. Nanotubes are expected to enhance the thermal conductivity
of the composites many fold owing to their high aspect ratio and very high thermal
conductivity. But experiments show small increase in the thermal conductivity [22,
23, 24] compared to the theoretical calculations. This anomaly has been attributed
9to the interfacial thermal thermal resistance between the carbon nanotubes and the
polymer composite molecules.
E. Scope and Limitations
The present study is limited to the investigation of a (5,5) carbon nanotube as a nano-
fin. Also for the matrix system water, alcohol, 1-Hexene, n-heptane and its dimers
and trimers and isomers are studied. The isomers of these polymers considered in
this study are limited to a single methyl group being placed at different locations on
the polymer chain.
F. Organization of the Dissertation
Experimental studies have shown that the nano-fin effect is responsible for the en-
hancement in the heat flux in pool boiling. These experiments also show that nan-
otube coated heaters provide lower heat transfer enhancement than silicon nano-fins.
This can be attributed to the modulation of thermal resistance to the heat flow from
nano-structures to the coolant. So the interfacial thermal resistance needs to be
explored in order to determine the overall effectiveness of nano-fins.
Chapter II provides a background on the carbon nanotubes, its novel properties
and present as well as future applications. Next, Molecular Dynamics simulations are
discussed. This section also describes the velocity verlet method used to numerically
integrate the equations of motion and the polymer consistent force field (PCFF) used
in the present study. At the end of the chapter the literature on interfacial thermal
resistance is reviewed. Chapter III describes the methodology of Molecular Dynamics
Simulations to calculate the interfacial thermal resistance. Simulation results are pre-
sented and discussed in Chapter IV. Chapter V summarizes the results and identifies
10
the future scope of work.
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CHAPTER II
BACKGROUND
This chapter provides background information on carbon nanotubes, molecular dy-
namics simulations and interfacial thermal resistance. The first section discusses
carbon nanotubes, their structure, properties and potential applications. The sec-
ond section introduces the molecular dynamics simulations. This section discusses
the basic equations describing the motion of the atoms, the force field to calculate
potential energy of the system, boundary conditions , the ensembles employed in
this work and space time correlation to calculate the properties of the system. The
last two sections details the interfacial thermal resistance, theories developed to cal-
culate interfacial resistance, importance of interfacial resistance at nano scales and
the simulation techniques developed and used in calculating the interfacial thermal
resistance.
A. Carbon Nanotubes
There are three known allotropes of carbon viz diamond, graphite and fullerenes (or
carbon nanotubes). The bonding hybridization of diamond is sp3 while of graphite,
fullerenes and carbon nanotubes is sp2. Carbon nanotubes are formed by wrapping
the two dimensional planar graphite sheets. Graphite sheets can be single or multi-
layer forming single and multi-wall carbon nanotubes respectively. Also depending
upon how a graphite sheet is rolled, a variety of nanotube structures can be formed.
The physical structure of a carbon nanotube is uniquely defined by a vector (also
known as ”chirality”) connecting two crystallographically equivalent sites on the 2D
graphene sheet[25] known as chiral vector. Graphene is an atom thick sheet of sp2
carbon atoms packed in a honeycomb crystal lattice. The chiral vector is expressed
12
as
−→
C h = naˆ1 +maˆ2 (2.1)
Fig. 4. 2D graphene sheet
Fig.4 shows the unit vector aˆ1 and aˆ2 and the (n,m) integer pair on a graphene
sheet for defining different crystal structures of carbon nanotubes. Since the graphene
lattice is rotationally symmetrical, n and m are considered such that 0 6 m 6 n.
Each pair of (n,m) represents a unique structure of the nanotube, divided into three
categories armchair, zigzag and chiral. m = 0 corresponds to zigzag tubes and m = n
corresponds to armchair tubes. All other tubes are known as chiral. The angle
between the zigzag tube and the chiral vector is known as chiral angle θ. For zigzag
tubes the chiral angle is 0°while for armchair the chiral angle is 30°. For chiral
13
nanotubes 0 < θ < 30°and is defined as
θ = sin−1
√
3m
2
√
n2 + nm+m2
(2.2)
If the length of the carbon-carbon bond is known, the diameter of the nanotube is
given by
d =
√
3a
√
n2 + nm+m2/pi = Ch/pi (2.3)
where a is the carbon-carbon bond length and Ch is the length of the chiral vector
−→
C h. Fig. 5 shows the formation of carbon nanotubes with different crystal structures
from the graphene sheet.
1. Properties and Applications of Carbon Nanotubes
The ability to manipulate the molecular structure by changing the chiral angle makes
carbon nanotubes remarkable material with tunable properties. The extended net-
work of C-C bonds result in enhanced material properties. The C-C bond of graphite
is the strongest bond in nature [26]. This makes carbon nanotubes very strong and
stiff material with a tensile strength of 0.15TPa and a Young’s modulus of 0.9TPa
[27]. So nanotubes find application in composites as filler materials to enhance prop-
erties like tensile strength and stiffness[28]. Nanotubes have a very large aspect ratio.
A nanotube of 1nm diameter can be synthesized upto a length of few cm [29].
Nanotubes are considered in various studies for electronic applications. The car-
bon nanotubes possess very high electrical conductivity due to the free movement
of the de-localized pi-electron (donated by each atom) about the entire structure
in a CNT. Graphite is a semiconductor with a zero band gap , but nanotubes can
be either metallic or semiconductor depending upon the chiral vector. For n = m,
armchair nanotubes are metallic in nature whereas if n − m is a multiple of 3, the
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Fig. 5. Formation of carbon nanotubes from a 2D graphene sheet (top) chiral vectors
on the graphene sheet (bottom) carbon nanotube structures showing alignment
of hexagons in (a) (5,5) nanotube (b) (10,0) nanotube and (c) (8,1) nanotube
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nanotube is semiconducting with a very small band gap. All other nanotubes are
semiconductors with moderate band gap that inversely depends upon the diameter of
the nanotube[30, 31]. Due to the one-dimensional structure, metallic nanotubes are
able to carry high currents without excessive heating over long lengths, with a current
density approaching 4× 109 Acm−2, which is many times the order of metals such as
copper and aluminium[32, 33]. So nanotubes and graphenes are considered to be ideal
materials for interconnects in Very Large Scale Integration (VLSI) circuits owing to
high thermal conductivity, thermal stability and large current carrying capacity. The
high thermal conductivity of carbon nanotubes arises from the high-frequency carbon-
carbon bond vibrations. Highly conducting nanotubes are therefore considered ideal
filler material in composite to increase their overall thermal conductivity[28]. Nan-
otubes are also used to synthesize nano-fluids which find applications in cooling and
thermal storage technologies. Nanotubes have, therefore, been proposed for applica-
tions as nano-fins to cool high heat flux electronic devices and as highly conducting
thermal interface materials between microprocessor chips and heat sinks. [18, 34, 35].
B. Molecular Simulations
”Molecular Simulation” is a generic term for theoretical methods and computational
techniques based on advanced statistical tools to model or mimic the behaviour of
molecules. Molecular Simulations provide exact solutions for the problems involving
models based on statistical mechanics. The results of the molecular simulations de-
pends solely on the nature of the theoretical method. In molecular simulations the
atomic system evolves in spatial and/or temporal domain in accordance with the ex-
tensive calculations of intermolecular energies. This is also the fundamental difference
between the molecular simulations and the other computational methods.
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There are two main families of molecular simulation methods, Monte Carlo (MC)
and Molecular Dynamics (MD). Hybrid molecular methods are also developed which
combines features of these two techniques. Monte Carlo method is a stochastic tech-
nique that relies on the probabilities and random numbers. In a Monte Carlo sim-
ulation a starting configuration domain is defined, then a new trail configuration is
generated randomly by displacing, exchanging, removing or adding a molecule and
is evaluated against an acceptance criterion, which is based on the calculated change
in energy or other property of the system and at last the trial configuration is either
accepted or rejected based on the criterion. Since not all states contribute to con-
figurational properties, states making most significant contributions are sampled by
generating Markov chains. In Markov chain, the new accepted state is always more
favourable than the existing state. In contrast Molecular Dynamics is a deterministic
method in which time evolution of the system is determined by solving the equations
of motion for each atom and/or molecule.
Both methods have their advantages and disadvantages depending upon the sys-
tem being solved and the properties being simulated. MC simulations are time inde-
pendent, they only define the state of the system at some point in time whereas MD
simulations defines the time evolution of the system. Since the MD simulations solve
equations of motion for each atom at each time step, these are computationally very
costly whereas in MC simulations the atom movement is stochastically sampled which
is computationally cheap. But increase in the sample rejection rate can dramatically
increase the computation cost in MC. So MC method is better suited for studying
systems of liquids with moderate densities, gases, systems with large number of cou-
pled degree of freedom such as fluids, disordered materials, strongly coupled solids
and cellular structures. MD simulations are better suited for higher density fluids,
gases under high pressure and temperatures and systems with dynamic properties
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such as transport coefficients, time-dependent responses to perturbations, rheological
properties and spectra [36].
1. Molecular Dynamics Simulations
Molecular Dynamics is a powerful computational technique to study the dynamical
evolution of classical many body systems such as solids, liquids and gases. Classical
laws of mechanics are obeyed by the motion of the atoms/molecules.This is a reason-
ably excellent approximation for wide range of systems and properties. MD simula-
tions numerically integrate the Newton’s equations of motion for all the atoms/molecules
in the model system, and output their temporal evolution of coordinates and mo-
menta. Newton’s equation of motion is a simple consequence of the Lagrange’s equa-
tions of motion of classical mechanics. The temporal evolution is discrete and at each
time step it is equivalent to a microstate in the same ensemble. So classical statistical
mechanics equations can be used to derive the desired properties from these states.
So MD simulations can be used to test hypothesis, characterize theories and experi-
ments, simulate conditions impossible to achieve in experiments and estimate missing
or unreliable data. The power of MD lies in its ability to investigate atomic/molecular
movements not accessible to experiments. Recent advances in algorithms and com-
puters have made MD simulations feasible for large systems for longer time scales.
In general, Newton’s equation of motion for an atom i can be expressed as
mr¨i(t) = fi(t) (2.4)
Consider a system of N atoms, whose intermolecular potential energy is defined
by U(rN), rN representing center of mass of atoms rN = r1, r2, r3, ....., rN . The
intermolecular potential energy of the system is defined by a set of parameters and
their functional form, known as the force field. This is discussed in the next section. If
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no dissipative forces are acting among the atoms, for conserved intermolecular forces,
the force acting on a atom i relates to the potential as,
fi(t) = −∂U(r
N)
∂ri
(2.5)
Combining above two equations, we get,
mr¨i(t) = fi(t) = −∂U(r
N)
∂ri
(2.6)
Integrating above equation once gives the atomic momentum at the next time step
and integrating twice yields the atomic positions. If the integration continues for a
long time, we get the atomic momentum and position trajectories, which can then
be used to obtain the macroscopic properties using the classical mechanics equations.
The equations of motion are too complex to integrate for atomic systems, so numerical
integration techniques are employed. There are number of schemes available but the
two most commonly used are Verlet Algorithm and Gear Predictor-Corrector. In this
work Verlet algorithm is used and will be discussed. The Gear Predictor-Corrector
scheme is discussed in details in the literature[37, 38, 39].
The Verlet algorithm is the most widely used method to integrate equations of
motion initially adopted by Verlet [40, 41] and attributed to Carl Stormer by Gear
[39]. This methods gives direct solution of the equation 2.6. The basic idea is to
calculate the positions at the next time step (r + δt) from the previous (r − δt) and
the current time step (t). Writing the position r(t) as Taylor series expansion from
the previous and next time step,
r(t− δt) = r(t) + r˙(t)δt− 1
2!
r¨(t)δt2 +
1
3!
...
r (t)δt3 +O(δt4) (2.7)
r(t+ δt) = r(t) + r˙(t)δt+
1
2!
r¨(t)δt2 +
1
3!
...
r (t)δt3 +O(δt4) (2.8)
19
Adding the above two equations lead to
r(t+ δt) = 2r(t)− r(t− δt) + r¨(t)δt2 +O(δt4) (2.9)
In the above equation, r¨(t) is calculated from equation 2.6. The truncation error is
of the order of δt4. However, there is no way to directly compute the velocities (r˙(t)),
which are used to calculate kinetic energy of the system and hence other quantities
like total energy, temperature and pressure. The velocities are computed from the
positions as
r˙(t) =
r(t+ δt)− r(t− δt)
2δt
+O(δt2) (2.10)
However, the velocities are one step behind the positions and also the error associated
with this scheme is of the order of δt2. The velocities at time (t+δt) can be calculated
as
r˙(t) =
r(t+ δt)− r(t)
δt
+O(δt) (2.11)
But now the accuracy is of the order of δt. To increase the accuracy of the velocities,
this verlet algorithm has been modified. One of the modified scheme is called leaf-
frog [42]. The leaf-frog method was not able to handle the velocities satisfactorily. So
a Velocity Verlet algorithm was proposed by Swope et al[43]. This algorithm stores
positions, velocities, and accelerations at the same time step and minimizes the round
off errors. The standard velocity verlet algorithm is implemented as
r(t+ δt) = r(t) + r˙(t)δt+
1
2
r¨(t)δt2 (2.12)
r˙(t+
δt
2
) = r˙(t) +
1
2
r¨(t)δt (2.13)
r¨(t+ δt) = − 1
m
∂U(r)
∂r
(2.14)
r˙(t+ δt) = r˙(t+
δt
2
) +
1
2
r¨(t+ δt)δt (2.15)
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Using this algorithm the positions, velocities and accelerations are all computed at
the same time step, but still order of the global error is δt2. So choice of the time
step is very crucial to the successful implementation of algorithm. A large time step
will accrue errors as the simulation proceeds and a too small time step will increase
the simulation time and round off errors.
a. Force Field
Force field or potential energy functions are simplified mathematical equations to
model interaction between the particles in a system. According to Brenner [44], an
effective force field should possess following four critical properties,
• Flexibility: A potential function must be flexible enough to accommodate a
wide range of fitting data derived from experiments and ab-initio calculations.
• Accuracy: A potential function should be able to accurately reproduce an ap-
propriate fitting data base.
• Transferability: A potential function should be able to describe at least quali-
tatively, if not with quantitative accuracy, structures not included in a fitting
data base.
• Computational efficiency: The function evaluation should be computationally
efficient depending upon the system size and time scales of interest as well as
the available computer resources.
There are a large number of force fields available in the literature, which can be
broadly grouped into generic force fields, biological force field and class II force fields
[45]. For this work class II force field, polymer consistent force field (PCFF), is used.
Class II force fields make extensive use of anharmonic and cross-coupling terms to
21
accurately represent the potential energy surface obtained from ab-inito calculations.
PCFF is derived from the CFF [46] developed by Biosym. Biosym merged with
Molecular Simulations into the current company Accelrys [47].
The total potential energy of a system is the sum of the bonded and non-bonded
interactions. The bonded interaction can be further represented as sum of valence
and cross-terms.
Etotal = Ebond + Enon−bond = Evalence + Ecrossterm + Enon−bond (2.16)
Fig. 6 illustrates the various bonded interactions. The bonded valence energy consists
of bond stretching, two bond angle bending, twisting (dihedral) and molecules going
out of plane (oop).
Evalence = Ebond + Eangle + Etorsion + Eoop (2.17)
The cross terms interactions account for changes caused by the surrounding atoms,
include bond-bond, interaction between adjacent bonds; angle-angle, interaction be-
tween angles having common vertex atom; bond-angle, interaction between an angle
and one of its bond; end-bond-torsion, interaction between a dihedral and one of its
end bond; middle-bond-torsion, interaction between a dihedral and its middle bond;
angle-torsion, interaction between a dihedral and one of its angles; angle-angle-torsion,
interaction between a dihedral and its two valence angles.
Ecrossterm = Estretch−stretch + Eangle−angle + Ebond−angle + Eend bond−torsion
+ Emiddle bond−torsion + Eangle−torsion + Eangle−angle−torsion
(2.18)
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Fig. 6. Various types of bonded interactions between the atoms, considered in the
PCFF force field
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The equations representing these interactions in PCFF to calculate potential energy
are defined as [48]
Ebond =
∑
r
[K2(r − r0)2 +K3(r − r0)3 +K4(r − r0)4] (2.19)
Eangle =
∑
θ
[H2(θ − θ0)2 +H3(θ − θ0)3 +H4(θ − θ0)4] (2.20)
Etorsion =
∑
φ
3∑
n=1
[Vn(1− cos(nφ− φ0n)] (2.21)
Eoop =
∑
χ
Kχχ
2 (2.22)
Ebond bond =
∑
r
∑
r′
Frr′(r − r0)(r′ − r′0) (2.23)
Eangle angle =
∑
θ
∑
θ′
Fθθ′(θ − θ0)(θ′ − θ′0) (2.24)
Ebond angle =
∑
r
∑
θ
Frθ(r − r0)(θ − θ0) (2.25)
Eend bond−torsion =
∑
r
∑
φ
(r − r0)[V1cosφ+ V2cos2φ+ V3cos3φ] (2.26)
Emiddle bond−torsion =
∑
r′
∑
φ
(r′ − r′0)[V1cosφ+ V2cos2φ+ V3cos3φ] (2.27)
Eangle−torsion =
∑
θ
∑
φ
(θ − θ0)[V1cosφ+ V2cos2φ+ V3cos3φ] (2.28)
Eangle−angle−torsion =
∑
φ
∑
θ
∑
θ′
Kφθθ′cosφ(θ − θ0)(θ′ − θ′0) (2.29)
The non-bonded interactions are composed of two types, van der Waal’s interac-
tions and Coulomb’s interactions.
Enonbonded = ELJ + Ecoulomb (2.30)
ELJ =
∑
i>j
Eij
[
2
(
r0ij
rij
)9
− 3
(
r0ij
rij
)6]
(2.31)
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Ecoulomb =
∑
i>j
qiqj
rij
(2.32)
where qi and qj are partial charges, where r
0
ij is collision diameter (units of length),
the distance at which the interparticle potential is zero and Eij is the dissociation
energy and rij is the distance between the atoms. In PCFF, r
0
ij and Eij are calculated
using the sixth power rule, as follows,
r0ij =
(
(r0i )
6 + (r0j )
6
2
) 1
6
(2.33)
Eij = 2
√
EiEj
(
(r0i )
3.(r0j )
3
(r0i )
6 + (r0j )
6
)
(2.34)
In a system with N particles, the number of pairwise interactions are N2, which are
computationally very costly. To minimize the computation cost, a cut off radius , rc
is defined. The atoms or molecules within the cut off distance are only considered for
the pairwise interactions as shown in Figure 7.
Mathematically, this can be defined as
ELJ,short−range =
 VLJ(r)− VLJ(rc) rij ≤ rc0 rij > rc (2.35)
This technique is very efficient but it completely ignores the interactions beyond
the cut-off range. The LJ potential decays as 1/r6, where r is the distance between
the atoms. So it is acceptable to use cut-off distance to calculate potential energy
and then add correction factor to account for the long range interactions. The long
range interactions are given by [49]
ELR = 2piNρ
∫ ∞
rc
r2ELJdr (2.36)
However, in case of Coulomb interactions the potential decays very slowly as 1/r1
leading to divergence of correction integrals. So for long range coulombic interactions,
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Fig. 7. Non-bonded Leonard-Jones potential between two atoms and the use of cut off
radius to reduce the computational cost by eliminating calculations between
atoms separated by large distance.
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other techniques are employed. One of the most popular method is Ewald sum
technique [50]. For a neutral system of N particles with charges qi and at position ri,
the total coulombic energy is given as
Ecoulomb =
1
2
∞∑
m
N∑
i,j=1
′
qiqj
|rij + nL| (2.37)
where rij is the distance between i and j atoms, n is the count of periodic images and
L is the length of the unit cell assuming it is cubic in shape. Prime (′) denotes that
sum for i = j will be ignored for the original box, n = 0. The energy given by above
equation strongly varies at small distances but slowly decays at large distances. A
computational trick is to split the energy equation into two exponentially converging
sums. This trick is computationally expensive as one part of the sum is solved in recip-
rocal space thus needing several Fourier transformations. This method is accelerated
by using fast Fourier transformation (FFT) method by replacing the charges with
a regular mesh. The most common mesh based technique used is Particle-Particle
and Particle-Mesh (PPPM) method [51]. A very comprehensive treatment of these
methods can be found in the literature [49, 52, 53].
b. Boundary Conditions
The computation cost for performing the molecular dynamics simulations is very high.
So small systems with a small number of atoms are typically considered for the MD
simulations. For small systems, the atoms near the edges of the simulation box have
few atoms to interact with. These edge atoms introduce the surface effects, which
in turn affect the bulk properties of the system owing to its small size. To eliminate
these surface effects, one way is to use a very large system. But solving a large system
is not computationally feasible. The other way to overcome this problem is to use
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periodic boundary conditions.
Fig. 8. Periodic boundary conditions
With periodic boundary conditions, the simulation box is replicated infinitely
in the space lattice. During the simulation if one particle leaves the simulation box,
another particle will enter the original box from the opposite face from the periodic
image. This mechanism is demonstrated in Figure 8 in a two dimensional version. In
2D, the original box is surrounded by eight images of the box. As a particle crosses
the right edge of the box, its image from the left edge enter the original box. So the
original simulation box is devoid of any boundaries and thus eliminates the surface
effects due to the presence of the boundaries. Apart from eliminating surface defects,
periodic boundary conditions are useful in building the neighboring lists. As discussed
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above neighboring lists contains the list of particles within the cut off distance for
each particle to calculate the non-bonded interactions. For the particles near the
center of the simulation box, neighbors will be in the same box. But for a particle
near the boundary, there are no particles to interact with beyond the boundary if
periodic conditions are not used. With periodic boundary conditions, an image of the
box is utilized, so the particle can interact with its neighbors similar to a particle at
the center of the cell.
c. Ensembles
Ensemble is an idealization consisting of very large number of states of a system,
considered all at once, one of which represent the state of the real system at any
given instant. All possible states appear with an equal probability. So an ensemble
is a system with different microscopic states representing an identical macroscopic or
thermodynamics state.
Newton’s equations of motion explore only constant energy surfaces, character-
istic of isolated systems. However, real systems interact with the surrounding, are
exposed to pressure and external forces and exchange thermal energy. These macro-
scopic constraints leads to different types of ensembles. The following ensembles are
employed in this work:
• Microcanonical Ensemble (NV E): Collection of all the systems having constant
total energy. This corresponds to a thermally isolated system. The thermody-
namic state of the system is characterized by constant number of atoms, N ,
constant volume, V and constant energy E.
• Canonical Ensemble (NV T ): Ensemble of systems, which exchange energy with
a large heat reservoir. Heat capacity of the heat reservoir is large enough to
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maintain constant temperature for the coupled system. The thermodynamic
state of the system is characterized by constant number of atoms, N , constant
volume,V and constant temperature, T .
• Isobaric-Isothermal Ensemble (NPT ): Ensemble of systems, which exchange
energy with a large heat reservoir of constant temperature and the volume of
systems changes in response to the applied external pressure. The thermody-
namic state of the system is characterized by constant number of atoms, N ,
constant pressure, P and constant temperature,T .
d. Space Time Correlation Functions
Molecular Dynamics simulations provide information about the position, velocity and
acceleration of the atoms of a given system over time. So in essence, MD simulations
give the apace and time evolution of the system. This time evolution of the system
can then be used to determine a number of dynamic properties using the space time
correlation functions. If A and B are two variables dependent upon the momentum
and position (p, q) of atoms, the time correlation function of variables A and B is
defined as
C(t) = 〈A(0)B(t)〉 =
∫ ∫
f(p, q)A(p, q : 0)B(p, q : t)dpdq (2.38)
f(p, q) represents the equilibrium distribution of p and q. When A and B are equal
the correlation is called autocorrelation function.
The most famous autocorrelation function is the velocity autocorrelation func-
tion. For a velocity autocorrelation function both A and B are equal to the velocity
of the atoms of the system and is defined as
C(t) = 〈V (0).V (t)〉 (2.39)
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Taking Fourier transformation of the velocity correlation function reveals important
information regarding the frequency dependent properties such as diffusion of particles
in the system, density of states of phonons and vibration spectrum of the atoms.
Since in molecular dynamics velocities are known at each time step, the complications
related to the dependence of velocities on the position and momentum are avoided.
So for the sake of calculations, the velocity autocorrelation function can be written
as
C(tk) = 〈V (0).V (tk)〉 (2.40)
k subscript is added as the time is quantized into discrete steps. Also usually in
calculating the correlation function, a group of atoms is considered and since the
equilibration is done after minimization, the autocorrelation function does not need
to start from time zero. Also to better visualize the results, usually the autocorrelation
function is normalized with respect to the initial value. Taking all these convections
and approximations into account, for a group of N atoms the normalized velocity
autocorrelation function is defined as
Ĉ(tk) =
C(tk)
C(0)
=
N∑
i=1
Vi(τ)Vi(τ + t)
N∑
i=1
Vi(τ)Vi(τ)
(2.41)
Fourier transform of this velocity autocorrelation function represents the spectral
density of the atomic motions, which can then be used to determine the dominant
modes of vibrations.
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C. Interfacial Thermal Resistance
The interfacial thermal resistance represents a barrier to the heat flow at the boundary
between two phases or two dissimilar materials. The existence of thermal resistance at
the interface was first reported by Kapitza, with his measurements of the temperature
drop at the interface between Helium and a solid [54]. So the interface thermal
resistance is also known as Kapitza Resistance. For a temperature drop of ∆T at the
interface, the heat flux JQ, is related to the Kapitza resistance, Rk, as
Rk =
∆T
JQ
(2.42)
The inverse of interface resistance Rk is called interfacial conductance and is usually
denoted by Λ. So interfacial conductance is analogous to bulk conductivity in a
macroscopic system. For a matrix system with constant thermal conductivity (λ),
the Kapitza length (Lk) is defined as
Lk = Rkλ (2.43)
Kapitza length is the equivalent thickness of matrix, with the same thermal conduc-
tivity λ, over which the drop in temperature is same as the drop at the interface.
Kapitza length gives an idea of the relative importance of the interfacial resistance.
Khalatnikov [55] presented a model known as Acoustic Mismatch (AM) Model,
to explain and estimate the thermal resistance at the boundaries to Helium. Accord-
ing to this model, interfacial thermal resistance is due to the mismatch in the acoustic
impedances of two dissimilar materials at the interface. Mazo [56] proposed the mod-
ern form of AMM. They applied acoustic theory and approximated liquid helium and
the solid as a continuous elastic medium. Classical wave propagations equations were
used to determined the transmission and reflection coefficients for phonons. Plane
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wave solution founded in the two mediums were matched at the boundary. By impos-
ing displacement and stress boundary conditions and assuming no scattering takes
place at the interface, transmission coefficient, tAB, for phonon energy in material A
incident normal to the interface of material B is given by
tAB =
4ZAZB
(ZA + ZB)2
(2.44)
where Z = ρc is acoustic impedance, ρ is the mass density and c is the speed of
sound in the material [56]. The transmission coefficient is ratio of the total flux in
the transmitted wave to the incident wave. Using this model the authors predicted
the boundary resistance of the order of 1000cm2K/W at 1K and varies as T−3. Little
[57] extended the acoustic mismatch model for to solid-solid interface. They showed
that for a perfectly joined interface the heat flow is proportional to the difference of
the fourth powers of the temperature on each side of the interface but results deviate
for rough surfaces and for surfaces pressed into contact with one another. Experi-
mentalists observed that the Kapitza resistance is 2 orders small than predicted by
AMM theory at 1K, but thermal resistance between solids was higher than calcu-
lated for the AMM theory perposed by Little. Lee and Fairbank [58] and Anderson
et al [59] measured boundary resistance between cooper and He3 and found similar
magnitude and temperature dependence to that found for a copper-superfluid He4
boundary. Anderson et al also found lower magnitudes of boundary resistance be-
tween between solid He3 or liquid He4 and copper. According to AMM boundary
resistance is a strong function of pressure however the authors found that bound-
ary resistance is affected by pressure only near 0.1K; around 1K it is independent
of pressure. Challis et al [60] proposed transmission increase due to the existence
of compressed layer of liquid on the surface of the solid formed due to the van der
Waal’s attraction of liquid atoms to the solid. Matsumoto et al [61] measured thermal
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resistance across cooper-epoxy-cooper sandwiches over a temperature range of 0.05-
10K. Their data also supported the suggestion that low-frequency phonons contribute
to thermal transport across the sandwich. They showed that thermal resistance be-
tween solid-solid interface can match AMM theory results depending upon the surface
preparation. Shiren [62] found that resistance of a defective interface is much higher
than a clean one. Swartz et al [63] measured boundary resistance from 0.6 to 200K
between metal films and dielectric substrates onto which the films were deposited.
The authors demonstrated that at low temperatures, below 40K, the results were
in good agreement with the AM model but at higher temperature the results vary
significantly. They also found that other than carefully prepared surfaces, phonons in
the frequency range above a few gigahertz strongly scattered at all the surfaces. So in
order to estimate the effect of diffuse scattering, they proposed the diffuse mismatch
model (DMM). In contrast to AM, diffuse mismatch (DM) model all phonons striking
an interface scatter to one side or other side of interface with the probability that is
proportional to the phonon density of states. Thus both models assume the interface
without any intrinsic properties and so the structure of the interface does not effect
the energy transmitted. In essence these theories assume phonon transmission to be
completely specular without scattering or diffuse scattering without any dependence
on angle of incidence. So none of the two models is able to predict the precise value of
the interfacial resistance, but they provide a good reference against which to compare
the experimental results.
D. Simulations of Interfacial Thermal Resistance
Interfacial thermal resistance between dissimilar materials has been experimentally
studied quite extensively since its first introduction by Kapitza. Based on the exper-
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imental results AMM and DMM theories were developed to explain the phenomenon
of interface thermal resistance. Experimental results have shown that the interfa-
cial resistance is affected by the surface conditions but these theories do not take
surface conditions into account. Numerical simulations have been used to fill in the
gap between the experimental results and the theoretical analysis. Maris and others
[64, 65] used traditional lattice dynamic simulations to study the thermal bound-
ary resistance between two dissimilar solids. Numerical calculations were performed
to obtain the phonon transmission coefficient and group velocity, which were then
used to obtain the phonon flux density across the interface. From the phonon flux
density, Kapitza resistance is obtained. But these calculations are limited only to
simple interfaces and are not a viable approach for grain boundary problems. To
handle complex problems like grain structures, molecular dynamics simulations were
devised. Molecular dynamics methods were well established for the calculations of
thermal conductivity. Using equilibrium models, Green-Kubo method [66, 67, 68],
and non-equilibrium direct methods [69, 70], molecular dynamics methods can be
used to calculate the thermal conductivity of the materials at the atomistic level.
However, only non-equilibrium methods can be employed to calculate the interfacial
thermal resistance.
To calculate the interfacial thermal resistance using non-equilibrium molecular
dynamics (NEMD) simulations a thermal current is created in the system. There are
two approaches to create a thermal current in the system. The first approach is the
constant heat flux method in which equal amount of energy is added and removed
from two plates of the system as shown in Figure 9.
The most popular methods used to add or remove energy from the system was
developed by Jund and Jullien [69]. In this method, the energy is added or removed
from the system by scaling the instantaneous velocities of the atoms at discrete time
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Fig. 9. Basic schematic used for performing the non-equilibrium molecular dynamic
simulation. 4ε denotes the heat added or removed from the system in constant
heat flux simulations and T1 and T2 denotes the fixed high and low temperatures
for constant temperature simulations.
steps as
−→v i = −→v g + α(−→v i −−→v g) (2.45)
where −→v g is the velocity of the center of mass of the particles in the plate and
α =
√
1± 4ε
KE
(2.46)
+ sign is used for atoms in the hot plate and − sign for atoms in the cold plate, 4ε
is the amount of energy added or subtracted from the plates and usually taken as
1% of kBT to introduce only small temperature gradients within the system . The
relative kinetic energy is given by
KE =
1
2
n∑
i=1
mi
−→v 2i −
1
2
n∑
i=1
mi
−→v 2G (2.47)
A second method to add and remove energy from the system was proposed by
Muller-Plathe [70]. In this method the velocity of the fastest atom in the cold plate is
exchanged with the velocity of the slowest atom in the hot plate. In this way, energy
is added to the hot plate and same amount of energy is removed from the cold plate.
Additional calculations to sort the velocities have to be performed to get the slowest
and the fastest atoms.
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The second approach to create thermal current in the system is by keeping the
two plates at different temperatures. One plate is kept at higher constant temperature
and the other at lower constant temperature. The difference in the temperatures leads
to a thermal current in the system as heat flows from hot plate to cold plate. As the
heat flows from hot plate to cold plate, the temperature of hot plate decreases and
that of cold plate increases. The temperature of the plates is kept constant by either
scaling the velocities of the atoms in the plate or by using a temperature thermostat.
Murad and Puri [20] used Gaussian thermostat to keep the temperatures of the plates
constant while simulating the effect of pressure and surface wetting on the interfacial
thermal resistance between the Si crystal and water molecules. Cummings et al [71]
used the velocity scaling method to keep the temperatures of the plates constant while
studying the thermal conductivity in Y-junction nanotubes and the effect of defects
in straight nanotubes.
In velocity scaling procedure, the desired temperature is reached by scaling in-
stantaneous velocities of the atoms in a plate at discrete time steps as
vi,new = vi,old
√
Tdesired
Tcurrent
(2.48)
where vi,new is the new velocity of the i
th atom, vi,old is the old velocity of the ith
atom, Tcurrent and Tdesired are current and desired temperature of the plate carrying
the ith atom. The amount of energy added to the hot plate and subtracted from the
cold plate is equivalent to the net change in the kinetic energy of the atoms in that
plate and is given as
4Eplate = 1
2
n∑
i=1
mi(v
2
i,new − v2i,old) (2.49)
where mi is the mass of i
th atom in the plate, n is the number of atoms in the
plate, assuming all the atoms in a given plate have same mass, i.e. for mono-atomic
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systems. Then the heat flux in the system is calculated from the average energy
added or removed from the hot and cold plates over the period of the data collection
as
J =
1
2A
∑N
i=1 | 4 Ehot,plate +4Ecold,plate|
t
(2.50)
where N is the number of velocity rescaling operations performed during the simula-
tions, A is the cross-section area of the system, perpendicular to the flow of heat flux
and t is the total time of the simulation. Since the hot and cold plates are situated in
the middle of the material 1 and material 2, as shown in Figure 9, the heat flows in
both the directions. So factor of 1/2 is added to the above equation, assuming heat
equally divides in both the directions.
In both these approaches, once the equilibrium is reached, the thermal conduc-
tivity of a material can be obtained using the Fourier law. Also from the temperature
drop at the interface and the heat flux in the system, interfacial thermal resistance
can be obtained using equation 2.42.
Originally these methods were developed to calculate the bulk thermal conduc-
tivity of the materials, but have been modified to calculate the interfacial thermal
resistance. Maiti et al [72] performed the first non-equilibrium MD simulations to
study the interfacial thermal resistance. This method was based on the approach
used by Tenenbaum et al [73] to calculate the thermal conductivity of the materials.
They studied Kapitza resistance on the Si grain boundaries by creating thermal cur-
rent within the system using constant temperature plates. They also demonstrated
that local equilibrium can be achieved in a small system by running simulations for
a very long time. Schelling et al [74] used an approach similar to that used by Maiti
et al to calculate the Kapitza resistance between three twisted Si grain boundaries.
They found that increase in the structural disorder at the grain boundary leads to a
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significant increase in the Kapitza resistance. Xue et al [75] studied the liquid-solid
interaction using the constant temperature model. They found out that magnitude
of the inter-molecular forces between the liquid and the solid atoms plays a key role
in determining the interfacial thermal resistance.
Xiang et al [76] studied the role of the interface on interfacial thermal resistance in
microscale and nanoscale heat transfer processes using MD simulations. They found
that the thermal contact resistance increases exponentially with decreasing area of
the micro contact and also increases with increasing micro contact layer thickness.
They also found that the material defects increase the thermal resistance. Wang and
Liang [77] studied cross-plane thermal conductivity and interfacial thermal resistance
between bilayered films using non-equilibrium MD simulations. The bilayer films
consists of argon atoms and another material identical to argon but with different
atomic mass. The results showed large temperature jump at the interface suggesting
important role of interfacial resistance to heat transfer. They found interfacial resis-
tance to be dependent on the mass ratio of the atoms but independent of the film
thickness. Murad and Puri [20] studied the effect of pressure and liquid properties
on the interfacial thermal resistance. They found that high fluid pressure and hy-
drophilic surfaces facilitates better acoustic matching and thus decrease the interface
resistance.
Maruyama et al [78] performed the first molecular dynamic simulations to study
the interfacial thermal resistance between carbon nanotubes in a bundle. They cal-
culated the resistance as 6.46 × 10−8m2K/W . Zhong and Lukes [79] studied the
dependence of the interfacial thermal resistance between two carbon nanotubes as a
function of nanotube spacing, overlap and length. From the simulations they found
that there was a fourth order of magnitude reduction in the interfacial thermal re-
sistance if the nanotubes are brought into intimate contact. The resistance was also
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reduced for longer nanotubes and nanotubes with more overlap area. They attributed
the increase to the increase in area available for heat transfer between the nanotubes.
Greaney et al [80] employed MD simulations to elucidate the factors responsible for
heat transfer between carbon nanotubes. Their calculations showed that sharp reso-
nance between nanotubes allows efficient energy transfer.
Huxtable et al [21] made transient absorption measurements on individual single-
walled carbon nanotubes encased in cylindrical micelles of sodium dodecyl sulphate
(SDS) surfactant, dispersed in D2O to study nanotube-matrix interface resistance.
Ti:sapphire mode-locked laser was used to produce a series of subpicosecond pulses
with wavelength in the range of 740 - 840 nm. The decay constant of 45ps was calcu-
lated for the heat flow from the carbon nanotube to SDS corresponding to interfacial
resistance of 8.04× 10−8m2K/W . Shenogin et al [81] studied the interfacial thermal
resistance between the carbon nanotubes and octane molecules surrounding it. They
found a large value of interfacial thermal resistance and the resistance was found to
decrease as the length of the carbon nanotubes increased and then stabilized to a
constant value. They attributed this large resistance to the weak coupling between
the rigid tube structure and the soft organic liquid. Clancy and Gates [82] studied
the effect of chemical functionalization of carbon nanotubes on the interfacial thermal
resistance and thermal conductivity of nano-composites. They grafted linear hydro-
carbon chains on the nanotube surface using covalent bonds. They found that the
interfacial thermal resistance between functionalized nanotubes and the surround-
ing polymer matrix was reduced by the presence of the grafted functional groups.
Unikrishnan et al [83] studied the effect of chemical additives like CuO on the carbon
nanotubes suspended in water. There was a marginal increase in the resistance with
the addition of impurities in the water. Recently Carlborg et al [84] studied ther-
mal boundary resistance between single-walled carbon nanotube and matrices of solid
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and liquid argon by performing classical molecular-dynamics simulations. They found
that the resistance does not depend on the length of the nanotube of length greater
than 20A˚. Also they suggested that resonant coupling between the low-frequency
modes of the carbon nanotube and the argon matrix are responsible for heat transfer
from the carbon nanotube to the matrix molecules.
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CHAPTER III
METHODOLOGY
These simulations are based upon the lumped capacitance analysis. This analysis
is applicable to any system which has a very small Biot’s number. Biot number is
defined as
Bi =
hL
k
(3.1)
where h is the heat transfer coefficient at the interface, L is the characteristic length
of the system and k is the thermal conductivity of the solid. In essence, this analysis is
applicable for systems in which the thermal gradients within solid body are negligibly
small as it cools with time i.e. for a body that has a very high thermal conductivity.
Also the characteristic length is small and the coefficient of heat transfer from the
solid body to the surrounding fluid is also small.
Carbon nanotubes have very high thermal conductivity. So the temperature
gradients within the carbon nanotube are negligibly small. Consider a system with
carbon nanotube at temperature Thot surrounded by fluid with temperature Tcold. The
pool of liquid is large enough such that it remins at Tcold. Let m be the mass of the
nanotube, c is its specific heat, As the surface area and G the interfacial conductance
(inverse of interfacial resistance), then mathematically
mc
dT
dt
= −GAs(T − Tcold) (3.2)
At time t = 0 the temperature of the object is Thot and cold fluid is Tcold and after
time t the temperature of the hot object is T (assuming bulk temperature of the fluid
remains unchanged). Integrating above equation from time t = 0 to t, we get
T − Tcold = (Thot − Tcold) exp
[
−GAs
mc
t
]
(3.3)
42
or this equation can be written as
4T (t) = 4Tinitial exp
[
− t
τ
]
(3.4)
where τ is the thermal time constant. The solution indicates that the difference in
the temperature of solid and fluid, 4T (t), approaches zero as the time approaches
infinity. The quantity C =
mc
As
, heat capacity per unit area, is constant for carbon
nanotube [21]. So, once we know the time constant we can find the interfacial thermal
resistance using the following equation.
Rk =
τ
C
(3.5)
The flow chart, Figure 10, shows the simulation procedure to calculate the interfa-
cial thermal resistance using molecular dynamics simulations. Each step is described
below. All the simulations are performed using the LAMMPS software [85, 86].
LAMMPS stands for Large-scale Atomic/Molecular Massively Parallel Simulator.
LAMMPS is a classical open source molecular dynamics simulation code to be used
as particle simulator at the atomic, meso, or continuum scale. It was originally de-
veloped in FORTRAN and later ported to C++. It uses message passing interface
(MPI) protocol and is designed to run efficiently on parallel computers.
A. Problem Setup
The first step in the simulation is to prepare the starting structure. The starting
structure is prepared by placing the carbon nanotube at the centre of the simulation
box. The axis of the nanotube are aligned along the z-axis. The matrix molecules sur-
round the carbon nanotube. The density of the unit cell is same as the density of the
bulk matrix at room temperature. Figure 11 shows a typical starting structure. The
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Fig. 10. Procedure to calculate the interfacial thermal resistance
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(a) Nanotube surrounded by water molecules
(b) Nanotube surrounded by 1-hexene molecules
Fig. 11. Typical starting structures with carbon nanotube surrounded by matrix
molecules
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starting structure is created using Materials Studio (MS), a commercially available
software. The initial structure created by amorphous builder module of MS is not
suitable for these simulations, as the nanotube axis is not aligned in the z-direction.
So the structure is manually edited to align the nanotube along the z-axis and to
move any matrix molecules inside the nanotube. This structure is exported and a
script file converts the MS files to LAMMPS input file. This file acts as the starting
input structure for LAMMPS.
B. Minimization
The starting structure is formed by randomly placing the molecules inside the simu-
lation box. The atoms of the matrix molecules may be very close to or overlapping
with atoms of carbon nanotube or other matrix molecules. If simulations are per-
formed with this starting structure, very large forces will be exerted on the atoms, as
a result imparting very high velocities to the atoms. This will cause computational
instabilities. To avoid this, potential energy of the system, bonded and non-bonded
energy, is minimized before running the dynamics. The kinetic energy of the system
is not considered during minimization. LAMMPS uses Polak-Ribiere version of the
conjugate gradient (CG) algorithm to minimize the energy [87]. In this study the
minimizations is done in two steps. First the nanotube is fixed at its place and en-
ergy of the surrounding matrix molecules is minimized. Then the nanotube is relaxed
and the whole system is allowed to minimize. First step is necessary, as during the
structure preparation, some matrix molecules are too close to the nanotube. The
proximity of these matrix molecules will dent the nanotube and distort it beyond the
point of recovery. So in the first step, only the matrix molecules will move. Once the
matrix molecules are at a distance from the nanotube, the nanotube is relaxed. In
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this way in the final structure the nanotube is not significantly distorted.
C. Equilibration
Minimization is followed by equilibration. After minimization the system is theoreti-
cally at 0K. To start dynamics the system has to be brought to base temperature of
interest, 300K. For this work, this is done in two steps. In the first step, velocities are
assigned to the atoms randomly at 300K, and the system is allowed to relax as a NVE
ensemble for 50ps. As the initial configuration (coordinates) is not an equilibrium
one, during relaxation some of the kinetic energy is converted to potential energy.
So the final temperature of the system is lower than 300K. In all the simulations,
the final temperature converges to a value close to 160K. In the second step, the
temperature of the system is raised from 160K to 300K by equilibrating the system
as a NPT ensemble for 25ps followed by equilibrating at 300K for 250ps at a pressure
of 1 atmosphere. The pressure and the temperature of the system is controlled using
the Nose-Hover thermostat [88] and barostat [89]. During equilibration, pressure of 1
atmosphere is applied on the sides of the simulation box, that responds independently
of the pressure component along the axis of the tube. Thus the box length can change
in x and y direction, but not in the z direction.
D. Production Run
After the system is equilibrated to a uniform temperature of 300K, the temperature of
the nanotube is instantaneously increased to 700K in case of n-heptane and its variants
and 750K in case of other matrix systems by simple velocity scaling procedure. If Tbase
is the base temperature and Tdesired is the desired temperature, the new velocities of
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the atoms, vnew, from the old velocities vold are given by
vnew = vold
√
Tdesired
Tbase
(3.6)
Subsequently the system is allowed to relax under constant energy as a NVE ensemble.
As the simulation proceeds the energy from the nanotube is slowly transferred to
the matrix molecules. Snapshots of the temperature distribution within the box
are obtained at fixed intervals of 100 steps. Also after every 100 steps the average
temperature of the nanotube and matrix molecules is calculated and stored. The
simulation is terminated as the temperature of the carbon nanotube approaches the
liquid temperature.
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CHAPTER IV
RESULTS AND DISCUSSION
Non-equilibrium molecular dynamic simulations have been performed to study the
effect of chemistry and molecular structure on the interfacial thermal resistance be-
tween a carbon nanotube and coolant molecules. The coolants considered in this
study are water, ethyl alcohol, 1-Hexene, n-Heptane and its dimers, trimers and their
isomers. To study the effect of the chemical composition of the coolants on the ther-
mal interfacial resistance, the molecules considered are water, ethyl alcohol, 1-hexene
and n-heptane. Also, n-heptane, n-tridecane and n-nonadecane are studied to study
the effect of polymer chains (structural variations) on the interfacial resistance. Also
isomers of n-heptane, n-tridecane and n-nonadecane are considered to study the effect
of branching and mixtures of chains on the interfacial resistance. Figure 12, 13 and
14 shows the molecular structure of coolants considered in this study.
(a) Water (b) Ethyl Alcohol (c) 1-Hexene
(d) n-Heptane (e) 2-Methyl Hexane
Fig. 12. Equilibrium structure of common coolant molecules considered in this work.
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(a) 3-Methyl Hexane (b) n-Tridecane
(c) 2-Methyl Dodecane (d) 3-Methyl Dodecane
(e) 4-Methyl Dodecane (f) 5-Methyl Dodecane
(g) 6-Methyl Dodecane (h) n-Nonadecane
Fig. 13. Equilibrium molecular structure of isomers of n-tridecane.
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(a) 2-Methyl Octadecane (b) 3-Methyl Octadecane
(c) 4-Methyl Octadecane (d) 5-Methyl Octadecane
(e) 6-Methyl Octadecane (f) 7-Methyl Octadecane
(g) 8-Methyl Octadecane
(h) 9-Methyl Octadecane
Fig. 14. Equilibrium molecular structure of n-nonadecane isomers.
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A. Molecular Structure
Liquid near the solid surface is much more ordered and more dense than the bulk
liquid and therefore the properties are akin to that of solid than a liquid. The liquid
density exhibits molecular level oscillation in the direction normal to the liquid-solid
interface [90]. With distance from the interface the density peaks to a large value
followed by small oscillations and then approaches to the bulk density. The magnitude
of the layering extends to a few atomic distances and strongly depends upon the
solid-liquid atomic molecular mutul interaction parameters. This trend of ordering
and fluctuations is observed in these simulations. All the coolants considered in this
study exhibit the molecular ordering and density fluctuations near the nanotube wall.
Figure 15 shows the molecular structure and the density fluctuations for n-tridecane
molecule. In the molecular structure, we see clearly a gap of about 3A˚between the
carbon nanotube and the surrounding coolant molecules due to presence of the weak
van der Waal’s forces. Also from the figure it is clear that the atoms are densely packed
at a distance of about 7 A˚. This distance corresponds to the first peak density. From
the spatial variation in the density, the figure shows that the oscillations occur in the
density profile and later the density settles down to bulk density of the liquid at the
room temperature to about 0.75g/cc3.
B. Temporal Temperature Distribution
As discussed above, these simulations are based on the lumped capacitance method.
The main prerequisites of the lumped capacitance with reference to these simulations
are that the there should not be any temperature gradients within the carbon nan-
otube. The very large thermal conductivity of the carbon nanotube addresses this
requirement. The other prerequisites are that the temperature of the fluid surround-
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Fig. 15. (top) Molecular structure of carbon nanotube surrounded by n-tridecane at
equilibrium. The scale shown is in A˚(bottom) radial variation of coolant
density within the simulation box
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ing the nanotube should remain constant and should not vary significantly with time.
Also the temporal decay of the temperature difference between the carbon nanotube
and surrounding fluid is expected to be exponential. To ascertain these assumptions,
temporal distribution of the temperature between the carbon nanotube and coolants
is studied. Figure 16 shows the typical variation of the temperature in the carbon
nanotube and surrounding fluid molecules. From the figure it is clear that the tem-
perature of the fluid molecules remains constant. Also the temperature difference
between the nanotube and the fluid is observed to decay exponentially.
Fig. 16. Typical temporal variation of temperature of carbon nanotube and surround-
ing water molecules during a production run
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C. Effect of Chemistry
To study the effect of chemistry on the interfacial thermal resistance water, ethyl
alcohol and 1-hexene molecules are considered. Table I shows the parameters of the
simulations that were used in this study. The cross-section area of the simulation
box in all these simulation is 26.3 × 26.3A˚2. The length of the nanotube is varied
to study if the length of the nanotube has any affect. It was observed that with
small nanotubes, the value of the interfacial resistance fluctuates but becomes steady
for large length. Figure 17 shows the temporal variation of temperature difference
Table I. Parameters of molecules considered to study the effect of chemistry on the
interfacial thermal resistance
Matrix No. of Matrix No. of Atoms CNT Length Cross section
System Molecules in CNT Area (A˚2)
Water
435 200 24.6 26.3×26.3
870 400 49.19 26.3×26.3
1087 500 61.49 26.3×26.3
1523 700 86.04 26.3×26.3
Ethyl Alcohol
123 200 24.6 26.3×26.3
308 400 49.19 26.3×26.3
1-Hexene
64 200 24.6 26.3×26.3
133 400 49.19 26.3×26.3
of carbon nanotube and fluids in this study on a semi logarithmic scale. Since the
temporal decay of temperature difference is exponential, on the semi logarithmic scale
the results are straight lines. Inverse of the slope of the lines give the time constant for
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the temperature decay. The interfacial thermal resistance at nanotube-liquid interface
is calculated as
Rk =
τAcnt
CT
(4.1)
where τ is the relaxation time constant, Acnt is the area of the nanotube, and CT is
the heat capacity of the nanotube. The heat capacity of the nanotube per unit area
is usually taken as constant, 5.6× 10−4J/m2K [21].
Fig. 17. Decay in temperature difference with time for water, ethyl alcohol and 1-hex-
ene for carbon nanotube of length 49.19A˚
Table II shows the time constant and interfacial thermal resistance for the molecules
under consideration. The intervals of the interfacial thermal resistance have a confi-
dence level of 99% calculated using the regression analysis. From the table it is clear
that the chemical composition (chemistry) of the fluid affects the interfacial resis-
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Table II. Table showing the effect of chemistry on relaxation time constant and inter-
facial thermal resistance
Matrix System
Relaxation Time Interfacial Resistance
Constant τ (ps) Rk × 108 (m2K/W )
Water 11.9 2.13+0.04−0.04
Ethyl Alcohol 26.5 4.74+0.10−0.11
1-Hexene 40.8 7.29+0.20−0.20
tance. The heat transfer from the nanotube to the surrounding fluids occurs through
the weak van der Waal’s interactions. These interactions depend on the chemical com-
position. The interaction between non-bonded carbon-oxygen atoms will be different
from the non-bonded carbon-carbon interactions. The difference in these interactions
leads to the difference in the interfacial thermal resistance.
D. Effect of Polymer Chains
Hydrocarbons formed by the catalytic oligomerisation of poly alphaolefins usually
consists of long chain hydrocarbons like n-heptane and their dimers, trimers, tetramers
etc. In this work, n-heptane and its dimer, n-tridecane and trimer, n-nonadecane are
studied to elucidate the effect of polymer chains on the interfacial thermal resistance.
Table III shows the parameters considered in this work.
Figure 18 shows the temporal variation of temperature difference between the
carbon nanotube and fluids on a semi-logarithmic scale. Table IV shows the interfacial
thermal resistance between the carbon nanotube and the fluids considered in this
work. From the results it is clear that polymer chains affect the interfacial thermal
resistance. Since the polymers chains are formed from the same type of atoms, the
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Table III. Molecule systems and parameters considered to study the effect of polymer
chains on the interfacial thermal resistance
Matrix No. of Matrix No. of Atoms CNT Length Cross section
System Molecules in CNT Area (A˚2)
n-Heptane
229 200 24.6 50.0×50.0
700 300 36.89 69.86×69.86
n-Tridecane
208 300 36.89 50.0×50.0
749 360 44.27 88.74×88.74
n-Nonadecane
181 300 36.89 55.0 × 50.0
700 300 36.89 99.97×99.97
Table IV. Table showing results for the effect of polymer chains on the relaxation time
constant and interfacial thermal resistance
Matrix System
Relaxation Time Interfacial Resistance
Constant τ (ps) Rk × 108 (m2K/W )
n-Heptane 35.6 6.35+0.11−0.12
n-Tridecane 57.1 10.20+0.19−0.14
n-Nonadecane 45.9 8.19+0.26−0.22
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(a) n-Heptane
(b) n-Tridecane
(c) n-Nonadecane
Fig. 18. Temporal decay of temperature on a semi logrithmic scale for n-heptane,
n-tridecane and n-nonadecane
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mechanism of heat transfer, the weak van der Waal’s forces between the atom types in
all the fluids will be same, it can be expected that chemical composition cannot be the
cause for the difference in the interfacial resistance. From the results for n-heptane the
base molecule has the lowest resistance. This is due to the fact that n-heptane is able
to efficiently wrap around the carbon nanotube due to small carbon chain. In case of
n-tridecane and n-nonadecane the chains are large and are not able to wrap around
the nanotube as efficiently as n-heptane (stearic hindrance). Also n-nonadecane has
a very long chain, which at equilibrium bends to form a chain with two legs at 90◦ .
This type of configuration more efficiently wraps around the nanotube than a single
straight chain like in the case of n-tridecane.
E. Effect of Isomers and Mixtures
To study the effect of isomers on the interfacial thermal resistance, isomers of n-
heptane, n-tridecane and n-nonadecane are considered in this work. Since in the
isomers the atoms of the compound are organised in different ways, the change in the
structure can affect the interfacial resistance. Also the hydrocarbons produced by the
catalytic oligomerisation of poly alpha olefins leaves a mixture of hydrocarbons, their
isomers, dimers, trimers etc. The presence of mixtures may reduce the interfacial
thermal resistance as the chains of different lengths and orientations may fit together
much better than the single compounds. Table V shows the parameters of the systems
of isomers and their mixtures considered in this study.
Figure 19, 20, 21 and 22 shows the temporal variation of temperatures differences
between the nanotube and the fluids on a semi logarithmic scale. The calculated time
constant and hence the interfacial thermal resistances using equations 4.1 are shown in
Table VI. In case of n-heptane and its isomers, n-heptane has lower interfacial thermal
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Table V. Parameters of molecules and their isomers and mixtures considered in this
work to study the effect of isomers on interfacial thermal resistance
Matrix System Fluid Atoms CNT Length Cross section
Molecules in CNT Area (A˚2)
n-Heptane 700 300 36.89 69.86×69.86
2-Methyl Hexane 336 300 36.89 50.0×50.0
3-Methyl Hexane 348 300 36.89 50.0×50.0
Mix. n-heptane isomers 342 300 36.89 50.0×50.0
n-Tridecane 208 300 36.89 50.0×50.0
2-Methyl Dodecane 700 300 36.89 88.74×88.74
3-Methyl Dodecane 209 300 36.89 50.0×50.0
4-Methyl Dodecane 209 300 36.89 50.0×50.0
5-Methyl Dodecane 209 300 36.89 50.0×50.0
6-Methyl Dodecane 209 300 36.89 50.0×50.0
Mix. of n-tidecane isomers 300 300 36.89 60.0×60.0
n-Nonadecane 700 300 36.89 99.97×99.97
2-Methyl Octadecane 700 300 36.89 101.0×101.0
3-Methyl Octadecane 700 300 36.89 101.0×101.0
4-Methyl Octadecane 700 300 36.89 101.0×101.0
5-Methyl Octadecane 700 300 36.89 101.0×101.0.
6-Methyl Octadecane 700 300 36.89 101.0×101.0
7-Methyl Octadecane 700 300 36.89 101.0×101.0
8-Methyl Octadecane 700 300 36.89 101.0×101.0
9-Methyl Octadecane 700 300 36.89 101.0×101.0.
Mixture of n-Nonadecane 639 300 36.89 100.53×100.53
and isomers 846 360 49.19 100.18×100.18
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(a) n-Heptane (b) 2-Methyl Hexane
(c) 3-Methyl Hexane (d) n-Tridecane
(e) 2-Methyl Dodecane (f) 3-Methyl Dodecane
Fig. 19. Temporal decay of temperature difference for n-heptane, n-tridecane and their
isomers on a semi-logarithmic scale
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(a) 4-Methyl Dodecane (b) 5-Methyl Dodecane
(c) 6-Methyl Dodecane (d) n-Nonadecane
(e) 2-Methyl Octadecane (f) 3-Methyl Octadecane
Fig. 20. Temporal decay of temperature difference of isomers of n-tridecane and n-non-
adecane on a semi-logarithmic scale
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(a) 4-Methyl Octadecane (b) 5-Methyl Octadecane
(c) 6-Methyl Octadecane (d) 7-Methyl Octadecane
(e) 8-Methyl Octadecane (f) 9-Methyl Octadecane
Fig. 21. Temporal decay of temperature difference for n-nonadecane isomers on a
semi-logarithmic scale
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(a) Mixture of n-Heptane and its isomers (b) Mixture of n-Tridecane and its iso-
mers
(c) Mixture of trimers (d) Mixture of trimers
Fig. 22. Temporal decay of temperature difference of mixtures of isomers of n-heptane,
n-tridecane and n-nonadecane on a semi-logarithmic scale
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Table VI. Results showing the effect of isomers of molecules on the relaxation time
constant and interfacial thermal resistance
Matrix System
Relaxation Time Interfacial Resistance
Constant τ (ps) Rk × 108(m2K/W )
n-Heptane 35.6 6.35+0.11−0.12
2Methyl Hexane 43.2 7.72+0.08−0.08
3Methyl Hexane 49.5 8.85+0.12−0.13
Mix. of n-Heptane isomers 47.4 8.46+0.09−0.10
Tridecane 57.1 10.20+0.19−0.14
2Methyl Dodecane 51.8 9.25+0.13−0.09
3Methyl Dodecane 49.9 8.91+o.11−0.11
4Methyl Dodecane 42.1 7.52+0.12−0.11
5Methyl Dodecane 56.3 10.06+0.15−0.16
6Methyl Dodecane 37.5 6.70+0.11−0.12
Mix. of n-Tridecane isomers 39.5 7.06+0.10−0.10
Nonadecane 45.9 8.19+0.26−0.22
2Methyl Octadecane 48.5 8.67+0.10−0.13
3Methyl Octadecane 55.9 9.98+0.30−0.28
4Methyl Octadecane 46.1 8.23+0.16−0.17
5Methyl Octadecane 38.5 6.87+0.15−0.12
6Methyl Octadecane 44.2 7.90+0.18−0.18
7Methyl Octadecane 48.8 8.71+0.12−0.12
8Methyl Octadecane 36.0 6.42+0.12−0.14
9Methyl Octadecane 50.8 9.06+0.07−0.16
Mix. of n-Nonadecane isomers(22(c)) 38.6 6.89+0.16−0.16
Mix. of n-Nonadecane isomers(22(d)) 41.7 7.44+0.10−0.10
66
resistance than its isomers 2-methyl hexane and 3-methyl hexane. For n-tridecane
molecule the interfacial thermal resistance is higher than its isomers. Fig. 12 shows
the equilibrium molecular structure of n-heptane, n-tridecane and their isomers. From
the equilibrium structure, for n-heptane and its isomers the branching of the methane
group leads to steric hindrance and thus leading to ineffective wrapping of molecules
around the carbon nanotube. In case of n-tridecane and its isomers the resistance
decreases as the methyl group advances from first carbon atoms to adjacent atoms. As
seen from the equilibrium molecular structures, n-tridecane has a long straight chain,
whereas its isomers form a branched structure. Due to the branching the isomers
effectively wrap around the carbon nanotubes. As a result the resistance to energy
transfer form carbon nanotubes to the molecules decreases significantly. Result of the
interfacial thermal resistance for 5-Methyl Dodecane is anomalous, as the resistance
is much higher than the expected results.
In case of n-nonadecane and its isomers, it is difficult to deduce a trend in the
interfacial resistance. We can see oscillations, as resistance increases, then decreases,
and again increases and decreases as the methyl group moves away from the first car-
bon atom. These oscillations are attributed to the relative effectiveness of these isomer
chains in wrapping around the carbon nanotube. Consider the molecular structure,
5-Methyl Octadecane has a branched structure while 6-Methyl Octadecane is nearly
a straight chain. So 5-Methyl Octadecane would wrap around the carbon nanotube
effectively and should have lower interfacial resistance than 6-Methyl Octadecane. As
expected this trend can be seen from the simulation results in Table VI.
The mixtures also show deviation in the interfacial thermal resistance from the
single molecule systems. In all the cases, however, the resistance is more than the
smallest value for a single molecule but very close to it. This shows the combined
effect of the individual interfacial thermal resistances. The presence of different type
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of chains, with different sizes and orientations, enables the individual molecules to
pack more efficiently and wrap more effectively around the nanotube. But due to
the presence of all types of chains, the effective behaviour of some chains to wrap
around the nanotube is countered by the ineffective behaviour of other chains. So as
a system, mixtures are not as efficient as the chain with the smallest value for the
interfacial resistance but allows for a value that is similar in magnitude.
F. Energy Transfer Mechanism
As discussed in Chapter II, space time correlations can be used to study the dynamic
properties of a system. To study the energy transfer mechanism in a system, vibration
spectrum of the atoms are analyzed. Vibration spectrum allows a physical insight
into frequency modes of the systems. The vibration spectrum is generated by taking
the Fourier spectrum of the velocity autocorrelation function of atoms under consider-
ation. Fig 23(a) shows the temporal variation of normalized velocity autocorrelation
function (NVACF) of carbon atoms of n-heptane molecules. The normalized velocity
correlation function starts with a value of one and fluctuates around a zero value. As
the simulation is run for a very long time the NVACF becomes zero indicating that
equilibrium has reached. Figure 23(c) shows the vibration spectrum for the carbon
atoms of n-Heptane. The peak at around 90THz corresponds to the C-H vibration
modes [91, 92]. The peaks around 45THz and less corresponds to the C-C stretch-
ing and other modes of vibration such as angle change, dihedrals, stretch-stretch
etc [93, 94]. The peaks corresponding to small frequencies from 0.2THz to 5THz,
enhanced in Figure 23(b), corresponds to the non-bonded van der Waals interac-
tions. These frequencies correspond to non-bonded interaction within the n-heptane
molecules and also with the carbon atoms in the nanotube.
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(a) Normalized auto-correlation function (b) Vibration spectrum for small fre-
quencies
(c) Vibration spectrum for carbon atoms of n-heptane
Fig. 23. Velocity auto correlation function and vibration spectrum of carbon atoms in
n-heptane molecules
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(a) n-Tridecane
(b) n-Nonadecane
Fig. 24. Vibration spectrum of n-trdecane and n-nonadecane
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(a) 2-Methyl Hexane
(b) 3-Methyl Hexane
Fig. 25. Vibration spectrum of 2-methyl hexane and 3-methyl hexane
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(a) Mixture of n-heptane and its isomers
Fig. 26. Vibration spectrum for the mixture of n-heptane and its isomers.
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Fig. 27. Atomic displacements, frequencies and symmetries for selected normal modes
for an armchar nanotube (the symmetry and frequencies for these modes are
not strongly dependent on the chirality of the nanotube)
(Figure published with permission from [95], Original Source of Publication :
http://www.informaworld.com/)
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Fig. 28. (a) phonon dispersion relations of an armchair nanotube, (b) phonon density
of states for the armchair nanotube (c) comparison of phonon density of states
for nanotube in solid lines and graphite sheet in dotted lines.
(Figure published with permission from [95], Original Source of Publication :
http://www.informaworld.com/)
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Similarly, vibration spectrum is generated for n-Tridecane and n-Nonadecane,
2Methyl Hexane, 3Methyl Hexane and for the mixture system which consists of n-
heptane and its isomers. These vibration spectra are shown in Figure 23, 24, 25
and 26. Figure 28 shows the phonon spectrum and vibration modes for carbon nan-
otubes. Some of the selected normal vibration modes, their frequency and directions
of displacement are shown in Figure 27. These modes correspond to stretching, twist-
ing and radial breathing modes in the carbon nanotube. Figure 28 also shows the
vibration spectrum modes for graphite sheet.
Figure 23 shows the temporal variation of normalized velocity autocorrelation
function and vibration spectrum for n-heptane. The vibration spectrum for isomers,
dimers and trimer of n-heptane is shown in Figure 26. These spectrum are identical
for the peak frequencies as expected due to the fact that the vibrating atoms in
all these hydrocarbons are C-C and C-H. The low frequencies vibrations exists due
to weak van der Waals coupling between the atoms. Figure 28 shows the normal
modes of vibration and phonon spectra for arm chair carbon nanotube. These modes
are not strongly dependent upon the chirality of the nanotube [95]. The energy
transfer occurs when the atoms vibrate in resonance with each other. Since in the
hydrocarbons, the van der Waals vibration frequency range is 0.4THz to 5THz, the
energy will be transferred to these atoms from the atoms of the nanotube vibrating
in the same frequency range. So modes in nanotube responsible for heat transfer
from the nanotube to the surrounding atoms are modes (a), (b) and (c) in Figure 27
which corresponds to squeezing, in-plane twisting due to bond bending and in-plane
longitudinal due to bond stretching.
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G. Nano-Scale Thermo-Diffusion Effects
Figure 22 (Appendix A) shows the variation of different types carbon atoms (C1, C2
and C3) in the radial direction. C1 denotes the carbon atoms attached to three car-
bon and one hydrogen atom, C2 denotes carbon atoms attached to two carbon and
two hydrogen atom and C3 denotes carbon atoms attached to one carbon and three
hydrogen atom. There is a clear accumulation of carbon atoms near the carbon nan-
otube. Also from the different peaks locations of different carbon types, preferential
accumulation of C2 carbon types can be deduced. This causes local concentration
gradient near the carbon nanotube leading to mass diffusion away from the carbon
nanotube surface to the bulk phase. This diffusion causes transport of energy from
the carbon nanotube to bulk liquid leading to Soret effect at the nano-scale.
H. Summary
From the results it is clear that the interfacial thermal resistance strongly depends
upon the chemical composition of the fluids. The dependence is due to the variations
in the vibration frequencies of the atoms in the fluid molecules. Interfacial thermal
resistance also depends on the molecular structure and varies for polymer chains, their
isomers and mixtures. The variation is due to the difference in the effectiveness of
different structures to wrap around the nanotube. So fluids with small and branched
chains have low interfacial thermal resistance compared to long chains. In mixtures
the presence of structures of different sizes and orientation enables the individual
molecules to wrap around the nanotube more effectively and thus have resistance
closer to chain with the smallest resistance. Regarding the energy transfer mechanism
it is deduced that the energy form the carbon nanotubes to the fluid is transferred
due to the presence of weak van der Waal’s interactions. The low frequency modes
76
in the nanotube and the fluid match (vibrate in resonance) leading to the transfer of
the thermal energy. These modes corresponds to non-bonded interactions in fluids
and squeezing, in-plane twisting due to bond bending and in-plane longitudinal due
to bond stretching in carbon nanotubes.
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CHAPTER V
SUMMARY AND FUTURE DIRECTION
With the latest development in the high performance, miniaturized electronic devices
comes the need to remove large amounts of heat from small areas. Pool boiling is a
very efficient mode for heat transfer. Experiments have been performed to enhance
the heat transfer in pool boiling by modifying the boiling surface. Recently, carbon
nanotubes have attracted a great deal of attention owing to their excellent thermal,
mechanical and electrical properties. Experiments performed using carbon nanotubes
as nanofins on the boiling surfaces have shown enhancement in the heat transfer. But
the enhancement level is not as high as expected from the nanotubes, especially
because silicon nano-fins are found to result in higher pool boiling heat flux values.
This degradation in the performance of the carbon nanotubes is attributed to the
presence of a larger interfacial thermal resistance between the carbon nanotubes and
the surrounding fluids.
A. Summary
In this work, non-equilibrium molecular dynamic simulations have been performed
to study interfacial thermal resistance between carbon nanotubes and surrounding
fluids, the main parameter affecting the performance of carbon nanotubes as nano-
fins. The simulation strategy used in this work is based on the lumped capacitance
method where the temperature difference between the object and the surrounding
fluid decays exponentially. The simulation domain consists of a carbon nanotube
placed at the center of the simulation box surrounded by fluid molecules. The system
is brought to a base temperature and then the temperature of the carbon nanotube is
instantaneously raised to a higher value. As the system relaxes under constant energy,
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the energy is transferred from the carbon nanotube to the fluid. From the temporal
variation of the temperature in both nanotube and matrix molecules, the interfacial
thermal resistance has been obtained. Different fluid molecules are considered in
this work to elucidate the effect of various chemical and structural properties on the
interfacial thermal resistance. From the results it can be concluded that,
• The liquid molecules near a crystalline surface are more ordered with a higher
density than the bulk liquid and exhibit properties that are akin to that of
a solid. The density of the liquid near the carbon nanotube peaks to a high
value followed by multiple oscillations and subsequently reaching the bulk liquid
density value at a few atomic distance away. This trend is observed in all the
simulations performed in this study.
• The interfacial resistance is found to be dependent on the chemical composition
of the fluid surrounding the nanotube. To study the effect of chemical com-
position, interfacial resistances between the nanotube and common coolants,
water, ethyl alcohol and 1-hexene were studied. From these simulations it has
been found that atomic properties affect the interfacial resistance due to the
difference in the interaction potential between the atoms of the fluid and the
nanotube. The potential depends upon the oxidation state of a particular fluid
atom and attached atoms. So an oxygen in water will have a different interaction
attributes than an oxygen in ethyl alcohol while interacting with carbon atoms
of the carbon nanotube. This change in the interaction changes the interfacial
resistance.
• The interaction between the carbon nanotube and surrounding fluid also de-
pends upon the ability of the fluid to wrap around the nanotube. Coolants used
in avionics systems consist of olefins (hydrocarbon) as mixtures of monomers,
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dimers, trimers etc. Molecules with short chains can effectively wrap around
the nanotube but those with long chains cannot due to stearic hindrance. N-
heptane and its dimer and trimer (n-tridecane and n-nonadecane respectively),
are considered in this study, for investigating the effect of polymer chains on in-
terfacial thermal resistance. It has been found that the small chains have lower
interfacial resistance than longer chains owing to thier ability to effectively wrap
around the nanotube. Also the equilibrium structure of the molecule chain effect
the resistance.
• The isomers of a hydrocarbon chain have different molecular structure. Since
the structure changes the effectiveness of the molecule to wrap around the nan-
otube, interfacial resistance for isomers will be different when compared to the
straight chain isomer. Also the manufacturing processes for these hydrocarbons
produces a mixture of polymer and isomers (i.e. dimers, trimers etc). To study
the effect of isomers and their mixtures on interfacial resistance, polymer chains
and isomers of n-heptane are considered. Simulations indicate that the isomers
have variable interfacial resistance. The resistance values depends upon the
effectiveness of their structure to wrap around the nanotube. Also the mix-
tures possess lower interfacial resistance due to the presence of different types
of structures that can wrap effectively around the nanotube.
• To ascertain the transport mechanism for heat transfer from the carbon nan-
otubes to the surrounding molecules, vibration spectrum analysis of carbon
atoms of n-heptane, n-tridecane, n-nonadecane and isomers and mixtures of
n-heptane was performed. From the vibration analysis, it is observed that the
weak van der Waal’s interactions are responsible for the transfer of energy from
the carbon nanotubes. This is also apparent from the snapshot of the system
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at equilibrium, (Figure 15 on page 52), as there is a gap of about 3A˚between
the carbon nanotube and the fluid molecules due to weak van der Waal’s inter-
actions. Through these interactions only the low vibrating modes of the carbon
nanotubes can interact with the surrounding carbon atoms. From the vibration
spectrum analysis of carbon nanotube, squeezing, in-plane twisting due to bond
bending and in-plane longitudinal due to bond stretching are responsible for the
low frequency vibrating modes. So these modes are responsible for transferring
energy from the carbon nanotube to the fluid molecules.
B. Future Direction
This work focused on the use of a (5,5) armchair carbon nanotube as a nanofin.
The effect of nanotubes of other chiralities, chiral and zig-zag, and diameters on the
interfacial thermal resistance was not considered. It has been established that the
vibration spectrum of the nanotubes does not strongly depends upon the chirality of
the carbon nanotube. So the basic modes of energy transfer from carbon nanotube
to the fluids remains the same. But due to the presence of large diameter, the effec-
tiveness of polymers chains to wrap around the nanotubes will change. The polymer
chains will be more effective in wrapping around the nanotube of larger diameters, so
it is expected that the interfacial resistance may be less for large diameter nanotubes.
Further studies are needed to enumerate the effect of large diameter of carbon nan-
otubes on the interfacial thermal resistance for hydrocarbon chains, their isomer and
mixtures.
Also in this work it is assumed that the nanotube is free to vibrate without
any bonding restrictions. But this will not be true for the certain length of the
nanotube near the end bounded on the silicon substrate. Even though this length
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is of the order of few Angstrom and will not affect the bulk interfacial resistance
of the nanotube, a true nanofin analysis of the nanotube can be done with one end
of the nanotube fixed on a silicon substrate. To do this analysis, a nanotube of
length of few hundred nanometres to micron has to be considered. This size of the
system is prohibitive for the doing molecular dynamics simulation with the current
computing power available but may be feasible in the near future with rapid progress
in computational capabilities of commercially available systems.
Studies have shown that the presence of large number of defects change proper-
ties of the nanotubes. The nanotubes deposited on the silicon substrates using the
chemical vapor deposition (CVD) process are not defect free. So their ideal thermal
transport mechanics will be disturbed by the presence of these defects. This will also
affect the interfacial thermal resistance as the vibration modes of the nanotube will
change. Therefore, the effect of defects on the interfacial thermal resistance needs
to be studied to explore the more realistic simulations corresponding to the results
obtained from the experimental data reported in the literature.
The preferential accumulations of species near the carbon nanotube leads to
thermo-diffusion effect. This diffusion help in the enhancement of the energy transport
from carbon nanotube surface to the bulk fluid. Further studies of this effect will help
in identifying coolants which are more effective in enhancing heat transfer.
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APPENDIX A
MISCELLANEOUS GRAPHS
(a) Water (b) Ethyl Alcohol
(c) n-Heptane (d) 2-Methyl Hexane
(e) 3-Methyl Hexane (f) Heptane & its Mixtures
Fig. 29. Radial variation of density of common coolants within simulation domain.
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(a) Tridecane (b) 2-Methyl Dodecane
(c) 3-Methyl Dodecane (d) 4-Methyl Dodecane
(e) 5-Methyl Dodecane (f) 6-Methyl Dodecane
Fig. 30. Radial variation of density for n-tridecane and its isomers.
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(a) Nonadecane (b) 2-Methyl Octadecane
(c) 3-Methyl Octadecane (d) 4-Methyl Octadecane
(e) 5-Methyl Octadecane (f) 6-Methyl Octadecane
Fig. 31. Radial variation of density of n-nonadecane and its isomers in the simulation
domain.
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(a) 7-Methyl Octadecane (b) 8-Methyl Octadecane
(c) Mixtures of Trimers (22(c)) (d) Mixtures of Trimers (22(d))
Fig. 32. Radial density variation for isomers of n-nonadecane and their mixtures.
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(a) n-Heptane (b) 2-Methyl Hexane
(c) 3-Methyl Hexane (d) n-Tridecane
(e) 3-Methyl Dodecane (f) 4-Methyl Dodecane
Fig. 33. Distribution of carbon atoms in radial direction for n-heptane, n-tridecane
and their isomers.
Cn stands for carbon with n hydrogen atoms
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(a) 5-Methyl Dodecane (b) 6-Methyl Dodecane
(c) Mixture of Heptane & Isomers (d) Mixture of Tridecane & Isomers
Fig. 34. Radial distribution of carbon atoms isomer of n-tridecane and their mixtures.
Cn stands for carbon with n hydrogen atoms.
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