Stable law distributions occur in the description of the linear dielectric behavior of polymers, the motion of carriers in semi-conductors, the statistical behavior of neurons, and many other phenomena. No accurate tables of these distributions or algorithms for estimating the parameters in these relaxation models exist. In this paper we present tables of the functions
Introduction
Stable law distributions and functionals of these distributions play an important role in a variety of scientific areas. They originated in a study of observation errors by Cauchy []', and many of their mathematical proper-in terms of stable laws has been inspired by experiments performed by Williams and Watts on polymers [13, 14] . Many other examples of such applications to polymers and glasses occur in the literature, cf., for example, the work of Moynihan, Boesch, and Laberge [15] and Bendler [16] . The marriage between the mathematics of stable processes and the theory of dielectric relaxation processes has recently been proposed by Schlesinger and Montroll [17] who used the methodology of continuous time random walks [18] to try to model the underlying physical processes.
The relaxation of linear systems can be characterized by a frequency dependent dielectric constant or the appropriate mechanical analogue. This constant is generally expressible as
C(O) E(0 oo)).
(o)= {eitddt (1) where +(t) is the relaxation function which characterizes the particular material properties and En(o) and E'n (co) are the components of the normalized dielectric constant. It is found that for many polymers and glasses 4)(t) can, to a good approximation, be chosen to have the form
+(t)=exp[-(t/r)]
where and a are constants that depend on the material. Data on polymers and glasses generally lead to a values in the range 0.2 to 0.8. Equations (1) and (2) together imply that, for z = cor, EA() = 1 zJ' e -a sin(zu)du = 1-rZVa(z) 0o E' (Co) =z I e -cos(zu)du = TzQ(z)
where Q(z) and V(z) are the standard integrals
Qa(Z) = e -cos(zu)du
stable density they were able to check their results against Holt and Crow's tables [20] for a = 1/4, 1/2, and 3/4. However, these tables are given to four places in fixed arithmetic. The variety of methods used in generating the tables has resulted in a lack of uniform accuracy.
Because of the wide range of applications of the functions Qa(z) and Va(z), and because there appear to be no accurate tabulations against which approximations can be checked, we present here tables of these functions for a =0.01,0.02(0.02)0.1(0.1)1.0(0.2)2.0 for Qa(z), and for a=0.0(0.01)0.1(0.1)2.0 for Va(z), accurate to six places in floating point.
Numerical Methods
Three methods were used to evaluate Qa(z) and Va(z) to 10 significant figures, which were truncated and rounded to six figures for the present tables. The first is the evaluation of a convergent series representation, the second is the evaluation of a divergent series, and the third is numerical integration in the region in which the divergent series does not yield the required accuracy at all, and the convergent series requires use of an unreasonably large number of terms. For Qjz) the following series converges for 0< a < 1 z) ( 1n F + na) 2 / ).
This series diverges when 1 <a<2, but it is an asymptotic series, [21, 22] , and can be profitably used in this range for computation at sufficiently large values of z.
The corresponding series that converges in 1 <a<2, but diverges when 0<a< 1, is (3) Ia~z z . 2n--Z2(n 1)
n=1
(2n -2)! (6) Similar series can be derived for Vz). These are 
The function Qa(z) can be identified as a representation of a stable law density. In a recent paper Montroll and Bendler have presented a number of approximations to the function Qa(z) for values of a useful for polymer applications [19] . Because Q.(z) can be identified with a (7) which converges for 0<a< I and diverges when 1<a<2, and (8) which diverges in 0 < a < and coverges in 1 < a < 2.
When the appropriate series from eqs (5-8) requires a large number of terms to provide accurate results it is convenient to make the substitution u = tanO in eq (4) to find the following integral representations: 
where p=(2iTz)-
integral of argument z/2 [23] . In addition, Zolotarev [24] has found the value of Q 2 1 3 (Z) in terms of Whittaker functions, but we have not evaluated his expression.
Computational Notes
All of the computations were performed in double precision in FORTRAN 77 on a Perkin-Elmer 3230 computer. Each complete set of tables, Qa(z) and Va(z), took between 1 and 1.5 minutes of CPU time. Tables 1  and 2 indicate when the appropriate series was used for computing Qa(z) and Va(z), respectively, as well as when numerical integration was required. Two points should be noted with respect to the two tables: 1) table entries for the critical values of z will change somewhat if other than six-digit accuracy is required, and 2) entries for critical z in tables 1 and 2 assume only restricted values, namely those values of z that appear in tables 3 and 4 (positioned at the end of this paper because of their length), where the Qa(z) and Va(z) (12) The functions in curly brackets in the expressions for Q 112 (z) and V 112 (z) are tabulated in Abramowitz and Stegun [23] . One can also verify the following special cases: (13) the expression for V 2 (z) being proportional to Dawson's (16) the height of the peak, and for < 1 two sets of abscissas, {zj(0,a)}, {z,(0,a)}. These are, respectively, the values of z on the leading and trailing edges of ga(Z) at which was required in the calculation used the formula of gamma function. We
ga(Z) = OM(a).
These parameters are all illustrated in figure 1. For later (15) for x >3.21. The coefficients {an} and {ca} appearing in these formulae are to be found in the book by Luke [25] . The accuracy of formula [14] increases as x-0, while the accuracy of formula (15) increases as x-+oo. For x = 3.21, both formulas yield the same accuracy. When the series of eqs (5-8) were used to evaluate Qa(z) or Va(z), the number of terms used was a maximum of 150, which occurred near the switchover region for the two series. Most entries in the tables never required the evaluation of more than 20 terms. The numerical integrations of eq (9) were performed using Simpson's extended rule with a step size of 7r/40,000.
Application to Polymer Physics
The expressions in eq (3) allow us to estimate the three parameters that characterize polymers whose dielectric properties are described by eq (2) which is the Williams- 
for a=0.05(0.05)1.00 and 0=0.1(0.1)0.9 which will be used for data analysis, as will be explained in further The procedure for parameter estimation involves three successive steps. Since r, a, and A are initially unknown one can get an estimate of a independent of r and A by first estimating the peak height, zm (a), from the data and then solving for a from eq (18) . Since z = 27rfr, the parameter r drops out of eq (18) when the ratio of z's is taken. Although it appears that there are many independent estimates of a, each of which corresponds to a different 0, the data may not be equally useful at all values of 0. At high frequencies the underlying physical assumption that the system has a single degree of freedom may be poor approximation. In particular, the data at 0 values less than 0.5 may not fit the Williams-Watts model as well as data for 0>0.5. When a satisfactory value of a is determined, using eq (18), we may find r from the relation (19) wherefm is the frequency in Hz at which the peak maximum occurs. Finally, since an estimate of the peak height will generally be available, the estimate of the parameter A can be found from (20) where relevant values of M(a) are given in table 5. The first three data points were used to estimate the peak location and height. These were found to be log0 J,, =2.839
A =max C,(2rfr)/M(&)
following which the values of 0 shown in data set were calculated. Equations (18) (19) (20) were then used to estimate a, z, and A for the last four data points. The resulting estimates are the following: Ni 00000 1--000
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