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Abstract. Considerando el conocido problema de disminucio´n de ren-
dimiento que presentan los algoritmos evolutivos cuando resuelven pro-
blemas denominados many-objective, este trabajo propone la utilizacio´n
de una variante de la Optimizacio´n basada en Colonias de Hormigas
que denominamos λ base-p. La nueva propuesta fue sometida a distin-
tas pruebas experimentales sobre instancias del Problema del Vendedor
Viajante con muchos objetivos utilizando la me´trica del Hipervolumen.
La Asignacio´n de λ base-p fue comparada con algoritmos MOACO del
estado del arte y con el algoritmo evolutivo NSGA2, demostrando que
logra calcular un mejor Hipervolumen cuando se resuelven problemas de
muchos objetivos contradictorios (many-objective).
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1 Introduccio´n
Los algoritmos Multi-Objective Ant Colony Optimization (MOACO) fueron tra-
dicionalmente utilizados para resolver problemas con mu´ltiples objetivos contra-
dictorios, denominados Multi-Objective Optimization Problems (MOP), conside-
rados como uno de los me´todos con mejor desempen˜o para resolver el Problema
del Vendedor Viajante (TSP-Travelling Salesman Problems) [1] . Trabajos an-
teriores como [2] , [3] y [4] utilizaron los algoritmos MOACO para resolver los
denominados MOP del mundo real, y lo hicieron de manera efectiva para 2 o 3
objetivos. Sin embargo, esta efectividad puede verse afectada cuando el nu´mero
de objetivos aumenta, como pasa con la mayor´ıa de los algoritmos evolutivos
[7]. La problema´tica tratada en este trabajo es el desempen˜o de los algoritmos
MOACO cuando son utilizados para resolver problemas many-objective (proble-
mas con 4 o ma´s objetivos contradictorios). En este contexto, se implemento´
una nueva estrategia de MOACO para resolver problemas many-objective ya
que las implementaciones actuales no contemplan resolver estos problemas con
muchos objetivos. En las siguientes secciones se describe el TSP many-objective,
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los algoritmos MOACO considerados en el presente trabajo, la estrategia pro-
puesta por este trabajo para considerar problemas many-objective y finalmente,
se presentan los resultados experimentales, las conclusiones y trabajos futuros.
2 TSP many-objective
El TSP puede ser representado por un grafo ponderado completamente conexo
G = (N,A), donde N representa un conjunto de c = |N | nodos y A un conjunto
de aristas que conectan los nodos de N . En un caso mono-objetivo, cada arista
tiene asociado una funcio´n de costo dij , que representa la distancia entre los
nodos i y j. El TSP consiste en encontrar el ciclo Hamiltoniano que minimice la
distancia recorrida desde un nodo inicial, pasando por cada nodo exactamente
una vez y volviendo finalmente al nodo inicial [1]. Para formular el TSP se puede
considerar una variable dicoto´mica xi,j para todo (i, j) 2 A, de forma que tome
el valor 1 si el arco forma parte del ciclo Hamiltoniano y 0 en otro caso, entonces,





Para el caso del TSP many-objective, son consideradas k funciones de costos,



















Los algoritmos Ant Colony Optimization (ACO) [12] se inspiran en el compor-
tamiento de colonias de hormigas reales para resolver problemas de optimizacio´n
combinatoria. Se basan en una colonia de hormigas artificiales, es decir, colonia
de agentes computacionales simples que trabajan de manera cooperativa y se
comunican mediante rastros de feromonas artificiales. Para aplicar un ACO al
problema aqu´ı tratado, se utiliza un conjunto de agentes llamados hormigas. Las
hormigas construyen las soluciones del problema recorriendo el grafo G = (N,A),
partiendo desde un nodo inicial. Para cada cambio de nodo, una hormiga consi-
dera los para´metros de visibilidad (⌘i,j) y feromonas (⌧i,j) de cada arco utilizando











si j 2 Ji
0 en otro caso
(3)
donde Ji representa a todos los posibles nodos que pueden ser visitados desde
el nodo i (esto es, los nodos que todav´ıa no han sido visitado por una hormiga);
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mientras que ↵ y β son para´metros definidos a priori que reflejan la importancia
relativa de las feromonas y la visibilidad respectivamente. La actualizacio´n de
las feromonas esta´ dado por:
⌧i,j = (1− ⇢)⌧i,j + ⇢∆⌧ (4)
donde ⇢ es el coeficiente que se utiliza para representar la evaporacio´n y ∆⌧ es
la cantidad de feromonas que se va sumando a los arcos que forman parte de
una solucio´n escogida.
Un MOACO es una extensio´n de la metaheur´ıstica ACO para resolver problemas





















β si j 2 Ji










donde k es la cantidad de objetivos. En el Algoritmo 1 se puede observar el
pseudo-co´digo de un MOACO gene´rico:




generacion = generacion + 1
for ant = 1 to m //m es la cantidad de hormigas
construirSolucion()
evaluarSolucion()








siguiente = seleccionarSiguienteEstado() // definido en (5)
sol = sol U siguiente
marcarVisitado(siguiente)
if (actualizacionPasoAPaso)
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Actualmente existen diversas implementaciones de MOACOs que son objeto
de constantes investigaciones [5], [6]. Cada implementacio´n incluye diferentes en-
foques de actualizacio´n de feromonas, cantidad de tablas de feromonas, cantidad
de hormigas, etc. Para este trabajo se seleccionaron tres algoritmos MOACO del
estado del arte: el Multi-objective Ant System (MAS) , el Multi-objective Ant
Colony System (MOACS) y el Multi-objective Max-Min Ant System (M3AS), en
base a su buen comportamiento resolviendo el problema TSP experimentalmente
demostrado en [4]. Cabe recordar que en un MOACO, cada hormiga construye
una solucio´n mediante la transicio´n de estados dado por ejemplo en (5). En el
caso espec´ıfico del MOACS, se utiliza la seleccio´n pseudo-aleatoria dada por (7)
que considera el uso de la probabilidad de transicio´n ilustrada en la ecuacio´n




maxj2Ji{⌧↵i,j(⌘1λ1i,j ⌘2λ2i,j ...⌘kλki,j )β} si q < q0
pˆ en otro caso
(7)





















si j 2 Ji
0 en otro caso
(8)
y las variables λ1 a λk son para´metros utilizados para ponderar la importancia
relativa de cada objetivo. T´ıpicamente, cada hormiga puede utilizar un conjunto
diferente de para´metros λ1 a λk de forma a guiar la bu´squeda de cada hormiga
a regiones diferentes del espacio objetivo, lo que explica el reconocido e´xito del
algoritmo MOACS [4]. Todos los MOACOs implementados fueron objetos de
varias pruebas experimentales utilizando las instancias del TSP many-objective
generadas considerando 2, 4, 8 y 10 objetivos. Las pruebas experimentales fueron
ejecutadas en un contexto de minimizacio´n simulta´nea de todas las funciones ob-
jetivos (costos). Luego de un ana´lisis previo, realizado a las implementaciones
de MOACOs aplicados al TSP many-objective, se pudo observar: (1) un dete-
rioro de sus rendimientos al aumentar el nu´mero de funciones objetivos; y (2) el
MOACS resultaba levemente superior a las dema´s alternativas. En consecuencia,
se decidio´ modificar los para´metros de ejecucio´n del MOACS de forma a hacerlo
au´n ma´s competitivo al resolver problemas many-objective.
4 Me´trica de rendimiento
Para la comparacio´n de los resultados experimentales, fue utilizada la me´trica
del Hipervolumen [9], reconociendo su amplia adopcio´n entre los investigadores
del a´rea de optimizacio´n multi-objetivo [7]. El Hipervolumen considera el taman˜o
de la regio´n de dominancia en el espacio objetivo combinando las me´tricas de
distancia, distribucio´n y extensio´n en un solo valor [9]. Dado un conjunto de
soluciones Z = {z1, z2, ..., zR} con R soluciones, y un punto de referencia yref ,
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el Hipervolumen se define como [9]:




El Hipervolumen de un Frente Pareto X se define como la unio´n de las porciones
que esta´n limitadas por el punto de referencia yref denominado punto anti-
o´ptimo o peor posible y los puntos del Frente Pareto evaluado. Considerando
un problema de dos funciones objetivos con dos Frentes Pareto conocidos X =
{a, b, c, d, e}, X 0 = {a0, b0, c0, d0, e0} y el punto de referencia yref , si el Hipervolu-
men de X es mayor al de X 0, entonces, el Frente Pareto X no es peor que el
Frente Pareto X 0 [10].
5 Implementacio´n propuesta
En las reglas de transicio´n de las fo´rmulas (7) y (8) podemos notar un para´metro
de gran importancia que se utiliza para asignar una cierta prioridad a cada uno de
los objetivos tenidos en cuenta, este para´metro es denominado λ. T´ıpicamente,
el para´metro λ es un valor complementario; de modo que si se aumenta para
un objetivo, se debe disminuir para del otro y viceversa. Con esta asignacio´n de
λ se busca ponderar ma´s la informacio´n de un objetivo que la de otro para as´ı
especializarse en una zona del espacio de bu´squeda. Por ejemplo, para problemas
bi-objetivos [2], se puede escoger los valores de λ1 y λ2 utilizando la siguiente
relacio´n:
λ2 = m− λ1 + 1 (10)
donde m representa el nu´mero de hormigas y λ1 toma valores enteros entre 1 y
m. Cabe mencionar que para un problema de k objetivos f1, f2, ..., fk, se debe
asignar valores a λ1,λ2, ...,λk por cada hormiga, donde λ1 pondera a f1, λ2
pondera a f2 y as´ı sucesivamente. En general, cada λ toma uno de m valores
posibles por lo que se necesitaran km hormigas para tener todas las posibles
permutaciones, lo cual resulta inviable al crecer el nu´mero de objetivos k. Para
abordar esta problema´tica, este trabajo propone una nueva estrategia denomi-
nada Asignacio´n de λ base-p.
5.1 Asignacio´n de λ base-p
Esta nueva estrategia aplica una restriccio´n a los valores posibles que puede
tomar cada λ que queda as´ı restringido por un para´metro p 2 N. Dados los ob-
jetivos f1, f2, ..., fk, donde k es la cantidad de objetivos, cada hormiga debe es-
coger aleatoriamente sus valores λ1,λ2, ...,λk. Con este propo´sito, cada hormiga
selecciona en forma aleatoria un nu´mero entero n˜ en base decimal, tal que, n˜
2 [0, (pk − 1)], donde p es el para´metro de esta estrategia que representa la
cantidad de valores posibles que puede tomar cada λ. El nu´mero entero n˜ es
convertido a su representacio´n en base p, de esta manera se obtiene un nu´mero
con hasta k d´ıgitos, donde cada d´ıgito corresponde a un valor del para´metro λ.
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En este trabajo se utilizo´ p = 3, por lo que cada λi puede tomar los valores:
0 (visibilidad no considerada), 1 (peso medio) y 2 (peso alto). Como ejemplo,
consideremos un problema con k = 8 objetivos y p = 3. Una hormiga selec-
cionar´ıa en forma aleatoria un nu´mero entero n˜ entre 0 y (38 − 1). Suponiendo
que escoja n˜ = 4589, se realiza la conversio´n de n˜ a su representacio´n en base 3
dando por resultado el nu´mero 20021222; entonces, cada d´ıgito de e´ste nu´mero
es asignado a cada valor de λ, es decir, λ1 = 2,λ2 = 0,λ3 = 0,λ4 = 2,λ5 =
1,λ6 = 2,λ7 = 2 y λ8 = 2. Como se puede notar, la estrategia de Asignacio´n de
λ base-p mantiene la escalabilidad con un mayor nu´mero de objetivos, aparte de
ser una estrategia simple de implementar y comprender.
6 Resultados experimentales
En esta seccio´n se presentan los resultados experimentales obtenidos al comparar
el MOACS base-p propuesto en este trabajo con los algoritmos del estado del
arte antes citados (MOACS, M3AS y MAS) utilizando la recogida me´trica del
Hipervolumen presentada en la seccio´n 4. Todas las pruebas fueron ejecutadas
en un ordenador Genuine Intel 2.3 GHz con una arquitectura de 64 bits y 15 GB
RAM, bajo el sistema operativo Ubuntu 12.04.2 LTS.
A falta de instancias conocidas en la literatura para el TSP many-objective,
se generaron en forma aleatoria problemas para 2, 4, 8 y 10 objetivos cuidando
que la correlacio´n entre dos matrices de costo de un mismo problema no supere
el valor de 0.1. Con esto, los objetivos minimizados simulta´neamente resultaron
contradictorios o al menos poco correlacionados.
Para la ejecucio´n de las pruebas se modifico´ el algoritmo original MOACS,
implementando la Asignacio´n de λ base-p, creando as´ı, una nueva variante de
MOACO denominada en adelante MOACS base-p, principal aporte de este tra-
bajo. Dicha variante fue comparada con los mejores algoritmos MOACO del
estado del arte segu´n [4], MOACS, M3AS y MAS, adema´s del NSGA2 (Non
Sorting Genetic Algorithm version 2 ) considerado el principal algoritmo de
referencia del estado del arte en problemas multi-objetivo [7], [11].
Para realizar un ana´lisis de la evolucio´n de los resultados, se definio´ como
criterio de parada, 10.000 generaciones y se obtuvieron los resultados para 2.500,
5.000, 7.500 y 10.000 generaciones transcurridas.
Considerando la parametrizacio´n reportada en [4], para los MOACOs se uti-
lizaron los siguientes para´metros: m = 10 hormigas, ↵ = 1, β = 2, ⇢ = 0.3,
⌧0 = 0.1, ⌧max = 0.9, ⌧min = 0.1 y q0 = 0.5. Para el NSGA2, se utilizaron
los siguientes para´metros: taman˜o de poblacio´n igual a 10, Probabilidad de Mu-
tacio´n de 0.8 y Probabilidad de cruzamiento de 0.98. Estos valores fueron selec-
cionados conforme [11].
Los resultados presentados ma´s abajo corresponden al promedio de 4 ejecu-
ciones de cada uno de los algoritmos mencionados. Se utilizaron instancias del
TSP con 2, 4, 8 y 10 objetivos y cada instancia fue configurada de manera a
considerar tres taman˜os de problemas: 50, 75 y 100 ciudades.
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En la Figura 1 se puede observar la evolucio´n del Hipervolumen de los Frentes
Pareto calculados por cada uno de los algoritmos comparados, cuando resuelven
una instancia del TSP con 75 ciudades, considerando solamente 2 objetivos (este
problema no puede todav´ıa ser considerado many-objective). Se puede notar que
el MOACS base-p es levemente superior a los dema´s algoritmos sin importar el
nu´mero de generaciones transcurridas, aunque el MAS tiene un desempen˜o muy
pro´ximo.
Fig. 1: Hipervolumen obtenido al resolver la Instancia con 2 objetivos y 75 ciu-
dades
La Figura 2 muestra la evolucio´n del Hipervolumen para cada uno de los
algoritmos comparados, cuando resuelven una instancia del TSP con 75 ciudades,
considerando 4 objetivos simulta´neos (ya puede ser considerado un problema
many-objective). Se puede notar que la variante propuesta es claramente superior
a los dema´s algoritmos sin importar el nu´mero de generaciones transcurridas,
verificandose la ventaja de utilizar la Asignacio´n de λ base-p propuesta en este
trabajo.
Las Figuras 3 y 4 muestran la evolucio´n del Hipervolumen para cada uno
de los algoritmos comparados, cuando resuelven una instancia del TSP con 75
ciudades, considerando 8 y 10 objetivos respectivamente, pudie´ndose notar una
clara superioridad del algoritmo propuesto en este trabajo que mejora su de-
sempen˜o notoriamente con respecto a los dema´s algoritmos del estado del arte
al aumentar el nu´mero de objetivos, confirmando la ventaja que significa utilizar
el algoritmo propuesto.
Este mismo comportamiento fue observado al resolver instancias con 50 y
100 ciudades. Para instancias de ma´s de 2 objetivos el MOACS base-p presenta
de manera significativa el mejor Hipervolumen de entre todos los algoritmos
estudiados en cualquier cantidad de generaciones. Por falta de espacio solo se
presentara´ a continuacio´n los resultados obtenidos utilizando instancias de 50
ciudades, resumidos en las Tablas 1 y 2.
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Fig. 2: Hipervolumen obtenido al resolver la Instancia con 4 objetivos y 75 ciu-
dades
Fig. 3: Hipervolumen obtenido al resolver la Instancia con 8 objetivos y 75 ciu-
dades
Fig. 4: Hipervolumen obtenido al resolver la Instancia con 10 objetivos y 75
ciudades
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Objetivos 2 4
Generaciones 2.500 5.000 7.500 10.000 2.500 5.000 7.500 10.000
M3AS 0,893 0,895 0,896 0,897 0,643 0,648 0,65 0,651
MAS 0,903 0,911 0,912 0,912 0,633 0,638 0,645 0,656
MOACS 0,898 0,899 0,9 0,901 0,653 0,656 0,658 0,66
MOACS base p 0,915 0,916 0,917 0,917 0,743 0,748 0,751 0,753
NSGA2 0,743 0,78 0,796 0,806 0,201 0,215 0,225 0,233
Tabla 1: Hipervolumen obtenido al resolver la Instancias con 50 ciudades para
2 y 4 objetivos
Objetivos 8 10
Generaciones 2.500 5.000 7.500 10.000 2.500 5.000 7.500 10.000
M3AS 0,289 0,293 0,295 0,296 0,178 0,181 0,182 0,183
MAS 0,284 0,288 0,292 0,294 0,181 0,186 0,188 0,19
MOACS 0,292 0,295 0,297 0,298 0,178 0,182 0,184 0,186
MOACS base p 0,411 0,421 0,426 0,431 0,279 0,289 0,294 0,298
NSGA2 0,009 0,011 0,012 0,013 0,002 0,002 0,002 0,003
Tabla 2: Hipervolumen obtenido al resolver la Instancias con 50 ciudades para
8 y 10 objetivos
7 Conclusiones y trabajos futuros
Este trabajo presento´ por primera vez en la literatura un estudio del com-
portamiento de los algoritmos MOACO aplicados a problemas many-objective.
Se introdujo una nueva y simple variante del MOACS denominada MOACS
base-p, que fue emp´ıricamente comparada contra los algoritmos MOACO de
mejor rendimiento al resolver el TSP (MOACS, M3AS, MAS) [4] y el algoritmo
evolutivo de referencia para resolver problemas multi-objetivo, el NSGA2 [7].
Todos estos algoritmos fueron utilizados para resolver el TSP con 2, 4, 8 y 10
objetivos; almacenando los Frentes Pareto para diferentes cantidades de gene-
raciones, y promediando los resultados de varias ejecuciones. Estos resultados
fueron comparados utilizando la reconocida me´trica de Hipervolumen, amplia-
mente utilizada [7].
Descrita la problema´tica existente en la asignacio´n del para´metro λ en los al-
goritmos MOACO cuando resuelven problemas many-objective, se propuso como
solucio´n, una nueva estrategia de asignacio´n de λ denominada Asignacio´n de λ
base-p, en la cual se basa el MOACS base-p.
Resultados experimentales demostraron que el MOACS base-p es superior
a los mejores MOACO del estado del arte as´ı como al algoritmo de referencia
NSGA2, incluso con solo 2 objetivos aunque claramente su ventaja aumenta en
la medida que crece el nu´mero de objetivos, conforme se verifico´ experimental-
mente hasta 10 objetivos, quedando como trabajo futuro considerar un mayor
nu´mero de objetivos para lo cual se debera´ reconsiderar el uso de la me´trica
de rendimiento dada la complejidad del ca´lculo del Hipevolumen que crece ex-
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ponencialmente con el nu´mero de objetivos. Otras extensiones del presente tra-
bajo ser´ıan: implementar el esquema de Asignacio´n de λ base-p en otras imple-
mentaciones de MOACO y compararlas con otra metaheur´ıstica como el Particle
Swarm Optimization (PSO), extendiendo el ana´lisis comparativo a otros casos
de estudios como son el Quadratic Assignment Problem (QAP)[5], el Vehicle
Routing Problem with Time Windows (VRPTW)[2]; u otros problemas multi-
objetivo que puedan ser extendidos para el caso many-objective; por u´ltimo, se
propone analizar otros para´metros de los algoritmos MOACO, como por ejemplo
la utilizacio´n de grupos de tablas de feromonas donde cada tabla de feromonas
correspondera´ a un grupo de objetivos.
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