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Changes in synaptic connectivity patterns through the Witte et al., 1996; Woolley, 1999), although some
formation and elimination of dendritic spines may con- changes may happen faster (Wong et al., 2000).
tribute to structural plasticity in the brain. We charac- Distinct time scales associated with these three cate-
terize this contribution quantitatively by estimating the gories of synaptic plasticity justify analyzing them sepa-
number of different synaptic connectivity patterns at- rately. Such analysis should help in understanding these
tainable without major arbor remodeling. This number categories’ respective roles in learning and memory.
depends on the ratio of the synapses on a dendrite Here, we attempt to make a step in this direction by
to the axons that pass within a spine length of that analyzing one of the categories: dendritic spine remod-
dendrite. We call this ratio the filling fraction and calcu- eling.
late it from geometrical analysis and anatomical data. The goal of this study is to characterize quantitatively
The filling fraction is 0.26 in mouse neocortex, 0.22– the potential for plasticity associated with formation and
0.34 in rat hippocampus. In the macaque visual cortex, elimination of dendritic spines only. To do this, we esti-
the filling fraction increases by a factor of 1.6–1.8 from mate the number of different interneuronal connectivity
area V1 to areas V2, V4, and 7a. Since the filling fraction patterns that can be implemented without major remod-
is much smaller than 1, spine remodeling can make a eling of axonal and dendritic arbors. This number places
large contribution to structural plasticity. an upper bound on the plasticity associated with spine
remodeling. In other words, the number of different syn-
aptic connectivity patterns gives the maximum capacityIntroduction
of memory associated with formation and elimination of
dendritic spines.Learning and memory rely on changes in neuronal cir-
The number of different synaptic patterns does notcuits, or plasticity. An important contribution to neuronal
just depend on the number of existing synapses butplasticity comes from synapses. Traditionally, synaptic
also on the number of potential synaptic locations. Wecontributions to plasticity have been divided into the
refer to these locations as potential synapses (Figurefollowing categories (Bailey and Kandel, 1993; Green-
1). Knowing the number of the potential synapses isough and Bailey, 1988): changes in pre-existing syn-
crucial in estimating the number of different synapticapses without alterations of interneuronal connectivity
patterns. We illustrate this point in Figure 1 and Table(Tanzi, 1893) and changes in interneuronal connectivity
1 with a simple example with three actual synapses,due to formation and elimination of synapses (Ramo´n
N  3. If the number of potential synapses is close toy Cajal, 1893). The latter category can be further subdi-
the number of actual synapses, then there is almost no
vided into contributions associated with dendritic spines
room for changes in connectivity and the number of
without major remodeling of dendritic or axonal arbors
different synaptic patterns is small (Figure 1B). If the
(Dailey and Smith, 1996; Engert and Bonhoeffer, 1999; number of potential synapses is much greater than the
Lendvai et al., 2000; Maletic-Savatic et al., 1999; Toni number of actual synapses (Figure 1C), then there are
et al., 1999), and contributions associated with remodel- plenty of different connectivity patterns that can be im-
ing of dendritic and axonal branches (Baker and Van plemented by spine rearrangement (Figure 1D).
Pelt, 1997; Darian-Smith and Gilbert, 1994; Greenough We estimate the number of potential synapses by
et al., 1985; Harris and Woolsey, 1981; O’Rourke and calculating the number of axons that pass within the
Fraser, 1990; Petit et al., 1988; Purves and Hadley, 1985; spine length from a dendrite. We show through a geo-
Purves et al., 1986; Rajan and Cline, 1998; Rajan et al., metrical analysis that this number can be expressed in
terms of experimentally measurable anatomical param-
eters, independent of the details of arbor geometry. This3 Correspondence: mitya@cshl.org
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Figure 2. Geometry of Synaptic Connectivity for Random Orienta-
tion of Axons
The cylinder around the dendrite indicates the space within spines’
reach. Its radius is defined by spine length, as measured from the
dendritic axis. Intrinsic and extrinsic projections are shown in gray
and black, respectively.
whereas low filling fraction implies a high plasticity po-
tential.Figure 1. Structural Plasticity of Synaptic Connectivity Patterns
(A) Light microscopy image of a typical spiny dendrite.
Results(B) Schematic drawing showing the dendrite in (A) together with
nearby axons in one possible scenario. In this scenario, spine re-
modeling cannot contribute to circuit reorganization because all Expression for the Number of Potential Synapses
axons within the spine length of a dendrite are taken. To estimate the number of potential synapses on a den-
(C) The same dendrite in another scenario, where spine remodeling
drite, we calculate the number of axons that coursecan contribute to circuit reorganization. Actual dendritic spines
within a spine’s length of the dendrite. We follow the(solid gray) form actual synapses. Potential synapses include both
suggestion of Swindale (1981), and imagine a cylinderactual synapses and possible spine locations (dashed contours).
(D) Another possible synaptic connectivity pattern attainable from centered on the dendritic axis, with its radius equal to
(C) by spine remodeling. Our calculations show that the real brain the spine length (as measured from the dendritic axis
is more like scenario (C) rather than scenario (B). The total number to the tip of the spine, Figure 2). Then, all of those axons
of different available synaptic connectivity patterns characterizes
(and only those) that intersect the cylinder may form athe plasticity potential and gives the upper bound for the memory
synapse with the dendrite. Therefore, we need to calcu-capacity associated with spine remodeling.
late the number of axons intersecting this cylinder. Be-
low we present our calculations for three situations of
allows us to estimate the number of potential synapses sequentially increasing realism and complexity.
from the values of dendritic length per neuron, spine First, consider a simplified situation where all axons
length, interbouton interval, and of synaptic density. Us- course in the same direction, which is perpendicular
ing this estimate, we calculate the number of different to the axis of the cylinder (Figure 3). Then, imagine a
patterns of connectivity and the memory capacity asso- rectangular box with dimensions of axonal length per
ciated with them. neuron, La (parallel to the axons), dendritic length per
Our results can be concisely expressed in terms of a neuron, Ld (parallel to the dendrite), and two spine
single parameter: the filling fraction, ƒ, given by the ratio lengths, 2s. All of those neurons (and only those), whose
of actual to potential synapses. The filling fraction char- somata centers are located within the box, have axons
acterizes the potential for altering neuronal circuits intersecting the cylinder. Therefore, the number of eligi-
through formation and elimination of dendritic spines. ble axons, and, hence, the number of potential synapses
High filling fraction implies little plasticity potential per neuron, NP, is given by the product of the box volume
and the neuronal density, n:
NP  2sLd La n (1)Table 1. The Number of Different Synaptic Connectivity Patterns
Number of Potential Filling Fraction, Number of Patterns, Second, consider a more realistic situation where local
Synapses, NP ƒ  N/NP CNNP axons travel in different directions (Figure 2). Assuming
that axonal directions are distributed isotropically rela-3 1 1
4 0.75 4 tive to the dendrite, we can average over possible direc-
5 0.6 10 tions to find the total number of axons intersecting the
7 0.43 35 cylinder and hence, the number of potential synapses
10 0.3 120
(see Experimental Procedures):
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Figure 3. Geometry of Synaptic Connectivity
in a Simplified Case of Axons Running in the
Same Direction, Perpendicular to Dendritic
Axis
The blow up shows the relation between a
spiny dendritic segment and axons. The main
figure shows a box that contains the centers
of cell bodies whose axons hit the cylinder
around the dendrite. The number of these ax-
ons gives an estimate for the number of po-
tential synapses.
a ratio of actual to potential synapses, ƒ, which we call
NP 

2
sL dLan (2) the filling fraction,
Notice that the only difference between Equations 1 ƒ 
N
NP

2
sL d bn
(6)
and 2 is in the numerical factor (2 →/2). According
to Equation 2, one can view the number of potential
Alternatively, ƒ is a probability that two neurons form a
synapses, NP, as the product of the dendritic cross- synapse given that the presynaptic axon comes within
section (by the dendritic cross-section here we mean
the spine length of the postsynaptic dendrite. The filling
the dendritic arbor footprint area as seen by a passing
fraction is by definition less than or equal to unity.
axon),/2 sLd, and axon density, Lan. However, the utility The derivation of Equation 6 is rather general. In par-
of this expression is somewhat limited because it takes
ticular, no assumptions are made about the shapes of
into account only local axonal inputs through the local
dendritic and axonal arbors and the density of branches
axon density, Lan. as a function of the distance to the cell body.
Third, we generalize Equation 2 to include both local
The derivation relies on the following realistic assump-
and nonlocal axons (i.e., axons belonging to remote cell
tions (see Experimental Procedures):
bodies [Figure 2]). To do this, we replace the local axon
density, Lan, with the total axon density, which includes • We treat axons and dendrites as a collection of
both local and nonlocal inputs. The total axon density straight segments because the curvature radii of both
can be written as the product of the average interbouton axonal and dendritic branches are greater than spine
distance, b, and synapse density, ns. This amounts to length. This assumption holds for most neurons, in-
the substitution Lan → bns in Equation 2 (for details, see cluding those in neocortex and hippocampus. This
Experimental Procedures): assumption is violated only in rare cases, such as,
climbing fibers on Purkinje neurons in the cerebellum.
• Most axonal and dendritic branch segments are longNP 

2
sL d bns (3)
compared to the spine length, thus justifying neglect-
ing branch points in the geometry.Next, we notice that the synapse density, ns, can be
• We assume that the distribution of intersection anglesexpressed as the product of the neuron density, n, and
between axons and dendrites is isotropic, which isthe average number of synapses on a dendrite, N:
already true for isotropic distribution of either axonal
ns  Nn (4) or dendritic branches. If the distribution of intersec-
tion angles were anisotropic, the numerical coefficient
Combining Equations 3 and 4, we arrive at the relation in the expression would be different. But as follows
between the numbers of potential and actual synapses, from comparing Equations 1 and 2, this coefficient
does not vary much in realistic situations.
NP 

2
sLd bnN (5) • Smallness of axonal diameter relative to the spine
length justifies neglecting the volume exclusion ef-
fects between different axons.Because NP is proportional to N, it is natural to introduce
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• We assume that there is no correlation between axo- and Schaffer collaterals of CA3 neurons (CA3→CA1 pro-
jections). We find that for CA3→CA1 projections, onlynal density and dendrite location, i.e., axons are not
the filling fraction ƒ  0.22.on average “attracted to” or “repelled from” dendrites.
Third, we estimate the value of ƒ for pyramidal neuronsAlthough this may not seem obvious, this assumption
in the macaque visual pathways, in layer III of areas V1,can be justified in the case of pyramidal neurons, as
V2, V4, and 7a (Table 2). Not having sufficient data fordiscussed in the next section.
total dendritic length per neuron in these particular ar-• We only consider synapses among one type of spiny
eas, we base our estimate on measurements from Elstonneurons, pyramidal cells. This is by far the dominant
and Rosa (1997, 1998), which include only the basalcell type in neocortex and hippocampus. For example,
domain of the dendritic tree. These data are sufficientin the mouse neocortex, pyramidal cells make up 85%
to estimate the relative values of ƒ if we assume that theof the neuronal population, and 75% of all synapses
average dendritic length per layer III pyramidal neuronreside on spines (Braitenberg and Schu¨z, 1998). Equa-
scales with basal dendritic length. This assumption istions 3, 5, and 6 can be modified for the case of
consistent with the available data from different corticalmany different inputs, such as inputs from different
areas (Elston and Rosa, 1997; Page et al., 2002;populations of neurons like excitatory and inhibitory
Valverde, 1978) and our own observations, albeit ob-neurons, or geometrically different inputs like inputs
tained by different techniques. Typical morphologies ofto segregated parts of dendritic tree. This is consid-
basal dendritic spines of layer III neurons in consideredered in the Experimental Procedures section.
areas are shown in Figure 4. There are large differences• We assume that the fraction of multiple synaptic bou-
in cytoarchitecture among these areas. According totons is small. This assumption is supported by the
our data, the neuronal density between areas V1 andstudy of Jones (1999), who reported that the fraction
7a changes by more than a factor of two (Table 2, Figureof multiple synaptic boutons is 0.16 in the rat motor
5). The average length of basal dendrites per neuron incortex, and studies of Yankova et al. (2001) and Sorra
different areas can differ by a factor of three with theand Harris (1993), who found that in the rat hippocam-
lowest value in area V1 (Elston and Rosa, 1997, 1998).pus, this fraction is 0.18 and 0.24, respectively. For
The number of spines on basal dendrites is about tenlarge fractions of multiple synaptic boutons, a correc-
times higher along the temporal visual pathway than intion has to be made to Equations 3, 5, and 6 (see
area V1 (Elston, 2000). In spite of these large variationsExperimental Procedures).
in microarchitecture, the ratio of actual to potential syn-
apses ƒ undergoes a lesser change from 0.12 in areaAnatomical Estimates of the Ratio of Actual
V1 to 0.20–0.23 in areas V2, V4, and 7a. Because theto Potential Synapses
data for the macaque monkey visual areas from TableThe utility of Equation 6 is in relating the filling fraction,
2 are not corrected for shrinkage, and the estimates ofƒ, which would normally require laborious serial section
filling fraction are based on basal dendritic length, onlyelectron-microscopic reconstructions, to the anatomi-
the relative values (fractions) of filling fraction ƒ amongcal parameters measurable mostly by optical micros-
areas are reliable (see subsection on the robustness of
copy. In this section, we calculate the filling fraction
the results).
from previously published anatomical data and our own
Our estimates of ƒ are influenced by variability among
measurements. Anatomical parameters used for our es-
different brains and, to a smaller extent, by uncertainty
timates along with the values of ƒ are shown in Table 2. in the measurements. Based on our data from five ma-
First, we estimate the average value of ƒ for the mouse caque monkeys (Table 2), the variability in pyramidal
neocortex using the data from the work of Braitenberg neuron density among different brains is 10%. The vari-
and Schu¨z (1998), Schu¨z and Palm (1989), and Hellwig ability in average spine length is 3.5%. Unfortunately,
et al. (1994) (Table 2). These authors carefully corrected the authors of the remainder of the data shown in Table
their data for tissue shrinkage. We find that the ratio of 2 did not provide uncertainties to the listed average
actual to potential synapses is 0.26. values. For this reason, we cannot calculate rigorously
Second, we estimate the value of ƒ for the rat hippo- the uncertainty in the filling fraction ƒ. However, we
campus stratum oriens and stratum radiatum of CA3 expect the variability in the average dendritic length per
and CA1 fields using the data from the work of Amaral neuron and the average interbouton interval not to be
et al. (1990), Shepherd et al. (2002), Shepherd and Harris much different from 3.5%–10%, and as a result the un-
(1998), Trommald et al. (1995), and Harris and Stevens certainty in ƒ is less than 20%. If this assumption is
(1989). The caveat here is that the pyramidal cell bodies correct, then there are two significant differences in fill-
in hippocampus are confined to a relatively thin layer ing fraction: one between the CA3 and CA1 (CA3→CA1
(stratum pyramidale) rather than being distributed more projections) fields of the rat hippocampus, and another
uniformly in the volume. Hence, for the neuronal density between the macaque monkey area V1 and areas V2,
in Equation 6 (see Experimental Procedures), we use V4, and 7a. A more precise estimate of the uncertainties,
the ratio of the total number of neurons to the combined in order to find significant differences among different
volume of neuropil in stratum oriens and stratum radia- brain areas and different species, will require future ex-
tum, as provided in Boss et al. (1987) and West et al. periments.
(1978). In the CA3 field, the majority of synapses are In brain areas where the majority of synaptic connec-
made among local neurons, and we find that the filling tions originate from local neurons (intrinsic projections),
fraction ƒ  0.34. There is additional complication for Equation 2 can be used instead of Equation 6 to calcu-
the CA1 field. Neurons in CA1 receive synapses not only late the number of potential synapses NP and the filling
fraction ƒ. This can be done for stratum oriens and stra-from local neurons, but also from commissural axons
Geometry and Plasticity of Synaptic Connectivity
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Table 2. Anatomical Parameters of Excitatory Neurons and Corresponding Filling Fractions, ƒ, for Different Species and Brain Areas
Pyramidal Neuron Dendritic Length/ Interbouton Interval Average Spine Filling
Density n [104 mm3] Neuron Ld [mm] b [m] Length s [m] fraction ƒ
Mouse Neocortical 7.8 3.5 4.5 2.0 0.26
Areas: MOs, VISp (Braitenberg and (Braitenberg and (Braitenberg and (Braitenberg and
Schu¨z, 1998; Schu¨z Schu¨z, 1998) Schu¨z, 1998; Hellwig Schu¨z, 1998; Spacek
and Palm, 1989) et al., 1994; Schu¨z and and Hartmann, 1983)
Palm, 1989)
Rat hippocampal Areas:
CA3 2.0 12.3 4.2 1.8 0.34
(Boss et al., 1987; (Amaral et al., 1990) (Shepherd et al., 2002) (Harris and Stevens,
West et al., 1987) 1989; Trommald et
al., 1995)
CA1 (CA3→CA1 4.1 10.8 3.7 1.8 0.22
projections) (Boss et al., 1987; (Amaral et al., 1990) (Shepherd and Harris, (Harris and Stevens,
West et al., 1978) 1998) 1989; Trommald et
al., 1995)
Layer III of the Macaque
Monkey Neocortical
Areas:
V1 22* 1.4 6.4 2.6* 0.12
(Elston and Rosa, (Amir et al., 1993)
1997)
V2 13* 1.6 6.4 2.1* 0.23
(Elston and Rosa, (Amir et al., 1993)
1998; Elston and
Rosa, 1997)
V4 11* 2.1 6.4 2.2* 0.20
(Elston and Rosa, (Amir et al., 1993)
1998)
7a 8.0* 2.6 6.4 2.1* 0.23
(Elston and Rosa, (Amir et al., 1993)
1997)
Asterisks denote original data. Macaque value of Ld is the total length of basal dendrities per layer III neuron. Only the relative values of filling
fraction ƒ for Macaque areas are reliable (see the text for details).
tum radiatum of CA3, where the majority of synapses of dendrites. In this case, a blind application of Equation
6 may lead to the filling fraction value greater than one.are made among CA3 neurons (Amaral et al., 1990).
The same can be done for the primary visual cortex in
primates, where the extrastriate cortical input amounts Information Storage Capacity
to 11% of the total excitatory input (Budd, 1998). How- of Synaptic Patterns
ever, Equation 2 may fail if applied to prefrontal or other Here we use the values of the filling fraction, ƒ, obtained
association cortices, where the extrinsic input is not in the previous section, to estimate the number of differ-
necessarily small. In these areas, a more general expres- ent synaptic connectivity patterns. This number places
sion, i.e., Equation 6, may be used instead. an upper bound on the plasticity potential, or memory
Anatomical data allow us to verify an assumption capacity, associated with the formation and elimination
made in the derivation of Equation 6 that the axonal of dendritic spines. Thus, it is natural to express our
density can be treated as uniform on the length scale results in terms of the information storage capacity as-
of a few spine lengths. A possible objection is that axons sociated with changes in synaptic patterns. In this case,
are attracted to dendrites, and therefore the number of we use the notion of Shannon information (see for exam-
potential synapses is greater than estimated. For pyra- ple Shannon and Weaver [1949]).
midal neurons, this is not a concern, however, because To estimate the information storage capacity associ-
the density of dendrites is rather high in the brain. We ated with the synaptic connections of a given neuron,
estimate that each point on the axon falls within 3 to 4 we calculate the number of ways by which one can
different dendritic cylinders (this number is obtained by choose N actual synapses out of NP potential synapses.substituting parameters for mouse neocortex from Table This number is given by the binomial coefficient, which,
2 into the expression s2Ldn). This means that at any in the limit of large N, has the following form:
point an axon can make a synapse with any of the 3
to 4 different dendrites. Therefore, even if an axon is CNNP  [(1  ƒ )
1ƒ ƒ ƒ ]NP (7)
deflected toward one dendrite, it will be effectively de-
flected away from some others. Thus, the density of The information storage capacity is defined as the base
axons is effectively uniform and the derivation of Equa- two logarithm of the total number of different synaptic
tion 6 remains valid. However, such reasoning may fail patterns:
for neurons other than pyramidal (e.g., when several
neuronal types are involved) because of the low density I  NP[(1  ƒ) log2(1  ƒ)  ƒ log2ƒ] (8)
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Figure 4. Typical Morphology of Dendritic
Spines on Lucifer Yellow-Loaded Corticocor-
tically Projecting Layer III Neurons in the Ma-
caque Monkey
Panel (A) shows a dendrite from a neuron
located in area V1 projecting to area V2, panel
(B) is from a neuron located in area V2 pro-
jecting to area V4, panel (C) is from a neuron
located in area V4 projecting to the temporal
cortex (area TEO), and panel (D) is from a
neuron located in parietal area 7a projecting
to prefrontal area 46. These pictures were
obtained using a confocal microscope with a
100 objective and high zoom, and are single
z planes. All dendritic segments shown in the
figure are from basal dendrites. Similar mate-
rials were used to obtain the spine length
distribution function (panel E), and to esti-
mate the average spine length. Scale bar on
(D)  4 m.
In the two limiting cases, when the filling fraction ƒ 0 or find that each synapse may encode 3–4 bits of informa-
tion (Table 2). This exceeds the naı¨ve value of 1 bit perƒ  1, the information storage capacity is zero because
there is only one way to choose synaptic connections synapse because for each existing synapse, there are
roughly four potential synapses that are not imple-in these cases.
Because the information storage capacity scales with mented. The calculated number of bits relates to the
plasticity due to spine remodeling only, which, de-the number of synapses, it is useful to consider the
information storage capacity per synapse I/N, pending on the validity of several simplifying assump-
tions, could relate to the biologically meaningful memory
capacity on corresponding time scale (see Discussion).I
N
 log2ƒ 
1  ƒ
ƒ
log2(1  ƒ) (9)
This expression is plotted in Figure 6. We note that this Robustness of the Results
It is important to validate our calculation of the fillinganalysis is similar to the calculation of the information
content of a spike train as discussed in Rieke et al. fraction by comparison with direct electron microscopy
measurements on serial sections. These measurements(1997), where an elegant and insightful explanation of
information theoretical concepts in a neurobiological would yield local filling fraction values for particular den-
drites rather than the mean value we calculate. There-context can be found.
We estimate information storage capacity, due to fore, such comparison would require extensive sampling
with electron microscopy, a rather laborious exercise.spine remodeling only, Equation 9, by using the values
for the filling fraction, ƒ, from the previous section and We would like to emphasize that the main value of the
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Figure 5. Cytoarchitecture of Cortical Areas V1, V2, V4, and 7a in the Macaque Monkey
Layer III neuron densities were obtained from similar preparations. Note the higher neuron density in area V1 compared to the three other
regions. Although areas V2, V4, and 7a show differences in their cytoarchitecture, layer III neuronal densities are comparable among them.
Materials were stained with cresyl violet and were photographed at the same magnification. Cortical layers are indicated by Roman numerals;
wm, white matter. Scale bar on the right panel  300 m.
mathematical expression for the filling fraction is in de- non-isotropic distribution of angles among dendritic and
axonal branches (see Experimental Procedures). Thistermining the relative scaling of quantities involved
rather than the exact numerical values. would also allow one to make estimates of the filling
fraction based on a part of the dendritic tree (as it wasWhen comparing different brain areas (e.g., 1 and 2)
with each other, a relevant quantity is the relative filling done for the macaque visual cortex) provided the length
of this part scales with the total dendritic length perfraction ƒ2/ƒ1. Therefore, in the measurements of neu-
ronal density, interbouton interval, spine length, and de- neuron.
Because information capacity is usually defined up tondritic length per neuron, it is not necessary to keep
track of multiplicative corrections, as long as they are an additive constant, a relevant quantity is the difference
between information capacity of the two areas, or, morethe same for the considered areas. This could include
corrections for tissue shrinkage, multiple synaptic bou- specifically, the relative information storage capacity
per synapse, defined as I1/N1  I2/N2. For small fillingtons, and correction of the geometrical factor sin(ij) for
Figure 6. Information Storage Capacity per
Synapse, Equation 9, versus the Filling Frac-
tion, ƒ
The values of ƒ for layer III of the macaque
monkey neocortical areas (transparent sym-
bols) are not corrected for shrinkage and are
based on basal dendritic length per neuron
only. As a result, only the relative information
storage capacity per synapse (as defined by
Eq. [11]) between area V1 and areas V2, V4,
and 7a in the figure is reliable. The absolute
values of information storage capacity per
synapse for the macaque monkey should not
be compared to rat hippocampus and mouse
neocortex. The inset in the figure shows the
comparison between Equation 9 and its ap-
proximation by Equation 10 for values of the
filling fraction ƒ  0.4.
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fraction, ƒ  0.4, the second term on the right side of spect to small 	N/N, we estimate that the increase in
information capacity per synapse due to variability in NEquation 9 varies between 1.44 and 1.11. This variation
is small relative to the size of the first term and Equation is small,
9 can be approximated by:
	I 
 log2 	N 
	N
N
ƒ
I
ƒ
 I (13)I
N
 1.25  log2 ƒ (10)
(for quality of this approximation see the inset in Figure
Discussion6). This implies the following relation between the rela-
tive information storage capacity and the relative filling
Redundancies in the Circuitryfraction in the small filling fraction regime:
In the previous section, we calculated the number of
geometrically different synaptic connectivity patterns.I1
N1

I2
N2
 log2
ƒ2
ƒ1
(11)
However, some geometrically different patterns of syn-
aptic connectivity may result in topologically identical
Because the data in Table 2 for the macaque monkey neuronal circuits. For example, in rat barrel cortex, con-
is not corrected for shrinkage, and Ld includes basal nected neuronal pairs have an average of 3.4 synapses
dendritic length only, we can only make two significant in layer IV and 5.5 synapses in layer V (Feldmeyer et al.,
comparisons based on Equation 11: layer III of the ma- 1999; Markram et al., 1997). The average number of
caque monkey area V1 encodes 0.7–0.9 bits more infor- potential synapses between two neurons can be even
mation per synapse than areas V2, V4, and 7a, and higher. Different ways of choosing actual synaptic con-
the stratum oriens and stratum radiatum in the CA1 nections out of potential ones could lead to identical
(CA3→CA1 projections) field in rat hippocampus encode circuits. Should these circuits be counted separately in
0.7 bits more than in CA3. the estimate of the information storage capacity?
Two comments are in order about the calculation of The answer to this question depends on the model
information storage capacity per synapse with Equa- assumed for the propagation of the signal from the pre-
tions 9 and (10). First, the derivation of Equation 9 as- synaptic to the postsynaptic neuron and integration of
sumes the existence of a maximum spine length below synaptic inputs in a dendrite. Here we discuss three
which all connections are equally probable and above popular hypotheses:
which they are impossible. However, our empirical as- (1) No two different connectivity patterns between two
sessment of the distribution of spine lengths revealed neurons could lead to identical circuits. This could be
that it has a tail (Figure 4E). This means that in different due to the fact that difference in the location of a synapse
samplings of spine lengths, the maximum spine length on dendrite and axon could lead to the difference in
could be determined by outliers and is highly variable. delays in presynaptic axons, difference in attenuation
To avoid this problem and obtain a meaningful definition in postsynaptic dendrite, etc. In this case, there is no
of ƒ and information capacity, we use the average spine degeneracy associated with different patterns of synap-
length in our calculations. In fact, this choice is sup- tic connectivity, and Equation 9 is valid.
ported by the following analysis that takes into account (2) Synaptic inputs are summed linearly within den-
the distribution of spine lengths. We calculated the infor- dritic compartments, which act as separate threshold
mation storage capacity per synapse based on the mea- units (Poirazi and Mel, 2001). Although in this case spine
sured spine length distribution functions (Figure 4E) in rearrangement within dendritic compartments could
layer III of the macaque monkey areas V1, V2, V4, and lead to degenerate connectivity patterns, it is unlikely
7a. The results calculated in this way do not differ by for statistical reasons. Considering that on average there
more than 5% from those computed using Equations are only 3.4–5.5 synapses between a pair of neighboring
9 or 10, where average spine lengths were used for connected neurons in the rat barrel cortex (Feldmeyer et
calculation of filling fractions (results not shown). al., 1999; Markram et al., 1997), the number of potential
Second, in estimating the information storage capac- synapses between two neurons can be estimated as
ity associated with synaptic patterns, we assumed that Np  N/ƒ  13  21, using the filling fraction for mouse
a neuron forms a fixed number of actual synapses. In neocortex, ƒ  0.26. The number of dendritic compart-
reality, the number of synapses per neuron is not strictly ments in these neurons is of the order of 100–150 (Feld-
constant and can vary somewhat. Therefore, we esti- meyer et al., 1999; Markram et al., 1997). Hence, the
mate the increase in information capacity per synapse average number of potential synapses between two
due to variability in the number of actual synapses. If a neurons on a single dendritic compartment is of the
given neuron can make any number of synapses in the order of 0.1 and is much smaller than 1. For this reason,
range from N to N  	N (we assume that 	N  N), then it is unlikely that a single compartment has more than
for realistic values of the filling fraction ƒ  0.4 the one potential synapse with any axon (unless there is a
number of different synaptic patterns is limited from special mechanism that would allow presynaptic axons
above: to target specific compartments), and the geometrically
different circuits should be counted separately, as it is

iN	N
iN
CiNp 
 C
N	N
Np
	N (12) done in Equation 9.
(3) Postsynaptic current in the soma is independent
of the position of the synaptic input on the dendriticTaking the base two logarithm of this expression, and
expanding the right-hand side of the inequality with re- arbor (Magee and Cook, 2000) and the summation of
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inputs is linear (Cash and Yuste, 1999). In this case, but slower than synaptic strength change. Another im-
portant parameter is the information storage capacitydifferent connectivity patterns between neurons would
lead to identical circuitry, and Equation 9 is only an of different mechanisms. In this paper, we estimate an
upper bound on the information storage capacity dueapproximation. However, since the degenerate circuits
should be counted only once in this case, the total num- to one candidate mechanism, i.e., the formation and
elimination of spines. This estimate can be used to com-ber of different circuits will be smaller, and Equation 9
will still provide the upper bound for the information pare this mechanism to others, once quantitative esti-
mates of their capacity become available. Such compar-storage capacity per synapse.
ison will help put different memory mechanisms in
perspective adding to the difference in time scales,Comparison with Poirazi and Mel
which made dissecting them meaningful in the firstIn a recent paper, Poirazi and Mel (2001) addressed the
place.memory capacity of neuronal connectivity. For given
Although we estimate an upper bound on the informa-numbers of different presynaptic inputs and synapses
tion storage capacity due to spines, its relationship toon a postsynaptic neuron, they calculated the number
the “memory capacity” in the colloquial sense remainsof different ways of distributing those synapses among
open. This can be resolved once a better knowledge ofthe inputs. Two distributions of synapses are considered
how memories are stored becomes available. Moreover,different if they lead to different computations per-
some aspects of connectivity are genetically predeter-formed by the postsynaptic neuron. Therefore, the num-
mined thus reflecting memories stored over evolutionaryber of different distributions depends on the mode of
time scales. Our calculation includes these evolutionarysynaptic input integration. In the linear mode, the effect
memories in the storage capacity, which may run con-of each input on the postsynaptic neuron depends only
trary to the intuitive definition of memory. Alternatively,on the number of synapses that input makes with the
our estimate can be viewed as the amount of informationneuron but not on the distribution of synapses among
needed to define spine patterns given major dendriticdendritic branches. In the nonlinear mode, where den-
and axonal arbor architecture.dritic compartments act as separate thresholding units,
We find that the filling fraction is different from 1/2,the distribution of inputs among dendritic branches mat-
which may seem surprising given that ƒ 0.5 maximizesters. Poirazi and Mel (2001) found that a nonlinear neuron
information storage capacity, Equation 8, for a fixedcan encode a larger amount of information than a linear
number of potential synapses. This could be explainedone because rearrangements of inputs between differ-
by the fact that actual synapses and absence of syn-ent dendritic branches lead to different computations
apses are not symmetric. For example, an existing syn-performed on the inputs.
apse takes up volume, which is a valuable resource.In this paper, we make two points related to Poirazi
This could explain why the filling fraction is less thanand Mel. First, we calculate the number of potential
1/2, provided the brain’s contribution to evolutionarysynapses from measurable anatomical parameters. This
fitness is limited by morphologic constraints on volumeresult is complementary to Poirazi and Mel because the
as well as on the information storage capacity. Anothernumber of potential synapses can be used as an input
possible explanation is that pyramidal neurons belongto their or other models. Second, we use the number of
to different classes and only a certain class is eligiblepotential synapses to estimate memory capacity. Our
to synapse onto a given dendrite.expression for the memory capacity is different from
that of Poirazi and Mel because we consider a different
parameter regime. In particular, the Poirazi and Mel Role of Dendritic Spines
model assumes that each presynaptic input line can Ever since the discovery of spines (Ramo´n y Cajal, 1891),
form any number of synapses (provided there is a fixed their functional role has been debated. Our results sup-
total number of synapses per branch and branches per port the view that spines help to increase the choice
neuron) with a given postsynaptic neuron. These changes of potential axons that can form synapses on a given
in connectivity require major remodeling of arbor dendrite. This point of view has been expressed by Swin-
shapes. Therefore, their model is appropriate for infor- dale (1981) who wrote: “…spines can be seen as mor-
mation storage on long time scales. Our model consid- phological devices that allow axons and dendrites to
ers modifications on time scales of spine remodeling pursue economically straight courses through the neu-
only. Therefore, the maximum number of synapses that ropil, and at the same time permit both a high density
can be formed with a given input line is limited by the and specificity of connections.” Indeed, the specificity
number of potential synapses formed by that input. The of connections is the ability of a dendrite (axon) to
effect of different modes of integration on the informa- choose its presynaptic (postsynaptic) targets. This fea-
tion capacity was discussed in the previous section. ture is captured by the inverse of the filling fraction
ƒ1, that is, the ratio of potential to actual synapses.
According to Equation 2, reducing the length of spinesQuantitative Characterization of Memory
Mechanisms S would lead to the reduction of the number of potential
synapses NP. Hence, in order to maintain the specificityUnderstanding the role of different biological mecha-
nisms in learning and memory requires their character- of connections (filling fraction ƒ) or the information ca-
pacity per synapse, Equation 9 after spine length reduc-ization by various quantitative parameters. One such
parameter is the time scale needed for memory forma- tion, it is necessary to reduce the number of synapses
N. Alternatively, if the number of synapses is kept thetion. For example, spine formation and elimination is
faster than major dendritic or axonal branch remodeling same, reduction of the average spine length would result
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in an increase in ƒ, a decrease in specificity, and a the area of a cut segment proportional to the diameter
squared), number of synapses per neuron N, etc., asdecrease in information storage capacity per synapse
(see Figure 6). well as the total volume of axonal and dendritic pro-
cesses per neuron La A a  L d A d.A similar view has been expressed by Peters and
Kaiserman-Abramof (1970), who proposed that spines The information storage capacity I, Equation 9, is a
monotonically decreasing function of filling fraction ƒare needed for the dendrites to reach out and contact
axons. In this manner, the axons would not need to (Figure 6), which in turn is inversely proportional to the
product of axonal and dendritic lengths per neuron, ac-zigzag from one neuron to the other, but rather follow a
relatively straight path, which is one of the assumptions cording to Equation 2. Hence, the information storage
capacity I is maximal if the product LaL d is maximal.used in derivation of Equations 2, 3, and 5.
Although our results support the view that spines Since cross-section areas A a and A d are fixed, this also
implies that we need to maximize the product of axonalserve to enhance plasticity of connectivity between ax-
ons and dendrites, they do not rule out other possible and dendritic volumes per neuron (La A a) (Ld A d).
For the fixed total volume of axonal and dendriticspine functions such as biochemical compartmentaliza-
tion (Denk et al., 1996; Koch and Zador, 1993). processes per neuron La A a  L d A d, the maximum of
the product (La A a) (Ld A d), and hence of the information
storage capacity, is achieved when the two volumes areEquipartition of Volume between Axons
equal. This happens due to a simple mathematical factand Dendrites
that if the sum of the two variables is fixed, the productThe significance of our geometrical analysis goes be-
is maximal when the two variables are equal. This showsyond estimating the number of potential synapses, the
that the maximization of memory capacity stored in syn-filling fraction, and the information storage capacity.
aptic connectivity patterns under the constraint of totalBecause Equation 2 is a mathematical representation
volume results in the equipartition of volume betweenof the reciprocal relationship between axons and den-
axons and dendrites that has been observed in severaldrites, it places physical constraints on brain design.
areas of the rat and mouse brains (Braitenberg andTo illustrate how this constraint can lead to nontrivial
Schu¨z, 1998; Chklovskii et al., 2002; Ikari and Hayashi,results, we use it to explain an interesting anatomical
1981). It would be interesting to see whether this resultobservation of volume equipartition between axons and
holds in other brain regions and species.dendrites.
In the gray matter, axons and dendrites occupy ap-
Conclusionproximately equal fractions of the total volume, about
We have derived an expression for the synaptic filling1/3 each (Braitenberg and Schu¨z, 1998; Chklovskii et
fraction, ƒ, in terms of measurable anatomical parame-al., 2002; Ikari and Hayashi, 1981). This is unlikely to be
ters. By using our measurements and previously pub-just a coincidence because the linear dimensions of
lished data, we evaluate this expression for several corti-axons and dendrites are rather different. In a typical
cal areas and species. The filling fraction characterizesneuron, the total length of axons is ten times greater
plasticity potential due to formation and elimination ofthan the total length of dendrites, while the average
spines. We suggest that measurements of the fillingaxonal diameter is three times smaller than dendritic
fraction, ƒ, could be used to study effects of genetic ordiameter (Braitenberg and Schu¨z, 1998). Because the
developmental (e.g., sensory deprivation) manipula-volume is proportional to the length times the diameter
tions, as well as pathological conditions or aging onsquared, both types of processes occupy equal frac-
neuronal circuitry.tions. This leaves us with the question, why should the
volumes of the two types of processes be equal?
Experimental ProceduresWe propose that the equipartition of volume between
axons and dendrites could arise as a result of optimally Surgical Procedures
choosing lengths of axonal and dendritic processes in Materials for the present study came from five adult male long-tailed
macaque monkeys (Macaca fascicularis) which were all used inorder to maximize information storage capacity of syn-
other experiments unrelated to the present project. Details of theaptic connectivity patterns. Although we do not know
surgical procedures have been previously published (Hof et al.,whether this consideration was important in the evolu-
1996). Briefly, two adult male Macaca fascicularis were anesthe-tion of the brain architecture, we feel that because of
tized, and under aseptic conditions, aqueous solutions of the retro-
the robustness of the result and the simplicity of the grade tracers Fast Blue (FB, 4%; Sigma, St. Louis, MO) or Diamidino
derivation, our observation deserves reader’s attention. Yellow (DY, 4%; Sigma) were injected in areas V2, V4, TEO, and 46
of the left hemisphere, as described elsewhere (Hof et al., 1996).A similar result for the special case of a two-dimensional
After a recovery time of three weeks to permit optimal retrogradetopographic projection has been previously derived by
transport, these animals along with the additional three animals (seeminimizing the total wiring volume under the constraint
below) were then deeply anesthetized and perfused transcardially
of the total number of synapses (Chklovskii, 2000). with cold 1% paraformaldehyde in phosphate-buffered saline (PBS)
We would like to find axonal and dendritic lengths, for 1 min followed by 4% paraformaldehyde in PBS for 14 min. All
which maximize the information storage capacity, with- experimental protocols were conducted within the NIH guidelines
for animal research and were approved by the Institutional Animalout increasing the volume of neuropil. To do this, we
Care and Use Committee (IACUC) at Mount Sinai School of Med-vary axonal and dendritic lengths per neuron in the ex-
icine.pression for information storage capacity per neuron, I
(Equation 9). We fix the rest of the neuropil parameters Tissue Preparation and Staining Procedures
such as the cross-section areas of axons and dendrites In the three animals that did not receive injections, a full serial
collection of coronal sections was obtained from the left hemisphereAa and Ad (here by the cross-section area we mean
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for analysis of neuronal densities. Details of these procedures are diameter is much smaller than diameter of the dendritic segment
with spines (Braitenberg and Schu¨z, 1998), da  dd, and is neglecteddescribed in a previous study (Hof and Morrison, 1995). Briefly, the
entire left hemispheres were cut into 30 m frozen sections. A 1:10 in the main text. The intersection probability for two cylindrical seg-
ments with angle  between their axes is,section series was collected through the hemisphere and stained
with cresyl violet.
In the remaining two animals that received tracer injections, ap- Pij () 
2slia l jd sin
V
(14)
proximately 4 mm thick coronal blocks were dissected out of parietal
area 7a, and visual areas V1, V2, and V4. These tissues where cut
The total number of potential synapses inside volume V, N totp , canin 400 m thick sections and retrogradely labeled neurons were
be calculated by adding the above probabilities for all axonal andloaded with Lucifer Yellow (Molecular Probes, Eugene, OR; 5%,
dendritic branches,under a DC of 3–8 nA for 10–15 min) (Nimchinsky et al., 1996).
Sections containing filled cells were then coverslipped for further
Ntotp  
ij
Pij(ij)  
ij
2sl ia l jd sin(ij)
V
(15)microscopic analysis.
To proceed further, we need to use some information about theQuantitative Analyses
statistics of neuronal branches. If the distribution of angles ij isBased on established cyto- and chemoarchitectonic and connec-
independent of the distributions of sizes of axonal and dendritictional criteria (Felleman and Van Essen, 1991; Hof and Morrison,
segments lia and ljd, then the above equation uncouples,1995; Lewis and Van Essen, 2000a, 2000b), we defined cortical areas
V1, V2, V4, and 7a in the occipital and parietal cortex. We obtained
neuronal densities from layer III of each region by analyzing three Ntotp  sin(ij)
2s
V i l
i
a 
j
ljd  sin(ij) 2s
Ltota Ltotd
V
(16)
cresyl violet-stained sections 300 m apart using a systematic-
random design to avoid sampling bias due to preferential sampling A bar above the sine function denotes the averaging over the distri-
of large neurons and to provide an equal probability to explore the butions of angles among axonal and dendritic branches, and Ltotaentirety of the region of interest (Hof and Morrison, 1995). and Ltotd stand for the total axonal and dendritic lengths inside volumeLucifer Yellow-loaded neurons were analyzed in areas V1, V2, V4, V, L tota,d  
i
lia,d. The density of potential synapses is:and 7a on a confocal laser scanning microscope (Zeiss LSM 410).
For visualization of Lucifer Yellow, an ArKr 488/568 laser and a 515-
565 bandpass emission filter were used. Neurons were located using np 
Ntotp
V
 sin(ij) 2sad, (17)
a Zeiss NeoFluar 16 objective and observed using a Zeiss Apoch-
romat 100 objective with a numerical aperture of 1.4. In order to
where a,d  L tota,d /V are the axonal and dendritic densities (these areresolve spine morphology adequately, a zoom factor of 8 was ap-
length densities and have the dimensionality of m2).
plied. Three neurons were analyzed from each region and spines
Equation 17 is central to this paper. Below we consider some
were sampled from basal dendrites only. The length of each sampled
simplifications and generalizations of this equation for particular
spine was estimated from the outermost visible point on the spine
brain area geometries.
head to a line parallel to the axis of dendritic shaft at the base of
First, taking into account the geometry of brain area, geometry
the spine. To obtain the value of s in Table 2, the typical dendrite
of dendritic trees, and intrinsic and extrinsic axonal projections, it
radius was added to the spine length. Spines that were not entirely
is possible to calculate
visible in the optical plane were not measured, and therefore spines
that were located directly above or below the dendrite and that sin(ij)  |sin()|Pa(nˆ1)Pd(nˆ2)d1d2 (18)
were difficult to visualize with precision were not considered in the
analysis. Approximately 77 spines were measured on basal den- In these expressions,  is the angle between two unit vectors nˆ1 and
drites of each neuron accounting for a total of 919 spines. nˆ2, Pa,d(nˆ) are the probabilities for axonal and dendritic branches to
have direction nˆ, and  is the solid angle,
Derivation of the Expression for the Number
Pa,d(nˆ)d  1 (19)of Potential Synapses
In this subsection, we derive a microscopic equation for the density
It is easy to see that in the case where one of the probabilities Paof potential synapses. This derivation relies on the assumption of
or Pd is constant (equal to 1/4 due to the normalization condition,uniformity of the gray matter components such as axons and den-
Equation 19), which means that the axonal or dendritic ramificationsdrites. To satisfy this assumption, we consider volume V whose
are isotropic, the averaging over the solid angles can be performedlinear dimensions are greater than the microscopic dimensions of its
explicitly,contents such as diameters of axons and dendrites, spine lengths,
interbouton intervals, i.e., few micrometers, yet smaller than the
thickness of the cortical layers or the size of the cortical areas, i.e., sin(ij)  |sin()| d4 

4
(20)
a few hundred micrometers.
We approximate all of the axonal and dendritic arbors inside vol-
The maximum value of sin(ij) is 1, which is achieved only whenume V by a collection of straight segments. Then we calculate the
axons and dendrites are perpendicular to each other (this is the
probability of two such segments (one axonal, one dendritic) to
case, for example, for Purkinje neurons in cerebellum and parallel
“intersect,” i.e., to come within a spine’s length of each other. To
fiber input).
get the density of potential synapses, we add the probabilities of
Second, in some cases, it is possible to express the axonal and
“intersects” for all axonal and dendritic segments and divide the
dendritic densities a,d in terms of more traditional quantities, likeresult by the volume.
average interbouton interval b, density of neurons n, density of
Let us calculate the probability P of intersection of two cylinders
boutons nb, and dendritic and axonal lengths per neuron La,d. Hereof given orientation arbitrarily placed inside a large volume V. We
we consider only the potential synapses between one type of spiny
assume that the lengths of these cylinders lia and l jd are much larger dendrites and one type of axons. The generalization on the case of
than their diameters, da and dd. Subscripts a and d denote axon many axonal and dendritic types is done below. We consider the
and dendrite, respectively, and dd is the diameter of the cylinder following potentially useful cases:
surrounding the dendritic segment with spines (Figure 2). The proba-
bility P is a function of the geometrical sizes of cylindrical segments • Dendrites and axons inside volume V belong to local neurons,
and the angle  between them. and the entire arbors are contained inside V (with an exception
Intersection happens every time the beginning of the axonal seg- of a small boundary effects).
ment falls inside the box (similar to the box in Figure 3, only with In this case, the axonal and dendritic densities are given by
angle  between the segments) around the dendritic segment. The
volume of the box equals 2slialjdsin, where 2s  da  dd. The axonal a,d  na,d La,d, (21)
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where na,d stand for densities of neurons that provide axons and np 

2
snLd bnb (30)dendrites, respectively. These expressions can be used for calcu-
lation of density of potential synapses between intrinsic dendrites
The number of potential synapses per layer III pyramidal neuron,and axons of pyramidal neurons (in this case, na  nd  n is the
Np, is equal to:density of pyramidal neurons), intrinsic dendrites of pyramidal
neurons, and axons of interneurons, etc.
Np 
np
n


2
sLd bnb (31)
• Dendrites inside volume V belong to nonlocal neurons, and only
a certain known fraction of the tree is contained inside V.
Furthermore, bouton density nb can be related to synapse densityHere, the dendritic density is given by a similar expression
ns. Taking into account that some fraction  of all boutons makes
multiple synaptic connections with an average number m (m  2)d  nd Ld, (22)
of synapses per bouton we have,
only Ld, in this case, is the average length of the fraction of den-
dritic tree contained inside volume V, and nd is the ratio of number nb 
ns
1   (m  1)
(32)
of neurons with dendrites inside the considered volume and V.
Equation 22 can be used, for example, to determine the density
If the fraction of multiple synaptic boutons  is small, then nb  nsof potential synapses on pyramidal neurons in one stratum of
(one bouton equals one synapse). Substituting this expression intohippocampus. In this case, Ld is the fraction of dendritic length Equation 31 we arrive at Equation 3 of the main text.per pyramidal neuron contained inside the considered stratum,
and nd is the ratio of neurons in the stratum pyramidale to the
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