In-vivo dose delivery verification in proton therapy can be performed by positron emission tomography (PET) of the positron-emitting nuclei produced by the proton beam in the patient. A PET scanner installed in the treatment position of a proton therapy facility that takes data with the beam on will see very short-lived nuclides as well as longer-lived nuclides. The most important short-lived nuclide for proton therapy is 12 N (Dendooven et al 2015), which has a half-life of 11 ms. The results of a proof-of-principle experiment of beam-on PET imaging of short-lived 12 N nuclei are presented. The Philips Digital Photon Counting Module TEK PET system was used, which is based on LYSO scintillators mounted on digital SiPM photosensors. A 90 MeV proton beam from the cyclotron at KVI-CART was used to investigate the energy and time spectra of PET coincidences during beam on. Events coinciding with proton bunches, such as prompt gamma rays, were removed from the data via an anti-coincidence filter with the cyclotron RF. The resulting energy spectrum allowed good identification of the 511 keV PET counts during beam-on. A method was developed to subtract the long-lived background from the 12 N image by introducing a beam-off period into the cyclotron beam time structure. We measured 2D images and 1D profiles of the 12 N distribution. A range shift of 5 mm was measured as 6 ± 3 mm using the 12 N profile. A larger, more efficient, PET system with a higher data throughput capability will allow beam-on 12 N PET imaging of single spots in the distal layer of an irradiation with an increased signal-tobackground ratio and thus better accuracy. A simulation shows that a large dual panel scanner, which images a single spot directly after it is delivered, can measure a 5 mm range shift with millimeter accuracy: 5.5 ± 1.1 mm for 1 × 10 8 protons and 5.2 ± 0.5 mm for 5 × 10 8 protons. This makes fast and accurate feedback on the dose delivery during treatment possible.
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Introduction Particle beam radiotherapy offers advantages over conventional photon radiotherapy. The Bragg peak dose profile has a finite depth and most of the dose is delivered at the end of the particle range. For specific tumor sites, these physical properties enable the creation of treatment plans that deliver less dose to co-irradiated normal tissue. This either allows dose escalation to the tumor at comparable dose-levels to normal tissue, or reduces the occurrence of radiation-induced side effects for the same level of tumor control. However, compared to photon radiotherapy, the delivered dose distribution is more sensitive to deviations from the situation on which the treatment plan is based. These deviations might stem from, among others, ion range uncertainties, day-to-day variations in patient positioning, or anatomical 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t 2 changes in the patient during the treatment course. To verify that the patient has been treated with the intended dose distribution, an in-vivo method to measure the characteristics of the dose delivery is needed.
Since the particles stop at the end of their range inside the patient, secondary signals need to be used for dose verification. Most verification methods depend on the imaging of positron-emitting nuclei or prompt gamma rays, which are created via nuclear interactions between the particle beam and the patient. For an overview of these nuclear techniques, we refer to the reviews by Studenski and Xiao (2010) , Parodi (2011 ), Fiedler et al (2012 , Zhu and El Fakhri (2013) , Knopf and Lomax (2013) , Kraan (2015) , and Parodi (2015) . A completely different technique, currently under investigation is the detection of thermoacoustic waves generated by a local increase in temperature, due to absorbed dose using an ultrasound probe (Hayakawa et al 1995 , Assmann et al 2015 , Jones et al 2015 .
Some prompt-gamma imaging prototypes are currently being tested in a clinical setting; see, e.g., Verburg and Bortfeld (2016) and Richter et al (2016) . However, the method that so far has been tested most extensively in a clinical environment is Positron Emission Tomography (PET). In a few therapy centers, dose delivery verification using PET is in routine clinical use (Kurz et al 2015 , Nishio et al 2010 . The most abundant positron-emitting nuclei that are created by particle beams are 15 O, 11 C, 30 P, and 38g K with radioactive half-lives between 2 and 20 minutes. This points to a fundamental drawback of PET, when compared to prompt-gamma imaging: instantaneous feedback is practically impossible. Also, separate verification of different irradiation fields is difficult, since counts from all fields will be mixed in the PET image, usually eliminating the sharp distal and lateral edges. Lastly, since a measurement takes between 2 and 20 minutes, the positron-emitting nuclei are transported away from the place where they were created via biological/physiological processes: the socalled biological washout of the PET nuclei (Mizuno et al 2003 , Hirano et al 2013 , Helmbrecht et al 2013 , Grogg et al 2015 . This also degrades the quality of the PET image.
Placing a PET scanner at the treatment position (in-situ PET) and measuring during the irradiation, either while the beam is on (beam-on PET) or in-between synchrotron spills, mitigates most of these problems. The highest number of counts is obtained in this way, implying that the measurement time can be shorter, thereby minimizing the biological washout. PET imaging in-between synchrotron spills was introduced by Enghardt et al (2004) . A scanner based on the DoPET system is used to take PET data during beam-on , Rosso et al 2016 . A prototype of the PET scanner, being developed by the INSIDE project, is capable of taking data during synchrotron spills (Piliero et al 2016) .
When a PET scanner takes data with the beam on, also very short-lived nuclides are measured. The most important short-lived nuclide for proton therapy is 12 N, which has a halflife of 11 ms (Dendooven et al 2015) . For carbon-rich tissue, the production is such that 12 N can dominate the total counts up to 70 seconds after the start of an irradiation. The short halflife, combined with the high production, makes it possible to use in-situ PET to provide feedback on the dose delivery on a sub-second timescale. So far, the integrated production of 12 N has been measured, but it has not yet been imaged using a PET system. The purpose of this paper is to provide a proof-of-principle for the use of beam-on PET imaging of shortlived 12 N nuclei for proton therapy dose delivery verification.
2
Materials and methods
Irradiation setup
The experiment was performed at the AGOR cyclotron irradiation facility at KVI-Center for Advanced Radiation Technology (KVI-CART), University of Groningen. This facility operates a fixed horizontal beam line. Figure 1 shows a picture of the experimental setup. A beam of molecular H 2 + ions was accelerated to 90 MeV per nucleon with a bunch repetition frequency of 44.4652 MHz. Directly after the exit foil at the end of the beam pipe, an air ionization chamber (the beam intensity monitor, BIM) was placed to measure the beam intensity. During its calibration, the beam intensity was lowered until the number of protons Page 2 of 17 AUTHOR SUBMITTED MANUSCRIPT -PMB-105188. R1   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t could be counted with a scintillation detector. The corresponding number of monitor units (MUs) from the ionization chamber was thus related to the number of protons.
Most measurements were done at an instantaneous beam intensity of 6.2 × 10 8 pps. This is about one order of magnitude lower than a typical beam intensity used in clinical facilities. A beam of 2 cm full width at the target position was used. The width and position were verified using a harp-type (wire grid) beam profile measurement system.
The proton beam was stopped in two target materials: graphite and PMMA. The graphite target was a cube of 50 × 50 × 50 mm 3 . The PMMA target was a block of 96 × 96 × 110 mm 3 , with the long side of the target placed parallel to the beam direction. The proton beam was centered on the targets. Using the PSTAR database (Berger et al 2005) , the range of 90 MeV protons in graphite and PMMA was calculated to be 4.2 cm and 5.5 cm, respectively. The targets were placed such that the PET distribution ended just after the center of the field of view (FOV) of the detectors. Vertically, the center of the detectors, the proton beam and the center of the targets were aligned. The distance between the front faces of the detector modules was 32.8 cm.
In order to disentangle the contribution of the short-lived 12 N from the longer-lived nuclei in the PET image, the proton beam macro structure was pulsed on a millisecond timescale. The pulsing was controlled by an arbitrary waveform generator (Tektronix AFG 3252C), which controls the voltage on a set of fast electrostatic deflection plates in the injection line of the cyclotron. This way, the beam was either deflected away from or into the cyclotron, delivering the desired time structure. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t 4
Module TEK PET system
The Module TEK PET system from Philips Digital Photon Counting (Haemisch et al 2012) was used. This system uses lutetium-yttrium oxyorthosilicate (LYSO) scintillating crystals mounted on digital silicon photomultipliers (dSiPM). The Module TEK system consists of two opposing PET modules. Each module is made from a 2 × 2 array of tile sensors of 32.6 × 32.6 mm 2 . Each tile consists of a matrix of 4 × 4 sensor dies, which each contain 4 pixels in a 2 × 2 configuration. The pixels are further divided into 4 sub-pixels. A LYSO crystal of 3.8 × 3.8 × 22 mm 3 is coupled to each pixel, for a total of 16 × 16 LYSO crystals in a PET module.
In order to minimize noise in the data due to thermally induced triggers, i.e. dark counts, low signal level triggers are suppressed using a trigger threshold. The system was operated in so called trigger 4 mode, which means that all four individual sub-pixels of a pixel must see a discharge in order to generate a valid trigger. After the trigger threshold, a validation threshold is introduced, which is related to the spatial distribution of microcell discharges on a pixel (Frach et al 2010) .
To minimize the dark count rate (DCR), the system temperature was actively maintained at 3 °C using Peltier elements, a copper heat sink, and an ethanol cooling system. The modules were placed in separate Styrofoam boxes, which were continuously flushed with dry nitrogen gas to prevent condensation. The total DCR was further reduced significantly by disabling the top 20% of the microcells that exhibited the highest DCR (Somlai-Schweiger et al 2015) .
For our application, we need to measure the time of the PET event with respect to the cyclotron RF phase with sufficient accuracy. This creates the possibility to distinguish between events that are correlated with a proton bunch, e.g. prompt gamma rays, and events that are not correlated in time with the proton bunches, e.g. PET events. The cyclotron RF period was equal to 22.5 ns, with proton bunches of about 2 ns full width. Event timing with respect to the RF period was implemented by using the cyclotron RF signal as a clock that drives the sensor time-to-digital converters (TDC).
Data was acquired in singles mode and coincidence sorting was done off-line. The Module TEK was connected to a data acquisition laptop by a USB 2.0 interface, which has a maximum raw signaling rate of 480 Mbit/s (Compaq et al 2000) . This is not enough to capture the full singles rate that is expected with the proton beam on, as previously noted by Cambraia Lopes et al (2016) , causing loss of data.
The electronic time skew between TDC-times reported from different dies was corrected for in order to obtain the best possible coincidence resolving time (CRT). A procedure analogous to Cambraia Lopes et al (2016) was followed to obtain the time skew corrections for all 64 × 64 die-pairs between module 1 and module 2. A maximum correction of 1.62 ns was found. In trigger 4 mode these corrections resulted in a CRT with a full-width at halfmaximum (FWHM) of 0.78 ns.
Efficiency of the detector setup
The coincidence detection efficiency of the detector setup was measured by moving a calibrated 22 Na source of 1 mm diameter in the midplane between the detector modules. For this purpose, it was considered a point source. The source has a strength of 382 kBq. By scanning the source from the center to the outer edge of the FOV in the x-and y-direction, the efficiency at different positions was measured. The setup can be assumed symmetrical in the top-to-bottom and the left-to-right directions. The source was thus only scanned in one quarter of the midplane using a grid of 6 × 6 points spaced 6.5 mm apart. Because of symmetry, the efficiency in the entire plane was calculated and fitted using a product of linear functions
with a, b, c, and d parameters of the fit. The quality of the fit was evaluated using the coefficient of determination (R 2 ) adjusted for the number of degrees of freedom in the fit. A c c e p t e d M a n u s c r i p t 5 2.4 Beam-on detector performance 2.4.1 Beam-on singles count rate To characterize the performance of our in-situ beam-on PET system while the beam is on, the dependence of the count rate on beam intensity was investigated. Due to the USB 2.0 bottleneck described in section 2.2, measuring with a continuous beam saturates the data acquisition system at fairly low beam intensities. However, it is possible to take good quality beam-on data, as we will show.
A pulsed beam with a total period of 120 ms and 50% duty cycle, resulting in 60 ms beamon, followed by 60 ms beam-off was used. The instantaneous beam intensity, meaning the beam-on intensity, was increased from 2 × 10 7 pps to 5 × 10 9 pps in several steps. A total measuring time of 120 s was used for all acquisitions. Fresh PMMA targets were installed for each measurement, eliminating any residual activity in the target.
Beam-on spectra
To investigate the quality of the beam-on and beam-off data, energy and time spectra were taken for beams of 6.2 × 10 8 pps and 5.0 × 10 9 pps. A graphite target was installed and the beam was pulsed with a period of 89 ms and a beam-on duty cycle of 33%, meaning 30 ms beam-on followed by 59 ms beam-off. The total irradiation time was 120 s. A coincidence window of 10 ns was used. A more strict event validation setting was used during the 5.0 × 10 9 pps measurement, resulting in the suppression of low energy events.
Data analysis
Coincidence sorting was done off-line with an initial coincidence window of 10 ns. The energy and scintillation crystal, in which the interaction took place, was defined by the pixel with the maximum recorded energy on the triggering sensor die. Energy cuts were applied after calibrating the photon counts at 511 keV.
Timing calculation at different time scales
Each single event is identified in time by a 16 bit frame-number, which is subdivided in 24 bit TDC bins. A frame lasts 368.5 µs and each TDC bin corresponds to 21.96 ps. The clock time since the start of the measurement was calculated using these values. Since pulsed proton beams were used, the time of the event within the beam pulse, t pulse , was calculated by applying the modulus operator
where t clock is the clock-time, and T is the period of the pulsing cycle. The same procedure was used to calculate the time of the event with respect to the cyclotron RF signal, t RF
where TDC is the recorded TDC bin and T bunch is to the number of TDC bins for one RF cycle.
Prompt-gamma rejection
Prompt gamma events are directly correlated with the proton bunches. These prompt gamma counts are background in our PET application, so they need to be separated and removed from the PET counts. Prompt counts are detected during proton bunches, so a histogram was made of the number of counts vs. !" . The events in the prompt peak were removed from the data stream using an anti-coincidence filter.
2.5.3 12 N nuclide detection 12 N was identified using the time !"#$% . During each beam-on part of a pulse, long-lived and short-lived positron-emitting nuclei are produced and the resulting PET count rate grows on top of a prompt background. When the beam is turned off, the prompt background stops and the PET detectors only detect the radioactive decay of the positron-emitting nuclei. At the time scale of the beam pulsing, the longer-lived nuclides are expected to be seen as a constant background under a clearly visible 12 N decay (t 1/2 = 11 ms). As the irradiation progresses, the background from the longer-lived nuclides increases. A pulsed beam of 6.2 × 10 8 pps instantaneous beam intensity was used on a graphite target. The total irradiation time was 120 seconds, using a pulsing period of 89 ms. The beam Page 5 of 17 AUTHOR SUBMITTED MANUSCRIPT -PMB-105188. R1   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t 6 was off from 0 -59 ms and on from 59 -89 ms. A coincidence window of 6 ns was applied to the data, and the full energy peak was selected via an energy window of 300 -650 keV for both detectors. The coincidences corresponding to the proton bunches are cut out of the data using the anti-coincidence filter. The remaining non-prompt PET data was then used to make the time distribution of PET counts within the pulsing cycle. The total number of detected counts corresponding to 12 N nuclei was calculated by fitting the beam-off part of the time spectrum of the coincidences with a 12 N decay curve. The decay curve used is
with A the measured time-activity profile, A 0 the 12 N activity at the start of the beam-off period, λ N12 the known decay constant of 12 N, and C the constant activity on this timescale due to longer-lived nuclei. The total number N of measured 12 N counts is given by
2.5.4 Imaging Two-dimensional imaging was implemented by plotting a 2D histogram of the intersection points of the lines of response (LOR) with the midplane between the two detector modules. The width of the positron annihilation spatial distribution was determined by the proton beam size and the positron range. The proton beam full width was about 2 cm, with an RMS of about 4 mm. For 12 N with a 1D RMS range of 18 mm in water (Dendooven et al 2015) , corresponding to 10.6 mm in graphite, the positron range was the main contribution to the width of the annihilation spatial distribution. As the width of this distribution was much smaller than the distance between the detectors, using the two-dimensional imaging method was justified.
A sensitivity correction was applied to the image by dividing the pixel value in the image with the measured efficiency at that point. The sensitivity correction factors were normalized such that the correction factor in the center of the FOV was equal to 1. More sophisticated image reconstruction techniques, such as 3D maximum-likelihood expectation-maximization (MLEM) will in general produce better images. However, for fast range verification on the level of single pencil beams, a 3D reconstruction method is not necessary.
Separation of short and long-lived nuclides
There is no way to tell whether a coincident event stems from a short-lived or a long-lived nucleus. They both emit a positron that annihilates and emits indistinguishable 511 keV photons. The method used to separate the two contributions is based on half-life analysis. The same irradiation properties as in section 2.5.3 were used. An energy window of 300 -650 keV and a coincidence time window of 6 ns were applied to the data. The first step was to make an image using t pulse from 0 -40 ms. This contains coincidences that are detected just after a beam pulse has ended, i.e. where the contribution from 12 N is highest. The second step was to make an image using t pulse from 40 -59 ms. Since the half-life of 12 N is 11 ms, this image starts after almost 4 half-lives of 12 N. Only 8% of the 12 N is left at the start of the second image, which means its contribution is minimal. Mostly long-lived nuclei are present in this image. The 12 N distribution was then calculated by subtracting the long-lived image from the first image, after applying a weighting factor w to the second image of
with Δt 1 and Δt 2 the length of the time window of the first and the second image, respectively. This factor is applied since the number of counts of the long-lived nuclides scales with the length of the time window.
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The measured range shift between the two target positions is then defined as the difference between the 50% distal fall-off positions.
2.6 Simulation of 12 N imaging for a large scanner A simulation study using the GATE simulation framework (Jan et al 2004) was performed to estimate the precision and accuracy with which a proton range shift of 5 mm can be seen using 12 N imaging with a large dual panel scanner. A single spot from the distal energy layer of an irradiation was simulated, containing 5 × 10 8 instantaneously delivered protons of 90 MeV. A separate simulation was performed for a spot of 1 × 10 8 protons. The imaging procedure started directly after the protons were delivered, and the scanning time was such that all 12 N had decayed. Assuming that the distal layer is delivered first, the number of counts from long-lived nuclides is much smaller than that from 12 N (Dendooven et al 2015); long-lived nuclides were therefore ignored in the simulation. In order to be able to compare with the experimental results, the phantom consisted of the same graphite target that was used for the experimental measurements, i.e. a 50 × 50 × 50 mm 3 block with a density of 1.7 g/cm 3 . Since the 12 N production cross-section as a function of energy is not well known, the 12 N distribution in the beam direction was approximated by a flat production from 90 to 48 MeV, a linear increase between 48 -21 MeV, after which the production goes to zero, as seen in figure 2. The linear increase was based on a fit to the cross-section data from Rimmer and Fisher (1967) . The transversal profile was equal to a Gaussian with a sigma of 3 mm. An overall scaling factor was applied to obtain the experimental value of 12 N produced by a 55 MeV proton as measured by Dendooven et al (2015) . The positron energy distribution was implemented according to equation 9.25 from Krane (1988) and the positron stopping process was included in the simulation. The scanner was a dual panel PET system centered on the target with a separation between the two panels of 40 cm. Each panel was comprised of a 52 × 52 array of LSO crystals with a size of 4 × 4 × 20 mm 3 . An energy resolution of 13% at 511 keV and a timing resolution of 500 ps were used. Coincidences were selected using an energy window of 400 -650 keV and a coincidence time window of 4.5 ns. Simulations were done for two positions of the target that differ by 5 mm in the beam direction. Imaging and detection of proton range shifts were performed as described in section 2.5.4 and 2.5.6.
Results

Efficiency of the detector setup
The measured coincidence detection efficiency along the central axes in the midplane between the detectors is shown in figure 3 . The fit, applied to all the 6 × 6 data points, corresponds to equation (1) with parameters a = 0.015, b = 0.54, c = 0.015, and d = 0.50, which gives the detection efficiency in percent. The adjusted coefficient of determination for this fit is R 2 = 0.9938, which means the fit is very good. A maximum efficiency of 0.27% is reached in the center of the FOV. Figure 4 shows the singles count rate of the entire PET system, as a function of instantaneous beam intensity for the PMMA target, averaged over the 120 s irradiation (labeled "all") as well as the average singles count rates during the beam-on and beam-off periods separately. The beam-off count rate grows linearly with the beam intensity.
Beam-on detector performance
Beam-on singles count rate
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Beam-on spectra
The energy and time spectra are shown in figure 5. Using a linear energy calibration with only the 511 keV photopeak, the energy spectra end at 1280 keV. This represents full saturation of the dSiPM sensors, when all microcells on a pixel have discharged. The 1275 keV peak from 22 Na falls within this saturation region. It is possible to correct the energy calibration for this saturation effect, but since only the identification of the 511 keV photopeak is of importance for PET, no correction was applied. Figure 5a shows spectra of all recorded coincidences of this measurement. The FWHM of the timing spectrum for the measurement at a beam intensity of 6.2 × 10 8 pps is equal to 1.1 ns. This timing spectrum is worse than the spectrum measured at an intensity of 5.0 × 10 9 pps, since the full width at tenth of maximum (FWTM) is larger. This broadening of the peak is due to the higher fraction of low energy photons in the data set. In general, lower energy photons will have a broader coincident time peak caused by the fixed level of time pickoff. These low-energy photons are suppressed in the measurement at an intensity of 5.0 × 10 9 pps, because a higher validation setting was used.
The full data set was then divided in beam-off and beam-on coincidences. Figure 5b shows spectra for coincidences recorded during the beam-off period (59 ms), while figure 5c shows the spectra during the beam-on period (30 ms). The FWHM of the time spectrum for the beam-off data of the measurement at an intensity of 6.2 × 10 8 pps is 1.0 ns, and for the beamon data it amounts to 1.5 ns.
The beam-on data contain contributions from PET annihilations as well as prompt gamma rays, which are directly correlated in time with the protons. Applying an anti-coincidence constraint with the proton bunches removes most of the prompt counts. This procedure is shown graphically in figure 6. The prompt counts are separated and removed from the nonprompt counts. Coincidences with at least one single between t RF bin number 600 and 750 are marked as prompt and removed from the data stream. Some singles outside this window are also removed, since they are part of a coincidence where the other event is inside the window. The amount of removed singles outside of the window depends on the CRT of the detectors, and the size and position of the source between the detectors. Figure 5d shows the spectra of the beam-on data with the anti-coincidence constraint applied. Most photons with energies above 511 keV are removed using this technique. A sharp 511 keV photopeak remains and the total energy spectrum looks identical to the beam-off spectrum (figure 5b). The timespectrum of the 6.2 × 10 8 pps measurement is also improved to a FWHM of 1.1 ns. Figure 5e shows the data that was removed using the constraint, i.e. the counts that are in coincidence with the proton bunches. The FWHM of the time distribution of the 6.2 × 10 8 pps measurement is 1.6 ns.
12 N nuclide detection
The coincidence counts vs. t pulse , measured as explained in section 2.5.3, are shown in figure 7 . When the beam turned on at t pulse = 59 ms, the coincident count rate decreased from 6.2 × 10 2 counts per 0.89 ms bin to 2.2 × 10 2 counts per bin, which is a reduction of 65%. This indicates a loss of PET data by this amount during beam-on due to the data transfer limit (see section 2.2 and 3.2). A fit of the 12 N decay was performed from 0 -50 ms. The total number of 12 N counts above the constant activity due to the longer-lived nuclides is 4.0 × 10 3 .
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Imaging, separation of short-and long-lived nuclei
The results of the 2D 12 N imaging procedure from section 2.5.5 are displayed in figure 8 . The 12 N image (figure 8c) contains mostly positive pixels, which indicates a net contribution of 12 N counts. Negative values occur due to statistical fluctuations.
One-dimensional projection profiles on both axes are shown in figure 9 . The 12 N profiles as seen in figure 9c are in both the x-and y-direction broader than the profiles of the longerlived positron emitters in figure 9b . Figure 9d is a comparison of the long-lived and 12 N profiles for the first target position (labeled as "0 mm"). A widening of the profiles is clearly seen. The width (RMS) of the sensitivity corrected transversal profile is 8 ± 3 mm for the long-lived positron emitters and 12 ± 3 mm for 12 N .The quadratic difference of 9 ± 5 mm is interpreted as being due to the range of the 12 N positrons, which have a 1D RMS range of 10.6 mm in graphite. This is consistent with the measured increase in the width of the transversal profile. The 1D RMS positron range for 15 O, the nuclide that provides most of the long-lived contribution, is 0.7 mm in graphite and thus negligible with respect to both the beam width and the PET scanner spatial resolution.
A sigmoid was fitted to the distal edge of the profiles in the beam direction for the images of the long-lived positron emitters (figure 9b) and 12 N (figure 9c ). The proton range shift of 5 mm was measured by the difference in the x 0 parameter of the fit. For the profiles of the long-lived nuclides in figure 9b, a shift of 5.6 ± 0.4 mm is measured between the two target positions, while a shift of 6 ± 3 mm is found for 12 N in figure 9c.
Simulation of 12 N imaging for a large scanner
The results of the simulations of 90 MeV protons stopped in a graphite target that is imaged by a large dual panel PET scanner (see section 2.6) are displayed in figure 10 . For a spot of 5 × 10 8 protons, the total number of detected coincident counts is equal to 1.2 × 10 4 . The whole positron emitter distribution falls within the FOV of the detector, so the loss of counts at the entrance of the target (around y = -30 mm) due to positron escape is visible as a steeper decrease compared to the distal edge of the 12 N profile (at y = 14 mm). The shift of the target by 5 mm was measured by the x 0 parameter of the sigmoid (equation 7) that was fitted to the distal edge. A shift of 5.2 ± 0.5 mm is found. When the same procedure was applied for a spot of 1 × 10 8 protons, a shift of 5.5 ± 1.1 mm is found. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t Figure 10 : 1D 12 N profiles from simulations of 90 MeV protons stopped in a graphite target that is imaged by a large dual panel PET scanner. The instantaneous delivery of 5 × 10 8 protons in a single beam spot is assumed. Profiles for two target positions shifted by 5 mm in the -y-direction are shown.
Discussion
Beam-on detector performance
From the singles count rates, figure 4 , it can be seen that the count rate of the Module TEK suffers from saturation above a beam intensity of approximately 0.5 × 10 9 pps. Not all events are transmitted by the data acquisition system. The beam-on singles count rate even decreases for intensities beyond 3.5 × 10 9 pps. However, the beam-on data that is transmitted is of good quality; see figure 5 . Once the prompt events that coincide with the proton bunches are removed from the data via an anti-coincidence filter, high-quality PET energy and time distributions result. This shows that it is possible to take good PET data during beam-on by removing prompt counts using the anti-coincidence filter. Helmbrecht et al (2016) point out that for typical PET block detectors, it is challenging to perform prompt-gamma-ray-free imaging, due to pile-up of positron annihilation photons and prompt gamma rays. They used a PET detector with LSO crystals and a cyclotron with a proton bunch repetition period of 9.4 ns and a proton energy dependent bunch duration of 0.2 -2 ns. LSO has a characteristic decay time of 40 ns. So if a prompt gamma ray is detected, it is not possible to detect a 511 keV photon using the same detector without pile-up before the next proton bunch. Whether a detector can be used for beam-on PET then depends on this pile-up probability, which in turn depends on the count rate and thus detector surface area. Helmbrecht et al use a Siemens PET block detector of 52 × 52 mm 2 at 18.5 cm from the beam. The count rate measurements that we have presented show a count rate of about 55 kcps per cm 2 detector area at 18.5 cm distance from a 1 nA beam. For the block detector, this means a count rate of about 1.5 Mcps. In this case, a beam-on 511 keV PET count will often be summed with a prompt gamma count. Helmbrecht et al mitigate this problem by a pile-up rejection technique that removes these events. The PDPC Module TEK PET system we used is based on dSiPMs that are read out at the level of a die. This basic detector unit has a surface area of about 0.6 cm 2 , greatly reducing the pile-up with prompt gamma rays. The measurement at a near-clinical instantaneous beam intensity of 5.0 × 10 9 pps shows that it is possible to use the anti-coincidence filter to obtain good 511 keV identification and promptgamma rejection.
For shorter proton bunch periods, the prompt gamma ray time window represents a larger fraction of a period and consequently a smaller fraction of PET events will pass through the anti-coincidence filter. Higher energy protons, due to a slowing down time in the order of nanoseconds, exhibit a broadening of the prompt gamma time peak, again reducing the fraction of PET events that pass through the anti-coincidence filter. For example, the Ion 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t
Beam Applications (IBA) C230 fixed-energy cyclotron, which is widely used in proton therapy, has a bunch repetition period of 9.4 ns and a bunch duration of 0.2 ns FWHM at its maximum energy of 230 MeV up to 2 ns at 70 MeV (Petzold et al 2016) . The longer slowing down time of higher-energy protons is in a sense compensated by the shorter bunch duration.
To investigate the influence of these two properties on the anti-coincidence filter, an average value of 150 MeV with a bunch duration of 1 ns is used. The slowing down time of 150 MeV protons in a PMMA target is approximately 1.3 ns according to figure 2 of Golnik et al (2014) . These effects need to be combined with the PET time resolution of approximately 0.5 ns FWHM. The time resolution can be quadratically summed with the bunch duration, which leads to a bunch duration of 1.1 ns FWHM. This can be convolved with the slowing down time of 1.3 ns, leading to a prompt gamma pulse with a full width of approximately 2.4 ns. If the anti-coincidence window is increased by 0.5 FWHM on each side to capture the full prompt gamma peak, 3.5 ns are discarded out of a total period of 9.4 ns. This would lead to a decrease in the accepted PET count rate during beam-on of 37%. So when using the clinical beam structure of the IBA C230 cyclotron, it would still be possible to use the anticoincidence filter to remove prompt counts from the beam-on data.
Imaging
To obtain an image of only the 12 N nuclides, a method was developed to subtract the longlived background from the image including 12 N. A quadratic increase of 9 ± 5 mm in the transversal size of the 12 N PET profile was measured, which is consistent with the 12 N positron range in graphite of 10.6 mm RMS. The same effect plays a role in the beam direction as well, causing a broadening of the distal edge. However, a broadening of the distal edge can also be due to a different energy dependence of the 12 N production cross section compared to production cross sections of the long-lived nuclides. Dendooven et al (2015) show that the PET signal during the delivery of the distal layer of a patient irradiation (in case it is delivered first) will be largely dominated by 12 N. In our measurements, the low detection efficiency of the PET system was in a sense compensated by a long measurement time of 120 s. Due to this long measurement time, the number of counts from long-lived nuclides was much larger than it would be in a clinical irradiation of a distal layer. The resulting large correction for long-lived nuclides contributes to the uncertainty in the 12 N profiles. A simulation was performed to estimate the improved uncertainty in a clinical irradiation of a distal layer. When simulating a large dual panel scanner that focuses on the distal edge of the 12 N production, 1.2 × 10 4 coincident counts are detected for a spot of 5 × 10 8 protons. This is a few times more than in the measurements presented where we obtained 12 N 1D profiles containing about 4.0 × 10 3 counts (see section 3.3). The simulation demonstrate that a large dual panel scanner, imaging a single spot from a clinical irradiation directly after it is delivered, can measure a 5 mm range shift with millimeter accuracy: 5.5 ± 1.1 mm for 1 × 10 8 protons and 5.2 ± 0.5 mm for 5 × 10 8 protons. Due to the absence of a long-lived contribution and the higher number of counts, this is substantially better than the shift of 6 ± 3 mm deduced from the experiments presented in this work. The accuracy of this method can be compared to that of the knife-edge slit prompt gamma camera, which is the prompt gamma ray imaging device closest to clinical implementation. Figure 17 of Perali et al (2014) shows that approximately 1 × 10 9 protons of 100 MeV are needed to obtain a precision of 0.5 mm (1σ), and 2 × 10 8 protons are needed for a precision of 1 mm (1σ). The 12 N imaging technique can thus reach the same precision with half the number of protons, or a better precision can be reached with 12 N imaging using the same number of protons.
Clinical implementation and cost
During a patient irradiation, one could separate 12 N from the long-lived nuclides by for instance introducing an artificial beam-off period of 100 ms every second, or by extending the spot-switching time between different spots in a pencil beam scanning irradiation, or by using the PET data measured in-between synchrotron spills or in-between energy layers. This way, contributions from previous irradiation fields are also removed, thus providing 12 N PET images free from contamination from earlier fields. Integration over (part of) the distal edge Page 14 of 17 AUTHOR SUBMITTED MANUSCRIPT -PMB-105188. R1   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t 15 can be used to obtain better statistical accuracy, with the drawback of averaging the proton range measurement over a larger area.
Using 12 N imaging, accurate feedback on the dose delivery can be obtained within seconds after the start of the treatment. This technique can thus be used for on-line adaptive treatment or as an immediate indicator for off-line replanning, just as any dose delivery verification technique based on prompt gamma rays. All these techniques can potentially stop an irradiation in (near) real time when a deviation from the intended dose delivery is measured. In a more sophisticated implementation, one can envision an automatic feedback to the beam delivery system to e.g. slightly adjust the beam energy to the measured proton range. An interesting option is to use a carefully selected set of "pilot" spots from the distal layer for which the time structure is optimized for 12 N imaging, by e.g. allowing a sufficiently long time between these spots. If no deviations are detected using these pilot spots, one can have some confidence that the full irradiation will be delivered as intended. If deviations are detected, the treatment plan might, depending on the nature of the deviations, be recalculated on-line after which the irradiation can be completed. For example, an overall range deviation due to an error in the translation of planning CT to proton stopping power could be instantly corrected. The same in-situ PET system can also be used to acquire a separate image after the dose has been delivered, as PET is nowadays in use in a few therapy facilities. Such an image will be of better quality that the 12 N image due to the improved spatial resolution and statistics, and can be used for off-line adaptive treatment.
Cost is an important aspect of the implementation of in-vivo dose delivery verification. In the following, we investigate a number of relevant factors in the comparison of an in-situ dual panel PET system with the prototype of the knife-edge slit prompt gamma camera (Perali et al 2014) . Both systems are based on comparable scintillation detectors: 2 to 3 cm thick LSO/LYSO scintillators read out by a suitable photosensor (photomultiplier tubes or SiPMs). As the PET scanner has a larger surface area, the material cost of the PET system is expected to be higher. For the PET scanner described in section 2.6, the total LSO scintillator volume is 1.7 dm 3 . The prompt gamma camera contains 0.5 dm 3 of LYSO, but a thick tungsten collimator is needed, partially offsetting the lower detector cost. We show in this paper that modern PET technology is suitable for proton therapy, even for beam-on imaging. Regular off-the-shelf PET modules can thus be used to construct an in-situ scanner. This application will directly profit from the technological advancements in PET imaging used for nuclear medicine. Concerning integration in the irradiation environment, we see no substantial difference between a dual panel PET scanner and a prompt gamma imaging device.
Conclusion
We have provided a proof-of-principle for the PET imaging of 12 N as a tool for proton therapy dose delivery verification. Using a PET system with a small detector unit surface area, pile-up between 511 keV annihilation photons and prompt gamma rays is limited and it is possible to reject events coinciding with proton bunches for prompt-gamma-ray-free PET imaging. A method was developed to subtract the long-lived background from the 12 N image by introducing a beam-off period into the cyclotron beam structure. Since the 12 N image disappears with a half-life of 11 ms, an estimate of the long-lived image can be obtained 40 ms after the beam is turned off. This background image can then be subtracted from the 12 N image. A range shift of 5 mm was measured as 6 ± 3 mm using the 12 N profile. A larger, more efficient, PET system with a higher data throughput capability will allow beam-on 12 N PET imaging of single spots in the distal layer of an irradiation with an increased signal-tobackground ratio of the 12 N image and thus better accuracy. A simulation shows that a large dual panel scanner that images a single spot directly after it is delivered, can measure a 5 mm range shift with millimeter accuracy: 5.5 ± 1.1 mm for 1 × 10 8 protons and 5.2 ± 0.5 mm for 5 × 10 8 protons. This makes fast and accurate feedback on the dose delivery during treatment possible.
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