We study the generating function for the number of involutions on n letters containing exactly r ≥ 0 occurrences of 3412. It is shown that finding this function for a given r amounts to a routine check of all involutions on 2r + 1 letters.
Introduction
Permutations. Let π ∈ S n and τ ∈ S m be two permutations. An occurrence of τ in π is a subsequence 1 ≤ i 1 < i 2 < · · · < i m ≤ n such that (π(i 1 ), . . . , π(i m )) is order-isomorphic to τ ; in such a context, τ is usually called a pattern.
In the last decade much attention has been paid to the problem of finding the numbers s r σ (n) for a fixed r ≥ 0 and a given pattern τ (see [1, 2, 3, 5, 6, 7, 18, 20, 23, 25, 26, 27, 28, 29] ). Most of the authors consider only the case r = 0, thus studying permutations avoiding a given pattern. Only a few papers consider the case r > 0, usually restricting themselves to patterns of length 3. Using two simple involutions (reverse and complement ) on S n it is immediate that with respect to being equidistributed, the six patterns of length three fall into the two classes {123, 321} and {132, 213, 231, 312}. Noonan [22] proved that s 1 123 (n) = 3 n 2n n−3 . A general approach to the problem was suggested by Noonan and Zeilberger [23] ; they gave another proof of Noonan's result, and conjectured that s n−3 . The first conjecture was proved by Fulmek [10] and the latter conjecture was proved by Bóna in [6] . A conjecture of Noonan and Zeilberger states that s r σ (n) is P -recursive in n for any r and τ . It was proved by Bóna [4] for σ = 132. Mansour and Vainshtein [20] suggested a new approach to this problem in the case σ = 132, which allows one to get an explicit expression for s r 132 (n) for any given r. More precisely, they presented an algorithm that computes the generating function n≥0 s r 132 (n)x n for any r ≥ 0. To get the result for a given r, the algorithm performs certain routine checks for each element of the symmetric group S 2r . The algorithm has been implemented in C, and yields explicit results for 1 ≤ r ≤ 6.
Involutions. An involution π is a permutation such that π = π −1 ; let I n denote the set of all ninvolutions. An even (resp. odd) involution π is an involution such that the number of occurrences of the pattern 21 in π is an even (resp. odd) number. Several authors have given enumerations of sets of involutions which avoid certain patterns. In [24] Regev provided an asymptotic formula for I n (12 . . . k) and showed that I n (1234) is enumerated by the nth Motzkin number M n = [n/2] i=0 n 2i C i . In [11] Gessel enumerated I n (12 . . . k). In [13] GouyouBeauchamps gave an entirely bijective proof of some very nice exact formulas for I n (12345) and I n (123456). Pattern-avoiding involutions have also been related with other combinatorial objects. Gire [12] has established a one-to-one correspondence between 1-2 trees having n edges and S n (321, 3142) (this is the set of n-permutations avoiding patterns 321 and 231, except that the latter is allowed when it is a subsequence of the pattern 3142). On the other hand, Guibert [14] has established bijections between 1-2 trees having n edges and each of the sets S n (231, 4132), I n (3412), and I n (4321) (and therefore with I n (1234), by transposing the corresponding Young tableaux obtained by applying the RobinsonSchensted algorithm). Also, Guibert [14] has established a bijection between I n (2143) and I n (1243). More recently, Guibert, Pergola, and Pinzani [15] have given a one-to-one correspondence between 1-2 trees having n edges and I n (2143). It follows that all these sets are enumerated by the nth Motzkin number M n . It remains an open problem to prove the conjecture of Guibert (in [14] ) that I n (1432) is also enumerated by the nth Motzkin number M n . This conjecture proved by Jaggard [16] . Recently, Egge [8] gave enumerations and generating functions for the number of involutions in I n (3412) which avoid various sets of additional patterns. Egge and Mansour [9] refined Egge's results by studying generating functions for the number of even and odd involutions in I n (3412), and they studied the generating functions for the number of even and odd involutions in I n containing the pattern 3412 exactly once. For example, they proved the following theorem. Theorem 1.1. (see [9, Proposition 7.7 ]) The generating function for the number of involutions in I n which contain the pattern 3412 exactly once is given by Table 1 . First values for the sequence I r 3412 (n) where 0 ≤ n ≤ 12 and 0 ≤ r ≤ 6
In this paper, we suggest a new approach to study the number of involutions which contain the pattern 3412 exactly r times, namely I r 3412 (n), which allows one to get an explicit expression for I r 3412 (n) for any given r (see Table 1 ). More precisely, we present an algorithm that computes the generating function I r (x) = n≥0 I r 3412 (n)x n for any r ≥ 0. To get the result for a given r, the algorithm performs certain routine checks for each element of the involutions I 2r+1 . The algorithm has been implemented in C, and yields explicit results for 0 ≤ r ≤ 6.
Recall definitions and preliminary results
2.1. The case r ≥ 1. Fix r ≥ 1. To any π ∈ I n we assign a bipartite graph G π in the following way. The vertices in one part of G π , denoted V 1 , are the entries of π, and the vertices of the second part, denoted V 4 , are the occurrences of 3412 in π. Entry i ∈ V 1 is connected by an edge to occurrence j ∈ V 4 if i enters j. For example, let π = 8 2 3 13 7 6 5 1 11 12 9 10 4 14, then π contains 2 occurrences of 3412, and the graph G π is presented on Figure 1 . Let G be an arbitrary connected component of G π , and let V be its vertex set. We denote
Proof. Assume to the contrary that the above statement is not true. Consider the smallest n for which there exists π ∈ I n such that for some connected component G of G π one has
Evidently, G contains more than one vertex, since otherwise t 1 = 1 and t 4 = 0, which contradicts ( * ). Let l be the number of leaves in G (recall that a leaf is a vertex of degree 1). Clearly, all the leaves belong to V 1 ; the degree of any other vertex in V 1 is at least 2, while the degree of any vertex in V 4 equals 4. Calculating the number of edges in G by two different ways, we get l + 2(t 1 − l) ≤ 4t 4 , which together with ( * ) gives l > 4, so there exist at least five leaves in V 1 . In the case r = 1 there only one occurrence of length 4, so there no five leaves in V 1 , therefore we can assume that r ≥ 2. Let a ∈ V 4 and let us consider the following cases corresponding to the number of leaves in V 1 incident to a:
(i) If a incident to one leave x ∈ V 1 exactly, then the graph G ′ which obtained from G by deleting x and a satisfies t (ii) If a incident to two leaves x, y ∈ V 1 exactly, then the graph G ′ which obtained from G by deleting x, y and a satisfies t 
such that there exists a vertex u ∈ V 1 incident to a and b. Therefore, if we consider all the involutions π of length at most 7 with two occurrences a and b of 3412 and the corresponding graph G π is connected component, then we see that each involution has two occurrences x 1 x 2 x 3 x 4 and y 1 y 2 y 3 y 4 of 3412 such that |{x 1 , x 2 , x 3 , x 4 } ∩ {y 1 , y 2 , y 3 , y 4 }| = 2, a contradiction for that every vertex in V 4 incident to three leaves exactly (more precisely, in I k , k = 0, 1, 2, . . . , 5, there no involutions which contain 3412 exactly twice; in I 6 there exists one involution which contain 3412 exactly twice, namely 351624; and in I 7 we have 7 involutions which contain 3412 exactly twice, namely 1462735, 3516247, 3517264, 3614725, 3617524, 4261735, and 4631725. Each of these involutions has two occurrences x 1 x 2 x 3 x 4 and y 1 y 2 y 3 y 4 of 3412 such that there |{x 1 , x 2 , x 3 , x 4 } ∩ {y 1 , y 2 , y 3 , y 4 }| = 2).
Hence, using Cases (i)-(iv) we get the desired result.
Denote by G 1 π the connected component of G π containing entry 1. Let π(i 1 ), . . . , π(i s ) be the entries of π belonging to G 1 π , and let σ = σ π ∈ I s be the corresponding involution (σ π is an involution for any involution π) . We say that π(i 1 ), . . . , π(i s ) is the kernel of π and denote it ker π; σ is called the shape of the kernel, or the kernel shape, s is called the size of the kernel, and the number of occurrences of 3412 in ker π is called the capacity of the kernel. For example, for π = 8 2 3 13 7 6 5 1 11 12 9 10 4 14 as above, the kernel equals 8 13 1 4, its shape is 3412, the size equals 4, and the capacity equals 1. The following statement is implied immediately by Lemma 2.1.
Theorem 2.2. Fix r ≥ 1. Let π ∈ I n contain exactly r occurrences of 3412, then the size of the kernel of π is at most 2r + 2.
We say that ρ is a kernel involution if it is the kernel shape for some involution π. Evidently ρ is a kernel involution if and only if σ ρ = ρ is an involution. Let ρ ∈ I s be an arbitrary kernel involution. We denote by I(ρ) the set of all the involutions of all possible sizes whose kernel shape equals ρ. For any π ∈ I(ρ) we define the kernel cell decomposition as follows. The number of cells in the decomposition equals s × s. Let ker π = π(i 1 ), . . . , π(i s ); the cell C mℓ = C mℓ (π) for 1 ≤ ℓ ≤ s and 1 ≤ m ≤ s is defined by
where i s+1 = n + 1 and α n+1 = n + 1 for any α ∈ I n . If π coincides with ρ itself, then all the cells in the decomposition are empty. An arbitrary permutation in I(ρ) is obtained by filling in some of the cells in the cell decomposition. A cell C is called infeasible if the existence of an entry a ∈ C would imply an occurrence of 3412 that contains a, two other entries x, y ∈ ker π, and another entry z of π. Clearly, all infeasible cells are empty for any π ∈ I(ρ). All the remaining cells are called feasible; a feasible cell may, or may not, be empty. The set of all feasible cells are distributed into three subsets:
(i) Free-cells; a free-cell is a feasible cell may, or may not, be contain an occurrence of the pattern 12, or contain an occurrence of the pattern 21;
Consider the involution π = 8 2 3 13 7 6 5 1 11 12 9 10 4 14. The kernel of π equals 8 13 1 4, its shape is 3412. The cell decomposition of π contains four feasible cells: C 11 = {2, 3}, C 22 = {7, 6, 5}, C 33 = {11, 12, 9, 10}, and C 44 = {14}, see Figure 2 . All the other cells are infeasible; for example, C 21 is infeasible, since if a ∈ C 21 , then aπ
is an occurrence of 3412 for any π ′ whose kernel is of shape 3412. The cells C 11 , C 33 , and C 44 are free-cells, and C 22 is diagonal-decreasing-cell. Given a cell C ij in the kernel cell decomposition, all the kernel entries can be positioned with respect to C ij . We say that x = π(i k
Proof. (i) Holds immediately by the fact that π is an involution.
(ii) Let i = j. Using the fact that π is an involution we get that C ij contains an occurrence of the pattern 12 if and only if C ji contains an occurrence of the pattern 12. Thus, if C ij contains an occurrence of the pattern 12, namely xy, then C ji contains an occurrence uv of the pattern 12, so xyuv is an occurrence of the pattern 3412, a contradiction. Hence, C ij is feasible cell if and only if C ij and C ji are decreasing-cells. (iii) Let C ii be a feasible cell such that there exists northwest of C ii an occurrence of the pattern 12 in the kernel shape ρ, namely xy. So, if C ii contains an occurrence of the pattern 12 in C ii , say uv, then xyuv is an occurrence of the pattern 3412. Hence, C ii is diagonal-decreasing-cell.
Similarly as the arguments in the proof of Lemma 2.3 we have the following result.
Lemma 2.4. Let a < b. (i) If C ia and C ib are decreasing-cells then every entry of C ia is greater than every entry of C ib ; (ii) If C ai and C bi are decreasing-cells then the entries of C bi are lie northwest of the entries of C ib ; (iii) If C ab is decreasing-cell, then all the cells C ij , with i = j, which are lie northeast of C ab and C ba are infeasible cells.
As a consequence of Lemmas 2.3 and 2.4, we get the following result. Let us define a partial order ≺ on the set of all free-cells by saying that
Similarly, we define a partial order ≺ ′ and ≺ ′′ on the set of all diagonal-decreasing-cells and decreasing-cells, respectively. Let F (ρ) (respectively; DD(ρ) and D(ρ)) be the set of all free-cells (respectively; diagonal-decreasingcells and decreasing-cells which lie above the diagonal) in the kernel cell decomposition corresponding to involutions in I(ρ) and let f (ρ) = |F (ρ)| (respectively; dd(ρ) = |DD(ρ)| and d(ρ) = |D(ρ)|). We remark that, by Lemma 2.3 and Lemma 2.4 we get that d(ρ) is a nonnegative integer number. We denote the cells in F (ρ) by C 1 , . . . , C f (ρ) (respectively; DD 1 , . . . , DD dd(rho) and
Theorem 2.7. For any given sequence α 1 , . . . , α f (ρ) of arbitrary involutions, and two sequences β 1 , . . . , β dd(ρ) and γ 1 , . . . , γ d(ρ) of arbitrary decreasing involutions (a decreasing involution of length n is the involution n(n − 1) . . . 1), there exists π ∈ I(ρ) such that the content of the free-cell C i is order-isomorphic to α i , the content of the diagonal-decreasing-cell DD j is β j , and the content of the decreasing-cell D j is γ j .
2.2.
The case r = 0. First of all, let us describe the cell block decomposition of an involution π ∈ I n (3412) as follows.
Proposition 2.8. (see [8, Proposition 2.8])
Let π ∈ I n (3412). Then one of the following holds:
(ii) there exists t, 2 ≤ t ≤ n, such that π = (t, α, 1, β) where (α 1 − 1, . . . , α t−2 − 1) ∈ I t−2 (3412) and (β 1 − t, . . . , β n−t − t) ∈ I n−t (3412).
Thus, the kernel cell decomposition of π ∈ I n (3412) can be defined as follows. There are two kernel shapes ρ 1 = 1 and ρ 2 = 21. In the case ρ 1 there exists only one cell which is free-cell, and in the case 
Main Theorem and explicit results
Let ρ be a kernel involution, and let s(ρ), c(ρ), f (ρ), dd(ρ), and d(ρ) be the size of ρ, the capacity of ρ, and the number of free-cells, diagonal-decreasing-cells, decreasing-cells in the cell decomposition associated with ρ, respectively. Denote by K the set of all kernel involutions, and by K t the set of all kernel shapes for involutions in I t . The main result of this note can be formulated as follows.
Theorem 3.1. For any r ≥ 1,
where
Proof. For any ρ ∈ K, denote by I ρ r (x) the generating function for the number of involutions in π ∈ I n ∩ I(ρ) containing exactly r occurrences of 3412. Evidently, I r (x) = ρ∈K I ρ r (x). To find I ρ r (x), recall that the kernel of any π as above contains exactly c(ρ) occurrences of 3412. The remaining r − c(ρ) occurrences of 3412 are distributed between the free-cells of the kernel cell decomposition of π. By Theorem 2.6, each occurrence of 3412 belongs entirely to one free-cell. Besides, it follows from Theorem 2.7, that occurrences of 3412 in different free-cells do not influence one another. Also, by Lemmas 2.3 and 2.4 the diagonal-decreasing-cells do not influence one another, and for decreasing cell C ij we have that |C ij | = |C ji | where C ij contains arbitrary decreasing involution. Therefore,
and we get the expression similar to (3.1) with the only difference that the outer sum is over all ρ ∈ K. However, if ρ ∈ K t for t > 2r + 2, then by Theorem 2.2, c(ρ) > r, and hence I ρ r (x) ≡ 0. Theorem 3.1 provides a finite algorithm for finding I r (x) for any given r ≥ 0, since we have to consider all involutions in I 2r+2 , and to perform certain routine operations with all shapes found so far. Moreover, the amount of search can be decreased substantially due to the following proposition. for all r ≥ 3. Then the only kernel involution of capacity r ≥ 0 and size 2r + 2 is ψ r . Its contribution to I r (x) equals
This proposition is proved easily by induction, similarly to Lemma 1. The feasible cells in the corresponding cell decomposition is: C ii is free-cell if i = 1, 3, 5, . . . , 2r+1, 2r+2, C ii is diagonal-decreasingcell if i = 2, 4, . . . , 2r, and all the other cells are infeasible cells, hence the contribution to I r (x) is as described. By the above proposition, it suffices to search only involutions in I 2r+1 . Below we present several explicit calculations.
3.1. The case r = 0. Let us start from the case r = 0. Observe that (3.1) remains valid for r = 0, provided the left hand side is replaced by I r (x) − 1; subtracting 1 here accounts for the empty involution. Also, by Subsection 2.2 we have only two shapes ρ 1 = 1 and ρ 2 = 21 with s(ρ 1 ) = 1, c(ρ 
3.2. The case r = 1. Let now r = 1. The involutions in I 4 are exhibited only one kernel shape distinct from ρ 1 and ρ 2 which is ρ 3 = 3412, whose contribution equals 0000  0000  0000  0000  0000  0000   1111  1111  1111  1111  1111  1111   000  000  000  000  000   111  111  111  111  111   000  000  000  000  000   111  111  111  111  111   000  000  000  000  000  000   111  111  111  111  111  111   0000  0000  0000  0000  0000   1111  1111  1111  1111  1111   000  000  000  000  000   111  111  111  111  111   000  000  000  000  000   111  111  111  111  111   000  000  000  000  000  000   111  111  111  111  111  111  000  000  000  000  000   111  111  111  111  111   000  000  000  000  000   111  111  111  111  111   0000  0000  0000  0000  0000  0000   1111  1111  1111  1111  1111  1111   0000  0000  0000  0000  0000  0000   1111  1111  1111  1111  1111  1111   000  000  000  000  000  000   111  111  111  111  111  111  000  000  000  000  000  000   111  111  111  111  111  111   000  000  000  000  000  000   111  111  111  111  111 Therefore, (3.1) amounts to I 1 (x) = xI 1 (x) + 2x 2 I 0 (x)I 1 (x) + 
3.3. The case r = 2. Let r = 2. We have to check the kernel shapes of involutions in I 6 . Exhaustive search adds one new shape to the previous list; this is ρ 4 = 351624. Calculation of the parameters s, c, f , d, dd is straightforward, and we get Corollary 3.5. The generating function for the number of involutions which contain 3412 exactly twice is given by
.
3.4.
The cases r = 3, 4, 5, 6, 7. Let r = 3, 4, 5, 6; exhaustive search in I 8 , I 10 , I 12 , and I 14 reveals 2, 5, 12, 25, 48, and 100 new kernel shapes, respectively, and we get Corollary 3.6. Let r = 3, 4, 5, 6, 7. Then the generating function for the number of involutions which contain 3412 exactly r times is given by
, where
and 
Further results
As an easy consequence of Theorem 3.1 and Corollary 3.3 we get the following result.
Corollary 4.1. Let r ≥ 0, then I r (x) is a rational function in the variables x and √ 1 − 2x − 3x 2 .
Another direction would be to match the approach of this note with the previous results on even (odd) permutations which contain 132 exactly r times (see [19] ). We denote the generating function for the number of even (resp. odd) involutions in I n which contain r occurrences of 3412 by E r (x) (resp. O r (x)) (see Table 2 ).
r\n 0 Table 2 . Number of even involutions in I n which contain 3412 exactly r times where 0 ≤ n ≤ 12 and 0 ≤ r ≤ 6.
We define N r (x) = E r (x) − O r (x) for any r, that is, 
where r j ≥ 0 for 1 ≤ j ≤ f (ρ), δ 0,0 = 1, and δ r,0 = 0 for all r ≥ 1.
As an easy consequence of Theorem 4.2 we get the following result. Hence, Theorem 4.2 and Theorem 3.1 provide a finite algorithm for finding I r (x), N r (x), E r (x), and O r (x) for any given r ≥ 0, since we have to consider all involutions in I 2r+2 , and to perform certain routine operations with all shapes found so far. Moreover, the amount of search can be decreased substantially due to the following proposition which holds as easily consequence of Proposition 3.2. By the above proposition, it suffices to search only involutions in I 2r+1 . Similarly as our calculations for I r (x) where r = 0, 1, 2, 3, 4, 5, 6, 7 with using Theorem 4.2 we get the following result. , where P 0 (x) = x − 1, (x 2 + 1)P 1 (x) = (x + 1)(2x 2 − 2x + 1), ( 
