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Abstract 
Successive generations of artificial neural networks have leveraged their multiplicity of connections and weights for significant improvements in 
information processing capability and memory capacity.  The most recent generation of artificial neural networks, third generation networks, consist 
of spiking neuron models that attempt to mimic the complex dynamic features exhibited by real biological neurons in the hopes of improvements in 
computational and representational capacities.   While the theoretical capabilities of these networks are impressive, understanding the nature and 
extent of their computational advantages, and the appropriate network architectures and algorithms necessary for their successful exploitation, have 
lagged far behind the theory.  With this in mind, we herein explore the representational capacity of two related forms of neural networks:  synfire 
chains, and polychronic networks.   We find that the computational capacity of such cellular assembly based networks increases with the size of 
between-neural-pool time delays and that for relatively small changes in time delay, linear increases in network representational capacities are 
obtained. 
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1. Main text  
Artificial neural networks have evolved through several distinct generations featuring different computational properties and 
rs.  
These networks were introduced in the 1950s [1] and generated much excitement until the work of Minsky [2] demonstrated that 
single layer perceptrons were unable to simulate the XOR function, a basic computational function, although multi-layer perceptrons 
were shown to be capable of the task [3].  Partly as a result of this work, research into artificial neural networks atrophied until the 
introduction of second generation neural networks capable of modelling more aspects of neural behaviour, including a continuous 
firing rate and thresholding functions.  These innovations provided second generation neural networks with several computational 
advantages over first generation networks.  They were capable of universal computation, but could do so with considerably fewer 
neurons than equivalent networks from the first generation [4].  While powerful, even these newer networks glossed over many 
attractive features of real biological neurons, such as control of individual spike timing and the existence of time delays between 
connected neurons which are ostensibly useful for higher order encodings and coincidence detection. 
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The third generation of neural networks, 
consisting of spiking neurons connected with 
realistic time-delays, has begun to take these 
complex neural behaviors into account.  Pulse 
coding can fuse information from distinct 
modalities into a single computational element, the 
propagate along axons and reach target synapses of 
particular strengths after a time delay, relations 
between neurons (and therefore between elements 
of a memory) may be encoded by either the delay 
line structure between neurons or the strength of 
the synaptic connection between them (or some 
combination thereof), increasing the memory and 
computational capacity of the network [4] over that 
exhibited by second generation networks, which 
use only synaptic connection strength for memory 
encoding. 
Despite this increased computational capability, 
the optimal approach for exploiting this capability 
remains uncertain.  The implementation costs for 
spiking neural networks makes their wide-scale 
deployment problematic, and uncertainties about 
network architecture, dynamics, and operational 
regimes stymie the development of usable 
algorithms.  One recently advanced computational 
paradigm maintains that the rich dynamics of 
temporally coordinated populations of cells, or 
neural cell assemblies, can be leveraged as an 
architecture for sophisticated computation and 
representation [5,6] Cell assembly based computing 
has been shown to be capable of both simple and 
sophisticated logical operations [6] attributable to 
the varied dynamics generated by complex schemes 
of recursive and time-delayed connections.  Assembly based computing is conceptually very similar to computation and 
representation of information via liquid state machines [7]  and may itself be used as a substrate for this novel computational 
architecture [8]. 
However, there are currently (at least) two predominant models for assembly based computation.   These models, synfire chains 
and polychronic networks, are closely related to one another.  The first model, the synfire chain was first proposed by Abeles[9] in 
the 1980s and consists of populations of neural elements, connected with short time delays inside each pool, and via sparse, longer 
time delay connections between pools.  Generally, for synfire chains, the time delays between neurons in one pool to neurons in 
another pool  are uniform.  They have been considered as ideal representational architectures for temporally and hierarchically 
structured data. 
Polychronic networks, recently advanced as an extension to synfire chains by Izhikevich [5], possess much the same architecture 
as a synfire chain, but the stricture of uniform pool-to-pool time delays is relaxed.  As such these networks have been observed to 
exhibit more complex temporal patterning than synfire chains and, it has been  speculated, may offer significant computational 
advantages over them.  One way in which this computational advantage might be expressed is in the extent to which the networks can 
register and classify inputs with only small differences (as in a liquid state machine).  With this in mind, we attempted to characterize 
the effect of changing the amount of uniformity in inter-pool time delays on network output in response to small changes in input. 
2.  Methods 
We used MATLAB to model two kinds of spiking networks networks, created with Izhikevich neurons as in [6].  Each network 
consisted of 7 pools of 7 neurons connected to one another separated by minimal time delays of < 0.5 ms.   Neurons in each pool 
made random feed forward connections with one another.  Feed forward connections were characterized by random time delays  
ranging between 1 and 20 ms.  Inter-pool projections were sparse, with the probability a given neuron projects to any other pool  
 
Figure 1. A)  Workflow:  We iteratively vary the level time delays in polychromic networks, 
transform  the firing patterns into equal length symbol strings and compute the hamming 
distance difference between generated sequence strings at each simulation step.  We cluster 
on the hamming distance to characterize the variability in the type of response to small 
changes in input.  B)  Synfire chain response and polychronic network response to input 
spikes into the same initial pool. 
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equal to 30%.    All neurons consisted 
. 
The first network was a standard 
synfire chain model with uniform 
delays between pools.  The second 
model network was a polychronic 
network.  Initially modeled as a synfire 
chain, random changes in delays were 
added to each inter-pool projection.  
Random changes to delays were drawn 
from a normal distribution of mean zero 
and standard deviation of 1.5 ms. 
An initial stimulus volley of spikes 
was delivered to a randomly selected 
pool at the start of each simulation run.  
4 or more of the 7 neurons in the 
stimulated pool were selected at 
random, and their excitatory activity 
was allowed to propagate through the 
neural network.  The record of spiking 
activity was segmented into 5 ms bins 
and the number of spikes in each bin 
was counted.  Any bin with more than 
two spikes in it was assigned a letter, corresponding to the rank ordering of the neural pool from which it came (neurons in pool 1 
ed 
in order to construct a symbol string representation of the order of activation of each pool in the model.  Only the first 15 symbols in 
a sequence were retained for the analysis. 
Because we wanted to capture the basic modes of activity in each network, we performed a clustering on the symbol string output 
of each 
particular inputs.  We performed 100 Iterations of each simulation and symbol strings were compared between trials.  The difference 
between symbol strings was calculated by the number of mismatched letters in sequences calculated between all pairs of trials.  These 
differences were used as a hamming distance metric for an agglomerative clustering.  We calculated the intra-cluster granularity of 
each hamming distance matrix by taking the gradient of the matrices at each point and summing their absolute value.  We used this 
metric as a proxy for the number of distinct patterns of activity each net instantiation could generate (patterns with larger granularity 
having more and smaller clusters), given input that varied as described above.  Overall network workflow is illustrated in figure 1a. 
3. Results 
As described above we created 7 populations of Izhikevich neurons, each containing seven distinct neurons.  Neurons in each pool 
exhibited all to all connectivity.  Neurons in each pool were connected to a single other pool with sparse connectivity (<30% of 
neurons in one pool synapsed with neurons in the second.)  Connection strengths were drawn from a uniform random distribution on 
the interval 0 to 1.  Connections between populations were randomly assigned time delays  ranging between 1 and 20 ms.  In synfire 
chain models delays between particular pairs of pools were uniform, while in polychronic networks initially uniform delays were 
randomized with a variable random time delay drawn from a scaled normal distribution  with a standard deviation of 1.5 ms.  We ran 
100 iterations of a simulated synfire chain and 100 iterations of a simulated polychronic network.  Typical output for both synfire and 
polychronic net activity is illustrated in figure 1b.  We binned this spiking activity and computed the hamming distance between 
generated sequences (mismatch error) and used this distance matrix in the aforementioned agglomerative clustering. 
For initial runs, given a polychronic delay randomization standard deviation of 1.5 ms, the clustering dendrogram for  the synfire 
chain model and the polychronic model were markedly different, the former showing significantly more consistency in the 
dendrogram and a fairly clear cluster structure (figure 2a, left), indicating the presence of a small number of output catetgories for 
inputs that varied both in terms of the initial pool that was stimulated and the number of neurons stimulated at time t=0.  The large-
cluster structure is also clearly visible in a heat map representation of trial-to-trial hamming distances (figure 2a, right). 
Unsurprisingly, polychronic dendrograms and heat maps (figure 2b) showed a much more disorganized structure indicative of a 
larger number of discrete output types. 
 
Figure 2.  A) Synfire chains provided variations on a particular input pattern only yield a few 
classes of neuronal activity, as seen in the dendrogram (left) and the normalized hamming distance 
matrix. (right).   B)  Polychronic networks with a random jitter on the order of 1.5 ms exhibits 
significantly more complexity and therefore a larger number of categories of activity. 
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  Varying the mean  random time delay parameter 
figure 1)for the polychronic net induced significant 
changes in output.  We varied delay randomization   
standard deviation between 0.0015 and 1.5 ms.   We note 
that at small values of delay randomization polychronic 
network output (figure 3) was statistically indistinguishable 
from the roughness/complexity of  synfire chain trial-to-
trial output distances.  As the standard deviation of the 
delay distribution increased to about 1 or 1.5 ms, the 
complexity of network output more than doubles.   
 
Discussion 
 
It is clear from these results that spiking neural 
networks with greater heterogeneity of conduction times 
between individual neural elements exhibit significantly 
more representational power than other such networks.  
Indeed, a fairly large increase in representational capacity 
for polychronic networks (on the order of twice the 
complexity) can be obtained through comparatively small 
adjustments in time delays between neurons in distinct 
pools.  By simple geometry, the average number of clusters 
in the data should  go as 1/average cluster area in the 
distance matrix.  Therefore the roughness metric (R) will 
be approximately proportional to the number of average 
size clusters (N) in the data times the average number of 
elements in in e Taking the 
ratio of  two instantiations of the network roughnesses at delay = 1.5 ms, using the fact that R1 > 2R2 and manipulating the variables 
we obtain: 
 
 
(1) 
 
If N1 is larger than N2 1 2 definitionally.  As such we can be certain that the increase in the number of 
states available to N1 will be at least the square root of 2 times the number of states in N2.  This represents an approximately 40% 
increase as a floor for output variability.  In many instances, this factor may be significantly larger than this (see figure 2.). 
Introducing  a variation of about 30%  of the mean inter-pool time delay (1.5/5 ms) is sufficient to attain this linear increase in 
output variability. This finding builds on arguments made by Maas et al [4] concerning the memory storage capability of spiking 
neural networks, although that earlier work did not quantify the relationship between time delays and network capacity, but instead 
focused on the computational gain associated with the number of connections in a spiking network.  However, the very preliminary 
work outlined in this study require further refinement and validation.  Parameter regimes beyond delay variabilities of 1.5 ms were 
not explored, and the extent to which the network s ability to generate recognizable patterns is degraded by increased variability of 
time delay was also not examined in detail.   This current work does, we hope, at least begin to lay a foundation for a more rigorous 
quantification of synfire and polychronic network learning and representational capacity. 
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Figure 3  Small change in the  delay structure in polychromic networks can have 
profound impact on network behaviour. Increasing the jitter delivered to between-pool 
weights to only 1.5 ms (less than the average 5ms time delay between pools) has 
profound consequences for network output variability. 
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