Kidney transplant recipients are put on a lifelong regime of immunosuppressants to prevent the body from rejecting the allograft. Suppressing the immune system renders the body susceptible to infections. The key to a successful transplant is to ensure the immune system is sufficiently suppressed to prevent organ rejection but adequately strong to fight infections. Finding the optimal balance between over and under suppression of the immune response is crucial in preventing allograft failure. In this paper we design a feedback control formulation to predict the optimal amount of immunosuppression required by renal transplant recipients in the context of infections caused by BK Virus. We use Receding Horizon Control methodology to construct the feedback control. Data as it is currently collected provides information for only some model states, so we use Non-Linear Kalman Filtering to estimate the remaining model states for feedback control. We conclude that using the presented methodology, an individualized adaptive treatment schedule can be built for renal transplant recipients.
Introduction
According to the Organ Procurement and Transplantation Network (OPTN) as of October 24, 2017 , kidney transplants are the highest number of solid organ transplants comprising of 420,118 transplants between January 1, 1988 to September 30, 2017. There are currently 121,678 people waiting for lifesaving organ transplants in the U.S. Of these, 100,791 await kidney transplants [20] . While most talk about the success rate of kidney transplants, the National Kidney foundation [21] points out that although the official statistics is that at the the end of the first month 97% of total renal transplant recipients have a working transplant, that number decreases to 93% by the end of the first year and becomes 83% by the end of 3 years. At 10 years, only 54% of transplant kidneys are still working. In fact, over 20% of kidney transplants every year are re-transplants. (Note that the transplant statistics are the most recent overall numbers from the Scientific Registry of Transplant Recipients [22] . The results are different for deceased donors and living donors. More details on the results from a particular transplant program is available at [22] .) The authors in [24] studied kidney transplants that progressed to failure after a biopsy for clinical indications and 1 narrowed down the top three causes for renal failure. The most prevalent cause for failure was due to organ rejection, followed by glomerulonephritis caused in patients with infections in the throat or skin. The third most prevalent cause for kidney rejection is polyomavirus-associated nephropathy (PVAN) (7%). PVAN is mainly caused by high-level replication of the human polyomavirus type 1, also called BK virus (BKV), in renal tubular epithelial cells [9] . Currently there are no BKVspecific antiviral therapy, but in some cases, BKV replication may be controlled by reducing the level of immunosuppression [13] .
Polyoma BK virus is a more recently recognized viral infection that can affect the renal allograft early and late after transplantation. It's detection and treatment are best managed in a transplantation center. It is a ubiquitous virus that remains in a latent state in up to 90% of the general population. About 30% to 60% of kidney transplant recipients develop BK viruria after transplantation, and 10% to 20% develop BK viremia. Among those who develop BK viremia, 5% to 10% develop BK nephropathy; of these, approximately 70% lose the allograft and the remainder exhibit some kidney dysfunction. BK infection may be associated with ureteral stenosis and possible obstruction, tubulointerstitial nephritis, and a progressive rise in the serum creatinine level, with ultimate allograft failure. Such infection must be evaluated in any episode of renal dysfunction and prospectively evaluated approximately every 3 to 6 months in the first year after transplantation [14] .
Quantitative measurements of BK virus in the blood can strongly suggest BK nephropathy, but a graft biopsy with in situ hybridization or immunohistochemical techniques is required for a definitive diagnosis. Because there is no proven drug treatment for BK nephropathy, current therapy relies on careful reduction of immunosuppression (with the unavoidable risk of rejection) and options to use intravenous gamma globulin (IVIg) and/or low-dose cidofovir.
While reducing the level of immunosuppression might help keep infections caused by BKV at bay preventing the occurrence of PVAN (which leads to kidney failures), it also makes the immune response stronger. A stronger immune response in turn leads to allograft rejection. Thus the task of achieving the optimum immunosuppression level so that the body reaches the fragile balance between being under-suppressed (and prone to organ rejection) and over-suppressed (and susceptible to infections) is a difficult one. In this paper our goal is to design an optimal control problem which would find the optimum amount of immunosuppressant dosage to help achieve both the goal of fighting BKV infection as well as not rejecting the transplant. Glomerular Filtration Rate (GFR) is often used as an indicator for kidney health and function; it measures the rate at which the kidney clears toxic waste from the blood. A GFR number of 90 or less in adults is used as an indicator for kidney disease [21] . The compound serum creatinine is produced as a byproduct of muscle metabolism (breakdown of a product called phosphocreatine in the muscle) and excreted in the urine. A low production of creatinine is an indicator of good renal health and is often used as a surrogate to assess GFR. Thus the two biomarkers that can be readily measured to ascertain kidney health and infection status from blood plasma samples in a renal transplant patient are the BKV load and creatinine. We will use these two measurements to determine the optimum amount of immunosuppressant dosage.
When designing a control problem there are two broad classifications to consider, an open-loop control and a closed-loop control. An open-loop optimal control problem is one where the control problem is formulated in a way that the optimization is based on just the initial observations. So for our problem, if we were to devise a control formulation based on just the initial creatinine and BKV load after transplant, and predict the optimal amount of immunosuppressant a transplant recipient would need for the rest of his life. As can be expected, the body especially one that had undergone organ transplantation, is an unstable and unpredictable system and making predictions for drug dosage based on just an initial observation of biomarkers is not a feasible medical strategy.
A closed-loop optimal control problem on the other hand would be more practically suited for our problem as it is formulated in a way that the optimization is based on the most current observations which are updated periodically. Measurements of BKV load and creatinine are usually taken every time a renal transplant patient comes for a check up; such data gets updated routinely with every doctor's visit. Thus using a closed loop optimal control formulation (also called a feedback optimal control formulation), the optimal level of immunosuppression is adjusted at each visit based on the current measurements of viral load and creatinine.
Our goal is to use the preliminary mathematical model of the immune response on kidney transplant and BKV, formulated and improved in [19] , to determine an optimal individualized or personalized treatment strategy using control theory.
With the model from [19] , we formulate in Section 3 an optimal feedback control strategy for a simulated transplant recipient susceptible to BKV infection. We first present the model and parameters and then formulate an open loop control to demonstrate the feasibility of eventually designing a feedback control. Next since we want to design a feedback optimal control as opposed to an open loop optimal control we choose to use a Receding Horizon Control (RHC) or Model Predictive Control (MPC) methodology [5, 6] . Since our model in [19] is a non-linear dynamical system and we do not have observations for all our model states, we use a state estimation technique such as non-linear filtering to estimate the missing model states. Thus in Section 4 we introduce the concept of Non-Linear Kalman Filtering, specifically Continuous Discrete Extended Kalman Filtering as it pertains to our problem. We next present our results which include a cohesive algorithm for optimal control and state estimation to predict the optimal immunosuppression regimen for a transplant recipient in the context of BKV infection. Our last section presents our conclusions and plans for future work.
Mathematical Model
The current updated BKV model in [19] which describes the dynamics of the immune response (BKV-specific CD8+T-cells (E V ) and allospecific CD8+T-cells (E K ) that target the kidney) in response to concentrations of susceptible cells (H S ), infected cells (H I ), free BKV (V) and the biomarker serum creatinine (C) is presented below:
where
As described in [19] initial conditions are given by,
The termβH S E K represents the loss of healthy susceptible cells when under attack from allospecific CD8+ T-cells where the parameterβ represents the death rate of H S by E K . The term βH S V represents the loss of susceptible cells due to infection, causing growth in the infected cell population and loss of free virions. For simplicity, the authors in [2, 19] assume one virion infects one susceptible cell, creating one infected cell. The parameter β represents the infection rate of H S by V . It is also assumed that for trace levels of both allospecific CD8 + T-cells and viral load, the susceptible cells are not destroyed and are constant. That is, at trace population levels there is negligible interaction between E K and H S . We approximate this phenomenon mathematically with the following characteristic or indicator function χ
Similarly the model represents infected cells lysing at a rate δ HI due to the cytopathic effect of the BK virus, releasing ρ V free virions, it again makes the assumption that for trace BKV loads there is no infection and hence no release of free virions. The infected cell population can also decrease due to elimination by the BK-specific CD8+T-cells at rate δ EH . The body naturally clears virions from the blood at rate δ V .
The authors in [2, 19] assume both a virus-dependent and independent growth rate of the BKVspecific CD8+T-cell population and similarly a susceptible-cell dependent and independent growth rate of the allospecific CD8+T-cell population. The parameter λ EV represents the virus-independent source rate for E V , similarly λ EK represents the susceptible cell-independent source rate for H S . The virus-dependent growth rate is represented by the Michaelis-Menten function ρ EV (V )E V , whereρ EV represents the maximum proliferation rate and κ V represents the half saturation constant whereas the susceptible cell-dependent growth rate is represented by the Michaelis-Menten term ρ EK (H S )E K , whereρ EK represents the maximum proliferation rate and κ KH represents the half saturation constant. The parameter δ EV and δ EK represent the death rate of the BKV-specific and allospecific CD8+T-cells respectively.
The growth of the immune system inversely depends on the immunosuppressive treatment. This dependence is given by the term (1 − I ), where I ∈ [0, 1] represents the efficiency of immunosuppressive drugs. A drug efficiency of 0% ( I = 0) indicates that treatment does not affect the immune system and the CD8+T-cells grow normally; a drug efficiency of 100% ( I = 1) is assumed to cause the immune cells to decrease exponentially.
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The parameter λ C represents the constant production rate of serum creatinine. A damaged kidney is not able to filter waste from the blood as effectively, causing a build-up of creatinine. Thus it is assumed that the loss of serum creatinine depends on the concentration of healthy susceptible cells. The parameter δ C0 represents the maximum clearance rate of serum creatinine. As the susceptible cell population increases (indicating a healthier kidney), the creatinine clearance rate δ C increases, which in turn decreases the creatinine concentration in the body. The parameter κ CH represents the half saturation constant. A description of the state variables, parameters and initial conditions are given in Tables 1, 2 and 3 respectively. For details on how the parameter values in Table 2 and initial conditions in Table 3 were chosen see [19] . Let us suppose we have a non-linear dynamical system
with state variable x(t) ∈ R n and the control input u(t) ∈ U ⊂ R m (U is a control set).
Next let us define a performance index or cost functional associated with the system in (3),
where [t 0 , T ] is our defined time interval. The terminal cost φ(x(T )) depends on the final state and time. The running cost or weighting function L(t, x(t), u(t)) depends on the intermediate state and control at times in [t 0 , T ].
The optimal control problem is to find the control u * (t) on our time interval of interest [t 0 , T ] that drives the system through the trajectory x * (t) such that the cost function in (4) is minimized and such that the final state constraint function given by ψ(x(T ), T ) is fixed at zero [16, 17] ,
For most complex real life problems solving the control problem analytically might not be a feasible option as the closed form solution might not exist. Under such circumstances one must employ numerical methods for solving optimal control problems. Numerical methods can be divided into two broad categories: direct or indirect methods.
In direct methods the optimal control problem is transformed into a nonlinear programming problems or a nonlinear optimization problem which involves the discretization of the original optimal control problem (either just the optimal control or both the optimal control and model states) and then numerically solving using well-established, pre-existing optimization methods. This class of methods is known as direct transcription and is sometimes referred to as "discretize then optimize" [3, 23] .
The indirect methods are based on the calculus of variations or the Pontryagin's minimum or maximum principle to derive and solve for the necessary conditions for optimality [16, 17] . The method employs the Hamiltonian function
and the optimal control problem is reduced to the solution of the following system equations given in the form of a two-point boundary value problem (BVP):
where λ are additional Lagrange multiplier functions.
The boundary conditions are
where ν is the Lagrange multiplier corresponding to the final state constraint in (5) . The optimal control is found by,
This problem can be solved analytically for a few simpler models but for most optimization problems it must to be solved numerically.
Open Loop Control
An open-loop system is one where the output of the system has no consequence on the input or control because the output is not re-evaluated based on updates on the state inputs. Thus an open-loop control system blindly depends solely on its initial input and fixed path regardless of the final result.
When solving an optimal open loop control problem the goal is to find the input u * (t) on the time interval [t 0 , T ] that drives the system along a trajectory x * (t) such that the cost function in (4) is minimized, and such that the final state constraint in (5) is satisfied using just an initial input of the model states [17, 16] .
Solutions of the optimal control problem also solve the following set of differential equations:
The process of computing an optimal open loop control is given below [5]:
1. Given the initial control and state conditions, solve the state equation forward in time.
2. Given the above computed state and control, solve the costate equation backwards in time.
3. Using the x and λ computed above compute the cost function J(u) and gradient H u .
4. Update the control using an optimization routine (we use MATLAB's inbuilt solver fmincon where we supply the gradient evaluations for greater speed and accuracy).
5. In the optimization routine we want H u to converge to a certain tolerance or till a maximum number of iterations are reached.
6. Repeat this process at each sampling time point using the current predicted control and model states until time T .
Feedback Loop Control: Receding Horizon Methodology
A closed loop system or a feedback control system is a control system which is similar to open loop except it now incorporates one or more feedback paths between its output and input giving the system a way to re-evaluate itself based on periodically updated input. Unlike the open loop control, a feedback loop has self knowledge of the output and can auto-correct for any errors it might make.
Receding Horizon Control (RHC) is a feedback control formulation which also aims to make use of the computational simplicity of the above mentioned calculus of variations approach. RHC solves an open-loop optimal control problem at each sampling instant for a finite time horizon. Some factors that need to be considered in this method besides the model and the cost function are the sampling period, the length of the finite time horizon, and the state estimation method to obtain the state at each sampling time point. An advantage of using the RHC methodology is that by solving the open loop control on a finite long time horizon one computes the control far into the future to optimize the present control value (See Figure 1 ). We then solve the receding horizon control problem using the following algorithm [6] and diagram of the schematic is also given in 
Filtering: Continuous-Discrete Extended Kalman Filter
Filtering is used to combine a set of observations (corrupted with some measurement noise, v) with a model (also corrupted by some noise, w) to obtain an estimate for the true physical system. It provides estimates in real time as data is collected and allows model errors to be taken into account. The Kalman Filter can be extended for nonlinear problems, one such extension is known as the Extended Kalman Filter (EKF). In this case we have a non-linear dynamic model with discrete measurements; hence we use the Continuous-Discrete Extended Kalman Filter.
We use the algorithm described below with the same initial condition x 0 as the open loop control, and the * I obtained and our new data point z k to obtain the state estimatex k . We start with the continuous nonlinear dynamic model with discrete data points:
Here f (x(t), I , t) is our log-scaled version of the model (1) and we assumed g(t) = 1.
The term h(x(t k ), k) is the observed part of the model solution defined as h(
Q and R represent the variance of the error in the model and the data respectively. They are chosen after a series of trials and errors. Note if we choose Q >> R, this is because we suspect that there is more noise in the model and then the filter trusts the data more and will fit the data closely. Meanwhile if R >> Q, this implies the we believe that the data is significantly noisier than the model and then the filter trusts the model more than the data and will fit the model more closely.
(See Figures 9 and 10) Given below is the algorithm used for state estimation using the Continuous-Discrete Extended Kalman Filter [15, 18] :
Initialization of state and covariance (k = 0):
We chosex 0 to be the first data point and P 0 = I 6 .
For k = 1, 2, 3 . . . Compute Jacobians:
A(x, I , t) = ∇f (x, I , t), C(x) = ∇h(x, k).
Time Update:
with the initial conditions x(t k−1 ) = x k−1 and P (t k−1 ) = P k−1 to obtainx
Measurement update:
The above algorithm summarizes the process of state estimation using the Extended Kalman Filter for a continuous model with discrete data points. The time update in the above algorithm is performed over an interval of time when measurement or data will be available. When data becomes available a measurement update will be performed, however in the absence of data the filter can still continue to operate using the time update and the last available state estimate available until data becomes available [11] .
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Numerical Results
The results presented in this section are all using a log transformed version of the mathematical model in Equation (1) as done in [2] . Due to sparsity of observational data available, we created simulated data by adding noise to our model solutions as follows:
The first subsection presents results for model dynamics if fixed immunosuppressant dosages were prescribed to a transplant recipient. Next we show preliminary simulations for the control problem, starting with open loop simulations to test the sensitivity of the model to the control with respect to varying weights and initial immunosuppression values and feedback control when perfect information is available. We follow with simulations testing the Extended Kalman Filter to ensure it's performance is robust. Lastly we show our results for feedback control with Extended Kalman Filter as our method of choice for state estimation, thus creating an adaptive treatment schedule for renal transplant recipients.
Numerical Results: Fixed Immunosuppressant Dosages
Here we show results for the dynamics of biomarkers of infection (BKV load) and kidney health (Creatinine) when the immunosuppression regimen was not being optimized using an optimal feedback control formulation. We suppose instead one was prescribing predetermined medication to the patients based on the treatment schedule described in [2] . We see in Figure 3 that while the viral load was within bounds (minimal viral load of 10,000 copies/ml must be present in plasma for low BK viremia to be detected [8] ), the creatinine levels showed that the kidney was undergoing rejection because of the strong allo-specific immune response. As a reference, normal levels of creatinine in the blood are approximately 0.6 to 1.2 mg/dL in adult males and 0.5 to 1.1 mg/dL in adult females. Usually females have a lower baseline for creatinine levels as they have less muscle mass. Since creatinine is a by product of muscle metabolism, more muscle mass implies higher creatinine levels. Individuals with only one kidney may have a normal creatinine level of about 1.8 mg/dL or 1.9 mg/dL. Since kidney transplant patients are usually individuals with one kidney we will use 1.9 mg/dL as an upper bound baseline for normal creatinine levels [7] . We also define 
Numerical Results: Open Loop Control
Our aim is to determine the optimal immunosuppressive drug efficiency over the time interval [t 0 , T ] such that renal transplant recipients have a functioning kidney free of BKV infection. Since we ascertain from before how far we want to control to be computed, the final time T is fixed. Since we want to drive the viral load and creatinine low but do not want to fix the final outcome, the final state x(T ) is free. We define the following cost function
Note that compared to the cost function we define in general, in Equation (4), we do not have a terminal cost in our problem. The formulation of our cost function is under the assumption that sustainable good kidney health under optimal doses of immunosuppression involves minimizing BK viral load in the blood and effective clearance of creatinine from the blood (implying low serum creatinine levels). The weighting terms W V and W C adjust how much we want to penalize the cost function for not lowering viral loads and creatinine. Our control here is I , the efficiency of the immunosuppressant. Recall that the efficiency has to be a non-negative quantity less than 1. Also due to the large differences in magnitude in model states we use a log scaled model (see [2] for details).
We next use the MATLAB optimization solver fmincon and give it the cost and the gradient of the Hamiltonian with respect to I and performed open loop simulations for 500 days with varying initial immunosuppressant dosage 0 with weights (W V , W C ) = (1, 1). Our goal for performing these simulation before designing the feedback control was to test the robustness of the model in the context of the control problem we are trying to design.
In Figures 4 and 5 we see the dynamics of our two biomarkers BKV load and Creatinine as we change the initial immunosuppression efficiency when running an open loop control. In Figure 4 the control for 0 = 0.5 looks almost like a straight line with little to none deviation. To investigate it further we chose initial values close to 0 = 0.5. Figure 5 confirms that for an open loop control formulation an initial condition of 0 = 0.5 gives the lowest BKV load and creatinine dynamics seen, hence explaining minimal deviation in the immunosuppression values.
Next for initial immunosuppressant dosage 0 = 0.45 we observe changes due to varying weights W V and W C in BKV and creatinine dynamics as seen in Figures 6 and 7 . We notice that as we increase the weight for one biomarker the control works harder in lowering it even if it means compromising on minimizing the other. Here again we point out, as seen in Figure 7 that on varying W C , i.e., penalizing to lower creatinine dynamics, we see a dip in creatinine values as we increase W C soon to be followed by a steady increase later. This is due to the increase in viral load (since we are penalizing heavier on the creatinine than the BKV load), leading to infection and a damaged kidney in the later days. 
Numerical Results: Feedback Control with Perfect Information
Our eventual aim is to design a feedback control formulation with state estimation to account for the incomplete information of model states one receives during the data collection process. Namely, data as it is currently collected would provide measurements for only BKV load and creatinine. In a step by step build up to our final aim we tested for robustness and compatibility of our model in context of designing a feedback control problem. Hence we first ran simulations for a feedback control problems where perfect information for all states was available during every patient visit, in this case we assume that to be every 20 days. We conclude from the low viral and creatinine levels in Figure 8 that under the condition of acquiring perfect information, a working adaptive treatment schedule can be built. 
Numerical Results: Extended Kalman Filter
Before combining Feedback control with Extended Kalman Filter as a state estimation method we wanted to test if our Extended Kalman Filter algorithm is working robustly. Recall that in Equations (7) and (8) Q and R represent the variance of the error in the model and the data respectively. If we chose Q >> R we suspect that there is more noise in the model and then the Filter trusts the data more and will fit the data closely. Meanwhile if R >> Q we expect the data is significantly noisier than the model and then the Filter trusts the model more than the data and will fit the model more closely. We can see that in Figures 9 and 10 . Figure 11 shows the current settings where we assume a comparable amount of noise in both our model and data (R ≈ Q). 
Numerical Results: Feedback Control with State Estimation
Finally we combine our RHC feedback control methodology and EKF state estimation method to produce an optimal adaptive treatment for a simulated renal transplant recipient. The premise is that the patient is started on an initial immunosuppressant efficiency level at the beginning of treatment and then when they visit the doctor next there are some diagnostic tests performed on them to measure BKV infection and creatinine. This information is then fed back to the RHC algorithm and the remaining model states are estimated using EKF and a new immunosuppressant efficiency is predicted. This efficiency is to be then used to predict dosage until the next patient visit.
Following the below enumerated steps we obtained numerical results for optimal immunosuppressant dosages for the first 340 days of treatment after transplant for 0 = 0.45 as seen in Figure  12 .
1. Create simulated data as described above choosing a noise level for BKV load and creatinine observations (we picked σ 1 = 0.3 and σ 2 = 0.15 respectively). 
Conclusion
Optimizing drug dosage regimens for immunosuppressed renal transplant recipients is of utmost importance and is a task that is still complicated and difficult to achieve in a lot of cases. This is especially true because the therapeutic index for most of the drugs are very narrow and a small digression from the optimal dosage can very quickly go from beneficial to toxic. Hence finding an individualized treatment schedule for renal transplant recipients is a very pertinent problem. Dosage regimens are highly patient specific and dependent on factors such as patient age, weight, other medications and medical history and there also seems to be a lack of uniformity in the exact immunosuppressive treatment protocols in the United States followed across different organ transplant centers [4, 10] .
In this paper we designed a feedback control algorithm to predict the optimal amount of immunosuppression an individual undergoing a kidney transplant might need. We ran several diagnostics tests to investigate the robustness of the control with respect to the mathematical model as well as the state estimation method. We present results for all the robustness tests. Finally we present and explain the algorithm used to build the adaptive optimal treatment schedule for renal transplant recipients and depict results for the optimal treatment plan for a simulated transplant recipient. In the future we hope to accrue further clinical data and use it estimate the model parameters with greater confidence, thus build individual patient specific models which in turn could be used by our feedback algorithm to predict optimal treatment schedules. This would be a major step towards incorporating personalized medicine technology in the lives of renal transplant recipients.
The current model (1) treats immunosuppressant dosage as drug efficiency which would approximately translate to the percentage of the maximum drug dosage usually prescribed to patients. While modeling immunosuppressive therapy as a unit-less quantity is a good stepping stone in modeling drug dosage, we wish to explore next the amalgamation of drugs that constitute the immunosuppressive therapy to help bridge the gap between efficiency and dosage. Transplant patients are prescribed a cocktail of drugs as part of their therapy. Immunosuppressive drugs can be broken into 3 broad categories: induction drugs, maintenance drugs and reversal drugs used to undo an existing case of rejection [12, 21] . Our next goal is to investigate the combination of most prevalent drugs and their prescribed proportions to either further quantify the relationship between drug efficiency and drug dosage or to model specific kinds of drugs in our existing model itself. Using this new updated model we would then aim to use our adaptive optimal treatment algorithm to optimize drug dosages (instead of efficiencies) as it is applied to individual renal transplant patients. Another possible direction we hope to take to make the model more representative of the dynamics in the body would be to incorporate further components of the human immune system, for example, the helper CD4+ T-cells. Lastly, incorporating specific absorption, distribution, metabolism and excretion mechanisms of the immunosuppressant drugs to build a more physiologically based pharmacokinetic model would be another way to incorporate drug dosage in future efforts.
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