A graph G is well-covered if every maximal independent set has the same cardinality. Let s k denote the number of independent sets of cardinality k, and define the independence polynomial of G to be S(G, z) = s k z k . This paper develops a new graph theoretic operation called power magnification that preserves well-coveredness and has the effect of multiplying an independence polynomial by z c where c is a positive integer. We will apply power magnification to the recent Roller-Coaster Conjecture of Michael and Traves, proving in our main theorem that for sufficiently large independence number α, it is possible to find well-covered graphs with the last (.17)α terms of the independence sequence in any given linear order. Also, we will give a simple proof of a result due to Alavi, Malde, Schwenk, and Erdős on possible linear orderings of the independence sequence of not-necessarily well-covered graphs, and we will prove the Roller-Coaster Conjecture in full for independence number α ≤ 11. Finally, we will develop two new graph operations that preserve well-coveredness and have interesting effects on the independence polynomial.
Introduction
Let G = (V, E) be a graph without loops or multiple edges. A set of vertices W ⊂ V is called independent if no two vertices in W are adjacent. The independence number of G is the cardinality of the largest independent set, denoted α(G) or just α. The independence sequence of G is the list s 0 , s 1 , s 2 , . . . , s α where s i is the number of independent sets of cardinality i, and the independence polynomial S(G, z) is the generating function of the independence sequence, thus
In Section 3 we state our main theorem (Theorem 3.1) and prove some general results relating to the Roller-Coaster Conjecture, including Proposition 3.6 which is a proof of the Roller-Coaster Conjecture for independence number α ≤ 11. Section 4 is dedicated to proving the main theorem (Theorem 3.1). Note that in Sections 2, 3, and 4 we make use of "formal" graphs; however, in Section 2.2 it is shown for any "formal" graph exhibiting a certain linear ordering of its independence sequence, there exists a bona fide graph with independence sequence exhibiting the same linear ordering. In Section 5, we develop two new well-coveredness-preserving operations, the partial join (a generalization of both the disjoint union and the join) and subgraph miniaturization. Finally, in Section 6 we give some possible directions for future research.
Power Magnification
Before defining the power magnification operation, we will discuss the disjoint union and the join, two simple well-coveredness preserving operations.
Disjoint Union and the Join
Let G 1 and G 2 be well-covered graphs. Then the disjoint union G 1 G 2 is also wellcovered. Furthermore, we have the following formula for the independence number of the resulting graph:
z)S(G 2 , z).
For proof, see Michael and Traves [6] . Let G 1 and G 2 be graphs with the same independence number α. Then the join of G 1 and G 2 (each vertex of G 1 is joined to each vertex in G 2 ), which we denote by G 1 + G 2 , is also well-covered. Furthermore,
For proof, see Michael and Traves [6] .
Scaling independence polynomials by positive rational numbers
For the purpose of determining possible linear orderings of the coefficients of a polynomial, it is only the relative sizes, not the absolute sizes, of the coefficients that matter. Thus, we will sometimes multiply an independence polynomial by a rational constant. The resulting scaled graph that has such an independence polynomial is denoted and defined as follows: 
S(G, z).
Note that at the end of this construction, we can always clear off denominators to get a bona fide graph and a bona fide independence polynomial, all while maintaining the linear ordering of the coefficients. 
Definition of power magnification
Let G be a well-covered graph with independence number α. Let
be the disjoint union of n copies of K c for some large c. Also, define the graph G power magnified by n to be H c G. Finally, we say that a sequence of polynomials converges to a polynomial f if the coefficients of the sequence converge to the corresponding coefficients of f . Proposition 2.1. Let G c denote the graph G power magnified by n. Then G c is wellcovered and we have
Proof. Since both G and H c are well-covered and disjoint unions of well-covered graphs are well-covered, G c is well-covered with independence number α + n. From Section 2.1, we know that
S(G, z).
Thus, Equation (1) is simply a consequence of the fact that
We will use z n G to denote the limit graph of G power magnified by n, which is defined to be the "formal" graph with independence polynomial z n S(G, z) = lim c→∞ S(G c , z). It is, of course, possible that there exists no bona fide graph with exactly this independence polynomial; however, we can find graphs that approximate the independence polynomial as accurately as we like. In particular, if the independence polynomial of the "formal" graph z n G is s 0 + s 1 z + · · · + s α+n z α+n , then for each > 0 there exists sufficiently large c such that the bona fide graph G c has independence
Thus, if the coefficients of z n G exhibit a particular linear ordering, say
for some permutation π, then there exists sufficiently large c such that G c exhibits the same linear ordering (note that scaling by 1 c n does not change the linear ordering of the coefficients). In this way, z n G can be viewed simply as a computational place-holder for the scaled graph 
An application of power magnification: independence sequences of not-necessarily well-covered graphs
The following theorem was proven by Alavi, Malde, Schwenk, and Erdős in [1] . We give a proof that constructs the same graph as that used in [1] ; however, viewing the construction from the standpoint of power magnification results in a much shorter and cleaner proof. Proof. Note that we may add independence polynomials of different degrees, corresponding to joining graphs of different independence number (this results in a non-well-covered graph). Applying power magnification to E 0 , the empty graph with no vertices or edges, yields a useful independence polynomial: S(E 0 , z) = 1, and so S(z n E 0 , z) = z n . Given π a permutation of {1, 2, 3, . . . , α}, we may add polynomials S(z n E 0 , z) (via the join operation) to get
Note that the graph with independence polynomial P (z) (or a graph approximating P (z) closely) has the property that s π(i) = i for all i = 1, . . . , α, which clearly gives
The Roller-Coaster Conjecture
Our main theorem is a first step towards proving an asymptotic version of the RollerCoaster Conjecture. We will prove Theorem 3.1 in Section 4 by a construction that does slightly better than the given lower bound. The basic idea of the proof is to use power magnification along with the join and disjoint union to construct a graph that has the last (.1705)α terms very close to being equal. It is then possible to show that, by altering the proportions in which components of the graph are joined together, that the almost-equal terms in the independence sequence are in fact any-ordered. This is the same idea as used in [6] to prove the Roller-Coaster Conjecture for α ≤ 7: in fact, for small α it is possible to construct graphs in which s α/2 = · · · = s α .
The construction in Section 4 was tested by computer up to independence number α = 500, and it was found that roughly the last .2α terms in the sequence were anyordered. Thus, the lower bound given in the Theorem 3.1 seems to be close to tight for the construction given in Section 4. Of course, it is possible that there exists another construction with a better lower bound.
The Roller-Coaster Conjecture implies that there exist graphs in which s α/2 = · · · = s α , and a natural open question is whether the converse is also true. That is, does the existence of a flat roller-coaster polynomial imply the second part of the Roller-Coaster Conjecture? We give a partial answer in the proposition below. we would need to join to H in order to get a graph with the property that y + h lists the terms of the graph's independence sequence with indices in J. Note that we can make M −1 (y) rational by choosing y to be rational, and by Section 2.1.1 we can easily deal with fractional copies. Since M(x) + h is constant, we can choose a vector y so that |y − M(x)| < δ and y + h has any desired linear ordering, and hence we are done. We next prove some results that might be useful in trying to develop an inductive proof of the Roller-Coaster Conjecture. Proof. Say G is a graph that exhibits a given permutation π of the last n indices in its independence sequence. Then zG (the limit graph of G power magnified by 1) exhibits the permutation π on its last n indices as well. By induction, this completes the proof. Proof. For α = 1, . . . , 7, see Michael and Traves [6] . Following the method of Michael and Traves, we will construct flat roller-coaster polynomials meeting the conditions of Theorem 3.3 to prove the remaining cases. Notice that by Corollary 3.5, it is sufficient to construct flat roller-coaster polynomials for α = 8 and α = 10. We add (using joins) and multiply (using disjoint unions) polynomials of the form S(z n E 0 , z) = z n and of the form S(
Theorem 3.3. Let G be a well-covered graph with independence polynomial S(G, z)
which completes the proof. Note that similar constructions with the polynomials z n (1 + z) α−n can be used to prove the Roller-Coaster Conjecture for α = 2, 4, and 6.
One might hope to find a result similar to Corollary 3.5, showing, for example, that the Roller-Coaster Conjecture being true for a given odd α implies that it is true for the next even number. Of course, this would imply that the conjecture were is true for all α, but unfortunately, such a result appears to be quite elusive.
Proof of the main theorem (Theorem 3.1)
The general idea of the proof is to use power magnification to create independence polynomials of the form z i (1 +z) α−i and to add these together in such a way that the resulting polynomial has all coefficients of degree (.1705)α or higher almost equal. We will then show that we can alter the construction slightly so that coefficients of degree (.1705)α or higher are exactly equal, which then proves Theorem 3.1 by way of Theorem 3.3. 
The almost flat roller-coaster polynomial construction
Define the graphs
for i = 0, 1, 2, . . . , α. Note that all the H α,i have independence number α, which means that well-coveredness is preserved when taking joins of the H α,i . We define the almost-flat roller-coaster graph to be
It is clear that F α is well-covered with independence number α. The independence polynomial of F α , which we call the almost-flat roller-coaster polynomial, is
Notice that we have the following relationship:
Thus, we can interpret the construction of the polynomial S(F α , z) as an iterative process in which each step consists of averaging all adjacent coefficients (including the constant and highest-degree coefficients with zero) and then correcting the new highest degree coefficient to be one. From the definition of the graphs H α,i (Equation (2) By expanding Equation (3), we see that the vector
Notation: For a polynomial p(z)
= p 0 + p 1 z + · · · + p n z n ,s ∈ Q α+1 such that M(s) = f = [F α (z)] is s = (2 −1 , 2 −2 , 2 −3 , . . . , 2 −α+1 , 2 −α , 2 −α ).
Approximations that prove Theorem 3.1
Proving the upper bound in Theorem 3.1 is simply the first part of the Roller-Coaster Conjecture, which was proven in [6] .
To prove the lower bound we will show that F α , the almost-flat roller-coaster graph, can be perturbed slightly to create a graph with an independence polynomial that is completely flat on slightly more than the last (.1705)α coefficients. Theorem 3.3 then proves any-orderedness.
We need a way to calculate the nth highest degree coefficient of S(F α , z), where F α is the almost-flat graph from Section 4.1. Recall that in the iterative interpretation of constructing the polynomial S(F α , z), we successively average adjacent coefficients. Thus, Table 2 shows the local behavior of the coefficients of [S(F α , z)] (which lists the coefficients in order from highest degree to lowest degree) starting from independence number α o . Notice that the coefficients of the k i in each numerator in Table 2 form a row of Pascal's Triangle.
For a given α, let w n denote the nth term in the sequence [S(F α , z)]. Assume in Table 2 that α o = 0 and also set k i = 1 for i ≤ 1, and k i = 0 for i > 1. Then the first pictured column in Table 2 (headed by k 1 ) is w 1 , the second column (headed by k 2 ) is w 2 , and so on. One can see that in general, 
If we satisfy the inequality
then we know, since
and y n and f differ only on the first n coordinates, that all the coordinates of x = M −1 (y n ) are positive . This means in turn that y n is a linear combination of the vectors {[S(H α,i , z)]} with positive coefficients (since M(x) = y n ), which gives us a construction for the completely flat polynomial represented by y n . Thus, proving that Inequality (4) holds for sufficiently large α completes the proof.
There is a simple way to bound M −1 (y n ) − M −1 (f) , namely:
(Note that the w i are strictly increasing as i increases from 1 to α/2.) The n 2 comes from the fact that there are n 2 entries in the upper left n×n block of M −1 , each of which is less than or equal to the maximum entry. The 2 n in the last inequality comes from directly the electronic journal of combinatorics 11 (2004), #R45
computing the inverse of M: 
Stirling's formula states (see [4] , page 54) that
where exp(x) = e x . We will use Stirling's formula to approximate α i for various i, and thereby find an upper bound for 1 − w n .
Thus we have
We want to find the largest possible n, and so we set n = α − βα where Using the above computation we have the following bound:
where
. Thus, using Inequality (6), we have
Lemma 4.1. For any given α, if
Proof. Since e x is an increasing function, it is sufficient to show that
< β < 1. Taking a derivative of f (β), we can show that there are three critical points, one of which is 1 2 , one of which is less than 1 2 and one of which is greater than 1. Since f (1) < 0 this shows that f (β) is decreasing for
thus gives us an upper bound for f (β), namely
Recall that it suffices to prove Theorem 3.1 to show that Inequality (5), which is equivalent to (1 − w n )n 2 2 2n < 1, holds for for sufficiently large α. Using the bounds from above and the fact that n = α − βα (by definition of β), we have that
(by Inequality (7))
(by definition of β and Lemma 4.1).
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Substituting in the definition of c d and re-arranging the terms, it is sufficient to show that for sufficiently large α, we have
Thus, we need to choose the fixed constant β such that
which is equivalent to
We note that Inequality (8) is satisfied by β = .82946434. This proves that there exists sufficiently large α such that the independence sequence for well-covered graphs with independence number α is any-ordered on the last .17053566α terms of the independence sequence.
Well-coveredness preserving operations
In this section we define two new well-coveredness preserving operations, the partial join and subgraph miniaturization, both of which have easily computable independence polynomials.
It is well-known that a graph G is well-covered of independence number α if and only if for each vertex v, the induced G − N[v] is well-covered of independence number α − 1, where N[v] denotes v and all of its neighbors. Thus, a well-covered graph contains many well-covered induced subgraphs. However, it is not true that every induced subgraph of a well-covered graph is well-covered. In fact, given an arbitrary graph G, it is possible to construct a well-covered graph that has G as an induced subgraph. Proof. In Figure 1 we have arranged the vertices so that each of the m columns is a copy of G and each of the n rows is a copy of K m . Let I be a maximal independent set; no two vertices in I can be in the same row because each row is a complete subgraph, hence |I| ≤ n. If |I| < n, then there is a row with no vertices in I. Because there are at least as many columns as rows (m ≥ n by assumption), there is also a column with no vertices in I. The vertex at the intersection of the row and the column with no vertices in I is thus not adjacent to any vertices in I; hence I is not maximal. This shows that every maximal independent set I has cardinality n, which proves that G × K m is well-covered.
In general, the Cartesian product does not result in graphs whose independence polynomials may be easily calculated. In the remainder of this section, we will develop a few graph operations that lead to easily calculated independence polynomials. 
Partial Join
The partial join is a generalization of both the disjoint union and of the join as a single operation. We define the partial join algorithmically as follows.
1. Let G 1 and G 2 be well-covered with independence numbers α 1 and α 2 , respectively.
2. Let H 1 ⊂ G 2 and H 2 ⊂ G 2 be well-covered induced subgraphs with independence numbers β 1 and β 2 , respectively, such that α 1 + β 2 = α 2 + β 1 .
Join the vertices in
(while keeping all the edges originally in G 1 and G 2 ), and call the resulting graph, which we denote 
Proof. First we show that G 1 + (H 1 ,H 2 ) G 2 is well-covered with independence number α 1 +β 2 . Let I be a maximal independent set in
Due to the joins of subgraphs, we know that I is contained in either G 1 H 2 or G 2 H 1 . In the first case |I| = α 1 + β 2 and in the second case |I| = α 2 + β 1 (note that both disjoint unions are well-covered graphs).
Since α 1 + β 2 = α 2 + β 1 by assumption, this proves that
Derivation of Equation (9): We may count independent sets in G 1 + (H 1 ,H 2 ) G 2 by considering two cases: any independent set is contained in either G 1 H 2 , or contained in G 2 H 1 . These two cases contribute S(G 1 , z)S(H 2 , z) and S(G 2 , z)S (H 1 , z) , respectively, to the independence polynomial S(G 1 + (H 1 ,H 2 ) G 2 , z) . However, independent sets in H 1 H 2 have been counted twice, and thus we must correct by subtracting S (H 1 , z)S(H 2 , z) . In addition to the disjoint union and the join, there are some other interesting special cases of the partial join. One interesting case is when the avoided subgraph of G 2 is H 2 = E 0 , the graph with no edges or vertices, which results in the formula:
Here one can think of the contribution of H 1 to the independence polynomial of G 1 being "magnified" by the independence polynomial of G 2 . Another special case of the partial join is the well-known operation of vertex expansion (see [2] ). One can think of vertex expansion as replacing a given vertex v with a complete graph K b and then joining K b to all neighbors of v. This operation is the same as taking the partial join of G and
Subgraph Miniaturization
The operation of subgraph miniaturization gives a way to subtract the independence polynomial of a subgraph from the independence polynomial of the entire graph. We define subgraph miniaturization algorithmically below.
1. Let G be a well-covered graph with independence number α, and let H be any induced subgraph of G (H need not be well-covered). 
Proof. Let I be a maximal independent set in G H . If I is contained in H, then I must be a maximal independent set of the original graph G (because G is an induced subgraph of G H ) and so I has cardinality α. If I contains any vertices not in H, then I is contained in some single copy of (G − H) ∪ H. By Step 3 above, (G − H) ∪ H is isomorphic to G; and hence I again has cardinality α. Derivation of Equation (10): An independence set may be contained in at most one copy of G \ H, and since we may choose among b copies, we multiply S(G, z) by b. However, we do not have a choice of copies for independent sets contained in H, and so such independent sets should be counted only once, not b times. Thus we correct by subtracting b − 1 times S(H, z).
Further questions
Studying the possible linear orderings of independence sequences can be regarded as a step towards solving the more general problem: Question 6.1. What are necessary and sufficient conditions for a sequence to be an independence sequence of some well-covered graph?
In this paper we attempted to characterize the constraints on independence sequences of well-covered graphs by studying the possible linear orderings of the terms. Another reasonable approach to take would be to study the possible relative sizes of terms in the independence sequence. One should notice that the almost flat polynomial construction forced all of the higher degree coefficients to have relative sizes that differed by only some small factor, even when we perturbed the polynomial to get different orderings on the last n terms. It would be an interesting problem to find bounds on the relative sizes of terms of the independence sequence, especially if one were to keep the order of some or all of the terms fixed.
Some work has already been done on this approach; for instance, Michael and Traves proved in [6] that for well-covered graphs, the sharpest peak one could achieve at the α/2 th term of the independence sequence comes from the binomial expansion (1 + z) α . Interestingly, no such constraints apply to the non-well-covered case. By modifying the proof of Theorem 2.2 slightly, it is easy to show that the independence sequence of a not necessarily well-covered graph is completely unconstrained with respect to relative size, as well as with respect to linear order.
There is also, of course, the second part of the Roller Coaster Conjecture (Conjecture 1.3) that remains to be proven for α > 11. One indication that the conjecture may be true, at least for sufficiently large α, is given by the following observation: Observation 6.2. For any 0 ≤ k ≤ 1/2, the kα coefficients of highest degree of F α (z) approach 1, for sufficiently large α.
This result follows directly from Inequality (6) and is interesting, for, while we have not found a completely flat roller-coaster polynomial on the last α/2 terms (which would prove the conjecture via Theorem 3.3), we have found a polynomial that comes arbitrarily close to being flat on any portion less than α/2. Notice also that for a given α, the coefficients of the almost flat polynomial strictly increase as the degree of the terms increases. Surprisingly, we can create an almost flat polynomial that strictly decreases on the coefficients from the α/2 -degree term to the α-degree term. Such a polynomial may be created by starting with the graph K 1 K 1 , which has independence polynomial 1 + 2z + z 2 , and then iteratively multiplying by 1 2 (1 + z) and adding operations that preserve well-coveredness under certain conditions may be found in [8] , including the corona, the conjunction, the disjunction, and the Cartesian product of graphs. The case of the lexicographical product (also called graph composition or the wreath product) has already been solved: it is shown in [8] that the lexicographic product preserves well-coveredness under certain conditions, and in [3] , a short proof that the independence polynomial for the lexicographic product G[H] may be directly computed in terms of the independence polynomials for G and H is given.
