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Abstract: Surgical navigation techniques have shown potential benefits in orthopedic oncologic
surgery. However, the translation of these results to acral tumor resection surgeries is challenging
due to the large number of joints with complex movements of the affected areas (located in distal
extremities). This study proposes a surgical workflow that combines an intraoperative open-source
navigation software, based on a multi-camera tracking, with desktop three-dimensional (3D) printing
for accurate navigation of these tumors. Desktop 3D printing was used to fabricate patient-specific 3D
printed molds to ensure that the distal extremity is in the same position both in preoperative images
and during image-guided surgery (IGS). The feasibility of the proposed workflow was evaluated
in two clinical cases (soft-tissue sarcomas in hand and foot). The validation involved deformation
analysis of the 3D-printed mold after sterilization, accuracy of the system in patient-specific 3D-printed
phantoms, and feasibility of the workflow during the surgical intervention. The sterilization process
did not lead to significant deformations of the mold (mean error below 0.20 mm). The overall accuracy
of the system was 1.88 mm evaluated on the phantoms. IGS guidance was feasible during both
surgeries, allowing surgeons to verify enough margin during tumor resection. The results obtained
have demonstrated the viability of combining open-source navigation and desktop 3D printing for
acral tumor surgeries. The suggested framework can be easily personalized to any patient and could
be adapted to other surgical scenarios.
Keywords: surgical navigation; image-guided surgery; acral tumors; 3D printing
1. Introduction
Surgical navigation allows relating the pose of specific instruments to the patient’s imaging studies
in real-time by means of a tracking system and patient-to-image registration [1]. This technology
has shown potential benefits in orthopedic oncology surgeries on pelvic, sacral, spinal, and bone
tumors [2–5]. Nevertheless, some of these authors have not found strong evidence supporting
a better surgical outcome for navigated operations compared to conventional surgery [6].
Commercial navigation systems have been designed explicitly for orthopedic procedures, such as
OrthoPilot (B. Braun, Melsungen, Germany), ORTHOsoft (Zimmer Biomet, IN, USA), or NAV3i
(Stryker Corporation, MI, USA). However, there are two limitations of these solutions in orthopedic
tumor surgery: the lack of flexibility, necessary to adapt the system to the requirements of every case,
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and the high cost of these devices. Very particular procedures, such as the resection of acral tumors
(those located in distal extremities such us hands or feet), have no clear benefit from navigation because
it is complicated to adapt commercial systems to the necessities of those surgeries [7,8]. Nevertheless,
due to the low amount of surrounding tissue, sometimes it is hard for the surgeon to ensure enough
resection margin. Surgical navigation could provide the surgeon with the tumor’s location, leading
to a more precise surgical margin outcome than conventional surgery. However, these locations
introduce a significant challenge during surgical navigation due to their large number of joints with
complex movements (e.g., hand exhibits 27 degrees of freedom). This causes preoperative images
not to correspond to the actual limb position during surgery, so the rigid transformation commonly
applied for image-to-world registration will compromise navigation accuracy.
To solve these problems, we propose to adapt the image-guided surgery (IGS) workflow using two
enabling technologies: open-source software and three-dimensional (3D) printing. Software solutions
such as 3D Slicer [9] can be an alternative in surgical navigation, offering extra flexibility that enables
the development of innovative solutions not available in commercial systems [10–13]. 3D printing,
also known as rapid prototyping or additive manufacturing, allows anyone to easily convert 3D models
into physical objects using a layering technique. During the last decade, the applications of 3D printing
have increased exponentially in the medical area [14], including preoperative planning, bioprinting,
and physician training. 3D printing already has an increasing impact in surgical practice, where the
ability to interact with the patient’s anatomy is crucial: anatomical models, surgical instruments,
and implants/prostheses are the main areas identified in the recent literature [15–18]. Orthopedic
surgery is an area of particular interest [19] since 3D printed models facilitate the pre-contouring of
plates, and cutting guides can be designed and printed adapted to each case [20,21]. Several companies
offer support for manufacturing these tools. However, there is also a trend to implement desktop
3D printing inside the hospital [22], keeping the interaction with the printing process in-house and
improving the involvement of the clinical staff in the workflow.
3D printing may expand the possibilities of other techniques such as surgical navigation,
where patient-specific implants have enabled IGS in complex tumor resections [23]. In this study,
we suggest combining desktop 3D printing and open-source software to navigate acral tumor resection
surgeries. To do so, we propose a surgical workflow that includes patient-specific 3D-printed molds to
ensure that the distal extremity position depicted in preoperative images resembles the one found during
surgery. We also designed a specific 3D-printed attachment to track a surgical tool. An open-source
navigation software has been adapted for guiding the resection of these tumors. The accuracy of
our solution was measured with patient-specific 3D-printed phantoms and tested during two tumor
removal surgeries.
2. Materials and Methods
We present the proposed surgical navigation solution for acral tumor resection in the following
subsections. First, we describe the patients involved in this study (Section 2.1), the development of
3D models from the patient’s preoperative images (Section 2.2), the design and manufacturing of the
different tools (Section 2.3), and the software/hardware developed for surgical navigation (Section 2.4).
Next, we explain the integration of the proposed navigation workflow during the surgical procedure
(Section 2.5). The last section shows the evaluation of the framework (Section 2.6).
2.1. Patient Studies
We evaluated the feasibility of the suggested workflow in two patients. The first patient (case 1)
presented a soft-tissue sarcoma located in the thenar eminence of the right hand (Figure 1a). The second
patient (case 2) showed a soft-tissue sarcoma in the dorsal area of the right foot (Figure 1b). The study
was performed in accordance with the principles of the 1975 Declaration of Helsinki as revised in 2013.
The anonymized patient data and pictures included in this paper are used after written informed
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consent was obtained from the participant and/or their legal representative, in which they approved
the use of this data for dissemination activities including scientific publications.
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Figure 1. Representation of the clinical cases. Case 1: patient with a soft-tissue sarcoma (green) located 
on the right hand. (a) Real image and (c) virtual image. Case 2: patient with a soft-tissue sarcoma 
(green) in the right foot. (b) Real image and (d) virtual image. 
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position of the limb for each patient, a customized cap to enable navigation of the surgical scalpel, 
and phantoms obtained from the limb of each patient to evaluate the navigation error in a controlled 
scenario. This section describes the methodology followed to create each object. 
Each mold was designed in Meshmixer (Autodesk Inc., San Rafael, CA, USA) software by 
extruding the surface of the limb’s 3D mesh. This holder allows the limb to be fixed during the 
surgical procedure in the same position as in the preoperative CT image. The design of the mold 
considered the surgical approach and working area, to facilitate easy management during surgery, 
Figure 1. Representation of the clinical cases. Case 1: patient with a soft-tissue sarcoma (green) located
on the right hand. (a) Real image and (c) virtual image. Case 2: patient with a soft-tissue sarcoma
(green) in the right foot. (b) Real image and (d) virtual image.
2.2. Medical Image Acquisition and Processing
A preoperative computed tomography scan (CT) of the affected distal extremity was acquired
for both cases with slice thickness of 2.00 mm and axial in-plane pixel size of 0.80 mm (case 1)
and 0.95 mm (case 2). Moreover, magnetic resonance images (MRI) were also acquired for both
cases to examine tumor boundaries in the soft tissue (T2 sequences for both cases with resolution of
0.20 mm × 0.20 mm × 3.85 mm for case 1 and 0.30 mm × 0.30 mm × 4.4 mm for case 2). Preoperative
images were acquired 102 days before the surgical intervention for case 1 and 70 days for case 2.
3D slicer [9] version 4.8 was used for the registration of the medical images and segmentation of the
anatomy of both patients. The soft-tissue tumor and surrounding anatomical region were segmented
on the CT image, taking into account information from the registered MR images, using semi-automatic
methods (thresholding, manual contour, and island effects). The results were exported as virtual 3D
models (stereo lithography files, STL). 3D models were post-processed using smoothing (median filter
with kernel size 3 × 3 × 1 pixels) and hole filling (kernel size 7 × 7 × 3 pixels) in 3D Slicer to optimize
3D printing quality and minimize manufacturing time. Figure 1 shows the real picture and the virtual
3D model of the extremities and tumor (in green) for both cases.
2.3. Computer-Aided Design and Manufacturing
We designed and manufactured several tools and models in this study: a mold to ensure the
position of the limb for each patient, a customized cap to enable navigation of the surgical scalpel,
and phantoms obtained from the limb of each patient to evaluate the navigation error in a controlled
scenario. This section describes the methodology followed to create each object.
Each mold was designed in Meshmixer (Autodesk Inc., San Rafael, CA, USA) software by
extruding the surface of the limb’s 3D mesh. This holder allows the limb to be fixed during the surgical
procedure in the same position as in the preoperative CT image. The design of the mold considered
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the surgical approach and working area, to facilitate easy management during surgery, and presented
a smooth surface on the limb side to limit any harm to the patient. It also included an attachment for
retro-reflective optical markers (rigid body, RB) to enable navigation. The position of these markers
was determined to avoid possible occlusions during navigation. Furthermore, we included several
conical holes (Ø 4 mm × 3 mm depth) on the mold surface for point-based registration and error
measurement. We also designed a customized cap with optical markers to track the electric scalpel
during surgery.
3D models (molds and the customized cap for the surgical tool) were manufactured with a desktop
3D printer (Witbox-2, BQ, Madrid, Spain) using polylactic acid (PLA) (Figure 2). The RB attachment
included in the mold design of case 2 was 3D printed separately since the whole design did not fit in
the printer bed (dimensions 297 mm × 210 mm). 3D printed tools were sterilized to maintain asepsis of
the surgical field as they may be in contact with the patient. The sterilization technique was based
on ethylene oxide (EtO) at 37 ◦C to avoid deformation (the glass transition temperature of PLA is
around 55–65 ◦C). It involved extensive degassing to remove the residual EtO [24]. The spherical
markers used for navigation were attached during surgery, since they are supplied in individual bags
in sterile condition.
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the accuracy experiments and surgery. This system is accurate and very robust for IGS navigation in 
large clinical scenarios, thanks to the use of multiple cameras. Even if the surgical team occludes the 
line-of-sight between some cameras and the tracked tools, the system will provide correct tracking 
data [26]. Eight near-infrared cameras (model OptiTrack Flex 13) were distributed around the 
operating room (OR) to cover the working area (Figure 4a). The tracking system transfers the 
positioning data to the AcralTumorNavigation module using PLUS-toolkit [27] and the 
OpenIGTLink communication protocol [28]. Two different tools were used as reference pointer 
during the surgical procedure: a passive 4-marker probe (Northern Digital Inc. [NDI], ON, Canada) 
(Figure 3b) and an electric scalpel with a specific optical marker configuration attached to a 
customized 3D-printed cap (Figure 3e). A pivoting procedure [29] enabled to obtain the relationship 
between the RB attached to the reference pointer and its tip. Both pointer tools were sterilized before 
surgery (the probe and the customized cap using a protocol based on EtO at 37 °C and the scalpel in 
autoclave). 
Figure 2. Three-dimensionally (3D) printed models with a rigid body (RB) attached to them:
(a) patient-specific mold for case 1; (b) patient-specific mold for case 2; (c) electric scalpel
customizable cap.
A patient-specific phantom was manufactured for each patient case to evaluate the performance
of the IGS system before surgery (Figure 3a,d). Each phantom included a 3D printed copy of the mold
made for surgery and the affected extre ity limb with several conical holes (Ø 4 mm × 3 m depth)
on the mod l surface used to evalua e the accuracy of the navig tion. Original 3D models of the mold
and the limb from both cases are availab e in the supplementary material as 3D Mode S1 (case 1 mold),
3D Model S2 (case 1 limb), 3D Model S3 (case 2 mold), and 3D Model S4 (case 2 limb).
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Figure 3. I age-guided surgery si ulation on patient-specific 3D printed phanto s based on case 1
(left) and case 2 (right). The user is recording points from the conical holes made on the surface of the
3D printed phantoms (a,d) with the commercial pointer (b) in case 1, and with the electric scalpel (e) in
case 2. The corresponding virtual scenes are shown in (c,f).
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2.4. Navigation Software and Hardware
A specific software application named AcralTumorNavigation was developed as a module in the
3D Slicer platform to facilitate the surgical navigation of acral tumors [9,25]. OptiTrack multi-camera
optical tracking system (NaturalPoint Inc., OR, USA) provided real-time tool tracking during the
accuracy experiments and surgery. This system is accurate and very robust for IGS navigation in
large clinical scenarios, thanks to the use of multiple cameras. Even if the surgical team occludes the
line-of-sight between some cameras and the tracked tools, the system will provide correct tracking
data [26]. Eight near-infrared cameras (model OptiTrack Flex 13) were distributed around the operating
room (OR) to cover the working area (Figure 4a). The tracking system transfers the positioning data
to the AcralTumorNavigation module using PLUS-toolkit [27] and the OpenIGTLink communication
protocol [28]. Two different tools were used as reference pointer during the surgical procedure:
a passive 4-marker probe (Northern Digital Inc. [NDI], ON, Canada) (Figure 3b) and an electric scalpel
with a specific optical marker configuration attached to a customized 3D-printed cap (Figure 3e).
A pivoting procedure [29] enabled to obtain the relationship between the RB attached to the reference
pointer and its tip. Both pointer tools were sterilized before surgery (the probe and the customized cap
using a protocol based on EtO at 37 ◦C and the scalpel in autoclave).Appl. Sci. 2020, 10, x FOR PEER REVIEW 6 of 13 
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surgical navigati n. For t is urpose, the RB needs to be registered to the mold. We proposed two
alternative approaches to solve this registr ti n problem. First, the RB and the mold could be 3D
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known from the 3D model design. Second, if the RB and mold could not be printed together or if the
RB was displaced right before surgery, registration could be calculated applying a fiducial-based rigid
r istration algorithm [29] by recording points on the conical h les made on the surface of the mold.
This method could be empl y d intraoperatively.
An external screen available in the OR (Figure 4b) displayed th AcralTumorNavigation s ftware
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were loaded in the avigation software. Then, the surgeon selected the r ference pointer (commercial
probe r n electric scalp l) to be us d during navigation and performed pivot calibration. If any
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misregistration between the limb mold and its corresponding RB was detected, the application allowed
the physician to calculate an intraoperative registration by recording points on the mold’s conical
holes using the reference pointer previously selected. Once the patient’s extremity was placed on
the limb holder, the program displayed the real-time position of the reference pointer with respect
to the medical images and virtual 3D models of the patient. Moreover, AcralTumorNavigation could
calculate the real-time distance of the reference pointer tip to any 3D model (e.g., tumor), giving visual
feedback to the surgeon. It also enabled real-time visualization of the patient’s volume-rendered image,
or virtual 3D models, depending on surgeons’ interest. Furthermore, the software could store point
coordinates from the tip of the reference pointer, which were later used for surgical validation of the
tumor resection margin.
2.5. Surgical Workflow
Once the patient was under anesthesia, surgeons prepared the affected area for the surgical
intervention by covering the patient’s limb with sterile gauzes. This step protected the patient while
the extremity was placed on the mold and avoided limb movement during the intervention. Then,
the patient limb was fixed on the sterile mold to resemble the distal extremity position from the
preoperative planning. The next step was to calibrate the reference pointer tip with respect to the RB
attached to it by pivot calibration procedure. The surgeon verified that the IGS system was correctly
registered to the patient by moving the reference pointer to known anatomical points on the patient and
confirming that they corresponded to the correct position on the virtual models and CT image. Then,
physicians proceeded with the resection of the tumor. While performing the resection task, surgeons
used the navigation system several times to confirm they reached the margin area preoperatively
planned. Once the tumor was removed, surgeons recorded several points around the resection area
to verify the tumor resection margin. We calculated the Euclidian distance from these points to the
segmented tumor after surgery. The suggested surgical framework is summarized in Figure 5.
Appl. Sci. 2020, 10, x FOR PEER REVIEW 6 of 13 
 
Figure 4. Operating room where surgeries of case 1 and 2 were performed, showing the distribution 
of the eight optical tracking system cameras in blue (a) and two surgical monitors in pink (b). 
2.5. Surgical Workflow 
Once the patient was under anesthesia, surgeons prepared the affected area for the surgical 
intervention by covering the patient’s limb with sterile gauzes. This step protected the patient while 
the extremity was placed on the mold and avoided limb movement during the intervention. Then, 
the patient limb was fixed on the sterile mold to resemble the distal extremity position from the 
preoperative planning. The next step was to calibrate the reference pointer tip with respect to the RB 
attached to it by pivot calibration procedure. The surgeon verified that the IGS system was correctly 
registered to the patient by moving the reference pointer to known anatomical points on the patient 
and confirming that they corresponded to the correct position on the virtual models and CT image. 
Then, physicians proceeded with the resection of the tumor. While performing the resection task, 
surgeons used the navigation system several times to confirm they reached the margin area 
preoperatively planned. Once the tumor was removed, surgeons recorded several points around the 
resection area to verify the tumor resection margin. We calculated the Euclidian distance from these 
points to the segmented tumor after surgery. The suggested surgical framework is summarized in 
Figure 5. 
 
Figure 5. Proposed workflow for acral tumor resection surgeries. Figure 5. Proposed workflow for acral tumor resection surgeries.
2.6. Framework Evaluation
We evaluated three different aspects of the proposed framework. First, the deformation of the 3D
printed limb molds caused by the sterilization procedure. Second, the navigation system accuracy on
patients’ phantoms before surgery. Last, the feasibility of the proposed surgical navigation workflow
during surgery.
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2.6.1. Evaluation of Mold Deformation after Sterilization
Sterilization processes might modify the shape of the mold from its original design and
consequently increase navigation errors. To evaluate this error, we obtained a CT image from
each 3D printed mold before and after sterilization. We measured the possible deformation by
calculating the Euclidian distance between each mesh point from the model before sterilization to
the closest mesh point in the sterilized model. These models were obtained from CT images after
segmentation by intensity thresholding. The CT acquisition scan parameters were voltage 100 kV,
exposure 400 mAs, and voxel size 0.9 mm × 0.9 mm × 0.5 mm. 3D models were initially pre-registered
using the conical holes included during the design of the molds. This alignment was refined with
iterative closest point registration algorithm. For case 1, the RB attachment was removed from the hand
mold virtual model in order to have a fairer comparison between both cases, as the RB attachment of
the case 2 mold could not be printed within the same design.
2.6.2. Surgical Simulation
Prior to surgery, the navigation procedure was simulated on the 3D printed phantoms to validate
the software and to evaluate IGS system accuracy. Both reference pointers (the NDI pointer and the
navigable electric scalpel) were tested during these simulations. The workflow included several steps:
(1) pivot calibration of the reference pointers (only once at the beginning of the simulation); (2) fixing
the limb to the mold; (3) recording the position of the conical holes (nine cones for the case 1 and
8 cones for case 2) with each reference pointer. Steps 2 and 3 were repeated four times by one user,
for each phantom and each pointer, removing and placing back again the 3D printed limb on its
mold. Navigation accuracy was calculated as the Target Registration Error (TRE) on the conical holes
on the limb for each case. This value corresponded to the Euclidian distance between the recorded
coordinates and the ones obtained from the same position in the virtual models. In case 2, it was
necessary to register the RB and its mold before the simulation. Figure 3 represents a user performing
the simulation on the 3D-printed phantoms.
2.6.3. Evaluation during the Surgical Procedure
The proposed framework was tested during the tumor removal surgeries in both cases. We obtained
qualitative feedback from the surgeons and a quantitative validation of the navigation system. For this
purpose, we measured the distance from the surgical tumor margin, calculated from points recorded
after tumor resection, to the tumor segmented on the preoperative CT image. This distance should
correspond to the pre-planned resection margin.
3. Results
The error results obtained by comparing the 3D models from CT images before and after the
sterilization processes are displayed in Figure 6. The mean error between 3D models is 0.13 ± 0.14 mm
for case 1 (Figure 6a) and 0.17 ± 0.15 mm for case 2 (Figure 6b). For case 1, the surface finger area of
the pinky, ring finger and middle finger and the middle surface area of the posterior part of the hand
presented a higher error than the rest of the holder. The maximum error (2.30 mm) was located in
some small specific points of the pinkie and ring finger. In case 2 (foot mold), some areas of the arch
that tied the toes up and the surface that is in contact with the top part of the sole of the foot presented
a higher error than the rest of the mold. The maximum error (2.77 mm) was located on small parts on
the arch and back of the mold. No strong deformation is detected in any of the holders.
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The performance evaluation results of the IGS system on the two patient-specific 3D printed
phantoms using both, the commercial pointer and the electric scalpel, are presented in Table 1. Each
repetition corresponds to removing and placing back again the 3D printed limb on the mold. In case 1,
the total root-mean-squared error (RMSE) across four repetitions was 1.88 ± 0.18 mm (NDI pointer) and
1.57 ± 0.11 mm (electric scalpel). In case 2, the RMSE was 2.12 ± 0.18 mm (NDI pointer) and 1.95 ± 0.43
mm (electric scalpel). In both cases, the electric scalpel obtained a lower RMSE than the commercial
pointer. Sixty percent of the points taken with both tools presented an error belo 1.97 mm.
Table 1. Target Registration Error (TRE) (mm) obtained using each reference pointer (NDI pointer
and scalpel) for cases 1 and 2 as well as the combined results for both cases and reference pointers.
(RMSE: root-mean-square error).
Case TRE Metrics (mm) NDI Pointer Scalpel All Reference Pointers
Case 1
Mean 1.80 ± 0.57 1.48 ± 0.53 1.64 ± 0.57
R SE 1.88 ± 0.18 1.57 ± 0.11 1.72 ± 0.22
Min 0.87 ± 0.21 0.84 ± 0.12 0.85 ± 0.17
Max 2.60 ± 0.37 2.42 ± 0.27 2.51 ± 0.33
Case 2
Mean 2.06 ± 0.54 1.84 ± 0.77 1.95 ± 0.68
RMSE 2.12 ± 0.18 1.95 ± 0.43 2.04 ± 0.34
Min 1.33 ± 0.23 0.70 ± 0.13 1.02 ± 0.37
Max 2.94 ± 0.31 2.80 ± 0.41 2.87 ± 0.37
All Cases
Mean 1.92 ± 0.57 1.65 ± 0.68 1.78 ± 0.64
RMSE 2.00 ± 0.22 1.76 ± 0.37 1.88 ± 0.32
Min 1.10 ± 0.32 0.77 ± 0.15 0.94 ± 0.30
Max 2.77 ± 0.38 2.61 ± 0.40 2.68 ± 0.40
The IGS workflow was feasible in both clinical cases during surgery. For case 1, the hand was fixed
to the mold by using elastic b nds on the fingers (Figure 7b). The position of the hand was corrected
several times because it was slipping on the mold. The NDI pointer was used as the reference pointer.
For case 2, the foot was put into a andage to avoid the slipping enco nt ed during surgery for case 1.
In this surgical procedure, the ele tric scalpel was chosen as a reference pointer. After the patient’
limb was positioned into the mold, we observed that the navigation information was not corr ct on t
scr en. We presumed that this problem as ca sed by incorrect placement of the RB, so we regist
the RB with the mold. Once this new position of th RB was established, the navigation continued
with no further problems. Registration required less than 1 min. Video recordings of bot clinical cases
can be fou d in Video S1 (surgery of as 1) and Video S2 (surgery of cas 2).
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Figure 7. Image-guided surgery (IGS) during acral tumor resection surgery of case 1: (a) surgeons
in the operating room (OR); (b) case 1 affected limb after tumor resection; (c) CT image;
(d) AcralTumorNavigation software visualization of virtual 3D models. The red point in the CT
image depicts the pointer tip. The green 3D model represents the tumor. All images are synchronized
at the same moment of the surgery (Video S1).
The navigation allowed the surgeon to evaluate the current position of the reference pointer with
respect to the tumor, and to check the surgical margins after tumor resection (Figure 7). Once the
surgeon finished the tumor resection, he recorded points around the resection area with the reference
pointer to verify the mean distance from the margin to the tumor. The distribution of the Euclidian
distances from each point to the tumor is shown in Figure 8. The tumor-margin distance for case 1 was
4.54 ± 2.80 mm (average obtained from 189 recorded points), and 6.35 ± 2.17 mm from 175 recorded
points for case 2. In both cases, the values obtained are above a minimum distance of 4 mm that was
preoperatively planned by the surgeons. Therefore, the navigation results showed an adequate margin.
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Figure 8. Distribution of the distances between the recorded points and the tumor for both clinical
cases. Points were collected along the tumor margin during surgery. Top images represent virtual
models for each case including the tumor (green) and recorded points (red).
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4. Discussion
In this study, we have presented a novel framework for acral tumor resection combining desktop
3D printing and surgical navigation. We used 3D printing technology to create a patient-specific mold
that maintained the same position of the distal extremity during IGS as in the preoperative images.
Furthermore, 3D printing allowed us to design a customized tracking attachment to navigate specific
surgical tools. The feasibility of the suggested workflow has been evaluated on two patients with a
malignant tumor in one extremity.
Patient-to-image registration is a crucial step in surgical navigation. Still, the anatomical locations
of our clinical cases include a large number of joints with complex movements, hindering an accurate
alignment between the patient and the images. Our research proposes a solution to this problem,
but several sources of error could limit the final navigation accuracy: the 3D-printed mold, the navigation
system performance, and the integration of this solution in the surgical procedure.
The proposed molds are 3D-printed in PLA and have to be sterilized before surgery. This process,
based on EtO at 37 ◦C, may still deform the objects decreasing navigation accuracy. To evaluate this
error, we compared the virtual 3D models obtained from CT images acquired before and after the
sterilization process. The results showed that the sterilization process produced a similar error in both
cases below 0.2 mm. Higher errors were found in localized points, far from the target, which will not
influence the results close to the tumor during resection. We believe that these errors are caused by the
limited resolution of the CT scan, which may cause small inconsistencies during the segmentation step.
Nevertheless, PLA has a low glass transition temperature, limiting its use in many hospitals where low
temperature sterilization is not available. For this reason, other alternative materials could be used,
such as stereolithography resins. Some of these resins withstand the high temperatures from more
common sterilization techniques (e.g., autoclave), and have proved lower shape deformation after
sterilization [30].
Simulation of the IGS system with patient-specific 3D-printed phantoms before surgery is not only
valuable to facilitate preoperative planning, but it also allows the evaluation of the system accuracy
before the intervention. The TRE of the whole system in these phantoms was below 1.9 mm. Our error
values are higher than those reported in [23], where the authors placed an implant on a phantom
using a Polaris Vicra Tracking System (Northern Digital Inc., ON, Canada). However, this difference
is expected, since our framework includes an additional source of error arising from the positioning
of the limb on the mold. Moreover, we achieved similar errors to [31], in which a multi-camera
optical tracking system was also used. The errors were similar in both clinical cases, showing that the
proposed methodology may be adapted to different extremity locations without altering the accuracy
of the system.
Commercial IGS systems do not only lack flexibility when adapting to specific requirements of
tumor surgeries, but they are also limited by the tools that can be tracked during navigation. In this
study, we were able to track not only a commercial pointer but also a surgical tool (scalpel), with a
lower TRE during the simulations. This might be due to differences in the tip shape and how it fits in
the conical holes while performing the experiment. The scalpel has a more rounded tip that might be
positioned in a more consistent way when the location of the conical holes was recorded. These results
encourage us to consider creating more tracking attachments for other surgical instruments, such as
different scalpel models or drills, commonly used in tumor resection surgeries.
The proposed workflow offered two different options for the image-to-patient registration during
surgery. The combined design of the mold and the rigid body (RB) used for tracking allowed us to
avoid the registration step in case 1. In contrast, for case 2 we had to use the conical holes to calculate
the corresponding registration. This happened both during simulation and real surgery. The mold for
case 2 was too large to be 3D printed in one session, so we had to separate the mold from the RB and,
when both parts were combined, the result was not completely equivalent to the design. The additional
time required for the registration was negligible, and our results show that errors obtained during
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simulation and real surgery are similar for both cases. The 3D printed mold with integrated RB allowed
tracking the limb automatically, avoiding the need to repeat any registration step.
The surgical outcome was evaluated by measuring the distance from the resection margin to the
pre-operative tumor. In both cases, the resulting mean distance was higher than 4 mm. This value is
within the distance preoperatively planned. Additionally, the distance to the tumor feature from the
navigation system gave real-time information on the position of the reference pointer tip with respect
to the tumor, allowing surgeons to verify the adequate margin during the resection task.
There are several limitations in our workflow. We did not consider tissue deformation during
surgery, or any change in tumor size from the acquisition of preoperative images due to tumor reduction
or inflammation. This limitation is found in any navigation system based on preoperative images.
Surgeons must take into account this source of error during the procedure. Despite that, their feedback
from this proposal is positive, suggesting that our solution could be beneficial in acral tumor resections,
although further evaluation is needed due to our limited sample size.
In conclusion, we have shown that the combination of open-source navigation software and desktop
3D printing provides an interesting solution for surgical navigation in oncological orthopedic surgery.
The simulation with 3D printed limbs and its application in two clinical cases have demonstrated the
viability of the suggested framework in acral locations. This solution could be adapted to specific
patients or more complex anatomical locations such as spine or pelvic girdle. In those cases, a surgical
guide could be designed to fit on the patient’s bone and include a tracking RB, allowing automatic
registration between the surgical navigation system and the patient.
Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/10/24/8984/s1
and https://zenodo.org/record/4313267#.X9Eq9GhKguV, Video S1: Surgical video recordings of the clinical case
1, Video S2: Surgical video recordings of the clinical case 2. 3D Model S1: 3D model of the mold design from
the clinical case 1 in STL format, 3D Model S2: 3D model of the clinical case 1 limb in STL format, 3D Model S3:
3D model of the mold design from the clinical case 2 in STL format, 3D Model S4: 3D model of the clinical case 2
limb in STL format.
Author Contributions: Conceptualization, J.A.C.-H., R.P.-M., and J.P.; Data curation, R.M.-M.; Formal analysis,
R.M.-M.; Funding acquisition, J.A.C.-H., R.P.-M., and J.P.; Investigation, R.M.-M., J.A.C.-H., M.G.-S., and J.P.;
Methodology, R.M.-M., J.A.C.-H., R.P.-M., and J.P.; Project administration, J.P.; Resources, J.A.C.-H., R.P.-M.,
and J.P.; Software, R.M.-M.; Supervision, J.P.; Validation, R.M.-M., J.A.C.-H., and J.P.; Visualization, R.M.-M.;
Writing—original draft, R.M.-M.; Writing—review and editing, R.M.-M., J.A.C.-H., M.G.-S., L.M.-S., and J.P.
All authors have read and agreed to the published version of the manuscript.
Funding: This work was supported by projects TEC2013-48251-C2-1-R (Ministerio de Economía y Competitividad);
PI18/01625 and PI15/02121 (Ministerio de Ciencia, Innovación y Universidades, Instituto de Salud Carlos III and
European Regional Development Fund “Una manera de hacer Europa”) and IND2018/TIC-9753 (Comunidad
de Madrid).
Acknowledgments: The authors would like to thank the medical staff involved in both surgeries for their
understanding and kind collaboration and the surgeons of the Department of Orthopedics and Department of
Oncology at Hospital General Universitario Gregorio Marañón for their feedback and help in this study.
Conflicts of Interest: The authors declare that they have no conflict of interest.
References
1. Kok, E.N.D.; Eppenga, R.; Kuhlmann, K.F.D.; Groen, H.C.; van Veen, R.; van Dieren, J.M.; de Wijkerslooth, T.R.;
van Leerdam, M.; Lambregts, D.M.J.; Heerink, W.J.; et al. Accurate surgical navigation with real-time tumor
tracking in cancer surgery. NPJ Precis. Oncol. 2020, 4, 8. [CrossRef] [PubMed]
2. Aponte-Tinao, L.A.; Ritacco, L.E.; Milano, F.E.; Ayerza, M.A.; Farfalli, G.F. Techniques in surgical navigation
of extremity tumors: State of the art. Curr. Rev. Musculoskelet. Med. 2015, 8, 319–323. [CrossRef] [PubMed]
3. Bosma, S.E.; Cleven, A.H.G.; Dijkstra, P.D.S. Can navigation improve the ability to achieve tumor-free
margins in pelvic and sacral primary bone sarcoma resections? A historically controlled study. Clin. Orthop.
Relat. Res. 2019, 477, 1548–1559. [CrossRef]
4. Ando, K.; Kobayashi, K.; Machino, M.; Ota, K.; Morozumi, M.; Tanaka, S.; Ishiguro, N.; Imagama, S.
Computed tomography-based navigation system-assisted surgery for primary spine tumor. J. Clin. Neurosci.
2019, 63, 22–26. [CrossRef]
Appl. Sci. 2020, 10, 8984 12 of 13
5. Zhang, Y.; Zhang, Q.; Zhong, L.; Qiu, L.; Xu, L.; Sun, Y.; Niu, X.; Zhang, L. New perspectives on surgical
accuracy analysis of image-guided bone tumour resection surgery. Int. Orthop. 2020, 44, 987–994. [CrossRef]
6. Aponte-Tinao, L.; Ritacco, L.E.; Ayerza, M.A.; Luis Muscolo, D.; Albergo, J.I.; Farfall, G.L. Does intraoperative
navigation assistance improve bone tumor resection and allograft reconstruction results? Clin. Orthop.
Relat. Res. 2015, 473, 796–804. [CrossRef] [PubMed]
7. Liverneaux, P.; Nectoux, E.; Taleb, C. The future of robotics in hand surgery. Chir. Main 2009, 28, 278–285.
[CrossRef]
8. Catala-Lehnen, P.; Nüchtern, J.V.; Briem, D.; Klink, T.; Rueger, J.M.; Lehmann, W. Comparison of 2D and
3D navigation techniques for percutaneous screw insertion into the scaphoid: Results of an experimental
cadaver study. Comput. Aided Surg. 2011, 16, 280–287. [CrossRef]
9. Pieper, S.; Halle, M.; Kikinis, R. 3D slicer. In Proceedings of the 2004 2nd IEEE International Symposium on
Biomedical Imaging: Nano to Macro (IEEE Cat No. 04EX821), Arlington, VA, USA, 18 April 2004; Volume 1,
pp. 632–635. [CrossRef]
10. García-Mato, D.; Ochandiano, S.; García-Sevilla, M.; Navarro-Cuéllar, C.; Darriba-Allés, J.V.; García-Leal, R.;
Calvo-Haro, J.A.; Pérez-Mañanes, R.; Salmerón, J.I.; Pascau, J. Craniosynostosis surgery: Workflow based on
virtual surgical planning, intraoperative navigation and 3D printed patient-specific guides and templates.
Sci. Rep. 2019, 9, 17691. [CrossRef] [PubMed]
11. Gauvin, G.; Yeo, C.T.; Ungi, T.; Merchant, S.; Lasso, A.; Jabs, D.; Vaughan, T.; Rudan, J.F.; Walker, R.;
Fichtinger, G.; et al. Real-time electromagnetic navigation for breast-conserving surgery using NaviKnife
technology: A matched case-control study. Breast J. 2020, 26, 399–405. [CrossRef]
12. Askeland, C.; Solberg, O.V.; Bakeng, J.B.L.; Reinertsen, I.; Tangen, G.A.; Hofstad, E.F.; Iversen, D.H.;
Våpenstad, C.; Selbekk, T.; Langø, T.; et al. CustusX: An open-source research platform for image-guided
therapy. Int. J. Comput. Assist. Radiol. Surg. 2016, 11, 505–519. [CrossRef] [PubMed]
13. Ungi, T.; Gauvin, G.; Lasso, A.; Yeo, C.T.; Pezeshki, P.; Vaughan, T.; Carter, K.; Rudan, J.; Engel, C.J.;
Fichtinger, G. Navigated breast tumor excision using electromagnetically tracked ultrasound and surgical
instruments. IEEE Trans. Biomed. Eng. 2016, 63, 600–606. [CrossRef] [PubMed]
14. Fan, D.; Li, Y.; Wang, X.; Zhu, T.; Wang, Q.; Cai, H.; Li, W.; Tian, Y.; Liu, Z. Progressive 3D printing technology
and its application in medical materials. Front. Pharmacol. 2020, 11, 122. [CrossRef] [PubMed]
15. Malik, H.H.; Darwood, A.R.J.; Shaunak, S.; Kulatilake, P.; El-Hilly, A.A.; Mulki, O.; Baskaradas, A.
Three-dimensional printing in surgery: A review of current surgical applications. J. Surg. Res. 2015, 199,
512–522. [CrossRef]
16. Marti, P.; Lampus, F.; Benevento, D.; Setacci, C. Trends in use of 3D printing in vascular surgery: A survey.
Int. Angiol. 2019, 38, 418–424. [CrossRef]
17. Tong, Y.; Kaplan, D.J.; Spivak, J.M.; Bendo, J.A. Three-dimensional printing in spine surgery: A review of
current applications. Spine J. 2020, 20, 833–846. [CrossRef]
18. Chang, D.; Tummala, S.; Sotero, D.; Tong, E.; Mustafa, L.; Mustafa, M.; Browne, W.F.; Winokur, R.S.
Three-dimensional printing for procedure rehearsal/simulation/planning in interventional radiology.
Tech. Vasc. Interv. Radiol. 2019, 22, 14–20. [CrossRef]
19. Minto, J.; Zhou, X.; Osborn, J.; Zhang, L.G.; Sarkar, K.; Rao, R.D. Three-dimensional printing: A catalyst for a
changing orthopaedic landscape. JBJS Rev. 2020, 8, e0076. [CrossRef]
20. Pérez-Mañanes, R.; Burró, J.A.; Manaute, J.R.; Rodriguez, F.C.; Martín, J.V. 3D surgical printing cutting
guides for open-wedge high tibial osteotomy: Do it yourself. J. Knee Surg. 2016, 29, 690–695. [CrossRef]
21. Chana-Rodríguez, F.; Mañanes, R.P.; Rojo-Manaute, J.; Gil, P.; Martínez-Gómiz, J.M.; Vaquero-Martín, J. 3D
surgical printing and pre contoured plates for acetabular fractures. Injury 2016, 47, 2507–2511. [CrossRef]
22. Pérez-Mañanes, R.; Calvo-Haro, J.; Arnal-Burró, J.; Chana-Rodríguez, F.; Sanz-Ruiz, P.; Vaquero-Martín, J.
Nuestra experiencia con impresión 3D doméstica en cirugía ortopédica y traumatología. Hazlo tú mismo.
Rev. Lat. Cirugía Ortopédica 2016, 1, 47–53. [CrossRef]
23. Chen, X.; Xu, L.; Wang, Y.; Hao, Y.; Wang, L. Image-guided installation of 3D-printed patient-specific implant
and its application in pelvic tumor resection and reconstruction surgery. Comput. Methods Programs Biomed.
2016, 125, 66–78. [CrossRef] [PubMed]
24. Zislis, T.; Martin, S.A.; Cerbas, E.; Heath, J.R.; Mansfield, J.L.; Hollinger, J.O. A scanning electron microscopic
study of in vitro toxicity of ethylene-oxide-sterilized bone repair materials. J. Oral Implant. 1989, 15, 41–46.
Appl. Sci. 2020, 10, 8984 13 of 13
25. Ungi, T.; Lasso, A.; Fichtinger, G. Open-source platforms for navigated image-guided interventions.
Med. Image Anal. 2016, 33, 181–186. [CrossRef] [PubMed]
26. Marinetto, E.; García-Mato, D.; GarcíA, A.; Martínez, S.; Desco, M.; Pascau, J. Multicamera optical tracker
assessment for computer aided surgery applications. IEEE Access 2018, 6, 64359–64370. [CrossRef]
27. Lasso, A.; Heffter, T.; Rankin, A.; Pinter, C.; Ungi, T.; Fichtinger, G. PLUS: Open-source toolkit for
ultrasound-guided intervention systems. IEEE Trans. Biomed. Eng. 2014, 61, 2527–2537. [CrossRef]
[PubMed]
28. Tokuda, J.; Fischer, G.S.; Papademetris, X.; Yaniv, Z.; Ibanez, L.; Cheng, P.; Liu, H.; Blevins, J.; Arata, J.;
Golby, A.J.; et al. OpenIGTLink: An open network protocol for image-guided therapy environment. Int. J.
Med. Robot. 2009, 5, 423–434. [CrossRef]
29. Arun, K.S.; Huang, T.S.; Blostein, S.D. Least-squares fitting of two 3-D point sets. IEEE Trans. Pattern Anal.
Mach. Intell. 1987, PAMI-9, 698–700. [CrossRef]
30. Sharma, N.; Cao, S.; Msallem, B.; Kunz, C.; Brantner, P.; Honigmann, P.; Thieringer, F.M. Effects of steam
sterilization on 3D printed biocompatible resin materials for surgical guides—An accuracy assessment study.
J. Clin. Med. 2020, 9, 1506. [CrossRef]
31. García-Vázquez, V.; Marinetto, E.; Santos-Miranda, J.A.; Calvo, F.A.; Desco, M.; Pascau, J. Feasibility of
integrating a multi-camera optical tracking system in intra-operative electron radiation therapy scenarios.
Phys. Med. Biol. 2013, 58, 8769–8782. [CrossRef]
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.
© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).
