Given a continuous scalar field f : X → IR where X is a topological space, a level set of f is a set {x ∈ X : f (x) = α} for some value α ∈ IR. The level sets of f can be subdivided into connected components. As α changes continuously, the connected components in the level sets appear, disappear, split and merge. The Reeb graph of f encodes these changes in connected components of level sets. It provides a simple yet meaningful abstraction of the input domain. As such, it has been used in a range of applications in fields such as graphics and scientific visualization.
INTRODUCTION
Let f : X → IR be a continuous function defined on a topological space X. For each scalar value α ∈ IR, the set {x ∈ X : f (x) = α} is called a level set of f . A level set of f can be partitioned into connected components. The Reeb graph of f is obtained by continuously collapsing every component of each level set into a single point. As α increases, connected components appear, disappear, split and merge, and the Reeb graph of f tracks such changes.
The mathematical concept of the Reeb graph was first defined by George Reeb [22] for smooth manifolds. It was introduced in graphics applications by Shinagawa et al. [25] . Since then, it has been used in a range of shape analysis applications, including shape understanding [3, 4, 25] , segmentation and matching [17, 23, 28, 30] , shape repairing and animation [18, 32] , surface quadrangulations and parametrization [16, 21, 33] . See [5] for a survey on the Reeb graph and its applications. The loop-free version of the Reeb graph, commonly known as the contour tree, is also a popular tool for analyzing scalar fields [6] , and has a long history in fields such as geographic information systems and scientific visualization. In all these applications, it is important to be able to construct the Reeb graph in an efficient manner.
We consider the problem of computing Reeb graphs of f : X → IR, where f is a piecewise linear function defined on a simplicial complex X. A straightforward approach to do so is to track the connected components of the level sets and update the Reeb graph as the components change. While this approach is conceptually simple, it can be tricky to implement. Moreover, on a 2-complex with n vertices and m triangles, this approach can take Θ(mn) time.
Our contribution. As discussed in Section 2, a number of papers present efficient algorithms for computing Reeb graphs in special cases, such as when X is a two or three manifold. This paper describes an efficient randomized algorithm for arbitrary simplicial complexes. The algorithm runs in O(m log n) expected time, where m is the number of 0, 1, and 2-simplices (i.e, vertices, edges and triangle) in the complex, and n is the number of vertices.
Specifically, for a point q ∈ X, let Lq be the level set {x ∈ X : f (x) = f (q)} and let Cq be the connected component of Lq which contains q. Our algorithm picks a random vertex q in the complex and "collapses" all the triangles intersecting Cq onto q and its adjacent edges. The algorithm then picks another random vertex and repeats this collapse References Underlying Domain Time Complexity [9] 2-manifolds O(n log n) = O(m log m) [12] 3-manifolds O(m log m + m log g(log log g) 3 ) 3-manifolds O(mg log 2 m) (implemented algorithm) d-manifolds O(m log m(log log m) 3 ) [11] 3-manifolds O(m log m + L) = Θ(mn) arbitrary simplicial complex O(mn) [29] 3-manifolds embedded in IR
3
O(m log m + hm) = Θ(mn) [20] arbitrary simplicial complex O(mn) Table 1 : Current best algorithms to compute Reeb graph for a simplicial complex X. m is the size of the 2-skeleton of X (i.e, total number of vertices, edges and triangles), and n is the number of vertices.
procedure. New triangles will be created and collapsed during the process, and the expected total number of these intermediate triangles is O(m log n). As a result, the expected running time of our algorithm is also O(m log n). Our contributions are as follows:
• We give the first sub-quadratic time algorithm for an arbitrary simplicial complex. Our expected running time matches the running time of the best current algorithm for 2-manifolds (although only in expectation) and is faster than any other current algorithm.
• Our algorithm and its implementation are very simple.
The implementation uses a repetition of just one "collapse" operation, and involves only array and linkedlist data structures.
• We show preliminary experimental results to demonstrate the practical potential of our algorithm.
The software for computing the Reeb graph using our algorithm is publicly available at the authors' web pages.
RELATED WORK
In [7] , Carr et al. presented an elegant and efficient algorithm to compute the contour tree of an arbitrary simplyconnected, simplicial complex domain X in O(n log n+N α(N )) time, where n is the number of vertices in the input simplicial complex and N is the total number of vertices and edges. The algorithm improved ideas from several previous contour-tree algorithms [27, 31] .
Shinagawa and Kunii presented the first provably correct algorithm to compute Reeb Graphs for a triangulation of a 2-manifold [24] . Their algorithm runs in Θ(n 2 ) time. It sweeps vertices of the mesh in increasing order of function values, and maintains the level-sets explicitly during the sweeping. This sweeping idea can be used to compute the Reeb graph for arbitrary simplicial complex in Θ(nm) time, where n is still the number of vertices, and m is the total number of vertices, edges, and triangles in the complex. Since then, there have been several more efficient algorithms, mainly focusing on 2 or 3-manifolds. We summarize the results in Table 1 and briefly review them below.
For the case of 2-manifold, Cole-McLaughlin et al. [9] improved the running time from O(n 2 ) to O(n log n) based on their insights in the structure of the level sets and Reeb graph for 2-manifolds. Doraiswamy and Natarajan [12] further extended the sweeping idea to handle 3-manifolds, and presented an O(m log m+m log g(log log g)
3 ) time algorithm, where g is the maximum genus of any iso-surface. Their algorithm uses dynamic spanning tree / co-trees to maintain connectivity of level sets during the sweeping. It can be extended to d-manifolds in time O(m log m(log log m)
3 ), by using a fully-dynamic graph connectivity algorithm. They also provided a simpler but slower implementation that runs in O(mg log 2 m) time to compute the Reeb graph for functions on 3-manifolds. An interesting and simple semi-output sensitive algorithm is proposed in [11] to compute the Reeb graph of 3-manifolds in time O(m log m + L), where L is the total complexity of all level-sets passing through critical points and can be Θ(nm) in worst case. The same algorithm can handle arbitrary simplicial complexes, but the bound of O(m log m + L) will then not hold.
Very recently in [29] , Tierny et al. proposed an algorithm that computes the Reeb graph for a 3-manifold with boundary embedded in IR 3 in time O(m log m + hm), where h is number of independent loops in the Reeb graph. Their approach leverages the efficient contour tree algorithm in [6] by using a novel surgery idea to first cut the input simplicial complex so that its Reeb graph is loop-free. The worst case time complexity can be Θ(nm), but it runs much faster in practice as h is usually small for 3D volumetric data. Finally, a streaming algorithm was presented in [20] to compute the Reeb graph for an arbitrary simplicial complex in Θ(nm) time. Reeb graphs for time-varying functions defined on 3-dimensional domains was studied in [14] exploiting Jacobi sets. In the field of graphics, there are also several practical implementations to approximate the Reeb graphs for triangular meshes (see references in [5] ).
PROBLEM DEFINITION AND PRELIM-INARIES
Reeb graphs. Let X be a topological space, and f : X → IR a continuous function defined on X. The level-set of f with respect to a value α ∈ IR is denoted by f −1 (α) = {x ∈ X | f (x) = α}. Two points x, y ∈ X are equivalent, denoted by x ∼ y, if and only if x and y belong to the same connected component of some f −1 (α); that is, α = f (x) = f (y) and x is connected to y in f −1 (α). Now consider the quotient space X∼, which is the set of equivalent classes equipped with the quotient topology induced by this equivalent relation; X∼ is also called the Reeb graph of X with respect to f , denoted by RX (f ) from now on, where X may be omitted when its choice is clear.
Note that RX (f ) can also be thought of as the image of the continuous surjection map Φ f : X → X∼ where Φ f (x) = Φ f (y) if and only if x and y come from the same connected component of a level set of f . In this sense, RX (f ) is obtained by continuously identifying each connected component C. The map Φ f induces a scalar functioñ
, the functionf is well-defined. Since f is continuous, so isf .
Reeb graph nodes and arcs.
As the name suggests, the Reeb graph RX (f ) can be represented as a graph. See Figure 1 (b) for an example, where the height of a point q ∈ RX (f ) is simplyf (q). Now for every point q ∈ RX (f ), there is a sufficiently small neighborhood R ⊆ RX (f ) containing q such that R is connected, has no loops, andf (p) =f (q) for any point p ∈ R − {q}. Let γ be a connected component of R − {q}. Sincef (p) =f (q) for any point p ∈ γ andf is continuous, eitherf (p) >f (q) for all p ∈ γ orf (p) <f (q) for all p ∈ γ. The up degree of a point q ∈ RX (f ) is the number of connected components γ in R −{q} wheref (p) > f (q) for p ∈ γ. The down degree of q ∈ RX (f ) is the number of connected components γ in R − {q} wheref (p) <f (q) for p ∈ γ. A node of RX (f ) is a point q ∈ RX (f ) whose up degree is not one or whose down degree is not one. Deleting the nodes of RX (f ) from RX (f ) leaves a set of curves which are the arcs of the Reeb graph.
The Reeb graph RX (f ) encodes partial information about the 0-th and 1-st homology group information of the topological space X. Specifically, it can be shown [13] that β0(R(f )) = β0(X) and β1(R(f )) ≤ β1(X). If X is an orientable 2-manifold, then one can in fact obtain the full 1-st homology group information (including its rank and generators) about X from R(f ) [9] .
Piecewise-linear (PL) settings. Consider a simplicial complex K and a piecewise-linear (PL) function f : K → IR on K. Specifically, f is defined at vertices of K, and linearly interpolated in the interior of every simplex of dimension higher than 0. Since R(f ) depends only on the connectivity of each level set, for a generic function f (where no two vertices have the same function value), the Reeb graph of f depends only on the 2-skeleton of K. Hence from now on, we assume that f is generic and K = (V, E, T ) is a simplicial 2-complex with vertices V , edges E and triangles T .
Augmented Reeb graph.
An augmented Reeb graph of f : X → IR is a Reeb graph of f with some additional degree-2 vertices inserted in the original Reeb graph arcs. In particular, if f is a piecewise-linear function on a simplicial complex K, then the augmented Reeb graph generated by K is a Reeb graph of f whose nodes are
Note that all nodes of the original Reeb graph are in {Φ f (v) : v ∈ V (K)}. See Figure 1 (c) and (d). One can obtain the original Reeb graph from the augmented one by removing monotonic degree-2 nodes, which are nodes with up-degree 1 and down-degree 1. (The augmented Reeb graph generated by K is similar to the augmented contour tree in [6] .) Some notations. Let f be a function on triangle t = pqr such that f (p), f (q) and f (r) are all distinct. The middle vertex of t, denoted by mid(t), is the vertex q where f (p) < f (q) < f (r). The edge of t opposite to mid(t), pr in this example, spans the range of function values for all points in t, and is called the spanning edge of t.
Our initial input K is a simplicial complex. However, as our algorithm proceeds, we will obtain intermediate complexes that may no longer be simplicial. Specifically, there may be multiple edges between the same pair of vertices. Similarly, two triangles may have the same set of vertices but not the same set of edges. Hence we usually denote a triangle t by its boundary edges t(e1, e2, e3). However, for simplicity, we sometimes still denote a triangle by its vertices pqr when its choice of edges is clear.
ALGORITHM
Input to Algorithm RandReeb is a simplicial 2-complex K = (V, E, T ) and a piecewise linear function f : K → IR. We assume that f (v) are distinct for all v ∈ V (K). We can enforce this condition by symbolically perturbing the scalar value at all vertices. The algorithm computes the augmented Reeb graph of f in expected time O(m log n) where n = |V | and m = |V | + |E| + |T | is the size of K. Below we introduce the main components of our algorithm. From now on, in all figures, we use the height function as the input piecewiselinear function f .
Data structure. The set of vertices is stored in an array. The set of edges and triangles are each stored in a doublylinked list. Each edge e maintains a list of (pointers to) triangles incident on e, denoted by IncT (e). Each triangle maintains three pointers to its three boundary edges, e1, e2 and e3, and three pointers to its position in these incident lists, IncT (e1), IncT (e2) and IncT (e3). Similarly, a vertex v maintains a list of triangles having v as middle-vertex, and each triangle stores a pointer to its position in the corresponding list. Adding or removing a triangle takes O(1) time. The total size of the data structure is O(|V |+|E|+|T |). (a) (b) (c) Figure 2 : (a) Collapse(t) with t = (e1, e2, e3). All points from t on the same contour (e.g, segment xy) collapse onto its corresponding point on edges e1 or e2 (e.g, point y). (b) Edge e3 has three incident triangles other than t. (c) Each incident triangle of e3, say rp1p2, will be split into two ( rp1q , rp2q with f (q) = f (q )).
The Collapse Operation
A fundamental operation of our algorithm is the Collapse(t) procedure defined for a triangle t. Let e1 and e2 be the edges of t incident on q = mid(t), and let e3 be the edge of t opposite q. Since e3 is the spanning edge of t, no two points in e1 ∪ e2 share the same function value. Procedure Collapse(t) collapses t by mapping {x ∈ t : f (x) = f (y)} to the point y ∈ e1 ∪ e2. See Figure 2 (a) for an illustration.
Collapsing t splits all the other triangles incident on the spanning edge e3. Let σ = (e3, e4, e5) be a triangle incident on e3, where e4 shares a vertex with edge e1 ∈ t and e5 shares a vertex with edge e2 ∈ t. Triangle σ has a vertex r opposite e3. We add the edge e6 with endpoints q, r and replace σ with triangles (e1, e4, e6) and (e2, e5, e6). See Figure 2 (c). We refer to σ as a splitting triangle. Every incident triangle to edge e3 other than t itself is a splitting triangle. We remark that one should consider simplicial complexes in this paper as abstract simplicial complexes. After the collapse operation, it is possible that the geometric realization of the new complex in the embedding Euclidean space may have self-intersections. Because the complexes created by Procedure Collapse are not necessarily simplicial, a triangle σ incident to the spanning edge e3 of t may have the same vertices as the collapsing triangle t (i.e, r = q in Figure 2 (c) ). In this case, edges e1 and e4 may be the same edges or they may be "double" edges, sharing the same endpoints but nevertheless distinct. Similarly, edges e2 and e5 may be the same edges or they may be distinct double edges. For example, in the figure on the right, there are two edges e2 and e5 between q and p2 and two triangles with the same set of vertices q, p1, p2. One triangle has edges e1, e3 and e2 while the other one has edges e1, e3 and e5.
In the case where σ and t share the same vertices, collapsing t and splitting σ would create two degenerate triangles, spanned by edges e1 and e4, and by edge e2 and e5, respectively. Instead of creating such degenerate triangles, if edges e1 and e4 are the same edge, then no new triangle is created and nothing is done. If they are distinct double edges, then we simply identify these two edges. Similarly, if edges e2 and e5 are distinct, then we identify e2 and e5. In each case the algorithm calls a procedure to merge the two edges and their data structures into a single edge. In the previous example on the right, triangle t1(e2, qu, up2) is incident to edge e2 while triangle t2(e5, qw, wp2) is incident to edge e5. Collapsing triangle t(e1, e2, e3) causes the deletion of triangle σ(e1, e5, e3) and the identification of edge e5 with e2. After the identification of e2 and e5, both t1 and t2 are incident to edge e2 and edge e5 is removed. The pseudo-code of Procedure Collapse is described in Figure 3 .
Finally, let K1 and K2 denote the complex before and after Procedure Collapse(t). Note that K1 and K2 share the same set of vertices V , and each cell in K2 is still a simplex. Let e1 and e2 be the edges of t incident on mid(t). Procedure Collapse(t) induces a continuous surjection φt : |K1| → |K2| where φt(y) = y if y / ∈ t, and φt(y) = φt(x) if y ∈ t and x ∈ e1 ∪ e2 with f (x) = f (y). Since each cell in K2 is still a simplex, it can be shown that the function ft : |K2| → IR defined as ft := f •φt is exactly the piecewise-linear function on K2 induced by the function values f (v) at v ∈ V . We thus abuse the notation slightly and still refer to ft as f . Lemma 4.1 Let K1 and K2 denote the complex before and after a collapse operation. The augmented Reeb graphs remains the same; that is,
Proof. Let Φ2 : |K2| → RK 2 (f ) be the surjection mapping K2 to its Reeb graph. Set Φ = Φ2 • φt. Function Φ maps each connected component of a level set to a distinct point. Thus RK 2 (f ) equals RK 1 (f ).
Vertex-collapse with respect to q. A vertex-collapse w.r.t a vertex q, denoted by SeqCollapse(q), refers to a sequence of collapse operations for all triangles with q being the middle vertex. These triangles may include new triangles created from earlier collapse operations involving q. In fact, it is necessary that one of the two new triangles created by every splitting triangle during Collapse(t) will have q as the middle vertex, and thus may be later destroyed while executing SeqCollapse(q). For example, in Figure 2 (c), the triangle qp1r may be later also collapsed in SeqCollapse(q).
Procedure Collapse(t) (1) remove triangle t (2) let q = mid(t), and e3 = (p1, p2) the spanning edge of t (3) let e1 = (q, p1) and e2 = (q, p2) be the edges of t incident on q (4) merge all edges identified with e3 (5)
For (every σ incident to e3 and σ = t) (6) set r be the vertex of σ opposite to e3 (7) let e4 = (r, p1) and e5 = (r, p2) be the edges of σ incident on r 17) remove edge e3; Proof. Each splitting triangle σ will create two new triangles σ1 and σ2. The key observation is that the two extreme vertices of σ (i.e, the vertex with largest and smallest function values) remain extreme in the new triangles. Hence after Procedure SeqCollapse(q) (at which point q is not the middle-vertex of any triangle), no subsequent collapse operation can change q from being an extreme vertex of some triangle to being the middle vertex of another triangle. The claim then follows.
Identifying Edges
The last components to be described are identifyEdges(e, e ) in Steps (9) and (10) of Procedure Collapse and the merging of these edges in Step (4) in Figure 3 . The simplest way to implement identifyEdges is to traverse the lists of triangles, IncT (e) and IncT (e ), merging the two lists into one and updating the incident triangles. However, this merging and updating associated data-structures of incident triangles takes time proportional to the length of one of the two lists. If the simplicial complex is a 2-manifold, then each list IncT (e) never has more than two elements (see Appendix A). However, for a general simplicial complex, each such list may grow very long, say O(|T |), and it is not clear how to merge two lists in amortized O(1) time, which is required to obtain our desired time complexity
1 . Hence to ensure that Steps (9) and (10) do not take too much time, we use a "lazy" identification procedure.
Specifically, instead of merging e, e and their associated data structures, identifyEdges(e, e ) simply records the identity relation between e and e . Each edge has a list of edges with which it has such a relation. Calling identifyEdges(e, e ) adds e to the list of e and adds e to the list of e.
The actual merging of edges only occurs in Step (4) of Procedure Collapse. All the edges identified transitively with the spanning edge e3 and their associated incident triangle lists are merged with e3. Note that e3 is removed at the end of the call to Collapse(t). All the edges identified with e3 and all the triangles incident on those edges are also removed in this call. Thus, each edge is only involved in one merge operation.
The Randomized Algorithm
Algorithm RandReeb(K, f ) randomly permutes vertices of K and performs SeqCollapse(v) for each vertex v in the permuted order. Because of lazy edge identification, some edges may be identified but not yet merged. As a final step, RandReeb merges these edges using a linear scan.
Termination. Algorithm RandReeb calls, for every vertex v of K, Procedure SeqCollapse(v), which subsequently calls procedure Collapse(t) for each triangle t whose middle vertex is v. Procedure Collapse(t) can create new trian-gles whose middle vertex is v. However, as we will show later, each triangle split during SeqCollapse(v) can create at most one new triangle that survives after SeqCollapse(v). Hence the number of such triangles is bounded by the number of triangles intersected by the level set f − (v). Therefore, SeqCollapse(v) creates only a finite number of new triangles and Algorithm RandReeb terminates.
Correctness.
Let (v1, v2, . . . , vn) be the vertices of K listed in their permuted order. At the i'th iteration of the algorithm, any triangle with middle vertex vi will be destroyed. By Claim 4.2, no new triangle can be created with middle vertex vi after the i'th iteration. Hence no triangle with middle vertex vi can remain at the end of the algorithm, for any i ∈ [1, n]. Thus, Algorithm RandReeb constructs a graph G = (V, Er), possibly with multiple edges having the same endpoints. Finally, note that our algorithm consists of simply a sequence of Collapse procedures. By Lemma 4.1, Procedure Collapse does not change the Reeb graph. Thus, the final outcome, which is itself a graph, is exactly the augmented Reeb graph RK (f ). 
Time Complexity
The worst case time complexity of the above randomized algorithm RandReeb(K, f ) is Ω(|V ||T |) even when K is a 2-manifold without boundary. A lower-bound example is shown in Figure 5 . In this example, we process the vertices {p1, p2, . . . , pn} in order. Each SeqCollapse(pi) will destroy all Θ(n) triangles of the form pi−1rj rj+1 and create Θ(n) triangles of the form pirjrj+1. Simple modifications of this example give a worst case Ω(|V ||T |) bound for a 2-manifold without boundary.
We now claim that for an arbitrary simplicial 2-complex K, the expected running time of RandReeb is O(m log n), where m is the size of K and n is the number of vertices. Below we first argue that each Collapse procedure takes time proportional to the number of triangles it collapses and splits. We then bound the (expected) total number of triangles that will ever be collapsed or split.
One collapse operation. Given a triangle t = (e1, e2, e3) with spanning edge e3, Collapse(t) destroys all k = |IncT (e3)| triangles incident to edge e3, and creates at most 2(k − 1) new triangles. Destroying the triangle t itself takes O(1) time. Consider a splitting triangle σ incident to e3. If σ and t do not share the same vertices, then splitting σ creates two new triangles, which can be done in O(1) time. If they share the same vertices, then edges e1 and e4 (or e2 and e5) may need to be identified. Using lazy edge identification, the identity relation between e1 and e4 is recorded in O(1) time. Thus Steps (5)-(17) run in time O(k).
Step (4) merges all the edges identified with e3, as well as their lists of incident triangles. Since each incident triangle merged becomes an entry in IncT (e3), merging all incident triangles takes O(|IncT (e3)|) = O(k) time. The cost of finding and merging all edges identified with e3 in a transitive way is proportional to the total number of identify-relations recorded in all these edges. We charge the cost of processing each entry to the cost of creating this identity relation in Steps (9) and (10). Since each identity relation, once processed, will be destroyed, each Step (9) or (10) is charged at most once. Thus bounding the total time of Steps (5)- (17) over all calls to Procedure Collapse bounds also the total time for Step (4).
Overall analysis. The above analysis says that the total time for all executions of
Step (4) is bounded by the total time for all executions of Steps (5)- (17) . Hence the total number of triangles ever destroyed provides an upper bound for Algorithm RandReeb. We now focus on bounding total number of triangles ever destroyed.
Note that a triangle σ can be destroyed either by performing Collapse procedure on this triangle itself, or by splitting it while collapsing some other triangle. We call σ a collapsing triangle in the former case, and a splitting triangle as usual in the latter case.
If σ is a collapsing triangle, then it will not create any new triangle. Now suppose σ is split while performing Procedure Collapse(t). If σ shares the same vertices with t, then we call it a degenerate splitting triangle. In this case, it will not create any further triangle either, only potentially identityrelations between edges. Otherwise, σ is a non-degenerate splitting triangle, and creates two new triangles σ1 and σ2.
Exactly one of these two new triangles, say σ2, shares the middle-vertex q = mid(t) with t (e.g, qp1r in Figure 2 (c) ). Hence σ2 will be destroyed within the same SeqCollapse(q) operation as t, either being collapsed or split. In fact, if σ2 is destroyed by splitting, then it must be that σ2 is destroyed when the algorithm collapses another triangle t that shares the same vertices as σ2 (which is q and the vertices of the common edge between σ and t ). In this case σ2 has to be a degenerate splitting triangle. This means, whether σ2 is a collapsing or a splitting triangle, it will be destroyed within Procedure SeqCollapse(q), and will not create any new triangle. The other new triangle σ1 will remain untouched throughout the SeqCollapse(q) operation.
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We now charge the existence of the shortlived triangle σ2 to σ. We say that σ1, the triangle survived the SeqCollapse(q) operation, is the child of the splitting triangle σ, and σ is the parent of σ1. If σ1 turns out to be also a collapsing triangle, we charge it to σ as well. In summary, each splitting triangle has at most one child, and can be charged at most twice. These relations are illustrated in the right figure, where 'NS', 'DS' and 'C' stand for non-degenerate splitting, degenerate splitting, and collapsing triangles, respectively. Solid segments indicate parent-child relations, and dotted segments indicate charging relations.
Note that the parent-child relations induce a collection of directed paths (the solid path in the right figure is one ex-ample). Each such path starts with a triangle t ∈ T from the original complex K, consists of a sequence of non-degenerate splitting triangles descended from t, and ends with either a collapsing triangle or a degenerate splitting triangle. We call such a path the descendant-path with head t. There are exactly |T | number of descendant-paths, each headed by an original triangle from K. If an original triangle is a collapsing triangle, then its descendant-path has length 1 (containing only itself). Every non-degenerate splitting triangle belongs to exactly one descendant-path. The total size of these paths upper-bounds the total number of splitting and collapsing triangles ever existed. We now bound the expected length of each descendant-path. If we perform SeqCollapse(v) for any vertex v ∈ Vσ, then, the triangle σ will either be collapsed (thus terminating the descending-path it lies in), or be split. In the latter case, the span of its child σ1 is either [I1, I(v)] or [I(v), I2]. In either case, Span(σ1) is strictly contained in the span Span(σ) of its parent σ, and the range of σ1 is the subsequence of rg(σ) contained in Span(σ1). Furthermore, if we choose v randomly from Vσ, then with constant probability, the size of rg(σ1) (thus also of Vσ 1 ) is at most half of that of rg(σ). Thus intuitively, it can be further split O(log |Vσ|) = O(log |V |) expected number of times.
This can be made more precise by a standard probabilistic analysis using indicator functions for the size of the range that may appear in a dependent-path with a fixed head. Alternatively, this can be seen by thinking of this splitting process as building a randomized binary search tree, where splitting σ against a vertex q ∈ Vσ corresponds to insert a random key I(q). At each node of the tree, we record the range of keys in its subtree. The sequence of ranges of triangles on the descendant-path with head σ corresponds to ranges of nodes along some tree path in a randomly built binary tree over keys rg(σ). Since the expected height of such a tree is O(log |rg(σ)|) = O(log |V |) [10] , the dependent path has expected length of O(log |V |). Since there are |T | number of descendant-paths, putting everything together, we conclude with our main result: 
Variations
2-manifolds. When K is the triangulation of a 2-manifold, there is no need to use lazy edge identification. Thus Algorithm RandReeb can be simplified while retaining its O(|V | log |V |) expected running time. The details can be found in Appendix A.
Using potential critical points. As we sweep K in increasing function values, the 0-th homology of the level sets does not change till some "critical" moments (corresponding to nodes in the Reeb graph). For example, if |K| is a manifold and f is a Morse function, then these critical moments correspond to a certain subset of critical points of f . Instead of applying the SeqCollapse(v) to all the vertices of K, we need only apply it to the "critical" vertices of K.
Specifically, we identify a subset of vertices Vc ⊆ V which we call potential critical points, randomly permute them, and then apply Procedure SeqCollapse to only these vertices in their permuted order. The resulting complex is not a graph, but it turns out that the Reeb graph can be easily extracted from this complex in linear time. The time complexity of running RandReeb using only the potential critical vertices is O(m log |Vc|) = O(m log n). In the worst case, this running time is the same as the running time when all vertices are processed, but the revised algorithm is faster when |Vc| is substantially smaller than m. The details are in Appendix B.
EXPERIMENTS
We implemented Algorithm RandReeb() using the version where we only collapse w.r.t potential critical points as discussed in Section 4.5. In our experiments, this usually improves the running time of the version that processes all points by 10%-50%. Experiments are conducted on a standard desktop with a 64-bit 3.16 GHz Intel Core 2 Duo CPU and 8 GB of RAM.
Data sets. The tetrahedral meshes are downloaded from AIM@SHAPE database [1] , and were used in previous papers [11, 29] . For non-manifold data set, the Simulation data is obtained by constructing the Rips complex from a set of high-dimensional points, where each point corresponds to a protein conformation produced by a molecular simulation process [19] . The function value at a point is the energy of the corresponding protein conformation. The Camel data is the Rips complex constructed from an incomplete point clouds of a camel model. The function value is the heatsignature defined in [26] . The Hand data is obtained from AIM@SHAPE database.
Performance comparison. We compare the performance of our algorithm with that of two state-of-the-art algorithms: the output-sensitive algorithm proposed in [11] , denoted by OS, and the loop-surgery algorithm proposed in [29] , denoted by LS. Algorithm OS can handle arbitrary simplicial complexes. We use the original implementation of OS, denoted by OS-v1, as well as a very recent improved implementation that we just obtained 2 , denoted by OS-v2, both kindly provided by the authors of [11] . Algorithm LS processes only tetrahedral meshes modeling 3-manifolds with boundary embedded in IR 3 . We use published running times reported in [29] , which were obtained on a computer of similar configuration as ours. Time for our algorithm is averaged over 5 runs. Table 2 : Entries marked with * are unavailable. Vc is the set of potential critical points used by our algorithm. Table 2 compares the running times of the three algorithms on a set of tetrahedral meshes (i.e, 3-manifolds with boundary embedded in IR 3 ) used in previous papers [11, 29] , and on a set of non-manifold simplicial complexes.
Our algorithm outperforms both implementations of algorithm OS in almost all cases. Algorithm LS is specifically designed for 3-manifolds with boundary embedded in IR 3 and gives superior performance on all tetrahedral meshes.
Both our algorithm and algorithm LS identify and use a few potential critical points. Based on a nice observation about 3-manifolds embedded in IR 3 , Algorithm LS processes only critical points which form a loop in the Reeb graph of the boundary of the 3-manifold. Thus its running time depends on the number of loops in this Reeb graph. While [29] reported timing results for some tetrahedral meshes whose boundary Reeb graphs contained 30-80 such loops, these data sets are not in the public domain. The tetrahedral mesh data sets listed in Table 2 all have 0 or 1 loops. Since the observation used in [29] does not hold for arbitrary simplicial complexes, Algorithm RandReeb needs to consider a much larger set of potentially critical points, not just the ones contributing to loops in the Reeb graph of domain boundary. The number of such points are on the order of several thousands in the data sets we tested. (See column 4 in Table 2 ). Let Cq denote the connected component of f −1 (q) that contains vertex q. AvgSeq is a lower bound on the number of times that a triangle intersects Cq for all potential critical points q. Thus each triangle in the Fighter data set intersects an average of (at least) 1138 such connected components. This may in some sense explain the performance difference between our algorithm and algorithm OS from [11] , as it may process a triangle every time it is intersected by such a connected component.
Dataset

CONCLUSION
In this paper, we proposed the first algorithm to compute the Reeb graph for an arbitrary simplicial complex in near linear time (although in expectation). The algorithm is simple to implement and performs reasonably well in practice.
It will be interesting to see whether one can further improve the practical performance of the current algorithm, while still maintaining its simplicity. Another open question is how to simplify the Reeb graph efficiently in O(n log n) time as well, where n is the number of edges in the final Reeb graph. This boils down to computing the topological features and their importance for the Reeb graph. There is a natural way to pair up nodes of Reeb graph [2] governed by the extended persistence [8] . However, the best algorithm to compute this pairing takes O(n log 2 n) by the data-structure proposed in [15] . It will be interesting to see whether there is a simple procedure to compute it in O(n log n) time.
Claim A.1 If K is the triangulation of a 2-manifold (with or without boundary,) then |IncT (e)| ≤ 2 for any edge e in any intermediate complex produced by RandReeb(K, f ).
Proof. The claim holds at the beginning for K, since its underlying space is a 2-manifold. Let IncT K (e) denote the incident list of an edge e in an intermediate complex K . Let K1 and K2 be the complex before and after a Collapse(t) operation with t = (qp1p2) and q = mid(t). Recall Figure  2 . Procedure Collapse(t) will collapse t and split all the other k − 1 triangles incident to the edge p1p2, where k = |IncTK 1 (p1p2)| ≤ 2. In other words, there is at most one triangle we split, say, it is σ = p1p2r. If r = q, then after the collapse operation, edge qp1 will lose one incident triangle (which is t), but gain one incident triangle as well. Hence |IncTK 2 (qp1)| = |IncTK 1 (qp1)| − 1 + (k − 1) ≤ 2 as both |IncTK 1 (qp1)| and k are bounded by 2. The same argument holds for edge qp2. The edge p1r (resp. p2r) of the splitting triangle σ will lose one triangle (i.e, σ) in its incident list, but gain one triangle qp1r (resp. qp2r). Hence the size of its incident list remains the same. In the case that r = q and a pair of double edges e1 and e2 are identified, we have that |IncTK 2 (e1)| = |IncTK 1 (e1)| − 1 + |IncTK 1 (e2)| − 1 ≤ 2. The claim thus holds at any time during the algorithm.
B. USING POTENTIAL CRITICAL POINTS
Algorithm RandReeb is conceptually simple and easy to implement. However, it ignores any property that input data may have. Specifically, observe that as we sweep K in increasing function values, the H0 homology of the level sets does not change till some "critical" moments (corresponding to nodes in the Reeb graph). For example, if the |K| is a 2-manifold (resp. d-manifold) and f is a Morse function, then these critical moments correspond to the set of critical points (resp. a certain subset of critical points) of f . Thus it seems wasteful that we perform Procedure SeqCollapse for all vertices in K, even though many of them do not carry key information. We thus present a revised algorithm RandReeb() to potentially reduce the number of Collapse operations. First, we say that a simplex α1 is lower (resp. higher ) than another simplex α2, if for any two points x and y in the interior of α1 and α2 respectively, we have that f (x) < f (y) (resp. f (x) > f (y)). Given a vertex v ∈ K, its lower star (resp. upper star ) is the union of the interior of simplices incident to v which are lower (resp. higher) than v. See the right figure for an example: The left illustration shows the closure of all simplices incident to the empty dot, and the right one shows its lower star, which contains three components. We say that a vertex v ∈ K is a potential critical point if its lower star or upper star has more than one component. It is easy to verify that the pre-image of any node in the Reeb graph RK (f ) necessarily contains a potential critical point. The inverse is not true -the image of a potential critical point v may be a monotonic degree-2 point in the interior of an arc of RK (f ).
We now modify Algorithm RandReeb(K, f ) as follows. First, we compute the set of potential critical vertices Vc ⊆ Figure 6 : Performing Procedure Collapse only to the four potential critical points (empty dots).
V . In the second step, we randomly permute vertices in Vc and perform Procedure SeqCollapse for only these vertices. Let K denote the resulting complex after these SeqCollapse operations. By Lemma 4.1, K shares the same Reeb graph as K; that is, R K (f ) = RK (f ). Furthermore, the following result suggests that K almost has the structure of its Reeb graph, even though it is not yet a graph.
Lemma B.1 Let Φ f : |K | → R K (f ) be the continuous surjection from |K | to its Reeb graph. For every point v ∈ V , there is a one-to-one correspondence between components in the upper-star of v in K and the up-branches of Φ f (v) in R(f ). Similarly, there is a one-to-one correspondence between components in the lower-star of v in K and the lower-branches of Φ f (v) in R(f ).
See Figure 6 for an example where the underlying domain of input simplicial complex is a torus. There are four potential critical points in Vc in this case (empty dots). Consider the lower saddle point p. Note that its lower star in the input manifold has two components. After performing SeqCollapse for all points in Vc in K (middle figure) , the lower star of p has only one component, just like in the final Reeb graph (right figure).
Lemma B.1 states that the local neighborhood of every vertex in K has the same connected component information as its image in the final Reeb graph R(f ). Hence in the third step of the algorithm, we use K to connect vertices in Vc to obtain the Reeb graph of f 3 . In particular, for every v ∈ Vc and for each component of its upper star, we start an upward path by connecting v to an arbitrary vertex v of K in the closure of that component. We then connect v to an arbitrary vertex v connected to v by an edge and with a higher function value. We continue this tracing until we reach another potential critical vertex from Vc. Note that any intermediate vertex we reach along this upward path can have only one component in its upper star (as otherwise, this vertex should be in Vc and the tracing is terminated). It follows from Lemma B.1 that the resulting graph consisting of the upward tracing paths is the Reeb graph of f .
It is easy to see that the expected time complexity of the revised algorithm RandReebis O(m log |Vc|) = O(m log n). In worst case this is the same as as the running time when processing all vertices, but is faster when Vc is substantially smaller than n.
