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Abstract—Quaternion-valued signal processing has received
increasing attention recently. One key operation involved in
derivation of all kinds of adaptive algorithms is the gradient
operator. Although there have been some derivations of this
operator in literature with different level of details, it is still not
fully clear how this operator can be derived in the most general
case and how it can be applied to various signal processing
problems. In this work, we will give a general derivation of the
quaternion-valued gradient operator and then apply it to two
different areas. One is to combine with the classic computational
fluid dynamics (CFD) approach in wind profile prediction and
the other one is to apply the result to the adaptive beamforming
problem for vector sensor arrays.
I. INTRODUCTION
Recently, quaternion-valued signal processing has been in-
troduced to solve problems related to three or four-dimensional
signals, such as vector-sensor array signal processing [1],
[2], [3], and wind profile prediction [4], [5]. In many of
the cases, the traditional complex-valued adaptive filtering
operation needs to be extended to the quaternion domain
to derive the corresponding adaptive algorithms. One key
operation involved in derivation of quaternion-valued adaptive
algorithms is the gradient operator. Although there have been
some derivations of this operator in literature with different
level of details, it is still not fully clear how this operator can
be derived in the most general case and how it can be applied
to various signal processing problems.
In this work, we will give a general derivation of the
quaternion-valued gradient operator and then implement this
into two different applications. One case is to combine with the
classic computational fluid dynamics (CFD) approach in wind
profile prediction. Wind profile prediction is a classical signal
prediction problem, and we can try to solve it using traditional
linear and nonlinear (neural networks) prediction techniques.
On the other hand, wind/atmospheric flow analysis is also a
traditional problem in CFD, which employs conservation laws,
various physical models and numerical methods to predict
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wind signals. It might be more accurate compared to other
approaches, but not without disadvantages. For example, it
is time-consuming with high computational complexity, and it
also contains uncertainties/errors in initial/boundary conditions
as well as models. Therefore, we intend to combine the two
approaches in a way that retains the efficiency of the former
and the accuracy of the latter. As a preliminary study, we will
apply a quaternion-valued linear predictor to the data generated
by the CFD method to show the feasibility of the combined
approach.
Another application of quaternion is the adaptive beamform-
ing problem in vector sensor arrays. Adaptive beamforming
has been studied extensively in the past for traditional sensor
array systems [6], [7]. With the introduction of vector sensor
arrays, such as those consisting of crossed-dipoles and tripoles,
adaptive beamforming has been extended to this area too [8],
[2]. A reference signal based adaptive beamformer will be set
up employing the derived quaternion-valued least mean square
(LMS) algorithm.
This paper is organized as follows. The general quaternion-
valued gradient operator is derived and then applied to develop
the quaternion-valued LMS (QLMS) as well as the augmented
QLMS (AQLMS) algorithms in Section II. Application of the
algorithms to the data generated by CFD is provided in Section
III, and their application in adaptive beamforming is studied
in Section IV. Simulation results are presented in Section V
and conclusions are drawn in Section VI.
II. DERIVATION OF A QUATERNION-VALUED GRADIENT
OPERATOR AND ADAPTIVE FILTERING
A. Differentiation with respect to a quaternion-valued vector
We first introduce the definition of differentiation with
respect to a quaternion q. Assume that f(q) is a function of
the quaternion variable q, expressed as
f(q) = fa + ifb + jfc + kfd , (1)
where f(q) is in general quaternion-valued. f(q), as well as
its components fa(q), fb(q), fc(q), and fd(q), can be viewed
as functions of qa, qb, qc and qd, which can be expressed in
terms of q and its involutions [9]:
qi = −iqi = qa + qbi− qcj − qdk
qj = −jqj = qa − qbi+ qcj − qdk
qk = −kqk = qa − qbi− qcj + qdk. (2)
As a consequence, we have
qa =
1
4
(q + qi + qj + qk) , qb =
1
4i
(q + qi − qj − qk)
qc =
1
4j
(q − qi + qj − qk) , qd =
1
4k
(q − qi − qj + qk)
(3)
and
q + iqi+ jqj + kqk = −2q∗
q − iqi− jqj − kqk = 4qa. (4)
Given the above relations between the involutions and the
real and imaginary parts of q, f(q) can be regarded as a
function of q, qi, qj and qk. Therefore, in what follows,
we consider generally a function of q and the involutions,
i.e., f(q, qi, qj , qk). Using the Taylor expansion of f , the
differential df is given by
df =
∂f
∂q
dq +
∂f
∂qi
dqi +
∂f
∂qj
dqj +
∂f
∂qk
dqk (5)
Note ∂f/∂q and dq are both quaternion, therefore they do not
commute. On the other hand, df = dfa + idfb + jdfc + kdfd.
Since dfa is the differential of a real function of real numbers
qa, qb, qc and qd, we have
dfa(qa, qb, qc, qd)
=
∂fa
∂qa
dqa +
∂fa
∂qb
dqb +
∂fa
∂qc
dqc +
∂fa
∂qd
dqd
=
∂fa
∂qa
[
1
4
(dq + dqi + dqj + dqk)]
+
∂fa
∂qb
[
1
4i
(dq + dqi − dqj − dqk)]
+
∂fa
∂qc
[
1
4j
(dq − dqi + dqj − dqk)]
+
∂fa
∂qd
[
1
4k
(dq − dqi − dqj + dqk)]
=
1
4
(
∂fa
∂qa
− i
∂fa
∂qb
− j
∂fa
∂qc
− k
∂fa
∂qd
)dq
+
1
4
(
∂fa
∂qa
− i
∂fa
∂qb
+ j
∂fa
∂qc
+ k
∂fa
∂qd
)dqi
+
1
4
(
∂fa
∂qa
+ i
∂fa
∂qb
− j
∂fa
∂qc
+ k
∂fa
∂qd
)dqj
+
1
4
(
∂fa
∂qa
+ i
∂fa
∂qb
+ j
∂fa
∂qc
− k
∂fa
∂qd
)dqk (6)
Similar expressions for idfb, jdfc, kdfd can be derived in the
same way. The sum of the four expressions give an expressions
for df . Comparing the resulted expression with equation (5),
we observe that the coefficient for dq should be the same,
hence:
∂f
∂q
=
1
4
(
∂fa
∂qa
− i
∂fa
∂qb
− j
∂fa
∂qc
− k
∂fa
∂qd
)
+
i
4
(
∂fb
∂qa
− i
∂fb
∂qb
− j
∂fb
∂qc
− k
∂fb
∂qd
)
+
j
4
(
∂fc
∂qa
− i
∂fc
∂qb
− j
∂fc
∂qc
− k
∂fc
∂qd
)
+
k
4
(
∂fd
∂qa
− i
∂fd
∂qb
− j
∂fd
∂qc
− k
∂fd
∂qd
)
=
1
4
(
∂f
∂qa
−
∂f
∂qb
i−
∂f
∂qc
j −
∂f
∂qd
k) (7)
Therefore, ∂f(q)
∂q
is given by
∂f(q)
∂q
=
1
4
(
∂f(q)
∂qa
−
∂f(q)
∂qb
i −
∂f(q)
∂qc
j −
∂f(q)
∂qd
k) (8)
Expressions for ∂f/∂qi, ∂f/∂qj and ∂f/∂qk can be derived
similarly. Note that, in general ∂f(q)/∂qb is a quaternion,
therefore ∂f(q)/∂qbi 6= i∂f(q)/∂qb, i.e., the two factors do
not commute. The same argument applies to the last two terms
in equation (8).
f(q) can also be viewed as a function of q∗ and its
involutions. Following the same arguments, we can also find
the derivative of f(q) with respect to q∗, which is given by
∂f(q)
∂q∗
=
1
4
(
∂f(q)
∂qa
+
∂f(q)
∂qb
i +
∂f(q)
∂qc
j +
∂f(q)
∂qd
k) (9)
where q∗ = qa − qbi− qcj − qdk.
With these results, we can then calculate the derivatives
of some simple quaternion functions. For example, we easily
obtain
∂q
∂q
= 1,
∂q
∂q∗
= −
1
2
. (10)
On the other hand, the product rule is not true in general due
to the non-commutativity of quaternion products. However,
it holds for the differentiation of quaternion-valued functions
to real variables. Suppose f(q) and g(q) are two quaternion-
valued functions of the quaternion variable q, and qa is the
real variable. Then we can have the following result
∂f(q)g(q)
∂qa
=
∂
∂qa
(fa + ifb + jfc + kfd)g
=
∂fag
∂qa
+ i
∂fbg
∂qa
+ j
∂fcg
∂qa
+ k
∂fdg
∂qa
= (fa
∂g
∂qa
+
∂fa
∂qa
g) + i(fb
∂g
∂qa
+
∂fb
∂qa
g)
+j(fc
∂g
∂qa
+
∂fc
∂qa
g) + k(fd
∂g
∂qa
+
∂fd
∂qa
g)
= (fa + ifb + jfc + kfd)
∂g
∂qa
+(
∂fa
∂qa
+ i
∂fb
∂qa
+ j
∂fc
∂qa
+ k
∂fd
∂qa
)g
= f(q)
∂g(q)
∂qa
+
∂f(q)
∂qa
g(q) (11)
When the quaternion variable q is replaced by a quaternion-
valued vector w, given by
w = [w1 w2 · · · wM ]
T (12)
where wm = am + bmi + cmj + dmk, m = 1, ...,M , the
differentiation of f(w) with respect to w can be derived using
a combination of (8) as follows
∂f
∂w
=
1
4


∂f
∂a1
− ∂f∂b1 i−
∂f
∂c1
j − ∂f∂d1 k
∂f
∂a2
− i ∂f∂b2 i−
∂f
∂c2
j − ∂f∂d2 k
.
.
.
∂f
∂aM
− ∂f∂bM i−
∂f
∂cM
j − ∂f∂dM k

 (13)
Similarly, we define ∂f
∂w∗
as
∂f
∂w∗
=
1
4


∂f
∂a1
+ ∂f∂b1 i +
∂f
∂c1
j + ∂f∂d1 k
∂f
∂a2
+ ∂f∂b2 i +
∂f
∂c2
j + ∂f∂d2 k
.
.
.
∂f
∂aM
+ ∂f∂bM i +
∂f
∂cM
j + ∂f∂dM k

 (14)
Obviously, when M = 1, (13) and (14) are reduced to (8) and
(9), respectively.
B. The QLMS algorithm
The output y[n] and error e[n] of a standard adaptive filter
can be expressed as
y[n] = wT [n]x[n] (15)
e[n] = d[n]− wT [n]x[n], (16)
where w[n] is the adaptive weight vector with a length of
M , d[n] is the reference signal, x[n] = [x[n − 1], x[n −
2], · · · , x[n −M ]]T is the input sample sequence, and {·}T
denotes the transpose operation. The cost function with the
quaternion-valued error is J0[n] = e[n]e∗[n]. Its gradient is
given by
∇w∗J0[n] =
∂J0[n]
∂w∗
(17)
∇wJ0[n] =
∂J0[n]
∂w
(18)
with respect to w∗[n] and w[n], respectively. According to
[10], [11], the conjugate gradient gives the maximum steepness
direction for the optimization surface. Therefore, the conjugate
gradient ∇w∗J0[n] will be used to derive the update of the
coefficient weight vector.
First we have
J0[n] = d[n]d
∗[n]− d[n]xH [n]w∗[n]− wT [n]x[n]d∗[n]
+wT [n]x[n]xH [n]w∗[n] (19)
For different parts, we obtain the following results
∂(d[n]d∗[n])
∂w∗[n]
= 0 (20)
∂(d[n]xH [n]w∗[n])
∂w∗[n]
= d[n]x∗[n] (21)
∂(wT [n]x[n]d∗[n])
∂w∗[n]
= −
1
2
d[n]x∗[n] (22)
∂(wT [n]x[n]xH [n]w∗[n])
∂w∗[n]
=
1
2
wT [n]x[n]x∗[n] (23)
Then we have the final gradient result
∇w∗J0[n] = −
1
2
e[n]x∗[n]. (24)
With the general update equation for the weight vector
w[n+ 1] = w[n]− µ∇w∗J0[n], (25)
we arrive at the following update equation for the QLMS
algorithm with step size µ
w[n+ 1] = w[n] + µ(e[n]x∗[n]). (26)
C. The AQLMS algorithm
Recently, to fully exploit the second-order statistics of the
signals, an augmented formulation of the data vector has
been proposed, first for complex-valued signals and then
for quaternion-valued ones. For complex-valued signals, the
augmented vector is composed of the original data and its
conjugate, while for the latter, due to existence of the three
perpendicular quaternion involutions, the choice for the aug-
mented vector is not unique. Without loss of generality, here
we adopt the simplest formulation by combining the data
vector x[n] and its conjugate x∗[n] to produce an augmented
vector xa[n] =
[
xT [n] xH [n]
]T [12], where {·}H is a combi-
nation of the operations of {·}T and {·}∗ for a quaternion. For
such a “widely linear” model, the quaternion-valued output for
the conjugate part of the input is given by
yˆ[n] = gT [n]x∗[n], (27)
where g[n] denotes the weight vector for the conjugate part of
the input x[n].
As to the AQLMS algorithm, the update of the weight vector
of the conjugate part g[n] can be found with the same method
as that of the QLMS in (26), i.e.
g[n+ 1] = g[n] + µ(e[n]x[n]). (28)
With the augmented weight vector ha[n] defined as
ha[n] =
[
wT [n] gT [n]
]T
, (29)
we obtain the following update equation
ha[n+ 1] = ha[n] + µ(ea[n]xa∗[n]) (30)
where ea[n] = d[n]− haT [n]xa[n].
III. APPLICATION TO CFD DATA
CFD is a branch of fluid mechanics. It uses numerical
approaches to solve fluid flow problems.
A. Fluid Dynamics Equations
The Navier-Stokes equations are the basis of fluid problems.
They are essentially the mathematical formulation of the
Newton’s second law applied to fluid motions. The general
expression of the equations is
ρ(
∂u
∂t
+ (u · ∇)u) = −∇P + η∆u (31)
where u is the fluid velocity at a particular spatial location at
a given time, P is the pressure and ρ is the fluid density.
The left hand side of the equation is the acceleration of
the fluid, whilst on the right side are (the gradient of) the
forces, including pressure and viscous force. Together with
the conservation of mass and suitable boundary conditions,
the Navier-Stokes equations can model a large class of fluid
motions accurately [13].
B. Turbulence
The second term on the left hand side of equation (31)
represents the contribution from the advection of fluid particles
to fluid acceleration, and is customarily called the inertial
force. The second term on the right hand side represents the
viscous force. The ratio of these two forces is defined as the
Reynolds number (Re). As it turns out, when Re is large,
the flows tend to become unstable and generate a spectrum
of high frequency components in the velocity signal. Such
a regime of fluid motions is called turbulence. Atmospheric
flows, including the wind fields around wind farms, are always
turbulence [14]. Due to the presence of the high frequency
components, the CFD calculation of the velocity signal in
turbulent wind fields becomes very time consuming unless
simplifying models are introduced.
C. Direct numerical simulation (DNS)
DNS solves the Navier-Stokes equations directly without
any turbulence models. The advantage of this method is that
it is simple as well as accurate with complete information.
However, the computational cost can be very high if Re is
large. Therefore, this method is not yet applicable to practical
situations, for example, the atmospheric flows we will deal
with [13]. Nevertheless, as a first step, we choose to use DNS
to generate the velocity signals in this study.
D. Data Generation Using CFD
The velocity signals are generated by DNS, where the
Navier-Stokes equations are solved using a pseudo-spectral
method. The CFD code is written in FORTRAN 90. Running
the code, we generate a time series of three dimensional
turbulent wind velocity fields in a 3-D periodic box. We
consider the flow field as an idealized wind field with the mean
velocity having been subtracted, and the signal normalized.
IV. APPLICATION TO ADAPTIVE BEAMFORMING
A. Quaternionic array signal model
A uniform linear array (ULA) with M crossed-dipole pairs
is shown in Fig. 1. These pairs are located along the y-
axis with an adjacent spacing d, and at each location the
d
 ...
θ
φ
y
z
x
Fig. 1. A ULA with crossed-dipoles.
two crossed components are parallel to x-axis and y-axis,
respectively. Assume there is a far-field incident signal with
direction of arrival (DOA) defined by the angles θ and φ
impinging upon the array from the y-z plane, so that φ = π/2
as well as φ = −π/2, and 0 ≤ θ ≤ π/2. As a result, the
spatial steering vector for the signal is expressed as
Sc(θ, φ) = [1, e−j2πdsinθsinφ/λ,
· · · , e−j2π(M−1)dsinθsinφ/λ]T (32)
where λ is the wavelength of the incident signal. For a crossed
dipole the spatial-polarization coherent vector can be given
by [15], [16]
Sp(θ, φ, γ, η) =
{
[−cosγ, cosθsinγejη] for φ = π/2
[cosγ,−cosθsinγejη] for φ = −π/2
(33)
where γ is the auxiliary polarization angle with γ ∈ [0, π/2],
and the η ∈ [−π, π] is the polarization phase difference.
The array structure can be divided into two sub-arrays. One
is parallel to the x-axis and the other is parallel to the y-axis.
The complex-valued steering vector of the x-axis sub-array is
given by
Sx(θ, φ, γ, η) =
{
−cosγSc(θ, φ) for φ = π/2
cosγSc(θ, φ) for φ = −π/2
(34)
and for the y-axis it is expressed as
Sy(θ, φ, γ, η) =
{
cosθsinγejηSc(θ, φ) for φ = π/2
−cosθsinγejηSc(θ, φ) for φ = −π/2
(35)
Combining these two steering vectors together, we have a
quaternion-valued composite steering vector given as below
Sq(θ, φ, γ, η) = Sx(θ, φ, γ, η) + iSy(θ, φ, γ, η). (36)
The response of the array is
r(θ, φ, γ, η) = wHSq(θ, φ, γ, η) (37)
where w is the quaternion-valued weight vector.
B. Reference signal based adaptive beamforming
When a reference signal d[n] is available, adaptive beam-
forming can be implemented by the standard adaptive filter
structure, as shown in Fig. 2, where xm[n], m = 1, 2, · · · ,M
are the received quaternion-valued vector sensor signals,
.x [n]
−
d[n]
e[n]
1 w
+
[n]1
y[n]
.
.
.
xM[n] wM[n]
.
.
Fig. 2. Structure of a reference signal based adaptive beamformer.
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Fig. 3. Prediction results using the QLMS algorithm.
wm[n], m = 1, 2, · · · ,M are the corresponding quaternion-
valued coefficients, y[n] is the beamformer output and e[n] is
the error signal.
V. SIMULATION RESULTS
A. Scenario one
In this part, both the QLMS and the AQLMS algorithms are
applied to the wind data generated by CFD simulations with
a sampling frequency of 1 Hz. The parameters are as follows.
The step size is µ = 2.5×10−4 and the adaptive filter length is
L = 16. The prediction step is 2. The adaptive weight vector
is initialized as an all-zero vector. Fig. 3 and Fig. 4 show the
results for the QLMS and AQLMS algorithms, respectively.
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Fig. 4. Prediction results using the AQLMS algorithm.
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Fig. 5. Learning curve using the QLMS algorithm for adaptive beamforming.
As we can see from the results, both algorithms can track the
change of the wind speed signal effectively.
B. Scenario two
Now we run simulations for the adaptive beamforming
scenario. The vector sensor array with 10 crossed-dipoles and
half-wavelength spacing is considered to obtain the output
using the QLMS algorithm. The stepsize µ here is set to
be 1 × 10−6. A desired signal with 20 dB SNR impinges
from the broadside and two interfering signals with the signal
to interference ratio (SIR) of 0 dB arrive from 30◦ and
−20◦, respectively. All the signals have the same polarisation
of (γ, η) = (0, 0). The learning curve averaged over 100
simulation runs is shown in Fig. 5, where we can see the
normalised error has reached about -10 dB, indicating an
effective beamforming operation.
VI. CONCLUSION
In this paper, a general quaternion-valued gradient operator
has been derived in detail, based on which two adaptive algo-
rithms were developed including the QLMS and the AQLMS
algorithms. These algorithms were applied to two different
areas. One is to combine with the classic computational
fluid dynamics (CFD) approach in wind profile prediction
and the other one is to apply the result to the adaptive
beamforming problem for vector sensor arrays. Simulation
results have shown that the derived algorithms can work in
different scenarios effectively, highlighting the importance and
usefulness of the derived gradient operator. One important
note is that although there have been some derivations of this
operator in literature with different level of details, this is the
first time to give the most general form with a solid theoretical
basis.
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