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A generalization of the Hankel transformation is obtained from the expan- 
sion theorem for Hilbert spaces of vector valued entire functions [I] analogous 
to the Hilbert spaces of complex valued entire functions appearing in the 
theory of the Hankel transformation [2]. 
The coefficient space 97 is taken to be the two dimensional Hilbert space of 
column vectors in the Euclidean norm. A vector is always an element of this 
space. An operator is a two-by-two matrix with complex entries. A bar is 
used to denote the conjugate transpose of a rectangular matrix. Let A(x) and 
B(z) be operator valued entire functions such that B(z) x(g) = A(z) B(S), 
such that A(z) - 8(z) has invertible values in the upper half-plane, and 
such that A(x) + B(x) has invertible values in the lower half-plane. Assume 
that K(w, w) > 0 for all complex w, where 
K(w, z) = [B(z) J(w) - A(z) B(w)]/[7r(z - W)]. 
Let #(A, B) be the set of vector valued entire functions F(z) such that 
llF(t)lj2 = j+= I[&) - iB(t)]-1F(t)/2 dt < co, 
-02 
such that [A(z) - 8(z)]-lF( z is of bounded type and of nonpositive mean ) 
type in the upper half-plane, and such that [A(z) + S(z)]-lF(z) is of 
bounded type and of nonpositive mean type in the lower half-plane. Then 
%(A, B) is a Hilbert space which contains K(w, z) c as a function of z for 
every vector c and complex number w. The identity S(w) = (F(t), K(w, t) c) 
holds for every element F(z) of the space. 
The inclusion theory for spaces .#(A, B) uses Hilbert spaces whose 
elements are pairs of vector valued entire functions. The notation I is used 
for (i -t) considered as a matrix of operators. Let 
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be a matrix whose elements are operator valued entire functions of a. 
Assume that the identity 
and the inequality 
M(z) Im(q = I = M(z) mz(x) 
[M(x) m(x) - I]/(z - 2) >, 0 
are satisfied for all complex z. Then there exists a unique Hilbert space 
Z(M) whose elements are pairs (2{:!) f o vector valued entire functions 
such that the expression 
M(z)IM(w) - I 21 
274z - W) 0 v  
belongs to the space for all choices of vectors u and v and for all complex 
numbers w, and such that the identity 
holds for every element (F-(zJ +(*)) of the space. 
If X(44, B(a)) and =WM(a, 4) are g iven spaces, a space X(A(b), B(b)) 
exists such that 
(444, w, 4) = (4-4 4, % 4) w4 b> 4. 
The space &‘(A(a), B(u)) is contained in the space .#(A@), B(b)) and the 
inclusion does not increase norms. If there is no nonzero constant (t) in 
X(M(u, b)) such that A(a, a) u + B(a, a) w belongs to #(A(a), B(u)), then 
&‘(&a), B(u)) is contained isometrically in &‘(A@), B(b)). The transforma- 
tion 
is an isometry of .%?(M(u, b)) onto the orthogonal complement of 
WA(a), B(a)) in *(A(b), B(b)). 
If q.44, W) and .@(&), W)) are given spaces such that 
*(A(u), B(u)) is contained isometrically in #(A(b), B(b)), and if the trans- 
formation F(z) -F(w) takes &‘(A(u), B(u)) onto V for every complex 
number w, then the identity 
(44 4, w, 4) = Gqa, 4, m 4) M(a, b, 4 
holds for a unique matrix M(u, b, z) of operator valued entire functions such 
that a space X(M(u, b)) exists. 
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A construction of spaces Z’(Ik’) IS obtained using any continuous, non- 
decreasing function 
a(t) P(t) 
m(t) = C&t) y(t) 1 
oft > 0 whose values are self-adjoint matrices of operators. For each number 
a > 0 and for each complex number w, there exists a unique continuous 
function 
M(a, t, w> = &, t, w) (q &a, 4 w) a, 4 w) qa, t, w) 1 
of t > a, whose values are matrices of operators, such that the integral 
equation 
M(u, b, w) I - I = w I6 M(u, t, w) dm(t) 
n 
holds when b 2 a. A space S(M(u, b)) exists, M(u, b, 0) is the identity 
matrix, and M’(u, b, 0) I = m(b) - m(u). The identity 
M(u, c, z) = M(u, b, z) M(b, c, z) 
holds when a < b < c. 
The spaces appearing in the theory of the Hankel transformation admit 
homogeneous substitutions as isometries. 
THEOREM 1. Let Y be a given operator, v  + i; = 0. Let S(A, B) be a given 
space, A(0) = 1 and B(0) = 0, such that the transformation F(z) -F(O) 
takes the space onto GZ. Assume that the function ~~+*~F(uz) belongs to the space 
whenever F(z) belongs to the space, 0 < a < 1, and that it always has the same 
norm us F(z). Then the equations 
and 
zB’(z) + & vB(z) + 4 B(z) 6 = zA(z) ol’( 1) + zB(z) /3’( 1) 
- zA’(z) - 4 VA(X) + + A(z) v  - B(z) r’(l) = zA(z) ,8’(l) + zB(z) y’(l) 
are sutis$ed for a nonnegative matrix 
( 
4) B’(1) 
B’(1) r’(l) > 
of operators with no nonzero vector in the kernel of a’(l) and for a self-adjoint 
operator r’(1). 
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Another fundamental property of the Hankel transformation is given by 
its relationship to a second-order differential operator. 
THEOREM 2. In Theorem 1 assume that r’(1) = 0, that the fundons 
v2F(z) and zF”(z) + (1 + v)F’(x) belong to the space whenever F(z) belongs 
to the space, and that the identities 
and 
<v2F(t), G(t)) = <F(t), v2G(t)) 
C@“(t) + (1 + v)F’(t), G(t)) = (F(t), tG”(t) + (1 + v) G’(t)) 
hold for all elements F(z) and G(z) of the space. Then v2 commutes with A(z) 
and B(z), and there exist operators U and V, commuting with v2, such that 
DV = VU, and such that the equations 
E’(l) = UQ P’(1) = UT, y’(1) = VT 
are satisjed. The function D(z) = A(z) U + B(z) V has the power series 
expansion 
1 
“-l!(l+v)” ( 
vvu+ i3v 
2 z ) 
1 u ~vU+cw 2 
+ 2! (1 + v) (2 + v) ( 2 z -**.* 1 
There exists a unique Hankel space corresponding to any desired choice 
of the parameters U and V. 
THEOREM 3. Let v  be a given operator, v  + 5 = 0. If U and V are given 
operators, U invertible and OV = VU, there exist unique operator valued entire 
functions A(x) and B(z) such that A(0) = 1 and B(0) = 0 and such that the 
equations 
and 
xB’(z) + 4 vB(z) + 3 B(x) 3 = z[A(z) U + B(z) V] i7 
- zA’(z) - ; VA(Z) + & A(z) v  = z[A(z) U + B(z) V] v  
are satisJied. A space %(A, B) exists, and it satis$es the hypotheses of Theorems 1 
and 2. 
The Hankel expansion is a convolution over the multiplicative group of 
the real line. 
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THEOREM 4. If, in Theorem 3, f(t) is a square integrable, vector valued 
function of t > 0 which vanishes for t > 1, then 
d’(z) = jm tW(tz) f  (t) dt 
0 
belongs to #(A, B) and 
= lIF(W = ,, I f  @)I2 dt. 
Every element of %(A, B) is of th is f  orm. Let f  (t) and g(t) be square integrable, 
vector valuedfunctions of t > 0 which vanish for t > 1, and let F(z) and G(z) 
be the corresponding elements of &‘(A, B). The condition G(z) = zF(z) is 
necessary and su$kient that f(t) be (equivalent to) a differentiable function of 
t > 0 with absolutely continuous derivative such that 
g(t) = - q”(t) -f’(t) + a v2f(t)/t 
almost everywhere and such that sz tfvUg(t) dt = 0. The condition 
G(z) = af+*VF(az) is necessary and suficient that g(t) = a-*f (t/a) almost 
ev,erywhere. The condition G(z) = --S”(z) - (1 + V) F’(z) is necessary and 
suJ&nt that 
g(t) = #UI + UlV) tf(t) 
almost everywhere. The condition G(z) = v2F(z) is necessary and su@ient that 
g(t) = v2f(t) almost evmywhere. 
construction 
(zE+ EW)/2 
is of particular interest when the operator 
is unitary. The notation F(c; z) is used for the doubly 
confluent hypergeometric series 
z-2 
l + ik + 2! c(c + 1) + ***. 
THEOREM 5. If, in Theorem 3, 
for a nonzero number h, if 
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for distinct numbers LO+ and w- of absolute value one, and if 
ih(cG+ - 
- 1 
CL) if= 1, 1 , i 1 
then 
F( 1 + ih; - x) 
@(‘) = (F(1 - ih; - z) 
w+F(l + i/I; is) 
OJ-F( 1 - ih; z) 1 ’ 
I f  f  (t) is a square integrable function of real t which vanishes outside of ( 
then the vector valued function F(z) defined by 
and 
d+(z) = Jr WF(1 + iA; - tz) f  (t) dt 
I 
0 
+ w+ --m (- t)+F(l + ih; - tz)f(t)dt 
357 
1, 11, 
T&(Z) = Jm t+‘F( 1 - ih; - tz) f  (t) dt 
0 
+ W- (” (- t)-tihF(l - ih; - tz)f(t)dt 
--cu 
belongs to X(A, B), and 
5~ \iWlla = j-+m I f(W dt. 
-m 
Every element of .%(A, B) is of this form. Let f  (t) andg(t) be square integrable 
functiotls of real t which vanish dartside of (- 1, l), and let F(z) and G(x) be the 
corresponding elements of .%(A, B). Th e condition G(z) = zF(z) is necessary 
and su$%ient that f(t) be (equivalent to) a dr$jerentiable function of t # 0, 
with absolutely continuous derivative, such that 
g(t) = V(t) + f  ‘(t) + t wtvt 
for almost all t, such that 
F/i[tf’(t) - &If(t)] (- t)fiA = w+ l&$tf’(t) - QiAf (t)] W, 
and such that 
hi[tf’(t) + &If(t)] (- t)-iiA = w- ljm[tf’(t) + +ihf (t)] HiA. 
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The condition G(z) = u~+~~F(uz) is necessary and su.cient that g(t) = a-if(t/a) 
almost everywhere. The condition G(z) = z#“(z) A- (1 + v)F’(z) is necessary 
and suficient that g(t) = tf (t) almost everywhere. The identity 
r !I F(t)112/[2 cash(4) ~ w,w~ - w-w+] 
= s” ! F+(t)/r(l + iA) - F-(t)/r(l - ih)12 dt 
--co 
4, 
/ &+F+(t)/T(l + iA) - w-F_(t)/QI - ih)12 dt, 
holds for every element F(z) of the space. 
A mean square form of the expansion follows. 
THEOREM 6. Let h be a nonxero real number, let u+ and W- be distinct 
numbers of absolute value one, and assume a choice of square root made for 
W+W- . For each square integrable function f(x) of real x, there exists a corre- 
sponding square integrable function g(x) of real x, 
such that 
i 
+= 
-a: If  (t)12 dt = j’l” -m I .&)I2 & 
[2 cash(d) - CO+& - w-w+]tg(x) 
= i(w-w+)i/I’( 1 + iA) j” (xt)tiA F(l + ih; - xt)f(t) dt 
0 
- i(~+&)+/lJ 1 - ih) jm (xt)-+iA F( 1 - ih; - xt) f  (t) dt 
0 
+ i(w+w-)t/r(l + ih) 1” (- xt)tiA F(l + ih; - xt) f  (t) dt 
--m 
- i(w+w-) +/F( 1 - i/l) lo (- xt)-fiA F( 1 - iA; - xt) f  (t) dt 
--m 
for almost all x > 0, such that 
[2 cosh(?rh) - u+& - w-w+] f  g(x) 
= i(w+w-)+/T( 1 + iA) 
I 
r (- xt)+in F( 1 + ih; - xt) f  (t) dt 
- i(~+&-)*/I’( 1 - ih) Jrn (- xt)-tiA F(I - iA; - xt)f(t) dt 
0 
+ i(w+w-)t/r(l + ih) J” (xt)*““F(l + iA; - xt) f  (t) dt 
--m 
- i(w-w+)*/r( 1 - iA) So (xt)-*i.’ F( I - ih; - xt) f  (t) dt 
--m 
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for almost all x < 0, and such that the same formulas hold with f(x) and g(x) 
interchanged, the integrals being mean square limits of ca . 
The Hankel transformation is related to the representations of the group 
of two-by-two matrices with real entries and determinant one [3]. Let a, b, 
and c be numbers, neither a nor b a nonpositive integer, such that a + 6 = c 
and c 3 1. Then there exists a unique Hilbert space g(a, b; c; z), whose 
elements are functions defined in the upper half-plane, such that the expres- 
sion 
K(w 
> 
~) = (i?B - iw)a+b-c j r(a) T(b)12F 
(i.@ - iz)Cl (iy - iw)b ( 
f  - w a b c z - w 
’ ’ ’ n pFj - w 1 
belongs to the space as a function of .z when w is in the upper half-plane 
and such that the identity F(w) = (E’(z), K(w, z)) holds for every element 
F(z) of the space. If (” B ’ c o) is a matrix with real entries and determinant one 
and if a continuous choice of argument is made for Cz + D, then the trans- 
formation 
F(z) -+ (cz + D)&‘~ + D)bF K3 
is an isometry of the space onto itself. The space is now used only in the case 
c = 1. If f (x) is a square integrable function of real x, there exists a corre- 
sponding element F(z) of F(a, b; 1; z) such that the identity 
27rF(w) = r(l - u) F(l - b) (28 - ;,)I-a-b 
+@J 
X 
s 
--m f (t) (i% - it)a--l (it - i~)~--l dt 
holds when w is in the upper half-plane, and such that 
277 ljF(.z)jj2 = jtm 1 f(t)12 dt. 
--m 
Every element of S(a, b; 1; x) is of this form. The identity 
0 = (2 - ,q2 a2F/az a.% - a(% - Z) aF/az - b(z - z) aF/az 
holds for every element F(z) of the space. Define transformations L, , L- , 
and D in the space by D : F(z) -+ G(x) if F(z) and G(z) are elements of the 
space such that 
G(Z) = 4 i(z2 + 1) aF/az + 4 &F(z) 
+ + i(x2 + 1) aFjaz + 4 ib3(z), 
by L- : F(z) + G(z) if F(z) and G( z are elements of the space such that ) 
G(z) = Q i(z - i)” aF/& + 4 ia(z - i) F(z) 
+ * i(% - i)2 aF/a$ + & i&i? - i) F(Z), 
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and by L, : F(x) ---f G(z) if P(z) and G( z are elements of the space such that ) 
G(x) = 4 i(x 7 i)’ aF/& + 1 iu(z + i) F(z) 
f 4 i(z + i)” 8FjZ + 4 ib(z + i) F(z). 
ThenL, and L- are adjoints, and D is self-adjoint. The identities 
DL---L-D= -LL_, 
DL,-L+D=L,, 
L-L, - L+L- = 20 
are satisfied formally. The space admits an orthonormal basis consisting of 
the functions 
a(a + 1) .** (u + n - 1) (1 + iz)” 
n! (1 - ia)“+” (1 + iQb 
.- 
XF u+n,b;n+l;$$s) 
( 
and 
b(b + 1) .** (b + n - 1) (1 + iz)” 
n! (1 - iz)” (1 + i.5)b+n 
z-i Z+i 
u,b+n;n+l;-- 
z+i Z-i 1 
for positive integral n and the function 
The square of the norm of each function is 4 / F(a) I’(b)je2. An expansion 
holds for the elements of the space. 
THEOREM 7. Let a and b be nonintegral numbers such that a + b = 1. 
If f(x) is a sqzuzre integrable function of real x, there exists a corresponding 
element F(z) of S(u, b; 1; z) such that 
F(z) = 1: f(t) t*(a+b-l) exp(@z + &it.%) 
X (its - itz)-+(a+b) T(b) Wq(a-a),l(a+b--l)(it~ - itz) dt 
+ Jo f(t) (- t)*(“+b-l) exp(&kz + $itZ?) 
--oo 
x (itx - it5)-+ca-b) T(a) W#(&.a),;(a+b-l)(itz - itZ) dt 
HANKELSPACES OFENTIREFUNCTIONS 361 
and such that 
II WI2 = j+a I fW12 dt- 
-cc 
Every element of P(a, b; 1; z) is of this form. Let f  (x) and g(x) be square inte- 
grable functions of real x, and let F(z) and G(z) be the corresponding elements of 
9(a, b; 1; z). The condition 
qz) = aFjaz + aqa5 
holds ift and only if, g(x) = ’ f  ( ) 1 zx x a mos everywhere. The condition t 
G(z)= zaF/az + 4 uF(x) + 2aqaz + 3 bF(z) 
holds zf, and only if, f  ( ) x is e q uivalent to an absolutely continuous function of 
x # 0 such that 
g(x) = - xf ‘(x) - if(x) 
almost everywhere. The condition 
G(x) = 22 aqaz + azF(z) + 22 aqaz + b%F(z) 
holds if, and only ;f, f  ( ) . x zs e q uivalent to a d@e-rentiable function of x # 0 with 
absolutely continuous derivative such that 
g(x) = - ixf “(x) - if’(x) + Jgi( 1 - a - b)2 f  (x)/x 
almost everywhere, such that 
lii[xf ‘(x) - &iAf (x)] (- x)+~~ 
= sin(na)/sin(nb) hi[xf ‘(x) - #f(x)] x+iA, 
and such that 
lir$xf’(x) + &iAf (x)] (- x)-+iA = h[xf’(x) + $Af(x)] x-kin. 
Relevant are some properties of the hypergeometric function with argu- 
ment one-half. 
THEOREM 8. The identities 
4c(c - a - b) F(a, b; c; ;) F(- a, - b; c - a - b; ?J 
+ abF(a + 1, b + 1; c + 1; i) F(l - a, 1 - b; c + 1 - a - b; $) 
= 4c(c - a - b) I’(c) r(c - a - b)/[r(c - u) r(c - b)] 
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and 
4c(l - c)F(a, 6; c; i)F( - a, -- b; 1 ~ c; 3) 
-abF(a+l,b$-l;c+l;&)P(l-aa,1 -b;2--;A) 
= &(I - c) sin(rc - na - z-b)/sin(rc) 
and 
cF(a, b; c; +)F(a + 1, b + 1; a + b + 2 - c; 4) 
+(a+6+I-c)F(a+1,b+l;~+l;~)~(a,~;~+~+l-~c;B) 
= 2a+b+1T(c + 1) r(a + b + 2 - c)/[.F(a + 1) r(b + l)] 
are satis$ed when c and a + b - c are not integers. 
A computation of Hankel transforms is obtained in terms of Mellin trans- 
forms. 
THEOREM 9. Let a and b be nonreal numbers such that a + 6 = 1. Choose 
h = i(a + b - l), W- = 1, and W+ = sin(nu)/sin(rb) with the square root of 
w+w to be sin(na)/l sin(?ra)j when h < 0 and - sin(na)/I sin( when h > 0. 
DeJine functions P(s), Q(s), R(s), and S(s) by 
r(s + 4 - &a + +b) P(s) = I’(s - +ih) P(s + &I) 2+“-lbr(b) 
x F(l - a, b; s + Q - 4a + +b; $), 
qs + 4 + &U - &b) Q(s) = r(s - &A) r(s + =&A) 2-fa+tbIJa) 
x F(a, 1 - b; s + 3 + $a - $b; t), 
r(s + 3 - $a + &b) R(S) = I’(S - &ix) P(s + $ih) 2+“-+b-1r(b + 1) 
xF(2-a,b+l;s+$-&z+ib;$), 
rcs - 4 + & - ib) S(S) = r(s - &ix) I’(s + &I) 21-@+tbF(a - 1) 
x P(a - 1, - 6; s - 8 + *a - gb; it-) 
when Re s > 0. A necessary and suficient condition that square integrable 
functions f(x) and g(x) of real x be related as in Theorem 6 is that the mean 
square Mellin transforms be related by the equations 
P(l - s) 1; g(t) ta-1 dt + Q(1 - s) j;g(- t) P-l dt 
= P(s) j,” f (t) t-S dt + Q(s) jm f (- t) trS dt, 
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and 
R( 1 - S) jrn g(t) ts-l dt + S( 1 - s) jx g( - t) P-l dt 
0 0 
= - R(s) Imf(t) trS dt - S(s) /,“f(- t) t-S dt 
0 
almost everywhere on the line Re s = 4. 
Another computation of Hankel transforms follows. 
THEOREM 10. Let a and b be nonreal numbers such that a + b = 1. Choose 
h = i(a + b - I), W- = 1, and w+ = sin(va)/sin(rrb) with the square root 
of W+W- to be sin(rra)/l sin(z-a)l z. /\ < 0 and - sin(rra)/i sin( is h > 0. 
Let f(x) and g(x) b e s q uare integrable functions of real x, and let F(z) and G(z) 
be the corresponding elements of S(a, b; I; z) de$ned as in Theorem 7. A necess- 
ary and suficient condition that f  (x) and g(x) be related as in Theorem 6 is that 
G(z) = (- iz)+ (i.%-” F(- l/z) 
in the upper half-plane. 
Proof of Theorem 1. The proof follows the proof of Theorem 50 of [2]. 
The hypotheses imply that the transformation F(z) -F(w) takes &‘(A, B) 
onto Q? for every complex number w. For every positive number a, there 
exists a space X(A(a), B(a)) such that the transformation F(z) + a*++vF(ax) 
is an isometry of %(A, B) onto Z(A(a), B(a)). The space X(A(a), B(a)) is 
contained isometrically in the space S(A(b), B(b)) when a < b, and the 
identity 
(4 z), B(b, z)) = Ma, 21, B(a, z)) M(a, b, 2) 
holds for a unique matrix M(a, b, z) of operator valued entire functions such 
that a space Z(M(a, b)) exists. The choice of A(a, z) and B(a, z) can be 
made in a unique way such that A(a, z) = A(z) and B(a, z) = B(z) when 
a = 1 and so that the value of M(a, b, z) at the origin is always the identity 
matrix. The identity 
(Ah4 W, 4) = a%+, 4, B(a, 4) P(a) 
holds for a unique matrix 
of operators such that P(a) IF(a) = I. The identity 
biv(A(b, 4, B(b, 4) P(b) = a+“(&, 4, B(a, 4) P(u) Mb, b, 4, 
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which holds when a < b, implies that 
(A(z), B(z)) P(b) = (a/b>+” (44b), W4b)) P(a) M(a, h 44 
and that 
P(a/b) M(a/b, 1, 2) P(b) = P(a) M(a, b, z/b). 
When .a = 0, the identity reads P(a/b) P(b) = P(a). There exists a non- 
decreasing function 
4) B(t) 
W) = (p(t) y(t) 
of t > 0, whose values are self-adjoint matrices of operators, such that the 
identity 
M'(a, b, 0)l = m(b) - m(a) 
holds when a < b. The integral equation 
M(a,b,w)l--I=w s b M(a, t  20) dm(t) a 
holds when a < b. The identity 
b[m(l) - m(a/b)] = P(b) [m(b) - m(a)] P(b) 
is obtained by taking derivatives at the origin in the identity for M(a, b, a). 
It follows that m(t) is a differentiable function of t and that 
P(t) m’(t) P(t) = m’(1). 
The integral equation 
(A(h 4, q, 4) 1 - (A(& 4, WY 4) 1 
=2 
I 
b (444, qt, 4) Mth 
a 
which holds when a < b, implies that 
zB’(z) + 4 vB(z) + A(z) q’(1) + B(z) S’(1) 
= zA(z) a’(l) + zB(z) B’(1) 
and that 
- z&(z) - $ VA(Z) - A(z) p’(l) - B(z) r’(1) 
= zA(z) p’( 1) + zB(z) y’( 1). 
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Since A(z) and B(z) are chosen so that A(O) = 1 and B(0) = 0, it follows 
that p(t) = t-*v, q(t) = 0, and s(t) = t@. The condition P(t) Il”<t) = I 
implies that r(t) t*v is self-adjoint. Since r(l) = 0, it follows that r’(1) is self- 
adjoint. Since the transformation F(z) -F(O) takes .%@(A, B) onto %, the 
operator B’(0) has no nonzero vector in its kernel. It follows that CC’(O) has no 
nonzero vector in its kernel. 
Proof of Theorem 2. When F(x) = K(a, z) a and G(z) = K(& z) b for 
numbers 01 and /3 and vectors a and b, the second identity in the statement 
of the theorem reads 
@iF”(fl) + 2;( 1 + V) F’(b) = Eel,(,) a + el(ct) (1 + 3) a. 
An equivalent identity is 
By the computation of derivatives in the statement of Theorem 1, the 
identity reads 
44 bwP(l) - B’(l) 41)144 
+ 44 b’(l) r’(l) - P’(1>7 J&4 
+ B(z) iI#w2 - r’(l) a)1 44 
+ fw rm> r’(l) - r’(l) 8’(111 &J) = 0. 
By the arbitrariness of A(z) and B(z), it follows that 
8’(l) 41) = qpw, 
r’(l)PV) = P(l) Y’(l), 
a’(1) r’(l) = 8’(l)“. 
These equations imply that 
Lx’(l) = ui7, 8’(l) = UT, r’(l) = VB 
40914112-7 
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for operators C’ and I’ such that i?V 7 FL’. A similar treatment of the first 
identity in the statement of the theorem will show that K(w, z) commutes 
with y2. It follows that A(z), B(z), a’(l), /3’(l), and y’(l) commute with 9. 
So U and V can be chosen to commute with v2. A straightforward calculation 
will show that the equation 
ZGqz) + (1 + V) Q’(z) -+- G(z) (V”U -+- GW)/2 = 0 
is satisfied. The stated power series expansion follows. 
Proof of Theorem 3. Define @P(X) to be the sum of the power series in the 
statement of Theorem 2. Define B(z) by the integral representation 
B(z) = x j’ two tit+” dt. 
0 
Define A(z) so that the identity 
CD(z) = A(z) u + B(z) v 
is satisfied. These conditions imply that 
ZB’(Z) + 4 vB(z) + i$ B(z) c = .+4(z) u + B(z) V] v 
and that 
+qq u + B(s) qn + (1 + v) [A(4 u + B(z) VI’ 
+ [A(z) u -t B(z) V] (ml + Gw)/2 = 0. 
If C(z) is defined by the identity 
- &4’(z) - g VA(Z) + $ A(z) v - C(z) = &4(z) u + B(z) V] r, 
then 
XC’(Z) + 4 vC(z) + 4 C(z) v = 0. 
Since the leading coefficient in the power series expansion of C(z) is zero, 
it follows that C(x) vanishes identically. Choose m(t) to be a solution of the 
equation 
with self-adjoint values for t > 0. If A(a, z) = &‘A(a, z) &’ and 
B(u, a) = &B(u, z) &, a straightforward calculation will show that the 
integral equation 
B(a, z) &z, w) - A(u, z) B(a, w) 
= (z - w) i: (A(t, z), B(t, z)) h(t) (A(t, w), B(t, w))- 
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holds when a > 0. The existence of the space %(A, B) follows. The desired 
properties of the space are obtained by reversing steps in the proofs of 
Theorems 1 and 2. 
Proof of Theorem 4. These results are obtained in a straightforward way 
from the general expansion theorem for Hilbert spaces of entire functions [l]. 
Proof of Theorem 5. The expansion is obtained by a straightforward 
calculation from the results of Theorem 4. The choice of U and V has been 
made in such a way that the equations 
2J = ih(VJlJ - DJV) 
and VU = UV are satisfied, where Y = ih J. The equations can be written 
and 
2(UJQ) = iA(UJa) J(UJo) - ih(UJ0) J(VJa) 
(UJT) (U/g) = (UJO) (V/is). 
A solution is obtained with ihUJF = J if UJD anticommutes with J. The 
formula for norms at the end of the theorem is established using Mellin 
transforms. Details are given in the proof of the next theorem. 
Proof of Theorem 6. The proof depends on the identity 
s 
co 
ts+t+lF(l + ih; - t)/r(l + ih) dt = F(s + @)/I’(1 + ih - s), 
0 
which holds when 0 < Re s < 2, and the identity 
s 
m ts-l[F(l - iA; t)/r(l - iA) - F(1 + ih; t)/r( 1 + ih)] dt 
0 
= F(s - Qih) r(s + @A) sin(7rih)/r 
which holds when Re s > 0. The theorem follows from the mean square 
theory of Mellin transforms since square integrable functions f(x) and g(x) 
of real x are related as in the statement of the theorem if, and only if, the 
identities 
1; g(t) ts-1 dt = P(s) 1; f(t) t+ dt + Q(s) 1; f (- t) t+ dt 
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and 
jr g( - t) ts-l dt = R(s) j, f(t) trS dt -+- S(S) jr f( - t) t-” dt 
hold almost everywhere on the line Re s = &, where 
742 cosh(?rh) - w+W- - w-W+]* P(S) 
= p(s - &A) r(s + &I) [i(w-W+)i sin(rS - &rih) - i(w+&)* sin(7rs + &iA)] 
and 
742 cosh(mA) - w+W- - W&J+]+ Q(s) 
= r(s - &A) r(s + @A) i(w+w-)+ sin(A) 
and 
42 cosh(&) - w+& - w-W+]+ R(s) 
= r(s - &ix) F(s + &A) i(G+&)f sin(77ih) 
and 
42 cash(A) - w+w- - W-G+]* S(S) 
= F(s - &A) r(s + &A) [ i ( w+WJ+ sin(37s - +A) - i(w-f.G+)* sin(?rs + $7riA)]. 
Proof of Theorem 7. By properties of orthogonal sets, the identity 
W(w, z)lh 
m  r(a + n) P(b) (h + ix) 
= 
nzo T(n + 1) (h - i~)a+~ (h + i.F)b F(a + 
n,b;n + 
z - ih 5 + ih 
I;------ z + ih z - ih 1 
I’(n + 1 - b) F(l - a) (h - i@) 
I’(n + 1) (h + itT)n+l-b (h - i~)l-~ 
m r(a) r(n + b) (h - 2~)” 
%zl I’(n + 1) (h - iz)” (h + B)b+” 
F(a,b+n;n+l;sg) 
F(l - b) I’(n + 1 - a) (h + iw) 
T’(n + 1) (h + i$-b (h - iw)n+l-a 
F (1 - 6, 
w - ih a + ih 
n+l -a;nf1;----7--;- w + zh B - zh 1 
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holds in the space F(u, b; 1; z) when h = 1. The identity follows by a 
change of variable for any positive h. By Euler’s representation of the hyper- 
geometric function, the identity can be w&en 
lhK(w zl = (28 - 2i~)-~ (22% - 2iw)a-l 2 (1 + ix/h)” (1 - iCiJ/h)n 
2 3 (1 - k/h)“-” (1 + i@/k)qpb n=O (1 - ix/h)n (1 + G//z) 
s 
h 
X t-q - t/h)a+n-1 1 + 
t( 1 + ix/h) (1 - i$z) 
0 I 2G - 223 
X 
+ (2% - 2tz)-O (22% - 2iw)b-1 @ (1 - is/h)4 (1 + iw/h) 
(I + iqlp (1 - iu/h)b-~ zl (1 + iZfh)n (1 - iwjh)” 
s 
h 
x t-Y 1 _ t/h)b+n-1 1 + ‘(I + zzih) c1 
I 2% 
- S/h) --O dt 
0 - 2iz 1 
.h 
x J 0 
In the limit of small Iz, the identity reads 
*K(w, Z) = Irn exp(itz + its) (2it% - 2&z)-t(a-b) 
0 
x r(b) Qz--b) +“+b-*1(2itZ - ‘litz) 
x exp( - itw - &@) (2it@ - 2itw)*(Q+b-zj 
x r(l - a) W~(o-b),f(a+b-l)(2it~ - 2itti) dt 
+s, 
exp( - i& - it%) (2i25 - 2itz)-! lrvb) 
x rta) Wt(b--a).f(Q+B--1)(2it~ - 2it.z) 
X txp(itw + it*) (2& - ZifW)tiei-*-P) 
x lyl - b) W~(b--a),t(a+b-l)(2it~ - 2itW) dt. 
The theorem follows by straightforward arguments. 
Proof of Theorem 8. The proof depends on the identities 
(c - a) (c - b) r(c + I)-lF(Lz, b; c + I ; z) 
=(t-f3- b) F(c)-’ F(a, b; c; z) 
+ ab(1 - 4 T(c + l)-lF(u + 1, b + 1; t + 1; z) 
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and 
(c - u) (c - b) z r(c -t 2)-lF(a + I, b + 1 ;c+2;x) 
= F(c)-lF(a, b; c; z) - c(1 - z) r(c -+ I)-‘F(a + 1, b + 1; c + 1; z) 
for the hypergeometric series, and the identity 
which holds when a + b + 1 = 2c. For any fixed a and b, the expression 
4T(c - a) r(c - b) P(c)-lF(u, b; c; 4) F(c - a - b)-l 
x F(- a, - b; c - a - b; +) + ubT(c - a) r(c - b) r(c + 1)-l 
xF(a+l,b+l;c+l;~)~(c+l-u-b)-l 
x F(1 - a, 1 - b; c + 1 - a - b; 4) 
is a periodic entire function of c of period one which has value 4 when 
a + b + 1 = 2c. By Euler’s representation of the hypergeometric series, the 
expression is of bounded type and of nonpositive mean type in the upper and 
lower half-planes, and so is a constant. The first identity in the statement of 
the theorem follows. For any fixed a and b, the expression 
T(c)-lF(u, b; c; 2 ‘)I+z+b+2-c)-1F(u+1,b+1;u+b+2-c;~) 
+ r(c + I)-lF(u + 1,b + 1; c + 1; 8) 
x r(u + b + 1 - c)-lF(u, b; a + b + 1 - c; +) 
is a periodic entire function of c of period one which has the value 
2a+b+1T(u + 1)-l F(b + I)-’ when a + b + 1 = 2c. Since the expression 
is of bounded type and of mean type at most 7~ in the upper and lower half- 
planes, it is a constant. The third identity in the statement of the theorem 
follows. For any fixed a and b, the expression 
4r(c)-l F(u, b; c; 4) r(l - c)-‘F(- a, - b; 1 - c; 3) 
- ubT(c + I)-lF(u + 1, b + I; c + 1; 4) 
x T(2 - c)-lF(l - a, 1 - b; 2 - c; a) 
is an entire function of c which changes sign when c is replaced by c + 1, 
and which has the same value as 4 sin(rc - ~TU + &)/a when a + b + 1 = 2c. 
Since the expression is of bounded type and of mean type at most rr in the 
upper and lower half-planes, it differs from 4 sin(rc - VU + nb)/v by a 
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constant multiple of cos(rc - i ra - $ nb). The second identity in the 
statement of the theorem follows from the identity 
[4c(l - c)F(a, b; c; $)F(- a, - b; 1 - c; *) 
- abF(a + 1, b + 1; c + 1; $)F(l - a, 1 - 6; 2 - C; &)I 
x [4(a + b + 1 - c) (c - a - b)F(a, b; a + b + 1 - c; Q) 
X F(- a, - b; c - a - b; 4) - abF(a + 1, b + 1; a + b + 2 - c; f) 
X F(l - a, 1 - 13; c + 1 - a - b; &)] 
+ 4ub[(l - c)F(- a, - 6; 1 - c; i)F(l - a, 1 - b; c + 1 - a - b; 4) 
+ (c - a - b)F(- a, - b; c - a - b; 4) F(1 - a, 1 - 6; 2 - c; =$)I 
x[cF(a,b;c;$JF(a+l,b+l;a+b+2-cc;$) 
+ (a + b + 1 - c)F(a, b; a + b + 1 - c; ij)F(a + 1,6 + 1; c + 1; &)I 
= [4c(c - a - b)F(a, b; c; 4) F( - a, - b; c - a - b; 4) 
+ abF(a + 1, b + 1; c + 1; $)F(l - a, 1 - b; c + 1 - a - b;$)] 
x [4(1 - c) (a + b + 1 - c) F(a, b; a + b + 1 - c; 4) 
X F( - a, - b; 1 - c; $) + abF(a + 1, b + 1; a + b + 2 - c; 4) 
X F(l - a, 1 - b; 2 - c; $)I. 
Proof of Theorem 9. The theorem follows from the proof of Theorem 6 
and the identity 
x - ( 
cos(7rs + $a - +7b) sin(7ra) 
sin(rrb) - cos(m - +rra + &rb) 1 
which is obtained from Theorem 8. Do not confuse the present use of P(s), 
Q(S), R(s), and S(S) with th e notation in the proof of Theorem 6. 
Proof of Theorem 10. The theorem follows from Theorem 9 using the 
identity 
qs + 8 - 4 1; t”-‘w~,,(2t) t-t dt 
= 2kI’(s - m) r(s + m) F@ - k - m, 3 - k + m; s + 4 - k; 4) 
which holds when Re s > 0 if m is imaginary. Note also Theorem 6 of [3]. 
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