Abstract. We characterize the topological center of a class of matrix algebras, which are called 1 -Munn algebras. This involves a characterization of Arens regular semigroup algebras for a large class of semigroups, which is an extension of Young's Theorem for semigroups. We show by some counter examples that only up to a certain extent Young's Theorem can be generalized.
Introduction
The second dual of a Banach algebra can be made into a Banach algebra in two different ways, as was first shown by Arens [1] . Different authors studied the second dual of group algebras and Fourier algebras [3] , [8] , [9] , [15] . One of the related problems is specifying the topological center, which is the largest subalgebra where these two multiplications coincide. For a recent and abstract approach see [15] . Isik, Pym and Ulger [12] showed that for any compact group G, the topological center of L 1 (G) * * is L 1 (G). This was extended to any locally compact group by Lau and Losert [13] . Also Young [19] showed that for a locally compact group G, L 1 (G) is Arens regular if and only if G is finite.
1 -Munn algebras were introduced in [6] and some of their properties were considered in the same article. Here we study duals of 1 -Munn algebras and we show that their second dual is indeed another 1 -Munn algebra, built on the second dual of the original algebra. Then we provide a characterization of their topological center and in particular a characterization of Arens regular 1 -Munn algebras. This is an analog of Young's theorem for 1 -Munn algebras. Application of the latter result to semigroup algebras provides some generalizations of Young's Theorem for semigroups. We give some examples to show the restrictions on generalizing Young's Theorem. This paper is organized as follows: In section 2 we introduce our notations. In section 3 we show some basic results on the duals of 1 -Munn algebras. Topological center of 1 -Munn algebras are characterized in section 4. In section 5 we apply the results of previous sections to semigroup algebras. Further study of the structure of the 1 -Munn algebras, in particular their representation theory, is done in [7] .
If Z(A * * ) = A * * , then A is called Arens Regular. If A is commutative, then Z(A * * ) is precisely the algebraic center of A * * . Let X be an arbitrary Banach space. It is well known that
as vector spaces and equivalence of the two norms in this case implies that these two are topologically isomorphic. So in this case all of the Banach spaces
and 1 (I, X * ) are topologically isomorphic. In the algebraic notations for semigroups we mainly follow [4] . Throughout S [G] is a semigroup [group] and E S is the set of idempotent elements of S. If T is an ideal of S, then the Rees factor semigroup S/T is the result of collapsing T into a single element 0 and retaining the identity of elements of S \ T . We make the convention that S/∅ = S. If S has an identity, then S 1 = S; otherwise S 1 = S ∪{1} where 1 is the identity joined to S. A semigroup S is called regular if for every a ∈ S there is b ∈ S such that a = aba. S is an inverse semigroup if for every a ∈ S there is a unique a * ∈ S such that aa * a = a and a * aa * = a * . Let G be a group, I and J be arbitrary nonempty sets and G 0 = G ∪ {0} be the group with zero arising from G by adjunction of a zero element. An I × J matrix A over G 0 that has at most one nonzero entry a = A(i, j) is called a Rees I × J matrix over G 0 and is denoted by (a) ij . Let P be a J × I matrix over G.
is a semigroup under the following composition operation which is denoted by M 0 (G, P ): If S has a zero, then we call the algebra 1 (S)/ 1 (0) the contracted semigroup algebra of S, where
3. First and second duals of 1 -Munn algebras
we mean an I × J matrix over A * that has f as its (i, j)th entry and 0 elsewhere. From now on by ψ we mean the map ψ :
We will denote ψ(F ) by F . We will use similar notations for ∞ (I × J, A * * ) and its elements. Also when I and J are finite, we will use the same notations to identify the two Banach spaces LM(A, P ) * * and LM (A * * , P ).
Remark 3.1. Although in the above definition of 1 -Munn algebras we assumed nonzero entries of P are invertible, this assumption is not used in some of the results of [6] ; in particular [6, Lemma 3.5] and also in Lemma 3.2, Lemma 3.5 and Proposition 4.1 of this paper. We will drop this condition in those results as we need this case in the proof of Theorem 4.2(i).
Lemma 3.2. If the index sets are finite, then LM(A, P )
* 
Applying this relation to M ∆F , we get
Similarly for the second Arens product we can prove the following identities:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proof. It is easy to check that ψ(LM(A, P )) = LM(A, P ). Suppose A is an ideal in A * * . Let A ∈ LM(A, P ) and M ∈ LM(A, P ) * * . By Lemma 3.2 and relation (1) in its proof we get
ji aε ij . By relation (1) in the proof of Lemma 3.2 ( M ∆A) ij = m∆a. Now by assumption M ∆A ∈ LM(A, P ) and hence M ∆A ∈ LM(A, P ). Therefore m∆a ∈ A. Definition 3.4. We will call the following relations mixed associativity relations. They can be proved easily just by using the definition of Arens product.
For every a, x ∈ A, f ∈ A * and m ∈ A * * , 
P ) be the above topological algebra isomorphism. Then the restriction of θ to LM(A, P ), which we will denote by θ again, maps LM(A, Q) onto LM(A, P ) and makes the following diagram commutative:
Proof. 
Therefore ψθ * * = θψ as required. 
In particular if Z (LM(A, P )
, by relation (1) in the proof of Lemma 3.2 for every N ∈ LM(A, P ) * * we have
So M ∆N = M.N and hence M ∈ ψ(Z (LM(A, P )
* * )). The second statement follows from the first part and the fact that ψ(LM(A, P )) = LM(A, P ). Now we prove the main result of this section which explains the relation between the topological center of the second dual of the 1 -Munn algebras and some other finiteness conditions, in particular existence of bounded approximate identities in the 1 -Munn algebras. Throughout the proof we will use the following fact without any specific reference: If θ : B −→ C is a topological algebra isomorphism between two arbitrary Banach algebras B and C, then θ * * (Z(B * * )) = Z(C * * ).
Theorem 4.2. (i) LM(A, P ) has a bounded approximate identity if and only if the index sets are finite and ψ(Z (LM(A, P )
equivalent to Q = I r 0 0 E and E is noninvertible. By induction assumption there
On the other hand M ∈ Z(LM(A, E)
* * ) together with relations (1) and (2) in the proof of Lemma 3.2 imply that for every N ∈ LM(A, E) * * we have M ∆E∆ N = M.E. N , where these products are ordinary matrix products when A * * is equipped with the first and the second Arens products respectively. By applying this identity for the special case that N has only one nonzero column, we conclude that it is true for every finite matrix N of appropriate size on A * * that the above matrix product is defined. So for every
Comparing this with relation (1), we conclude that
On the other hand by using the commutative diagram of Lemma 3.5 and our assumption we get
which contradicts (2). Therefore P is invertible.
(ii)(⇐=) Suppose LM(A, P ) is Arens regular. First assume both I and J are infinite and choose countable infinite subsets {i n } and {j m } from them respectively.
Choose k ∈ J, l ∈ I such that P kl = 0 and let V be a closed subspace of A such that A = V ⊕ P kl . Suppose h ∈ A * is such that h(P kl ) = 1 and h = 0 on V . If dim A < ∞, we have condition (b). If A is infinite dimensional, then we will show that the other index set is finite too.
We may assume that J is finite but I is infinite. By regularity of P there is at least one row of P that has infinitely many nonzero entries, say row k. Let {i n : n ∈ N} ⊆ I be such that P kin = 0, n ∈ N. Choose a sequence {a m : m ∈ N} in A such that {a m : m ∈ N} ∪ {1} is linearly independent and a m = 
Define the map F : I × J −→ A * in the following way: For every n > 1, let
Again by [17, Theorem 1.4.11] this contradicts Arens regularity of LM(A, P ). So I is also finite. Now we need only to show that A is Arens regular. Let i ∈ I, j ∈ J be such that P ji = 0. Suppose m, n ∈ A * * , M = mε ij and N = (n∆(
Arens regularity of LM(A, P ) implies that N ∆M = N.M . So by using relations (1) and (2) in the proof of Lemma 3.2 and mixed associativity identities we get
(=⇒) Suppose condition (a) holds. By Proposition 4.1, 
Suppose {f t } is a (finite) basis for A * and F ij = 
Young's Theorem for semigroup algebras
Young [19] showed that for a locally compact group G, L 1 (G) is Arens regular if and only if G is finite. The following theorem is an extension Young's Theorem to semigroups. Suppose S is a regular semigroup with E S finite. Then S has a principal series S = S 1 ⊃ S 2 ⊃ ... ⊃ S m ⊃ S m+1 = ∅. Moreover for every
