Abstract-The main results presented in this work, a synopsis of the connected PhD dissertation, are related to software product quality modeling and measurement as well as to the application of the newly proposed methods, tools and techniques in software evolution.
I. INTRODUCTION
The growing dependence on software systems (e.g. flight control systems and software systems in nuclear facilities) has helped make the areas of software quality and reliability vital for research. Unfortunately, software quality is such a complex and subjective concept that systematically exploring and modeling it is quite hard.
In the connected dissertation [1] , we focus on the maintainability aspect of software quality. According to the definition of the ISO/IEC 9126 standard [2] (superseded by ISO/IEC 25010 [3] ) for software quality, maintainability is "the capability of the software product to be modified". Based on this definition it is clear that maintainability has a close connection with the cost of altering the behavior of a software system and it is closely related to the source code of the system. As such, it is a good indicator of "software health" (software integrity) and it is also related to the probability of introducing errors into the source code; so we can think of it as the technical quality of a software system. Hence maintainability has become a central issue in modern software industry, and lots of recommendations and counter proposals exist on how to write or modify programs to achieve better maintainability (e.g. design patterns [4] , anti-patterns [5] and refactoring techniques [6] ).
Nevertheless, in the software industry maintainability is often overshadowed by feature developments (adding functionality), whose business value is more evident -at least in the short term. Because applying techniques that improve the maintainability of the code or avoid structures that degrade systems has an additional cost without having a short-term financial benefit, they are often neglected by the business stakeholders. By better understanding the relation between different coding practices and maintainability (and its effect on the long-term development cost), it should be possible to show a return on investments by applying these techniques and making them more appealing to the business stakeholders as well. In addition, we should (i) ensure that software developers who will perform the maintenance tasks get sufficiently technical, low-level guidelines on how to effectively improve the overall maintainability of a system; (ii) demonstrate that the extra effort they put into increasing maintainability has a noticeable, beneficial effect (e.g. they have fewer bugs after the software release or they can perform developments in the future quicker).
The summarized dissertation attempts to solve the problems outlined so far by:
• Providing a high-level measure for maintainability that improves the state-of-the-art methods and gives valuable information even to those who have no technical knowledge (e.g. managers).
• Elaborating methods to learn useful (low-level) information about maintainability at the level of the source code elements that can be used to improve the overall system maintainability or help technical persons performing different software evolution tasks like focusing on testing efforts, guiding code reviews and estimating development costs.
• Performing empirical case studies to reveal the concrete connection between coding practices (like design patterns) and software maintainability, aided by a general benchmark for reverse engineering tools.
II. CONTRIBUTIONS
A. System-Level Software Quality Models
To eliminate the common shortcomings of the existing maintainability models indicated in a survey [7] , we provide a probabilistic approach [8] for computing high-level quality characteristics defined by the ISO/IEC 9126 [2] and ISO/IEC 25010 [3] standards, which integrates expert knowledge, and handles ambiguity issues at the same time. This method applies so-called "goodness" functions, which are continuous generalizations of threshold-based approaches. The computation of the high-level quality characteristics is based on a directed acyclic graph, whose nodes correspond to quality properties that can either be internal (low-level) or external (high-level). The probabilistic statistical aggregation algorithm uses a benchmark as the basis of the qualification, which is a source code metric repository database with 100 open source and industrial software systems. Examining two Java systems with the novel probabilistic quality model, we learned that the changes in the results of the model reflect the development activities, i.e. during development the quality usually decreases, while during maintenance (e.g. performing refactoring activities) the quality usually increases. We also found that the goodness values computed by the model display relatively high correlation values with the expert votes. Table I presents the averages of the developers' ranks for each version of both software systems along with the model-based values in brackets. As can be seen, they display a relatively high correlation with each other. Besides Java, we also devised a maintainability model for C# [9] in collaboration with one of our industrial partners, whose staff were very pleased with the results achieved. The model was used to assess the overall maintainability of over 300 components of the company, and to provide an ordering among them. The newly created model is depicted in Figure 1 .
We compared the results of our model with the opinions of developers on 10 components and although the average human votes were higher than the estimated values (see Table II ), a Pearson correlation analysis gave a result of 0.92 at a significance level of 0.01, strongly suggesting a high correlation between the two data sets. The novel probabilistic approach was implemented in a tool named SourceAudit [10] as part of a continuous quality monitoring framework called QualityGate. This tool was used in several Hungarian and international R&D projects and it is an official commercial product of FrontEndART Ltd.
1 In 1 https://frontendart.com/ addition, we compared and evaluated the tool against other similar tools for software quality assessment purposes [7] . We performed three large case studies [11] , [12] to examine the feasibility of predicting software maintainability at the source code element level, based on software product metrics. For this, we collected a large number of subjective opinions on the quality characteristics of different source code elements from IT experts and students with various degrees of expertise. The quality characteristics were those defined in the ISO/IEC 9126 standard and the evaluators rated the characteristics of many source code elements on a scale from 0 to 10 (0 being the worst, 10 being the best). Using the average votes of the evaluators, we were able to build prediction models based on machine learning techniques using source code metrics as predictors to predict the subjective opinions of humans on the various quality attributes of a software system. We found that metrics had the potential to predict high-level quality indicators assessed by humans (the votes of the evaluators displayed a deviation of between 0.5 and 2 on a scale of 10 -here we grouped the evaluations into three categories).
After reviewing the different regression techniques available, we can say that they are even more appropriate for building prediction models using a continuous scale instead of classes than the standard classifier methods. The best regression model trained on our evaluation data predicted Maintainability with a correlation of 0.72 and mean average error (MAE) of 0.83. Table III shows the performance of the various regression techniques.
Based on the lessons learned from our empirical studies, we propose a novel method for drilling down to the root causes of a quality rating [13] and giving a relative maintainability index (RMI) of individual source code elements (e.g. classes, methods) that in contrast to current approaches [7] , takes the combinations of different metrics into account. This allows us to rank source code elements in such a way that the Table IV . The drill-down algorithm was later included in the SourceAudit [10] commercial quality monitoring tool mentioned above. 
C. Applications of the Proposed Quality Models
From a statistical analysis we demonstrated that the relative maintainability measure is effective in separating fault-prone classes (i.e. classes containing lots of bugs) from classes which are unlikely to have faults (i.e. bugs) in them [14] . Our case study on 30 releases of different open-source systems revealed that on average 30% of classes with the worst maintainability index contained over 70% of the total bugs. The various bug coverage rates have been plotted as a function of the percentage of the RMI-based class ordering in Figure 2 . These results suggest that ranking the classes based on their maintainability is a very good strategy for focusing testing efforts or guiding code review.
We also proposed a cost model [15] that is able to predict future development effort based on the maintainability change of a system. Using some simple assumptions and adopting the concept of entropy from thermodynamics, we were able to show that the maintainability of a system decreases exponentially with the invested development effort if intentional code improvement actions are not performed. We made use of the revealed connection between maintainability and cost to assess the future development cost of two open-source and three proprietary systems. The results of the assessment (i.e. Our proposed quality model can also be utilized to learn the concrete connection between maintainability and coding practices (e.g. design patterns, anti-patterns, code clones and refactoring techniques) that are considered to have a positive or negative impact on maintainability. In particular, the belief that utilizing design patterns will create better quality software system is fairly widespread; however, there is relatively little evidence to objectively indicate that their usage is indeed beneficial. In fact; some studies found that the use of design patterns can be quite risky [4] . As a first step towards empirically investigating the effect of design patterns, we analyzed [16] some 300 revisions of JHotDraw, a Java GUI framework, whose design relies heavily on some wellknown design patterns. We found that every pattern instance introduced caused an improvement in the different quality attributes for JHotDraw, as shown in Table V . Moreover, the average design pattern line density displayed a high, Pearson correlation of 0.89 with the estimated maintainability at a significance level of 0.05. To verify our initial findings, we repeated the study on 9 different open source systems using the design pattern results of 5 different tools available in the DPB [17] online benchmark. The pattern densities displayed a similarly high Pearson correlation (between 0.59 and 0.78) and Spearman correlation (between 0.68 and 0.82) with software maintainability at a significance level of 0.05. Filtering out false positive pattern instances based on the evaluations in the benchmark, we were able to improve the correlation values by about 10%.
III. LESSONS LEARNED
During the PhD years I learned a lot of things that might help others following a similar path than I did. The two most important advices I would give to myself if I was about to start my PhD again are the followings.
Be the master of self-motivation. Getting a PhD takes a significant amount of time and effort. It is unavoidable that during this period you go through some ups and downs. When you are in an "up" stage, there is no problem with motivation, for example you are excited about your first single author paper that just got accepted, or won a research grant. However, when you are in a "down" phase, especially during a longer one, you will be thinking about quitting the whole PhD. That is the point where you need to motivate yourself to overcome this feeling. It is sometimes very hard to get the necessary motivation when, for example, you have not published a paper for a year or something, but motivating yourself is a skill you can learn and improve. Try to focus on the bigger picture in such situations and do not let the temporary failures to get off you from the right track.
Do not try to do everything by yourself. Despite the fact that earning a PhD is all about pursuing individual contributions, it is somewhat misleading. If you try to do everything by yourself, you will probably never reach your goal. You should learn to play in team, be a useful and proactive part of it, but accept the fact that your PhD relies on the works of others almost as much as on your own. Of course it does not mean that you should claim authorship of works you do not deserve. Research work is all about ideas, feedbacks and brainstorming that you cannot do alone.
In overall, most of the things worked well during the PhD. I had the luck to work with experienced mentors and motivated colleagues. The only thing I would do differently is that I would build up my research topic in a top-down matter. I chose a somewhat bottom-up strategy during the PhD years, meaning that I worked on many small, but loosely connected topics and assembled the dissertation by picking the pieces that fit together and form a coherent thesis. Due to this strategy, I was unable to use all of my research work, thus strictly speaking I carried out irrelevant research -at least from my dissertation's point of view. Spending some extra time at the beginning to define a realistic and coherent research plan with a pre-defined high-level research goal would definitely helped me to better focus my efforts and earn my PhD earlier with less amount of work.
