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We present recent results and technical breakthroughs for the Bayesian inference
of tokamak equilibria using force-balance as a prior constraint. Issues surrounding
model parameter representation and posterior analysis are discussed and addressed.
These points motivate the recent advancements embodied in the Bayesian Equilib-
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I. INTRODUCTION
The importance of equilibrium magnetic field reconstruction in tokamaks is well under-
stood throughout fusion science.1–5 Indeed, it is the geometry of the equilibrium magnetic
field that provides a canonical coordinate, via indexing of nested flux surfaces, which is
needed for a wide variety of post shot theoretical and diagnostic data analysis.2,5 Equilibrium
reconstruction also gives the outer boundary of the plasma: a key element to many open-
circuit, real-time control methodologies.6–9 While schemes exist for plasma control using
only classical electrostatics to determine the boundary reconstruction10,11, the vast majority
of reconstructions of the internal magnetic geometry rely upon solving kinetic force-balance
equations with a single solution being chosen as the best fit to available diagnostic data2,3,5.
This approach to internal reconstruction is most famously implemented through the EFIT
code (or variants thereof) that uses Picard iteration to find solutions of the Grad-Shafranov
(GS) force-balance equation, which best fit data observed from equilibrium magnetic di-
agnostics (e.g. fluxloops and pickup coils).12–14 While this approach of leveraging the GS
equation to perform equilibrium reconstruction has been successfully utilised throughout the
field, the accuracy of the method is intrinsically linked to how accurately the GS equation ac-
counts for all the equilibrium forces in the plasma. Indeed, factors such as flow and isotropy
need to be explicitly added into the underpinning force-balance equations to be correctly
accounted for in the equilibrium reconstruction.15 Moreover, solutions to equilibrium recon-
struction are not generally unique12,13; and thus, experiment-specific numerical schemes are
frequently employed to guarantee that the Picard iteration converges to a physical solution.
In parallel to the inclusion of more physics in equilibrium solvers, there has been the
improvement in the diversity, accuracy and resolution of plasma diagnostics. Interpretation,
however, often requires a detailed knowledge of the plasma equilibrium. For example, infer-
ence of the toroidal current profile jφ(ψ) from line of sight measurements of the polarisation
angle requires a knowledge of the poloidal flux ψ across the plasma. Formally, diagnostic
forward functions relate the vector of plasma parameters λ to the measurement vector µ.
For a linear system, such as toroidal current inference in a double null configuration, λ and
µ are normally related through a response matrix M with additional contributions C, such
that µ = Mλ+C. Inference, or parameter estimation, involves inverting this relationship to
give plasma parameters λ that are consistent with the data µ. A widespread technique used
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is least-square fitting, used for instance in EFIT, in which prior assumptions are included
via a penalty term in the fit.
Given the large data-sets and complicated models, an arguably more rigorous approach
to the integrated data-modelling challenge is the Bayesian approach to inference in fusion
plasmas. In contrast to least square fitting, the Bayesian approach to inference in fusion
plasmas, developed by multiple authors,16–23 involves the specification of an initial prior
probability distribution function (pdf), P (λ), which is then updated by taking into account
information that the measurements provide through the likelihood pdf P (µ|λ). The result
is the posterior distribution P (λ|µ) given by Bayes’ formula
P (λ|µ) = P (µ|λ)P (λ)
P (µ)
. (1)
The advantage of the Bayesian approach over traditional inversion techniques is two-fold:
(i) prior knowledge, including known parameter inter-dependencies is made explicit, and (ii)
as the formulation is probabilistic, random errors, systematic uncertainties and instrumental
bias are an integral part of the analysis rather than an afterthought.
The application of Bayesian approach to inference and parameter estimation in com-
plex physics problems is not new, with fields ranging from astronomy to nuclear reaction
analysis24,25. A topical illustrative example comes from parameter estimation in the cli-
mate science community, in modelling land-surface-atmosphere processes and global carbon
dioxide concentrations in the atmosphere.26,27 The models for carbon dioxide exchange are
complex and span more equations of state than a plasma. The Community Atmosphere
Biosphere Land Exchange model (CABLE) is a land surface model,28,29 used to calculate
the fluxes of momentum, energy, water and carbon between the land surface and the at-
mosphere and to model the major biogeochemical cycles of the land ecosystem. It solves
radiation, heat and mass flow transport on a global scale, accounting for many different
land ecosystems. Data is disparate and vast, and comes from an flux towers, carbon stock,
carbon in biomass, litter falls, meteorological data, stream flow and satellite imagery.29 In
this community, the challenge of model and data integration, also called model–data fusion
or model–data synthesis, is defined as combining models and observations by varying some
properties of the model, to give the optimal combination of both.30 The topic of model–
data fusion is crucial to give credibility to the calculation of carbon dioxide fluxes and
processes in the atmosphere, and thus provide a reliable basis for public policy on climate
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change. Bayesian inference, together with other model-data fusion techniques, is extensively
utilised.
In contrast to climate science, the systematic inclusion of uncertainties in both data
and models has, to-date, not been a strength of the fusion community. Several facets are
driving change. ITER discharges will be extremely expensive, and so it will be crucial to
maximise the value of acquired data. The challenging environment of a fusion reactor will
mean fusion power plants will operate with a very much reduced set of diagnostics. Finally,
as more physics is added to force-balance descriptions, there is a need to validate physics
models. Once validated, such models may be able to be used as a constraint in equilibrium
reconstruction to infer additional information about the plasma, and thereby create “model
diagnostics”. These aspects have motivated the recent development of a Bayesian approach
to equilibrium reconstruction21,31–34, with one line of research producing a code called the
Bayesian Equilibrium Analysis and Simulation Tool (BEAST), which is able to quantify
fit degeneracies and infer spatially-localised discrepancies from a force-balance solution35.
This paper presents further research advancements since the introduction of BEAST by the
authors35 and that have subsequently been used to advance the code.
The paper is structured as follows: §II gives a brief overview of Bayesian inference and
its application to equilibrium reconstruction. This is followed by a general discussion on the
computational challenges surrounding Bayesian equilibrium reconstruction and how these
have been addressed by recent advancements, coded into BEAST. State-of-the-art results
coming from the use of BEAST to analyse discharges on the Mega-Ampere Spherical Toka-
mak (MAST) are then presented, followed up be a concluding remarks encompassing future
research endeavours and a summary of the current status of BEAST. Finally, two appendices
detail specifics on recent advancements surrounding posterior optimisation and integration.
II. BRIEF REVIEW OF BAYESIAN INFERENCE IN FUSION PLASMAS
Bayesian inference offers an alternate approach to equilibrium modelling in fusion
plasmas16,18,20,31,36, and a pathway to validate different equilibrium model descriptions33,35.
Some understanding can be gleaned by understanding the application of Bayes’ theorem to
a single observation with µi and σi. In this case, Bayes’ formula becomes
P(λ|µi, σi) ∝ P(µi|λ, σi)P(λ), (2)
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where A has been dropped to simplify the notation; this convention will be maintained
throughout the remainder of the paper. As µ and σ are given and thus assumed to be
constant, so is P(µ, σ), which is reflected by the proportionality in Eq. (2). The forward
model, F(λ), is implicitly contained within P(µi|λ, σi) and is a deterministic mapping from
the space of model parameters to the space of associated diagnostic observations. That
is, the forward model generates a prediction of what the diagnostic observations would be,
given a set of model parameters.
In most treatments likelihoods are assumed to be of the form
P(µi|λ, σi) = N (µi −Fi(λ), σ2i ), (3)
whereN is represents a Gaussian distribution over pair-wise independent variables. The first
argument of the Gaussian distribution represents the mean vector, with the second being
the entries in a diagonal covariance matrix. The justification for the form of the likelihood
is discussed elsewhere21,35,37,38.
Using the likelihood in Eq. (3), the following form can be written for the posterior:
P(λ|µ, σ) ∝
(∏
i
N (µi −Fi(λ), σ2i )
)
P(λ). (4)
From Eq. (4), it is clear that the posterior represents a probability distribution over model
parameters, if given a set of diagnostic observations and uncertainties. Equation (4) is the
form which is ultimately integrated to find statistical moments of model parameters and
various marginalisations thereof.
Hole et. al. have implemented Bayesian inversion on MAST using the MINERVA
framework.39 Within this framework, probabilistic graphical models are used to project
the dependence of the posterior distribution function on the prior, the data, and the like-
lihood. An advantage of this approach is that it visualises the complex interdependency
between data and model, and thus expedites model development. The techniques of Bayesian
inference have also been inverted to provide a tool to check data consistency.34
Various authors have developed Bayesian inference techniques for fusion plasmas that
combine information from a wealth of diagnostics to enable probabilistic calculation of
plasma configuration,31 provide automatic identification of faulty diagnostics,34 and devel-
oped a validation tool for generalised force-balance models33. Critically, Bayesian techniques
propagate experimental uncertainty correctly, and enable the relative uncertainty between
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acceptable physical models to be quantified. In von Nessi et. al.35, a new method, based on
Bayesian analysis, is presented which unifies the inference of plasma equilibria parameters
in a tokamak with the ability to quantify differences between inferred equilibria and GS so-
lutions. At the heart of this technique is the new concept of weak observation, which allows
multiple forward models to be associated with a single diagnostic observation. This new
idea subsequently provides a means by which the space of GS solutions can be efficiently
characterised via a prior distribution. The posterior evidence (a normalisation constant of
the inferred posterior distribution) is also inferred in the analysis and is used as a proxy
for determining how relatively close inferred equilibria are to force-balance for different dis-
charges/times.
Figure 1 shows expectation values of the toroidal current density inferred from (a) a
toroidal current beam model, (b) a GS constraint, in which Jφ is computed from GS from a
ψ surface, together with fits to the pressure and toroidal flux function, and forward models
for magnetics, total plasma current and MSE predictions, and (c) the difference between
the two. The difference in Jφ can give some indication to physical effects neglected in the
GS equation, and/or reflect diagnostic disagreement. In this case the discrepancy is largest
at the outboard mid-plane, and of order of 10%. Using nested sampling, it is possible to
integrate over the evidence, and thus compute ln(P (µ)) of the inferred hyper-parameter, σ2,
which is the average current variance between GS and toroidal current beam values. The
smaller the value of ln(P (µ)), the larger the degree of freedom necessary to predict diagnostic
observations relative to other cases. For 22254 at 350 ms σ2∗ = 9.46× 10−3± 1× 10−5 (kA)2
and ln(P (µ)) = 765, while σ2∗ = 0.2034± 2× 10−4 (kA)2 and ln(P (µ)) = −39.0 for adjacent
discharge #24600 at 265ms. This meant #22254 was much closer to GS, and/or had fewer
diagnostics in conflict, than #24600.
III. MATHEMATICAL AND COMPUTATIONAL CHALLENGES
The equilibria inference described in §II poses a number of unique computational chal-
lenges when it comes to analysing the associated, high-dimensional (i.e. having more than
1000 dimensions) posterior distribution. This section discusses emergent points and recent
research pursuits surrounding the computational aspects of Bayesian equilibrium recon-
struction, some of which have led to recent advances in the BEAST code beyond its original
6
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FIG. 1. Expectation values of J(R,Z), JGS(R,Z) and ∆J(R,Z) inferred for MAST discharge
#22254 at 350 ms, as calculated from 1800 samples of the posterior, using pickup coils, flux
loops, MSE and Rogowski coil data. The inferred last closed flux surface is indicated in white on
each figure. Flux loop locations are indicated by stars outside the plasma region; position and
orientation of pickup coils are indicated via heavy bars on the out-board edge of the first wall
and as a vertically oriented column line along the solenoid; and MSE observation positions are
indicated by the stars across the mid-plane inside the plasma region. Panel (a) shows J(R,Z)
current density data, with the current densities in (b) reflecting that of JGS(R,Z). Note that the
number and size of beams representing J(R,Z) and JGS(R,Z) are allowed to differ in BEAST
inferences. (c) shows the magnitude of the current density difference as averaged across each 2D
rectangular step corresponding to J(R,Z). Reproduced with permission from Fig. 2 of von Nessi
and Hole35.
introduction in von Nessi et. al.35
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A. Plasma Current Representation
The beam model used to represent the toroidal plasma current in the BEAST code, typi-
cally uses 524 model parameters to simulate a MAST discharge.34,35 This high dimensionality
alone constitutes a significant computational challenge in analysing the associated posterior
distribution, as no efficient, general means exist to sample from such distributions.40 How-
ever, the plasma beam model obviously imposes no intrinsic spatial correlation between
cross-sectional points contained within different beams, i.e. without the presence of an
informative prior.
Alternative, more compact (i.e. potentially more computationally efficient), represen-
tations for the beam currents have been trialled. Specifically, both a 2D Fourier and 2D
Bessel-Fourier representations have been investigated. Neither produced a computational
procedure that could achieve the levels of accuracy of the beam model. This outcome is
not surprising, given the non-linear nature of the force-balance constraint and the fact that
there are no strict symmetries in the plasma current. Indeed, these two points eliminate
many paths by which a more compact representation of the beam currents could be achieved,
under a force-balance constraint.
B. Local Maxima and “Screening” Solutions
Between flux loops, pickup coils and MSE, there are about 150 diagnostic observations
available for equilibrium reconstruction for a typical MAST discharge. Thus, fitting the
parameters of the beam model above constitute an underdetermined problem, neglecting
any priors. This underdetermined nature affords many “screening” solutions to exist, where
only currents nearest to diagnostic observation points need to be adjusted to compensate for
any, otherwise arbitrary, configuration of beam currents. This translates into the posterior
having many local maxima, with the global maxima–called the maximum of the posterior
(MAP)–generally not corresponding to a physically realistic plasma configuration. While the
addition of a force-balance prior serves to greatly reduce the number of these local minima
(in addition to making the global maxima correspond to a physically realistic plasma con-
figuration), finding this global maxima is still computationally difficult and constitutes the
majority of the computational time in BEAST inferences.35 Indeed, even with the inclusion
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of a force-balance constraint, many screening solutions (i.e. local maxima) are still present,
with many lying in close proximity to the global maxima. A significant increase in accuracy
in inferring the MAP has been achieved through the development of a new non-linear optimi-
sation algorithm, outlined in Appendix A. This optimiser is based on the Hookes and Jeeves
algorithm41 but has been heavily modified to avoid screening solutions, when exploring the
posterior. Thus, we call this algorithm the “Screening Mitigation Optimiser” (SMO).
C. Posterior Marginalisation and Analysis
The posterior distribution associated with BEAST equilibrium reconstruction is high-
dimensional and non-Gaussian, having the majority of the probability “mass” in a highly-
localised region of model parameter space.35 Sampling from such distributions is inherently
problematic and extremely computationally intensive.40 Indeed, Markov-Chain Monte-Carlo
(MCMC) methods are too inefficient to employ, as there is little chance for the chain to find
(and subsequently stay in) the region of high probability density. Moreover, it is difficult to
find bounds on the accuracy of an analytic approximation of the posterior. Thus, BEAST
uses a statistical quadrature to build up moments of the posterior directly, rather than
approximating these moments through sampling statistics.
The method currently employed by BEAST to integrate the posterior is a generalisation
of the modified Nested Sampling38,42 (NS) algorithm presented in von Nessi et. al.35, called
the Stochastic Lebesgue Quadrature (SLQ). SLQ was developed to alleviate inefficiencies in
employing MCMC techniques to generate prior samples under a likelihood constraint, which
is intrinsically required by NS38,42. Moreover, SLQ is not affected by possibly ambiguities
in classifying a PDF in the inference as part of the likelihood or a prior. SLQ is general
enough to work with inferences that even use uninformative priors.
Generally, the method works be approximating the set {λ | P(λ|µ, σ) > C} for any given
C > 0 by a collection of pairwise disjoint hypercubes. These hypercubes are generated from
an evolving swarm of model parameter vectors, each of which is already guaranteed to satisfy
the given posterior constraint. Extracting a uniform sample from the union of hypercubes
is a fast computation that is not only leveraged to evolve the swarm at each step but also
provides the statistical basis for the construction of any posterior quadrature. The details
of this method are explained in Appendix B.
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Finally, SLQ has recently been deployed in BEAST and has resulted in more thorough
exploration of the posterior during quadrature construction, which has ultimately lead to
more consistent results coming from the computations (see §IV for more details). This has
been achieved while maintaing the same to slightly shorter computational times, relative to
those reported in von Nessi et. al.35.
IV. RESULTS FOR TWO MAST DISCHARGES
Here we present results from two MAST discharges, which demonstrate BEAST’s growth
in capabilities since being initially introduced. The discharges analysed were #22254 at
350ms and #24600 at 280ms. Both are DnD plasmas, with the former being in H-mode
and the latter in L-mode. Discharge #22254 was part of a hybrid scenario study carried
out in MAST and is heated with 3.13MW of NBI power. Contrasting this is #24600 that
was part of an L-mode study being injected with 3.35MW of NBI power. Discharge #22254
was studied in von Nessi et. al.35 and is revisited here to show how the inference has
been improved with recent advancements in BEAST. We look at #24600 at 280ms, a time
shortly after one of the two NBI beams disrupts, to study the impact of NBI disruption on
the equilibrium. The following results are obtained from 76 pickup coils, 24 flux loops and
31 MSE observations. Finally, additive bias corrections and conducting surface currents are
inferred in every BEAST inference34,35; however, these are treated as nuisance parameters,
as they do not typically impact the physics interpretation of the results and thus, will not
be reported here.
To interpret the results below, we note that BEAST outputs a cross-sectional quan-
tity, ∆J(R,Z), which indicates how close an associated configuration is to axisymmetric
force-balance, with smaller values indicating configurations being relatively closer to force-
balance.35. Qualitatively, ∆J(R,Z) reflects the level of discrepancy between the toroidal
current density, calculated from the GS equation (which ultimately uses pressure, poloidal
current and toroidal current model parameters) and that calculated directly from the plasma
beam model; for more details see von Nessi et. al.35. Thus, relatively large values of
∆J(R,Z) can be viewed as an indicator for missing physics in the force-balance model.
10
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FIG. 2. Expectation and standard deviation values of J(R,Z), along with the expectation values
of ∆J(R,Z) inferred for MAST discharge #22254 at 350ms, as calculated from BEAST, using
pickup coils, flux loops, MSE and Rogowski coil data. In each subfigure the LCFS, as inferred
from BEAST, is drawn in black. Flux loop locations are indicated by stars outside the plasma
region; position and orientation of pickup coils are indicated via heavy bars on the out-board edge
of the first wall and as a vertically oriented column line along the solenoid; and MSE observation
positions are marked by the stars across the mid-plane inside the plasma region. (a) shows the
expectation of J(R,Z): the current density data, with (b) presenting the magnitude of one standard
deviation thereof. (c) shows the magnitude of the ∆J(R,Z) expectation (introduced in von Nessi
et. al.35), which directly correspond to local deviations from force-balance, as dictated by the GS
equation, with larger magnitudes reflecting a larger deviation.
A. #22254 at 350ms
In §III the SMO algorithm was introduced, which has consistently found diagnostic fits
that were closer to force-balance than results coming from other optimisers. This is exem-
plified in Fig. 2, where a fit for #22254 is found with a ∆J(R,Z) with values ∼ 500 times
smaller than the initial results presented in von Nessi et. al.35, which are reproduced in
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Fig. 1. In particular, a force-balance solution was able to be much better reconciled on the
outboard edge of the plasma around the MSE measurements. Ultimately this has resulted
in a retraction of the plasma boundary compared to the EFIT LCFS (shown in Fig. 3 for
comparison), which is only constrained by flux loops and inboard pickup coils, not MSE.
The difference in plasma volume accounts largely for the discrepancy of βp +
`i
2
between
EFIT and BEAST: 1.08 and 0.9821± .0008, respectively, with 95% confidence intervals on
the BEAST result. This small uncertainty in the BEAST result coincides with the inference
being over-determined (i.e. a very small degree of degeneracy), when a force-balance prior
is leveraged against the unbiased space of model parameters. This makes sense, as the GS
equation is an elliptic, semi-linear PDE having unique solutions43, which is paramaterised
only by pre-defined representations of the pressure and poloidal current profiles (polynomi-
als of degree 3 and 5 respectively for these results). Thus, the space of all configurations is
biased toward an eight-dimensional submanifold, on which the problem becomes over deter-
mined, when reconciled against over 100 diagnostic observations. One may argue that the
boundary paramaterization also needs to be accounted for; but this can be determined inde-
pendently of solving the GS equation10,11 and does not embody genuine degrees of freedom
in the inference.
Figure 2(b) shows the magnitude of a single standard deviation for the current density
distribution, which are noted to be uniformly much smaller compared to the expectation
values in Fig. 2(a). This is also consistent with a small uncertainty in the βp +
`i
2
for the
BEAST result.
Figure 3 shows the poloidal current expectation and first standard deviation magnitude.
Here again, the uncertainties are much smaller, as compared to those presented in von Nessi
et. al.35. In addition to, the uncertainty being on the order of five times smaller, the area
of greatest uncertainty is larger, being spread across the outboard edge of the plasma, as
opposed to be consolidated around the PF coils in von Nessi et. al.35. The very small
uncertainty in the poloidal flux reflects a very high precision in flux-surface positions for a
GS model of force-balance. The expectation value of the poloidal flux function is very similar
to the results in von Nessi et. al.35, with the biggest difference being that the outboard LCFS
has slightly migrated toward the core of the plasma.
For #22254 at 350ms, the inferred pressure, poloidal current and q-profiles were all
inferred with very similar expectations and uncertainties, compared to previous results35.
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FIG. 3. Poloidal flux function expectation and standard deviation as calculated by BEAST for
#22254 at 350ms. Positions of magnetics and MSE observation points are indicated as they were
in Fig. 2. In both subfigures the EFIT LCFS is plotted in white with the BEAST LCFS overlaid
in black.
In general, these profiles exhibit expectations that are in good agreement with EFIT and
have extremely small uncertainties. Moreover, these profile appear to be close to Gaussian
marginalisations, showing symmetric uncertainties and having their expectations coincide
with their respective MAPs.
B. #24600 at 280ms
Reflecting 280ms immediately following a NBI disruption, Fig. 4 shows an equilibrium
inference that is significantly out of force-balance. The force-balance discrepancy peaks out
around 14.8% at four, spatially separated point, clearly indicated in Fig. 4(a). Moreover, the
uncertainties on the toroidal current are generally one to two orders magnitude greater than
those for #22254 at 350ms. This relative increase in uncertainty is due to an increase in
fit degeneracy, as more degrees of freedom will emerge the farther away from force-balance
13
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FIG. 4. Expectation and standard deviation values of J(R,Z), along with the expectation values
of ∆J(R,Z) inferred for MAST discharge #24600 at 280ms, using the same diagnostics as in
Fig. 3. The LCFS and diagnostic positions are also likewise indicated. (a) shows the expectation
of J(R,Z), with (b) again showinging the magnitude of one standard deviation thereof. (c) shows
the magnitude of the ∆J(R,Z) expectation.
the inference gets. Interpreting βp +
`i
2
between BEAST and EFIT is challenging in this
context, as the BEAST inference is not in force-balance. However, comparing the EFIT and
BEAST values of 1.034 and 0.894± .009, respectively, for this quantity show that both agree
that this value be less about the same amount, when compared to the results from #22254.
Moreover, the uncertainties on the BEAST result are about an order of magnitude greater,
which is consistent with the arguments put forth above.
Figure 5(a) shows a good agreement between both the EFIT an BEAST LCFS. Again,
this can be explained by the arguments in the preceding paragraph regarding the growth
of degeneracy uncertainty and recalling that the boundary can be inferred independently
of force-balance constraints. However, Fig. 5(b) shows a discrepancy of about 0.5 between
the q-profiles of EFIT and BEAST. This is mostly due to the fact that BEAST’s q-profile
is strongly constrained to MSE measurements, while the EFIT reconstruction is not. This
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FIG. 5. Poloidal flux function and q-profile expectations calculated by BEAST for #24600 at
280ms. Positions of magnetics and MSE observation points in (a) are indicated as they were
in Fig. 2. In (a), the EFIT LCFS is plotted in white with the inferred LCFS overlaid in black.
(b) displays the q-profile as calculated by BEAST (the expectation) and EFIT, represented by the
purple and green lines, respectively. Uncertainties on the BEAST q-profile are too small to visually
resolve on the scale of the figure and have thus been suppressed.
discrepancy in q-profile coincides with the difference between the BEAST and EFIT infer-
ences of βp +
`i
2
(despite both plasmas having similar volumes), as `i depends on magnetic
field geometry.
In Fig. 6, the profile for the poloidal current is shown, demonstrating the non-Gaussian
nature of the quantity. Indeed, the plot shows the MAP of the profile lying outside the 95%
confidence intervals, surrounding the expectation, implicating the profile as highly non-
Gaussian in the core region of the plasma. This result demonstrates BEAST’s ability to
resolve non-Gaussian structures in even high-dimensional marginalisation of the posterior.
Echoing the discussion put forth in von Nessi et. al.35, we ascribe no rigorous physical
interpretation to the kinetic pressure, as the inference is far from force-balance and there
exists no direct constraint on the kinetic pressure in the inference. Thus, we do not present
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FIG. 6. Inferred poloidal current for #24600 at 280ms, right after the southwest neutral beam
disrupts. The dotted line indicates the MAP profile, with the thick line being the expectation.
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abilities of quadrature points.
the pressure profile for this inference here.
C. Information Theoretic Scalars
BEAST routinely outputs various information theoretic scalars, such as the evidence
and relative entropy between posterior and prior distributions. However, interpreting the
meaning of these quantities, outside the realm of model comparison, becomes difficult for
the following reasons. First, it is well easily understood that likelihoods are not probability
distributions40; and even in the form of Eq. (3), likelihoods still enjoy a gauge freedom
corresponding to an arbitrary scalar multiplier, which will directly affect the value of the
evidence. Moreover, the number of observations itself will also have an obvious impact on
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the evidence (c.f. Eq. (4)).
When leveraging implicit techniques to construct priors, like the methods employed in
BEAST to bias toward force-balance, faithfully calculating the relative entropy between prior
and posterior distributions is difficult, as the prior is not normalised during the quadrature
construction. Indeed, we only need to leverage relative probabilities from the prior to con-
struct the posterior quadratures, when using a technique like SLQ. It is possible to classify
the force-balance prior as part of the likelihood in this situation, but this leads to ambigui-
ties as to how to classify distributions as priors or likelihoods. Given this, we instead report
the relative entropy, Sp, between posterior and the approximating uniform distribution used
in the SLQ calculation (see Appendix B). To give some context to the meaning of Sp, the
volume of the approximating uniform distribution, |B|, is reported via its natural logarithm,
ln |B|, to be consistent with the notation in Appendix B.
For #22254 at 350ms the relative entropy between the posterior and the initial approxi-
mating uniform distribution having ln |B| = 2403.6 was Sp = 29.7±0.8 bits, with the uncer-
tainty being the 95% confidence interval. Discharge #24600 at 280ms had Sp = 42.0 ± 1.3
bits relative to an initial uniform distribution having ln |B| = 2327.3. Generally speaking,
these values reflect how much information was provided by both diagnostic observations and
the force-balance prior in the inference. As uncertainties were generally higher for #24600
at 280ms, a higher relative entropy means that the observations and prior were more effec-
tive at excluding outlier configurations, relative to those for #22254. Thus, while #22254’s
posterior had less degeneracy around its expectation, it had relatively heavier “wings”, as
compared to #24600. This interpretation is reinforced by the fact that #24600 started out
with a more informed uniform distribution, as compared to #22254, but still maintained a
higher relative entropy despite this.
V. CONCLUSIONS
Research in the area of Bayesian equilibrium reconstruction has rapidly advanced since
the work of Svesson and Werner21,39, which has gone from analytic inversion leveraging very
few physical assumptions to the current state-of-the-art where complex force-balance models
can be seamlessly folded into a non-analytic, robust inference on over 1000 model parameter
dimensions. Today, Bayesian equilibrium reconstruction compensates for broken diagnostics
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in situ34,35 in addition to being able to marginalise out uncertainties due to conducting sur-
face currents, all while preserving the integrity of the inference results. This paper presents
the most recent advancements in the area, which surround the computational aspects of
analysing the posterior. The end result being that the equilibrium for a high-performance
MAST discharge has been shown to be consistent with static GS force-balance, implying
that the current selection of diagnostics used in this analysis will need to be expanded, if
one wishes to resolve physics not already represented in the GS equation.
Developing research endeavours in this area include adding in a toroidal flow compo-
nent into the force-balance relation, along with more diagnostic data, and seeing how this
affects the inference on MAST discharges. Work is also progressing on deploying BEAST
on the KSTAR experiment, where both 2D MSE and diamagnetic loop data can be lever-
aged to better constrain the equilibrium inference. On the computational end of research,
the possibility of deploying machine learning techniques to generate better initial guesses
for posterior optimisation is being explored, as it is now the search for the MAP which
takes up the majority of computational time (as opposed to the construction of posterior
quadratures).
Appendix A: The Screening Mitigation Optimiser
In this section we briefly outline the directional search algorithm developed for use in
BEAST’s optimisation of the posterior. The direction search starts from an initial guess,
x0, a given, scalar increment, δ, and proceeds as follows.
1. At x0 the target function is evaluated, with the value stored (denoted f0).
2. If δ is smaller than a pre-defined threshold, the algorithm terminates. Otherwise, the
procedure continues onto the next step.
3. Evaluate the target function at x0 ± δei, where ei is the unit vector for the ith co-
ordinate, for all coordinate directions. Sign/direction combinations showing no im-
provement over f0 (in the case of the posterior, are less than f0) are discarded, with
all other combinations being recorded and ranked according to which ones gave the
largest improvement over f0. We label each improving coordinate increment as gi, with
lower indices having greater improvement over f0; i.e. gi will generally have the form
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±δej, with i and j uncorrelated. If no direction is found that improves f0, the value
of δ is scaled down (in BEAST δ is scaled down by a factor of 2) and the algorithm
returns to step 2.
4. Count the number of gi’s and record this value as M .
5. Evaluate the target at
x1 := x0 +
M∑
i=1
gi.
6. If the evaluation at x1 produces a result better than f0, a line search is performed
along x1− x0 from the point x0. The result of this search replaces the value of x0 and
the algorithm returns to step 1, with δ being set to it’s initial value. Otherwise, M is
decremented by one and the algorithm returns to step 5.
In BEAST, a golden section44 line search is used in the above; but any line search method
could be applied. The key point to tho above approach in that it is a “breadth-first”
algorithm in that it will try to change as many model parameter coordinates as possible
in each step, as opposed to accepting possibly better gains by moving along just a few
coordinates. Indeed, moving along one coordinate at any given step, may indeed produce a
better immediate result; but this has a tendency to drive the optimiser into local maxima
presented by the screening solutions discussed in §III B. This is the same problem has also
been found with both steepest descent and conjugate gradient optimisers, when deployed
in BEAST. This last point is unsurprising, as one wouldn’t expect such algorithms to be
effective on functions with many local maxima. The above algorithm is designed specifically
to avoid these local maxima and has proven to be extremely robust in BEAST inferences
and has the added advantage that it does not require gradient calculations.
Appendix B: Stochastic Lebesgue Quadrature
One can argue that all of Bayesian inference can be reduced to posterior quadrature cal-
culations. Indeed, any statistical moments of model parameters or marginalisations thereof
can be represented as
I :=
∫
Rn
Q(λ) dλ, (B1)
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where n being the number of model parameters, with diagnostic observations implicitly held
as parameters within Q(λ). With this, we seek to develop a numerical scheme to integrate
I for possibly large values of n.
First, we assume I <∞, to guarantee the existence of a bounded set B such that∣∣∣∣I − ∫BQ(λ) dλ
∣∣∣∣ < , (B2)
for any given  > 0. Thus, we are able to make the following approximation
I ≈
∫
B
Q(λ) dλ
=
∫
B
∫ Q(λ)
0
dtdλ
=
∫
Rn
∫ Q(λ)
0
|B|UB(λ) dtdλ
= |B|
∫ ∞
0
∫
{λ | Q(λ)>t}
UB(λ) dλdt, (B3)
where |B| denotes the n-dimensional volume of B and
UB(λ) :=
 |B|−1, λ ∈ B0, otherwise .
One will note that the co-area formula45 has been employed in the last step of Eq. (B3).
It is clear that UB(λ) is normalised to one by definition and thus, constitutes a uniform
probability distribution. The motivation for this particular factorisation is embodied in the
following definition
ξ(t) :=
∫
{λ | Q(λ)>t}
UB(λ) dλ
= Proportion of B where Q(λ) > t, (B4)
which hints at a way in which uniform sampling may be employed to obtain the desired
integral. To fully realise this, we note Eq. (B4) directly indicates that ξ(t) may be statistically
inverted via ordering uniform samples of B with respect to theirQ evaluations. Indeed, given
a collection of m uniform samples of B, denoted λi, indexed according to
Q(λ1) > Q(λ2) > · · · > Q(λm), (B5)
then Eq. (B4) indicates that
ξ−1
(
i
m
)
≈ Qi := Q(λi). (B6)
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To use this insight, we employ the definition in Eq. (B4) and make the substitution v = ξ(t)
to reduce the expression in Eq. (B3):
I ≈
∫ ∞
0
|B|ξ(t) dt
= |B|
∫ 0
1
vξ−1′(v) dv
= |B|
[
vξ−1(v)
∣∣∣0
1
+
∫ 1
0
ξ−1(v) dv
]
= |B|
[
− inf
λ∈B
Q(λ) +
∫ 1
0
ξ−1(v) dv
]
≈ |B|
∫ 1
0
ξ−1(v) dv, (B7)
where we have used integration by parts and the assumption that B can be chosen to make
infλ∈BQ(λ) small enough to satisfy the desired level of accuracy for the quadrature. One
will note that the assumption of I <∞ automatically implies that limv→0 vξ−1(v) = 0.
While the above is very similar to the development presented in von Nessi et. al.35, it
differs from that derivation in that the quadrature transformation has no intrinsic reliance
on the demarkations of likelihoods and priors. Indeed, the above result is quite general in
that Q(λ) need not be related to a probability distribution. Moreover, the definition of
ξ(t) needed to be altered to accommodate the transform’s reliance on uniform distributions,
which ultimately leads to the addition of the |B| term in the final expression.
Generalisations of Nested Sampling
The expression in Eq. (B6) indicates that a graph of ξ(t) can be statistically constructed
by taking an ordered set of Q evaluations coming from m uniform samples of B with an
abscissa constructed of m ordered uniform samples taken on [0, 1]. Concretely, given the m
samples denoted in Eq. (B6), one can take m uniform samples, ti, from [0, 1] indexed so that
1 ≥ tm > tm−1 > · · · > t1 ≥ 0 to approximate
ξ−1 (ti) ≈ Qi. (B8)
One can refine the resolution of any part of this graph by adding, say k, abscissa values
coming from uniform samples on [ti, tj] and k values coming from uniform samples taken from{
λ ∈ B |Qj < Q(λ) < Qi
}
and reordering both sets of k +m values according to Eq. (B5)–
Eq. (B8). This is a general prescription for graph refinement, for which Skilling’s NS is a
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particular instance of.35,38,42 Indeed, this method can be directly leveraged to design both
single-threaded and multi-threaded generalisations of NS. However, for the results presented
in this paper, we retain the original NS methodology for refining the graph in Eq. (B8), which
is detailed elsewhere35,38,42. Once a refinement of sufficient accuracy has been achieved, I
is simply evaluated via Eq. (B7), Eq. (B8) and the application of a trapezoidal quadrature
rule.
Uniform Sampling
The computational tractability of SLQ relies on the ability to generate uniform samples
from the set Bt :=
{
λ ∈ B | t < Q(λ)} for any 0 ≤ t ≤ t∗ := supλ∈BQ(λ) efficiently. Clearly,
ab initio uniform sampling of B will be rendered unacceptably inefficient as a proxy for
sampling on Bt for values of t approaching t∗. One approach to dealing with this is to
approximate Bt by a collection of n dimensional, pair-wise disjoint hypercubes, denoted Ci,
each with their coordinate axis corresponding to the collection of model parameters in the
problem. These cubes need not be of the same volume or proportion. Each cube is then
assigned a relative probability based on its volume:
P(Ci) := |Ci||⋃i Ci| . (B9)
To uniformly sample from
⋃
i Ci, one first needs to randomly select a particular hypercube’s
index according to the probability in Eq. (B9), then one can perform uniform Gibb’s sampling
on the selected cube to finally generate the next uniform sample from
⋃
i Ci ≈ Bt. Indeed,
this prescription can be viewed as a Gibb’s sampling over n dimensions, plus one discretised
dimension corresponding to the indexing on the hypercube approximation. This sampling
over a union of hypercubes can be carried out very quickly, even in high-dimensions with
many cubes in the collection; and thus offers an appealing foundation on which to build a
statistical quadrature.
The next point to be addressed is how to create and maintain a collection of hypercubes
which closely approximates Bt. To this end a collection of points si ∈ Bt is first created and
evolved to directly correspond to the pool of samples used in the NS quadrature construction.
In addition to these points, the MAP and a collection of ab initio uniform samples from B are
initially added to the collection of si. Once any of these points fail to meet the Q constraint
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in the NS progression, Skilling’s multi-state leapfrog algorithm (see §30.4 in MacKay40 for
details) is employed on the collection of si to find new points to replace those that no longer
meet the Q-constraint. If a fixed number of attempts fails to produce points that satisfy the
new Q-constraint, then effort is abandoned and the collection of si is reduced accordingly.
Once the collection of si has been established, the construction of the hypercubes proceeds
as follows:
1. Establish a minimal hypercube with axes corresponding to model parameters in the
inference which contains all si. We denote this hypercube Cg.
2. For each si create a hypercube, Ci of the same size and orientation as Cg.
3. Perform a pairwise comparison between all Ci, going through each dimensions to see if
they are disjoint. Note that the cubes need only be non-overlapping in one dimension
to be disjoint.
(a) If a pair of hypercubes, Ci and Cj, are overlapping, establish the coordinate that
constitutes their greatest separation. We will label this the kth coordinate for
convenience.
(b) If both Ci and Cj have their current bounding hyperplane along the kth coordi-
nate lying between si and sj, these hyperplanes are adjusted to have their kth
coordinate be the average of the kth coordinates of both their previous positions.
(c) If only one of Ci or Cj has their current bounding hyperplane along the kth
coordinate lying between si and sj, then the other’s bounding hyperplane’s kth
coordinate is adjusted to coincide with that of the one that separates si and sj.
(d) If neither Ci nor Cj has their current bounding hyperplane along the kth coordi-
nate lying between si and sj, then then both bounding hyperplanes are adjusted
so their kth coordinate coincides with the kth coordinate of the average position
between si and sj.
Once the collection of approximating hypercubes is first established, changes, additions and
removals (corresponding to the evolution of si) can be made in accordance with the above
pseudo-code in O(m) time, where m is the current number of cubes. This is achieved
primarily by tracking the coordinates along which each pair of cubes is separated and by
23
noting which bounding hyperplanes correspond to those of Cg for each Ci and subsequently
using this information to minimise the number of comparisons made on hypercube insertions
and deletions.
The above algorithm ensures that
⋃
i Ci contains all si ∈ Cg with no overlaps between
cubes; although this union will not be a cover for Cg, in general. As Cg will typically be a
poor approximation of Bt, a global scaling factor, η, along with a family of linear mappings
Lη on the collection of Ci, having the properties L0(Ci) = {si} and L1(Ci) = Ci is also
introduced. Ultimately, new uniform samples are drawn from⋃
i
Lη(Ci) ≈ Bt, (B10)
where η is dynamically adjusted on the interval [1, 0) to achieve a desired level of efficiency
for uniform samples having Q-evaluations greater than t.
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