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研究論文　
コインやサイコロの目の独立和の分布について
草場　聡宏 *・西　晃央*
Distributions of Independent Sums of the Spot of Coins or a Dice
Tokihiro KUSABA* and Akihiro NISHI*　
【要約】
いろいろな目を持つサイコロの目の和の分布について，格子点を使って考察した。1から始まりmまでの目を持つサ
イコロを n個振ったときに，mが偶数のとき，目の和が偶数になる場合と奇数になる場合は等しく，mが奇数のとき，
nが偶数であれば和は偶数になる場合が多く，nが奇数であれば和は奇数になる場合が多いことを格子点を使って説明
するとともに，確率分布を使っても示した。同様にして，それぞれが異なる個数の目を持つサイコロを n個振ったとき
の目の和の分布についても，格子点を使って説明するとともに，初等数論を用いても示した。これらはサイコロの目の
和と同様に，コインを投げたとき，表の出た個数の和の分布，あるいは，連続した数が記入してあるカードのセットか
ら 1枚ずつカードを選んだときのカードの数の和の分布と考えることもできる。さらに，コインやサイコロの目の独立
和が，mod tでどのような分布になるかについて考察した。
【キーワード】
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1 はじめに
「2個のサイコロを振ったときに，その目の和が偶数である確率と奇数である確率はそれぞれいくらか。」中学校の教
科書でよく見る問題である。一般的なサイコロの目は 1から 6であるが，これを一般化して考察する。
1.1 1からmまでの目を持つサイコロを 2個振る
まず，1 から m までの目を持つ 2 個のサイコロ (x, y) を振るとき，すなわち，1  x, y  m とするとき，目の和
(w = x+ y)の分布について考える。
ここでは，サイコロの目を使って考えるが，コインで考えると，「与えられた個数 (m個)のコインを 2回投げたとき
に表が出たコインの個数の和の分布」と同じことである。
2個のサイコロの目 (x, y)を座標とする格子点を考える。(1, 1)からスタートして，各ステップで xまたは y が 1だ
け変化して全ての格子点を 1回だけ通るものとする。2個のサイコロの目の和，x+ y が偶数のときに (x, y)を偶点，奇
数のときに奇点と呼ぶ。
■m = 3のとき
図 1 3 3の格子点の移動径路
全部で奇数 (3× 3 = 9)個の格子点を通る。偶点 (1，1)からスタートして，偶点→奇点→偶点→ · · ·→偶点 (3，3)で終
わるので，偶点が１つ多い。つまり，目の和は偶数になる場合が多い。
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■m = 4のとき
図 2 4 4の格子点の移動径路
全部で偶数 (4× 4 = 16)個の格子点を通る。偶点 (1, 1)からスタートして，偶点→奇点→偶点→ · · ·→奇点 (4, 1)で
終わるので，偶点の数=奇点の数となる。つまり，目の和は偶数になる場合と奇数になる場合が等しい。
1.2 1からmまでの目を持つサイコロを 3個振る
次に，1からmまでの目を持つ 3個のサイコロ (x, y, z)を振るとき，すなわち，1  x, y, z  mとするとき，目の和
(w = x+ y + z)の分布について考える。コインでは，「与えられた個数 (m個)のコインを 3回投げたときに表が出た
コインの個数の和の分布」となる。
3個のサイコロの目 (x, y, z)を座標とする格子点を考える。(1, 1, 1)からスタートして，各ステップで xまたは y ま
たは z が 1だけ変化して全ての格子点を 1回だけ通るものとする。3個のサイコロの目の和，x+ y + z が偶数のときに
(x, y, z)を偶点，奇数のときに奇点と呼ぶ。
■m = 3のとき
図 3 3 3 3の格子点の移動径路
全部で奇数
(
33 = 27
)
個の格子点がある。奇点 (1, 1, 1)からスタートして，奇点→偶点→奇点→ · · ·→奇点 (3, 3, 3)で
終わるので，奇点が１つ多い。つまり，目の和は奇数になる場合が多い。
■m = 4のとき
図 4 4 4 4の格子点の移動径路
全部で偶数
(
43 = 64
)
個の格子点がある。奇点 (1, 1, 1)からスタートして，奇点→偶点→奇点→ · · ·→偶点 (4, 1, 1)→
奇点 (4, 1, 2)→ · · ·→偶点 (1, 1, 2)→奇点 (1, 1, 3)→ · · ·→偶点 (4, 1, 3)→奇点 (4, 1, 4)→ · ··→偶点 (1, 1, 4)で終わる
ので，偶点の数=奇点の数となる。つまり，目の和が偶数になる場合と目の和が奇数になる場合が等しい。
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1.3 1からmまでの目を持つサイコロを n個振る
さらに，1からmまでの目を持つ n個のサイコロ (x1, · · ·, xn)を振るとき，すなわち 1  x1, · · ·, xn  mとすると
き，目の和 (w = x1 + · · ·+ xn)の分布について考える。コインでは，「与えられた個数 (m個)のコインを n回投げた
ときに表が出たコインの個数の和の分布」となる。
n個のサイコロの目 (x1, · · ·, xn)を座標とする格子点を考える。(1, · · ·, 1)からスタートして，各ステップで xi が 1
だけ変化して全ての格子点を 1回だけ通るものとする。目の和，w = x1 + · · · + xn が偶数のときに (x1, · · ·, xn)を偶
点，奇数のときに奇点と呼ぶ。
■mが偶数のとき 格子点は全部で偶数 (mn)個なので，偶点の数=奇点の数となる。つまり，目の和が偶数になる場
合と目の和が奇数になる場合が等しい。
■mが奇数のとき 格子点は全部で奇数 (mn)個なので，始まった (偶・奇)点と同じ (偶・奇)点で終わる。そこで，
nが偶数ならば，偶点 (1, · · ·, 1)で始まり偶点で終わるので，目の和が偶数になる場合が多く，
nが奇数ならば，奇点 (1, · · ·, 1)で始まり奇点で終わるので，目の和が奇数になる場合が多い。
1.4 確率変数を使って考える
確率変数 X1, · · ·, Xn iid∼ DU {1, · · ·,m}(集合 {1, · · ·,m}上の離散一様分布)を使って考える。
■mが偶数のとき
P (Xi = 偶数) = P (Xi = 奇数) =
1
2
である。W = X1 + · · ·+Xn とおくと，
P (W = 偶数) =
[n2 ]∑
j=0
(
n
2j
)
1
2n
，(X1, · · ·, Xnのうち，奇数となるものが 2j 個，残りの n− 2j 個が偶数) 
ここで，
[n2 ]∑
j=0
(
n
2j
)
= 2n−1
なので，
P (W = 偶数) =
[n2 ]∑
j=0
(
n
2j
)
1
2n
= 2n−1· 1
2n
=
1
2

つまり，{ (x1, · · ·, xn) | 1  xi  m }のうち，目の和 (w = x1 + · · ·+ xn)が偶数になる場合と奇数になる場合は等しい。
■mが奇数のとき
P (Xi = 奇数) =
m+1
2
m
=
m+ 1
2m
=
1
2
(
1 +
1
m
)
，P (Xi = 偶数) =
m−1
2
m
=
m− 1
2m
=
1
2
(
1− 1
m
)
なので，W が奇数になるには X1, X2, · · ·, Xn のうち奇数となるものが奇数個であればよいので，
P (W = 奇数) =
1
2n
[n2 ]∑
j=0
(
n
2j + 1
)(
1 +
1
m
)2j+1(
1− 1
m
)n−(2j+1)

ところで，二項定理の変形として次の等式がある。
補題 1. 　 [Riordan(1979)[1]]
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[ l2 ]∑
j=0
(
l
2j
)
x2j
2j + 1
=
(1 + x)
l+1 − (1− x)l+1
2 (l + 1)x

補題 1の証明は右辺を二項展開すれば容易に得られる。ここで，(
l
2j
)
1
2j + 1
=
1
l + 1
(
l + 1
2j + 1
)
なので，l + 1 = nとおくと上式は，
[n−12 ]∑
j=0
(
n
2j + 1
)
x2j+1 =
(1 + x)
n − (1− x)n
2
となる。この式で x =
m+ 1
m− 1 を代入すると，
1 + x = 1 +
m+ 1
m− 1 =
2m
m− 1，1− x = 1−
m+ 1
m− 1 =
−2
m− 1
より
(m− 1)n
[n−12 ]∑
j=0
(
n
2j + 1
)(
m+ 1
m− 1
)2j+1
= 2n−1
{
mn + (−1)n−1
}

したがって，
P (W = 奇数) =
[n−12 ]∑
j=0
(
n
2j + 1
)(
m+ 1
2m
)2j+1(
m− 1
2m
)n−(2j+1)
=
mn + (−1)n−1
2mn

これから，

{
(x1, · · ·, xn) | 1  xi  m，w =
n∑
i=1
xi = 奇数
}
= mnP (W = 奇数) =
mn + (−1)n−1
2
となる。つまり，
■nが偶数のとき 目の和が偶数になる場合が多い。
■nが奇数のとき 目の和が奇数になる場合が多い。
2 異なる個数の目を持つサイコロを振る
次に一般化して，異なる目を持つサイコロの目の和の分布について考える。
2.1 異なる個数の目を持つサイコロを 2個振る
1から m1 までの目を持つサイコロと 1から m2 までの目を持つサイコロの 2個のサイコロ (x, y)を振るとき，すな
わち 1  x  m1，1  y  m2 とするとき，目の和 (w = x+ y)の分布について考える。
2個のサイコロの目 (x, y)を座標とする格子点を考える。(1, 1)から始まり各ステップで xまたは y が 1だけ変化し
て全ての格子点を 1回だけ通るものとする。
■m1,m2 がともに奇数のとき 格子点は全部で奇数 (m1 ×m2)個なので，始まった (偶・奇)点と同じ (偶・奇)点で
終わる。偶点 (1, 1)で始まり偶点で終わるので，目の和は偶数になる場合が多い。
■m1,m2 のうち少なくとも片方が偶数のとき 格子点は全部で偶数 (m1 ×m2)個なので，偶点の数=奇点の数となる。
つまり，目の和が偶数になる場合と目の和が奇数になる場合は等しい。
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2.2 異なる個数の目を持つサイコロを n個振る
それぞれ与えられた個数 (mi) の目を持つサイコロを n 個振るとき，すなわち 1  xi  mi，(1  i  n) とすると
き，目の和 (w = x1 + · · ·+ xn)の分布について考える。コインでは，「与えられた個数 (mi 個)のコインが入った袋が
n袋ある。それぞれの袋のコインを全て投げたとき，表となったコインの個数の和の分布」となる。
n個のサイコロの目 (x1, · · ·, xn)を座標とする格子点を考える。(1, · · ·, 1)からスタートして，各ステップで xi が 1
だけ変化して全ての格子点を 1回だけ通るものとする。目の和，w = x1 + · · · + xn が偶数のときに (x1, · · ·, xn)を偶
点，奇数のときに奇点と呼ぶ。
■mi が全て奇数のとき 格子点は全部で奇数
(
n∏
i=1
mi
)
個なので，始まった (偶・奇)点と同じ (偶・奇)点で終わる。
つまり，
nが奇数ならば，奇点 (1, · · ·, 1)で始まり奇点で終わるので，目の和が奇数になる場合が多い。
nが偶数ならば，偶点 (1, · · ·, 1)で始まり偶点で終わるので，目の和が偶数になる場合が多い。
■mi のうち少なくとも 1つが偶数のとき 格子点は全部で偶数
(
n∏
i=1
mi
)
個なので，偶点の数=奇点の数となる。つま
り，目の和が偶数になる場合と目の和が奇数になる場合は等しい。
2.3 任意の数から始まりそれぞれが異なる個数の目を持つサイコロを n個振る
任意の数 (si) から始まり，与えられた個数 (mi 個) の目を持つサイコロを n 個振るとき，すなわち si  xi 
si +mi − 1 (1  i  n)とするとき，和 (w = x1 + · · ·+ xn)の分布について考える。カードで考えると，「任意の数
(si)から始まり連続した数を持つ与えられた枚数 (mi)からなるカードが nセットある。それぞれのセットからカード
を 1枚ずつ引いたときに，引いたカードの数の和の分布」となる。
■mi が全て奇数のとき 格子点は全部で奇数
(
n∏
i=1
mi
)
個なので，始まった (偶・奇)点と同じ (偶・奇)点で終わる。
つまり，
n個の si のうち奇数が奇数個ならば，ws =
n∑
i=1
si は奇数となり，奇点で始まり奇点で終わるので，目の和が奇数にな
る場合が多い。
n個の si のうち奇数が偶数個ならば，ws =
n∑
i=1
si は偶数となり，偶点で始まり偶点で終わるので，目の和が偶数にな
る場合が多い。
■mi のうち少なくとも 1つが偶数のとき 格子点は全部で偶数
(
n∏
i=1
mi
)
個なので，偶点の数=奇点の数となる。つま
り，目の和が偶数になる場合と目の和が奇数になる場合は等しい。
2.4 初等数論的取り扱い
これまでのことを初等数論的に取り扱う。n個のサイコロがあり，i番目のサイコロにはmi個の目があって，それぞれ
の目には異なる整数が記入されている。これらの整数からなる集合をMi (1  i  n)とおく。したがって，|M i| = mi
である。ここで，|M i|は集合Mi に属する要素の個数である。
Mi に属する奇数の全体を Ai，偶数の全体を Bi とおき，
|Ai| = ai, |Bi| = bi
とおく。明らかに，mi = ai + bi である。さらに，
A(n) =
{
(x1, · · ·, xn) ∈ M1 × · · · ×Mn｜
n∑
i=1
xiは奇数
}
，|A(n)| = a(n)
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B(n) =
{
(x1, · · ·, xn) ∈ M1 × · · · ×Mn｜
n∑
i=1
xiは偶数
}
，|B(n)| = b(n)
とおくと，
a(n) = サイコロの目の和が奇数になる場合の数，
b(n) = サイコロの目の和が偶数になる場合の数
であり，明らかに
a(n) + b(n) =
n∏
i=1
mi (= |M1 × · · · ×Mn|) =
n∏
i=1
(ai + bi)
である。
定理 2. a(n) − b(n) = (−1)n−1
n∏
i=1
(ai − bi) 
Proof. n = 1の場合 a(1) = a1，b(1) = b1 だから明らかに成立する。n− 1での成立を仮定すると，
奇数＋偶数 ≡ 偶数＋奇数 (= 奇数)，偶数＋偶数 ≡ 奇数＋奇数 (= 偶数)
より，
a(n) = a(n−1)bn + b(n−1)an，　 b(n) = a(n−1)an + b(n−1)bn
となる。辺々引いて，
a(n) − b(n) = bn
(
a(n−1) − b(n−1)
)
− an
(
a(n−1) − b(n−1)
)
= −
(
a(n−1) − b(n−1)
)
(an − bn)
となって，帰納法の仮定より，
　　　　　　　　 a(n) − b(n) = − (−1)n−2
n−1∏
i=1
(ai − bi)× (an − bn) = (−1)n−1
n∏
i=1
(ai − bi) 
　　
ところで，a(n)と b(n) に関して，その和は
a(n) + b(n) =
n∏
i=1
(ai + bi) =
n∏
i=1
mi
であったが，その差は定理 2より
a(n) − b(n) = (−1)n−1
n∏
i=1
(ai − bi)
となる。したがって，a(n) 及び b(n) を ai と bi を用いて，次のように表すことができる。
a(n) =
1
2
{
n∏
i=1
(ai + bi) + (−1)n−1
n∏
i=1
(ai − bi)
}
，
b(n) =
1
2
{
n∏
i=1
(ai + bi)− (−1)n−1
n∏
i=1
(ai − bi)
}

系 3. ∃i，ai = biなら a(n) = b(n) 
以上のことから，各Mi に属する奇数の個数と偶数の個数の差が 1以下の場合には，目の和の分布について以下のこ
とがいえる。
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■mi のうち少なくとも 1つが偶数のとき ai− bi = 0となる iが存在するので，
n∏
i=1
(ai − bi) = 0となり，a(n) = b(n)，
つまり目の和が偶数になる場合と目の和が奇数になる場合は等しい。
■mi が全て奇数のとき ai − bi = 1または −1であるので，目の和が奇数になる場合と目の和が偶数になる場合の差は
1または −1である。
3 更なる一般化
ここまで目の和が偶数になるか奇数になるかについて考察してきた。では，目の和の分布を mod tについて考えたら
どのようになるであろうか。このことを以下に考察する。
n個のサイコロを投げるとき，出る目のパターン全体からなる集合は，直積集合M1 × · · · ×Mn
(
= M (n)とおく
)
で
ある。目の和を mod t (tは 2以上の整数)で考察したいので，M i (1  i  n)及びM (n) を mod t で直和分割する。
　　Mi = ∪t−1j=0Aij，Aij = {x ∈ Mi |x ≡ j mod t }，
　　M (n) = ∪t−1j=0A(n)j ，A(n)j =
{
(x1, · · ··, xn) ∈ M (n) |
n∑
i=1
xi ≡ j mod t
}

　　 |Aij | = aij，|A(n)j | = a(n)j ，|M (n)| = m(n)
(
=
n∏
i=1
mi
)
とおくと，
　　
t−1∑
j=o
aij = mi (1  i  n)，
　　
t−1∑
j=o
a
(n)
j = m
(n)
である。n個のサイコロを投げたとき，i番目のサイコロの目を Xi とおき，その和を
Wn =
n∑
i=1
Xi
とおく。Wn の mod tでの確率分布は
P (Wn ≡ j mod t) =
a
(n)
j
m(n)
(0  j  t− 1)
で与えられる。右辺の分数の分子に対して，次の補題が成立する。ただし，添字の t− k + j は mod tで考える。なお，
二重添字の間には適宜コンマを挿入している。
補題 4. a(n)j =
t−1∑
k=0
a
(n−1)
k · an，t−k+j (0  j  t− 1) 
Proof. A
(n)
j  (x1, · · ·, xn) ⇔ x1 + · · ·+ xn ≡ j mod t
　　　　　　　　　　　⇔ ∃kに対して，x1 + · · ·+ xn−1 ≡ k かつ xn ≡ j − k mod t
　　　　　　　　　　　⇔ ∃kに対して，(x, · · ·, xn−1) ∈ A(n−1)k かつ x ∈ An,t−k+j 
これより直ちに求める等式が得られる。
この補題から，Wn の mod tでの分布に関して，次の定理が成立する。
定理 5. ∃k に対して，ak，0 = ak，1 = · · · = ak，t−1 ならば，Wn は mod tで一様分布する。
Proof. 一般性を失うことなく k = nとしてよい。また，an，0 = an，1 = · · · = an,，t−1 = bとおく。補題 4より，
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a
(n)
j =
t−1∑
k=0
a
(n−1)
k b = b
t−1∑
k=0
a
(n−1)
k
　　　　　　 = b ·m(n−1)
となり，a(n)j は j に依存しない定数である。よって，
m(n) =
t−1∑
j=0
a
(n)
j = tbm
(n−1)
であるから，
a
(n)
j = bm
(n−1) =
m(n)
t
となる。したがって
P (Wn ≡ j mod t) =
a
(n)
j
m(n)
=
1
t
となり，Wnの mod tでの確率分布は一様分布である。
注意．　Mk が連続したmk 個の整数の集合の場合，ak，0 = ak，1 = · · · = ak，t−1 となるための必要十分条件は，
　　　 tがmk の約数となることである。
例. 通常のサイコロを n回投げるときは
M1 = M2 = · · · = Mn = {1, 2, 3, 4, 5, 6}
である。t = 3の場合，
A10 = {3, 6} , A11 = {1, 4} , A12 = {2, 5}，a10 = a11 = a12 (= 2)
なので，目の和
Wn =
n∑
i=1
Xi
の mod 3での確率分布は集合 {0, 1, 2}上の一様分布である。
定理 5から，どれかの目Xk が mod tで一様分布すれば，目の和Wn =
n∑
i=1
Xi も mod tで一様分布し，しかも nは
任意でよい。他方，一般に nが大きくなると中心極限定理から，Wn そのものの分布は正規分布に近づく。
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