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SUMMARY 
Wireless and wireline networks provide ubiquitous communication coverage for 
life and work in modern society. With the high growth rate of mobile traffic, radio access 
networks (RAN) supporting high capacity, low latency, robust transmission, and massive 
connections are anticipated. Advanced RANs are largely enabled by the optical networks 
behind, which provide high-bandwidth and low-loss transmission. Particularly, in the fifth-
generation New Radio (5G NR) of mobile networking, new spectrum resources such as 
millimeter wave (mmWave) bands are adopted to expand bandwidth. Hence, advanced 
technologies such as radio-over-fiber (RoF), photonic-assisted generation techniques are 
intensively studied for the implementation of mmWave in the fiber-wireless access 
networks. For fixed access networks, operators have built and deployed fixed fiber and 
cable networks everywhere to service broadband residential and commercial customers, 
providing in-place fiber infrastructure and last-mile connections to the customers.  
Radio and fixed access networks have evolved independently from one another 
with different topologies and protocols, whereas fundamental technologies such as 
transmission formats are shared across the two systems. Both radio and fixed access 
networks are facing challenges such as achieving higher capacity and lower latency. On 
the one hand, to maximize resource utilization, fixed-mobile convergence is desirable, 
which aims to utilize the existing fixed fiber resources as mobile x-haul for ubiquitous 
coverage of next-generation mobile services. On the other hand, to improve performance, 
fiber-wireless integrated networks are in needs of advanced access technologies and 
improved resource management. 
 xxi 
The objective of the dissertation is to study and demonstrate RoF-based access 
technologies to improve the system performance of fiber-wireless networks. RoF-based 
wireless overlay over fixed access networks, advanced waveforms and multiple access 
schemes, and intelligent scheduling of fiber-wireless networks are the three key topics of 
the dissertation. Advanced RoF technologies and systems will be investigated and 
implemented in the dissertation. Furthermore, considering the importance of mmWave in 
future fiber-wireless networks, photonic-assisted mmWave generation schemes will be 
extensively utilized for the demonstration and verification of the systems proposed. The 
dissertation will cover approaches and resources including 1) infrastructure components 
such as fiber networks, interface equipment, etc.; 2) spectrum resources such as mmWave 
frequencies, spectrum-efficient waveforms and digital signal processing (DSP), advance 
access schemes and multiplexing methods; 3) intelligent scheduling and resource 
allocation using artificial intelligence (AI) technologies. 
In the dissertation, we will cover networks including RANs, hybrid fiber-coaxial 
(HFC), and passive optical networks (PON). The architectures, key features, DSP 
technologies will be introduced and explained. Major in-place fiber infrastructure and last-
mile wireline connections to the customers are primarily owned by fixed access networks. 
While in the urban area, it is expected that 5G should have ubiquitous coverage and hence 
requires densified cell deployment. The challenge is that the cost can be prohibitive to roll 
out the fiber plant required for dense cell deployment. The goals of facilitating next-
generation RAN deployment and maximizing the capability of fixed networks have raised 
the incentives to re-use the existing fixed fiber resources for future RANs, achieving fixed-
mobile convergence. In the dissertation, two schemes to provide RoF-supported wireless 
 xxii 
overlay over fixed networks are proposed and demonstrated. Based on photonic-assisted 
mmWave generation schemes, the two schemes tackle the problem by exploiting two 
resource dimensions that were previously left unused to provide wireless overlay: one 
scheme is to utilize the previously idle local oscillator (LO) laser via frequency division 
multiplexing (FDM), the other scheme utilizes the additional orthogonal optical 
polarization, achieving polarization division multiplexing (PDM) with polarization-
tracking-free operation. In both works, we demonstrate co-delivery of fixed and mobile 
services using the proposed architectures with minimum alteration to the existing networks. 
Comprehensive interference analysis is also studied theoretically and experimentally. Both 
schemes can provide potential solutions for enhancing fiber and spectrum utilization, 
achieving fixed-mobile convergence. 
Radio and fixed access networks are facing the challenge to support data-
demanding users and latency-sensitive traffic with limited infrastructure and bandwidth. In 
response to the challenges, topics including carrier aggregation, interference control, new 
waveforms, advanced decoding algorithms have drawn much attention from both sides. 
Two orthogonal frequency-division multiplexing (OFDM) based access schemes will be 
analyzed and demonstrated: windowed OFDM and pattern division multiplexing access 
(PDMA). Windowed OFDM is theoretically and experimentally compared with other 
OFDM-based waveforms in terms of spectrum efficiency and DSP complexity 
improvements, etc. It is demonstrated and evaluated in both mmWave wireless access and 
long-range optical transmission. We show that windowed OFDM can provide suppressed 
out-of-band leakage and improved carrier-frequency-offset resistance by applying low-
complexity short perfect reconstruction windows, enabling spectrum-efficient carrier-
 xxiii 
aggregation. Whereas PDMA is a symbol-level non-orthogonal multiple access (NOMA) 
scheme. For enhanced receiver-side decoding, a modified message passing algorithm 
(MPA) is developed and implemented for PDMA. A PDMA system integrated with MPA 
is experimentally demonstrated in a multi-user mmWave radio access system that uses RoF 
mobile fronthaul, showing improved decoding performance compared to conventional 
NOMA schemes. The application of PDMA in grant-free low-latency uplink access is also 
studied and experimentally verified. 
The RANs in 5G NR and beyond are envisioned to be service-oriented, supporting 
multiple users and various applications with different quality-of-service (QoS) 
requirements. In addition to the capacity and speed requirements, latency becomes an 
important performance benchmark, especially for time-sensitive data traffic. To envision 
next-generation fiber-wireless access networks, it is desirable to integrate AI technologies 
into system design. We propose and evaluate a deep reinforcement learning (DRL) based 
scheduler operating with both latency and channel condition awareness for service-oriented 
multi-user mmWave RANs. The DRL scheduler is verified using experimentally collected 
RoF-mmWave channel conditions and variations, as well as the implementation of service 
flows with different QoS requirements. The DRL scheduler can operate adaptively with 
channel variations and jointly optimize bit error rate and latency performance. The 
proposed DRL-based scheduling and resource allocation is demonstrated as a promising 
AI-based technique that is applicable to post-5G RANs. 
 1 
CHAPTER 1 INTRODUCTION AND BACKGROUND 
1.1 Motivation 
Ever since the groundbreaking publication of Claude Shannon’s paper on 
information theory [1], human civilization has entered a rapidly developing stage 
substantiated by the revolution of communication efficiency and reliability. Alexander G. 
Bell invented the first commercial wireline telephone services in the 1870s and created the 
first telephone company, the Bell Telephone Company, which later evolved into American 
Telephone & Telegraph (AT&T) and is still one of the world's largest phone companies 
nowadays [2]. Later, together with the advances in semiconductor technology, wireless and 
digital communications became the key innovation thrusts in the information revolution in 
the 1990s. Ever since then, wireless and wireline communications exist in every corner of 
people’s daily lives and work. When we are commuting or traveling, we rely on navigation 
applications enabled by cellular mobile networks. At work, broadband wireline networks 
such as optical networks or hybrid fiber-coaxial (HFC) provide high-speed and reliable 
wireline communication among different entities. In the year 2020 to 2021, we are trapped 
at home due to the coronavirus disease 2019 (COVID-19) pandemic. For most of us living 
in the United States, the connections to the outside world rely on the small cable modems 
tapped from HFC networks. We can enjoy our safe but limited ‘freedom’ of walking around 
the apartment while watching news through mobile phones connected to Wi-Fi. 
Radio and fixed access networks play important yet different roles in modern 
communications. According to Cisco visual networking index forecast [3], global Internet 
Protocol (IP) traffic will increase at a compound annual growth rate of 26% from 2017 to 
 2 
2022, in which fixed traffic will grow at 24% and mobile traffic grows at 46%. By 2022, 
wired devices will account for 29% of IP traffic and Wi-Fi and mobile devices will account 
for 71%, as shown in Figure 1.1. With the nearly doubled growth rate of mobile traffic 
compared to fixed traffic, high-performance radio access networks (RANs) supporting 
high capacity, low latency, robust transmission, and massive connections are anticipated. 
Advanced RANs are largely enabled by the optical networks behind which provide high 
bandwidth and low-loss transmission. Particularly, in the fifth-generation New Radio (5G 
NR) of mobile networking, new spectrum resources such as millimeter wave (mmWave) 
bands are adopted to expand bandwidth. Hence, advanced technologies such as radio-over-
fiber (RoF), photonic-assisted mmWave generation techniques are intensively studied for 
the implementation of mmWave in the fiber-wireless access networks. Architecture-wise, 
rapidly increasing traffic volumes are driving the deployment of small cell, which incurs 
economical pressure for 5G fiber infrastructure rollout. On the other hand, fixed access 
networks have built and deployed HFC networks everywhere to service broadband 
residential and commercial customers, providing in-place fiber infrastructure and last-mile 
connections to the customers. Moreover, technologies such as fiber-deep are employed in 
fixed access networks to extend the fiber penetration and coverage. To maximize fiber 
 
Figure 1.1 Forecast and trends of radio and fixed access networks, 2017 - 2022 [3]. 
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resource utilization, it is desirable to exploit the potential to support mobile services 
utilizing the existing fixed access networks. 
Radio and fixed access networks have evolved independently from one another with 
different topologies and protocols, whereas fundamental physical (PHY) layer 
technologies such as digital transmission formats and waveforms are still shared across the 
two systems. In practice, fixed access networks such as passive optical networks (PON) 
and HFC have high peak data rates but relatively low average data rates, with extensively 
deployed fiber infrastructure to support large number of users. Digital transmission formats 
such as on-off keying (OOK) and pulse amplitude modulation (PAM) are used for the 
transport in fixed access networks. For RANs, fiber connections between central units 
(CUs) and distributed units (DUs) are not as dense as fixed networks but require low 
latency and constant high sustainable data rates [4]. An example would be common public 
radio interface (CPRI) deployed as the digital mobile fronthaul. Advances of access 
technologies are also progressing concurrently in both fixed and radio access networks. 
Orthogonal frequency-division multiplexing (OFDM) has been implemented in mobile 
networks, Wi-Fi, HFC, etc. OFDM-based waveforms with enhanced performance have 
been intensively investigated for the next-generation mobile networks in the past few years. 
Therefore, it is essential to study advanced waveforms and multiple access schemes for 
performance enhancement of RoF-based fiber-wireless access networks. 
 In the past few years, the investigation and discussions of latency-related topics has 
drawn much attention, in addition to the capacity and speed that people used to primarily 
focus on. As a huge number of customers are increasingly using data-demanding and 
latency-sensitive applications across platforms, both the radio and fixed networks are 
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facing the challenges of achieving low latency. More and more stringent latency 
requirements can be observed in both networks. For example, in 4G Long-Term Evolution 
(LTE), the latency is around ~20ms for uplink transmission [5], whereas the 5G user-plane 
latency requirement is much shortened, which is 4ms for broadband traffic and 1ms for 
time-sensitive traffic [6]. On the other hand, operations such as priority queue is proposed 
in HFC to improve system latency, due to the latency requirement of various applications 
and the expectation for HFC to serve as mobile x-haul [5], [7]. In addition, to realize 
service-oriented networks which support multiple users and various applications with 
different quality-of-service (QoS) requirements, efficient scheduling and resource 
allocation algorithms are desired in fiber-wireless networks [8].   
 To envision for next-generation fiber-wireless access networks, integrating 
artificial intelligence (AI) into system design has drawn great interest from both academia 
and industry. From the aspects of signal processing, machine learning (ML) methods such 
as support vector machine (SVM) and artificial neural network (ANN) are employed in the 
demodulation and decoding process to supplement conventional digital signal processing 
(DSP) algorithms [9], [10]. AI-based technologies can also find broad applications in 
system resource management. In [11], SARSA reinforcement learning (RL) is utilized to 
realize proactive interference avoidance in a mmWave-over-fiber mobile fronthaul. In [12] 
and [13], deep reinforcement learning (DRL) is employed for intelligent resource block 
(RB) allocation in a mobile backhaul. In these systems, resource allocation and 
optimization that costs complex computation in conventional systems can be improved 
using AI-based schemes. In fact, AI is one of the key words in the vision of 6G technologies 
[14]. Investigation and implementation of AI technologies will thus be an important topic 
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of the dissertation, with a particular focus on improving scheduling and resource allocation 
efficiency via DRL technologies. 
The objective of the dissertation is to study and demonstrate RoF-based access 
technologies to improve the system performance of fiber-wireless networks. RoF-based 
wireless overlay over fixed access networks, advanced waveforms and multiple access 
schemes, and intelligent scheduling of fiber-wireless networks are the three key topics of 
the dissertation. Motivated by the aforementioned technologies, the dissertation will cover 
approaches and resources including 1). Infrastructure components such as fiber networks, 
interface equipment, etc.; 2) spectrum resources such as mmWave frequencies, spectral-
efficient DSP, interference cancellation technologies, etc.; 3) advance access schemes such 
as new waveforms and multiplexing methods; 4) intelligent scheduling and resource 
allocation based on DRL. 
1.2 Background and Challenges 
1.2.1 Overview of Fiber-Wireless Networks and Fixed-Mobile Convergence 
In the dissertation, three types of access networks will be discussed: radio access 
networks (RAN), hybrid fiber-coaxial (HFC), and passive optical networks (PON). In the 
section, the architecture and key features of the networks will be introduced and explained. 
The similarities and differences of their DSP technologies will also be elaborated and 
compared.  
As shown in Figure 1.2, the fiber mobile fronthaul of RAN consists of central units 
(CUs), distributed units (DUs), and the optical to radio frequency (RF) conversion is 
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achieved in remote radio units (RRUs). The architecture is defined in Next-Generation 
Fronthaul Interfaces (NGFI) [15], [16]. Based on NGFI architecture, the concept of 
functional split is proposed for 5G, where the originally centralized DSP function blocks 
are distributed across CUs, DUs and RRUs [17]. There are various optical transmission 
schemes for the interface between CUs, DUs and RRUs. On the one hand, digital RoF (D-
RoF) such as CPRI has been widely implemented for the mobile fronthaul in RANs [18]. 
In D-RoF, the output waveforms are digitized and re-synthesized using digital modulation 
formats for fiber transmission and will be decoded at the receiver. On the other hand, 
analog-RoF (A-RoF) is widely investigated as it can provide high spectral efficiency and 
achieve DSP-free RRU design. In A-RoF, the RF waveforms are directly converted to the 
optical domain at the DUs. Hence it only requires optical-to-electrical conversion in the 
RRUs without involving DSP to extract the RF waveforms for later antenna transmission. 
Based on 3rd Generation Partnership Project (3GPP) 5G Release-16 (Rel-16), 5G RANs 
will support two wireless frequency bands. One is Frequency Range 1 (FR1) that includes 
sub-6 GHz frequency bands, the other is FR2 that includes frequency bands from 
24.25GHz to 52.6GHz (mmWave bands) [19], [20]. One advantage of A-RoF is that it can 
support the photonic-assisted generation of mmWave, which is particularly desirable for 
the 5G FR2 scenarios. 
Different from RANs that provide wireless access to the users, HFC and PON 
belong to fixed access networks, as shown in Figure 1.2. HFC is the access network 
deployed mainly by the cable industry. In HFC, the fiber plant is deployed between cable 
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modem termination system (CMTS) and fiber nodes in the field. In legacy generations of 
HFC, RF-over-glass (RFoG) which is one type of A-RoF technologies is used over the 
HFC fiber networks. RFoG is subject to issues such as increased noise floor due to optical 
beating interference and stringent requirements of linear amplifiers. Therefore, digital fiber 
connection is proposed and implemented for the latest generation of HFC. The concept of 
digital fiber belongs to D-RoF, in which modulation formats such as OOK and PAM can 
be utilized. After fiber transmission at the fiber nodes, RF signals are generated following 
the Data Over Cable Service Interface Specification (DOCSIS) and to be received by cable 
modems (CMs). Since DOCSIS 3.1, OFDM has become the modulation format for cable 
transmission [21]. Different from the hybrid networks of HFC, PONs are all-optical 
networks. From the optical line terminal (OLT) to the optical network unit (ONU), digital 
transmission formats are utilized. For the multiplexing schemes, there are time-division 
 
Figure 1.2 Overview of access networks: RAN for mobile networks, HFC and PON for 




































multiplexing (TDM), frequency-division multiplexing (FDM), and wavelength-division 
multiplexing (WDM), etc.  
 As shown in Figure 1.2, there is wireline connection between the user-end and a 
remote node in both HFC and PON. While in RAN, users access the network through 
wireless links. In fact, major in-place fiber infrastructure and last-mile wireline connections 
to the customers are owned by fixed access networks. Reports show that HFC are the most 
widely deployed networks in North America and Europe. For example, HFC passes 93% 
of households in the United States [22]. Moreover, recently both HFC and PON are actively 
re-structuring and upgrading the fiber plants to achieve densified coverage and penetrate 
further out towards the end-users. In HFC, the idea of fiber deep is proposed, which is to 
split fiber nodes and pull fiber closer to the customer premises. In PON, fiber to the 
curb/building/home (FTTC/B/H) are also intensively investigated to achieve denser user 
coverage.  
 With the completion of the 5G standalone specification (3GPP Release 15 and 16), 
a lot of research attentions go to the study of the suitable infrastructure for 5G RANs. In 
the urban area, it is expected that 5G should provide ubiquitous coverage and hence 
requires densified cell deployment. The challenge is that the cost can be prohibitive to roll 
out the fiber plant required by the dense cell deployment [5]. The current trend in fixed 
access networks is to penetrate further out towards the end-users, such as fiber deep in HFC 
and FTTC/B/H in PON. The goals of facilitating next-generation RAN deployment and 
maximizing the capability of fixed networks have raised the incentives to re-use the 
existing fixed fiber resources for future RANs, namely, to achieve fixed-mobile 
convergence. 
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 Many attempts have been made to drive fixed-mobile convergence. In the 
architectural recommendation reported by COMBO, the European Union project on the 
convergence of fixed and mobile broadband access networks, concepts such as universal 
access gateway (UAG) are proposed for functional convergence. In COMBO, WDM-based 
architecture is considered as the fiber-optic solution for 5G RAN deployment, taking the 
stringent 5G timing and latency requirements into account [4]. In the report released by 
International Telecommunication Union Telecommunication Standardization Sector (ITU-
T) on 5G wireless fronthaul requirements in PON context, cases of TDM-PON and WDM-
PON for 5G mobile fronthaul are discussed and analyzed, with the considerations of 5G 
function split and scheduling coordination between fixed and mobile networks [17]. These 
methods are important initiatives of mobile services over fixed networks. However, on the 
one hand, some of them require complex scheduling interface design between two systems 
[5][23], on the other hand, high deployment cost has delayed the implementation of WDM-
PON which is considered as the optimal solution [23], [24]. Consequently, it is desirable 
to find a solution to re-use the fiber infrastructure efficiently without overhauling the fixed 
networks and to avoid the complexity, latency, and bandwidth limitations due to the 
interface design.  
RoF-supported wireless overlay over fixed networks enabling the co-transmission of 
digital and analog signals will be studied in the dissertation. As a solution for the fixed-
mobile convergence to enhance fiber utilization, RoF-supported wireless overlay facilitates 
the photonic-assisted generation of mmWave signals which is essential for future-proof 
RANs. To share the fiber infrastructure, it is important to reduce the influence of the 
additional wireless services on fixed services. Instead of sharing the capacity, RoF-
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supported wireless overlay is able to utilize previously unoccupied dimensions and idle 
resources, which minimizes the influence on the existing services. 
1.2.2 mmWave in RAN and Photonic-Assisted Generation Schemes 
There are three main uses defined for 5G NR: enhanced mobile broadband (eMBB) 
to provide high capacity; ultra-reliable low latency communications (urLLC) for mission-
critical applications with low latency and robust transmission; massive machine-type 
communication (mMTC) supporting tremendous connectivity and Internet of 
Things (IoT) [17]. mmWave frequencies providing wide bandwidth are employed in 5G 
RANs to support eMBB operations. In 3GPP 5G specifications, mmWave bands from 
24.25GHz to 52.6GHz are selected as FR2 for 5G NR [20]. To facilitate future 
enhancements to NR beyond 52.6GHz, 3GPP also envisions deployment scenarios for 
carriers from 52.6GHz to 114.25GHz [25]. Compared to conventional frequency bands, 
one feature of mmWave band is the high directivity. As a result, antenna misalignment or 
obstacles in mmWave links can cause severe degradation, adding more channel dynamics 
to next-generation RANs. High Friss path loss is another feature of mmWave band. In 
particular, the unlicensed frequency band around 60GHz exhibits high path loss due to 
oxygen absorption, which makes it a key enabler for 5G small-cell deployment [26].  
A conventional method to generate mmWave is through electrical generation, as 
shown in Figure 1.3(a). With an RF carrier operating at the mmWave frequency and a 
mixer, the baseband signal is upconverted to the mmWave frequency band for following 
amplification and wireless transmission. The electrical generation scheme has simple 
structure and hence it is easier for system integration. However, the cost of high-frequency 
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electrical devices can be prohibitive, and the system capacity can be restricted due to the 
limited bandwidth of electrical devices. 
 
Figure 1.3 The principle of: (a) electrical generation of mmWave; (b) photonic-assisted 
generation. (DAC: digital to analog converter; PA: power amplifier; OC: optical coupler.) 
Photonic-assisted mmWave generation schemes have been proposed and 
demonstrated to overcome the bottleneck of electrical-based bandwidth-limited generation 
schemes [27]. Figure 1.3(b) shows the principle of a typical photonic-assisted mmWave 
generation scheme. There will be one desired optical signal and one local oscillator (LO) 
at certain mmWave frequency away from each other in the transmitter (Tx) side. At the 
receiver (Rx) side, the two optical signals will beat with each other and a photodetector 
(PD) will capture the resulted RF signal at the mmWave frequency. By using optical 
devices, photonic-assisted mmWave generation schemes can utilize fiber infrastructure and 
overcome the bottleneck of electrical-based bandwidth-limited generation schemes. One 
challenge of the photonic-assisted scheme is network symmetry, as it requires laser sources 
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in the transmitter. In the uplink direction, it can be hard to integrate laser sources to compact 
user equipment. 
The photonic-assisted mmWave generation schemes have been intensively 
investigated for the applications in next-generation RANs to provide ultra-high capacity. 
In [28] and [29], optical external modulation methods such as optical carrier 
suppression (OCS) and optical frequency comb (OFC) were used to realize mmWave 
transmission for mobile fronthaul at V-band (40-75GHz). Moving to higher frequency 
bands, >40 Gbps wireless transmissions at W-band (75-110GHz) have been demonstrated 
in [30] and [31], combining technologies including OCS, heterodyne detection techniques, 
and DSP in coherent optical transmissions. At D-band (110-170GHz), a record-breaking 
data rate of 1Tbps is achieved by photonic remote heterodyning [24]. 
1.2.3 Advanced OFDM-Based Waveforms and NOMA 
Faced with the explosive demand for data throughput and restricted by limited 
spectrum resources, pursuing advanced PHY technologies to improve system performance 
has always been one of the most important endeavors for various fiber-wireless networks.  
Cell densification and carrier aggregation are important approaches in 5G to boost the 
throughput and provide the coverage for massive devices [26]. Carrier aggregation is 
employed not only in 5G but also in fixed access networks such as HFC. In fact, channel 
bonding is one of the new features of DOCSIS 3.1 [32]. The implementation of carrier 
aggregation requires waveforms with high spectral efficiency and low out-of-band 
emission. The deployment of small cells requires the control of user interference, DSP 
complexity, and cost per cell [33]. 
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 Modulations with higher spectral efficiency to enhance capacity have been 
investigated and employed in various access networks. For optical access networks, PAM4 
and OFDM are considered to replace OOK with improved spectral efficiency [34]. In 
DOCSIS 3.1, single-carrier quadrature amplitude modulation (SC-QAM) has been 
upgraded to OFDM to achieve higher spectral efficiency [32]. In 5G waveform 
investigation, advanced waveforms such as filter bank multi-carrier (FBMC) [35], 
universal filtered multi-carrier (UFMC) [36], and weighted overlap add (WOLA) [37], 
have been widely researched and discussed. Waveforms with high spectral efficiency and 
low out-of-band leakage are the key enablers for intensive carrier aggregation. FBMC and 
UFMC provide higher spectral efficiency with greatly improved out-of-band emission 
suppression but requiring much higher complexity of transmitters and receivers than 
conventional OFDM. On the other hand, WOLA which is advocated by Qualcomm, 
provides significant out-of-band leakage suppression but requires an extra roll-off period 
in the time domain. In the dissertation, windowed OFDM with short perfect reconstruction 
filters to provide high spectral efficiency and low DSP complexity will be studied as one 
promising next-generation waveform. 
As mentioned in section 1.2.2, one important technical approach of 5G NR is to 
utilize the abundant bandwidth provided by mmWave bands. Considering both Friss 
propagation loss and atmospheric absorption loss in multi-user systems, mmWave links 
can exhibit dynamic channel characteristics. To achieve high capacity under such complex 
link conditions can be a daunting task for conventional orthogonal multiple access (OMA) 
systems employed in current RANs and other wireless access networks [38]. Moreover, 
next-generation mobile data communication is anticipated to be service-oriented 
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networks [8]. Use cases such as traffic safety, infrastructure protection, and industrial 
applications based on IoT require low latency, an increased number of connected devices, 
and higher access flexibility. In response to these challenges, non-orthogonal multiple 
access (NOMA) has been investigated for 5G and next-generation RANs to exploit under-
utilized power resources and increase the number of user equipment (UE) [39], [40]. 
In NOMA, power is considered as the third dimension on top of the time and 
frequency dimensions [38], [41]-[43]. When users are experiencing disparate channels in 
the networks, which are common in both fixed and wireless access networks, conventional 
OFDM access (OFDMA) has to sacrifice spectral efficiency to serve users with low signal-
to-noise ratio (SNR) with low QAM orders. To solve the issue, NOMA is considered to 
fully utilize channel capacity by exploiting power domain multiplexing. In 3GPP Release 
16, various OFDM-based NOMA schemes are discussed and compared, including 
conventional power-domain NOMA (PD-NOMA), NOMA using bit-level, symbol-level, 
resource-mapping patterns, and codebook-based NOMA [43].  
For NOMA receiver process, successive interference cancellation (SIC) is used in 
conventional PD-NOMA, but it is susceptible to error propagation which makes current 
user decoding highly dependent on precedent correctly decoded users [44]. Therefore, 
advanced parallel interference cancellation (PIC) for NOMA receiver is proposed and 
studied in the dissertation, which decodes all active users simultaneously thereby avoiding 
the order-related error propagation of SIC and improving decoding accuracy. Among 
various PIC methods, one approach is the iterative message passing (belief propagation) 
which is a mature decoding process that has been used in low-density parity-check (LDPC) 
decoders [42]. 
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1.2.4 Scheduling and Resource Allocation in Fiber-Wireless Networks 
Due to emerging applications such as virtual reality (VR) and augmented reality (AR) 
that may require end-to-end latency as low as 1ms, fiber-wireless access networks are 
anticipated to upgrade and support low-latency services. Therefore, research topics 
regarding improvements of scheduling and resource allocation schemes are drawing more 
attention recently. The concepts of scheduling and resource allocation are used 
interchangeably in many research papers. However, strictly speaking the definition of 
scheduling is to assign the priority of packets or requests, whereas resource allocation is to 
decide the physical assignment or mapping of resource elements (REs) to users or requests. 
The convention of using the two terms interchangeably is also kept in the dissertation.  
Generally, the downlink latency of a system is small and manageable, usually within 
several round-trip time (RTT). It is also easy to monitor as the scheduler always has the 
control of the downlink scheduling process. Whereas the challenges of achieving low 
latency exist in the uplink, since the arrivals of user data are stochastic. A classic uplink 
scheduling process is depicted in Figure 1.4. The structure of request-grant cycle is widely 
adopted by various radio and fixed access networks. In a PON network, the central office 
(CO) can be an OLT; in a HFC network, the CO can be a CMTS; in a 5G RAN, the CO 
can be a CU or DU, all are where a scheduler may exist. During the scheduling process, at 
each transmission time interval (TTI), users will firstly request transmission opportunities 
before actual data transmission. The scheduler will process the requests and then distribute 
the uplink grants. Not all requests can be satisfied especially when the traffic load is heavy, 
which may cost additional queuing delay. The users will then prepare and send the data 
packets in the allocated REs. Upon receiving the uplink packets the scheduler will check 
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the error rate of the received packets which determines whether re-transmission (re-tran) is 
required. The scheduler may send Hybrid automatic repeat request (HARQ) or NACK 
accordingly. The overall latency consists of several parts, for instance, the propagation 
delay as indicated by Figure 1.4 at point b which is primarily influenced by the transmission 
distance; the scheduler processing delay as indicated by Figure 1.4 at point c which can be 
affected by the duration of TTI ; and queuing delay as indicated by Figure 1.4 at point f, 
which may be impacted by traffic load; etc. 
  
Figure 1.4 The request-grant cycle in uplink scheduling. 
 Many schemes and solutions are proposed to achieve low latency in various 
networks. Methods such as pre-scheduling and puncturing jump out of the box of the 
request-grant structure. In pre-scheduling, or sometimes referred to as grant-free uplinks, 
some REs are reserved for certain applications or requests with high priorities, so that 
immediate uplink transmission opportunities are available when new requests arrive. The 
drawback of the pre-scheduling scheme is that the pre-allocated REs may be wasted. 
Whereas puncturing is proposed in 3GPP proposals, which is to puncture the eMBB traffic 
by urLLC traffic. The scheme gives a higher priority to urLLC traffic which bypasses the 
request-grant mechanism. The major pitfall is that, after multiplexing, all traffic (i.e., 

















Within the frame of request-grant-based scheduling, there are also several methods 
proposed to achieve low latency. One type of the methods is to shorten the duration of TTIs. 
For example, in 5G mobile networks, flexible OFDM numerologies and frame structures 
are standardized to reduce TTI [46]; in PON, a flex-frame architecture is proposed for 
gigabit-capable PON (G-PON) to reduce latency [47]. Another intensively studied area is 
to use AI technologies to optimize the scheduling strategy. In [48], an intelligent bandwidth 
allocation is proposed for next-generation Ethernet PON (NG-EPON) using reinforcement 
learning. In the dissertation, DRL will be utilized to optimize the scheduling process of 
RoF-mmWave RANs. Most of the previous DRL-related works are validated with only 
simulation results, whereas the DRL-based resource allocation in the dissertation will be 
demonstrated with experimental results, taking the advantages of the RoF-mmWave 
testbed implemented in the dissertation. 
1.3 Dissertation Organization 
The objective of the proposed research is to study and demonstrate RoF-based access 
technologies to improve the system performance of fiber-wireless networks. RoF 
technologies and systems will be investigated and implemented throughout the 
dissertation. Furthermore, considering the importance of mmWave in future fiber-wireless 
networks, photonic-assisted mmWave generation schemes will be extensively utilized for 
the demonstration and verification of the systems proposed in the dissertation. Figure 1.5 
illustrates the approaches and the topics. The dissertation will mainly cover three aspects 
of the approaches and resources that can be leveraged in fiber-wireless networks. Firstly, 
there are various infrastructure components that can be utilized. The features of fiber such 
as lightwave wavelengths and polarizations, as well as the interface equipment such as 
 18 
optical sources, local oscillators, and photodetectors, will be explored to provide extra 
capacity on top of the existing systems. Moreover, it will take the advantages of 
architecture evolutions such as fiber deep in HFC and small cell in 5G for further 
performance enhancement. Spectrum is another important resource to be discussed in the 
dissertation. As introduced in section 1.2.2 and 1.2.3, mmWave will be implemented in 
future-proof RANs, together with the idea of carrier aggregation, wider bandwidth and 
hence larger capacity will be expected, which will require interference control and 
advanced DSP techniques. The two aspects of infrastructure components and spectrum 
resources aim to optimize system performance in the PHY layer, whereas the third aspect, 
scheduling and resource management, targets to improve the resource allocation of fiber-
wireless networks in both the PHY and media access control (MAC) layers. AI 
technologies such as DRL are proved to be effective in tackling real-time decision-making 
problems, which have made breakthroughs in the field of resource management. As 
 
Figure 1.5 Topics covered by the dissertation. 
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introduced in section 1.2.4, schemes to improve scheduling efficiency such as grant-free 
uplinks and AI-assisted intelligent scheduling will be covered in the dissertation. 
The parts highlighted in bold in Figure 1.5 are the core topics that will be presented and 
demonstrated. In CHAPTER 1, we have introduced the motivation and background 
knowledge of RoF-based fiber-wireless networks, as well as basic concepts and approaches 
that will be used throughout the dissertation. In CHAPTER 2, two schemes to provide RoF-
supported wireless overlay over fixed networks will be demonstrated. The schemes fall 
into the category of fixed-mobile convergence, which will involve the two PHY aspects of 
infrastructure components and spectrum resources. Despite that there have been a lot of 
previous research on fixed-mobile convergence done by various industry communities and 
standard bodies (see section 1.2.1), the two schemes proposed tackle the problem by 
exploiting two resource dimensions that were previously left unused: one scheme is to 
utilize the previously idle local oscillator (LO) laser via frequency division multiplexing 
(FDM), the other scheme utilizes the additional orthogonal optical polarization, achieving 
tracking-free polarization division multiplexing (PDM). The operation principles will be 
presented theoretically. The gain of the wireless overlays as well as and the penalty caused 
by the interference will be analyzed and evaluated with experimental demonstration of RoF 
wireless overlays using photonic-assisted mmWave generation schemes. In CHAPTER 3, 
two important OFDM-based access schemes will be demonstrated: windowed OFDM and 
pattern division multiplexing access (PDMA). In the work of windowed OFDM, the 
operating principle will be introduced. It will also be compared with other OFDM-based 
advanced waveforms in terms of spectrum efficiency and DSP complexity improvements. 
The applications customized for different requirements of radio and fixed networks will be 
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demonstrated as well. In the work of PDMA, which is a symbol-level NOMA scheme, the 
mathematical principle of PDMA will be introduced. A modified message passing 
algorithm (MPA) is developed and implemented to enhance the decoding performance of 
PDMA, the principle of which is also elaborated in the chapter. For the applications, we 
will show that PDMA can support grant-free uplinks for low-latency services, with 
experimental demonstration in a multi-user mmWave radio access system using RoF 
mobile fronthaul. In CHAPTER 4, a channel and latency aware radio resource allocation 
algorithm based on DRL is proposed and evaluated for service-oriented multi-user 
mmWave RANs. The framework and design of the DRL algorithm, the implementation 
details of the component modules of the system will be illustrated. In particular, the 
mmWave channel and variations utilized are experimentally collected via the RoF-
mmWave testbed. The evaluation of the DRL system and the performance comparison with 
conventional scheduling rules are also presented and analyzed. At last, we summarize the 
technical contributions of the dissertation in CHAPTER 5. Future research opportunities 
are also discussed in this chapter. 
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CHAPTER 2 ROF-SUPPORTED WIRELESS OVERLAY OVER 
FIXED ACCESS NETWORKS 
As illustrated in section 1.2.1, fixed access network is an attractive option for 5G x-
haul as it is a low-cost alternative compared to pulling new fiber. RoF-supported wireless 
overlay over fixed networks is a solution among various schemes to achieve fixed-mobile 
convergence. RoF-based mobile fronthaul is able to support wireless signals at both FR1 
(sub-6GHz) and FR2 (mmWave frequencies). Different from other schemes to share part 
of the resources (wavelengths, frequencies, time slots) with the wireless services, the 
proposed RoF-supported wireless overlay aims to exploit the previously unused resource 
dimensions of the networks. By utilizing new resource dimensions, RoF-supported 
wireless overlay will not occupy the capacity of the fixed services. The challenge, however, 
is to reduce the interference from the wireless overlay to the existing fixed services.  
In this chapter, RoF-based multiplexing technologies of wireless overlay over fixed 
networks are presented to support the co-transmission of digital and analog signals. The 
digital signals are designated for fixed services which mainly uses digital modulation 
formats such as OOK and PAM, while the analog signals are A-RoF OFDM signals 
suitable for the RoF transmissions. Two resource dimensions that were previously left idle 
are investigated. Based on the photonic-assisted generation of mmWaves shown in Figure 
1.3(b), one scheme is to modulate the previously idle local oscillator (LO) laser with digital 
data to realize frequency division multiplexing (FDM) for hybrid RoF transmission. This 
work takes the advantages of the inherent frequency difference between fixed systems and 
mmWave wireless systems. The other scheme is to utilize the additional orthogonal optical 
wireless overlay, achieving polarization division multiplexing (PDM). Polarization 
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tracking is a challenging issue in conventional PDM schemes. An advanced system design 
is proposed to bypass the polarization tracking process. Both schemes can achieve co-
delivery of hybrid digital and analog signals for fixed and mobile services, providing 
potential solutions for enhancing fiber utilization and achieving fixed-mobile convergence.  
2.1 W-Band/Baseband Co-Transport with Data-Carrying Remote LO 
A typical architecture of PON networks is shown in Figure 2.1(a). Optical signals are 
generated and delivered with intensity modulation and direct detection (IM-DD), in which 
baseband digital signals such as OOK and PAM4 are modulated to an optical carrier then 
directly detected and captured by a low-frequency (< 60GHz) PD after single-mode fiber 
(SMF) transmission. According to widely employed stands, the PON signals usually 
occupy bandwidth smaller than 50GHz, such as 2.5Gbps GPON, 10 Gbps symmetrical 
10G-PON, and a recent single-wavelength 50Gbps time- and wavelength-division 
multiplexed PON (TWDM-PON) [49]. Whereas in A-RoF mobile fronthaul, it is beneficial 
to provide mmWave transmission especially with photonic-assisted generation. A classic 
system architecture to realize mmWave wireless transmission is via photonic heterodyne 
(PH) detection at the receiver as shown in Figure 2.1(b), where a LO is used to beat with 
the optical carrier modulated by the wireless signal. For mmWave operating at V-band and 
W-band (> 60GHz), there is inherent system frequency difference between RoF and PON 
networks. For future-proof fixed-mobile convergence schemes, it is necessary to support 




Figure 2.1 Architecture diagrams of: (a) an IM-DD PON system; (b) RoF system 
supporting mmWave. (CW: continuous wave; PC: polarization controller; MZM: Mach–
Zehnder modulator; EDFA: Erbium doped fiber amplifier.) 
 In this work, an FDM-based scheme is proposed to realize the co-transmission of 
analog mmWave signals for mobile communications and baseband digital signals for fixed 
transport, by implementing a data-carrying remote LO. The system architecture is shown 




































Figure 2.2 Schematic diagram of the FDM co-transmission system (MOD: modulator; 










































than an optical splitter are needed at the receiver side to separate two signals. In this work, 
co-delivery of net 35.39Gbps OFDM signal at 85GHz over 1m wireless distance and 
10.9Gbps OOK signal over 5km standard single-mode fiber (SMF) was experimentally 
demonstrated. This work has been published in Optical Fiber Conference (OFC) 2020 [50]. 
2.1.1 Operating Principles 
As shown in Figure 2.2, in the proposed architecture previously idle LO is modulated 
with digital signal for fixed services, becoming a remote LO. No extra devices at the 
receiver other than an optical splitter are needed to separate different branches. The 
separation of mmWave and baseband signals is achieved by the inherent frequency 
difference of the two systems. For the wireless branch as shown in the green receiver block 
in Figure 2.2, the horn antenna (HA) following PD2 has the operating bandwidth at 
corresponding mmWave frequencies, which serves like a high pass filter (HPF) that 
removes the unwanted baseband signal. As a result, the output wireless signal after the 
antenna contains only mmWave component that can be transmitted for next-stage wireless 
communications. An HPF can be applied after PD2 to improve the efficiency of the 
following electrical power amplifier (PA). For the fixed branch, a low-bandwidth, low-cost 
PD1 is utilized to convert the optical signal to the electrical domain, the same receiver 
structure widely used in IM-DD systems. PD1 will reject mmWave components while 
reserving the desired baseband signal for following transmissions in the fixed networks.  
Particularly, at PD2, analog signals carried by  relies on the strong carrier 
component of  to achieve effective optical beating and to up-convert to the mmWave 
band, since the carrier component of OFDM signal is suppressed in the generation process. 
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Let  and  denote the optical intensity of  and , respectively, m denotes the 
modulation depth. The OFDM signal modulated onto  is  so the corresponding 
optical signal is . For OOK signal , the corresponding optical 
signal can be expressed as . At the receiver after optical 
coupler (OC), the two signals will beat with other to generate the desired signals and also 
interference. Let , and  in which  and 
. After the PD with the square law detection ( ), the 
resulted electrical signal can be expressed as:  
   (1) 
 In Equation (1), the term  is the desired 
signal at the mmWave band which is dependent on  and , while the term 
 is the interference that is 
dependent on , , and m. Similarly,  is the 































 and is the interference that is dependent on . This is the signal-signal 
beating interference (SSBI) of the analog signal originally carried by , as illustrated at 
position (a) in Figure 2.2. The rest of the terms in Equation (1) are not taken into account 
as they are either just direct current (DC) component or not significant component 
comparatively. The process is visualized in Figure 2.3. Based on the analysis, to optimize 
reception of the desired signals and suppress the interference, high  of carrier , 
comparatively low , and relatively small modulation depth m at modulator 1 (MOD1) 
are preferred. The optimal operation is implemented in the demonstration. 
2.1.2 Experimental Setup 
The experimental setup is shown in Figure 2.4, the wavelengths of two external 
modulated lasers (ECLs) were  (ECL1) and  (ECL2) 
for the fixed and the wireless branches, respectively, providing 85GHz W-band carrier. 
12GBaud OOK signal generated by an arbitrary waveform generator (AWG, 12GSa/s, 
7.5GHz 3dB bandwidth) is modulated to ECL1 via a Mach–Zehnder modulator (MZM) 
after electrical amplification. The MZM is biased at the quadrature point. The net rate of 
OOK signal is 10.9Gbps excluding training. Analog OFDM signal with net rate of 
35.39Gbps is generated by another AWG with sampling rate of 63GSa/s (20GHz 3dB 
bandwidth) and modulated to ECL2 by an I/Q-modulator. Two arms of the I/Q modulator 
are biased at the null point with 90-degree phase difference. Each optical signal is amplified 
by an Erbium doped fiber amplifier (EDFA) and then combined by an OC for transmission 
over 5km SMF. The optical power of ECL1 carrying OOK signal is 15dBm, and the optical 
power of ECL2 carrying OFDM is 1dBm. The optical spectrum of the combined signal is 
shown in Figure 2.4(a).  
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Figure 2.4 Experimental setup of the co-transmission system (Inset: the optical spectrum 
at position (a)). © OSA 2020. 
 
Figure 2.5 Power spectrum of (a) baseband OOK signal at position (b) in Figure 2.4. (b): 
W-band OFDM signal at position (c). © OSA 2020. 
At the receiver, a PD1 with 10GHz bandwidth is used for OOK signal detection. 
Variable optical attenuators (VOA) are used to adjust the received optical power (ROP) 
before PD. In a real-world application, the output signal of PD1 can be used for the 
following fixed network transmission. For the wireless branch, a PD2 with 100GHz 
bandwidth is used to detect the W-band OFDM signal, followed by a PA. The OFDM 
signal is then transmitted and received by a pair of W-band HAs over 1m wireless distance. 
Before captured by an OSC (80GSa/s, 25GHz 3dB bandwidth), the W-band signal is down-
converted to around 10GHz intermedia frequency by a mixer with a 75GHz electrical LO. 
For the fixed branch, OOK signal is pulsed shaped by the square-root raised cosine 
filter with roll-off factor of 0.1, occupying 6.6GHz bandwidth. Its power spectrum is 
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multiple users are transmitted, the subcarrier spacing is , the 
bandwidth per band is 4.9GHz, quadrature phase shift keying (QPSK) was used for each 
band, providing total net data rate of 35.39Gbps over 19.91GHz bandwidth. The power 
spectrum of the OFDM signal is shown in Figure 2.5(b). 
2.1.3 Experimental Results and Evaluation 
Figure 2.6(a) shows the BER performance versus ROP of the RoF wireless branch 
in back-to-back (B2B) and over-5km SMF scenarios. Results of CH2, CH4 and overall 
BER are selected for illustration. Overall BER can pass the 7% hard-decision forward error 
correction (HD-FEC) threshold  with -5dBm sensitivity. Similarly, Figure 
2.6(b) show the BER performance versus ROP of the fixed branch delivering the OOK 
signal. Experimental results show -13dBm sensitivity at FEC threshold with the given 
experimental setup and devices. 
 
Figure 2.6 BER versus ROP for (a) OFDM signal; (b) OOK baseband signal in B2B and 
over-SMF scenarios. © OSA 2020. 
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Figure 2.7 BER versus ROP for (a) OFDM signal with and without OOK signal; (b) 
OOK signal with and without OFDM signal. © OSA 2020. 
Figure 2.7(a) demonstrates the BER performance vs ROP of the wireless branch with 
and without interference from the fixed branch. During the measurement, the output of the 
AWG generating OOK signal is switched off for the interference-free case. Similar results 
are found for the fixed branch. 0.5dB penalty from the wireless branch is measured as 
shown in Figure 2.7(b). 
The variation of the BER performance with respect to the optical power fluctuation 
of the other branch is also investigated for both OFDM and OOK signals. As shown in 
Figure 2.8(a), overall BER of the W-band OFDM signal degrades from  to 
 as the optical power of OOK carrier decreased from 16.3dBm to 11.8dBm 
(over a range of 5.5dB), due to decreasing LO power available to the OFDM signal for 
upconversion. While for the baseband OOK signal, BER degraded from  to 
 as the optical power of the OFDM signal increases from 2dBm to 8dBm (over 
a range of 6 dB). As analyzed in section 2.1.1, the fixed branch is primarily influenced by 
the SSBI of the OFDM signal which increases with its optical power. Overall, both 
branches are able to tolerate optical power fluctuation of the other branch over a range of 
at least 5.5dB. 
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Figure 2.8 BER variation: (a) OFDM signal with varied optical power of OOK signal; (b) 
OOK signal with varied optical power of OFDM signal. © OSA 2020. 
2.1.4 Summary 
By modulating digital baseband signal to the previously idle LO, the proposed 
architecture can enable hybrid transmission of the mmWave wireless signal and the 
baseband digital signal. Due to the inherent FDM of two signals, no extra devices other 
than an optical splitter are needed at the receiver side to separate two signals. In this work, 
co-delivery of 35.39Gbps W-band OFDM signal at 85GHz over 1m wireless distance and 
10.9Gbps OOK signal over 5km SMF was experimentally demonstrated. For both fixed 
and mobile transmissions, the sensitivity penalty caused by the interference from the other 
branch is as low as 0.5dB. Both branches are able to tolerate optical power fluctuation of 
the other branch over a range of at least 5.5dB with BER below FEC threshold. 
2.2 Polarization-Tracking-Free PDM 
In order to facilitate 5G deployment and maximize the capability of fixed networks, 
it is desirable to achieve efficient unification of the fixed and mobile network [51], [52]. 
Many attempts have been made to drive fixed-mobile convergence. One of the main 
challenges for HFC-mobile convergence is the latency limitation based on DOCSIS in the 
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HFC network. In 2018, CableLabs and Cisco have demonstrated low-latency LTE over 
DOCSIS using commercial platforms [5]. These methods are important initiatives of 
mobile service over fixed networks, but most of them require interface design between two 
systems. Consequently, sharing the fiber infrastructure as well as delivering fixed and 
mobile services independently becomes a desirable solution to avoid the complexity, 
latency, and bandwidth limitations in the interface design. The scheme studied in the 
section is to utilize the orthogonal polarization, which potentially doubles the spectral 
efficiency. In conventional PDM, polarization-orthogonal lightwaves, polarization-
tracking techniques and DSP are required for successful demodulation, most of which are 
complicated and impractical for fixed access networks. 
In this section, a polarization-tracking-free PDM is proposed to overlay 5G over fixed 
fiber networks for fixed-mobile convergence, as shown in Figure 2.9. The work has been 
published in Photonics Technology Letters [53]. The polarization-tracking-free PDM 
demultiplexing is achieved by removing the optical carrier of the opposite polarization 
through an optical filter instead of complicated DSP. This convergence system based on 
the proposed PDM scheme requires the same communication spectrum occupancy as the 
 
Figure 2.9 Schematic diagram and operating principles of the PDM system. (E/O: 
electrical to optical conversion). © IEEE 2018. 
 





























































original fixed network. Therefore, it can be effectively scaled up to a WDM network which 
is widely deployed in current fixed access networks. 
2.2.1 Operating Principles 
The operating principles of the proposed polarization-tracking-free PDM system 
are illustrated in Figure 2.9. Two lasers generate the optical carriers for 5G and fixed 
networks. The spectrum encompassed by two optical carriers is the effective bandwidth of 
the PDM system, as shown at in Figure 2.9, point (b). Two optical signals are combined 
and aligned to two orthogonal polarizations through a polarization beam combiner (PBC). 
Frequency overlap exists between two optical signals owing to PDM. After the PBC, 
optical single sideband (OSSB) can be applied to filter out the redundant sidebands. Here 
OSSB can be achieved by a tailored optical filter or simply by the bandwidth confined by 
one WDM channel. 
In conventional PDM systems, complicated DSP is required to separate two 
polarizations. However, in this system only the desired optical signal is reserved and 
extracted after photo-detection, by suppressing the optical carrier on the opposite 
polarization. For example, the optical carrier of the fixed branch is filtered out to extract 
the 5G signal. Losing a major part of the optical carrier, the residual optical signal of the 
fixed branch only outputs weak noise-like electrical signal at the PD as indicated by Figure 
2.9, point (c) and (d). It is worth noting that the power of such noise-like electrical signal 
is proportional to the residual power of its filtered optical carrier. With an appropriate small 
guard band, the proposed tracking-free design can relax the alignment accuracy of the 
optical filtering and still provide high isolation for PDM demultiplexing. The trade-off 
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exists between the width of the guard band and wavelength alignment. As the wavelength 
of the optical filter deviates, the guard band is supposed to be widened to avoid failure in 
PDM demultiplexing, which can be quantified by signal-to-interference and ratio (SIR), 
the power ratio between the desired signal and the interference from the undesired signal. 
The width of guard band is jointly dependent on the steepness of the optical filter and the 
alignment accuracy. Assume frequency difference of  is needed for the given roll-off 
of the optical filter to achieve the carrier suppression associated with the targeted SIR, and 
the allowed frequency misalignment is , then the guard band should be larger than 
. In the experiment, more than 20dB suppression of the opposite optical 
carrier can be obtained, meaning that the SIR of the desired electrical signal can achieve 
more than 20dB. As a result, the system can separate two polarizations with satisfying SIR 
without complicated polarization tracking. 
In the proof-of-concept experiment, without losing generality PAM4 is applied for 
the fixed branch. For the 5G branch, the PDM system serves as the link fronthaul I (FH I) 
between the CU/DU and RRUs defined in NGFI [16]. In this work, A-RoF OFDM is 
employed. It is worth noting that the modulation formats on both polarization states are 
independent. The hybrid digital and analog transmissions employed in this experiment 
exemplify the capability of the proposed PDM system. In the experiment, in order to focus 
on the fiber infrastructure sharing achieved by the proposed polarization-tracking-free 
PDM scheme, transmissions of both the fixed and 5G branches terminate at the remote 
nodes. Further delivering of the 5G branch optical signal to each RRUs and their spectrum 
assignment will not be included here. 
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2.2.2 Experimental Setup 
The experimental setup is shown in Figure 2.10. The wavelengths of two ECLs are 
1548.978nm (ECL1) and 1548.720nm (ECL2) for the 5G and fixed network, respectively, 
encompassing effective bandwidth of 33GHz. The electrical digital and analog signals are 
modulated to the optical carriers through two MZMs. The optical filtering mentioned in 
section 2.2.1 to obtain single-sideband signals is skipped in this experiment due to limited 
optical filters. Instead, the optical filters in the receiver which are used to reject opposite 
optical carriers for PDM demultiplexing will take over this duty and inherently achieve the 
OSSB operations. This modification will not significantly impair the performance of the 
overall system. The spectrum of two light sources carrying signals is plotted in Figure 
2.10(a). Figure 2.10(b) gives an example spectrum when the optical filter in the transmitter 
is applied and out-of-band sidebands are filtered out, providing a clean spectrum within the 
PDM channel. After the PBC, the hybrid optical signal is transmitted over 20km SMF. At 
the receiver, i.e., the remote node, the hybrid optical signal is first amplified by an EDFA 
and then split into two branches. In each branch, an optical interleaver functioning as an 
optical band-stop filter passes the hybrid PDM signal, with its notch aligned to the 
wavelength of the opposite optical carrier. The spectra of the filtered optical signals are 
plotted in Figure 2.10(c) and (d). Optical-carrier suppressions can achieve 30dB and 20dB 
in the 5G and the fixed branches, respectively. A PIN PD (u2t XPDV2120) with 50GHz 
bandwidth is used to detect the optical signal and the output electrical signal is captured by 
an oscilloscope for offline DSP and analysis.  
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Figure 2.10 Experimental setup of the PDM system and optical spectra at the 
corresponding positions. © IEEE 2018. 
In the 5G/analog branch, carrier-aggregation (CA) OFDM signal is transmitted. 
The multiband OFDM signal consisting of 34 bands spans from 400MHz to 20.8GHz. The 
subcarrier spacing is 30MHz. Each band has 18 payload subcarriers and the OFDM guard 
band comprises 2 subcarriers. The modulation format of each subcarrier is 16QAM, hence 
the data rate of the OFDM signal is 73.44Gbps. Frequency-domain one-tap zero-forcing 
(ZF) equalization is applied in the OFDM demodulator after Fast-Fourier Transform (FFT) 
and cyclic prefix (CP) removal to recover the signal. In the fixed/digital branch, PAM4 
signal is transmitted. The baud rate of the PAM4 signal is 35GBaud, providing a data rate 
of 70Gbps. Nyquist filtering is used to pulse-shape the PAM4 symbol, with the PAM4 
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signal occupying 17.5GHz electrical bandwidth. Minimum-mean-square-error (MMSE) 
equalizer is used in the PAM4 receiver to recover the signal. Both the OFDM and PAM4 
signals are generated by an AWG (Keysight, M8195A, 20GHz 3dB bandwidth) and 
captured by an oscilloscope (Keysight, DSOZ254A, 25GHz physical bandwidth). It is 
worth noting that it is the limited bandwidth of AWG that constrains the overall data rate. 
With a wider available bandwidth of AWG and oscilloscope, the overlap of two 
polarizations would be wider and higher data rate can be delivered by the PDM system. In 
the experiment, the sampling rate of AWG is 60GSa/s, the sampling rate of the oscilloscope 
is 80GSa/s. The received signal is first down-sampled and then down-converted (only for 
the 5G branch) to the baseband. For both fixed and mobile signals, Volterra equalization 
is applied before other equalization process to mitigate the non-linearity. 
2.2.3 Experimental Results 
In the experiment, BER versus the ROP of the PDM system is measured for both 
branches. The transmission scenarios with and without 20km SMF and the multiplexing 
scenarios with and without PDM for each branch are measured. For the scenario without 
PDM, all setups remain the same as that with PDM except that the opposite polarization is 
disconnected from the PBC. Furthermore, the crosstalk between polarizations is also 
investigated. In the crosstalk measurement, the ROP of the desired optical power is fixed 
and the optical power of the other branch is varied. 
For the digital/fixed branch, 70Gbps data rate is achieved over 20km SMF. The 
power spectral density (PSD) of the PAM4 signal retrieved by the oscilloscope is shown 
in Figure 2.11(a). From Figure 2.11(b), BER of the fixed branch achieved below the HD-
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FEC threshold at  after 20km SMF. For 20km SMF scenario, the receiver 
sensitivity is around 1dBm, which can be improved by using PD with the transimpedance 
amplifier (TIA) or an avalanche photodiode (APD). Compared to the results in the B2B 
transmission, there is 4dB penalty of sensitivity, mainly due to the incomplete OSSB 
filtering during the polarization demultiplexing process shown in Figure 2.10(d). On the 
other hand, the BER performance of the digital branch with and without PDM is shown in 
Figure 2.11(c). It can be seen that PDM has induced 4dB sensitivity penalty. This penalty 
mainly results from the residuals of the opposite polarization, which not only shares the 
EDFA gain and ROP quota but also induces the noise-like beating signal. To investigate 
the crosstalk, Figure 2.11(d) plots the influence of the analog branch to the digital branch 
on BER. It can be seen that the BER variation of the digital branch is less than one order 
of magnitude when ROP of the analog branch varies from 4.5dBm to -8.5dBm, proving 
the stability of the proposed PDM system.  
For the analog/5G branch, data rate of 73.44Gbps is achieved. The PSD of the 5G 
CA OFDM signal captured by the OSC is shown in Figure 2.11(e). For the OFDM signal, 
BER of channel 2, 19, 34 (CH2, 19 and 34) are selected for illustration without losing 
generality. The penalty due to fiber transmission is more prominent for inner bands as 
shown in Figure 2.11(f), as the outer bands suffer more from low SNR hence penalty due 
to fiber transmission is less significant in comparison. The other reason is SSBI induced 
by incomplete OSSB. Similarly, when comparing the BER with and without PDM, inner 
bands present greater penalty caused by PDM as shown in Figure 2.11(g). In the 
investigation of the influence of the digital branch to the analog branch, it can be seen from 
Figure 2.11(h) that the BER of each channel varies within one order of magnitude except 
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for the extreme case, given the ROP of the digital branch fluctuating over 13dB (-8.2dBm 
to 4.8dBm).  
 
Figure 2.11  Fixed (PAM4) branch: (a) PSD. BER versus. ROP: (b) with and without 
SMF; (c) with and without PDM; (d) crosstalk. Wireless (OFDM) branch: (e) PSD. 
BER versus ROP: (f) with and without SMF; (g) with and without PDM; (h) crosstalk. 
© IEEE 2018. 
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It has been demonstrated in this work that the proposed polarization-tracking-free 
PDM system is capable of supporting the co-transmission of digital and analog signals for 
fixed and wireless services, providing 70Gbps data rate over 20km SMF for each 
polarization. Regarding the crosstalk issue, it has been shown that the BER variation of 
one polarization can maintain within one order of magnitude with the optical power of the 
opposite polarization changing over 13dB ROP, proving the desirable and stable operation 
of the system. In comparison with a regular non-PDM system, the additional devices 
needed to implement the proposed PDM system are mainly passive devices such as PBC 
and optical filters, yet successfully bypassing the complicated polarization-tracking DSP 
required in conventional PDM systems. These devices are added in the central office and 
remote nodes requiring no changes in the fiber access networks, avoiding the high cost to 
pull extra fiber. The proposed PDM system is spectrum-efficient and WDM-compatible. 
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CHAPTER 3 ADVANCED ACCESS TECHNOLOGIES FOR 
PERFORMANCE OPTIMIZATION 
Radio and fixed access networks have many differences on various aspects, yet both 
face common challenges and aim to adopt cutting-edge technology innovations. For 
example, a wireless access network usually operates under channels that are complicated 
by severe multi-path effect and limited bandwidth, while a fixed access network is 
normally required to support long-distance fiber transmission with wider available 
bandwidth. Applications of advanced access technologies can be seen in 5G NR, PON and 
HFC. In NR, FH I is the link between DU and RRU and is close to end-users, supporting 
latency-sensitive services. A-RoF can be used in FH I to provide low-latency services, 
which requires the FH I waveforms to have the same performance as 5G wireless 
waveforms. In PON, advanced waveforms can provide large capacity and multi-user access, 
which are expected by high-speed broadband access. In HFC, bandwidth limitation of coax 
cable and long fiber access distance of 10-80km (as shown in Figure 1.2) requires access 
technologies with high spectral efficiency and long-distance transmission capability.  
 Radio and fixed access networks are facing the challenge to support data-demanding 
users with limited infrastructure and bandwidth resources. In response to the challenges, 
issues including carrier aggregation, interference control, spectrum efficiency, advanced 
decoding algorithms have drawn much attention from both sides. In this chapter, we mainly 
investigate two important OFDM-based access technologies: windowed OFDM and 
pattern division multiplexing access (PDMA). In the dissertation, the principles of the 
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technologies will be studied, as well as the applications customized for different 
requirements from radio and fixed access networks. 
3.1 Windowed OFDM 
To enhance capacity, modulations with higher spectral efficiency have been 
investigated and deployed in various access networks. In DOCSIS 3.1, QAM has been 
upgraded to OFDM to achieve higher spectral efficiency. Optical code division multiple 
access (OCDM) and NOMA have been proposed for flexible PON access[38], [54]. In 5G 
waveform research, advanced waveforms such as FBMC [35], UFMC [36], generalized 
frequency division multiplexing (GFDM) [55],  and WOLA [37] have been widely studied 
and discussed. 
Carrier aggregation and cell densification are important approaches to boost the 
throughput. In 5G, mmWave, small cell is one of the key technologies to support the 
capacity explosion. It is anticipated that more than 100 femtocells can be deployed within 
1km2. With such densely deployed access units, it is crucial to control the signal processing 
complexity and cost of the A-RoF links connecting DUs and RRUs. Carrier aggregation is 
employed not only in 5G but also in other access networks such as HFC. In fact, channel 
bonding is one of the new features of DOCSIS 3.1. In addition, for HFC and PON that have 
in-place coax and fiber infrastructure, with limited bandwidth and high capital expenditures 
(CAPEX) to pull new fiber, it is desirable to implement the waveforms with high spectrum 
efficiency to exploit the capability of the networks. 
To mitigate the interference caused by out-of-band leakage and inter-carrier 
interference (ICI) is critical for carrier aggregation. In the small-cell structure, interference 
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suppression will become even more challenging, due to issues such as greater carrier 
frequency offset (CFO) owing to deployment of mmWave frequencies. To realize cell 
densification, it is important to improving cell performance while controlling cell cost with 
low DSP complexity. Out-of-band leakage reduction facilitates efficient carrier 
aggregation, and CFO resistance relaxes the DSP burden in high-frequency bands. In this 
section, windowed OFDM for mobile fronthaul and fixed optical access will be introduced 
and demonstrated, achieving reduced out-of-band leakage and improved CFO suppression 
with low-complexity DSP and no additional overhead. The related works are published in 
OFC 2018 [56], [57]. 
3.1.1 Operating Principles 
Waveforms such as FBMC and UFMC suppress out-of-band emission by applying 
filters to each subcarrier or subsets of subcarriers. The filtering involves convolution 
process whose computational complexity is , in which N is the OFDM block 
length, resulting in excess DSP complexity. Windowed OFDM suppresses the out-of-band 
leakage by introducing windowing process in the transmitter and dual windowing in the 
receiver. The windowing is a time-domain multiplication process whose computational 
complexity is . The windowing is applied after upsampling in the transmitter and the 
dual windowing is applied before the downsampling in the receiver. In comparison, WOLA 
also introduces windowing in the OFDM DSP. In WOLA, both prefix and suffix are 
required for the weighting process as the roll-off period (RP), which results in longer 
OFDM symbol length and consumes more time-domain resources [37]. In contrast, 
windowed OFDM utilizes prototype filters which are short perfect reconstruction filters 
that require no extra overhead [58].  
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In conventional OFDM with CP, the prototype filter is in the shape of a rectangular 
[59], with filter length L equaling to the length of the data block N, as shown in Figure 
3.1(a). The windowed OFDM studied in this chapter is based on short perfect 
reconstruction pulses. The length of a short perfect reconstruction filter is shorter than or 
equal to the length of each data block. Two design criteria are considered for the prototype 
filters used in windowed OFDM in order to achieve out-of-band leakage suppression. One 
is minimization of the out-of-band energy, and the other is maximization of the time-
frequency localization. Based on these criteria, two types of filters are designed: time-
frequency localization (TFL) and out-of-band energy minimization (OBE) filters. From 
[59], the closed-form expressions of rectangular filters (for conventional OFDM), TFL and 
OBE filters are: 
  (2) 
  (3) 
  (4) 
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where i is the time domain sample index; ,  is the CP length, N is the length 
of the data block, M is the FFT size,  and  are constants given in [59]. For each type of 
filters, there are the filters used on the transmitter side ( , , and ) and dual 
filters in the receiver side ( , , and ). Their filter shapes are plotted in Figure 
3.1(a), with M = 2048 and .  Figure 3.1(b) shows the frequency 
response of the three filters. In OFDM, the frequency response of each subcarrier will 
follow the frequency response of its prototype filter. From  Figure 3.1(b) it can be seen that 
the sidelobe amplitudes of TFL and OBE filters decrease faster than rectangular filter. Fast 
decay of side lobes provides TFL- and OBE-windowed OFDM symbol with smaller out-
of-band leakage 
 
Figure 3.1 Time-domain pulse shapes of conventional rectangular windows with (blue) 
and without CP (black dashed), TFL (red) and OBE windows (yellow); (b) Frequency 
response. © OSA 2018. 
 Compared to conventional CP OFDM, the windowed OFDM requires only one 
additional windowing step, which is to multiply a time-domain window to shape the 
OFDM symbol as shown in Figure 3.2(a). While for WOLA, extra window prefix and 
suffix on top of CP, namely, the RP (W), will be added to the OFDM symbol as indicated 
in Figure 3.2(b). Furthermore, overlap-and-add is applied here in the signal generation to 
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keep the length of one OFDM symbol to be CP + N + W, instead of simply concatenating 
in windowed and CP OFDM. The spectra of single-band windowed, WOLA and CP 
OFDM are presented in Figure 3.2(c), from which it can be seen that TFL and WOLA can 
achieve 20dB out-of-band emission reduction in comparison with CP OFDM. When 
compared to WOLA, windowed OFDM can achieve comparable out-of-band leakage 
suppression without requiring extra overhead. 
 
Figure 3.2 Block structure (a) of windowed OFDM; (b) WOLA. (c) Spectra of different 
single-band OFDM-based signals. © OSA 2018. 
The advantages of windowed OFDM are amplified when it comes to high-capacity 
multiband transmission. In LTE, 2MHz guard band is reserved for 18MHz payload 
bandwidth; similarly, in DOCSIS 3.1, at least 2MHz exclusion band is reserved for any 
two adjacent asynchronous OFDM channels [32]. The minimum bandwidth of OFDM in 
DOCSIS 3.1 downstream is 24MHz. Assume that there are 30 consecutive active 
downstream OFDM channels, then 60MHz out of 720MHz are reserved for guard band 
without carrying bits. Excessive guard bands have diminished the spectrum efficiency of 
conventional OFDM. However, the band gap can be reduced if the out-of-band leakage is 
suppressed. As illustrated in  Figure 3.3, given the same allowed interference level, the 
waveform with lower out-of-band leakage can accommodate much more payload 
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Figure 3.3 Spectrum availability of multiband signals with different out-of-band emission 
levels. © OSA 2018. 
 
Figure 3.4 ICI generation. (Red/green circle: with or without CFO). © OSA 2018. 
Another important advantage of windowed OFDM is the improved resistance to CFO. 
As a matter of fact, windowed OFDM can provides better ICI resistance owing to its lower 
side-lobe power compared to conventional CP OFDM. In the OFDM receiver, discrete 
Fourier transform (DFT) is used to demodulate the received signal  in the time domain 
to  carried by each subcarrier in the frequency domain. After the process,  is: 
  (5) 
To visualize the demodulation process, assume only one subcarrier at frequency  carries 
a symbol with value A and the rest carry zero. Then the received signal is: 
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  (6) 
Substitute Equation (6) into Equation (5), we have: 
  (7) 
From Equation (7), the DFT process at the OFDM receiver can be viewed as filtering by 
sinc pulse for each subcarrier [60]. When the carrier frequency in the receiver is perfectly 
aligned with the original carrier, where , the second term in Equation (7), reduces 
to 1 and the symbol value A is extracted correctly; for other k values, , therefore 
no ICI exists, as shown in the green circle in Figure 3.4. But when there is slight CFO 
, the second sinc term in Equation (7) will shape and impair the symbol 
whose value is supposed to be A, deviating the extracted symbol incorrectly. In addition to 
that,  for other k values, therefore the extracted symbol will be degraded by ICI 
terms from other subcarriers as well. Figure 3.4 visualizes the DFT filtering process. When 
there exists CFO, the sampling point will deviate from the zero crossings of other 
subcarriers, shown by the red circle. Therefore side-lobe power will leak into the desired 
symbol. In windowed OFDM as shown in Figure 3.1(b), both TFL and OBE presents lower 
power starting from first side lobe which is the most significant contributor of ICI terms. 
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As a result, windowed OFDM provides better ICI resistance compared to conventional 
OFDM. 
One result of applying windowed OFDM is that it will increase the peak-to-average-
power ratio (PAPR). From Figure 3.1(a), it can be observed that the OFDM symbol is 
shaped in both rising and falling edges during the windowing process, which decreases the 
average signal power. Whereas the maximum amplitude of the signal stays unchanged, 
therefore PAPR increases. The increase of PAPR would result in a slight shift of optimal 
received optical power [58]. The degree of PAPR variation changes with the ratio . When 
the window edges ( ) shrink, PAPR decreases. The trade-off exists between the increase 
of PAPR and the length of CP ( ). Windowed OFDM also requires more stringent 
synchronization, caused by the symbol reconstruction after the dual windowing in the 
receiver-side DSP. 
3.1.2 Experimental Setup of the mmWave System 
In the section, windowed OFDM is demonstrated over a mmWave-RoF testbed to 
investigate the CFO performance. Figure 3.5(a) shows the experimental setup. In the 
experiment, conventional CP OFDM, TFL- and OBE-windowed OFDM, as well as WOLA 
OFDM are transmitted respectively over the mmWave-RoF mobile fronthaul link. In 
addition to basic OFDM DSP, there are windowing step in the transmitter, dual windowing 
with the same pulse and CP folding in the receiver of windowed OFDM and WOLA [58], 
The 4-band OFDM signal transmitted over the link is centered at 550MHz. Each band 
occupies 144MHz and the bandgap is 23MHz. The FFT size is N = 2048, 1200 of which is 
the payload carrying 16QAM symbols and the subcarrier spacing is . 
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The CP is 1/8 and RP of WOLA are 1/20 of the FFT size, respectively. CFO is introduced 
during the down-conversion process of the receiver. Here CFO is measured as the 
percentage of the subcarrier spacing: . 
 
Figure 3.5 (a) Experimental setup and DSP steps; (b) Optical spectrum of OCS; (c) RF 
spectrum of the received signal. (ENV: Envelope detector.) © OSA 2018. 
The mmWave is generated by optical carrier suppression (OCS) method in the 
experiment. A lightwave at 1550nm generated by a distributed feedback (DFB) laser is fed 
into an MZM biased at the null point. 28.32GHz microwave generated by the radio RF 
source is fed into the first MZM to obtain 56.64GHz separation with more than 25dB 
optical-carrier suppression, as depicted in the optical spectrum in Figure 3.5(b). OFDM 
signals generated by the arbitrary waveform generator is modulated to the optical carrier 
through the second MZM biased at the inflection point. The modulated optical signal is 
then transmitted through 15km dispersion shifted single-mode fiber (DSF), amplified by 
an EDFA, and detected by a PD, the output of which is the OFDM signal carried by 
mmWave carrier. The mmWave signal is amplified and then transmitted by a pair of 15dBi 
HA. The wireless link is 1m long. At the receiver, the mmWave signal is detected and 
down-convert to baseband by an envelope detector. Finally, the baseband signal is captured 
and sampled by a high-speed oscilloscope, and then goes through offline DSP. The 
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In the transmitter-side, the RF spectrum of the 4-band signals are shown in Figure 3.6, from 
which it can be seen that more than 20dB out-of-band leakage reductions can be observed 
for TFL windowed OFDM and WOLA. 
 
Figure 3.6 RF spectra of 4-band (a) conventional CP OFDM, (b) TFL-windowed, (c) 
OBE-windowed, and (d) WOLA OFDM. © OSA 2018. 
3.1.3 Experimental Results of the mmWave System 
In experimental data analysis, it can be observed from Figure 3.7(a) that the 
performance of both TFL- and OBE-windowed OFDM is comparable to CP and WOLA 
OFDM when there is no CFO degradation. All four waveforms present similar ROP 
sensitivity, more than 5dB in B2B case and in transmission over 15km DSF. CFO 
sensitivity of different OFDM is first investigated. Figure 3.7(b) illustrates how EVM of 
Channel 1 (Ch1) varies with respect to ε, the ratio of CFO to the subcarrier spacing, in the 
B2B scenario with 0.5dBm ROP before the PD. It can be seen that in terms of CFO 
resistance OBE > TFL > WOLA > CP OFDM. In B2B transmission, at the 12.5% EVM 
threshold for 16QAM, the CFO tolerance of OBE-windowed OFDM is 6.8%, 1.5% (2.2dB) 
more than 5.3% of conventional CP OFDM, and 1.3% more than 5.5% of WOLA. Similar 
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results can be observed in Channel 3 (Ch3) as well, as shown in Figure 3.7(c). At CFO 
ε=6%, OBE-windowed OFDM exhibits 2.2% (1.5dB) EVM improvement compared to CP 
OFDM. Due to the limited bandwidth of the envelope detector, Ch3 experiences poorer 
channel SNR than Ch1. 
TFL and OBE employ short perfect reconstruction window to fully utilize of the CP of 
OFDM signals [58]. CFO resistance of windowed OFDMs with respect to the CP length is 
investigated. Figure 3.7(d) depicts how variation of the CP length influences the CFO 
resistance of different OFDM signals in Ch1. Here the CFO is fixed at ε=6%, and the ROP 
before PD is 0.5 dBm. It can be seen that conventional CP OFDM remains the same CFO 
sensitivity despite the change of CP length. However, increasing CP length can 
significantly enhance CFO resistance for TFL- and OBE-windowed OFDM. With 1/4 CP 
 
Figure 3.7 (a) EVM versus ROP of different OFDMs; EVM performance vs CFO of: 
(b) Ch1 and (c) Ch3 in B2B transmission. (d) EVM versus different CP-length ratio , 
with CFO . © OSA 2018. 
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ratio, TFL- and OBE-windowed OFDM can achieve 9% and 11% EVM under 6% CFO, 
whereas the EVM of CP OFDM is 13%, beyond the required EVM threshold. With longer 
CP lengths, the CFO resistance of windowed OFDM system can be enhanced by 4% (3.2dB) 
EVM. 
3.1.4 Experimental Setup of the Long-Distance Optical Access 
Besides the application in mmWave-RoF mobile fronthaul, windowed OFDM is also 
demonstrated over optical access, in which the requirements are different [56]. In PON, 
advanced waveforms help to provide large capacity and multi-user access which are 
expected by high-speed broadband access or PON backhauling for 5G. In HFC, bandwidth 
limitation of coax cable and long fiber access distance of 10-80 km require waveforms with 
high spectral efficiency and long-distance transmission capability. 
The experimental setup for the proposed optical access with windowed OFDM is 
shown in Figure 3.8. A 14GHz class direct modulated laser (DML) is the low-cost 
transmitter and PIN receiver is the direct-detection receiver; cost-effective optical 
interleaver is used to achieve optical single side band (OSSB). OSSB is widely used to 
increase transmission distance [61]. In long-distance transmission, each sideband of 
double-sideband (DSB) signal experiences different phase changes due to chromatic 
dispersion (CD) over the wavelength span. When received at the PD, signals carried by 
two sidebands may beat destructively and cause severe power fading. In this work, Volterra 
algorithm is used for OSSB signal equalization of nonlinearity. 
Most importantly, windowed OFDM is used to exploit the previously idled guard bands 
to enhance the spectrum utilization. Two experiments are conducted to validate the high-
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performance optical access waveform. One is the single-band baseband OFDM (or discrete 
multi-tone, DMT) transmission. In this experiment, a 13.5GHz OFDM signal with or 
without windowing is transmitted over the optical link to investigate the transmission 
capability of windowed OFDM compared to conventional OFDM. The other experiment 
is the carrier-aggregation transmission with 12.6GHz bandwidth for 20 bands. The 
experiment is demonstrated to validate that guard band can be reduced by using windowed 
OFDM. 
 
Figure 3.8 Experimental setup of both single-band and carrier-aggregation multiband 
OFDM transmissions. 
The DML wavelength is 1539.15nm and is adjusted by the current and temperature 
control unit. After modulating the DML, the DSB optical signal is filtered by a 33/66GHz 
optical interleaver for OSSB. After long-distance SMF link, the OSSB signal is amplified 
by an EDFA, and directly detected by a PIN photodiode. The electrical signal is generated 
by an AWG and directly modulated to DML. At the receiver, the detected electrical signal 
is captured and collected by a high-speed oscilloscope and then goes through offline DSP. 
For single-band OFDM signal, the FFT size is M = 2048, 900 of which is the payload 
carrying 16QAM symbols with the subcarrier spacing . CP length is 
 and the symbol length is N = 2176. Conventional rectangular window, 
TFL and OBE windows are generated and applied to the OFDM symbol according to 
Wavelength (nm)































































Equation (2), (3) and (4) given M, , and N. With 13.5GHz bandwidth and 16QAM 
modulation, the overall data rate is 54Gbps. 
For carrier-aggregation signal, 20 bands are generated for multi-service and multi-user 
scenarios. The multiband signal spans 12.6GHz bandwidth. For each band, the FFT size is 
. The subcarrier has the spacing of  and CP . 
The multi-band experiment is designed to investigate the performance of conventional and 
windowed OFDM with reduced band gap. For each band, the central frequency is fixed 
while the number of payload subcarriers varies, as shown in Figure 3.9(a). The number of 
payload subcarriers varies from 15 to 20, so each band can occupy up to 600MHz 
bandwidth. The rest of the subcarriers are set to zero as the guard band. In the experiments, 
the number of idle guard-band subcarriers varies from 11, 9, 7... to 1 to investigate the 
minimum band gap required for conventional OFDM, TFL- and OBE-windowed OFDM. 
It is expected that the waveform with suppressed out-of-band leakage would tolerate 
narrower guard band. Figure 3.9(b) and (c) gives the simulated interference level for 
multiband conventional and TFL-windowed OFDM, in which there are 20 bands, and the 
guard band consists of 5 idle subcarriers. From their PSD, it can be seen that conventional 
 
Figure 3.9 (a) Schematic diagram of the multiband signal with fixed center carrier 
frequency and reduced guard band. The PSD of 20-band (b) Conventional OFDM and 

























































OFDM exhibits much higher interference between bands compared to TFL-windowed 
OFDM. 
3.1.5 Experimental Results of the Long-Distance Optical Access 
In the 13.5GHz single-band baseband experiment, the PSD of the OSSB and DSB 
windowed OFDM are depicted in Figure 3.10(a) and (b), respectively. It can be observed 
that the DSB signal has been severely corrupted by the power fading due to CD after 85km 
SMF transmission, while SSB signal just suffers from nonlinearity which can be corrected 
by the Volterra algorithm.  
 
Figure 3.10 PSD of baseband signals after 85km SMF with (a) OSSB and (b) DSB 
transmission. © OSA 2018. 
The BER performance with respect to the ROP in B2B, 25km and 50km transmission 
is shown in Figure 3.11(a). It can be observed that both TFL- and OBE-windowed OFDM 
present comparable transmission capability as conventional OFDM. As shown in Figure 
3.11(b). BER below FEC threshold is achieved by windowed OFDM for over 85km SMF 
transmission, showing its ability to support high-speed and long-distance service with low-
cost devices. Excluding the CP, the effective data rate of the high-performance optical 
access can achieve 50.6Gbps. 
(a) (b)
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Figure 3.11 BER versus ROP of different baseband OFDM (a) in B2B, 25km and 50km 
SMF transmissions; (b) BER versus ROP of different baseband OFDM after 85km SMF. 
© OSA 2018. 
As described in the experimental strategy of multiband transmission, 20 bands are 
transmitted for conventional and windowed OFDM. For each band, its central frequency is 
fixed while the number of idle subcarriers as the guard band is shrinking, resulting in higher 
inter-channel-interference. The RF spectrum of the multiband signal is shown in Figure 
3.12. The signal is TFL-windowed OFDM with the guard band consisting of 7 idle 
subcarriers in B2B transmission. Due to the nonlinearity induced by OSSB transmission, 
fluctuation of BER exists across 20 bands.  
 
Figure 3.12 PSD of TFL-windowed OFDM in B2B transmission. © OSA 2018. 
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Figure 3.13 (a) The number of required idle subcarriers as the guard band. BER versus 
the number of idle subcarriers as the guard band. In 20-band signal for CH4 after (b) 
B2B, (c) 50km, and (d) 85km SMF transmissions. © OSA 2018. 
The average BER performance of 20 channels with different band gap is scanned and 
shown in Figure 3.13(a), in which the number of idle subcarriers is the minimum value 
required for BER below FEC threshold in each transmission scenario. In B2B transmission, 
TFL-, OBE-windowed, and conventional OFDM require 1) 3-subcarrier, 2) 3-subcarrier, 
and 3) 9-subcarrier guard band, respectively. In 50km transmission: TFL-, OBE-windowed, 
and conventional OFDM require 4) 5-subcarrier, 5) 7-subcarrier, and 6) 11-subcarrier 
guard band, respectively. In 85km transmission: TFL-, OBE-windowed, and conventional 
OFDM require 7) 9-subcarrier, 8) 9-subcarrier, and 9) 11-subcarrier guard band, 
respectively. Among all the subbands, the BER of channel 4 (CH4, centered at 2.21GHz) 
is shown in Figure 3.13(b), (c), and (d). In B2B transmission, 7 idle subcarriers are required 
for conventional OFDM to achieve BER below FEC threshold, while it merely requires 
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one idle subcarrier as the guard band for TFL-windowed OFDM, achieving quasi-gapless 
performance. For 50km SMF link, TFL-windowed OFDM requires 3 idle subcarriers while 
conventional OFDM requires 9; for 85km SSMF, TFL-windowed OFDM needs 3-
subcarrier guard band while conventional OFDM requires 10 subcarriers.  
In B2B transmission, for only one channel (CH4), TFL-windowed OFDM can save 
 extra payload bandwidth compared to conventional 
OFDM. For all bands to achieve BER performance below FEC threshold, 3-idle-subcarrier 
guard band is required for windowed OFDM in B2B transmission, however, 9 idle 
subcarriers are required by conventional OFDM. As a result, windowed OFDM can save 
  extra payload bandwidth. Compared to 
payload bandwidth of conventional OFDM with 
, windowed OFDM can achieve 
 bandwidth gain. In 50km and 85km 
transmission, nonlinearity induced fluctuation is more severe. Therefore, those channels 
severely affected by nonlinearity are removed in the calculation of payload bandwidth and 
gain. 16 and 17 effective channels are included in 50km and 85km SMF transmission, 
respectively. 
Table 3-1 Summary of payload bandwidth and bandwidth gain 
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The payload bandwidth and bandwidth gain for conventional and windowed OFDM 
are summarized in Table 3-1. Figure 3.14 provides the BER scan of the effective channels 
of windowed OFDM used in Table 3-1. The channel BER of conventional OFDM with 
same guard-band width as OBE-windowed OFDM is also presented in Figure 3.14 as the 
benchmark. TFL-windowed OFDM needs much fewer idle subcarriers to achieve BER 
below FEC threshold than conventional OFDM. With significantly suppressed out-of-band 
leakage, TFL-windowed OFDM can bring about 160% and 150% bandwidth gain. In Table 
3-1, it is worth noting that for 85km transmission, 11 idle subcarriers, which is the widest 
guard band option in the experiment, cannot guarantee BER below FEC threshold for 
conventional OFDM, as can be seen in in Figure 3.13(a), y axis = 9. Therefore, in the best 
case 13-subcarrier guard band is assumed for 85km transmission with conventional OFDM 
in Table 3-1, which is marked in gray. It can be seen that even provided with the best 
assumption, conventional OFDM presents poor transmission capability. 
 
Figure 3.14 BER of the effective channels for windowed OFDM implemented with band 
gap and transmission distance in Table 3-1. © OSA 2018. 
3.1.6 Summary 
In this work, windowed OFDM using short perfect reconstruction pulses is 
experimentally demonstrated for mmWave-RoF mobile fronthaul, providing effective out-
of-band emission suppression and better CFO resistance requiring low-complexity DSP 
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and no additional overhead. 4-band OFDM signal with overall bandwidth 650MHz is well 
supported by the system. More than 20dB out-of-band leakage reduction and 2.2dB more 
CFO tolerance at the required EVM threshold is obtained for windowed OFDM. Moreover, 
increasing the CP length of the windowed OFDM enhances its CFO resistance. With only 
1/4 CP ratio, the measured EVM has achieved 3.2dB improvement. The proposed 
windowed OFDM scheme enables efficient carrier aggregation and cell densification for 
5G NR applications. 
Moreover, low-cost and long-range optical access using windowed OFDM has been 
demonstrated with OSSB, direct modulation using 14GHz class DML and direct detection. 
The optical access can support over 50Gbps data rate after 85km SMF. In carrier-
aggregation multiband transmission, the designed optical access based on windowed 
OFDM outperforms conventional OFDM. For various SMF distance, TFL- and OBE-
windowed OFDM can achieve respective 160% (2.9GHz) and 150% (2GHz) payload 
bandwidth gain compared to conventional OFDM. Windowed OFDM extends the 
spectrum efficiency of OFDM-based waveforms with little additional DSP complexity and 
no extra overhead, strengthening its competitiveness when optical access networks 
urgently need more spectrum-efficient waveforms. High spectrum efficiency, high speed, 
low cost, and longer access range makes the optical access waveform based on windowed 





3.2 Pattern Division Multiple Access in mmWave-RoF RAN 
Orthogonal multiple access (OMA) such as OFDMA has been the predominant 
access technology adopted by the current generation of mobile communication. 
Representing an evolutionary step in radio access networks, non-orthogonal multiple 
access (NOMA) is considered to be a promising technology to meet the goals of increased 
capacity, enhanced flexibility, and reduced latency. Pattern division multiple access 
(PDMA) is a NOMA scheme using resource-element mapping as the multiple-access 
signature in the symbol level. In this section, PDMA in a mmWave radio access system is 
studied with systematic experimental demonstration. One key advantage of PDMA is that 
it can facilitate advanced parallel interference cancellation (PIC) in the decoding process. 
A modified message passing algorithm (MPA) is developed and implemented to enhance 
the decoding performance of PDMA. A novel PDMA system integrated with MPA is 
experimentally demonstrated in a multi-user mmWave radio access system that uses RoF 
mobile fronthaul, achieving reduced sensitivity penalty and improved modulation spectral 
efficiency compared to conventional power-domain NOMA (PD-NOMA) with successive 
interference cancellation (SIC). Experimental results show that PDMA is capable of 
supporting disparate channel conditions, adapting to various patterns, and providing 
improved system flexibility. This work has been published in Journal of Lightwave 
Technology [62]. 
NOMA has been investigated for 5G and next-generation RANs to exploit under-
utilized power resources and increase the number of UEs [39], [40]. Among various 
NOMA schemes, PDMA utilizes symbol-level UE-specific data signatures with sparse 
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resource-element (RE) mapping [42], which is capable of providing improved flexibility 
with different pattern variants and supporting grant-free uplinks [63]. 
In a 5G mmWave small-cell structure as shown in Figure 3.15, multiple users 
served by a RRU have to deal with different channel conditions. For example, there are 
users experiencing LoS links (UE1, with channel 1, CH1), edge users which are far away 
from RRU experiencing low SNR and channel gain due to high path loss (UE2 with CH2), 
or users suffering severe channel degradation (UE3 with CH3) due to LoS blockage or 
antenna misalignment of the mmWave links. When managing multiple UEs with disparate 
reception qualities, RRUs employing conventional OFDMA have to trade off spectral 
efficiency to serve low-SNR users with low-order QAM modulation [41]. Recognizing 
these system limitations, NOMA is proposed to enhance capacity by exploiting power-
domain multiplexing for multi-user access. 
 
Figure 3.15 Challenges for next-generation service-oriented RANs employing mmWave 
links with various channel qualities. © OSA 2020. 
 One important advantage of PDMA is that it facilitates PIC in the DSP. As a 
comparison, SIC is used in conventional NOMA. SIC is susceptible to error propagation 


















precedent users [64]. As one of the PIC schemes, MPA can be applied to enhance decoding 
accuracy for PDMA coded with sparse patterns. This is because MPA can approximate 
maximum a posteriori detection through algorithms based on factor graph, an equivalent 
representation of a pattern matrix. Owing to significantly enhanced decoding capability, 
PDMA with MPA will induce less interference on REs shared by multiple UEs, which can 
further support low-latency services with grant-free uplinks. 
3.2.1 Fundamentals of PDMA and MPA 
PDMA is an OFDM-based NOMA scheme operating on the symbol level, 
combined with sparse RE mapping. For K users sharing N subcarriers (K > N), the key 
design element in PDMA is the pattern matrix. The pattern matrix defines how different 
users share the same resource block non-orthogonally. Three main functions of the pattern 
matrix are: 1) it provides the mathematical description and guidance for RE allocation; 2) 
the matrix can be tuned and optimized for interference control; 3) the symbol diversity in 
the matrix allows PIC. In this section, we will first introduce the basics of PDMA and its 
notations followed by the principles of MPA. 
3.2.1.1 Basics of PDMA 
The pattern matrix is a binary matrix (containing only 1 and 0) that is defined as: 
, where  is an  pattern vector that can be assigned to 
different streams/users [65]. The diversity order  of a pattern vector is equal to the 
number of '1's in the vector. For K streams sharing the same resource block, there are K 
QAM symbols in the original symbol vector . The transmitted 
symbol vector  of stream k is obtained by spreading  according to pattern vector : 
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, where  is an  vector. The amplitude and phase of each stream can be 
tuned to achieve the desired constellation for better interference control [42]. The scaling 
matrix is introduced for the scaling process: , where  is a 
 vector with  comprising the amplitude ( ) and phase ( ) and 
 is an   vector. In PDMA, one user can be assigned one or multiple 
streams. Therefore, the transmitted signal vector for each user is , 
where  is an  vector, and will be passed to next-stage OFDM processing. At the 
receiver, the corresponding channel response is: , where  is 
an  vector, with many 0's in accordance to . As a result, the received signal vector 
in the frequency domain after preliminary OFDM processing will be: 
. Here  is the element-wise product and  is the additive white 
Gaussian noise (AWGN). 
Pattern vectors can be assigned to users in different ways to meet the requirements 
of various applications. It is worth noting that the received constellation can be influenced 
by the stream amplitude/phase tuning at the Tx, modulation orders, and channel gain. In 
the experiments, streams are grouped and assigned to two users, given two sets of 
transmitters operating at mmWave frequency. Two examples are given in Figure 3.16 to 
illustrate stream-user assignment, stream tuning ( ), and QAM order assignment where 
bpS stands for bits per symbol, e.g. bpS = 4 corresponds to 16QAM. 
Shown in Figure 3.16(a) is case A where four subcarriers are shared by six streams 
assigned to two users, with  and . Case A is an example of 
grant-free uplinks supported by PDMA. In the basic upstream scheduling process in mobile 
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communications, users first request then wait for the grant distributed by the scheduler 
before payload data transmission [66]. In grant-based random access, resource blocks are 
selected and granted for a user at each time slot. In contrast, a user under grant-free access 
scheme is pre-assigned a unique user signature used for all time slots [63]. PDMA can skip 
the request-grant process by pre-assigning user-specific patterns for grant-free uplinks, 
therefore reducing latency. To achieve effective grant-free uplinks, methods such as joint 
 
Figure 3.16 (a) Case A for grant-free uplinks; (b) Case B for data transmission with 
channel variations. Received constellation: (c) Case A; (d) Case B when channel gain of 
UE1 is larger than UE2; (e) Case B when both users experience similar channels 
(constellation ambiguity). © OSA 2020. 
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user activity and data detection should be employed and have been discussed in [67], [68]. 
For OMA, it is challenging to provide a sufficient number of orthogonal user signatures 
for pre-assigning, especially with the requirement of massive connectivity. Plus, time-
frequency grids may be under-utilized in this case. While in PDMA, a pattern vector can 
be pre-assigned and reserved for a user as a third-dimension user signature on top of time 
and frequency dimensions. In this case, the cost of grant-free access is the interference 
among users sharing the same RE. Using PDMA integrated with MPA allows grant-free 
streams to co-exist with normal data streams, with a proper pattern design. Owing to the 
diversity of the symbol as well as the decoding capability of MPA, the required power level 
of the grant-free streams can be reduced to lower the interference on other streams sharing 
the same RE, without significantly sacrificing the performance. 
The resource allocation process is visualized in Figure 3.16(a). The pattern of 
stream 1 (s1) is pre-assigned to UE1 for grant-free uplinks, whereas s4 and s5 are allocated 
for normal data transmission. s1 has a much lower power level but higher diversity (
) compared to s4 and s5 ( ), resulting in reduced interference on the 
other user that may be using the same REs. Given the corresponding stream amplitude 
tuning vector , QAM order assignment, and similar channel conditions experienced by 
both users, the received constellation is depicted in Figure 3.16(c). 
In the case of data transmission with channel variations, case B, the same pattern 
matrix is used but with different stream-user assignment, modulation orders, and stream 
amplitude tuning, as shown in Figure 3.16(b). Both users utilize all four subcarriers. UE2 
is assigned two streams with higher diversity to cope with possible channel degradation. 
The received constellation under two different channel conditions are shown in Figure 
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3.16(d) and (e). When the channel gain of UE1 is significantly higher than UE2 (7dB in 
Figure 3.16(d)), the received constellation is similar to 16QAM due to the superposition of 
signals from two UEs. However, the received constellation will degenerate to that shown 
in Figure 3.16(e) when the channel gain of both users are on the same level, in which case 
one constellation point can represent multiple combinations of QAM symbols. In this case, 
constellation ambiguity occurs and should be considered in the decoding process. 
3.2.1.2 Message Passing Algorithm 
Patterns used in PDMA bring diversity of the original symbols. In our 
demonstration, MPA is implemented in the receiver DSP to fully utilize this diversity. In 
MPA, the decoding process is based on information passing across the factor graph, which 
is determined by the pattern matrix. After several iterations of information exchanges and 
upon reaching convergence, MPA decodes all Tx symbols  simultaneously, in contrast to 
SIC where users are decoded successively. 
At the receiver, the received symbol  at RE n is: 
  (8) 
Here  is the effective signature element that includes channel distortion ( ), stream 
amplitude/phase tuning ( ), and the element of PDMA matrix ( ). Let  and  be the 
set of 1's positions in the  row and the  column of the pattern matrix, respectively. 
Then Equation (8) becomes: 
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  (9) 
where  denotes the vector containing the symbols from streams participating in the  
row and  denotes the corresponding fraction of effective signature values. 
The maximum a posteriori estimation for  is: 
  (10) 
From Bayes’ rule, we have: 
  (11) 
in which  is the joint a prioroi probability of the original symbol vector 
as the symbols are independent and identically distributed (i.i.d.) and 
 is the probability of the received symbol vector. Furthermore, 
with the assumption that noise is i.i.d. and uncorrelated with the transmitted symbols, we 
have: 
  (12) 
Assume that the channel estimation is available at the receiver, under AWGN channel the 
probability of  given  is: 
 69 
  (13) 
Furthermore, combining Equation (10), (11), and (12), the estimation for  can be 
obtained by maximizing the marginal probability: 
  (14) 
in which q is a symbol in constellation alphabet . 
 From Equation (10) to (14) the marginal probability  is calculated instead of joint 
probability. In MPA, the decoding complexity is further reduced by approximating the 
marginal probability calculation iteratively over the underlying bipartite factor graph [69]. 
Figure 3.17 shows an example of a factor graph and the corresponding pattern matrix . 
From the pattern matrix to the factor graph, each column ( ) corresponds to a variable 
node (VN, ) and each row ( ) corresponds to a function node (FN, ) Each edge  
in the factor graph means that the corresponding . In MPA process, messages 
containing the inference of  are passed along the edges and updated in the FNs and VNs, 
using respective update functions. The MPA used in our demonstration is at the symbol 
level. When there are cycles in the factor graph, the iterative calculation will become an 
approximation of Equation (14). 
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Figure 3.17 An example of a factor graph with the corresponding pattern matrix. © OSA 
2020. 
Provided that high-order QAM modulations are used, the message being exchanged 
along  is a set with size , comprising the (inference) probability of symbols in . 
In each round of update, a node will collect messages from all of its connected nodes. It is 
worth noting that the message received by a node should be extrinsic, meaning that the 
message received from one edge cannot be used later to update the message to be 
transmitted onto that edge [69]. As shown in Figure 3.17, the message conveyed by the red 
arrow only contains the messages from the green arrows, despite the fact that  has the 
access to the messages from all three nodes ( ). 
Let  be the message set sent along  from  to , then the message 
should only have extrinsic information: 
  (15) 
Based on Equation (14), the message should include the product of the messages received 
from edges , and the observation at  using local function . In 
our demonstration, the message element takes the maximum value in Equation (14) instead 
of summation, for achieving better convergence efficiency. Therefore, the message element 
is: 
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  (16) 
in which  is the number of streams involved in . Similarly, the message set sent from 
 to  will be the product of the messages received from edges : 
  (17) 
in which  is chosen such that the sum of probabilities for all q is 1. After the MPA 
converges or the number of iterations reaches a pre-set maximum, the probability of  
is: 
  (18) 
Finally, we have the estimation of  as provided by the MPA: 
  (19) 
 Let  be the average number of superimposed streams in one RB,  be the 
average alphabet size, and  be the number of iterations processed. Note that FN updates 
Equation (16) take the primary computation complexity, the complexity of MPA (the 
number of multiplication operations) is hence [42]: 
  (20) 
As a comparison, the complexity of SIC (the number of addition operation) is: 
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  (21) 
MPA can achieve improved decoding efficiency with higher computational 
complexity. The complexity of MPA can be reduced by restricting the average number of 
superimposed streams at the same RB ( ) or restricting the maximum number of 
iterations. 
3.2.2 Experimental Setup 
The experimental setup is depicted in Figure 3.20. Two UEs access the RRU via 
mmWave uplinks and analog RoF mobile fronthaul.  PDMA streams in 
 are assigned to UEi. In the Tx-side DSP for each UEi,  
streams of bits are modulated to QAM symbols. Symbols within each stream use the same 
QAM order. QAM symbols are spread, scaled, and mapped to REs in accordance with the 
pattern matrix. Streams belonging to UEi are summed and go through conventional OFDM 
DSP. The subcarrier spacing is  compliant with 5G standards. 
The FFT size is 2048, 420 out of which carry the payload. Subcarriers are partitioned and 
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grouped in order to apply the pattern matrix. The intermediate frequency is 510MHz and 
the effective signal bandwidth is 806.4MHz. 
The digital OFDM signal is converted to analog waveform via an AWG with 
sampling rate 15.7GSa/s. At each Tx, 54.59GHz carrier frequency is generated by a 
13.65GHz RF source followed by a quadrupler. Each AWG output signal is upconverted 
to the RF carrier by a mixer. The synthesized mmWave signal is then each amplified a PA, 
transmitted by a horn antenna with 25dBi. The wireless transmission distance is 1.5m. At 
the Rx, another horn antenna captures both signals from the two UEs. The received signal 
is downconverted by an envelope detector (ED) (1GHz). The baseband electrical signal is 
then converted to the optical domain through a DML (2.5GHz). After transmission over 
15km SMF, the signal is captured by a PD (2.5GHz) and input into an oscilloscope 
(5GSa/s) followed by offline DSP. At the Rx, the received signal goes through preliminary 
OFDM demodulation and channel estimation which is essential for MPA detection. 
Received symbols are re-organized into resource blocks in accordance with the pattern 
matrix. MPA is applied to every received block to recover  streams of QAM symbols 
which are then decoded to  bit streams for BER calculation. To investigate how PDMA 
can be tailored to support different application scenarios, the channel gain of Tx2 is varied 
during the experiments. In some experimental cases, UE2 will experience low channel gain, 
controlled by the AWG output power of Tx2. 
3.2.3 Experimental Results 
Four categories of experiments were carried out to verify the performance of 
PDMA with MPA: i) Comparison of MPA and SIC; ii) the flexibility of PDMA with 
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different pattern matrices and channel conditions; iii) PDMA for grant-free uplinks (case 
A); iv) PDMA for data transmission under channel degradation (case B). In the 
experiments, BER versus ROP at the PD was measured and analyzed. 
3.2.3.1 Comparison of MPA and SIC 
The PDMA parameters used in the experiment are the same as those in case A 
illustrated in section 3.2.1.1, Figure 3.16(a), in which  and 
. The channel gain for UE1. and UE2 is on the same level, i.e., 
. In the experiment, SIC is evaluated and compared to MPA. In SIC, 
the stream with higher power level will be decoded first. For example, for the received 
symbol ,  will be decoded first and then subtracted for the decoding of . Figure 
3.19(a) selects streams with the best (from streams with high power level) and worst (from 
streams with low power level) BER performance, both in B2B and after transmission over 
15km SMF. Experimental results show that MPA detection can achieve an approximate 
4dB Rx sensitivity improvement at 7% HD-FEC threshold compared to SIC, providing 
1.9Gbp for each UE. 
 
Figure 3.19 (a) Comparison of MPA and SIC. (b) Comparison of the BER of MPA and 
SIC when constellation ambiguity occurs. © OSA 2020. 
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At 20% soft-decision FEC (SD-FEC) threshold, the improvement of MPA for 
steams with the best BER performance is limited. In this region, the system is mainly 
restricted by bad SNR. MPA achieves enhanced decoding performance owing to 
information passed and verified over the factor graph, the accuracy of which is essentially 
built on the error rate of each node. At around the 20% SD-FEC limit, the error rate of each 
node is already high, resulting in the degraded performance of MPA. 
The performance of MPA and SIC under constellation ambiguity is also evaluated. 
The pattern matrix and user-stream assignment is the same as those used in Figure 3.19(a). 
In the legend, ' ' corresponds to the measured BER in the presence of s3 in the received 
symbol  during SIC detection. The modulation of all streams is QPSK, i.e., 
, the stream amplitude tuning is , and the channel 
condition is . With such parameter setting, the constellation 
ambiguity will occur as indicated in Figure 3.16(e). It can be seen from Figure 3.19(b) that 
SIC is not able to differentiate ambiguous symbols with BER value all beyond 7% HD-
FEC threshold, whereas MPA can achieve acceptable BER performance with high ROP. 
3.2.3.2 Flexibility Provided by PDMA 
PDMA can be easily adapted to meet requirements of different bit rate, interference 
level, and reliability, owing to the tunability of the pattern matrix and stream 
amplitude/phase tuning. In this category of experiments, different pattern matrices are 
firstly investigated. Figure 3.20 shows two scenarios supported by different pattern 
matrices: PA (section 3.2.1.1, Figure 3.16(a)) and PC (section 3.2.1.2, Figure 3.17). In the 
legend, 'H'/'L' corresponds to the streams with high(H)/low(L) amplitudes. The user-stream 
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allocation, stream amplitudes, modulation order, and channel condition of Figure 3.20(a) 
are the same as case A. Whereas the parameters used in Figure 3.20(b) are:  
and , , , and 
. PC has the same matrix size as PA (4x6) but has higher average 
diversity. The symbol of every stream in PC is spread twice, resulting in better decoding 
reliability at the cost of reduced data rates of s3 to s6. Consequently, PC has better overall 
BER performance in comparison to PA as shown in Figure 3.20(b) and (a). 
 
Figure 3.20 Comparison of two pattern matrices: (a) PA and (b) PC. © OSA 2020. 
We also investigate the capability of PDMA handling varied channel qualities. In 
the experiment, we use the same PDMA setting as case B in section 3.2.1.1, Figure 3.16(b), 
but with varied user channel qualities. In Figure 3.21(a), ; in 
Figure 3.21(b), . From Figure 3.21(a) to (b), BER degradation can be 
observed due to the increased interference from UE2 to UE1 which causes it to approach 
constellation ambiguity. Owing to MPA, the UEs can maintain BER below threshold given 
channel gain varying over 7dB, without changing the PDMA Tx-side setting. 
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Figure 3.21 BER vs. ROP performance when UE1 and UE2 have the same Tx PDMA 
setting, with varied channels: (a) ; (b) . 
© OSA 2020. 
From the experimental results shown in Figure 3.19 to Figure 3.21, the BER 
performance of PDMA can be affected by stream amplitude/phase tuning and pattern 
matrix design, which provides more configuration flexibility, in addition to the improved 
system turbulence immunity provided by MPA. 
Similar to other NOMA schemes, PDMA stacks multiple symbols in one RE. The 
decodability of the system is dependent on the signal to noise and interference ratio which 
is determined by system SNR and number of users. Provided with higher SNR, one RE can 
be shared by more users. On the other hand, the system can support more users if lower 
modulation order is applied. For example, the system SNR can support the co-transmission 
of a QPSK symbol and a 16QAM symbol from two users at one RE (Figure 3.19), as well 
as the co-transmission of three QPSK streams (Figure 3.20(b)) using pattern matrix PC. In 
our demonstration, a two-user scenario is implemented given two sets of Tx available at 
mmWave frequencies, in which each user is assigned multiple streams. In applications 
without the device limitation, one stream can correspond to one user, which can support 
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increased number of users. The total number of users is dependent on achievable SNR, 
modulation order used, and the design of PDMA pattern matrix. 
3.2.3.3 PDMA for Grant-Free Uplinks 
As illustrated in case A, , among which s1 with lower amplitude 
level is pre-assigned for grant-free uplinks and stacked onto normal data of s3 and s6 that 
are sharing the same REs.  Figure 3.22(a) verifies that both grant-free uplinks and normal 
data transmission can be supported by PDMA with BER of all six streams below the FEC 
threshold when ROP > -4dBm. To investigate how interference from grant-free uplinks 
affects normal data transmission, the BER of PDMA-MPA, PD-NOMA-SIC, and 
interference-free OFDM were evaluated. As shown in Figure 3.22(b), the BER of the 
streams with high power for normal data transmission are compared with interference-free 
OFDM streams. It can be seen that at ROP = -4dBm, for UE1 the BER of OFDM is around 
10-4, the BER of PDMA stream degrades to approximately 10-3, whereas the BER of PD-
NOMA-SIC drops to about 3.8x10-3. Owing to the improved decoding accuracy of MPA, 
 
Figure 3.22 Experimental results of case A: (a)BER vs. ROP; (b) Penalty of PDMA and 
PD-NOMA-SIC compared to interference-free OFDM. © OSA 2020. 
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the penalty from the grant-free uplinks supported by PDMA is mitigated compared to that 
of PD-NOMA-SIC. 
3.2.3.4 PDMA for Data Transmission under Channel Degradation 
As mentioned in the introduction, OMA such as OFDMA has to trade off spectral 
efficiency when some of the users are experiencing low-SNR channels. In this experiment, 
the performance of PDMA, OFDM, and PD-NOMA under low-SNR channels is analyzed 
and compared. Throughout the experiment, the channel of UE1 was fixed with good 
channel quality, while the channel of UE2 was set such that . 
The pattern matrix and user-stream allocation that were implemented are shown in Figure 
3.23. The modulation order applied is the highest order that the corresponding access 
scheme can support such that BER is below the FEC threshold. 4x4 and 4x8 matrices are 
implemented for OFDM and PD-NOMA, respectively, as two special cases of pattern 
matrices. 
The BER of OFDM, PD-NOMA-SIC, and PDMA-MPA is shown in Figure 3.23(a), 
(b), and (c), respectively. For OFDM, UE1 with good SNR can transmit 64QAM, whereas 
UE2 under channel degradation barely supports QPSK. The modulation spectral efficiency 
of OFDM is therefore . For PD-NOMA with SIC, UE1 
and UE2 share the same REs using QPSK, the signal strength of UE2 is around 6dB less 
than UE1 at the receiver. The average modulation spectral efficiency of PD-NOMA with 
SIC is: , which is the same as OFDM in this case but 
with improved average BER of UE2. In PDMA with MPA, 16QAM can be implemented 
for UE1 due to the enhanced decoding accuracy. The average modulation spectral 
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efficiency is , outperforming both OFDM and PD-
NOMA. Figure 3.23(d) summarizes the experimental results of all three access schemes. It 
can be seen that PDMA can achieve higher modulation spectral efficiency with better BER 
performance compared to PD-NOMA-SIC when provided with ROP > -3dBm, validating 
the potential to support dynamic mmWave links in future-proof RANs. 
 
 
Figure 3.23 BER of case B when , supported by (a) OFDM; (b) PD-
NOMA-SIC; (c) PDMA-MPA. (d) Comparison of (a), (b), and (c). © OSA 2020. 
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The integration of PDMA with MPA has been proposed and applied to mmWave 
radio access systems using RoF mobile fronthaul. Through the selection and 
implementation of the pattern matrix, user-stream allocation, and stream amplitude/phase 
tuning, PDMA can provide improved access flexibility to cope with dynamic channel 
conditions of mmWave links. Moreover, PDMA stands out among conventional NOMA 
schemes with enhanced decoding accuracy provided by MPA. Using modified MPA 
process with improved convergence efficiency, our experimental demonstration of PDMA 
attained a 4dB sensitivity improvement and proved the capability of recovering ambiguous 
symbols, in comparison with PD-NOMA-SIC. It is verified that PDMA can provide 
configuration flexibility, by evaluating the performance of PDMA with different pattern 
matrices and channel qualities. Furthermore, the ability of PDMA to support grant-free 
uplinks has been experimentally demonstrated to provide reduced BER penalty at the 
receiver compared to PD-NOMA-SIC. It is also verified that PDMA is capable of 
providing higher modulation spectral efficiency when part of the users in the system are 
limited by low-SNR channel qualities. To summarize, PDMA integrated with MPA has 
been systematically demonstrated and it has shown the potential to support future-proof 






CHAPTER 4 DRL-BASED SCHEDULING OPTIMIZATION 
In previous chapters, PHY layer technologies are introduced to optimize the 
performance of RoF-based fiber-wireless networks. In this chapter, we broaden the focus 
to cover the scheduling involving both PHY and MAC layers. This chapter presents the 
work to utilized DRL to optimize the scheduling and resource utilization in mmWave-RoF 
RANs. Specifically, a DRL-based resource allocation algorithm with channel condition 
and latency awareness is demonstrated. The proposed scheme aims to optimize the uplink 
scheduling for service-oriented multi-user mmWave RANs in 5G era. This chapter is 
organized as follows. Challenges of scheduling in mmWave-RoF RANs and the proposed 
solution are introduced in section 4.1. Section 4.2.1 introduces the framework and design 
of the DRL algorithm with illustration of the scheduling process. The system architecture 
is illustrated in section 4.2.2, with implementation details of the component modules. In 
particular, the mmWave channel demonstration is presented in section 4.2.2.3 as well. The 
evaluation of the DRL system and results are analyzed and discussed in section 4.2.3, 
which covers the DRL training process and the performance comparison with conventional 
schemes. 
4.1 Challenges of Scheduling in mmWave-RoF RAN 
 The 5G NR RANs are envisioned to be service-oriented, supporting multiple users 
and various applications with different quality-of-service (QoS) requirements [8]. In 
addition to capacity and speed requirements, latency becomes an important performance 
benchmark, especially for time-sensitive data traffic. Applications such as video streaming, 
low-latency gaming, and real-time services including robotic control, intelligent factories, 
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tele-health will have different delay and reliability requirements [70]. As a result, for 
simple pre-scheduling or fixed radio resource allocation schemes used in legacy wireless 
communication networks, it will be challenging to manage the increased QoS complexity 
while providing operational flexibility and efficiency. 
 Currently, mmWave links are implemented for 5G RANs, which can result in 
dynamic channel conditions that add to the complexity of radio resource management 
(RRM) [71]. Although mmWave can provide wide bandwidth and high capacity, it is 
subject to less diffraction in beam propagation, high Friss path propagation loss and 
atmospheric absorption loss. In outdoor environments, such mmWave links can experience 
abrupt signal strength variations due to rain drops or moving pedestrians or vehicles [72]. 
Whereas inside a smart factory, mmWave links are susceptible to LoS blockages caused 
by moving robots or stock boxes. Considering both complex QoS objectives and dynamic 
channel conditions, the needs of agile and adaptive radio resource scheduling and 
allocation are urgently anticipated in 5G and beyond RANs. 
 To tackle the challenges, many results have been reported to develop intelligent 
radio resource allocation and scheduling. In [73], DRL is utilized to optimize resource 
block (RB) allocation in a mmWave mobile backhaul. In the work, capacity is the 
optimization objective and the DRL action is the direct RB allocation and user mapping, 
which can be extremely complicated if the RB space scales up. In [74], Markov decision 
process (MDP) is used to model the operations of a mobile edge computing (MEC) system. 
Considering random task arrivals and channel state variations, the method can optimize 
power consumption while meeting the latency requirements. However, only single user is 
considered in the work, which is not sufficient because multi-user contention and 
management are required to solve the scheduling problem. In [75], the authors implement 
deep deterministic policy gradient (DDPG) for radio resource scheduling in a 5G RAN, 
taking multiple users, varied channel conditions, and random traffic arrivals into account. 
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BER and delay are jointly considered. The limitation of the work is that only Poisson 
distribution is used to model the arrival patterns of UE, despite the diverse application 
arrival patterns in reality. 
 Figure 4.1 is the schematic diagram of the system. The system will consider multi-
user multi-service scenarios with different QoS requirements, to jointly optimize BER and 
latency. Furthermore, the system takes channel dynamics into account by varying 
mmWave link conditions including LoS and NLoS blockages. Channel characteristics in 
this work are experimentally obtained via mmWave-RoF testbed and then implemented in 
the DRL system. Based on the provided state information which includes service queue 
status, application request patterns and priority levels, as well as channel quality indicators, 
the DRL-based scheduler will make the decision action to choose the optimal scheduling 
and resource allocation rule. 
 
Figure 4.1 System architecture in a 5G environment. © OSA 2021. 
The main contributions of the work are summarized as follows. Firstly, we establish 
a DRL framework for joint BER and latency optimization for time-sensitive traffic in a 
service-oriented 5G system subject to dynamic mmWave channel conditions. Different 
statistical models are implemented for the arrival intervals and packet sizes of diverse 
applications. Conventional request-grant cycles of the uplink scheduling process are 

































traffic load. We design and formulate the state and reward of the DRL scheduler such that 
it will reflect queue status, channel variation, and service-customized latency performance 
based on 3GPP QoS requirements. Secondly, in our preliminary work [12], direct RB 
allocation mapping to UE is implemented as DRL actions. Through our investigation, we 
find that such straightforward action design can cause extreme complexity and require huge 
computational resource if used in a multi-user wideband mmWave RAN. Therefore, re-
design of the action is required to improve convergence efficiency. The action of the 
proposed DRL-based scheduler is to select the optimal resource allocation rule for the 
current TTI. A similar scheme is also adopted in [75]. Thirdly, in contrast to most of the 
previous DRL-related works with only simulation results, the mmWave channel 
characteristics utilized in the proposed system are experimentally obtained and verified via 
a mmWave testbed with RoF-enabled mobile fronthaul. In this work, photonic-assisted 
mmWave generation is implemented to achieve wide-bandwidth transmission and 
experimentally verified channel variations. To realize the dynamic channel conditions of 
mmWave links such as reflection, blockage, and reduced transmission power, channel 
variation is introduced in the scheduling process. This work has been accepted by Optical 
Fiber Conference (OFC) 2021 [76]. 
4.2 DRL-Based Channel and Latency Aware Radio Resource Allocation  
4.2.1 Scheduling Process and DRL System Design 
We consider the uplink transmission of a mmWave remote RRU supported by RoF 
mobile fronthaul as shown in Figure 4.1. The system is flow-oriented and involves multiple 
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UEs that are using applications with different QoS requirements and experiencing different 
channel conditions. One UE can have multiple active services/flows simultaneously. 
The scheduling process follows the request-grant cycles that are widely implemented 
in mobile communication networks, which is depicted in Figure 4.2. A general introduction 
of the process is presented in section 1.2.4. In this system, upon receiving the uplink data 
the scheduler will check the pre-forward-error-correction (pre-FEC) BER of the received 
data which determines whether re-transmission (Re-Tran) is required as illustrated in 
Figure 4.2. In a real system, the scheduler may send HARQ or NACK accordingly. For 
simplicity, the queuing delay is considered only for the original data transmission, while 
not for the re-transmission, i.e., guaranteed resources for re-transmissions are assumed in 
the system. 
 
Figure 4.2 Uplink scheduling process: request-grant cycle in a RAN. © OSA 2021. 
Let  denotes the set of UEs and  denotes the set 
of flows. F is the total number of flows and U is the total number of UEs. One UE can have 
multiple active flows. If a flow  belongs to a UE  then , indicating 
the corresponding UE u of flow f.  is the set of resource groups (RG) for 



















be explained in section 4.2.2.3. The total number of RGs is B. At TTI t, the capacity of the 
RG  corresponding to flow f is , as different UEs have different channel 
conditions. Actually,  is determined by  given the flow to UE mapping. 
Similarly,  denotes the BER of the RG b corresponding to f, which will be calculated 
from the experimentally measured EVM. 
In the flow-oriented system, different flows will have different packet sizes and arrival 
intervals. At TTI t, the requested data size of flow f is . The requested packets will be 
stored in the corresponding queue. At TTI t, the queue length of flow f is , which is 
determined by the queue length of the last TTI (t-1), the new arrival of requests , and 
the granted data size  at this TTI: 
  (22) 
in which . The granted data size of each flow is determined 
by the resource allocation scheme, which can be calculated by: 
  (23) 
where  is the allocation indicator.  if flow f is assigned with RG b at TTI 
t, otherwise . The unit of , , , and  is the unit RG 
capacity. 
Let  denote the number of packets of flow f that has been requested from t=1 to 
t.  denotes the total number of requested packets of flow f.  denotes the received 
pre-FEC BER of packet j from flow f. The pre-FEC BER threshold of flow f is . 
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Packets with  will be re-transmitted, which will cause extra delay.  is 
the number of latency-satisfied packets from flow f at TTI t, which are scheduled packets 
with the overall latency satisfying the delay budget requirement . Therefore, the total 
number of latency-satisfied packets of flow f will be . 
4.2.1.1 Problem Formulation 
The objective of the system is to optimize the mmWave resource allocation and 
scheduling so that the average ratio of latency-satisfied packets ( ) will be maximized. 
To facilitate the DRL reward design which will be discussed in section 4.2.1.3, here the 
harmonic mean  is considered. Different from the arithmetic mean widely used, the 
harmonic mean tends to emphasize the impact of small outliers [77], which is desired in a 
scheduling problem as we want to avoid flows with very low ratio of latency-satisfied 
packets. 
We formulate the problem as follows: 
  (24) 
   (25) 
  (26) 
where Equation (25) shows that RG assignment variables are binary, and Equation (26) 
suggests that each RG can only be assigned to one flow. The solution of Equation (24) aims 
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to find the best resource allocation at each TTI for all flows and RGs. This problem is 
difficult for the following reasons: i) constraints Equation (25) and (26) makes the problem 
combinatorial; ii) the number of RGs and the number of flows can be very large, which 
makes the optimization problem more challenging; iii) the objective does not have closed 
form expressions in terms of . A direct optimization is difficult. To solve ii) and iii), 
instead of directly deciding , the action of the proposed DRL-based scheduler is 
modified to select the optimal scheduling and resource allocation rule for each TTI, which 
will determine  with different scheduling objectives. Let  
denote the set of candidate rules. At TTI t, the selected rule is . The problem 
becomes: 
  (27) 
with  satisfies constraints Equation (25) and (26). 
4.2.1.2 DRL Framework 
In (22), the queue length of flow f at TTI t is determined by the queue length of the 
last TTI , the requested data , and the granted data size . The 
scheduler will make the decision based on observation of channel conditions, queue status, 
and request patterns to meet QoS requirements. The decision making is partly random due 
to the arrival request patterns and partly dependent on the available resource allocation 
rules in the scheduler. Therefore, the queue state (22) can be modeled as a Markov decision 
process (MDP) [12]. We use Q-learning algorithm, the most widely used reinforcement 
learning method, to solve the MDP problem. Considering the large number of RGs and 
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flows, dynamic optimization environment and targets, a deep neural network (DNN) is 
used in the proposed system instead of conventional Q-table. The deep Q network (DQN) 
will be trained to reflect the mapping between the state and action spaces during the DRL 
process. 
In the proposed DRL-based scheduling algorithm, we define the period of time in 
which the interaction between the agent and the environment takes place as an episode, and 
each TTI t corresponds to a step of an episode. The state space of flow f at TTI t includes 
the head-of-line (HoL) latency of the top packet in the queue, denoted by ; the 
requested data size ; the flow priority indicator  and the capacity 
(spectral efficiency) of all RGs . The state at t can be expressed as: 
  (28) 
where  is the observed state of flow f: 
  (29) 
From Equation (28) and (29), the size of  will be 3F + BF. Or if we consider one UE 
may have multiple flows, the size of  will be 3F + BU. The state size is dependent on 
the number of RGs and UEs, from which is can be seen the computational complexity 
increases with available bandwidth resources and the number of users. 
In our previous work of DRL scheduler which aims to optimize delay with a small 
RB space) [12], the action is defined as the choice of . In this case, the size of action 
space will be  which will be extremely large in a multi-flow wideband system. 
As analyzed in section 4.2.1.1, to cope with the large RG space and the service-oriented 
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QoS requirements in 5G, the action space  in the proposed scheduler consists of resource 
allocation rules that have been widely investigated and implemented by network designers 
with different scheduling targets, i.e., . The size of the action space reduces to 
, which are independent of B and F, therefore improving the convergence 
efficiency. 
In the learning process, the DQN agent will maintain a critic NN , which 
takes observation of state  and action  as inputs and returns the corresponding 
expectation of the long-term reward: 
   (30) 
where  is the instantaneous reward,  is the discount factor, and  represents the 
parameter values of the DQN. The long-term reward is: 
   (31) 
The training and testing algorithm is illustrated in algorithm 1.  is initialized 
with random parameters  and will periodically update over the training process as it 
interacts with the environment. At each step or TTI t, with probability  which updates with 
decay rate d, the system will randomly generate an action, otherwise it will observe the 
current state and select the action with the greatest Q-value: 
   (32) 
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After taking a certain action, the system calculates the instantaneous reward  and 
observes the next state . The transition experience  will be stored in a 
replay memory . After that, a random minibatch of K experiences will be selected for the 




4.2.1.3 Reward Design 
One key step of DRL design is to customize the reward function for the desired target. 
In this work, the problem is to optimize Equation (27) with restrictions Equation (25) and 
(26). The reward of the DRL system is designed as follows. At each TTI t for each flow f, 
all packets that have been requested will be categorized to four types as depicted in Figure 
4.3. For flow f at TTI t, the total number of requested packets is ; for those packets 
that have been scheduled, the total number of scheduled packets whose latency satisfies 
the service latency requirement  is , the total number of packets whose latency 
exceeds  is ; for the packets in the queue waiting to be scheduled, the total number 
of packets whose queuing time already exceeds delay budget  is . The reward of 
flow f at TTI t is defined as: 
   (33) 
In Equation (33), the second term  reflects negative feedback if the current 
scheduling method has resulted in too much latency, whereas the third term  with 
the weight factor 2 indicates more significant negative feedback to prevent latency-failure 
packets from queuing up and leading to large queuing delay. In Equation (33),  rather 
than  is used for the denominator to reduce the influence of random packet arrival, 
therefore the reward can better reflect the scheduling efficiency. mmWave channel 
conditions can influence the reward as poor BER will lead to re-transmissions which will 
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cause extra latency. The overall reward of TTI t is the weighted sum of :
   (34) 
At the end of the scheduling process, the third term in Equation (33) will vanish as all 
packets are processed ( ): 
   (35) 
With all packets scheduled, we have , then Equation (35) is equal to: 
   (36) 
When Equation (36) is maximized, Equation (27) is maximized accordingly, which 
complies with the optimization objective. 
 
Figure 4.3 Illustration of packet and queue status. © OSA 2021. 
 Scheduled, latency-satisfied
 Scheduled, latency-failure (L f )
(M f )
 In queue, to be scheduled
 In queue, excceed latency limit (Wf )
Queue Length
Current TTI  HoL Packet
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4.2.2 Operation Implementation 
The mmWave radio access network testbed with DRL-based scheduler consists of 
several key function modules as shown in Figure 4.4. The directions of arrows in Figure 
4.4 indicate the processing flow in an episode that follows the request-grant cycle. The 
delays of different stages in the scheduling process indicated in Figure 4.2 are summarized 
in Table 4-1. The delay parameters are based on [80], in which 2km standard SMF and 
50m wireless distance is assumed. 
 
Figure 4.4 The modules and processing architecture of the mmWave RAN testbed with 
DRL-based scheduler. 
Table 4-1 Delay components 
 
In the system, the flow generation module will generate packets based on different 
application types. The DRL agent will make the action decision provided with the state 
information from the flow generation module and the mmWave channel module. In this 
work, mmWave channel information is obtained through experimental measurement of 
multi-user mmWave-RoF testbed instead of channel simulation. The mmWave channel 
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Re-tran  Procssing 0.21ms h
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module consists of PHY OFDM processing module in the transmitter and receiver side (Tx 
and Rx). An AWG and a real-time oscilloscope are used in the experiment to generate 
analog OFDM waveforms and to capture the received waveforms for channel information 
extraction. The detailed implementation of each module will be illustrated in the following 
subsections. 
4.2.2.1 Flow Generation Module 
The DRL system involves multiple users that are using applications with different 
QoS requirements. One UE can have multiple active flows simultaneously. For the flows 
implemented in the system, the packet arrival pattern, QoS priority, delay budget, and other 
key flow-specific parameters are summarized in Table 4-2. There are four types of flows 
in the system. The priority indicators listed in Table 4-2 are based on 3GPP QoS 
specification [79]. A service with smaller priority value has higher priority in the 
scheduling process. The priority value is a component ( ) of the DRL state input. Among 
the applications, the flow for robotics control (f1) has critical latency requirement (1ms) 
and high data rate [70]; the flow for conventional video streaming or Web file transfer 
protocol (FTP) transmission (f2) can tolerate more latency; the flow for serious gaming or 
smart factory application (f3) also has critical latency requirement but can be supported 
Table 4-2 Flow parameters 
 
Service Type Priority UE Pkt Size Pkt Interval Speed (Mbps) Delay Bdgt.
Robotics 30 1(f1) Rand Cont. 300-350 1ms
Video Streaming 56 1(f2) Log Norm. Poisson 10 5ms
Gaming/Factory 30 2(f3) Gaussian Fixed 3 1ms
Health Care 56 2(f4) Poisson Cont. 300 2ms
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with moderate data rate; the flow for tele-health (f4) such as tele-diagnosis and surgery 
may require latency on the order of 1-10ms with data rate around 100Mbps [70]. 
 Different statistical models are employed for packet sizes and arrival intervals to 
mimic flow behaviors in reality. For time-sensitive traffic such as robotic control, the 
packet arrival processes follow Bernoulli processes [80]. In the DRL system, the 
probability of packet arrival is 0.8 for each TTI at the data rate of randomly generated 300-
350Mbps to simulate control signaling. The video streaming is abstracted from FTP models 
with the file size using Log-normal variable ( , leading to an average file 
size of 0.1Mb) [7].The FTP file arrival interval follows Poisson distribution with  
and packets are generated from each file accordingly. Flows following live streaming video 
model can cause significant queuing delay in upstream transmissions due to the influx of 
FTP file packets. For real-time gaming flows or smart factory signaling, normally 
distributed packet arrival intervals ( ) and normally distributed packet 
sizes ( ) are implemented [7]. The packets of real-time gaming usually 
have small packet sizes and sparse arrival intervals. To model tele-health traffic, the packet 
size follows Poisson distribution at the rate of 300Mpbs and packets will occur at every 
TTI. 
4.2.2.2 Scheduling and Resource Allocation Policies 
The action of the DRL-based scheduler is to select the optimal resource allocation 
rule for the current TTI. The candidate rules are summarized in Table 4-3. Different rules 
have different scheduling objectives [81], [82]. In Table 4-3, the first rule targets to 
maximize the signal to interference and noise ratio (SINR) based on UE channel 
conditions. The proportional fair (PF) rule considers the trade-off between fairness and 
spectral efficiency, and it is aware of the channel condition and transmission history of 
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UEs. The exponential (EXP) rule uses an exponential function to take into account channel 
condition, spectral efficiency, HoL latency, and QoS requirements. Similarly, the LOG rule 
utilizes a logarithmic function to evaluate these factors. In both EXP and LOG rules, flows 
are prioritized when their HoL delays are approaching the delay deadline. The 
implementation details can be found [82]. In the proposed DRL algorithm, the action at 
each TTI is optimized with respect to different traffic and channel conditions. For example, 
max-SINR rule may be favored over LOG rule when the channel condition suddenly 
deteriorates. 
Table 4-3 Resource allocation rules (action space) 
 
4.2.2.3 Experimentally Verified mmWave Channels 
The experimental testbed setup to obtain the mmWave channel information is 
depicted in Figure 4.5, in which two UEs are accessing one RRU through RoF-mmWave 
uplinks consisting of 1m wireless link and 15km SMF. Due to the devices available in the 
lab, there are two UEs and four flows tested in the system without loss of generality. In 
reality, more UEs can be implemented when needed. The UE-flow mapping is indicated in 
Table 4-1. For each UE, the EVM of each RB will be measured and converted to SINR as 
channel quality parameter for the scheduling processing [83]. For more efficient 
processing, RBs are grouped to a RG when being allocated. Subcarriers and symbols in 
one RG have the same QAM modulation. The OFDM numerology and frame design are 
Rule Feature Objective
Max-SINR Channel Best BER
Propotional Fair (PF) Channel & Speed Aware Fairness & Throughput
LOG Rule (LOG) Channel-Speed-Delay Aware Fairness & Bounded Delay
Exponential Rule (EXP) Channel-Speed-Delay Aware Fairness & Bounded Delay
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based on 3GPP 5G specification [84]. The OFDM and RG numerology are summarized in 
Table 4-4. 
 
Figure 4.5 Experimental testbed for mmWave channel measurement. © OSA 2021. 
Table 4-4 OFDM and RG numerologies  
 
In the experiment, the operating mmWave frequency is 54GHz, generated by 
quadrupled 13.65GHz RF sources. OFDM waveforms synthesized by the AWG will be 
modulated to the mmWave carriers through electrical mixers. The mmWave signals are 
then amplified and radiated by horn antennas. At the receiver side, a horn antenna will 
capture the signals, followed by an envelope detector that down-converts the signal to 
baseband. For RoF mobile fronthaul transmission, the signal is converted to the optical 
domain through a direct modulated laser (DML) and converted back to the electrical 
domain by PD after fiber transmission. Finally, the received signal will be collected by an 
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Numerology, μ 4 TTI duration 35.4μs
Subcarrier spacing 240kHz RB size 12 subcarriers
Effective number of subcarriers 840 (/2048) RG size in frequency 5RB/60 subarriers
Effective bandwidth 201.6MHz RG size in time 2 symbol duration
Number of symbols per TTI 8 Modulation QPSK/16QAM
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Figure 4.6 BER performance versus ROP in B2B and fiber transmission scenarios. © 
OSA 2021. 
The BER versus ROP performance of the testbed is shown in Figure 4.6. For the 
channel measurement, the testbed is set at the optimal operating condition in which ROP 
= -1.5dBm. To realize the dynamic channel conditions of mmWave links such as reflection, 
blockage, and reduced transmission power, channel variation is introduced for UE2. The 
channel of UE2 is measured with three conditions: i) LoS link; ii) the link is 1/4 blocked 
(slightly blocked); iii) the link is 1/2 blocked (severely blocked), while UE1 always has an 
LoS link. The experimentally obtained channel SINR is shown in Figure 4.7, which is 
calculated from experimentally obtained EVM [83]. In the scheduling process, each 
channel condition will last for 50 TTIs and randomly switch to the next condition. Different 
channel conditions and rule selection will lead to different flow BER performance. Upon 
decoding the received signals, the scheduler will check the packet BER per flow. If the 
BER exceeds the pre-set threshold  (in this paper, , considering 
forward error correction [85]), re-transmission will be triggered and the overall packet 
latency will hence become longer.  











Figure 4.7 SINR per subcarrier of both UEs using 16QAM in different scenarios. © OSA 
2021. 
4.2.3 Evaluation and Discussion 
We create a DQN agent with recurrent neural network (RNN). There are three 
hidden layers between the input layer and the output layer: two dense layers and one long 
short-term memory (LSTM) layer, which have 30, 20, 16 neurons, respectively. The hyper-
parameters of the DQN are summarized in Table 4-5. The convergence plot of the training 
process is presented in Figure 4.8. It can be seen that after around 600-episode training, the 
reward starts to converge. The fluctuation of the converged reward is caused by the 
randomness of the traffic patterns as indicated in Table 4-2 Flow parameters. Generally, 
the maximum average reward (1000) per episode can be achieved if the traffic load is light. 
However, in that case the DRL agent can randomly choose any action to fulfill the latency 
requirements. Therefore, the traffic load in the paper is set to a heavier case to exploit the 
advantages of DRL. 
 
 




















Table 4-5 DRL hyper-parameters 
 
 
Figure 4.8 Reward convergence of the training process. © OSA 2021. 
We define a test run as the scheduling over 1000 TTIs with randomly generated 
request patterns based on Table 4-2. The DRL agent is tested for 100 test runs, and the 
performance is evaluated and compared to the four single-target resource allocation rules 
listed in Table 4-3. The case of randomly selecting rules TTI-by-TTI is also presented as a 
reference ('Rand'). A higher reward value indicates lower percentages of latency-failure 
packets, as indicated in Equation (35). Figure 4.9 presents the average reward of 100 test 
runs using different scheduling and resource allocation schemes. It can be seen that the 
proposed DRL algorithm can achieve an average reward of r = 0.91. If we assume all the 
packets as from an effective 'flow', the effective number of packets  and  can be used 
to calculate reward as , and the effective ratio of latency-satisfied packets will 
be . However, among single-rule cases, LOG 
rule can achieve the best reward of 0.81. The proposed DRL algorithm can achieve 12% 
















average reward improvement in comparison. Figure 4.9 shows the number of times for 
each scheme to achieve the highest reward. Compared to other single-target schemes, the 
proposed DRL algorithm predominantly achieves the highest reward for 93 times out of 
100 test runs. 
 
Figure 4.9 Average reward of 100 test runs for different rules. 
 
Figure 4.10 The number of times to achieve the maximum reward per rule. 
We also investigate the BER and latency performance of the DRL-based scheduling. 
We select one test from the 100 test runs for result visualization. Figure 4.11 shows the 
average BER of all packets for each resource allocation scheme, the proposed DRL scheme 
can achieve the second best BER performance, only worse than the max-SINR scheme 
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whose target is to minimize BER. Figure 4.12 shows the ratio of QoS latency-satisfied 
packets per flow  for all schemes. Compared to latency-aware LOG and EXP rules, the 
DRL algorithm is able to improve  of f3 and f4 (from UE2 with channel variation, for 
UE-flow mapping, see Table 4-2), without sacrificing the performance of f1 and f2 (from 
UE1 with stable LoS links). Overall, the proposed DRL algorithm can jointly optimize 
BER and latency performance. 
 
Figure 4.11 Average BER of each rule. 
 
Figure 4.12  per flow for different rules. 
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Figure 4.13 presents the rule selection per TTI with respect to the channel variation 
of UE2. The blue curve indicates the SINR fluctuation of UE2, from which it is shown that 
each channel state lasts for 50 TTIs. As the rule selection can be jointly affected by the 
channel variations and flow request patterns, it can be seen that the pattern of rule selection 
synchronizes well with the channel SINR variation. The results show that the DRL system 
can react adaptively with channel condition variations. 
 
Figure 4.13 UE2 SINR variation and the corresponding rule selection per TTI. © OSA 
2021. 
4.2.4 Summary 
A DRL-based scheduler operating with both latency and channel condition awareness 
is proposed and verified for service-oriented multi-user mmWave RANs. The operation of 
the DRL scheduler is verified with experimental validation of mmWave-RoF channel 
conditions and variations, as well as various service flows with different QoS requirements. 
Among all the test runs, the DRL algorithm predominantly achieves the highest reward, 
providing at least 12% average reward improvement compared to other single-target 
schemes. Results also show that the proposed DRL system can operate adaptively with 
channel variations and jointly optimize BER and latency performance simultaneously. The 
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proposed DRL system has been demonstrated as a promising AI/ML-based technique that 
is applicable to post-5G RANs. 
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CHAPTER 5 CONCLUSIONS 
5.1 Technical Contributions 
This dissertation studies and demonstrates the RoF-based access technologies to 
improve the performance of fiber-wireless networks, including multiplexing schemes to 
establish wireless overlay over fixed access networks for fixed-mobile convergence, 
advanced waveforms and access schemes for enhancement in the PHY layer, as well as 
DRL-based intelligent scheduling across PHY and MAC layers for latency and reliability 
improvements. The technical contributions of each research thrust are summarized. 
5.1.1 RoF-Supported Wireless Overlay over Fixed Access Networks 
In the study of RoF-supported wireless overlay over fixed access networks, two 
schemes based on photonic-assisted mmWave generation techniques are proposed and 
demonstrated. The schemes fall into the category of fixed-mobile convergence, which aims 
to utilize the existing fiber resources of fixed access networks to provide next-generation 
mobile services. The two schemes exploit resource dimensions that were previously left 
unused to provide wireless overlay: one scheme is to utilize the idle LO laser via FDM, the 
other scheme utilizes the additional orthogonal optical polarization, achieving tracking-
free PDM.  
In the work of data-carrying remote LO, we have theoretically analyzed that there is 
the inherent frequency difference between the IM-DD architecture widely used for fixed 
access networks, which operates in the baseband, and the PH-based architecture for 
photonic-assisted mmWave generation, which operates in the mmWave bands. We develop 
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the method to modulate baseband data to the originally idle remote LO in a photonic-
assisted mmWave generation setup so that co-transmission of mmWave wireless signals 
and baseband digital signals can be achieved requiring no extra devices. The system is 
experimentally demonstrated to support the co-delivery of a high-speed W-band OFDM 
signal and a baseband OOK signal. The interference performance of the system is also 
analyzed theoretically and experimentally, showing low sensitivity penalty caused by the 
interference and the tolerance of optical power fluctuation.  
In the work of polarization-tracking-free PDM, we propose and demonstrate a PDM 
scheme to achieve the co-delivery of digital and analog signals for fixed and wireless RoF 
services, respectively. This is achieved by removing the unwanted optical carrier in each 
polarization, therefore the proposed system can resolve the polarization-tracking issue in 
conventional PDM. In comparison with regular non-PDM systems, the additional devices 
needed to implement the proposed PDM system are mainly passive devices, yet 
successfully bypassing the complicated polarization-tracking DSP. These devices are 
added in the central office and remote nodes requiring no changes in the fiber access 
networks, avoiding the high cost to pull extra fiber. The interference control due to the 
guard band setting as well as the crosstalk investigation is also analyzed theoretically and 
experimentally, showing low crosstalk between two polarizations and stable operation of 
the co-transmission system. We show that the proposed PDM system is spectrum-efficient 
and WDM-compatible. 
In both works, we demonstrate co-delivery of fixed and mobile services using the 
proposed architectures with minimum alterations to the existing fiber networks. 
Comprehensive interference analysis is also studied theoretically and experimentally. Both 
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schemes can provide potential solutions for enhancing fiber and spectrum utilization, to 
achieve fixed-mobile convergence. 
5.1.2 Advanced Access Technologies for Performance Optimization 
Windowed OFDM and PDMA, two OFDM-based access schemes are investigated in 
response to challenges in both radio and fixed access networks such as carrier aggregation, 
interference control, spectral efficiency, and advanced decoding algorithms, etc.  
In the work of windowed OFDM, we accomplish the comprehensive study of 
windowed OFDM in both radio and fiber access networks. Theoretically and 
experimentally, windowed OFDM is quantitatively compared with other OFDM-based 
advanced waveforms in terms of spectral efficiency, DSP complexity, and CFO resistance. 
We show that windowed OFDM can improve spectral efficiency and CFO resistance 
through the analysis of the DFT filtering effect in the OFDM DSP. Windowed OFDM is 
demonstrated and evaluated in both V-band wireless access and long-range optical 
transmission. We show that windowed OFDM can provide suppressed out-of-band leakage 
and improved CFO-resistance by applying low-complexity short perfect reconstruction 
windows, enabling spectrum-efficient carrier-aggregation. 
We also investigate PDMA in a mmWave radio access system with systematic 
experimental demonstration. The mathematical basics of PDMA and MPA algorithm to 
enhance the decoding performance are presented. A modified MPA algorithm is developed 
for better convergence efficiency. A PDMA system integrated with MPA is experimentally 
demonstrated in a multi-user mmWave radio access system that uses RoF mobile fronthaul, 
showing improved decoding performance compared to conventional PD-NOMA with SIC. 
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The applications of PDMA in the system are also experimentally evaluated. It is verified 
that PDMA can provide configuration flexibility, by evaluating the performance of PDMA 
with different pattern matrices and channel qualities. Furthermore, the ability of PDMA to 
support grant-free uplinks has been experimentally demonstrated, providing reduced BER 
penalty at the receiver compared to PD-NOMA using SIC. It is also verified that PDMA is 
capable of providing higher modulation spectral efficiency when part of the users in the 
system are subject to low-SNR channel qualities. We show that PDMA integrated with 
MPA has the potential to support future-proof mmWave-based radio access networks. 
5.1.3 DRL-Based Scheduling Optimization of mmWave RAN 
A DRL-based scheduler operating with both latency and channel condition awareness 
is proposed and verified for service-oriented multi-user mmWave RANs. The main 
contributions of the work are summarized as follows: 
1) We establish a DRL framework for joint BER and latency optimization for time-
sensitive traffic in a service-oriented 5G system subject to dynamic mmWave channel 
conditions. Different statistical models are implemented for the arrival intervals and 
packet sizes of diverse applications. Conventional request-grant cycles of the uplink 
scheduling are implemented, considering possible congestion and queuing delay under 
heavy traffic load. In addition, we design and formulate the state and reward of the 
DRL scheduler such that it will reflect queue status, channel variation, and service-
customized latency performance based on 3GPP QoS requirements. 
2) In many previous research works, direct RB allocation mapping to UE is implemented 
as DRL actions. Through the investigation, we find that such straightforward action 
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design can cause extreme complexity and require huge computational resources if used 
in a multi-user wideband mmWave RAN. Therefore, we re-design the action of the 
DRL system to accelerate convergence. 
3) In contrast to most of the previous DRL-related works with only simulation results, the 
mmWave channel characteristics utilized in the proposed system are experimentally 
collected and verified via a mmWave testbed with RoF-enabled mobile fronthaul. In 
this work, wide-bandwidth transmission and experimentally verified channel variations 
are achieved. To realize the dynamic channel conditions of mmWave links such as 
reflection, blockage, and reduced transmission power, channel variations are 
introduced in the scheduling process. 
Results also show that the proposed DRL system can operate adaptively with channel 
variations and jointly optimize BER and latency performance simultaneously. The 
proposed DRL system can provide a promising AI-based technique that are applicable to 
post-5G RANs. 
5.2 Future Research Topics 
We have proposed RoF-based wireless overlay over fixed networks to support fixed-
mobile convergence. Another way to tackle this task is to directly use fixed access networks 
to serve as the mobile x-haul. The advantage of the method is that we can use the existing 
network setting and it requires no architecture re-design. The challenge exists in the 
interface design between the radio and fixed access networks, especially in the scheduling 
latency and compatibility. Previous research includes low-latency DOCSIS and PON [5], 
[86]. Particularly, modified scheduling strategies are intensively investigated to improve 
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the interface efficiency and latency performance [5], [87], and [88]. Exploring the efficient 
ways to directly utilize fixed access networks as mobile x-haul will be an important task of 
fixed-mobile convergence, complementing the study of RoF-based wireless overlay over 
fixed access networks. 
In the work of PDMA, we introduce the concept of PIC, which has better decoding 
accuracy compared to SIC used in conventional NOMA schemes. Interference cancellation 
is an important issue not only in NOMA, but also in a broader horizon wherever there is 
interference or resource duplexing. In the dissertation, we implement MPA to achieve PIC. 
Considering the powerful capability of AI and ML technologies, realizing PIC using AI or 
ML is a promising research direction, especially when the systems are subject to complex 
issues such as nonlinearity mitigation and self-interference cancellation. 
The work of DRL-based intelligent scheduling establishes a basic DRL framework 
prototype for joint BER and latency optimization for time-sensitive traffic in a service-
oriented 5G system. The framework can be improved in several aspects. The number of 
users and services involved in the system can be increased. The scheduling complexity is 
dependent on the number of active users. To design and evaluate a system that can support 
a large number of users will be challenging yet highly desirable, in which advanced and 
efficient computation architecture design is required. The reward of the DRL scheduler 
proposed in our work is designed such that it reflects the queue status, channel variation, 
and service-customized latency performance. With increasingly diversified and 
customized QoS requirements of various applications, the reward design should be updated 
as well. The reward design is a challenging task and would require extensive investigation, 
to reflect the QoS requirements and for the intelligent decision network to be responsive to 
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the reward changes. The most challenging task of intelligent scheduling is to set up a real-
time testbed with hardware implementation of the system, especially the intelligent 
scheduler. It will be a good future topic to establish a real-time platform employing 
advanced intelligent scheduling schemes, so that performance indicators such as end-to-
end latency, congestion performance, reliability, computing efficiency can be evaluated for 
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