Contents by Leggieri, Valeria
Contents
Riassunto iii
Abstract vii
Introduction xxi
1 Preliminaries 1
1.1 Formulations . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Set Covering problem . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Shortest Path, Spanning Tree and Maximum Flow problems 9
1.5 Steiner Tree problem . . . . . . . . . . . . . . . . . . . . . . 11
1.5.1 Preprocessing . . . . . . . . . . . . . . . . . . . . . . 12
1.5.2 Reduced costs fixing . . . . . . . . . . . . . . . . . . 13
xi
xii Contents
2 Minimum Power Multicast problem 15
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Related works . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Mathematical Models for the MPM . . . . . . . . . . . . . . 19
2.4 The Set Covering Formulation . . . . . . . . . . . . . . . . . 26
2.5 Logic inequalities . . . . . . . . . . . . . . . . . . . . . . . . 35
2.6 Multicasting problem and Minimum Steiner Arborescence . . 36
2.7 Solution Methods . . . . . . . . . . . . . . . . . . . . . . . . 38
2.8 Experimental Results . . . . . . . . . . . . . . . . . . . . . . 41
2.9 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . 44
3 Chva´tal-Gomory cuts for the Multicast polytope 45
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 Heuristics for generating a CG cut with right hand side two 52
3.2.1 Row-criterion . . . . . . . . . . . . . . . . . . . . . . 54
3.2.2 Greedy-criterion . . . . . . . . . . . . . . . . . . . . . 54
3.3 Most violated inequality over the first Chva´tal closure . . . . 55
3.4 Preliminary computational results . . . . . . . . . . . . . . . 57
Contents xiii
3.5 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . 60
4 MIP formulations for a probabilistic Broadcasting Mini-
mum Power problem 61
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 Related works . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Network Model . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4 Mixed integer linear programming formulations . . . . . . . 66
4.4.1 F1: Path-Based formulation . . . . . . . . . . . . . . 67
4.4.2 F2: Cumulative Probability formulation . . . . . . . . 68
4.4.3 F3: Multicommodity Flow formulation . . . . . . . . 70
4.5 Algorithms for the MIP formulations . . . . . . . . . . . . . 72
4.5.1 Algorithm for F1 . . . . . . . . . . . . . . . . . . . . 73
4.5.2 Algorithm for F2 . . . . . . . . . . . . . . . . . . . . 75
4.5.3 Algorithm for F3 . . . . . . . . . . . . . . . . . . . . 76
4.6 Experimental Results . . . . . . . . . . . . . . . . . . . . . . 77
4.6.1 Benchmark description . . . . . . . . . . . . . . . . . 77
4.6.2 Number of constraints added . . . . . . . . . . . . . . 78
xiv Contents
4.6.3 Computation times . . . . . . . . . . . . . . . . . . . 80
4.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5 Delay-constrained Steiner Tree problem 83
5.1 Introduction and Related works . . . . . . . . . . . . . . . . 84
5.2 Mixed integer programming formulations . . . . . . . . . . . 85
5.2.1 F1: Degree-constrained Minimum Spanning Tree for-
mulation with Delay constraints . . . . . . . . . . . . 87
5.2.2 F2: Delay-constrained Steiner Tree formulation with
directed cuts . . . . . . . . . . . . . . . . . . . . . . 89
5.2.3 F3: Multicommodity Flow formulation . . . . . . . . 90
5.2.4 F4: Multi-cut formulation . . . . . . . . . . . . . . . 91
5.3 Cumulative-delay constraints . . . . . . . . . . . . . . . . . . 92
5.4 Improved cumulative delay constraints . . . . . . . . . . . . 93
5.5 Comparison of LP relaxations . . . . . . . . . . . . . . . . . 94
5.6 Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.6.1 Degree-delay preprocessing . . . . . . . . . . . . . . . 99
5.6.2 LP preprocessing . . . . . . . . . . . . . . . . . . . . 102
5.7 Exact Solution strategies . . . . . . . . . . . . . . . . . . . . 103
Contents xv
5.7.1 Algorithm for F1 . . . . . . . . . . . . . . . . . . . . 103
5.7.2 Algorithm for F2 . . . . . . . . . . . . . . . . . . . . 104
5.7.3 Algorithm for F3 . . . . . . . . . . . . . . . . . . . . 105
5.7.4 Algorithm for F4 . . . . . . . . . . . . . . . . . . . . 106
5.8 Heuristic Solution . . . . . . . . . . . . . . . . . . . . . . . . 106
5.8.1 Heuristic H1 . . . . . . . . . . . . . . . . . . . . . . . 107
5.8.2 Heuristic H ′1 . . . . . . . . . . . . . . . . . . . . . . . 109
5.9 Computational results . . . . . . . . . . . . . . . . . . . . . 109
5.9.1 Description of the problem instances . . . . . . . . . 109
5.9.2 Performance of the different formulations . . . . . . . 111
5.9.3 Assessment of the different components . . . . . . . . 112
5.10 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
Acknowledgments 129
