Abstract. The early development of the DSMC method for the computer simulation of rarefied gas flows was made difficult by the slowness of the early computers, barely adequate procedures and molecular models, and a general lack of acceptance of the method. Computer speeds have increased by orders of magnitude more than would have been expected at that time and costs have decreased by even larger factors. While this cost reduction is arguably the most important factor that underlies the improved status of the method, there have been many improvements to the original DSMC procedures and models. These have come from many sources and range from belated implementations of what should have been obvious developments to innovations that were completely unrelated to the earlier procedures. The improved procedures were better reconciled with the mathematical models and, whenever possible, the results have been validated against experiment and exact analytical results. The DSMC method is now well established in some fields, but has had little impact on other areas where it could be used with advantage. The current status and possible future developments are reviewed in the light of the further increases in computer capacity that can be reasonably expected.
INTRODUCTION
A real gas is comprised of discrete particles and, with the advent of the digital computer, it was inevitable that attempts would be made to simulate gas flows by following the motion of the individual molecules. Monte Carlo methods were employed for the study of aspects of statistical mechanics as early as 1953 and Alder and Wainwright 1 introduced the first simulation method in 1957. This was the Molecular Dynamics method that has since had a central role in computer studies of dense gases and liquids. The initial work on the Direct Simulation Monte Carlo (or DSMC) method dates back almost forty years, but the first paper 2 was not published until 1963. The Molecular Dynamics (or MD) approach employs a one-to-one relationship between the real and simulated molecules and, apart from the setting of the initial conditions, the calculation is deterministic. The early applications of the MD method were directed towards the determination of physical properties of the gas or liquid and its use has been largely confined to the chemistry and physics communities. The DSMC approach is essentially probabilistic and there is typically a ten to twenty order of magnitude difference between the number of simulated and real molecules in a given flowfield. The method was initially applied to basic problems such as the internal structure of shock waves, but it was targeted towards the calculation of gas flows of engineering interest. The early work faced three major difficulties:
(i) The low performance and high cost of the computers that were available at that time.
(ii) The inadequacy of the original DSMC procedures and the molecular models that were based entirely on those of classical kinetic theory, (iii) A widespread lack of acceptance of the method. In addition, there was a degree of hostility in some quarters to approaches that bypassed the traditional mathematical models and the DSMC method was sometimes discounted to a greater degree than was justified.
Advances have been made in all of these areas. The rate of decrease in computing cost has been even greater than the rate of increase in computer speed and this has arguably been the major factor behind the increased use of the method. However, the increased level of acceptance of the DSMC method has been associated more with a better understanding of the relationship between results from the method, the solutions of the mathematical models, and the physics of real gases. In addition, there have been significant advances in the DSMC procedures and models. Many of these were predictable and have been incremental in nature. Others have been unexpected and have been associated with significant innovations.
The development of the DSMC method has been closely associated with the series of International Symposia on Rarefied Gas Dynamics and its introduction was a direct result of the author's participation in the second symposium at Berkeley in 1960. The method was not taken seriously until about the time of the Boston symposium in 1968 and the early history of the method is outlined in the following section. The key developments that have improved the effectiveness and status of the DSMC method are then described in sections under the appropriate categories. The current status of the method is then reviewed in relation to the possible areas of application. The paper concludes with some speculation about the future of the method.
It should be noted that this history reflects the perspective and personal preferences of the author and a more objective observer could well nominate other DSMC developments as being more important than those listed in this paper. Also, "direct simulation Monte Carlo" is a generic term and the evolution of the preferred DSMC procedures over the years has meant that the original name now covers variations that are greater than those that have occasionally caused their originators to suggest new names for the approach. Most importantly, it should be recognized that essentially the same physical simulation method would have evolved by this time even if the author had not worked in the area.
THE EARLY DEVELOPMENT OF DSMC
This was initiated immediately after the author had participated in the Second International Symposium on Rarefied Gas Dynamics in 1960. This participation had involved a paper 3 on the nature of free molecule flowfields surrounding bodies moving in the upper atmosphere and the author had a longstanding 4 interest in the study of aerodynamic flows at the molecular or particle level. This early interest had been concentrated on a mechanical analogy for rarefied hypersonic flows 5 that employed microscopic glass spheres as the "molecules" and, with access to digital computers becoming generally available in the early 60's, a transition from the mechanical to a computational analogy was a natural path to follow.
The computer at the University of Sydney in 1960 was a copy of the Illiac I at the University of Illinois and was rudimentary in nature. It was recognized that a probabilistic approach would be necessary for the simulation and that the major task was to find a procedure that led to the correct collision rate. The standard kinetic theory expression for the collision rate involves the average of the product of the collision cross-section and the relative velocity between the molecules. The direct application of this result would have led to a procedure with computation time proportional to the square of the number of molecules. This was clearly unacceptable and the initial work was made possible by the introduction of the "time counter" procedure with a linear dependence of the computer time on the number of simulated molecules. The initial version was for hard sphere molecules with a fixed cross-section and collision pairs were selected from a particular computational cell with probability proportional to their relative velocity and, after the collision had been computed, a time counter for that cell was advanced by the appropriate amount. The basis of the formula for this time advance had been written down on the basis of physical reasoning and there was, at that stage, no analytical proof that it led to the correct collision rate in a nonequilibrium gas. The method also involved the uncoupling, over a time interval much less than the mean collision time, of the computations for the molecular motion and the collisions.
The initial paper 2 was concerned with the relaxation of a "constant speed" distribution function in a homogeneous gas. This was essentially a "zero dimensional" problem in physical space and the restricted memory capacity of the Silliac computer meant that it was not possible to contemplate work on one or two-dimensional problems. However, the English Electric Company was at that time attempting to sell a computer to the University of Sydney and, as part of the sales promotion, access was obtained to the Atlas computer at the University of Manchester. It was decided to apply the method to the one-dimensional problem of shock wave structure. The (not very) high level programming languages were then peculiar to each machine and the program has to be debugged and then run by sending paper tapes via air mail from Sydney to Manchester. Each calculation involved one or two thousand simulated molecules and the order of thirty thousand intermolecular collisions. Despite the difficult user interface, reasonable results were obtained and a paper was submitted for the Fourth Symposium in Toronto. Also, it was clear that the Atlas computer was sufficiently powerful for two-dimensional calculations to be attempted and the author was awarded a Simon Research Fellowship to work at the University of Manchester in 1964.
The paper 6 on shock wave structure was presented at the Toronto symposium, but there was clearly very little interest in the method (the acronym DSMC had not been introduced at that stage) or in the results. Nevertheless, the work on the transition regime flows about simple aerodynamic shapes was well underway by that time and the work continued. Computer time was expensive and the rule for estimating costs at that time was to allow one cent for each collision. The work was made possible only by support from the Air Force Office of Scientific Research and this, like the method itself, dated essentially from the Second RGD Symposium.
The work on the aerodynamic flows was published 7 in 1966 and the most notable consequence was that it attracted the attention of J.E. Broadwell at TRW. The author became a consultant to TRW and the work was extended to flows of interest in the aerospace industry at that time 8 ' 9 . The shock wave work was continued and papers were published on the structure of waves in gas mixtures 10 , in a gas of rough sphere molecules 11 , and in a gas of inverse power law molecules 12 . These papers involved some extensions of the procedures, but the gas models continued to be those inherited from classical kinetic theory. In addition, the method was clarified to the extent that the molecules in a cell were regarded as representative of those in the gas at the location of the cell and their positions within the cell were disregarded. In the selection of collision partners, several of the earliest papers had unnecessarily paid attention to the relative locations of the molecules within the cell. This early confusion over both the method and the interpretation of the method had, not unnaturally, attracted adverse comment from the critics of physically based simulation methods.
The theoretical basis of the DSMC method was examined more carefully in 1968 when the author was preparing a course on rarefied gas dynamics to be presented at the California Institute of Technology. This was at the invitation of H.W. Liepmann who had also been a consultant to TRW and had shown an early interest in the method. It was shown 13 analytically that the time-counter method led to the correct overall collision rate and that the method was consistent with the Boltzmann equation. The inclusion of the inverse power law model in the shock wave studies had meant that the results could be compared directly with experiments in argon. The agreement was very satisfactory and further validation was provided by other studies at that time. For example, some results from the study 9 of the hyper sonic leading edge problem that had been at variance with most of the then existing theories were verified in experiments 14 . A study 15 of the breakdown of equilibrium in expansion flows produced results that were qualitatively different from the predictions of the existing theories, but the DSMC result was validated by subsequent experiment 16 . The unsteady nature of all DSMC calculations was exploited for the first time in a paper 17 on the formation of shock waves that was presented at the Eighth Symposium in Boston. A semi-review paper 18 was also presented at that meeting and the 1968-70 period marked the end of the beginning for the DSMC method. Problems with regard to acceptance have continued 19 and are still present to some degree, but the method has at least been taken seriously since that time.
DEVELOPMENT OF IMPROVED DSMC PROCEDURES
The "improved" procedures that are outlined in this section refer to the programs that have been developed and employed by the author. Some of these may have been proposed earlier by other workers and there could be other procedures already in use by other workers that will prove superior to those discussed here.
Use of Dimensioned rather than Non-Dimensional Variables
Of all the "improvements" this is probably the most questionable. The only example of an "early" program that is preserved in the literature is the program for the Rayleigh problem that appears as Appendix G in the first monograph 20 by the author that features the DSMC method. The normalization was such that the undisturbed gas density, number density, temperature, most probable molecular velocity, and mean free path were all set to unity. Among the consequences of this were that the molecular mass was unity, the Boltzmann constant was effectively 0.5 and the collision cross-section of the hard sphere molecules was the reciprocal of the square root of two times the un-normalized number density of the simulated molecules. This latter definition led to considerable confusion in that the size of the molecules was evidently a function of the number of simulated molecules. It could appear that the method involved the replacement of the extremely large number of real molecules by a relatively small number of large molecules. The method, in fact, treated the molecules as point molecules and the apparent size ratio merely reflected the number ratio between the real and simulated molecules.
The conceptual difficulties were compounded by a practical difficulty in the case of a gas mixture because the complexity of the equation for the mean free path in a mixture prevented a clean normalization. The use of the inverse power law molecular models led to more severe difficulties in that, while the value of the power affected the functional form of the mean free path, an unambiguous definition of mean free path was not possible. The unbounded nature of the power-law interaction meant that an arbitrary cut-off had to be employed for either the separation distance or the deflection angle. This type of normalization became almost impossible when chemical reactions were included in the simulation. Moreover the ideological argument for normalization lost its force because, while the experimenters had generally presented their results as a function of Knudsen number, it was often 374 unclear how they had defined the mean free path. Many experimental contributions to rarefied gas dynamics would have had a more lasting value if the results had been presented in a dimensioned form.
A decision was therefore made in the mid 70's that the DSMC programs would employ dimensioned quantities. Molecular masses and sizes were assigned the accepted values for each species and the physical constants such as the Boltzmann constant appeared explicitly. The number of real molecules that are represented by each simulated molecule also became an explicit data item and the method was more readily understood.
The increasing use of computers with a 32 bit word length highlighted a disadvantage in the use of dimensioned quantities in that the numbers like the square of a molecular mass that appear in some expressions go beyond the limits associated with the 32 bit representation.
This was easily avoided by rearranging the terms in the expressions, but the round-off error associated with flows with very small physical dimensions became a longstanding problem. Small physical dimensions are usually associated with small time steps and these usually appear either on the opposite sides of an equation or in both the numerator and denominator. The problem has been solved in the most recent programs by scaling both the distances and the time by a factor that brings the characteristic length to a number of the order of ten.
The Use of Sub-Cells
After the early uncertainties had been resolved, the preferred description of DSMC method was to regard the molecules in a cell as being representative of those at the location of the cell and the relative location of the molecules within the cell was disregarded when choosing possible collision partners. Meiburg 21 pointed out that this process acted to destroy the angular velocity associated with the pre-collision state. In order to minimize this effect, the cells were divided into sub-cells and, while the first molecule was chosen from anywhere in the cell, the collision partner was chosen from the same sub-cell. Studies of grid convergence in typical test cases showed that reductions in sub-cell size has the same benefits as reductions in cell size.
The introduction of sub-cells involved a penalty in both computation time and memory requirements. This was particularly severe in programs that employed "ray tracing" techniques for following the molecular trajectories through irregular cells and sub-cells. Fixed sub-cells have, in the past two years, been superseded by "transientadaptive" sub-cells in the form of a rectangular grid that is superimposed on a cell only when collisions are to be calculated in that cell. The grid size is such that there are as many grid elements in the cell as there are molecules. The molecules are indexed to these sub-cells and the first molecule is chosen from anywhere in the cell. The collision partner is from the same sub-cell if there happens to be more than one molecule in the sub cell. Otherwise, it is chosen from the nearest sub-cell layer that contains another molecule. The surrounding sub-cell layers are entered at a random location so that no positional bias is introduced. This procedure effectively leads to nearestneighbor collisions and its computational efficiency compares more than favorably with earlier procedures. Its automatically adaptive nature means that it is no longer necessary to adapt the cells to the flowfield.
The mean separation distance of the accepted collision pairs within a cell may be sampled and compared with the local mean free path within the cell. One of the criteria for a good DSMC computation is that this ratio should be much less than unity over the whole flowfield. Once the nearest-neighbor ideal has been attained through the use of sufficiently small transient-adaptive sub-cells, this ratio can be reduced only by increasing the number of simulated molecules.
The NTC Collision Procedure
While the early "time counter" procedure led to the correct overall collision rate, problems became apparent with regard to the distribution over time of these collisions. The occasional acceptance of a low probability collision (i.e. one with a small product of cross-section and relative velocity) led to a correspondingly large time interval being added to the time counter. Adverse effects occurred if a time increment became larger than the time step over which molecular motion and collisions were uncoupled. These effects were rare, but were observed in hypersonic flows that required small time steps. In addition, the use of a conditional test for the number of collisions within a time step made it difficult to vectorize the computations for the collisions. Alternative schemes had been proposed (e.g. Koura 22 ), but these were more complex and involved some penalty in terms of computation time. A search was therefore made for the simplest scheme that led to the consideration of a set number of possible collision partners over a given time interval. The probability of collision of a particular pair in any cell is equal to the ratio of the volume swept out by their cross-section over the time interval to the volume of the cell. As noted earlier, it is prohibitively expensive to consider all pairs but, if the probabilities are scaled up such that the maximum probability in the cell becomes unity, it was found 19 that the optimum procedure is obtained. This was called the "no time counter", or NTC, method and is now the most widely used collision procedure.
Variable Time Steps
The time step over which the molecular motion and collisions are uncoupled should everywhere be small compared with the local mean collision time. The mean collision time may vary by orders of magnitude over a computational flowfield and, if there is a single step size for the whole flowfield that is sufficiently small in the region with the highest collision rate, the step will be unnecessarily large in other regions. The overall efficiency of the program is greatly enhanced if the time step varies over the flowfield. The optimum procedure is to adaptively set the time step to be a set fraction of the local mean collision time. This means that it is no longer possible for the user to set an inappropriate time step. If the program monitors the ratio of the mean separation of the colliding molecules to the local mean free path and issues appropriate warning if it becomes too large, DSMC programs can be made to be effectively foolproof.
In cases where there is a very large variation in the time step, there may be an excessive computational penalty in the indexing of the molecules at every time step. Procedures have been developed for the continuous updating of the index information as the molecules move. However, if this is to avoid operations that are proportional to the square if the number of molecules when additional space is needed for a cell, a large amount of buffer space must be allocated to the indexing array. The latest programs have a setup option that allows the user to choose indexing at each time step for a minimum memory requirement or continuous indexing for the fastest execution time.
DEVELOPMENT OF IMPROVED MOLECULAR MODELS Phenomenological Models for Internal Degrees of Freedom
The first DSMC calculation with internal degrees of freedom 11 employed the rough sphere molecular model. This had three degrees of freedom of rotation and required storage for three components of angular velocity. The rotational relaxation rate was much faster than that in real gases but, at least, its cross-section did not vary with orientation. Other dynamical analogue models such as sphero-cylinders would have required complex logic for every collision. The alternative was to develop phenomenological molecular models that reproduce the macroscopic effects of particular features of real gases, but do not attempt to provide physically accurate models at the microscopic level. The Pisa symposium in 1970 saw the introduction by the author of the "energy sink" model 20 that required storage only for the amount of energy in an internal mode. The internal energy of the molecules in a collision was compared with the relative translational energy and, if these did not conform to the analytical result for an equilibrium gas, a set fraction of the difference was transferred between the modes. The relaxation rate was controlled by the set fraction, energy and momentum was conserved, and exact equipartition of energy was achieved. However, detailed balance was not achieved and there was a noticeable distortion of the equilibrium distribution function with high-energy molecules being under-represented.
Detailed balance was achieved by the Larsen-Borgnakke model 23 and it quickly displaced the energy sink model. The desired relaxation rate is set by considering a set fraction of collisions to be inelastic with the remainder being elastic. An effective temperature is calculated for each inelastic collision and new translational velocities and internal energies are chosen from the equilibrium distributions for these quantities at the effective temperature. The method does not assume local equilibrium and this is a point that has been persistently misunderstood. The consideration of only a fraction of the collisions as inelastic is clearly not physically accurate and, to avoid this, a partial exchange version of the original model was introduced 24 at the Gottingen symposium in 1974. However, this was shown 25 to not satisfy detailed balance and it is the original model that has become the standard. This highlights the point that phenomenological models must be judged by their results and not by the degree to which their internal procedures mimic those in the real gas. In addition, the original model is far more efficient with regard to the computation time.
The original Larsen-Borgnakke method was restricted to fully excited modes in a hard sphere gas and it was gradually extended to partially excited (vibrational) modes and to more realistic molecular models. Its implementation required only relative probabilities and it was not until 1993 26 that the distribution functions were presented in an explicit form. The existence of the explicit distribution functions led to the development of the generalized Larsen-Borgnakke model 27 that has facilitated the implementation of the model in the more complex cases. The Larsen-Borgnakke distribution functions are identical to the "prior distributions" that are employed in physical chemistry. The latter were introduced at about the same time as the original Larsen-Borgnakke model but the derivation through statistical mechanics did not distinguish between the class of molecules that are involved in collisions and the class of molecules that constitute the gas. The prior distribution for the translational energy is therefore valid only for a gas of Maxwell molecules in which the two classes are identical.
The application of the classical Larsen-Borgnakke model to the vibrational modes was made difficult by the need of an iterative procedure to determine the effective temperatures of the colliding molecules. This problem was solved by the introduction of a quantum model by Bergemann and Boyd 28 . The studies associated with the introduction of this model also showed that the various subdivisions of energy could be made in any order. For the preceding twenty years, it had been implicitly assumed that the energy subdivision had to be made in what was thought to be a physically logical order. This finding enabled the first energy assignment to be that to the vibrational modes and meant that the equivalent number of vibrational degrees of freedom no longer had to be computed.
The VHS Molecular Model
Classical kinetic theory, as exemplified by Chapman and Cowling 29 , is almost entirely concerned with the inverse power law molecular model. The hard sphere and Maxwell molecules are the limiting cases of this model and are employed largely for computational and mathematical simplicity, respectively. More realistic transport properties are obtained when a more general, typically an inverse ninth, power law is used. The transition from a hard sphere to an inverse ninth power law changes both the scattering law and the cross-section of the collisions. The kinetic theory texts pay a great deal of attention to the scattering law, but very little attention to the way in which the effective cross-section changes with relative velocity at the microscopic level, or with temperature at the macroscopic level. This may have been due to the difficulty in defining a cross-section for a power law molecule, but there seems to have been a widely held belief that the scattering law was the most important factor. However, as information was gradually accumulated about the effect of molecular model on gas flows, it was found that the effects correlated almost exactly with the change in cross-section. This suggested that the scattering law may not be important and, in 1981, this led the author to introduce 30 the variable hard sphere model with the isotropic hard sphere scattering and a diameter proportional to a negative power of the relative speed. The Chapman-Enskog theory led to a coefficient of viscosity for the model that, like the inverse power law model, is proportional to a power law of the temperature. This result combined with the finite diameter of the VHS model permits the definition of a mean free path that takes into account the temperature dependence of the viscosity coefficient in real gases.
The VSS Molecular Model
When used in DSMC calculations, the VHS model has proven to be as successful as the inverse power law model in simulating single species gases. The scattering law does appear have an influence on diffusion processes and the variable soft sphere (or VSS) model that was introduced 31 by Koura and Matsumoto has been demonstrated to have advantages for problems that involve gas mixtures with large mass differences. This model modifies the scattering law by applying a power law to the ratio of miss-distance to diameter that appears in the expression for the deflection angle. This power law is unity for the VHS model and the appropriate value is determined 32 by matching the Schmidt number (essentially the ratio of the viscosity to the diffusion) for each gas combination. The main disadvantage of the model is the computational task that is involved in the implementation of a specific deflection angle as opposed to isotropic scattering in the center-of-mass frame of reference.
CLL Model for Gas-Surface Interactions
Classical diffuse reflection has proved to be a satisfactory model for most problems that involve the reflection of molecules from solid surfaces. However, non-diffuse reflection is known to occur on very clean surfaces, particularly when the mass of the gas molecules is very small in comparison with that of the surface molecules. Most DSMC studies that have sought to investigate the effects of non-diffuse reflection have simply added a fraction of specular reflection. A model was introduced 33 by Cercignani and Lampis in 1971 that satisfied the reciprocity condition 34 . This was neglected until it presented 35 by Lord in a manner that could be readily implemented in DSMC programs. The resulting CLL model is capable of reproducing the measured scattering lobes from molecular beams incident on very clean surfaces. However, there is very little data available for the surfaces that are encountered in DSMC applications and, at this stage, the model is not widely used.
Direct Data for Collisional Outcomes
The ideal molecular model would be a database that provided full information on the outcomes of all possible intermolecular and gas-surface collisions for all impact parameters. This is clearly impossible for translational and rotational interactions because of the enormous amount of information that would be involved at other than extremely low temperatures. This is no great disadvantage because the existing models appear to be adequate for these interactions. The newer vibrational models are also adequate, but the number of levels is sufficiently small that it is possible to contemplate the use of databases in the form of look-up tables attached to a program. There are no adequate collision models that incorporate chemical reactions and there is already a trend towards the use of a database for the reactive cross-sections. The simulation of thermal radiation also calls for the use of physical databases.
THE PERCEPTION OF THE DSMC METHOD
The DSMC method was reasonably well accepted by the 70's, but there was still a great deal of speculation about the degree to which the results approached a hypothetical exact solution of the Boltzmann equation. This implicitly assumed that the Boltzmann solution was the ideal and led some workers to introduce DSMC procedures that were less than optimum, but facilitated a formal comparison of the method with the Boltzmann equation. While this equation is the best known of the mathematical models, it is based on assumptions and approximations that need not be made in a direct simulation method. The derivation of the Boltzmann equation is based on a physical interpretation of the real gas and there cannot be any logical objection to the DSMC procedures being based directly on the physics of the real gas. The Boltzmann equation neglects the statistical fluctuations that occur in real gases and the over-emphasis of this equation led many workers to pay insufficient attention to the nature of the probabilistic processes in the DSMC procedures.
The exaggerated statistical scatter that is present in the results from DSMC calculations for rarefied flows has probably been the most unattractive feature of the method. The standard deviation of this scatter is of the order of the inverse square root of the size of the sample and, in the early years, the scatter generally amounted to at least several percent. As computational speeds increased and long runs with very large samples became possible, it was found that the scatter did not always decline to the extent that was expected. This was because random walks occurred whenever any quantity was repeatedly rounded up or down. The properties of random walks are such that both the mean deviation and the time between zero-crossings increase as the square root of the number of steps. This means that reduced resolution schemes lead to unacceptable results and there was some confusion before the role of random walks was appreciated. The use of 32 bit precision involves a rounding off to six or seven significant digits in the evaluation of every expression and the effects of the consequent random walks can be recognized in sufficiently long runs.
The magnitude of the scatter is unphysical when DSMC is applied to rarefied gases because each simulated molecule then represents an extremely large number of real molecules. However, when the method is applied to flows with very small physical dimensions in a dense gas, there can be a one-to-one correspondence between real and simulated molecules. Garcia 37 showed that the fluctuations then provide an accurate model of those in the real gas and that DSMC can be used for the study of fluctuating flows. Fluctuations are included in the particle formulation only to the level of the Fokker-Planck equations and, in this respect, DSMC provides a model that goes beyond the Boltzmann equation.
The motivation for the development of DSMC had been the requirement for solutions when the scale lengths of macroscopic gradients are no longer small in comparison with the mean free path and the Chapman-Enskog terms in the Navier-Stokes equations fail. DSMC solutions also include effects such as thermal and pressure diffusion that are neglected in conventional Navier-Stokes formulations and Knudsen layer phenomena such as thermal creep that are inaccessible to continuum models.
The overwhelming advantage of direct physical simulation, as opposed to the numerical solution of a mathematical model of the gas, is that numerical instabilities are completely absent. If a DSMC computation is feasible as far as the computing task is concerned, it is hard to see any justification for attempting a numerical solution of a mathematical model. However, there is a clear reluctance on the part of many workers to let go of the traditional CFD methods. Evidence for this is provided by the heroic efforts that are still being made to solve the Burnett equations for problems that can and have been readily solved by DSMC. The computational task is far more formidable, there are still uncertainties about the proper form of the Burnett equations, and there are doubts about the validity of many of the CFD results.
CURRENT CAPABILITY AND PROSPECTS
It was noted earlier that the cost of DSMC in the early years was estimated to be a cent for each collision and it was then considered to be too expensive for many applications. Contemporary personal computers run typical DSMC cases at more than a million collisions per minute and the issues now relate to the availability of programs and whether a computation can be made through a computer run of reasonable length. The feasibility of a DSMC calculation for a particular problem depends primarily on the number of spatial dimensions. There are uncertainties because the extent of flows may be different in the various directions and denser flows may require longer runs. However, Figure 1 provides some indication of the current capability of single processor computers and extrapolates this to the future on the assumption that speed and memory will continue to increase at the rate that has been experienced over the past twenty years. It is clear that the scope of the DSMC method will continue to be severely limited for the foreseeable future, particularly for three-dimensional problems. Year 2100 FIGURE 1. DSMC capability assuming that computer speeds continue to increase at the current rate.
One-dimensional problems such as shock wave structure provided the most important early test cases and these calculations can now be repeated to obtain results with several orders of magnitude reduction in the scatter that was present in the original calculations. Should the experimental data be sufficiently accurate, such comparisons could lead to new information about the adequacy of the current models. Very extensive one-dimensional problems, such as oxygen-hydrogen flame fronts that have a thickness of the order of 100,000 mean free paths, could now be simulated.
Most DSMC calculations involve two-dimensional (either plane or axially symmetric) flows. In the early days, there was much speculation about the Knudsen number at which distinct vortices would first be observed in separated flows. This question has now been answered and comparisons between DSMC calculations and lowdensity wind tunnel cases that involve separated flow regions have been the subject of some of the more important validation studies. These have been supplemented by DSMC studies of a number of instability modes in twodimensional situations. These also involve vortices and the minimum size of the vortices that have been observed in these calculations is a diameter of the order of twenty mean free paths. At the lower Knudsen number limit of the instability and flow separation studies, irregular but repeated flow bifurcations have been observed. The twodimensional assumption becomes questionable under these conditions and the much stricter limit on the scope of three-dimensional studies has become a major obstacle. Within the next ten to fifteen years it should be possible to study the onset of some forms of turbulence with DSMC.
Studies at high Knudsen numbers will be increasingly directed towards flows with small physical dimensions and near normal gas densities. Micro electro mechanical systems (MEMS) are now a major field of application and both DSMC and Navier-Stokes CFD can be used for their study. However, DSMC will be mandatory for similar studies at the nanometer scale (NEMS) and these calculations will generally involve gases at near normal densities. There could be a one-to-one correspondence between the real and simulated molecules in some cases and the ability of DSMC to accurately model the fluctuations would then become a major advantage.
Many of the emerging fields of application involve unsteady flows. The memory capacity of modern workstations is such that ensemble averaging is rarely required and such averaging is, in any case, inappropriate for the study of instabilities. Even when the initial conditions are identical these develop in a manner that is unique to each random number sequence. The modern "visual" DSMC programs have a continuously updated interactive display of the flowfield and surface properties so that the user can follow the development of the flow.
