We explicitly give factorization formulas for higher depth determinants, which are defined via derivatives of the spectral zeta function at non-positive integer points, of Laplacians on the n-sphere in terms of the multiple gamma functions.
Introduction
Let A be an operator having only real discrete spectra. Let S(A) be the set of all spectra and S + (A) the set of all positive spectra of A including multiplicity. The aim of the present paper is, for a positive integer r, to study the "higher depth determinants" of A defined by To guarantee the well-definedness, we assume that ζ A (w) converges absolutely in some right half plane, can be continued meromorphically to the region containing w = 1 − r and is, in particular, holomorphic at the point. The higher depth determinant clearly gives a generalization of the usual (zeta-) regularized determinant det (A) of A, det (A) := Det 1 (A). It is first introduced and studied in [7] for the case where A is the Laplacian on a compact Riemann surface of genus greater than one with negative constant curvature. In that paper, a generalization of the determinant expression of the Selberg zeta function ( [2, 14, 16] ) is obtained. See [18] for their arithmetic analogues. The origin of such higher depth functions goes back to Milnor's gamma functions; in [9] , to construct a function satisfying the Kubert identity, which plays an important role in the study of Iwasawa theory, Milnor studied the following "higher depth gamma function": hence the Milnor gamma function in fact gives a generalization of the gamma function. From this, one can easily see that the higher depth determinants are analogues of the Milnor gamma functions.
In the present paper, we study the higher depth determinants of Laplacians on the unit n-sphere S n := {(x 1 , . . . , x n+1 ) ∈ R n+1 | x 2 1 + · · · + x 2 n+1 = 1} with the standard metric. Let ∆ n be the Laplacian on S n . It is well known that ζ ∆n (w) converges absolutely for Re (w) > n 2 and can be continued meromorphically to the whole complex plane C with possible simple poles at w = 2 ⌋, where ⌊x⌋ is the largest integer not exceeding x, and is holomorphic at non-positive integer points. (These properties have been verified more generally. Namely, let ∆ M be the Laplacian on a compact Riemannian manifold M of dimension n. Then, the spectral zeta function ζ ∆ M (w) satisfies the properties stated above. See, e.g., [13] .) In particular, we can define the higher depth determinant Det r (∆ n ).
Before stating our results, let us recall the case r = 1. In [17] (see also [5] ), it is shown that the determinant det (∆ n ) can be expressed as det (∆ n ) = A where Γ l (z) is the Barnes multiple gamma function ( [1] ), ζ(w) := ∞ m=1 m −w is the Riemann zeta function, and A n , B n , C n , Q n,l , α n , β n , γ n and τ n,k are some computable rational numbers. Notice that the second equation immediately follows from the fact that Γ l ( 1 2 ) can be expressed in terms of ζ ′ (−k) for k = 0, 1, . . . , l − 1 (see [17, Theorem 1.3] or, more explicitly, (3.4)).
The Laplacian treated in this paper is, as a generalization of ∆ n , of the following form:
whereň := n−1 2 , s ∈ R and R n = n(n − 1) is the scalar curvature of S n . This form of the Laplacian is also studied in [3, 11] . Notice that ∆ n = L n (ň) and Y n = L n ( is the conformal Laplacian (or the Yamabe operator) on S n . The following is our main result, which gives factorization formulas for the higher depth determinants of L n (s). Theorem 1.1. Let s ∈ I n := (−ň − 1,ň + 1). Put ξ ± n (s) := 1 +ň ± s. Then, there exists some even polynomials f n,r (s) and β n,r (s, l) with rational number coefficients such that
, where δ |s|<ň := 1 if |s| <ň and 0 otherwise. Moreover, f n,r (s) is identically 0 if n is odd.
Remark that S + (L n (s)) = S(L n (s)) if |s| <ň and S(L n (s)) \ {ň 2 − s 2 } otherwise (see Section 2). As corollaries, letting s =ň and 1 2 (notice that these are in I n for all n ∈ N), one can respectively obtain the following expressions of the determinants of the Laplacian and the conformal Laplacian.
where δ n≥3 := 1 if n ≥ 3 and 0 otherwise.
Remark that these factorization formulas with r = 1 are essentially obtained in [12] . We also remark that, from a calculation point of view, the formula (1.4) is more easily computable than (1.2) because we have the ladder relation Γ l (z + 1) = Γ l (z)Γ l−1 (z) −1 for the multiple gamma functions. In fact, using the ladder relation, from (1.4) and (1.5), one can respectively obtain explicit expressions of det (∆ n ) and det (Y n ) in terms of the derivatives of the Riemann zeta function similar to (1.2) .
The organization of the paper is as follows. In Section 2, we first study the spectral zeta function ζ Ln(s) (w) in detail and show that it is expressed as a linear combination of the "two-variable Hurwitz zeta function" H α 1 ,α 2 (w 1 , w 2 ) (Proposition 2.3). Section 3 is devoted to reviewing the multiple gamma functions, which we need throughout the paper. In Section 4, we show that the higher depth determinant Det r (L n (s)) can be expressed as a product of I d n,r (s), which are defined by a derivative of H α 1 ,α 2 (w 1 , w 2 ), and then prove that these can be written in terms of the multiple gamma functions (Proposition 4.1). Simplifying this expression, we obtain the main result (Theorem 4.4). Finally, in Section 5, as corollaries, we study the case r = 1 precisely and derive explicit expressions of det (∆ n ) and det (Y n ) in terms of the derivatives of the Riemann zeta function (Corollary 5.1).
Throughout the present paper, we denote by C, R and Q the fields of all complex, all real and all rational numbers, respectively. We also use the notation Z, N and N 0 to denote the sets of all rational, all positive and all non-negative integers, respectively.
Spectral zeta functions
Let λ n,k be the k-th eigenvalue of the Laplacian ∆ n and m n,k the multiplicity of λ n,k . It is known that λ n,k and m n,k are given by λ n,k = k(k + n − 1) and
Instead of ζ Ln(s) (w), we study the function ζ Ln(s) (w) defined by
where ξ ± n (s) := 1 +ň ± s. The series converges absolutely for Re (w) > n 2 and defines a holomorphic function in the region. From the definition (1.1) and the above observation, we have
where δ |s|<ň := 1 if |s| <ň and 0 otherwise. To study analytic properties of ζ Ln(s) (w), we employ the following two-variable Hurwitz zeta function H α 1 ,α 2 (w 1 , w 2 ) studied by Mizuno ([10] ):
This converges absolutely for Re (w 1 + w 2 ) > 1. Here, we let Re (α 1 ) > 0 and Re (α 2 ) > 0.
This gives a meromorphic continuation of H α 1 ,α 2 (w 1 , w 2 ) to the whole space C 2 with possible singularities on
Hence, by the binomial theorem, we have
This shows the expression (2.3). Moreover, by the assumption |α 2 − α 1 | < 1 and the fact that ζ(w 1 + w 2 + l, α 2 ) is uniformly bounded with respect to the variable l, one sees that this gives a meromorphic continuation of H α 1 ,α 2 (w 1 , w 2 ) to C 2 . The rest of the assertion is clear because ζ(w, z) has a simple pole at w = 1.
Remark 2.2. In [10] , the expression (2.3) is obtained by establishing a contour integral representation of H α 1 ,α 2 (w 1 , w 2 ). See also [8] , where meromorphic continuations of more generally "multi-variable Hurwitz zeta functions" are obtained by using the Mellin-Barnes integral.
We next write ζ Ln(s) (w) as a linear combination of
, using the expansion (w) n = n m=0 (−1) n+m s(n, m)w m , where s(n, m) is the Stirling number of the first kind, it can be written as
The polynomial T n,d (s) plays an important rule in our study and will be precisely investigated in Subsection 4.3. Employing T n,d (s), one obtains the following proposition.
This gives a meromorphic continuation of ζ Ln(s) (w) to the whole plane C with possible simple poles at
for m ∈ Z ≥0 except for non-positive integer points.
Proof. Since
, one immediately obtains the expression (2.6). Let α 1 = ξ + n (s) and α 2 = ξ − n (s). Then, the assumption |s| < 1 3 implies that s ∈ I n and |α 2 − α 1 | < min{1, |α 2 |}. Hence, from Lemma 2.1, it can be written as
This gives a meromorphic continuation of
to C as a function of w with possible simple poles at w = d+1−l 2 for l ∈ Z ≥0 . Therefore, from the expression (2.6), ζ Ln(s) (w) also admits a meromorphic continuation to C with possible simple poles at w = n−m 2 for m ∈ Z ≥0 . We now claim that it is holomorphic at non-positive integer points. To see this, it is enough to show that the summand of the righthand-side of (2.7) with l = 2r + d − 1 is holomorphic at w = 1 − r for r ∈ N. In fact, this can be seen from the asymptotic formulas
as w → 1 − r. This completes the proof of the proposition.
Multiple gamma functions
In this section, we review the multiple gamma functions.
Definitions
The Barnes multiple zeta function ( [1] ) is defined by
This clearly gives a generalization of the Hurwitz zeta function: ζ 1 (w, z) = ζ(w, z). It is known that ζ n (w, z) admits a meromorphic continuation to the whole plane C with possible simple poles at w = 1, 2, . . . , n. Using ζ n (w, z), the multiple gamma function Γ n,r (z) of depth r is defined by
In particular, we put Γ n (z) := Γ n,1 (z) and Γ r (z) := Γ 1,r (z). These are respectively called the Barnes multiple gamma function ( [1] ) and the Milnor gamma function of depth r ( [9] , see also [6] ). Note that, from the Lerch formula exp(
. The Barnes multiple gamma function is a meromorphic function with poles at non-positive integer points. On the other hand, the Milnor gamma function in general has branch points at these points.
Barnes multiple gamma functions
It is easy to see that ζ n (w, z) can be written as a linear combination of the Hurwitz zeta functions:
More explicitly, it can be written as
In particular, one obtains
where B k is the Bernoulli number defined by the generating function
Notice that, to obtain the second formula, we have used the equation ζ(w, k . Moreover, one can claim that the special values of Γ n (z) at both positive integer and half integer points are also expressed in terms of b n,k (z) and the derivatives of ζ(w) at non-positive integer points. Actually, from the formula (3.3) and (3.4), this can be seen from the equation
which is obtained by induction on m from the ladder relation (the case m = 1)
Here, we put Γ 0 (z) := z −1 .
Milnor gamma functions
It is shown in [6] that the Milnor gamma function can be written as a product of the Barnes multiple gamma functions. In fact, it can be written as
where, for 1 ≤ l ≤ r, c r,l (z) is the polynomial in z defined by c r,l (z) := l−1 k=0
. In other words, it is defined by the generating function
. . , and c r,1 (z) = z r−1 .
Higher depth determinants 4.1 Main results
Then, from the equation (2.2), we have
Hence, our next task is to calculate the function
Proof. The expression (2.7) can be written as
Let H Det r L n (s) = e fn,r(s)
Here, f n,r (s) is the polynomial of degree 2r + n − 1 defined by
and, for r ≤ k ≤ 2r + n − 2, α ± n,r (s, k) are the polynomials in s respectively defined by
This lemma will be proved in Subsection 4.3. Hereafter, we write A n,r (s, X) := A + n,r (s, X) = A − n,r (−s, X) and α n,r (s, k) := α + n,r (s, k) = α − n,r (−s, k). Moreover, from the formula (3.7), the expression (4.4) can be rewritten as
where, for 1 ≤ l ≤ 2r + n − 2, β ± n,r (s, l) are the polynomials in s defined by
In particular, β + n,r (s, l) = β − n,r (s, l), which is an even polynomial.
This will be also proved in Subsection 4.3. We also write B n,r (s,
. Now, from the expression (4.8) and Lemma 4.3, we have
.
Since the Barnes multiple gamma function Γ l (z) is a meromorphic function in C having poles at z = −m for m ∈ Z ≥0 , the expression (4.10) gives an analytic continuation of Det r (L n (s)) to the region C \ ((−∞, −ň − 1] ∪ [ň + 1, ∞)). In particular, it is valid for all s ∈ I n . Therefore, from (4.1), one obtains the following result.
Theorem 4.4. Let s ∈ I n = (−ň − 1,ň + 1). Then,
In particular, letting s =ň and s = 1 2 , it follows, respectively, that
βn,r( 
Calculations of H j (s)
In this subsection, to give a complete proof of Proposition 4.1, we explicitly calculate the functions H j (s) for j = 1, 2, 3, 4, 5. We need the following lemma in the subsequent discussions.
Lemma 4.5. Write w ′ = w + r − 1. Then, as w → 1 − r,
(4.14)
We also use the following well-known formulas concerning the Hurwitz zeta function:
Here, B k (z) is the Bernoulli polynomial defined by the generating function
H 2 (s) and H 3 (s)
From the formulas (4.14) and (4.15), it is not difficult to obtain
H 4 (s)
By definition, we have H 4 (w, s) = w+2r+d−2 2r+d−1 (−2s) 2r+d−1 ζ(2w + 2r − 1, ξ − n (s)). Hence, from the formulas (4.14) with l = 2r + d − 1(≥ 2r − 1) and (4.16), we have
H 5 (s)
From the formula (4.14), we have
where, for m ≥ r − 1, R r (t, z; m) is the following series involving the Hurwitz zeta function:
To obtain an explicit expression of H 5 (s), we have to study the function R r (t, z; m). Using the equation ∞ l=2 ζ(l, z)t l−1 = −ψ(z − t) + ψ(z) for |t| < |z| (see (5) , p 159 in [15] ), we have
These show that
where, for m ∈ N,
Therefore, from the formulas (4.21), (4.22) and Theorem 4.6 below with t = 2s, z = ξ − n (s) and m = 2r + d − 2, we obtain the following expression of H 5 (s): 
To prove the theorem, we need the following formulas.
Lemma 4.7. For r ≥ 2 and m ≥ r − 1, . We next show the equation (4.26). Consider the generating function
Changing the order of the summations, we have
Notice that the fifth equality follows from
Therefore, comparing the coefficient of x k , one obtains the desired formula. We finally show the equation (4.27). When l = 0, the formula is obtained as
The other cases are easily proved by the fact
together with the Leibniz rule. This completes the proof of lemma.
We now give the proof of Theorem 4.6.
Proof of Theorem 4.6. We prove the formula (4.24) by induction on r. The case r = 1 has been already proved in [7, Corollary 3.17] . Suppose that it holds for r − 1. Then, we have
Here, from [7, Lemma 3.16] with n = 1, it holds that
where P r (t, z; m) is the polynomial of degree 1 + r + m in t given by
Hence, using the formula (4.29) and replacing m with m + r − j − 1 and r with j, from (4.28), we have
Write this as, say, Φ m r (t, z) = A 1 + A 2 + A 3 . At first, writing j + l = k and using the formula (4.25), we have
We next calculate A 2 . From (4.30), we have
Writing j + l = k again in the first sum and using the formulas (4.25) and (4.26), we have
Moreover, from the equation
, changing the order of the summations in the first sum and using the formula (4.27), we have
Finally, by the induction assumption, it is easy to see that
Therefore, from (4.32) and (4.33), one can see that A 2 + A 3 = P m r (t, z). Hence, together with (4.31), we obtain the desired formula (4.24). This completes the proof of the theorem. 
and
In particular, ζ Ln(s) (1 − r) ∈ Q[s]. Notice that, if n is odd, then ζ Ln(s) (1 − r) = −(ň 2 − s 2 ) r−1 because, from the general theory of spectral zeta functions (see [13] ), ζ Ln(s) (1 − r) = 0 (for |s| <ň).
Key polynomials
In this subsection, we study individually the polynomials which appear in Subsection 4.1. In particular, we give proofs of Lemma 4.2 and 4.3.
In what follows, we understand that
Proof. Since P n (−z) = (−1) n+1 P n (z), replacing z with −z in the first equation in (2.5), we have
Hence, comparing this equation with the second one in (2.5), we obtain the first claim. The second one is obtained by differentiating the first equation in (2.5). Furthermore, from (2.5) again, we have
This shows the last claim.
From fact (ii) in Lemma 4.9, if we want to know about the polynomial T n,d (s), then it is enough to study only the case
Proof. The equation (4.34) is easily derived from the identity T n,0 (s) = P n (s) using (2.4). We next show the equation (4.35). We first let d = 0. Then, using the formulas (c.f., [4] ) cos x log t + 1 + t 2 = 1 +
we have 2 t + 1 + t 2 2s = 2 exp i −2si log t + 1 + t 2 = 2 cos(−2si log t + 1 + t 2 + i sin −2si log t + 1 + t 2 ) 
f n,r (s)
Let us recall the definition of the polynomial f n,r (s):
Currently, we have not yet obtained any "closed" (or "simplified") expression of f n,r (s), however, one can see the following properties.
Lemma 4.11. f n,r (s) = f n,r (−s) = (−1) n f n,r (s). In particular, f n,r (s) is identically 0 if n is odd and an even polynomial otherwise.
Proof. The first equation can be seen from the expression (4.11) together with the facts that both L n (s) and β n,r (s, l) are even and ξ ± n (−s) = ξ ∓ n (s). The second fact follows from the definition of f n,r (s) and identity (i) in Lemma 4.9.
Example 4.12. We here give the explicit expression of the polynomial f n,r (s) for n = 2, 4, 6 (we again note that f n,r (s) = 0 if n is odd). This shows the claim.
The following expression is more convenient than (4.5) or (4.6).
Proposition 4.14. Hence, comparing the coefficient of X k−1 , we have Hence, the expression (4.9) follows from the formula (4.7).
From the generating function (4.9), one obtains the following expression of β n,r (s, l). Here, for 0 ≤ l ≤ k, c k n (l) is defined by the difference equation 
