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Hydrodynamic and viscous effects in electronic liquids are at the focus of much current research.
Most intriguing is perhaps the non-dissipative Hall viscosity, which, due to its symmetry-protected
topological nature, can help identify complex topological orders. In this work we study the effects
of viscosity in general, and Hall viscosity in particular, on the dispersion relation of edge magneto-
plasmons in 2D electronic systems. Using an extension of the standard Wiener-Hopf technique we
derive a general solution to the problem, accounting for the long-range Coulomb potential. Among
other features we find that on the edge viscosity affects the dispersion already to leading order in
the wavevector, making edge modes better suited for its measurement as compared to their bulk
counterparts.
I. INTRODUCTION
Recently hydrodynamic electron flow has been at the
focus of much research effort, both theoretical and ex-
perimental1–24. In the hydrodynamic regime electronic
dynamics is dominated by viscosity, rather than impu-
rity scattering. Denoting the electronic stress tensor by
Tij and its strain by uij , one generally has
25
Tij = −
∑
kl
Cijklukl + ηijkl∂tukl, (1)
where Cijkl is the tensor of elastic moduli, which reduces
to the compressibility for a fluid, and ηijkl is the viscosity
tensor. Viscosity is usually associated with energy dis-
sipation. However, this is not always the case: The vis-
cosity tensor ηijkl can be decomposed into its symmetric
and antisymmetric part (with respect to exchanging the
first and last pairs of indexes),
ηijkl = η
+
ijkl + η
−
ijkl, (2)
with η±ijkl = ±η±klij . The symmetric part, η+ijkl, is even
under time reversal and indeed causes energy dissipation,
but the antisymmetric part, η−ijkl, is odd under time re-
versal and therefore dissipationless. The latter part may
thus arise when time reversal symmetry is broken (ei-
ther explicitly, by, e.g., applying an external magnetic
field, or spontaneously), and is termed “Hall viscosity”,
in analogy to Hall conductivity/resistance, which is also
nondissipative26–48.
In 2D isotropic systems the symmetric viscosity has
two independent components, the bulk viscosity ζ and
the shear viscosity ηs,
η+ijkl = ζδijδkl + ηs (δikδjl + δilδjk − δijδkl) , (3)
whereas the Hall viscosity has a single independent com-
ponent, ηH ,
33
η−ijkl = ηH (δjkil − δilkj) . (4)
Hall viscosity can exist in a 2D electron fluid in the
presence of a strong magnetic field in the quantum Hall
regime49, where dissipative effects are suppressed at low
temperatures. Furthermore, in quantum Hall systems
ηH is expected to be quantized (assuming rotational in-
variance) and equal to half the particle density times
the orbital spin s¯ (one half of the shift quantum num-
ber)37,39,43. Hence, measuring the value of Hall viscos-
ity in an experiment can help one distinguish between
different theoretical proposals concerning the nature of
quantum Hall states in certain fractional filling factors.
Since some of these states have non-Abelian anyonic exci-
tations (with potential applications for topological quan-
tum computing50), knowing the value of Hall viscosity
can help in their identification. However, and despite
recent progress in understanding the relation between
viscosity and charge transport in the presence of non-
uniform electric fields42,43,51–57, so far its measurement
has only been possible for very weak magnetic fields, far
from the quantum Hall regime24.
The elementary excitations of an ordinary fluid are
sound waves; in charged fluid (such as an electron fluid)
they become plasmons, or magnetoplasmons in the pres-
ence of a magnetic field. Bulk magentoplasmons are
gapped excitations, and in the long wavelength limit,
the magnetoplasmon frequency approaches a finite value,
which is determined by the cyclotron and plasma fre-
quencies. In addition, there are also gapless edge mag-
netoplasmons (magnetoplasomons confined to the edge
of the system) whose frequency vanishes as their wave
vector goes to zero. In the quantum Hall regime the
quantized version of these excitations give rise to the
edge modes which determine the low-energy transport
properties of these systems. This allows one to extract
their properties in an experiment58–81. Recently analo-
gous excitations induced by Berry curvature rather than
magnetic field have attracted significant attention82–89.
In this work we study the effects of Hall viscosity on
the edge magnetoplasmon dispersion (related questions
for neutral fluids were recently considered in Refs. 90
and 91). We use a classical hydrodynamic model for a
two dimensional electrons fluid with an edge. In contrast
to most works in the field, we account for the long-range
Coulomb interaction and the resulting logarithmically-
divergent (at long wavelength) mode velocity65,72,73 in-
stead of using the Fetter approximation59; To the best
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2FIG. 1. A schematic depiction of the system: a 2D electronic
system with an edge under the influence of a perpendicular
magnetic field. See the text for further details.
of our knowledge, the interplay between the long-range
Coulomb potential and viscosity has not been considered
before. For this we develop a modification of the stan-
dard Wiener-Hopf technique92. We find that whereas in
the bulk the viscosity only affects the dispersion through
high-order terms in the wavevector, on the edge it mod-
ifies the leading order term, making it easier to probe.
In Sec. II we will introduce our hydrodynamic model,
and then present our method and general solution for
different boundary conditions in Sec. III. Then we will
discuss realistic parameter values and show examples of
the resulting dispersions in Sec. IV, followed by the con-
clusions, Sec. V. Some technical details are relegated to
the Appendixes.
II. MODEL
We consider a 2D system on a half infinite plane with
an edge (see Fig. 1), occupying the region x < 0, with
a magnetic field B = Bzˆ perpendicular to the plane.
We employ a linearized hydrodynamic model of a weakly
damped, compressible, viscous fluid. The state of the
system is characterized by the electron number density
n = n0 + δn (n0 being the equilibrium density and δn
a small deviation), and the electron velocity v. The
interaction between the electrons is taken into account
through the electric potential φ. These quantities are
related through the 2D linearized continuity equation,
∂tδn+ n0∇ · v = 0, (5)
the 2D linearized Navier-Stokes equation,
∂tv +
v
τ
=− s
2
n0
∇δn+ e
m
∇φ+ ωczˆ × v+ (6)
1
n0m
(
ηs∇2v + ζ∇ (∇ · v)− ηH∇2 (ẑ × v)
)
,
and the Poisson equation,
∇2φ = 4pie

δnΘ(−x)δ(z), (7)
where τ is the electronic momentum relaxation time due
to collisions with impurities, ωc = eB/mc is the cyclotron
frequency (−e and m are the electron charge and effec-
tive mass, respectively, and c is the speed of light), and
 is the dielectric constant of the 3D medium. In addi-
tion, Θ is the Heaviside step function and δ is the Dirac
delta function. Finally, s is the sound velocity in the
absence of the Coulomb interaction, s2 = (dP/dn)/m,
where P is the noninteracting internal pressure. We note
that the internal pressure is the equilibrium average of
the diagonal elements of the stress tensor. It is differ-
ent from the pressure on the boundaries, which contains
the effects of the Lorentz force on the boundary currents.
While the compressibility associated with the pressure on
the boundaries vanishes in the quantum Hall regime, the
internal pressure is associated with a finite internal com-
pressibility, hence with a finite s2.43,93. Thus, our model
should apply to the quantum Hall regime, provided one
plugs into it the appropriate (and generally frequency
dependent) viscosities etc.
As for boundary conditions, one of them is straightfor-
ward: The vanishing of the normal velocity at the edge,
vx(0, y) = 0. The other one is more subtle
23. To sim-
plify the discussion we will start from taking the no-slip
boundary condition, vy(0, y) = 0. Later on we will show
how the results are modified for the no-stress bound-
ary condition (zero tangential force on the boundary),
Txy(0, y) = 0. As we will further show below, our method
allows one to treat more complicated electrostatic envi-
ronment of the 2D system, including multiple dielectrics
and metallic gates.
III. GENERAL SOLUTION
Since the system is invariant under translations in the
y direction, we can look for a solution which is a plane
wave parallel to the edge, ∝ eiqy. In the following we
do not write explicitly the q argument of the physical
quantities. Fourier-transforming in the x direction we
find [
d2
dz2
− (k2 + q2)] φ¯(k, z) = 4pie

δn+(k)δ(z), (8)
where φ¯(k, z) ≡ ∫∞−∞ φ(x, z)e−ikxdx and δn+(k) ≡∫ 0
−∞ δn(x)e
−ikxdx; similar notations will be used for
the x < 0 Fourier transform of other physical quanti-
ties, which are analytic in the upper complex k-plane
(provided the physical quantity does not diverge expo-
nentially at large x). The solution is then φ¯(k, z) =
φ¯(k, 0)e−|z|(k
2+q2)
1/2
, where in the system plane z = 0:
φ¯(k, 0) = −4pie

L¯(k)δn(k), (9)
with the Poisson kernel L¯(k) ≡ 1/2
√
k2 + q2. In the fol-
lowing calculations we will not rely on the specific form of
L¯(k). This will make our results applicable to more com-
plicated geometries (with dielectric media, gates, etc.),
whose effect can be accounted for by a modified L¯(k).
3In the bulk one may combine this results with the
Fourier-transformed continuity equation (5) and Navier-
Stokes equation (6), and look for a nontrivial solution for
the resulting homogeneous linear algebraic equations for
the Fourier coefficients. One may thus straightforwardly
obtain an implicit equation for the dispersion relation
ω(p), where p = (k, q),
ω
ωs
(
ω2s − ω2H
)
= Ω2p + s
2
ζp
2, (10)
where Ωp =
√
2pin0e2p/m is the 2D plasma velocity,
ωH ≡ ωc + γHp2, ωs ≡ ω˜ + iγsp2 (ω˜ ≡ ω + i/τ), and
sζ
2 ≡ s2 − iγζω, with γa ≡ ηa/n0m for a = H, s, ζ.
One thus sees that the bulk dispersion is affected by the
viscosity only to second order in q.35,36
The edge problem is much more involved. To simplify
it the Fetter approximation59 is often used (Appendix A),
the Coulomb kernel L¯(k) is replaced by a meromorphic
function, allowing one to get an effective 2D “Poisson”
equation for the potential. However, this approximation
qualitatively affects the solution; most notably, it gives
a finite group velocity at long wavelengths, as opposed
to the true logarithmic divergence in the velocity, due
to the long range Coulomb interaction65. We will there-
fore refrain from such approximations, and instead ex-
tend the Wiener-Hopf method65,92 to the current system.
We will later on use the Fetter approximation as a test
case for our general solution, comparing the direct so-
lution it allows with the one obtained from our general
solution when L¯(k) is replaced by Fetter’s approximate
kernel (Appendix A).
A. No-slip boundary conditions
Let us start with the no-slip boundary conditions. Tak-
ing the Fourier transform of Eqs. (5)–(6) for x < 0, and
using the boundary conditions leads to
−iωsv¯+x +
s2ζ
n0
(
ikδn+ + δn(0)
)− e
m
(
ikφ¯+ + φ(0)
)
+ ωH v¯
+
y − γH∂xvy(0)− γs∂xvx(0) = 0, (11a)
−iωsv¯+y + iqs2ζ
δn+
n0
− iq e
m
φ¯+ − ωH v¯+x + γH∂xvx(0)− γs∂xvy(0) = 0, (11b)
−iωδn+ + n0
(
ikv¯+x + iqv¯
+
y
)
= 0. (11c)
Combining these equations with Eq. (9), and us-
ing ¯φ(k, 0) = φ¯+(k, 0) + φ¯−(k, 0), where φ¯−(k, 0) ≡
∫∞
0
φ(x, 0)e−ikxdx is analytic in the lower half of the com-
plex k plane, we find
φ¯− +
(
1 +
2Ω2qωs
(
k2 + q2
)
L¯
qs2ζωs (k
2 + q2) + qω (ω2H − ω2s)
)
φ¯+ =
s2ζ (kωs + iqωH) A˜L¯
s2ζωs (k
2 + q2) + ω (ω2H − ω2s)
, (12)
where
A˜(k) = −4piin0e
s2ζ
(
s2ζ
δn(0)
n0
− e
m
φ(0) + γH
(
iqωs + kωH
ikωs − qωH ∂xvx(0)− ∂xvy(0)
))
.
The coefficient of φ¯+ can be expressed as the ratio X¯−/X¯+ of two functions which are analytic and have no zeros
in the lower/upper half of the complex k plane, respectively. The solution of this Riemann-Hilbert problem is:
X¯±(k) = exp
− 12pii
∞∫
−∞
dk′
k′ − k ∓ i ln
(
1 +
2Ω2qωs(k
′)
(
k′2 + q2
)
L¯(k′)
qsζ2ωs(k′) (k′2 + q2) + qω (ω2H(k′)− ω2s(k′))
) , (13)
which further obeys
1
X¯+
− 1
X¯−
=
1
X¯−
2Ω2qωs
(
k2 + q2
)
L¯
qs2ζωs (k
2 + q2) + qω (ω2H − ω2s)
.
As a result, Eq. (12) can be rewritten as:
φ¯+
X¯+
+
φ¯−
X¯−
=
(
1
X¯+
− 1
X¯−
)
qs2ζ (kωs + iqωH) A˜
2Ω2qωs (k
2 + q2)
, (14)
4The right hand side of the last equation can be ex-
pressed as the difference ψ¯+(k)− ψ¯−(k) of two functions
analytic in the upper and lower k plane, respectively. The
solution of this additional Riemann-Hilbert problem is
ψ¯±(k) =
1
2pii
∞∫
−∞
dk′
k′ − k ∓ i
(
1
X¯+(k′)
− 1
X¯−(k′)
)
×
qs2ζ (k
′ωs(k′) + iqωH(k′)) A˜(k′)
2Ω2qωs(k
′) (k′2 + q2)
. (15)
By rearranging Eq. (14) we get the relation:
φ¯+
X¯+
− ψ¯+ = − φ¯−
X¯−
− ψ¯−. (16)
According to Liouville’s theorem, every bounded entire
function must be a constant. By our assumptions the
functions appearing in Eq. (16) decay to zero at infinity
in the complex k plane, so both sides of Eq. (16) must
vanish. This gives us φ¯+ = X¯+ψ¯+. Evaluating the inte-
grals in Eq. (15) leads to
e
m
φ¯+ = −i
{
1
k2 + q2
[
Ak + iqB + (iqA+ kB)
ωH
ωs
]
+
X¯+
2 |q|
(
C−
k + i |q| −
C+
k − i |q|
)
+
X¯+
2ks
ωH(ks)
ω˜
(
D+
k − ks −
D−
k + ks
)}
,
(17)
where
A ≡
(
s2ζ
iω
− γs
)
∂xvx(0)− e
m
φ(0)− γH∂xvy(0),
B ≡ i (γs∂xvy(0)− γH∂xvx(0)) ,
C± =
ω˜ (Bq ±A |q|) + ωc (Aq ±B |q|)
ω˜X¯±(±i |q|) ,
D± =
iqA±Bks
X¯±(±ks) ,
and ks is the root of ωs(ks) = ω+ i/τ + iγs
(
k2s + q
2
)
= 0
in the upper complex plain.
Typically in the Wiener-Hopf technique, the next step
would be to impose the boundary conditions65,92. How-
ever, in the current case these are satisfied automatically
(see Appendix B). Interestingly, as opposed to the com-
mon situation, what is not immediately ensured is the
analyticity in the appropriate half of the complex k plane
of the transformed variables. It turns out to be sufficient
to consider the electron number density (Appendix B).
Using Eqs. (11) we can extract
δn+
n0
=
ωs
e
m
(
k2 + q2
)
φ¯+ + i (ωsk + iqωH)A+ i (iωsq + kωH)B
ωss2ζ (k
2 + q2) + ω (ω2H − ω2s)
.
(18)
It has potential poles in the upper plane for k values
for which the denominator in the last equation vanishes,
giving
[
iγss
2
ζ + ω
(
γ2H + γ
2
s
)]
k4 +
[
s2ζ
(
ω˜ + 2iγsq
2
)
+ 2ω
(
ωcγH − iγsω˜ +
(
γ2H + γ
2
s
)
q2
)]
k2 + ω˜s2ζq
2 + iγss
2
ζq
4 + ω
(
ω2H − ω2s
)
= 0.
(19)
Let us denote the two roots of this equation in the upper complex k plane as kH1 and kH2. The analyticity of δn+(k)
in the upper half complex k plain amounts to the vanishing of the residues at kH1 and kH2, giving the two equations:
(ωs(kH)kH + iqωH(kH))A+ (iωs(kH)q + kHωH(kH))B − i e
m
ωs(kH)
(
k2H + q
2
)
φ¯+(kH) = 0, (20)
for kH = kH1, kH2. Substitution of φ¯+ to the last equation gives:
1
2 |q|
(
C−
kH + i |q| −
C+
kH − i |q|
)
+
1
2ks
ωH(ks)
ω˜
(
D+
kH − ks −
D−
kH + ks
)
= 0. (21)
The vanishing of the determinant for these two linear equations (for kH = kH1, kH2) gives the dispersion relation:
[ −ks (kH1 + ks) (kH1 − ks) (kH1 − iq) X¯+(iq) (ω˜ − ωc)− ks (kH1 + ks) (kH1 − ks) (kH1 + iq) X¯+(−iq) (ω˜ + ωc)
+ωH(ks) (kH1 + iq) (kH1 − iq) (kH1 + ks) X¯+(−ks)iq − ωH(ks) (kH1 + iq) (kH1 − iq) (kH1 − ks) X¯+(ks)iq
]×
[ + (kH2 + ks) (kH2 − ks) (kH2 − iq) X¯+(iq) (ω˜ − ωc)− (kH2 + ks) (kH2 − ks) (kH2 + iq) X¯+(−iq) (ω˜ + ωc)
+ωH(ks) (kH2 + iq) (kH2 − iq) (kH2 + ks) X¯+(−ks) + ωH(ks) (kH2 + iq) (kH2 − iq) (kH2 − ks) X¯+(ks)
]− {H1↔ H2} = 0.
(22)
5FIG. 2. Dissipationless magnetoplasmons: The dispersion relation for the edge magneto-plasmons in the dissipationless limit
(τ → ∞, ζ = ηs = 0) for Ω˜ = 1 and different values of the dimensionless Hall viscosity, η˜H ≡ ωcηH/n0ms2. The continuous
and dashed lines correspond to no-slip and no-stress boundary conditions, respectively. The gray area denotes the bulk
magnetoplasmon spectrum.
This last equation, together with Eqs. (19) and (13), con-
stitute the full solution of the problem. We have checked
that when the Fetter approximation59 is substituted into
the general solution, it agrees with the direct solution
which one can obtain in that case (see Appendix A).
B. No-stress boundary conditions
The above derivation assumed the tangential compo-
nent of the velocity to vanish at the boundary. An
alternative commonly-employed boundary condition is
the vanishing of the tangential force on the boundary,
Txy(x = 0) = 0.
23 From Eqs. (1)-(4) we have
Txy = −ηs (∂xvy + ∂yvx) + ηH (∂xvx − ∂yvy) , (23)
hence Txy(x = 0) = 0 gives
vy(0) =
1
iq
(
∂xvx(0)− ηs
ηH
∂xvy(0)
)
. (24)
Using this above relation [instead of vy(x = 0) = 0]
and following the steps of the derivation in the previous
Subsection, once again we arrive at a pair of equations
similar to Eq. (21) for kH = kH1, kH2. The no-slip case
had the simplifying but non-generic property that the
three boundary values, φ(0), ∂xvx(0), and ∂xvy(0), only
entered the solution through the two combinations A and
B, so Eq. (21) for kH = kH1, kH2 was sufficient to ob-
tain the dispersion relation. For the no-stress boundary
condition this does not happen, and a third equation is
required. Such an equation is provided by demanding the
boundary value of the potential matches the one obtained
from its Fourier transform (a condition which was auto-
matically obeyed in the no-slip case, see Appendix B)
φ(0) = lim
Imk→∞
[−ikφ+(k)] = −me
[
A+B
γH
iγs
−
(
γ2s + γ
2
H
)
γs
(
∂xvx(0)− γs
γH
∂xvy(0)
)
+
1
2 |q| (C− − C+) +
ωH(ks)
2ksω˜
(D+ −D−)
]
,
(25)
where all the parameters appearing here are as defined
previously. This, together with Eq. (21) for kH =
kH1, kH2, is a set of three homogeneous linear algebraic
equations for the boundary values φ(0), ∂xvx(0), and
∂xvy(0). To ensure a nontrivial solution we equate the
determinant of the resulting coefficient to zero, giving us
the dispersion relation.
Let us finally note that one may treat more compli-
cated boundary conditions (intermediate between no-slip
and no-stress23) in a similar manner.
IV. RESULTS
A. Parameters values
Let us now turn to estimate the values of the parame-
ters appearing in Eqs. (5)-(7). The electrons density n0
6is related to the Fermi wavevector kF by n0 = kF
2/2pi.
The number of filled Landau levels ν is then ν = n0Φ0/B,
where Φ0 = hc/e is the flux quantum (h = 2pi~ being
Planck’s constant). As for the pressure, at low tempera-
tures and without interactions or magnetic fields, the it
is given by (the grand canonical energy per unit area):
P = −2
kF∫
d2k
(2pi)
2 (k − µ) =
pi~2
m
n0
2, (26)
The non-interacting B = 0 sound velocity is then
s2 =
1
m
∂P
∂n0
=
2pi~2
m2
n0. (27)
Let us note that, as discussed above, in the presence of
a magnetic field one actually needs to use the internal
pressure93. Using the results of Ref. 43, we find that in
the integer quantum Hall regime,
s2 =
1
mn0
(
n0
∂P
∂n0
)
=
1
mn0
(n0s¯~ωc) =
2pi~2
m2
n0
2s¯
ν
.
(28)
This result coincides with the former one for the integer
quantum Hall case, where s¯ = ν/2,34,37,39,43 so we will
stick to Eq. (27) below.
Now we can calculate the dimensionless quantities:
Ω˜2 ≡ Ω
2
q
sqωc
=
ν√
2pin0a2B
, (29)
where aB = ~2/me2 is the Bohr radius in the material,
and37,39,43
η˜H ≡ ωcηH
n0ms2
=
ωc
n0ms2
~n0s¯
2
=
s¯
2ν
. (30)
For a 2D electron gas (2DEG) at the GaAs/AlGaAs
interface the effective mass (that is, the effective mass
of the conduction band of GaAs) is m ≈ 0.067me (me
being the bare electron mass) and the dielectric constant
is  ≈ 13, so the Bohr radius is aB ≈ 10 nm. A typical
number density is n0 ∼ 1013 cm−2. Thus, both Ω˜2 and
η˜H are of order unity. We will also define the dimension-
less shear viscosity η˜s ≡ ωcηs/n0ms2. It should be close
to zero in the quantum Hall regime at low frequencies
(long wavelengths), but we will also examine its effect
when non-negligible.
B. Edge megnetoplasmon dispersion
We will now show some examples of the dispersions
coming out of our results. We start from the dissipation-
less case (τ →∞, ζ = ηs = 0) and display the edge mag-
netoplasmon dispersion in Fig. 2 for Ω˜ = 1 for both the
no-slip and no-stress boundary conditions. For some val-
ues of the parameters the edge dispersion may terminate
FIG. 3. Dissipative magnetoplasmons: The edge magneto-
plamon dispersion for different values of the dimensionless
Hall and shear viscosities, η˜s/H ≡ ωcηs/H/n0ms2. We took
Ω˜ = 1, τ → ∞, and ζ = 0. The continuous and dashed lines
correspond to no-slip and no-stress boundary conditions, re-
spectively. Different colors correspond to different values of
the shear and Hall viscosities, as indicated in the legend. For
ηs > 0 the frequency has a negative imaginary part (decay),
which is plotted with the same markings below the horizontal
axis.
by overlapping with the bulk magnetoplasmon spectrum.
In Fig. 3 we go on to examine the effect of finite shear
viscosity on the dispersion, leaving the other parameters
unchanged. The finite dissipation gives the dispersion a
negative imaginary part, which is also plotted. Let us
also note that the viscosities are expected to display fre-
quency dependence43,45,47, which can straightforwardly
be incorporated into our formalism.
Finally, we numerically examined the functional form
of the dispersion at small q, and find that it is well de-
scribed by a formula of the form
ω ∼ vmpq ln
(
aωc
vq
)
, (31)
with “velocity” vmp and dimensionless coefficients a. The
leading term gives rise to magnetoplasmon velocity which
diverges logarithmically as the wavevector goes to zero,
a result of the long-range Coulomb potential65,72,73 if the
Fetter approximation59 is not employed. It is sensitive
to the viscosity, as shown in Fig. 4. This is in contrast
to the bulk dispersion, Eq. (10), where viscosity effect
enter only to order q2.35,36 This behavior is a result of
the finite decay length of the edge modes into the bulk,
which implies that even for small q the electron density
and velocity have non-negligible 2D Fourier components.
7FIG. 4. Coefficient of the leading term in the dispersion,
q ln(ωc/sq) [see Eq. (31)], as function of the dimensionless
Hall viscosity, η˜H ≡ ωcηH/n0ms2, for different values of the
dimensionless shear viscosity (similarly defined). We took
Ω˜ = 1, τ → ∞, ζ = 0. The continuous and dashed lines
correspond to no-slip and no-stress boundary conditions, re-
spectively. For ηs > 0 the coefficient has a negative imaginary
part (decay), which is plotted with the same markings below
the horizontal axis.
V. CONCLUSIONS
To conclude, we have investigated the effect of viscos-
ity (both the standard dissipative bulk and shear vis-
cosity, as well as the symmetry-protected topological,
non-dissipative Hall viscosity) on the dispersion of edge
magnetoplasmons in 2D electronic systems under the in-
fluence of a magnetic field. Extending the Wiener-Hopf
technique we have been able to find a general solution to
the problem, which can be applied for arbitrary bound-
ary conditions or frequency dependence of the viscosi-
ties. As opposed to bulk magnetoplasmons, whose dis-
persion is only affected by viscosity starting at second
order in the wavevector35,36, on the edge the dispersion
is already affected by the viscosity to lowest order in the
wavevector, making it easier to extract experimentally.
Our calculations indicate that the relevant frequencies
(. ωc) are in the microwave to THz regime, the wave-
lengths (& s/ωc) are in the tens of nm range and above,
and the velocities (∼ s) are of order of 103 km/s, in both
semiconductor heterostructures and graphene. These are
thus within reach of present edge magnetoplasmon mea-
surements58,61,66–71,74–81, or possibly adaptations of bulk
techniques94–97. In the future it would be interesting to
use the tools developed here to study the effects of vis-
cosity on the analogous modes driven by nonzero Berry
curvature instead of magnetic field82–89.
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Appendix A: The Fetter approximation
The need resort to the Wiener-Hopf method arose since
the solution of Poisson equation led to a potential-density
relation, Eq. (9), with a kernel L¯(k) which is not a mero-
morphic function; As a result, one cannot write down a
local 2D partial differential equation relating the poten-
tial and the charge density. To simplify the problem, Fet-
ter59 suggested to replace L¯(k) by a meromorphic func-
tion, L¯0(k), which agrees with L¯(k) to second order in k.
It is given by
L¯0(k) =
q
k2 + 2q2
. (A1)
In real space, this amounts to replacing the exact kernel,
L(x) =
1
2pi
K0(|qx|), (A2)
with K0 the modified Bessel function
98, by
L0(x) = 2
−3/2e−
√
2q|x|. (A3)
With the Fetter approximation, −L0/q is the Green
function of the operator ∂2x − 2q2, allowing one to re-
place the 3D Poisson equation (7) by the 2D local linear
equation (
∂2x − 2q2
)
φ(x) =
4pie

qδn(x). (A4)
Combining this with the 2D local linearized continuity
and Navier-Stokes equations (5)-(6), one can seek for a
solution which is a combination of exponential functions
of x, and impose the boundary conditions. This readily
leads to the dispersion relation.
One may also specialize our general solution, Eqs. (22),
(19), and (13), to the Fetter approximation, by plugging
in the kernel L¯0. In this case the Riemann-Hilbert prob-
lem whose solution defines X¯± [see Eq. (13)] involves
rational functions only, and can be easily solved as
X¯±(k) =
[
(k ± kH1) (k ± kH2)
(
k ± i√2 |q|)
(k ± z1) (k ± z2) (k ± z3)
]±1
, (A5)
where z1,2,3 are the roots in the upper complex k plane
of the a sextic polynomial equation,
(k2 + 2q2)
[
qsζ
2ωs(k)
(
k2 + q2
)
+ qω
(
ω2H(k)− ω2s(k)
)]
8+ 2Ω2qωs(k)
(
k2 + q2
)
= 0. (A6)
We have verified numerically that the Wiener-Hopf dis-
persion, Eqs. (22), indeed agrees with the direct solution
outline above in this case.
Appendix B: Sufficiency of Eq. (21)
In this Appendix we will verify that, for the no-slip
boundary conditions, besides Eq. (21), there are no ad-
ditional equations to be satisfied in order for our solution
to have the required analyticity properties and boundary
conditions .
First, let us check that ψ¯+ is analytic in the upper
complex plane. Performing the integral in Eq. (15) gives
ψ¯+(k) =
1
X¯+(k)
1
k2 + q2
[
Ak + iqB + (iqA+ kB)
ωH
ωs
]
+
1
2 |q|
(
C−
k + i |q| −
C+
k − i |q|
)
+
1
2ks
ωH(ks)
ω˜
(
D+
k − ks −
D−
k + ks
)
.
(B1)
This expression has two potential poles in the upper complex k plane, at k = i|q| and k = ks. The corresponding
residues are
Resψ¯+(i|q|) = 1
X¯+(i |q|)
1
2i |q|
[
Ai |q|+ iqB + (iqA+ i |q|B) ωH(i |q|)
ωs(i |q|)
]
− 1
2 |q|C+, (B2a)
Resψ¯+(ks) =
1
X¯+(ks)
1
ks
2 + q2
(iqA+ ksB)
ωH(ks)
2iγsks
+
1
2ks
ωH(ks)
ω˜
D+. (B2b)
Both can be shown to vanish when substituting the def-
initions of C+ and D+. This, together with the corre-
sponding behavior of ψ¯−, is sufficient to guarantee the
correct analyticity properties of the Fourier-transformed
potential φ¯±.
Let us now turn to the Fourier-transformed velocities.
From Eqs. (11) we obtain
v¯+x =
1
k
(
ω
δn+
n0
− qv¯+y
)
, (B3a)
v¯+y =
1
qωH − ikωs
[
iqk
e
m
φ+ − ikB +
(
ωωH − iqksζ2
) δn+
n0
]
.
(B3b)
The correct behavior of v¯+x is thus determined by that
of v¯+y . For the latter it remains to check the residue at
ωH = ikωs/q. Using Eq. (18) for δn+/n0 it can be shown
to vanish.
Finally, for any function f(x) defined for x < 0,
with a corresponding Fourier transform f¯+(k) analytic
in the upper complex plain and vanishing as |k| → ∞,
its real-space boundary values are given by f(0) =
−i lim|k|→∞ kf¯(k), and ∂xf(0) = lim|k|→∞ k2f¯(k) if
f(0) = 0. Since the Fourier functions are analytic in
the upper complex plane, the boundary conditions for
the velocity are obeyed automatically. Using this it is
straightforward to verify that all the boundary condi-
tions are obeyed by our solution. For example, from the
leading behavior of v¯+y at large |k|,
v¯+y (k) ∼ −
1
γsk3
[
ikB + ωγH
iγs
e
mk
2φ¯+(∞)− kγsA+ ikγHB
iγssζ2 + ω (γH2 + γs2)
]
,
one can verify that vy(0) = 0 and ∂yvy(0) equals the
value encoded in A and B [cf. Eq. (17)]. Similar rela-
tions hold for all the other physical quantities, without
imposing any additional constraints. The only exception
is the potential for the no-stress boundary conditions, as
discussed in Subsection III B.
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