A matrix Riemann-Hilbert problem (RHP) is constructed using the dressing method starting from two uncoupled, one-directional linear wave equations; the RHP thus obtained is then used to derive a novel integrable matrix nonlocal system of equations describing resonant wave interactions, together with its Lax pair. This system is shown to be a matrix generalization of the equations for resonant three-wave interactions and stimulated Raman scattering. Several compatible reductions admitted by this system are also discussed.
More precisely, the approach is the following: (i) Write the Lax pair for a given linear PDE, which for a large class of equations can be done algorithmically. (ii) Perform spectral analysis on said Lax pair to obtain an associated RHP. Note that this last step can be inverted: that is, one can recover both the Lax pair and the PDE itself starting from just the RHP, by looking at the asymptotic behavior of the solutions of the RHP. (iii) 'Dress' the RHP and perform similar steps as above on the new RHP to obtain a nonlinear PDE and its associated Lax pair. This use of the dressing method was demonstrated in [7, 15] b y'deriving' the nonlinear Schrödinger equation starting from its linear counterpart. On the other hand, the aim of this work is to show how this approach can also be used to derive novel integrable systems. Specifically, in this work we derive novel integrable coupled systems of nonlinear PDEs.
This paper is organized as follows. In section 2 we present the master system of equations and discuss its reductions. In section 3 we elucidate their relation to similar systems already known in the literature. Importantly, the coupled systems derived in this work are physically significant, as they describe special cases of the resonant interaction of three waves as well as stimulated Raman scattering. The physical meaning of these novel systems of equations is also discussed in section 3. A full derivation of these nonlinear systems is presented in section 4.
The master system of equations and its reductions

The master system
As discussed above, in section 4 we will use the dressing method to derive the following nonlocal system of equations: is the matrix commutator. Above, and throughout this work, we use the notation
)
where I and 0 are the 2 × 2 identity and zero matrices, respectively, = cc C diag( , ) 12 and c 1 and c 2 are arbitrary constants. We will also show that (2.1a) and (2.1b) are the compatibility condition of the following matrix Lax pair:
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. In particular, we will show in section 4 that
where xt Q(, ) , xt R(, )and xt H (, ) j for = j 1 ,..., 4 are all 2 × 2 matrices, and where the space and time dependence in the right-hand side (rhs) was omitted for brevity. For brevity, in the following we will occasionally refer to (2.1) as the '4 × 4 master system' or simply as the 'master system'.
The system (2.1) is non-local since one can eliminate H xt (, )by integrating (2.1b)t o obtain
Importantly, note that H xt (, )itself is not block off-diagonal, but the block diagonal part of H x cancels exactly that of QH [, ] in (2.1a). So (2.1a) can be written in a 2 × 2 matrix form:
while the auxiliary equation (2.1b) become
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Correspondingly, we will refer to (2.6) and (2.7) as the '2 × 2 master system'. Importantly, we note that it is only necessary to keep H 1 and H 4 out of the four auxiliary fields HH ,..., 14 , since H x 2, and H x 3, can be eliminated by direct substitution into (2.6).
Reductions
As mentioned earlier, the system (2.1) (or, equivalently, (2.6) with (2.7)) admits several consistent reductions. The first such reduction is the constraint = RQ † (where
denotes the adjoint of Q and the asterisk * and superscript T denote respectively complex conjugation and matrix transpose), which yields 
where from now on c 1 and c 2 are taken to be real. More in general, one can also go back to the 2 × 2 master system of (2.6) and (2.7), and write it in component form. Denoting the entries of Q and R as diag(1, 1, 1),d i a g ( ,, 3 ) .
(2.18)
Physical significance
It should be clear that the system (2.16) describes the resonant interaction between three waves, since, when c =0(2.16) is a special case of the classical equations for sum-frequency generation [4, 13] of continuous waves. When ≠ c 0, the system (2.16) generalizes those equations to take into account the transverse profiles of the interacting fields. Indeed, when ≠ c 0, the system (2.16) is a special case of the three-wave interaction equations, and is closely related to the equations for simulated Raman scattering, both of which also describe resonant interactions, and both of which have been extensively studied for many years. We next briefly elaborate on these relations.
Relation to the three-wave interaction equations
In [16] , Zakharov and Manakov first showed that the three-wave interaction equations could be written in Lax form, and that they were associated with a third order scattering problem. In [12] , Kaup also wrote a Lax pair in AKNS form. Specifically, Kaup considered the following system of equations:
which is the one-dimensional form of the three-wave resonant interaction equations. The Lax pair associated with (3.1)i s
2 ) Note that in order for the entries of V to be real and well-defined, the velocities c c , 12 and c 3 must be non-degenerate and sorted in increasing order. Note also that the constraint γ 1 γ 2 γ 3 = −1 is needed to obtain (3.1) from (3.2).
The system (3.1) is closely related to our system (2. and performing the change of independent variables =xc t and =tx c / , the above system then (dropping tildes) reduces to (2.16).
Relation to the equations for simulated Raman scattering
The phenomenon of stimulated Raman scattering is governed by the following system of equations (e.g., see [9] ):
This systems is not integrable in general to the best of our knowledge. On the other hand, letting ξξ τ ξξ τ
The above system admits the following Lax pair: This system is also closely related-but not equivalent-to our system of equations (2.16). In this case one can also interchange the role of x and t (to transform the temporal derivative in the third of (3.9) into a spatial derivative), but the group velocities in the first and second of (3.9) are the same, unlike in (2.16). Since the temporal and spatial derivatives have the same sign in both of the first two equations in (3.9), one can not perform a transformation to change only one of them into a different sign. Therefore, the systems (2.16) and (3.9) are not equivalent.
Derivation of the system and its Lax pair
We now present the detailed derivation of the master system (2.1). The derivation will proceed as follows: in section 4.1 we start from the RHP for a system of two uncoupled wave equations. By appropriately 'dressing' this RHP, we then obtain a 4 × 4 RHP for a matrix Mxtk (, , ) . Then, in section 4.2 we derive the 4 × 4 scattering problem starting from this RHP, and in section 4.3 we derive the corresponding 4 × 4 time evolution equation. In the process we relate the fields Q xt (, )and H xt (, )appearing in the resulting nonlinear system of PDEs to the asymptotic behavior of the solution Mxtk (, , )of the RHP as → ∞ k . The nonlinear system of equations obtained from this Lax pair is explicitly discussed in section 4.4, together with the more traditional representation of the Lax pair in AKNS form.
Derivation of the matrix RHP
The starting point of our analysis is the following pair of uncoupled one-directional linear wave equations:
each of which is associated with the linear dispersion relation ω = kc k () j . As shown in [7] , each of these equations admits the corresponding Lax pair
t jj for j = 1,2. (That is, each of (4.1) is the compatibility condition μ μ = xt tx of the corresponding overdetermined linear system (4.2).) It was shown in [8] that the spectral analysis of (4.2) leads to a scalar jump condition: (, , ) ,, , , 
The problem of reconstructing the two sectionally analytic functions μ xtk (, , )
given the jump conditions (4.3) and the normalizations (4.6)d e fines two uncoupled scalar RHPs. These RHPs can be trivially combined and converted into an equivalent 4 × 4 matrix RHP by introducing
with μ μμ = xtk ( , , ) diag( , ) 12 . The unknown Mxtk (, , )then satisfies the matrix jump condition
(, , ) (, , ) , ( 4 . 8 )
The corresponding normalization condition is
where I 4 is the 4 × 4 identity matrix. The key to 'nonlinearize' the system (i.e., to obtain nonlinear evolution equations starting from the above linear PDEs) is to modify the jump matrix in (4.8). In particular, following [8] , we replace V xtk (, , )in (4.8) with: 
. That is, we consider a modified matrix RHP for the sectionally analytic function
, (4.12) with the modified jump condition 
Derivation of the scattering problem
The main idea of the present application of the dressing method, discussed in [7] , is to construct two linear differential operators L and N such that (i) LM and NM satisfy the same jump condition as M, and (ii) LM and NM are of O k (1 ) as → ∞ k . Then, by applying the vanishing lemma (see below as well as [1] for further details), we will conclude that LM and NM vanish identically. As a result, these two operators yield the Lax pair associated with the RHP.
In this section we construct the operator L, which will yield the scattering problem (2.3a). Then, in section 4.4 we will construct N, which yields the time evolution equation (2.3b). Accordingly, we will look for L to be a differential operator in x and for N to be a differential operator in t. The simplest such choice is to take 
o as → ∞ k . Based on these considerations, we therefore define
We then claim that LM satisfies the same jump condition as M, namely:
16)
To check that (4.16) holds, note that the left-hand side of (4.16) equals
whereas the rhs of (4.16)i s
Concluding remarks
The results of this work open up several interesting questions regarding the nonlocal system of equations (2.1), both from a physical and a mathematical point of view. In particular, from a mathematical point of view, the following natural questions arise: (i) Can one formulate an IST for the matrix system (2.1) to solve the IVP? (ii) Does this system admit soliton solutions? (iii) Does this system have a bilinear form? (iv) What are the associated conservation laws? (v) What is the infinite hierarchy associated with these systems? (vi) Can the unified transform method of Fokas [7] be used to solve initial-boundary value problems? (vii) Does the system admit linearizable boundary conditions? If so, what are they? (viii) Can the nonlinear steepest descent method of Deift-Venakides-Zhou [5, 6 ]b e applied to study the long-time asymptotics?
Further interesting questions concern the relation between the reduced system (2.16), the master system (2.1) and other related integrable systems. For example: (ix) Can the equations of second-harmonic generation, the full equations for three-wave interactions and those for stimulated Raman scattering also be 'derived' using the dressing method? If so, what needs to be different to obtain those equations instead of the ones presented here? In this respect, it is interesting to note that, even though the starting point for our derivation was the linear wave equation for two uncoupled fields, the arrival point is a system of coupled equations for three interacting fields. Also, unlike the three-wave interaction equations, there seems to be no consistent reduction that allows one to reduce the number of interacting fields to two not even as a singular limit [12] . (x) Is there a more general system of resonant wave interaction that includes (2.16), (3.1) and (3.6) as special cases or reduces to them in appropriate limits? (xi) Is there a discrete analogue for all of these coupled integrable systems?
Finally, several interesting questions also arise from a physical point of view. In particular: (a) What kind of physical behavior is described by the system of equations (2.1) and its solutions? (b) Are there concrete physical systems that are governed exactly by the general system presented in this work? (c) Does the system (2.1) have a universal character (meaning that they appear in different physical settings like the nonlinear Schrödinger equation, the Korteweg-de Vries equation and the three-wave interaction equations), or are they tied to a specific physical context (like the Maxwell-Bloch equations and the equations of stimulated Raman scattering)? (d) Do the IVPs and IBVPs that are solvable by IST and its generalizations have practical relevance?
We hope that the above questions and the results of this paper will stimulate further work on these systems in the near future.
