Cross validation is commonly used for selecting tuning parameters in penalized regression, but its use in penalized Cox regression models has received relatively little attention in the literature. Due to its partial likelihood construction, carrying out cross validation for Cox models is not straightforward, and there are several potential approaches for implementation. Here, we propose two new cross-validation methods for Cox regression and compare them to approaches that have been proposed elsewhere. Our proposed approach of cross-validating the linear predictors seems to offer an attractive balance of performance and numerical stability. We illustrate these advantages using simulated data as well as using them to analyze data from a high-dimensional study of survival in lung cancer patients.
Introduction
Since its original proposal (Cox, 1972) , Cox proportional hazards regression has become the most common regression approach for analyzing survival data. Cox regression utilizes a partial likelihood construction under an assumption of proportional hazards to estimate the regression coefficients without having to specify the underlying baseline hazard. The ability to avoid choosing a specific parametric distribution for the survival time is very attractive, as time-to-event data are often poorly described by fully parametric models.
This semiparametric flexibility, however, comes at a cost. The Cox regression model can estimate relative risks, but without estimating the baseline hazard, it does not predict the absolute failure time for any given individual. This poses a challenge to assessing the predictive accuracy of a given Cox regression model. The challenge is particularly relevant for penalized Cox regression (Tibshirani, 1997; Fan and Li, 2002) , as the assessment of predictive accuracy via cross-validation is the standard method for selecting the regularization parameter and deciding upon a model.
Standard cross-validation involves dividing the data into K folds, then fitting the model on K − 1 of those folds (the training set) and assessing prediction accuracy on the remaining fold (the testing set). This process is then repeated, with each fold serving as the testing set exactly once. For Cox regression, the estimated coefficients allow us to quantify the risk for each subject in the training set relative to other members of the training set, but it is not obvious how to use those estimates to quantify the model's accuracy in the testing set.
One basic approach is to simply calculate the partial likelihood based on the observations in the test set as a measure for the model's predictive accuracy. In doing so, we calculate the risk for each member of the test set relative to other members of the test set. One drawback to this approach is that it becomes unstable when the size of the the test set is small. In particular, it cannot be applied to leave-one-out cross-validation (LOOCV), as we must have at least two observations in the test set to compare their risk relative to each other.
To overcome this drawback, an alternative approach was proposed by Verweij and Van Houwelingen (1993) . Their approach, which we describe in detail in Section 2.1, stabilizes the cross-validated log likelihood, enabling its use even when the number of subjects in each fold is small. This approach has been widely used and is the default approach to crossvalidation in many software programs, such as the R package glmnet (Friedman et al., 2010) . Although this approach fixes the stability issue, we demonstrate here that in practice, it tends to behave conservatively in terms of model selection.
In this paper, we propose two alternative ways to carry out cross validation for Cox regression. Instead of applying cross-validation to the partial likelihood directly, we propose applying cross validation to either the linear predictors of the regression model or to the deviance residuals (Therneau et al., 1990) . Through simulation studies, we compare these proposed methods with existing cross-validation approaches for LASSO penalized Cox regression in both low-and high-dimensional settings. The linear predictor approach offers the best combination of performance and stability, and we recommend using it for regularization parameter selection in penalized Cox models. We conclude by applying both proposed and existing approaches to a high-dimensional study of survival in lung cancer patients.
Methods
In the Cox model, the hazard function for subject i is given by
where h 0 is the baseline hazard and exp(X i β) is the risk for a subject with covariates X i relative to that baseline. The estimation of the coefficients is obtained by maximizing a partial likelihood. Letting t i denote the time on study for subject i and δ i indicate whether or not an event is observed for subject i, each subject's individual contribution to that partial likelihood is
where R(t i ) denotes the set of subjects at risk at time t i . The partial likelihood for the entire sample of n subjects is then given by:
Cox regression can be extended by introducing a penalty into the partial likelihood. In penalized Cox regression, β coefficient estimates are obtained by minimizing the objective function
where P λ (β) is a penalty function that depends on a regularization parameter λ.
In this paper, we focus upon the LASSO penalty P λ (β) = λ j |β j |, although the methods we analyze can be used with any penalty as well as with model selection in unpenalized Cox regression. LASSO-penalized cox regression is particularly useful for high dimensional data where the number of covariates p > n, such as predicting overall survival in cancer patients based on genome-wide expression measurements. LASSO estimates yield a sparse model where some coefficients are exactly zero. This sparsity pattern changes as we vary λ: at large values of λ, most or all of the coefficients are 0, but as λ decreases, more covariates are selected. Selecting λ is critical to LASSO estimation in the sense that the model's accuracy suffers if λ is either too large or too small.
Cross-validation is the most common method for selecting λ in penalized regression models. Suppose a data set D of n observations is partitioned into K folds:
This manuscript is concerned with the question: how should one use the kth fold D k to measure predictive accuracy based on partial likelihood? In particular, the partial likelihood (1) involves a risk set -which observations should be used to form that risk set? In the following sections, let L −k denote the partial likelihood built using data in T k , let L k denote the partial likelihood built using data in D k , and L denote the partial likelihood built using the entire data set D. The log partial likelihood is denoted by , with k and −k defined similarly. Finally, letβ −k denote the penalized estimates that are obtained by using L −k (β) in (3). Figure 1 diagrams the relationships between the four cross-validation methods we will describe in this section.
Cross validated partial likelihood
A direct approach to measure a model's predictive accuracy in D k is to evaluate the log partial likelihood atβ −k using the data in D k . Cross-validation error (CVE) is then measured by the total deviance across all K folds, which (up to a constant) is given by:
the factor of 2 is arbitrary, but often used so that CVE estimates the deviance of the model. We refer this approach as basic cross-validated partial likelihood. This is implemented in the glmnet package as the "ungrouped" option. The basic approach is by far the most common way of conducting cross-validation for models such as linear regression and logistic regression. However, the basic approach can be problematic for Cox regression in the sense that that there may not be enough observations in D k to build up the risk set for partial likelihood. For example, the basic approach cannot work with leave-one-out cross-validation, since for all folds, k would either be zero or undefined.
To address this issue, Verweij and Van Houwelingen (1993) proposed an alternative method for cross-validation in Cox models:
Here, (β −k ) is the log partial likelihood evaluated atβ −k using the entire data set D and −k (β −k ) is the log partial likelihood evaluated atβ −k on the training set T k . By avoiding the construction of a partial likelihood on the test set, this approach ensures that the risk set is always sufficiently large and the partial likelihood well-defined. We refer to this cross-validation method as the Verweij and Van Houwelingen (V&VH) approach. For many models, such as logistic regression or linear regression, the quantities (β
are equivalent to each other -in other words, the basic and V&VH approaches agree. However, Verweij and Van Houwelingen's approach is more stable for Cox regression as there is always a large number of observations in the risk sets its calculations are based on. Since its proposal, the V&VH approach has been widely implemented as a tool for cross-validation is Cox models. For example, it is used by the R packages CoxRidge (Perperoglou, 2015) , fastcox (Yang and Zou, 2017) , SGL (Simon et al., 2018) , CoxBoost (Binder, 2013) , mboost (Hothorn et al., 2018) , and glmnet (Friedman et al., 2010) . In glmnet, it is the default choice for penalized Cox regression and is referred to as the "grouped" option in the package's syntax.
Cross Validated Linear Predictors
Both of the methods in Section 2.1 consist of adding together log partial likelihood measures from each fold. An alternative method is to obtain linear predictors for each fold, then combine these linear predictors to calculate a partial likelihood. We refer to this method as the cross-validated linear predictors approach. To be more specific, we would first obtainβ −k from training set T k ; then the cross-validated linear predictors can be calculated for each observation i from the test set D k :
After repeating this for all K folds, a complete set of cross-validated linear predictorsη cv = (η cv 1 ,η cv 2 , ...η cv n ) for the whole sample is obtained. A partial likelihood can then be built using this set of linear predictors to evaluate the predictive accuracy of the model:
We define the cross-validation error evaluated with cross-validated linear predictors to be
This idea of obtaining linear predictors using test sets, then constructing the partial likelihood after pooling all linear predictors together is implemented in R package ncvreg (Breheny and Huang, 2011) . This idea has also appeared in the cross-validation literature for quantities that cannot be evaluated on only a subset of the data, such as AUC in logistic and Cox regression models (Parker et al., 2007; Simon et al., 2011; Subramanian and Simon, 2011) .
Cross Validated Deviance Residuals
The fundamental challenge of conducting cross validation for Cox regression is that the baseline hazard is not estimated from the model. Hence, another approach to cross-validation would be to include an extra step of estimating the baseline hazard and using it to quantify the cross-validation error. The standard approach to estimating the cumulative baseline hazard, Λ 0 , is the Nelson-Aalen Estimator (Nelson, 1969; Aalen, 1978) :
number of failures at time t j number at risk right before time t j .
The Cox model implies the following relationship between the baseline cumulative hazard and the cumulative hazard for individual i:Λ
The baseline hazard could be incorporated into cross-validation in a variety of ways. Here, we consider the following approach: for fold k, we obtainβ −k from the training set T k and then for each i in the test set D k ,
Note that this uses an estimate of the baseline hazard coming from the full data under the null model, but cross-validation has been applied to the estimation of the regression coefficientsβ; we will discuss the rationale for this estimator shortly. A natural candidate for incorporating the cumulative hazard into a loss function is the deviance residual, a normalized form of the Martingale residual (Therneau et al., 1990) . First proposed for model diagnostics, deviance residuals have also been occasionally used as a predictive accuracy measure (Therneau et al., 2018) . Given (10), we can first obtain the cross-validated Martingale residual:
The cross-validated deviance residuals can then be derived from the Martingale residuals:
The sum of squared cross-validated deviance residuals, id 2 i , are then used as the cross validated error, analogously to using the residual sum of squares in linear regression. We refer to this method as the cross-validated deviance residuals approach.
The baseline hazard estimate we describe here differs from the one typically used in constructing deviance residuals (Therneau et al., 1990) . Instead of the Nelson-Aalen estimator, deviance residuals are typically calculated based on a baseline hazard estimate that has been adjusted for the covariates in the model (Breslow, 1972) . In the context of crossvalidation, however, this approach is problematic. Deviance residuals measure the difference between the fitted model and a saturated model; in Cox regression, this saturated model depends on the baseline hazard. Thus, a covariate-adjusted baseline hazard would mean that each fold is compared to a different saturated model. For this reason, it is important that the baseline hazard remains constant across folds when calculating cross-validated deviance residuals; this intuition is borne out by simulations involving various other possible ways of constructing cross-validated deviance residuals (see Supporting Information). Note that this is not the case for the Brier Score or Kullback Leibler Score (described in Section 3.1), which involve absolute loss functions, not comparisons with a saturated model.
Simulation Studies
Simulation studies were conducted to compare how the methods described in Section 2 behave relative to each other in selecting the tuning parameter λ and the corresponding model for LASSO penalized regression. For these simulation studies, the covariate matrix X, consisting of n observations and p covariates, was generated from independent Normal(0, 1) samples. Given X and a coefficient vector β, survival times were generated from exponential distribution with rate parameter exp(Xβ). Censoring status indicators were drawn independently from the binomial distribution. All simulations were implemented in R (R Core Team, 2017).
Simulations Comparing Predictive Accuracy
In this section, we consider the accuracy of the cross-validation approaches introduced in Section 2. We varied the sample size, dimension, censoring percentage, and signal strength of the simulated data sets to examine how these factors affect the performance of cross-validation. Accuracy was assesed via several criteria.
Estimation accuracy was measured using the mean squared error of the coefficients (MSE). Supposeβ(λ) is the vector of coefficients estimated by a Cox model with LASSO penalty at λ, and β * the value of β used the generate the data. Mean squared error is defined to be
Throughout, we communicate the estimation accuracy in terms of relative MSE, as compared to the oracle model. For each generated data set, an oracle model was fit using Cox regression only including the variables with non-zero coefficients. Lettingβ oracle denote the resulting estimates, the relative MSE, on the log scale, is given by
where λ cv denotes the value of λ selected by cross-validation. MSE is estimated by averaging over N replications respectively forβ(λ cv ) andβ oracle , with the ratio taken afterwards. The log is taken to correct for skewness. We also measure the predictive accuracy via the mean squared prediction error, or Brier score (Van Houwelingen and Putter, 2011) . LetŜ(t 0 |λ, x) denote the predicted probability for an individual with covariates x to survive beyond time t 0 , and let y = 1 {t > t 0 } indicate whether the individual actually survived beyond time t 0 . Then the Brier score is defined to be Brier(y,Ŝ(t 0 |λ,
In our simulation study, for each data set, we generated another independent data set with 1000 uncensored observations. We computed Brier scores for all of the cross-validation methods for all individuals in this test set, setting t 0 to the median survival time.
The third measure we used is the Kullback-Leibler score, which measures the log-likelihood of the prediction model evaluated at the observations (Van Houwelingen and Putter, 2011) . With the same notation defined in the previous paragraph, the Kullback-Leibler score is defined to be KL(y,Ŝ(t 0 |λ, x)) = − y log(Ŝ(t 0 |λ, x) + (1 − y) log(1 −Ŝ(t 0 |λ, x)) .
As for the Brier score, KL scores were computed for all CV approaches at the median survival time. Results were then averaged over the N replications. For both Brier and KL scores, a smaller score represents smaller prediction error, thus indicating better prediction accuracy. The final metric we included in our study was Harrell's C Index (Harrell Jr et al., 1984) . The C Index is a rankbased statistic that measures the concordance between the linear predictor of the selected model and the observed outcome. Suppose we arbitrarily select two individuals; if the individual with the higher predicted risk also died first, then this would be considered as a concordant pair. The C Index considers all possible such pairs and estimates of proportion of those pairs that are concordant. A C Index of 0.5 means the prediction is no better than flipping a coin and C Index of 1 means perfect concordance. We computed the C Index using the independent test set of 1000 individuals described above.
For our first simulation study, the covariate matrix has n = 120 observations and p = 1000 covariates. The covariate vector β is assumed to be sparse, with β j = 0 for j ∈ {11, 12, . . . , 1000} and β j = s for j ∈ {1, 2, . . . , 10}, where s is a prespecified constant that specifies the signal strength in the simulated data set. Here, we vary s from 0.4 to 0.9. The survival outcomes have 10% expected censoring. For each of the four methods described in Section 2, 10-fold cross-validation was implemented. N = 200 replications were used for each scenario. Figure 2 illustrates the results of this simulation study. For all four metrics, the overall pattern is the same (KL scores not shown in Figure 2 due to space constraints, but they were very similar to Brier scores). Although the four cross-validation methods performed relatively similarly, the basic and linear predictor approaches had the best performance across all metrics: lower MSE, better Brier scores, and higher C Index. Table 1 displays the results of additional simulations carried out as we varied the dimension of the data set along with the signal strength. Specifically, we examined the following settings: low dimension (p = 50) with weak signal, low dimension with strong signal, high dimension (p = 10000) with weak signal, and high dimension with strong signal. In all settings, the censoring rate was 30%. For weak cases, signal strength s was set to be 0.3; for strong cases, s was set to be 0.6.
As in Figure 2 , the basic and linear predictor approaches outperform the deviance residual and V&VH approaches. The improvement is particularly noticeable in the most difficult setting: high-dimensional data with weak signal. Table 1 also provides some insight into why the deviance residual and V&VH approaches perform poorly relative to basic CV and the linear predictor approach: they act conservatively, consistently choosing larger λ values and thus, selecting fewer variables.
Stability
Given that basic cross-validation is both straightforward and demonstrates strong predictive accuracy, as seen in Section 3.1, one might wonder why it is not more widely used for Cox regression. The reason is that it suffers from several drawbacks with respect to numerical stability.
First, the number of uncensored observations in the test set may be insufficient to construct a well-defined partial likelihood for basic cross-validation, leaving the overall estimate of cross-validation error undefined as well. When computing the partial likelihood, only individuals whose events are observed will contribute to the likelihood. If there are no events observed in a particular fold, then the partial likelihood for that fold is undefined.
To illustrate how common this problem is, we generated 1000 independent data sets of n = 100 observations with a fixed censoring rate. For each data set, we conducted 10-fold cross-validation and recorded whether or not there was at least one event in each fold (i.e., whether the partial likelihood was well-defined for all folds). We repeated the same mechanism for scenarios with different censoring rates, ranging from 40% to 80%. As illustrated in the left panel in Figure 3 , at n = 100 the basic approach can be problematic even at moderate censoring rates. For example, basic CV cannot be used with over 20% of data sets when 70% of observations are censored.
Figure 3: Simulations illustrating the stability issues with the basic approach. For the figure on the left, n = 100, fold assignments are unbalanced, and the vertical axis is the proportion of undefined partial likelihoods. For the figure on the right, n = 120, fold assignments are balanced so that the number of events in each fold is the same, and the vertical axis is the standard deviation of the squared error loss. Basic cross-validation is much more variable than other approaches when the number of events in each fold is small.
One approach for alleviating this issue is to balance the censoring status across all folds when making fold assignments. That is, to ensure the number of events observed is the same (or within 1) across all folds. Unless the number of the folds exceeds the number of observed events, such as in leave-one-out cross-validation, this approach will guarantee the partial likelihood in each fold is well-defined for the basic approach, thus the overall cross-validated error is well-defined.
In this case, however, even though the partial likelihood is well-defined, basic cross-validation suffers from extreme variability. To illustrate, we generated data sets with n = 120 observations and a fixed censoring rate of 50%, so that there are 60 observed events. For each data set, we carried out cross-validation using balanced fold assignments with the number of folds set to be 10, 12, 15, 20, 30 and 60 . When the number of folds was set to be 10, there were exactly 6 events in each fold; when the number of folds was set to be 60, there was exactly one event in each fold, and so on. After each fold assignment, we computed the cross-validated error using all four approaches described in Section 3.1. We recorded the model that minimizes the cross-validation error for each approach and computed its squared error loss. We replicated the whole process for N = 200 time. In the end, we computed the standard deviation of the squared error loss for each approach.
The results of this simulation are illustrated in the right panel of Figure 3 . While the other three approaches are not affected by the number of folds and number of events in each fold, the variability of basic cross-validation increases dramatically as the number of events per fold decreases. When there is a sufficient number of events in each fold, the basic approach is similar to the other three approaches. However, when there are only one or two events in each fold, the basic approach can be up to 10 times more variable than other methods, with a corresponding increase in the mean squared error. In these situations, therefore, even though the basic approach is defined and CVE can be calculated, its performance is very poor.
To shed some light on why the variability of basic cross-validation explodes in the 60-fold scenario, note that in this case, there is exactly one event and one censored observation in each fold. In many folds, the uncensored event happens after the other observation has been censored. In this situation, the risk set at the time immediately prior to the event contains only a single observation. Its contribution to the log partial likelihood is therefore 0, which is well-defined but not informative. This situation can happen regardless of the fold size and censoring rate, but it happens far more often as the number of events per fold decreases.
Based on the simulation results illustrated in this section, we suggest that one should proceed with caution if they want to use the basic approach: (i) it is best to balance the censoring status when creating fold assignments for the basic approach, (ii) avoid using the basic approach in conjunction with a high number of folds, and (iii) avoid using the basic approach when the number of observed events is small. Alternatively, use the linear predictor approach, which has similar performance without the stability issues.
Leave-One-Out Cross Validation
As discussed earlier, basic cross-validation cannot be used to carry out leave-one-out cross validation (LOOCV) for Cox regression models. The other three approaches (V&VH, linear predictor, and deviance residual), however, are not subject to the stability issues described in Section 3.2, and can be used to implement LOOCV. Here, we compare these three approaches for carrying out LOOCV, and also compare LOOCV to 10-fold CV.
Figure 4: Simulation comparing LOO and 10-fold CV across three different approaches. With N = 200 replications, the data sets generated have dimension n = 120 and p = 1000. The vertical axis is the log(MSE ratio). In each panel, the LOO version and 10-fold version of the same approach are plotted. In all three panels, 10-fold basic cross-validation is included as a baseline for comparison (blue line).
For this simulation experiment, we generated datasets with n = 120 and p = 1000, using the same data generating procedure as described in Section 3.1. For each of the V&VH, linear predictor, and deviance residual approaches, we conducted both 10-fold CV and LOOCV. We also conducted basic 10-fold cross-validation as a baseline for comparison. We recorded the model that minimizes the cross-validated error for each approach. After N = 200 replications, log of the MSE ratio was computed using the same definition described in Section 3.1.
Results of the simulation are shown in Figure 4 . The panels illustrate the results for each CV approach, one with the 10-fold version and one with the leave-one-out version. The 10-fold basic approach was plotted in all three panels as a baseline for comparison. For all three approaches, the Leave-One-Out version selected models with a smaller log(MSE ratio) than the 10-fold version. For the V&VH and deviance residual approaches, however, LOOCV was still inferior to basic 10-fold CV. As described in Section 3.1, these approaches tend to be conservative, selecting a larger-than-optimal value of the regularization parameter; LOOCV helps with this problem, but does not alleviate it entirely.
On the other hand, the LOOCV version of the linear predictor approach surpasses basic 10-fold CV, with a smaller log(MSE ratio) across all signal strength levels. At the same time, even the 10-fold version of the linear predictor approach outperforms the leave-one-out version of the V&VH approach and the deviance residual approach. In other words, although adopting a leave-one-out approach improves the predictive accuracy for V&VH and deviance residual cross-validation, the magnitude of improvement in predictive performance is smaller than the improvement gained from switching to the linear predictor approach.
Cross-Validated C Index
All of the cross-validation approaches described in Section 2 use the Cox partial likelihood, in one way or another, as the criterion upon which model selection is based. In this section, we compare these likelihood-based approaches against an alternative approach of cross validation using concordance, also known as the cross-validated C Index. This is a widely used approach for conducting cross-validation with time-to-event outcomes, particularly for machine learning models Simon et al., 2011) . This approach typically proceeds by constructing cross-validated linear predictors, as in Section 2.2, but then using those predictors to calculate concordance as opposed to partial likelihood.
We conducted simulations in both low dimensional (p = 50, n = 150) and high dimensional (p = 1000, n = 120) settings. For each scenario, we generated data from a spectrum of signal strength as in Section 3.1. Results of the simulations are illustrated in Figure 5 . We used the linear predictor approach (CV-LP) here as the representative approach for likelihoodbased cross-validation.
Several observations can be drawn from Figure 5 . First, likelihood-based CV tends to select more accurate models, as judged by both mean squared error and Brier score. Second, likelihood-based CV is also more stable than the AUC-based CV, in the sense that it tends to select a narrower range of models, with more consistent performance, than CV-AUC. Lastly, CV-AUC is consistently more liberal than likelihood-based CV, selecting models with smaller values of the regularization parameter λ, and therefore preferring models with larger coefficient values and more nonzero coefficients.
Application to Real Data
In this section, we demonstrate the usage and performance of the aforementioned cross-validation methods when fitting penalized regression models on data from a study of gene expression and survival in patients with lung cancer. Shedden et al. (2008) conducted a large, retrospective study to validate prognostic gene expression signatures as predictors of overall survival in lung cancer patients. They gathered expression profiles of 22,283 genes for 442 non-small-cell lung cancer (NSCLC) patients along with some additional clinical and demographic data. About 50% of the patients died during the course of the study (236 events), with the rest censored.
For this analysis, we fit elastic net models to the data in addition to lasso models, as these models often improve upon the lasso when many correlated genes are involved (Zou and Hastie, 2005) . The clinical variables stage, age and gender were included in the model without penalization, as it is reasonable to assume that all three have an effect on survival. In addition to the regularization parameter λ, the elastic net model has an extra tuning parameter α, where α = 1 corresponds to lasso and α = 0 corresponds to ridge regression. For α ∈ {0.3, 0.5, 0.7, 0.9, 1}, we selected a regularization parameter λ that has the lowest cross-validation error for each of the four cross-validation methods described in Section 2. Although each method can be used to select a pair of α and λ values, the methods are on different scales and cannot be directly compared with each other. For this reason, Table 2 reports the cross-validated C-Index and Brier Scores for each method's choice of λ at each value of α. As shown in the table, the elastic net model with λ and α = 0.3 selected by the cross-validated linear predictor approach has the best performance in terms of C Index and Brier Score. 
Cross-validated C Index
Brier Score α = 0.3 α = 0.5 α = 0.7 α = 0.9 α = 1 α = 0.3 α = 0.5 α = 0.7 α = 0. For each fixed α, we compared the cross-validation errors (CVE) from the four cross-validation methods along the solution path. At α = 0.3, CVEs are rescaled and plotted for all four methods along the same grid of λ values in Figure 6 . The selected λ values, where a given CVE curve reaches its lowest point, are indicated with dotted lines. The CVE curves for the basic and linear predictor approaches have greater curvature near their minima, and thus offer more clear support for the selected value of λ. In comparison, the deviance residual and V&VH approaches are flatter near their minima, supporting a considerably wider range of λ values and leading to greater model uncertainty. The selected λ values, represented by the vertical dashed lines, and their corresponding models, reflect what was observed in the simulation studies. The linear predictor approach was most liberal and selected 85 genes. While the basic approach and deviance residual approach selected 68 genes and 60 genes respectively, Verweij and Van Houwelingen's approach was most conservative, selecting only 34 genes. Similar patterns were observed for other α values.
As mentioned earlier, for the elastic net model with tuning parameters chosen by cross-validated linear predictors (λ = 0.650, α = 0.3), 85 genes were selected, of which 78 were well-annotated. We carried out an enrichment analysis of these 78 genes using ToppGene (Chen et al., 2009) ; the five most significantly enriched molecular functions are listed in Table 3 . Overall, the results are consistent with our understanding of cancer: many of the genes selected by the elastic net model are involved in signaling and the binding of transcription factors and receptors. These are precisely the pathways that tend to be disrupted in cancer. Chloride channels have also recently been implicated in several cancers as therapeutic targets (Peretti et al., 2015) .
Of particular interest is the fact that three of the selected genes (PIK3R1, PDPK1, and ITGB1) are involved in the PTEN pathway. The PTEN gene is an important tumor suppressor; mutations in PTEN are among the most common genetic changes found in human cancers and have been linked to cancers of the lung, breast, prostate, brain, and more. Time-to-event analyses like this one of gene expression data provide valuable insights for developing gene signatures that can help to identify patients with more severe disruptions to important pathways such as PTEN, thereby informing prognosis and impacting treatment decisions.
Discussion
Cross-validation is a crutial step in fitting penalized Cox regression models. In this paper, we propose two cross-validation methods for Cox Regression: cross-validated linear predictors and cross-validated deviance residuals. We conducted a series of simulation experiments to study and compare their performance with two existing approaches, basic cross-validation and Verweij and Van Houwelingen's cross-validated partial likelihood, in selecting tuning parameters when fitting penalized regression models. Despite the fact Verweij and Van Houwelingen's cross-validated partial likelihood has been widely implemented, its predictive performance appears suboptimal, particularly when the dimension of the data is large and/or signals are weak. As illustrated in both simulation studies and real data example, Verweij and Van Houwelingen's approach tends to perform conservatively, selecting fewer features than all other models. In the lung cancer data example, the number of genes selected by other methods almost doubled the number of genes selected by Verweij and Van Houwelingen's approach. From an application standpoint, using Verweij and Van Houwelingen's approach in high-dimensional applications may lead to more false negatives and miss important true findings.
While the basic approach performed well in terms of predictive performance, this approach suffers from a lack of numerical stability as discussed in Section 3.2. The cross-validated linear predictor approach performed very similarly to the basic approach in terms of predictive performance, but without any problems due to numerical stability. We recommend using the proposed linear predictor approach in practice for selecting regularization parameters in penalized Cox regression.
