Introduction
The propositional -calculus is a powerful language for expressing properties of transition systems by using least and greatest xpoint operators. Recently, the -calculus has generated much interest among researchers in computer-aided veri cation. This interest stems from the fact that many temporal and program logics can be encoded into the -calculus, and that nite-state veri cation procedures for the -calculus can be succinctly described. In addition, the wide-spread use of binary decision diagrams has made xpoint based algorithms even more important, since methods that require the manipulation of individual states do not take advantage of this representation.
Several versions of the propositional -calculus have been described in the literature, and the ideas in this paper will work with any of them. For the sake of concreteness, we will use the propositional -calculus of Kozen 12] . Closed formulas in this logic evaluate to sets of states. A considerable amount of research has focused on nding techniques for evaluating such formulas e ciently, and many algorithms have been proposed for this purpose. These algorithms generally fall into two categories, local and global.
Local procedures are designed for proving that a speci c state of the transition system satis es the given formula. Because of this, it is not always necessary to examine all the states in the transition system. However, the worst-case complexity of these approaches is generally larger than the complexity of the global methods. Tableau-based local approaches have been developed by Cleaveland 8] , Stirling and Walker 18] , and Winskel 20] . More recently, Andersen 1] and Larsen 13] have developed e cient local methods for a subset of The views and conclusions contained in this document are those of the authors and should not be interpreted as necessarily representing the o cial policies or endorsements, either expressed or implied, of Wright Laboratory or the U. S. Government.
The U. S. Government is authorized to reproduce and distribute reprints for Government purposes notwithstanding any copyright notation thereon. This manuscript is submitted for publication with the understanding that the U. S. Government is authorized to reproduce and distribute reprints for Governmental purposes. the -calculus. Mader 15] has also proposed improvements to the tableau-based method of Stirling and Walker that seem to increase its e ciency.
In this paper, we restrict ourselves to global model checking procedures. Global procedures generally work bottom-up through the formula, evaluating each subformula based on the values of its subformulas. Iteration is used to compute the xpoints. Because of xpoint nesting, a naive global algorithm may require about O(n k ) iterations to evaluate a formula, where n is the number of states in the transition system and k is the depth of nesting of the xpoints. Emerson and Lei 11] improve on this by observing that successively nested xpoints of the same type do not increase the complexity of the computation. They formalize this observation using the notion of alternation depth and give an algorithm requiring only about O(n d ) iterations, where d is the alternation depth. In an implementation, bookkeeping and set manipulations may add another factor of n or so to the time required.
Subsequent work by Cleaveland, Klein, Ste en, and Andersen 1, 9, 10] has reduced this extra complexity, but the overall number of iterations has remained about O(n d ). In 14] the authors have improved on this by giving an algorithm that uses only O(n d=2 ) iterations to compute a formula with alternation depth d, thus requiring only about the square root of the time needed by earlier algorithms.
This paper describes the propositional -calculus and general algorithms for evaluating -calculus formulas. Examples of veri cation problems that can be encoded within the language of the -calculus are also provided. The remainder of this paper is organized as follows. A formal syntax and semantics for the propositional -calculus is given in Section 2. Section 3 discusses di erent algorithms for evaluation -calculus formulas and their complexities. A brief description of Ordered Binary Decision Diagrams (OBDDs) is given in Section 4. Section 5 presents the algorithm for encoding -calculus formulas with OBDDs. The syntax and semantics for CTL and for CTL with fairness constraints is given in Section 6, while a translation of these logics into the -calculus is given in Section 7. Definitions for di erent kinds of simulation preorders and bisimulation equivalences are given in Section 8 along with encodings for these relations in the -calculus. Finally, Section 9 concludes the paper and discusses some open problems.
The Propositional -Calculus
In the propositional -calculus, formulas are constructed as follows: atomic propositions AP = fp; p 1 ; p 2 ; . . .g atomic propositional variables VAR = fR, R 1 , R 2 , . . .g logical connectives : , ^ and _ modal operators hai and a] , where a is an action in the set Act = fa;b; a 1 ; a 2 ; . . .g xpoint operators R i :( ) and R i :( ). Propositional variables bound by the xpoint operators must be in the scope of the even number of negations.
There is a stardand notion of free and bound variables (by xpoint operators) in the formulas. Closed formulas are the formulas without free variables. Formulas in this calculus are interpreted relative to a transition system M = (>;T; L) that consists of: a nonempty set of states > a mapping L : AP ! 2 > that takes each atomic proposition to some subset of > (the states where the proposition is true) a mapping T : Act ! 2 > > that takes each action to a binary relation over > (the state changes that can result from making an action)
The intuitive meaning of the formula hai is \it is possible to make an a-action and transition to a state where holds". ] is the dual of h i; for a] , the intended meaning is that \ holds in all states reachable (in one step) by making an a-action." The and operators are used to express least and greatest xpoints, respectively. To emphasize the duality between least and greatest xpoints, we write the empty set of states as ?. Also 
The interpretation of R: is similar, except that we take the greatest xpoint.
Within formulas, the negation is restricted in use, and so the xpoints are guaranteed to be well-de ned. Formally, every logical connective except negation is monotonic ( ! 0 implies ^ ! 0^ , _ ! 0 _ , hai !hai 0 ( i (S) can be de ned recursively as 0 (S) = S and i+1 (S) = ( i (S)).) Since the domain > is nite, the iteration must stop after a nite number of steps. More precisely, for some i j>j, the xpoint is equal to i (?) (for a least xpoint) or i (>) (for a greatest xpoint).
To nd the xpoint, we repeatedly apply starting from ? or from > until the result does not change.
The alternation depth of a formula is intuitively equal to the number of alternations in the nesting of least and greatest xpoints, when all negations are applied only to propositions. There are other more elaborate de nitions of alternation depth 1, 2, 9], that take into account the possibility that nested xpoints may still be independent. Such xpoints do not depend on the value of approximations to outer xpoints. Consequently, they only need to be evaluated once. This type of nesting does not increase the e ective alternation depth. However, to simplify our presentation we will use the de nition of alternation depth given by Emerson and Lei 11] . Formally, the alternation depth is de ned as follows:
The alternation depth of an atomic proposition or a propositional variable is 0;
The alternation depth for formulas like ^ , _ , hai , etc., is the maximum alternation depth of the subformulas and .
The alternation depth of R: is the maximum of: one, the alternation depth of , and one plus the alternation depth of any top-level -subformulas of . A top-level -subformula of is a subformula R 0 : of that is not contained within any other xpoint subformula of . The alternation depth of R: is similarly de ned. Figure 1 : Pseudocode for the naive algorithm We de ne model checking as a technique of verifying a model relative to its speci cation in the -calculus. This is the same as evaluating a formula in a model, i.e., nding the set of states of the model where the formula is true. Figure 1 presents the naive, straightforward, recursive algorithm for evaluating -calculus formulas. The time complexity of the algorithm in Figure 1 is exponential in the length of the formula. To see this, we analyze the behavior of the algorithm when computing nested xpoints. The algorithm computes xpoints by iteratively computing approximations. These successive approximations form a chain ordered by inclusion. Since the number of strict inclusions in such a chain is limited by the number of possible states, we have that the loop will execute at most n + 1 times, where n = j>j.
Each iteration of the loop involves a recursive call to evaluate the body of the xpoint with a di erent value for the xpoint variable. If in turn, the subformula being evaluated contains a xpoint, the evaluation of its body will also involve a loop containing up to n+1 recursive 5 calls. Thus, the total number of recursive calls will be O(n 2 ). In general, the body of the innermost xpoint will be evaluated O(n k ) times where k is the maximum nesting depth of xpoint operators in the formula.
Note that we have only considered the number of iterations required when evaluating xpoints and not the number of steps required to evaluate a -calculus formula. While each xpoint may only take O(j>j) iterations, each individual iteration can take up to O(jMjj j) steps, where M = (>; T; L) is the model and jMj = j>j + P a2Act jT(a)j. In general, then, this algorithm has time complexity O (jMjj j) k ].
A result by Emerson and Lei demonstrates that the value of a xpoint formula can be computed with O(n d ) iterations, where d is the alternation depth of . Their algorithm is similar to the straightforward one described above, except when a xpoint is nested directly within the scope of another xpoint of the same type. In this case, the xpoints are computed slightly di erently.
A simple example will su ce to demonstrate the idea. When discussing the evaluation of xpoint formulas, we will use R 1 ; . . .; R k as the xpoint variables, with R 1 being the outermost xpoint variable and R k being the innermost. We will use the notation R
to denote the value of the i j -th approximation for R j after having computed the i l -th approximation for R l for 1 l < j. We use i j = ! to indicate that we are considering the nal approximation (the actual xpoint value) for R j . For example, R ! 1 is the value of the xpoint for R 1 and R 30 2 is the initial approximation for R 2 after having computed the third approximation for R 1 . Consider the formula R 1 : 1 (R 1 ; R 2 : 2 (R 1 ; R 2 )): The subformula R 2 : 2 (R 1 ; R 2 ) de nes a monotonic predicate transformer taking one set (the value of R 1 ) to another (the value of the least xpoint of R 2 ). When evaluating the outer xpoint, we start with the initial approximation R Since we never restart the inner xpoint computation, we can have at most n increases in the value of the inner xpoint variable. Overall, we only need O(n) iterations to evaluate this expression, instead of O(n 2 ). In general, this type of simpli cation leads to an algorithm that computes xpoint formulas in time exponential in the alternation depth of the formula 6 since we only reset an inner xpoint computation when there is an alternation in xpoints in the formula. For all top-level greatest xpoint subformulas R j : 0 (R j ) of Thus, this algorithm for evaluating -calculus formulas is identical to the naive algorithm except in the case when the main connective is a xpoint operator. The pseudocode for this part of the algorithm is given in Figure 2 . Note that unlike the naive algorithm, the approximation values A i] are not reset when evaluating the subformula R i : (R i ) ( R i : (R i )).
Instead, we reset all top-level greatest (least) xpoint variables contained in . By the toplevel xpoints in a formula we mean all the xpoints of the same type ( or ) that are not in the scope of the other type of xpoints. This guarantees that when we evaluate a top-level xpoint subformula of the same type, we do not start the computation from ? or >, but from the previously computed value as in our example.
In 14] the authors observe that by storing even more intermediate values, the time complexity for evaluating xpoint formulas can be reduced to O(n bd=2c+1 ) where again d is the alternation depth of the formula. To simplify our discussion, we consider formulas with strict alternation of xpoints. We present a small example to illustrate the idea behind this algorithm.
Consider the formula: ) and go back to the inner xpoint.
Eventually, we reach the xpoint for R 2 , having computed R . Now R 3 is a least xpoint, so starting the computation of R 10! 3 anywhere below the xpoint value is acceptable.
Thus, we can start the computation for R Convergence is reached every time the xpoint is evaluated, and this xpoint is evaluated once for every outer greatest xpoint approximation of which there can be no more than n + 1. Since there can be no more than n + 1 evaluations, we can start from a previously computed xpoint no more than n times. So the number of repeated values is bounded by 2n + 1. Thus, the total number of entries in any column is bound by 3n + 2 and the total number of assignments to R 3 during the entire computation is bound by (3n + 2)(n + 1). This means that there are at most O(n 2 ) iterations performed to compute the innermost xpoint.
Again, this algorithm for evaluating a -calculus formula is identical to the naive algorithm except when the main connective is a xpoint operator. To facilitate explanation, we consider only formulas with strict alternation of xpoints, and in particular, with the form: 
Ordered Binary Decision Diagrams (OBDDs)
In this section we give a brief description of an e cient data structure for representing boolean functions. Consider the space BF n of boolean functions on n variables x 0 ; x 1 ; ;
x n?1 . We assume that there is a total ordering on the boolean variables. The ordering is given by the index, i.e. x i is ordered before x j i i < j Figure 6: OBDD for the 3 bit parity function tree corresponding to the parity of n bits has 2 n+1 ? 1 nodes. The OBDD for the same function has 2n + 1 nodes. Therefore, in some cases OBDD can be exponentially more succinct than the straightforward representation. We will use jOBDD(f)j to denote the size of the OBDD for f, i.e., the number of nodes in OBDD(f). In addition to being a canonical representation, OBDDs support the usual operations on boolean functions e ciently. The complexity of some of the operations is shown below:
Given the OBDDs for f and g, the OBDD for f _ g and f^g can be computed in time O(jOBDD(f)j jOBDD(g)j). Given the OBDD for f, the OBDD for :f can be computed in time O(jOBDD(f)j). Given the OBDD for f, the OBDDs for 9x i f and 8x i f can be computed in time O(jOBDD(f)j 2 ). Variable ordering is extremely important in OBDDs. For example, consider the following boolean function :
f(x 1 ; ;x n ;x 0 1 ; ; x 0 n ) = n i=1 (x i = x 0 i )
The OBDD for f with the variable ordering x 1 < x 0 1 < x 2 < x 0 2 < x n < x 0 n has size 3n + 2. As the following lemma shows, the OBDD for f can have size exponential in n under some variable orderings. Moreover, there are some functions whose OBDDs have exponential size under any variable ordering 4]. Let v 1 and v 2 be the nodes reached after following the path (b 1 ; ; b n ) and (c 1 ; ; c n ) from the top node. Since these two assignments can be distinguished, v 1 6 = v 2 . There are 2 n di erent assignments to the boolean vector (x 1 ; ; x n ) and each of them corresponds to a di erent node (at level n) in the OBDD F. Therefore, the number of nodes at level n in the OBDD F is greater than or equal to 2 n . 2 
Translating the -Calculus into OBDDs
In this section we describe how to use OBDDs in the model checking algorithms described earlier. Notice that has an extra free propositional variable R. FIX is described in Figure 7 . Now we give a short example to illustrate our point.
Example 5.1 Assume that the state space > is encoded by n boolean variables x 1 ; ; x n .
Consider the following formula:
= Z:(q^Y _ haiZ)
Notice that the variable Y is free in . Assume that the interpretation for q is an OBDD OBDD q (x). Similarly, the OBDD corresponding to the program letter a is OBDD a (x;x 0 ). 14 
Branching Time Temporal Logics
Let AP be a set of atomic propositions. A Kripke structure over AP is a triple M = (S; T; L), where S is a nite set of states, T S S is a transition relation, which must be total (i. The operators AG f, AF f and A(f U g) can be expressed in terms of the basic modalities described above. AG f = :EF :f AF f = :EG:f A(f U g) = :E(:f V :g) Next, we discuss the issue of fairness. In many cases, we are only interested in the correctness along paths with certain conditions. For example, if we are verifying a protocol with a scheduler, we may wish to consider only executions where processes are not ignored by the scheduler, i.e., every process is given a chance to run in nitely often. This type of fairness constraint cannot be expressed in CTL 7] . In order to handle such properties we have to modify the semantics of CTL. A fairness constraint can be an arbitrary set of states, usually described by a CTL formula. Generally, there will be several fairness constraints. In this paper we will denote the set of all fairness constraints by H = fh 1 ; ; h n g. We have the following de nition of a fair path.
De nition 6.1 Given a Kripke Structure M = (S;T; L) and a set of fairness constraints H = fh 1 ; ; h n g, a path in M is called fair i each CTL formula h i is satis ed in nitely often on the path . The semantics of CTL has to be modi ed to handle fairness constraints H. The basic idea is to restrict path quanti ers to fair paths. The formal de nition is given below: s j = EX H f i there exists a fair path starting from the state s such that 1] j = f. s j = E(g 1 U H g 2 ) i there exists a fair path starting from the state s and there exists k 0 such that k] j = g 2 and for all 0 j < k; j] j = g 1 . s j = EG H f i there exists a fair path starting from the state s such that for all i 0, i] j = f.
Translating CTL into the -Calculus
In this section we give a translation of CTL into the propositional -calculus. The algorithm Tr takes as its input a CTL formula and outputs an equivalent -calculus formula with only one action a.
Tr(p) = p.
Tr(:f) = :Tr(f).
Tr(f^g) = Tr(f)^Tr(g). Proof: Let P 1 P 2 . In this case haiP 1 haiP 2 , i.e., the successor relation is monotonic. Therefore, we have that (P 1 ) (P 2 ). Since i 0 (>) is the xpoint of the predicate transformer , we have the following equation:
Let s 2 i 0 (>). Using the equation given above we get that s 2 ( i 0 (>)). By de nition of we get that s j = f and there exists a state s 0 , such that (s; s 0 ) 2 T and s 0 2 i 0 (>). 2
The theorem given below proves the correctness of the translation algorithm Tr. Using the two equations we get that Y 1 is the greatest xpoint of the predicate transformer . = E(f U g): Let S 1 be the set of states s such that s j = E(f U g). Let : 2 S ! 2 S be the following predicate transformer:
First, we will show that S 1 is a xpoint of , i.e., (S 1 ) = S 1 By de nition, s j = E(fUg) i there exists a path starting from s such that there exists a k 0 with that property that k j = g and i j = f (for 0 i < k). Equivalently, s j = E(f U g) i s j = g or s j = f and there exists a state s 1 such (s; s 1 ) 2 T and s 1 j = E(f U g). From this condition it is clear that S 1 is a xed point of the predicate transformer . By de nition, the least xpoint of is given by Y:( Z:(q _ (p^haiZ))^haiY ) Notice that the formula given above is Tr(EG(E(p U q))). Since the inner least xpoint does not use the propositional variable Y ( associated with the outer greatest xpoint), we can compute it rst and reuse that value in the outer xpoint computation. Therefore, if we compute the inner xpoint rst, we can evaluate the formula given above in O(2jSj) iterations. Notice that given a CTL formula f, Tr(f) has the property that the inner xpoints never use the variables associated with the outer xpoint. By evaluating the xpoints in the nesting order (evaluating the inner xpoints rst), we do not have to recompute the xpoints. Therefore, the total complexity is the sum of the complexities for evaluating each xpoint independently. This is bounded by O(jSjjfj). 1 
2
Given fairness constraints H = fh 1 ; ; h n g, we extend the translation algorithm Tr in the following way:
We introduce the following formula which is satis ed at a state s i there is a fair path starting from s. that the condition \h holds in nitely often along a path" is equivalent to saying that from any point along that path in a nite number of steps we will reach a state where h holds. To understand the formula given above, notice that X:((P^haiX) _ (h^Y )) means that \P holds until h^Y , and h^Y is reachable in a nite number of steps". Since the outer xed point Y:(P^ ) indicates that this property holds globally along the path, the formula exactly corresponds to the desired property.
8 Simulation Preorders and Bisimulation Equivalences.
Simulation and bisimulation.
In this section we will use essentially the same de nition of a transition system that was introduced in Section 2, except for two special program letters and ". The letter represents the idle action; its interpretation is always xed: T( ) = f(s;s) j s 2 Sg. It is straightforward to check that is a preorder. In fact, it is the maximal simulation relation under inclusion. It is also possible to show that bisimulation equivalence is an equivalence relation. Moreover, it is the maximal bisimulation relation under inclusion.
Encoding simulation and bisimulation into the -calculus.
In order to check if the initial states of two transition systems are bisimilar using the propositional -calculus, we rst need to construct a new transition system. Given L may be arbitrary in this case.
We assume that M and M 0 have the same state and action sets. This is a technical issue because we can always de ne the transition systems on larger state and action sets. Although there are ve levels of nesting in these formulas, the alternation depth is only two. Therefore, we can compute it by the algorithm given in 11] using O((jActjjMj) 2 ) iterations or O(jActj 2 jMj 3 ) time. Recall that each iteration can take upto O(jActjjMj) time.
However, there is another algorithm by H. Andersen 2] that can compute the xpoints in O(jActj 2 jSj 2 jMj) time, which is generally better, since the number of states in a model is usually less than the number of transitions. The algorithm in 17] can also be adapted to compute weak bisimulation equivalence by precomputing the transitive closure of the " relation. However, the expense of this step dominates the cost of the entire computation. Again, it is not clear that OBDDs can be used in the last two algorithms.
Conclusion
In this paper, we show the importance of the propositional -calculus by giving translations of various graph-based veri cation algorithms into the -calculus. We also present an OBDD based algorithm for -calculus model checking which has proved to be extremely e cient in practice. Finally, we give the best known algorithm for evaluating -calculus formulas. However, there is still much work to be done in each of these areas.
Although OBDDs do not reduce the worst-case complexity of the model checking problem for the -calculus, their use in model checking has had an enormous e ect on formal veri cation. Before the use of OBDDs, it was only possible to verify models with at most 10 6 states 7]. By using the OBDD techniques described in this paper, in practice, it is now possible to verify examples with up to 10 120 states and several hundred state variables 5]. However, there is no theoretical framework which explains when OBDDs will work well in practice. Our algorithm does not depend on the data structure used to represent boolean functions, so it should be possible to use any better data structures that may be discovered.
In addition to the veri cation problems we have considered, there are other graph theoretic problems that can be encoded in the -calculus. An important question is how useful these OBDD and xpoint techniques are for problems like nding minimum spanning trees, determining graph isomorphism, etc. For example, let E(u;v) be the edge relation for a directed graph and let each vertex v be a state encoded by an assignmentṽ to the boolean variablesx = x 1 ; . .. ; x k . The formula Although strictly speaking this is not a -calculus formula according to our syntax, recall that we allow quanti cation over boolean variables in our translation of the -calculus into OBDDs.
We also discuss e cient evaluation algorithms, which exploit monotonicity properties when evaluating xpoints. However, these algorithms remain exponential in the alternation depth. We conjecture that there is no polynomial-time algorithm for determining if a state satis es a given formula. Consider an algorithm that computes least xpoints by iterating, and that guesses greatest xpoints. The guess for a greatest xpoint can be easily checked to see that it really is a xpoint. Furthermore, while we cannot verify that it is the greatest xpoint, we know that the greatest xpoint must contain any veri ed guess. Then by monotonicity, the nal value computed by this nondeterministic algorithm will be a subset of the real interpretation of the formula. The state in question satis es the formula if and only if it is in the set computed by some run of the algorithm. Also note that we can negate formulas, so the complexity of determining if a state satis es a formula is the same as the complexity of determining if a state does not satisfy the formula. Thus, the problem is in the intersection of NP and co-NP. This suggests that our conjecture will be very di cult to prove.
