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ABSTRAKT  
Dette projekt går i dybden med, hvilken betydning det kan have, når mennesker er relateret til og 
interagerer med sociale robotter, samt de etiske problemstillinger der kan opstå heraf, og hvilken 
betydning det kan have for den videre udvikling af disse robotter. Vi har undersøgt og derefter 
udvalgt nogle af de mest væsentlige etiske problemstillinger der opstår, i forbindelse med denne 
interaktion og relation. Vi vil komme ind på robotsælen Paro, der vil eksemplificere en allerede 
implementeret social robot i Danmark, som lader til at have en god virkning på folk med visse 
specifikke kognitive handicap. Dog vil Paro også bruges som et eksempel på, hvilke problemer der 
kan forekomme heraf. Paro vil ydermere danne grundlag for hvor langt vi er med udviklingen i dag, 
men også for, hvordan fremtiden kan komme til at se ud. Vi har endvidere til hensigt, at 
fremanalysere hvordan fremtidens udvikling af sociale robotter måske kan komme til at se ud, og 
dette vil vi gøre ved at se på nogle af de robotteknologier, der er under udvikling på nuværende 
tidspunkt. For at diskutere de etiske problemstillinger, vil vi inddrage tre informanter, Klavs 
Birkholm fra Det Etiske Råd, Thomas Søbirk Petersen som er lektor i filosofi og Lone Gaedt fra 
Teknologisk Institut, Center for Robotteknologi. Derudover vil vi ligeledes inddrage forskeres 
synspunkter, gennem videnskabelige artikler, og koble disse til vores indsamlede empiri. Vores 
videnskabsteoretiske position har båret præg af en filosofisk hermeneutisk tilgang, som har belyst 
vores syn på mennesket.   
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INDLEDNING  
Teknologi spiller en væsentlig rolle i vores hverdagsliv, hvor den optræder som en naturlig og 
integreret del. Det moderne samfund er under konstant forandring, hvor udviklingen af nye 
teknologier skrider hastigt fremad. Gennem årene er der kommet yderligere fokus på 
robotteknologier, der bl.a. har til formål, at afhjælpe problemstillinger inden for pleje- og 
omsorgsområdet. Disse robotteknologier skal gavne mennesker i helt almindelige 
hverdagssituationer, og i takt med udviklingen, bliver de en mere inkorporeret del af mange 
menneskers dagligdag. Omdrejningspunktet for dette projekt, er sociale robotter. Denne type af 
robotteknologi har gjort sit indtog i forskellige sammenhæng, med henblik på at skabe en relation 
og interaktion mellem mennesker og sociale robotter. Robotsælen Paro eksemplificerer denne 
robotteknologi, som hovedsageligt er blevet og bliver anvendt til plejemæssige formål i Danmark. 
Der ses generelt en positiv indstilling til denne teknologi. På trods af at denne teknologi ikke lader 
til at have nogen umiddelbar negativ indvirkning på mennesket, ved såfremt omhyggeligt og 
betænkt brug af den, finder vi det imidlertid relevant at undersøge erfaringerne omkring Paro. 
Ydermere vil vi belyse hvad man i Danmark gør for at undgå, at der opstår etiske problemstillinger i 
forbindelse med brugen af Paro.   
Vi mener, at det er essentielt ikke blot at se på sociale robotteknologiers rolle lige nu, men også på 
forskningen og udviklingen. Herunder også i et mere fremtidsorienteret perspektiv, da mange af 
teknologierne og ambitionerne omkring disse endnu kun er på et forskningsstadie. Dette skal 
naturligvis stadig ses med udgangspunkt i interaktionen og relationen mellem sociale robotter og 
mennesker. Grunden hertil er, at vi ser stillingtagen til eventuelle konsekvenser af denne 
robotteknologi, som en nødvendighed. I Japan bestræber man sig, på nuværende tidspunkt, efter at 
udvikle robotter, med udgangspunkt i naturvidenskabelige og humanistiske studier. Her forskes i at 
udvikle kunstig social intelligens baseret på afkodning af menneskelig adfærd, og/eller robotter der 
ligner mennesker i deres fysiske udtryk. Hvad sker der, hvis disse forskningsresultater bliver en 
realitet og robotter i højere grad nærmer sig en humanitet, med en langt mere avanceret kunstig 
intelligens end på nuværende tidspunkt? Hvad kan dette betyde for individet og for socialiseringen 
mellem mennesker? Eksperter og forskere er uenige om, hvorvidt dette kan virkeliggøres eller ej. 
Det er en kendsgerning, at udviklingen endnu ikke er så langt fremme, og nutidens sociale robotter 
bygger på en stadig begrænset evne til at interagere med mennesker. Imidlertid finder vi det 
nærliggende, at diskutere hvilken essens disse robotter kan tillægges, og hvilke etiske 
problemstillinger denne kan medføre. Herunder hvilken betydning det kan have når mennesker 
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udvikler følelsesmæssige relationer til robotter. Hvad hvis brugen af sociale robotter, i stigende 
grad, kan ændre eller ligefrem erstatte menneskelig omsorg? Disse er blot få blandt mange 
spørgsmål, som gør sig gældende, i interaktionen mellem mennesker og sociale robotter.  
Vi er indbyrdes i gruppen blevet motiveret af en fælles nysgerrighed og fascination for den 
højteknologiske udvikling af robotteknologier, men også de etiske aspekter omkring disse. 
Endvidere finder vi relationen mellem teknologi og mennesker interessant, og tilmed også relevant 
for vores uddannelse, da det i høj grad lægger sig op af, hvad det human-teknologiske basisstudium 
beskæftiger sig med. Yderligere blev vi til konferencen ”Mennesker og velfærdsteknologi.nu”, som 
blev afholdt i Vejle, introduceret for en række etiske problemstillinger, hvilke satte tanker i gang, 
der kunne bruges til vores videre projektforløb. Vigtigheden af hensynstagen til hvert enkelte 
individ, blev påpeget gentagende gange under konferencen, og dette gjorde således, at vi fik øjnene 
op for relevansen i at være mere bevidste om teknologiernes betydning for det enkelte individ. 
Ligeledes har kortfilmen ”Homo Artefakt” fra Det Etiske Råd inspireret os til, at se på etiske 
problemstillinger omkring sociale robotter, set i et mere fremtidsorienteret perspektiv. 
Rapporten anskuer menneske-robot relationen og interaktionen, med henblik på hvordan det ser ud i 
Danmark i dag, ved at tage udgangspunkt i robotsælen Paro, som er en allerede implementeret 
social robot. Vi vil belyse, hvilke formål denne robotteknologi har, og hvilke erfaringer har man 
gjort sig med den på både godt og ondt.   
Vi vil efterfølgende beskæftige os med hvor udviklingen af sociale robotter, er på vej hen. 
Endvidere ønsker vi at se nærmere på interaktionen og relationen mellem mennesker og sociale 
robotter, når der sker en yderligere udvikling af denne form for robotteknologi. I den forbindelse vil 
vi belyse nogle af de etiske problemstillinger, der kan forekomme heraf.  
 
PROBLEMFORMULERING  
Hvilken betydning har interaktionen mellem sociale robotter og mennesker, og hvilke etiske 
problemstillinger kan opstå ved denne interaktion for den videre udvikling af sociale robotter?  
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AFGRÆNSNING 
Der er utrolig mange spændende områder inden for feltet omkring robotteknologier, men vi har 
været nødsaget til at være selektive, for netop at afgrænse projektet. Som det fremgår i vores 
indledning, har vi valgt at fokusere på sociale robotter, som i sig selv er et stort område. Her vil 
erfaringer omkring robotsælen Paro, dominerer en del af rapporten, da den er et anvendelsesværdigt 
eksempel på en allerede implementeret social robot i Danmark. I vores projektproces har vi 
overvejet at berøre andre former for robotter, som f.eks. robotstøvsugeren der også er udbredt i 
Danmark. Disse har vi dog valgt at afgrænse os fra, da hovedparten opfattes som robotter der blot er 
designet til at skulle udføre praktiske opgaver, og derved ikke kan kategoriseres som sociale 
robotter. Vi har ligeledes afgrænset os fra, at rapporten skal omhandle begrebet velfærdteknologier, 
som er et stort spektrum af forskelligartede teknologier, både lowtech og mere hightech. Dog kan de 
teknologier vi anvender i rapporten godt falde under kategorien velfærdsteknologier. Vi vil 
kortlægge de nødvendige generelle tekniske egenskaber hos de relevante robotteknologier, for 
primært for at få en forståelse for deres omfang, som vi mener, er nødvendig for at kunne diskutere 
de etiske problemstillinger. Dog vil vi ikke give en omfattende teknisk udredelse af disse, da vi 
hovedsageligt fokuserer på de mere humanistiske aspekter.  
Vi har endvidere ikke valgt at bevæge os ind på en konkret befolkningsgruppe, da vi primært ønsker 
at fokus skal være på de etiske aspekter omkring menneske-robot interaktion og relationen, og 
derfor mente vi ikke at det var relevant at inddrage en. Vi kommer således ind på brugen af de 
sociale robotter hos en bredere vifte af befolkningsgrupper. Det kan imidlertid være essentielt at 
afgrænse sin ’målgruppe’, hvis man efterstræber at gå i dybden med eksempelvis 
velfærdsteknologier inden for plejesektoren, eller hvis ønsket er at stille skarpt på Paro og demente. 
På trods af at vi ikke har valgt at afgrænse os til en specifik befolkningsgruppe, er det vigtigt at 
bemærke, at menneskets rolle i høj grad bliver vægtet i denne rapport. Vi agter således at se på 
teknologien ud fra et perspektiv, hvor empati for mennesket er i fokus. Man kunne også 
udelukkende have set det fra robotternes perspektiv, hvor en diskussion af robotternes rettigheder i 
takt med udviklingen kunne være et fokus.  
Rapporten vil bære præg af erfaringer inden for psykologien, og tage afsæt i videnskabelige artikler, 
som beskæftiger sig med psykologiske perspektiver og teorier, men stillingtagen til mere 
omfattende psykologiske teorier vil ikke være gennemgående for denne.  Vi vil bruge viden 
omkring psykologiske aspekter til at klarlægge, hvad der kan ske i interaktionen og relationen 
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mellem teknologi og mennesker, men vægten vil være på det filosofiske studie, hvor vi vil vurdere 
hvilke etiske problemstillinger der kan forekomme herved.  
Geografisk set vil vi afgrænse os til Danmark. Vi vil komme ind på forskningen og udviklingen af 
sociale robotter i andre lande, herunder eksempelvis Japan, men rapporten vil dog ikke bære præg 
af en udelukkende komparativ analyse af forskellen mellem Danmark og andre lande. Vi vil komme 
ind på hvilken betydning de kulturelle forskelle kan have i forskellige lande, men overordnet vil 
rapporten ikke være baseret på disse.  
På trods af at vi bl.a. vil beskæftige os med sociale robotter i et mere fremtidsmæssigt perspektiv, 
vil vi dog ikke komme ind på feltet fremtidsforskning og metoder hertil.  
 
SEMESTERBINDING  
I projektet inddrager vi den obligatoriske 3. semesterdimension: Subjektivitet, teknologi og 
samfund. Ud over denne, inddrages der i projektet 4. semesterdimensionen: Videnskabsteori og 
metode. Definitionen fra RUC, på dimensionen Subjektivitet, teknologi og samfund, lyder således:  
 
”Dimensionen har fokus på relationer mellem teknologier, mennesker, kulturer og samfund. Du 
arbejder med spørgsmål som: hvilke forandringer i fx arbejdsliv, familieliv og byliv følger af 
teknologisk udvikling? Og hvordan formes nye teknologier i et samspil med brugere, læreprocesser 
og magtforhold og konflikter? Med humanvidenskab forstår vi videnskaber om mennesket, der fx 
studerer menneskets psykologi, kommunikation, kognition, arbejdsliv, sundhed mv. Disse 
discipliner ligger i krydsfeltet mellem humaniora, der studeres på det humanistiske basisstudium, 
og samfundsvidenskab, der studeres på det samfundsvidenskabelige basisstudium.” (RUC).  
 
Denne binding inddrager vi i projektet, da vi ser på interaktionen og relationen mellem mennesker 
og teknologi. I denne kontekst vil vi se på de etiske problemstillinger der kan opstå i denne 
interaktion og relation. Definition fra RUC, på dimensionen Videnskabsteori og metode, lyder 
således:  
”Dimensionen indeholder metoder du kan bruge i projektarbejdet, herunder kvantitative 
(statistiske) og kvalitative metoder (fx interviewteknik). I forbindelse med designprojekter er det 
vigtigt at stille spørgsmål som: hvilke konklusioner kan vi drage af en afprøvning af et design? Og 
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hvilke former for viden – fx sikker og usikker viden – ligger til grund for designet? Og hvordan kan 
den teknologiske usikkerhed reduceres? Dimensionen indeholder også filosofiske teorier om 
teknologiers konsekvens for mennesket, og giver dig værktøjer til at analysere etiske aspekter af nye 
teknologier.” (a, RUC). 
Ud over den fastlagte dimension, vælger vi dimensionen ”Videnskabsteori og metode”. Vi vil i 
projektet tage fat i en række videnskabelige metoder. Vi har valgt at foretage kvalitative interviews. 
Ligeledes har vi benyttet os af affinitetsdiagrammering og observatørtriangulering, som metode til 
at få overblik over mulige tematikker til empiriindsamlingen. Derudover vil vi have en 
videnskabsteoretisk tilgang, herunder den filosofiske hermeneutik.  
 
PROJEKTETS STRUKTUR 
I rapportens første afsnit vil vi beskrive vores metodiske- og videnskabsteoretiske overvejelser. 
Metodeafsnittet omfatter vores tilgang til projektet, som vil belyse hvordan vi vil gribe det an. 
Endvidere vil det omfatte vores undersøgelsesmetoder, som er interviews, desktop studies, søgning 
på eksterne databaser og konferencen som vi deltog i, til dels med henblik på at få kontakter. 
Dernæst vil vi komme ind på vores analysemetode, herunder affinitetsdiagrammering, som er blevet 
brugt medblik på at skabe overblik over vores empiri, fra de tre interviews vi har foretaget.  
I efterfølgende afsnit vil vi beskrive begrebssætningen af sociale robotter, da disse sammen med 
mennesket er omdrejningspunktet for rapporten. Vi vil endvidere kortlægge hvilken rolle sociale 
robotter har i Danmark, og komme ind på adskillige aspekter omkring robotsælen Paro, som er 
implementeret flere steder i Danmark.  
Teoriafsnittet vil beskæftige sig med teknologietik og moralfilosofi, herunder mere specifikt, 
konsekventalisme og deontologi. Teorien vil blive benyttet i vores analyseafsnit, suppleret med 
indsamlet viden fra videnskabelige artikler, og empiri fra vores interviews.  
Yderligere vil vi i projektet beskæftige os med robotsælen Paro, som et eksempel på en allerede 
implementeret social robot i Danmark. Vi kommer i afsnittet om interaktion og relation mellem 
mennesker og sociale robotter ind på hvilke problemstillinger der i denne forbindelse kan opstå. 
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Afslutningsvis vil vi se på udviklingen af sociale robotter, og herunder hvilke problemstillinger der 
gør sig gældende. I konklusionen samler vi op på de forskellige tematikker, som indgår i vores 
analyseafsnit.  
METODE OG VIDENSKABSTEORI  
Dette afsnit vil vi præsentere vores refleksioner og overvejelser i forbindelse med projektets 
empiriindsamling, litteratur og videnskabsteori. Vi vil argumentere for vores valg af metode, og de 
overvejelser vi har gjort os ved indsamlingen af empiri, samt bearbejdelsen heraf. Ligeledes vil vi 
belyse vores videnskabsteoretiske position. Metode- og videnskabsteoriafsnittet vil mere præcist 
beskæftige sig med den tilgang vi har til projektet, undersøgelses- og analysemetoder.   
TILGANG TIL PROJEKTET  
Vi har i vores projekt koblet vores egen empiri med videnskabelige empiriske resultater. Dette har 
vi gjort, for at klarlægge nogle af de væsentlige etiske problemstillinger, vi har fremtrukket og 
således brugt vores informanter til at tage stilling til disse. Vi ønsker at se på teknologien ud fra et 
perspektiv, hvor empati for mennesket er central. Ydermere vil rapporten bære præg af en 
forholdsvis åben  tilgang, på trods af de forforståelser vi i gruppen på forhånd har haft. Disse vil vi 
komme ind på i vores videnskabsteoretiske afsnit.  
VIDENSKABSTEORI OG FORFORSTÅELSER 
I følgende vil vi beskrive vores videnskabsteoretiske position, som vi yderligere vil inddrage 
undervejs i rapporten. Vores overrodende videnskabsteoretiske tilgang bærer præg af et 
filosofisk hermeneutisk perspektiv. 
 
Den filosofiske hermeneutik blev udviklet af Martin Heidegger og Hans-Georg Gadamer, som 
karakteriserer mennesket som værende et forstående og fortolkende væsen. Disse er således 
grundvilkår hos mennesket. Hermeneutikken omhandler fortolkning af tekster, dialog og samtale, 
samt sociale handlinger og praksis (Fuglsang 2009: 311). Essentielt i den filosofiske hermeneutik 
er, at fortolkning ikke er en metode, men det er noget som karakteriserer os som mennesker 
(Fuglsang 2009: 314).  
Her er hensigten ikke at undersøge hvordan vi skal fortolke, men derimod hvorfor vi fortolker som 
vi gør, altså hvordan den forståelse vi har, spiller ind i forhold til vores ageren i verden og den viden 
  
Side 11 af 86 
 
vi har om denne (Fuglsang 2009: 312). Denne fortolkning går imidlertid ikke kun fra fortolkeren til 
genstanden, men fortolkningen virker tilbage på fortolkeren (Fuglesang 2009: 320). 
 
En af hermeneutikkens væsentligste aspekter er, at fortolkningsprocessen er kontinuerlig. Det er her 
den hermeneutiske cirkel kommer ind i billedet, som er et bærende princip for Gadamers filosofiske 
hermeneutik, og anses som værende ontologisk. (Fuglsang 2009: 320). Denne betegner den 
vekselvirkning der finder sted mellem del og helhed. Disse størrelser er derved gensidigt afhængige 
af hinanden (Fuglsang et al. 2009: 312).  Fortolkning er en spiral der aldrig ender, og vi kan aldrig 
sætte os udenfor den hermeneutiske cirkel, da vi er allerede en del af den (Fuglsang 2009:321).   
 
”Forståelseshorisonten bliver udvidet og nuanceret i takt med den konstante fortolkning og 
udlægning, der foretages af verden. Og i takt med dette gør man sig nye erfaringer. […] Det er ved 
at overskride den tidligere forståelse, at horisonten flytter sig, og selve overskridelsen sker ved at 
sætte fordommene på spil.” (Fuglsang et al. 2009: 325). 
 
Vi har i vores projekt har vi tilegnet os megen ny viden, og i takt med fortolkning af empiri og 
litteratur, har vi konstant udvidet os forståelsesramme. Ligeledes har vores forståelseshorisonter 
gennem projektprocessen hele tiden rykket sig. Forståelse er ifølge Gadamer, de forforståelser og 
fordomme der ligger til grund for vores videre forståelse. Forforståelsen betyder, at vi altid har en 
forståelse forud for den forståelse som vi tilegner os, hvor at fordomme er den ”bagage” som vi 
tager med os i vores videre forståelsesproces, altså en forudfattet mening til et fænomen (Fuglsang 
2009: 322).  
 
”For Gadamer er det en illusion at tro, at vi kan gå til tingene fordomsfrit. Forståelsen af et givent 
fænomen er ikke begrænset til fænomenet i sig selv, da forståelsen altid allerede er indlejret i en på 
forhånd givet forståelesesramme – også kaldet forståelseshorisont.” (Fuglsang 2009: 322)  
 
Forståelseshorisonten udgør således de fordomme og de forforståelser vi har. Denne 
forståelseshorisont gør, at vi aldrig kan forstå et fænomen ud fra fænomenet alene, men at det 
derimod skal forstås afhængigt af den forståelsesramme vi i forvejen har. Forståelseshorisonten 
influerer derved altid måden hvorpå vi betragter et fænomen.  
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”Det er ikke muligt at fortolke en tekst uafhængigt af den begrebsverden, man fortolker og forstår 
på baggrund af. Der er en række forudsætninger, der bevidst eller ubevidst former udlægningen af 
en tekst.”(Fuglsang et al. 2009: 313).  
 
I forbindelse med vores projekt er vi i gruppen ikke gået forudsætningsløst til værks, men vi har 
derimod alle haft forskellige forforståelser. I udvælgelsen af citater fra videnskabelige artikler såvel 
som vores informanters udsagn, ligger der en fortolkning. Ligeledes gør vores forståelseshorisont, 
at vi i gruppen forstår og tolker fænomener på en bestemt måde. 
 
”Derfor spiller åbenhed og evnen til at stille spørgsmål en afgørende rolle for horisontens 
bevægelighed og foranderlighed. Det er ved at overskride den tidligere forståelse, at horisonten 
flytter sig, og selve overskridelsen sker ved at sætte fordommene på spil.” (Fuglsang et al. 2009: 
325). 
 
Ved at klarlægge vores forforståelser, kan vi på denne måde bestræbe os efter en mere åben tilgang 
til vores genstandsfelt, i det at vi gør os selv bevidste om disse, ved denne synliggørelse. På denne 
måde kan vi ligeledes sætte vores egne fordomme og forforståelser på spil. Nedenstående vil vores 
forforståelser fremstå:  
 
- Vi lever i et teknologisk samfund 
- Vi er afhængige af teknologi 
- Kunstig intelligens er noget der findes i science fiction-film 
- Kunstig intelligens kan virke skræmmende, men samtidig også fascinerende 
- Der vil i fremtiden være meget mere teknologi 
- Velfærdsteknologi fjerner den menneskelige kontakt 
- Ældre mennesker kan have svært ved teknologi 
- En fascination og frygt for at teknologi kunne erstatte de bløde værdier. 
- At velfærdsteknologier kunne umenneskeliggøre deres brugere.    
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UNDERSØGELSESMETODER  
Nærværende afsnit vil beskrive vores undersøgelsesmetoder, som primært omfatter overvejelser 
omkring vores tilgang til feltet, interviews, desktop studies og de film vi har henvist til, samt 
søgning på eksterne databaser. Ligeledes vælger vi, at betragte deltagelsen i konferencen i Vejle, 
som en undersøgelsesmetode. Undervejs i metodeafsnittet vil vi vurdere på pålidelighed og 
gyldighed.  
 
Empiriske overvejelser  
Vi startede projektet med ideen om en empirisk tilgang, med udgangspunkt i en case, men efter 
nærmere definering af vores problemformulering, besluttede vi at gå mere analytisk til værks. Dette 
betyder således at rapporten ikke vil tage udgangspunkt i en case, som først foretrukket. Denne 
ændring skyldes til dels, at vi ikke ønsker udelukkende at beskæftige os med nuværende sociale 
robotteknologier, men også at se på hvad der eksisterer på markedet i andre lande, samt på 
udviklingen af sociale robotteknologier. Vi havde som udgangspunkt planer om, at foretage et 
observationsstudie, men da den mest kendte sociale robotteknologi i Danmark, Paro, hovedsageligt 
er anvendt af demente, finder vi det problematisk at skulle observere denne gruppe. Dette bunder til 
dels i, at vi ikke havde nogen klar idé om, hvordan demente vil reagere på vores tilstedeværelse, og 
vi var af denne grund bange for, at vi ville skabe forvirring. Da vi heller ikke besidder nogen 
egentlig indsigt i sygdommen, er det svært at kunne analysere på deres adfærd. Man er nødsaget til 
at sætte sig mere ind i sygdommen for netop at forstå diverse reaktionsmønstre, og dette var ikke et 
alternativ for os. Interviews med de demente var heller ikke en mulighed, da de ikke er i stand til 
hverken at respondere eller konversere på højere plan. Dog kunne man interviewe plejepersonalet, 
som eventuelt har oplevet situationer med demente og Paro på forholdsvis tæt hold. Dette har 
imidlertid ikke været en fortrukken tilgang, da vi ikke har kunnet finde nogen steder hvor Paro 
stadig var i brug. Det kan også skade troværdigheden af interviews med sygeplejere, hvis de 
eksempelvis havde svært ved at erindre erfaringer og situationer med Paro. Vi søgte i denne 
anledning i stedet at trække på viden fra eksperter, som arbejder inden for feltet på nuværende 
tidspunkt.   
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Interviews  
Vi har valgt at beskæftige os med det kvalitative studie frem for det kvantitative. Den kvalitative 
undersøgelsesmetode har været at foretrække, da vi på denne måde kan få en dybere forståelse for 
vores genstandsfelt, frem for at lave en bred undersøgelse, som vi vil få med den kvantitative 
metode.  
 
”Hverdagslivet og samfundets problemstillinger afspejles gennem de kvalitative 
forskningsteknikker.” (Olsen et al. 2008: 231).  
 
Vi har valgt at foretage tre semi-strukturede interviews, og de betragtes alle som ekspertinterviews, 
da disse informanter beskæftiger sig med sociale robotter og/eller etik.  
 
”In contrast to biographical interviews, here the interviewees are less interest in as a (whole) 
person than their capacities as experts for a certain field of activity. They are integrated into the 
study not as a single case but as representing a group.”(Flick 2009: 165) 
 
Det fremgår af citatet, at man med ekspertinterviews er mindre interesseret i informanterne som 
personer, og mere i det som de repræsenterer eller har viden om. Dog vil vi i denne anledning 
klargøre, at vi i projektet både betragter dem som repræsenterende for en større gruppe af 
mennesker, men at vi samtidig er interesseret i deres holdninger og tilgange som individer. Ud fra 
vores videnskabsteoretiske position er vi endvidere meget beviste om, at vi som mennesker er 
fortolkende og forstående, med forskellige forståelseshorisonter. I bearbejdelsen og anvendelsen af 
empirien har vi derfor været opmærksomme på holdninger og opfattelser af diverse aspekter, som 
kan komme til udtryk. Vores informanter er selektivt udvalgt, da vi ved at disse alle er 
indflydelsesrige personer, og sammensætningen af vores informanter giver et indblik i forskellige 
indfaldsvinkler til feltet. 
For at strukturere vores interviews har vi udformet spørgerammer til de enkelte informanter, 
bestående af både lukkede og åbne spørgsmål. De åbne spørgsmål har til formål at skabe dialog, 
men også for at se om informanterne selv kommer ind på nogle vigtige aspekter, vi ikke selv havde 
overvejet. De mere lukkede spørgsmål skal sikre en mere konkret besvarelse på det vi vil vide, 
således at vi derved får dækket vores forskningsinteresser. På trods af at vi havde en spørgeramme, 
oplevede vi gennem vores interviews, at informanterne benævnte interessante og ind i mellem 
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vigtige emner eller perspektiver, som vi ikke selv havde tænkt på, og spurgte derfor yderligere ind 
til disse.  
 
Informant Klaus Birkholm  
Klavs Birkholm er journalist, forfatter og foredragsholder. Han er endvidere medlem af Det Etiske 
Råd, hvor han er formand for to arbejdsgrupper. Disse arbejdsgrupper beskæftiger sig primært med 
opgradering af mennesket, intelligente teknologier og adfærds- og følelsesregulerende medicin 
m.m. Udover at være repræsentant for Det Etiske Råd, er han også fast klummeskribent for 
Kristeligt Dagblad. Birkholm har til søger at binde bro mellem forskelligartede vidensfelter, for 
derved at kunne kortlægge nye sammenhænge (Klavs Birkholm).   
Formålet med at interviewe Birkholm har været at anskueliggøre nogle etiske problematikker 
omkring interaktionen mellem mennesker og sociale robotter, men også at give udtryk for, hvilke 
tanker de i Det Etiske Råd har gjort sig omkring brugen af Paro. Stillingtagen til mere fremtidige 
etiske spørgsmål om udviklingen af nye robotteknologier har dog også domineret spørgerammen til 
informanten. Ved interviewet har vi ligeledes været bevidste om, at det til dels er informantens egne 
holdninger som kommer til udtryk, på trods af at han også ses som værende repræsentant for Det 
Etiske Råd.  
Informant Thomas Søbirk Petersen 
Thomas Søbirk Petersen er lektor i praktisk filosofi på Roskilde Universitet. Han har en kandidat i 
filosofi, en ph.d. i moralfilosofi fra Københavns Universitet, og derudover studieleder på filosofi. I 
sin hverdag arbejder han med forskellige typer af etiske problemstillinger, af samfundsmæssig 
karakter (b, RUC). Måden hvorpå han arbejder med disse, er ved at prøve at forbedre 
beslutningsgrundlagene, ved at se på de mulige konsekvenser, de forskellige udfald kan have. 
Thomas Søbirk Petersen er konsekventalist og mener, at man skal gøre alt for at maksimere 
velfærden for den enkelte (interview 2: 0.15). Den moralfilosofiske tilgang, finder vi relevant at 
klarlægge, da hans besvarelse af problemstillingerne tager afsæt i denne.  
Vi mener, at Thomas er relevant for vores projekt, da en af hans arbejdsmetoder er at vende 
problemstillinger, og derved se dem fra flere forskellige vinkler. En anden fordel ved at bruge 
Thomas, er at han er med til nogle af de etiske debatter der findes rundt omkring i Danmark, hvilket 
giver os et indtryk af, at hans meninger bliver hørt af forskellige mennesker og er velbegrundede, og 
dette er med til at give hans udsagn en hvis pålidelighed. 
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Informant Lone Gaedt  
Lone Gaedt fra Teknologisk Institut, er projektleder for robotsælen Paro, og hun har til opgave at 
styre implementeringen af denne teknologi i Danmark.  Gaedt har en baggrund som fysioterapeut, 
men arbejder nu som senior konsulent for Center for Robotteknologi hos Teknologisk Institut 
(Carenet). Vi har vurderet at Gaedt i høj grad besidder viden om erfaringer omkring 
robotteknologier og ikke mindst om Paro. Vi har ikke interesse i at få viden omkring specifikke 
tekniske aspekter, da det ikke er hendes område. Da hun står for projektering af Paro på 
Teknologisk Institut, vil vi betragte hende som repræsenterende for dette institut. Vi har valgt 
hovedsageligt at trække på den viden, hun besidder omkring Paro, da hun anses som ekspert på 
netop det område. Vi vil ikke bruge hende til at gennemgå det helt store etiske repetoir, men 
derimod til at belyse, om de i implementeringen af Paro, medtænker etiske problemstillinger, samt 
høre hvilke erfaringer hun har gjort sig med Paro. På trods af at interviewet bærer præg af at 
undersøge aspekter omkring Paro, har vi dog fundet det interessant også at undersøge hendes 
holdning til udviklingen af sociale robotter, på et mere generelt plan. Dermed bruges hun både som 
repræsentant og som person.  
 
Pålidelighed og gyldighed 
I forhold til pålidelighed og gyldighed i vores interview, er det vigtigt at vide hvem det er man 
interviewer, og hvilken baggrund og holdninger informanterne har. I forhold til gyldighed, handler 
det om, om vi har fået svar på det vi egentlig gerne ville undersøge. (Olsen et al. 2008: 194).  
 
Ved pålidelighed kan man blandt andet se på, om man kan karakterisere sin informant som en 
ekspert indenfor feltet. Man skal vurdere hvor godt informanten er inde i det emne man ønsker at 
dække, og om det er optimalt at bruge personen som kilde, til at belyse det ønskede område. 
 
Vi har brugt en diktafon under hvert interview, således at vi ikke behøvede at notere informanternes 
udsagn. Dette gør interviewet mere pålideligt, da man derfor har deres udsagn ordret, hvilke 
formindsker mulig overfortolkning.  
 
Dokumentarfilm  
Når man bruger dokumentarfilm som informationskilde, er det vigtigt at tage højde for, at en 
dokumentarfilm ikke er et virkelighedsbillede, men et stykke redigeret information, den er blevet 
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lavet med en bestemt vinkel, da forfatteren altid har noget specielt, som vedkommende ønsker at 
vise. Man skal være opmærksom på, at den information der bliver fremstillet i sådan en film, bærer 
præg af den person, som står bag kameraet, og hvilke synspunkter og holdninger denne person, 
ønsker at formidle ud. Det er derfor vigtigt at have i baghovedet, at en dokumentarfilm er lavet med 
et bestemt formål, hvilket betyder, at den kan have nogle helt bestemte synspunkter. Dette kommer 
især til udtryk i filmen, da det er tydeligt, at producenten, Phie Ambo har valgt, at filmen skal 
belyse forskellige etiske problemstillinger omkring de sociale robotter, herunder Paro, som blev 
præsenteret. Baggrundsmusikken var ind imellem med til at skabe en dyster stemning, omkring de 
sociale robotter, som vi ligeledes har været opmærksomme på. Vi mener imidlertid, at den har været 
relevant at inddrage og at den på trods af alt, også belyser nogle vigtige aspekter.  Da dokumentaren 
beskæftiger sig med virkelige mennesker, virkelige begivenheder og miljø, øger dette 
troværdigheden. Ligeledes bliver der talt gennem billeder, men der er ikke lagt nogen kommentarer 
ind over, og dokumentaristen står i baggrunden.  
 
Vi valgte at bruge Mechanical Love, til at skaffe viden inden for området omkring sociale robotter. 
Desuden havde vores informant, Klavs Birkholm, anbefalet os at se den, da den tager fat i og viser 
en lang række, af de etiske problemstillinger, vi har valgt at tage op i vores projekt. Dokumentaren 
skulle ydermere give os et indblik i, hvordan forholdene er omkring sociale robotter rundt omkring i 
verden. Filmen præsenterer en række mennesker, hvis liv er præget af interaktionen mellem dem 
selv og en social robot, eksempelvis Paro og Hiroshi Ishiguros geminoid.  
 
Desktop studies  
Desktop studies har vi brugt til at skabe overblik over vores felt. Her undersøgte vi diverse 
teknologier og områder, for netop at kunne træffe en beslutning om projektets fokus. Vi har 
ligeledes fundet grundviden omkring Paro, Teknologi Institut, Dansk Center for Robotteknologi og 
Det Etiske Råd.  Den researchs vi har lavet på de forskellige websites, har derfor været til formål at 
komme nærmere ind på, hvilke der kunne være interessant at belyse i vores rapport. Ydermere har 
vi fundet helt basal viden til vores mere indledende afsnit, samt information om robotteknologierne. 
Desktop studies har generelt set givet os et indtryk af samfundets syn på Paro og andre sociale 
robotter. Der kan godt være en samfundsrelateret vinkel på nogle af de kilder vi har benyttet os af, 
men dette har vi været opmærksomme på undervejs, og vi har i denne kontekst været kildekritiske, 
og derfor vurderet pålideligheden af det pågældende materiale (Olsen et al. 2008: 196).  Dette har vi 
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blandt andet gjort ved at se på udgiveren på diverse websites. Vi mener, at dette er med til at give 
vores projekt et troværdigt aspekt. Den information vi har fået gennem disse medier, har vi så søgt 
videre på, gennem videnskabelige kilder.  
 
Eksterne databaser og kilder 
Da vi har til hensigt at basere vores rapport på en case, har vi valgt i højere grad at undersøge hvad 
der allerede eksisterer af undersøgelser indenfor feltet. I denne forbindelse har vi benyttet os af 
validerede kilder fra videnskabelige artikler. Vi har fundet ud af at vores felt er et forholdsvist 
betrådt felt. Disse artikler har vi primært fundet på eksterne databaser, men vi har også benyttet os 
af google.scolar.com. Søgningen på diverse eksterne databaser var i begyndelsen af 
søgningsprocessen meget bred, men vi har formået i takt med tilvænning til brugen af disse, at blive 
mere specifikke i vores søgning. Dette skyldes også, at vi har fundet frem til hvilke keywords der 
har givet gode resultater, og dermed relevante artikler for vores projekt. Vi fik undervejs i processen 
således en bedre fornemmelse af hvad vi præcis skulle søge efter. Mange af databaserne foreslog 
endvidere nye keywords, som vi ikke selv havde tænkt på.  
Konferencen  
Som en del af vores undersøgelsesmetode, har alle gruppemedlemmer deltaget i konferencen 
’Mennesker og Velfærdsteknologier.nu’ i Vejle, torsdag den 14. oktober 2010. Deltagelsen i denne 
konference havde til formål, at få kontakt til relevante mennesker, som beskæftiger sig med 
robotteknologier og etisk stillingtagen til disse. Endvidere skulle det give os et billede af debatten 
omkring robotteknologierne, og hvor vi i Danmark står i forhold til etiske overvejelser omkring 
disse. På daværende tidspunkt havde vi endnu ikke fået afgrænset vores projekt i særlig stor grad, 
og efterfølgende har det fået en anden drejning.  
Konferencen vekslede mellem workshops og foredrag. Mange borgerorganisationer og offentlige 
instanser mødte op, og nogle af disse holdt foredrag, hvor de gav et indblik i forskellige erfaringer 
og perspektiver på velfærdsteknologier. Konferencen omfattede også forskellige workshops 
henholdsvis; teknologi, etik, organisation, kompetencer og rundt om velfærdsteknologi. Af disse 
workshops valgte vi at deltage i dem, som vi på daværende tidspunkt fandt mest relevante for vores 
projekt. Vi opdelte os i tre af de førnævnte workshops, ’etik’, ’rundt om velfærdsteknologi’ og 
’kompetencer’. ’Rundt om velfærdsteknologier’ valgte vi at deltage i, da vi endnu ikke var 
afklarede med hvilke robotter vi ville beskæftige os med. Af denne grund var ideen, at det skulle 
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give et overblik over de forskellige robotteknologier på markedet. Vi havde på det tidspunkt 
tiltænkt at projektet skulle omhandle en eller flere robotteknologier under kategorien 
velfærdsteknologier. Efterfølgende har projektet, som før nævnt, fået en anden drejning, således at 
fokus ikke længere skulle være på velfærdsteknologier. På trods af at velfærdsteknologier ikke 
længere præger vores projekt, har denne ligesom de andre workshops givet os ny viden. 
Workshoppen ’kompetencer’ deltog ét gruppemedlem i, og dette brugte vi til at få et indblik i hvilke 
kompetencer man skal have, for i en eller anden grad, at beskæftige sig med velfærdteknologier. 
Workshoppen viste sig ikke at være relevant for vores projekt. Tre af gruppemedlemmerne deltog i 
workshoppen ’etik’, og det var hovedsageligt denne, som vi fandt relevant for vores projekt, hermed 
også set i forhold til, hvad vores projekt er mundet ud i. Her skulle vi diskutere forskellige etiske 
problemstillinger omkring velfærdsteknologier, og udfordre de andre deltagere gennem 
gennemførelse af argumenter. Det var i denne sammenhæng at vi fik kontakt til to af vore 
informanter, Klavs Birkholm og Lone Gaedt.  
 
 
ANALYSEMETODE 
Vi er blevet inspireret af affinitetsdiagrammering som metode til at få et overblik over mulige 
emner af empiriindsamlingen, og til strukturering af analyseafsnittet (Bødker et al. 2008: 289). 
Denne metode sikrer dermed også forskertriangulering, som vi vil komme ind på i det følgende 
afsnit.  
 
    
 
Vi startede processen med at alle seks medlemmer, individuelt hørte de to interviews igennem.  Vi 
hørte ét interview af gangen, hvor imens vi nedskrev og citerede vigtige udsagn eller pointer på 
post-its. Undervejs måtte vi stoppe eller spole tilbage flere gange i interviewene, som var optaget på 
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en diktafon, for grundigt at kunne citere informanternes udtalelser. ”Hvert Post-it repræsenterer, i 
form af stikord, en observation eller et udsagn fra et interview.” (Bødker et al. 2008: 289).  Vi fik 
omtrent plus/minus 100 post-its pr. gruppemedlem. Vi angav tidspunktet på hvornår det vi nedskrev 
på post-itsne blev sagt, således at vi altid kunne finde det igen, hvis nødvendigt. Ligeledes havde vi 
angivet informanternes navne, for på denne måde at kunne skelne mellem hvem der sagde hvad.  
Efter denne første individuelle proces, samlede vi alle post-its, hvorefter vi helt tilfældigt fordelte 
disse på et stort bord. Vi begyndte nu på næste trin, hvor vi rykkede rundt på post-itsne, efter hvilke 
vi hver i sær mente, passede sammen. På denne måde opstod der naturlige grupper, men dog var det 
tilladt at omrokkere dem, hvis man mente, at nogle post-itsne passede bedre et andet sted. Vigtigt 
ved denne proces var, at vi på ingen måde kommunikerede sammen, sådan at det var en nonverbal 
proces, således at alle havde mulighed for at tænke selvstændigt og være medbestemmende. 
(Bødker et al. 2008: 289-291). Dette var den mest tidskrævende del af processen, men lidt efter lidt 
blev det mere overskueligt og give mere mening.  
Da alle post-its var fordelt i grupper, med undtagelse af dem som vi ikke syntes var relevante at 
placere i en gruppe, blev de gennemgået én efter én. Dette skete gennem dialog, og vi læste alle 
post-its højt og sorterede dem fra, som gik igen. Endvidere fik alle grupperne en passende 
overskrift. Det tog imidlertid lidt tid, før alle grupper og overskrifter gav mening i den store helhed.  
Ved hjælp af denne metode opstod der nogle grupper som senere blev vores tematikker. Disse 
havde vi måske ikke fået, ved en normal gruppediskussion. Ligeledes har mange af disse 
tematikker, dannet grundlag for analyseafsnittet i vores rapport. Nogle af tematikkerne kom under 
andre afsnit, da vi ikke mente at de skulle have et helt afsnit for sig selv.  
 
De tematikker som udsprang af affinitetsdiagrammeringen, og som vi yderligere har brugt som 
afsnit i vores rapport er som følger:   
 
- Følelsesmæssige relationer til robotter 
- Betydning for relationen mellem mennesker 
- Sociale robotter i stedet for menneskelig kontakt 
- Foregivelse 
- Stillingtagen til udviklingen af sociale robotter 
- Kulturelle forskelle 
- Sociale robotters roller 
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- Socialisering og personalisering af sociale robotter 
- Registrering 
- Sociale robotter og rettigheder 
- Kontrol, retningslinjer og love 
- Hvem sidder med ansvaret? 
 
Da vi alle havde indflydelse på empirien af vores interviews og dermed også analysen, 
formindskede det chancen for at overse vigtige punkter. Eftersom alle i gruppen var med til 
processen, kom der flere synsvinkler på samme datamateriale, som også var med til at sikre 
gyldigheden og styrke pålideligheden. Det er i denne forbindelse, at observatørtriangulering 
kommer ind i billedet. Ved observatørtriangulering er der flere perspektiver på samme materiale, 
hvilket formindsker den bias der ville være, hvis kun én fra gruppen havde gjort det.  
 
”Denzin names investigator triangulation. Different observers or interviewers are employed to 
detect or minimize biases resulting from the researcher as a person. This does not mean a simple 
division of labor or delegation of routine activities to assistants, but rather a systematic comparison 
of different researchers´ influence on the issue and the result of the research.” (Flick 2009: 444) 
 
De mange perspektiver på datamaterialet, bidrager imidlertid til et mere reflekteret resultat, i det vi 
alle har forskellige forståelseshorisonter. 
BEGREBSSÆTNING AF SOCIALE ROBOTTER  
I dette afsnit vil vi indkredse hvordan vi definerer begrebssætningen af sociale robotter. Grunden 
heraf er, som tidligere nævnt, at sociale robotter vil være omdrejningspunktet for denne rapport, og 
det er i den anledning at vi finder det relevant at klarlægge, hvad der generelt forstås med denne 
begrebssætning. 
Diverse videnskabelige artikler beskæftiger sig til dels med, at afgrænse hvad der skal forstås med 
denne robotteknologi. Vi mener imidlertid ikke, at der findes en konkret og endegyldig definition, 
og derfor vil vi ud fra flere perspektiver spore os frem til måden hvorpå vi vil betragte 
begrebssætningen af sociale robotter. 
Som vi skitserede i vores afgrænsning, vil vi ikke komme ind på alle former for robotteknologier. 
Her kan vi eksemplificere en teknologi som robotstøvsugeren, der er udstyret med sensorer til, at 
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kunne bevæge og orientere sig i et rum, uden at støde ind i andre objekter. Vi ser denne som en 
udelukkende funktionsdygtig og fysisk robot, som ikke er designet til at skulle interagere med 
mennesker, men derimod at skulle udføre en enkelt opgave, nemlig at støvsuge. Designet af 
robotstøvsugeren udtrykker endvidere dens funktion, og opfodrer i dens fysiske struktur, derved 
ikke til menneskelig kommunikation. En anden robotteknologi som vi ligeledes ikke vil komme 
yderligere ind på i denne rapport, er spiserobotten MySpoon, som man er begyndt at implementere i 
Danmark. Denne teknologi har til formål, at fodre folk der selv har svært ved at spise, og erstatter 
her en sygeplejer. Grunden til at vi ikke vil beskæftige os med denne teknologi, er af samme årsag 
som robotstøvsugeren. Dog forekommer der mange nye og andre interessante etiske 
problemstillinger ved implementeringen af denne teknologi, som man kunne have beskæftiget sig 
med. Den type af robotteknologi som vi derimod vil beskæftige os med, sociale robotter, appellerer 
i en eller anden grad mere til, at skulle fungere i en social kontekst. Sociale robotter kan godt være 
multifunktionelle, i det at de både kan udføre fysiske og sociale opgaver. Et eksempel på en 
definition fra en videnskabelig artikel, lyder således: 
 
”an autonomous or semi-autonomous robot that interacts and communicates with human by 
following the behavioral norms expected by the people with whom the robot is intended to interact” 
(Bartneck, C, et al. 2004; 1). 
 
En anden artikel skriver: 
“Embodied agents that are part of a heterogeneous group: a society of robots or humans. They are 
able to regonize each other and engage in social interactions, they posses histories (persive and 
interpret the world in terms of their own experience), and they explicitly communicate with and 
learn from each other” (Terrence Fong, et al. 2002; 1). 
 
Fælles for disse beskrivelser og vores opfattelser af hvad en social robot er, ligger i at en social 
robot handler autonomt, og den interagerer på social vis ved enten kommunikation eller interaktion. 
Ydermere deler vi opfattelsen om, at en social robot bør handle i overensstemmelse med 
forventningerne fra de individer der interagerer med den. I forhold til hvor stor vægt vi lægger på de 
erfaringer sociale robotter skaber, er vores krav ikke endvidere komplekse. Vi beskæftiger os i 
nærværende rapport bl.a. med robotsælen Paro, der har et meget simpelt læringssystem, og robotten 
Kismet, der har et reaktionsmønster som et spædbarn. Grunden hertil, er at vi bl.a. tager 
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udgangspunkt i grundproblemstillingerne ved interaktion og relationen mellem menneske og robot. 
I forhold til at udelukke nogle bestemte robotter, for således at kunne tydeliggøre hvad der menes 
med sociale robotter. Vi gør os delvist enige i denne redegørelse: 
  
”A completely remote controlled robot cannot be considered to be social since it does not make 
sicisions by itself.” (Bartneck, C, et al. 2004: 2). 
 
Grunden til at vi kun delvist er enige, er, da vi bruger et eksempel på en robot (geminoid), som ikke 
er autonom, men vi alligevel har valgt at belyse, pga. dens menneskelige fremtræden. Så for at 
opsummere og konkretisere vores begrebssætning af sociale robotter i nærværende rapports 
kontekst, kan vi sige at; en social robot er en robot der har til formål at interagere og/eller 
kommunikere i en social kontekst, med sine omgivelser, hvad end formålet måtte være. Vi vælger at 
se sociale robotter som nogle der kan interagere eller kommunikere på egen hånd, i den forstand, at 
de stadig er underlagt menneskelig kontrol. Ydermere er karakteristika at robotten har et 
genkendelsesmønster, af enten simpel eller kompleks karakter, alt efter robottens formål. 
Nu hvor vi har identificeret begrebssætningen af sociale robotter, er det vigtigt at bide mærke i, at 
forståelsen og betydningen heraf, i takt med udviklingen, kan ændre sig. Hvis vi forestiller os at 
robotterne gennem tiden i højere grad bliver i stand til at kommunikere med mennesker, på lang 
mere intelligent plan end på nuværende tidspunkt, kan det tænkes at man må omdefinere 
betydningen af sociale robotters størrelse. 
TEORI  
I dette afsnit vil vi indledningsvis opridse hvad der forstås med teknologietik. Ligeledes vil vi 
beskrive moralfilosofien, og herunder klarlægge konsekventalismen og deontologien, der har 
forskellige måder at tackle hvornår en handling er etisk korrekt. Endvidere vil vi kortlægge hvordan 
etikken bruges i vores projekt. 
 
TEKNOLOGIETIK  
Teknologietik er en etikretning der er opstået, som en følge af, at vores liv i stadig større grad bliver 
berørt af teknologi. Teknologietikken er en gren af anvendt etik, og kan defineres som følgende: 
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”Studiet af etiske overvejelser i forhold til udviklingen og anvendelsen af teknologiske produkter.” 
(Søbirk slide: 8) 
 
Der kan f.eks. være spørgsmål om, hvorvidt det er etisk korrekt at benytte en given teknologi, 
herunder kunne et eksempel være kloning som har været meget omdiskuteret gennem tiden. Det 
handler således om stillingtagen til konkrete problemer og dilemmaer i praksis 
”[…] sigtet med den anvendte etik, at bidrage med løsninger på de mange konkrete problemer, 
hvor der hersker tvivl om, hvad vi skal stille op.” (Ryberg 2008: s. 95). 
 
Teknologietik er hovedsageligt en term, som bruges i relation til at vurdere en teknologis etiske 
forsvarlighed (Ryberg 2008: 95). For at få et mere eksakt billede af hvad teknologietik er, kan man 
betragte hvad der forstås med etik helt generelt. ”Etik er læren om hvordan mennesket – ubetinget 
set - bør handle.” (slide, dias 5). Etik og moral er begreber, som i praksis ofte bruges i forlængelse 
af hinanden, men betydningen og forskellen heraf kan være forskellig (Ryberg 2008: 92). Moral kan 
betegnes som de holdninger og forbehold, enhver af os har i vurderingen af en handling, hvorimod 
etik nærmere kan beskrives som: ”[…]‟filosofi om moralske spørgsmål‟.” (Føllesdal et al. 1992: 
87). Etik er således ækvivalent med moralfilosofi. I denne kontekst er anvendt etik, en disciplin 
inden for moralfilosofi. Vi vil her kigge nærmere på etikken mere specifikt. 
 
KONSEKVENTALISME OG DEONTOLOGI  
Konsekventalismen er en etisk teori hvor konsekvenserne af ens handlinger vurderes. 
Konsekvenserne bestemmer hvorvidt ens handlinger er etisk korrekte. Indenfor konsekventalismen 
skal man forholde sig til, hvorvidt man ved konsekvenser mener de konsekvenser der rent faktisk 
opstår efter en given handlingen, eller de konsekvenser man i situationen kan forvente sig vil opstå 
(Føllesdal et al. 1992: 87). Man kan således skelne mellem konsekventalisme som en 
beslutningsprocedure og konsekventalisme som et rigtighedskriterium (Søbirk slide: 12). Men det 
er altid i konsekventalismen, at konsekvenserne bestemmer om en handling er rigtig eller forkert. 
Det er således et spørgsmål om det er de faktiske konsekvenser eller de konsekvenser man kunne 
forvente (Føllesdal et al. 1992: 88). Under konsekventalismen er der fire forskellige retninger, 
henholdsvis; egoismen, utilitarismen, eglitarismen og prioriteringsprincippet. Den mest anvendte 
form, er dog utilitarismen. Denne tilgang vurderer hvorvidt det er en etisk korrekt handling eller ej.  
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Deontologien derimod, beskæftiger sig ikke kun med hvilke konsekvenser ens handlinger har, når 
man skal bestemme om en handling er rigtig eller forkert, den beskæftiger sig også med hvilke 
motiver eller sindelag den udføres med (ibid.: 88). Deontologi beskæftiger sig med, at der er nogle 
ting som altid er rigtige eller forkerte at gøre. Men der er også indenfor deontologien, variationer af 
hvor meget man vægter rigtig og forkert. Deontologien kan deles op i handlingsdeontologi og 
regeldeontologi (ibid.: 90). Regeldeontologien er den mere restriktive af de to, ifølge den er der ting 
der altid vil være forkert lige meget hvilke konsekvenser eller følger det vil have, at lade være at 
gøre det. Eksempelvis det 5. bud: ’du må ikke slå ihjel’. Her vil regeldeontologien argumentere for, 
at selvom man kan redde 1000 mennesker ved at slå en person ihjel, vil det stadig være forkert.  
Hvorimod handlingsdeontologien mener, at der kan være gange hvor det er nødvendigt at bryde 
nogle af disse regler. Det handler om at bruge sin intuition, og om hvad der er moralsk forsvarligt at 
gøre (Føllesdal et al 1992: 90). Hvor regeldeontologien f.eks. vil hævde, at det altid er forkert at 
lyve, vil handlingsdeontologien påstå, at det er i orden at lyve, hvis det kan forhindre, at man bliver 
nødt til at slå en ihjel.  
 
HVORDAN VI BRUGER VORES TEORI  
Vi bruger anvendt etik, herunder teknologietik i henhold til vores empiri, ud fra de etiske 
problemstillinger som vi er kommet frem til. Vores informanter arbejder med etiske spørgsmål i 
praksis, hvilke gør det relevant at kortlægge hvad teknologietik er. Vi vil bruge moralfilosofi til at 
belyse vores informanters position, og vi mener at det er essentielt at komme ind på, for at forstå 
hvilke argumenter de fremfører og hvorfor.  
Endvidere vil vi diskutere etik, ved at opstille forskellige problemstillinger og diskutere ud fra vores 
informanters udsagn samt videnskabelige vikler på disse.  
SOCIALE ROBOTTER I DANMARK  
I dette afsnit vil vi klarlægge, hvor vi i Danmark står på nuværende tidspunkt, i forhold til 
forskningen og udviklingen af sociale robotter. Det vil ligeledes blive belyst, hvilken 
opmærksomhed der er omkring dette felt blandt forskere.  
 
På Danmarks Tekniske Universitet, forskes der netop nu, i at udvikle de nuværende kunstige 
intelligenssystemer, så interaktionen mellem mennesker og robotter bliver mere betydningsfuld. I 
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denne forbindelse, er det lykkedes dem at udvikle en teoretisk ramme, hvori de kan eksperimentere 
med disse. Da robotterne ikke er så langt i udviklingen, er det afgørende at forskerne kan løse 
problemet, med at robotterne ikke kan danne sig et billede af den person, som den skal interagere 
med (Hildebrandt 2010).  
 
Ligeledes arbejdes der også med robotteknologi på Aalborg Universitet. De har som de første, med 
undtagelse af Japan, oprettet et Geminoid Lab, som er et laboratorium, hvor de arbejder med en 
robot, der ligner et menneske. En Geminoid er en ”tvillinge-robot”, altså en robot som er designet 
så den ligner et allerede eksisterende menneske, Geminoiden befinder sig dog ikke på Aalborg 
Universitet endnu, da den først skal bygges i Japan (Aalborg Universitet). 
 
Dette er eksempler på to universiteter i Danmark, der forsker i kunstig intelligens. Dog er dette ikke 
det eneste sted hvor sociale robotter er aktuelt i Danmark. Det er dog mest under titlen 
velfærdsteknologier, sociale robotter bliver diskuteret.  
 
I år 2008 blev ABT-Fonden oprettet i forbindelse med finansloven, der er en politisk aftale mellem 
regeringen, Dansk Folkeparti og Liberal Alliance. ABT-Fonden, er en organisation der støtter 
projekter som giver effektiviseringsgevinster i den offentlige sektor. De giver økonomisk støtte i 
form af 3 milliarder kroner til arbejdskraftbesparende teknologier, i perioden 2009-2015 (ABT-
fonden).  
 
Teknologisk Institut har Paro, en terapeutisk sæl, som er den sociale robot der er mest oplysning 
omkring. Vi har ved interview med Lone Gaedt, erfaret at det er igennem dem, at man kan erhverve 
sig Paro. Der er allerede blevet solgt en del eksemplarer af robotsælen, både til private 
husholdninger, hospitaler og plejehjem. I maj 2010, havde Teknologisk Institut over 100 sæler ude i 
en lang række danske kommuner (Specialister).  
 
Hvis man ønsker at få et kritisk perspektiv på sociale robotter. Har Det Etisk Råd lavet en udtalelse, 
der hedder sociale robotter. De har også lavet en film Homo Artefakt. Begge disse ting tager sociale 
robotter og kunstig intelligens op til diskussion og vi har brugt dem begge til at orientere os 
omkring feltet.  
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I Danmark, er der endnu ikke så meget opmærksomhed på de sociale robotter, men det lader til, at 
der så småt er ved at komme mere fokus på disse. Dette ses ved søgning på internettet, såsom 
Teknologisk Institut, Det Etiske Råd og Videnskab.dk.  
Derfor er det vigtigt at der kommer gang i debatten omkring denne slags teknologi. 
 
Robotsælen Paro  
I dette afsnit vil de faktuelle og generelle tekniske aspekter 
kortlægges.   
Paro er en robotsæl på ca. 70 cm lang og på godt og vel 3-4 
kg, som er designet efter en biologisk levnende babysæl af 
den japanske professor, Takanoru Shibata, og produceret af 
det japanske firma, National Institute of Advanced Industrial Science and Technology (AIST) 
(Westh 2008). Producenterne tegner et billede af Paro som en “Mental Commitment Robot […]”, 
der er udviklet til, at interagere med mennesker og få dem til at føle sig emotionelle. Da den er 
udviklet med det formål, at mennesker skal knytte sig til den, har vi valgt at karakterisere den som 
en social robot (Kidd et al.: 1). 
Mere teknisk set, er Paro udstyret med forskellige sensorer, der muliggør at den kan opfatte sine 
omgivelser og genkende de mennesker, som den omgås mest. Sensorerne reagerer eksempelvis på 
lysreguleringer og kan registrere, om den er i et mørkt eller lyst miljø (Parorobots 2010). Paro har 
således en døgnrytme, hvor den er mest aktiv om dagen og søvnig i nattetimerne (b, Paro.jp). 
Ligeledes har den sensorer som reagerer på, om man slår eller aer den. Hvis Paro udviser en adfærd, 
som ejeren ikke bryder sig om og ejeren efterfølgende slår Paro, vil den ikke gentage denne 
handling. Ydermere kan den bevæge sin hale, finner og sit hoved, samt udtrykke sig ved hjælp af 
lyde, der imiterer en autentisk babysæl. Udover dette, kan den også opfange hvilken tone man taler 
i, hvem der taler, og reagere på sit navn m.m.. Endvidere kan Paro registrere i hvilken position den 
ligger, og hvordan personer interagerer med den (Parorobots 2010). Paro er blevet designet med et 
blødt og pelset ydre, og dette sammensat med dens reaktionsevne og egenskaber gør, at den 
fremstår mere livagtig og virkelighedstro (b, Teknologisk Institut).   
Der er en dybere mening med, at Paro ligner en sæl og ikke et hvilket som helst andet dyr, som man 
ellers er vant til at se i sin dagligdag. En sæl er ikke et typisk kæledyr, og de fleste mennesker har 
ikke set en i virkeligheden, og af denne grund, forventede skaberne af Paro derfor, at de mennesker 
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som skulle bruge Paro, ikke ville have for store forventninger til hvorvidt den var naturtro. Det 
fremgår endvidere af producenterne bag Paro, at der tidligere har været erfaringer med at udvikle 
robotter som imiterer hunde, men at det har været svært at undgå, at få disse til ikke at bevæge sig 
for mekanisk. Ydermere er de fleste mennesker vant til at se hunde i deres dagligdag, og har derfor 
en tendens til at sammenligne hunderobotter med ægte hunde, og dette kan resultere i, at deres 
forventning ikke bliver imødekommet. Ligeledes har argumentet for at designe en robotsæl været, 
at man ikke kan forvente at de kan hoppe og løbe, som man gør med menneskelignende robotter. 
Det er langt mere kompliceret at udvikle meget teknologisk avancerede robotter, som efterstræber at 
ligne og fungere som menneskelige væsener (a, Paro.jp). 
Der er imidlertid nogle interessante fordele ved Paro, som er værd at belyse. Paro er i sig selv ikke 
krævende som rigtige dyr naturligvis er. Hygiejnisk set er det utrolig nemt at have en Paro, da den 
hverken kan tisse eller fælde. Ligeledes skal den heller ikke fodres. Det er praktisk set interessant 
for mennesker som eksempelvis ikke er i stand til, at kunne tage sig af rigtige kæledyr. På denne 
måde kan den være et alternativ til plejehjem i Danmark, hvor det som regel ikke er tilladt at holde 
kæledyr (TV2EAST). 
 
Teknologisk Institut 
Teknologisk Institut udvikler, gør brug af og formidler teknologi- og forskningsbaseret viden til 
erhvervslivet i Danmark. Den opgave de anser for værende deres vigtigste er at sikre, at ny viden og 
teknologi hurtigt kan skabe værdi for deres kunder. Grundet dette, har de blandt andet fokus på 
innovation og konkurrenceevne, læring & ledelse og bæredygtig ressourceudnyttelse (a, 
Teknologisk Institut). Teknologisk Institut kædes sammen med Paro på den måde, at den igennem 
dem kan erhverves. De har arbejdet med at professionalisere brugen af den, ved således at træne og 
certificere det plejepersonale som er på de steder, hvor Paro er eller skal i brug (b, Teknologisk 
Institut).  
Teknologisk Institut har yderligere sammensat en forskningsgruppe, bestående af personer med 
særlige kompetencer inden for gerontopsykiatri
1
, hjerneskader, neuro-kognitive og pædagogik. 
Denne forskningsgruppe har til formål at støtte forskningsresultaterne på de institutioner, som 
afprøver Paro (referat af landsdækkende Paro-erfaringsudvekslingsmøde d. 4. marts 2010 i Odense 
(ved Lone Gaedt)). 
 
                                                 
1
 Gerontopsykiatrien omhandler de psykiske lidelser som ældre kan få, bl.a. demens og depression 
(http://www.netpsych.dk/Articles.aspx?id=39 d. 18. november 2010, kl. 17:48). 
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UDFORDRINGER OG MULIGHEDER VED BRUGEN AF PARO 
 
Paros terapeutiske egenskaber 
Ifølge Teknologisk Instituts egen hjemmeside, har Paro en række terapeutiske egenskaber. I 
forbindelse med projektet Vær Tryg, har en række københavnske plejehjem i løbet af år 2007 haft 
mulighed for at afprøve Paro, og det har ifølge Lone Gaedt fra Center for Robotteknologi, skabt 
gode resultater; ”Vores erfaringer med Paro tyder kraftigt på, at den kan bruges terapeutisk på 
mange områder, lige fra at stimulere sproget til at bremse aggressivitet.” (d, Teknologisk Institut). 
Et af de plejecentre som har haft glæde af Paro, er Egedal, og de deltog samtidigt i Teknologisk 
Instituts projekt om denne (e, Teknologisk Institut). Det kommer yderligere til udtryk, at Paro har 
en anden, meget positiv effekt, på eksempelvis ældre mennesker med demens, da den skaber 
tryghed, glæde og selskabelighed. ”De ældre passer og plejer Paro, nærmest som om det var deres 
hund. De yder stor omsorg for den [...] Desuden bærer de rundt med den og snakker med den” (c, 
Teknologisk Institut). De påpeger, at flere undersøgelser har vist, at halvdelen af de japanske 
demente, som har haft kontakt med Paro, har udvist større hjerneaktivitet (c, Teknologisk Institut).  
Der findes dog flere af sådanne undersøgelser, bl.a. har AIST omkring år 2005, i samarbejde med 
Kimura Clinic og Brain Functions Laboratory lavet en undersøgelse med demente, for at se om Paro 
havde den ønskede effekt. Resultatet var, at syv ud af fjorten deltagere, viste tegn på forøget 
hjerneaktivitet. ”Out of the 14 people who participated in the study, 7 (50 %) experienced an 
improvement in brain function.” (AIST 2005: 1). I den forbindelse, er det benævnelsesværdigt, at et 
eksperiment med interaktionen mellem Paro og ældre, i USA, viste tegn på, at den i nogle tilfælde 
fremkalder ældres minder om tidligere kæledyr; ”[…] about other animals, often cats and dogs. 
For one woman, Paro reminded her of her dog. Another subject said that Paro reminded her of her 
many cats.” (Kidd et al.: 3). Det er et almindelig kendt fænomen, at kæledyr har en positiv effekt på 
både psykisk og fysisk sundhed hos mennesker, og Teknologisk Institut mener derfor, at Paro kan 
være et godt alternativ. De påstår, at erfaringer fra blandt andet Japan, Sverige og USA har vist, at 
ældre demente mennesker får samme effekter af interaktion med robotsælen, som med levende 
kæledyr (f, Teknologisk Institut).  
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Certificering og evaluering 
Det vil i dette afsnit klarlægges, hvad de på Teknologisk Institut har til sinde at gøre, for at undgå at 
der opstår barrierer i forhold til den praktiske brug af robotsælen Paro, men i særdeleshed også for 
at maksimere effekten af denne. 
Teknologisk Institut, Center for Robotteknologi, har arrangeret certificeringskurser, der har til 
hensigt at professionalisere brugen af Paro. På denne måde kan plejepersonale forberedes og 
undervises i at anvende den (g, Teknologisk Institut).  
Ifølge Lone Gaedt, er dette certificeringskursus nødvendigt for at sikre, at der ikke opstår problemer 
med brugen af Paro i praksis (interview 3: 4.00). I maj 2010, havde allerede 200 medarbejdere i 
plejesektoren, været igennem certificeringskurset (h, Teknologisk Institut). Ifølge en flyer, som er 
udgivet af Teknologisk Institut, lærer man bl.a. på certificeringskurset, følgende (Bilag 1)  
 
- At forstå og bruge robotsælen hensigtsmæssigt 
- Ser hvordan, Paro er bygget op, teknisk set 
- Man afprøver Paro og finder derved ud af, hvad den kan gøre og gør, ved eksempelvis 
mennesker med demens 
 
Når man har fuldendt kurset, får man udleveret et bevis som certificeret bruger af Paro (i, 
Teknologisk Institut). 
Teknologisk Institut kom op med ideen om dette certificeringskursus, og de er således de første til 
at professionalisere brugen af Paro (b, Teknologisk Institut). Det er i egentlig forstand, et yderst 
godt initiativ, da det til dels har til formål, at gøre deltagere (plejepersonaler) klogere på, hvordan de 
skal benytte sig af denne teknologi. Som frontløbere, har de inspireret andre lande til også at 
igangsætte certificeringskurser. Det er endvidere en måde hvorpå de kan profilere sig selv (h, 
Teknologisk Institut). De har Paroer som kan udlånes, til rådighed, så man har mulighed for at 
prøve den, inden man beslutter sig for, om man vil investere i den (Gaedt 2010: 23.01).  
Det er som tidligere nævnt Lone Gaedt, som står for, og leder Paro-projekterne i Danmark, og 
ligeledes er det hende, bland andre i samarbejde med en tekniker, som står for at certificere bl.a. 
plejepersonaler. Teknikeren har bl.a. kvalificeret sig til sin tekniske viden om Paro, ved at have 
været i Japan for at lære om hvordan denne repareres (interview 3: 6.56). Det er også ham som står 
for én times intro i certificeringskurset, i forhold til diverse velfærdsteknologier, da de ifølge Lone 
Gaedt på denne måde, får et indblik i hvad der ellers er af teknologier på markedet (interview 3: 
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6:56). Her nævner hun blandt andet vasketoiletter og robotstøvsugere. Hun siger, at det er godt hvis 
nogle af plejerne kan komme på hjemmebane inden for det her felt, da hun generelt oplever, at 
mange er skeptiske i forhold til velfærdsteknologier (interview 3: 8.17). Det kan i denne kontekst 
diskuteres, om én times intro i andre velfærdsteknologier er relevant, da det er et begrænset antal 
timer de har til rådighed på kurset. Det er imidlertid tvivlsomt hvad formålet med at introducere 
andre velfærdsteknologier er. Hvorvidt de tjener på salget af Paro kan vi imidlertid ikke vurdere, 
men det skal som minimum løbe rundt. Ligeledes tjener de på certificeringskurser og at holde 
foredrag, og det kan således være problematisk, at certificeringen bliver styret af dem der står for 
salget af Paro, da der formodentlig kan opstå nogle interessekonflikter. Der er ingen tvivl om, at 
certificeringskurser i allerhøjeste grad er et godt initiativ, som formentlig kan forhindre og afhjælpe 
problemer som kan opstå, i interaktionen mellem individet og Paro. Når det så er sagt, vil det måske 
være mest optimalt at lade uvildige styre certificeringen. Dette kan eksempelvis ske i form af 
politisk eller statsligt initiativ. Dette kan tænkes, at sælgere hovedsageligt vil fokusere på de 
positive aspekter i interaktionen mellem mennesker og denne robot, og at blikket derfor fjernes fra 
nogle af de konsekvenser som interaktionen også kan have, da de er nødsaget til at sælge deres 
produkt. Lone fortæller yderligere, at det er et endagskursus, som afholdes fra kl. 9:00-16:15. På 
trods af ovenstående scenarie, er det vigtigt at belyse, at deltagerne trods alt selv kan bidrage med 
viden og diskutere diverse aspekter. Lone fortæller hvorledes at de har gruppediskussioner hvor de 
tegner, fortæller og tænker fremad. Endvidere viser de nogle film, med erfaringer omkring Paro 
(interview 3: 08:29).  
 
”Men så vil jeg sige, så er det jo ellers projektdeltagerne der er på, jeg er jo på og styrer det og vi 
har nogle gruppediskussioner […] og vi ser en masse video og sådan, men ellers er det jo ellers 
dem som gruppearbejder den, og tænker frem hvordan vi planlægger implementeringen på dagen 
derpå.” (interview 3: 8.29). 
 
Det kommer altså til udtryk, at Lone har den overordnede styring af kurset, men at deltagerne har 
rig mulighed for selv at komme til orde. Efterfølgende spørger vi Lone, om det er hver mand som 
skal arbejde med Paro, der skal gennemføre certificeringskurset, og til dette svarer hun; 
 
”Vores drømmekonstruktion det er at institutionen kommer til certificeringen… og at det både er en 
typisk en menig person men også en ledelsesperson […] det optimale er jo altid at det har en 
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ledelses bevågenhed og at der kan bibeholdes en lederøje, et ledelsesøje, med hvordan det forløber. 
Men det kan alle jo ikke, for det er jo også et spørgsmål om penge.” (interview 3: 9:06) 
 
Ydermere fortæller hun, at der for det meste er 2-3 plejere om en Paro, men at certificeringskurset 
koster 3.500 kr. oven i de omkring 34.000 for Paro, og det er der nogen som har arbejdet rigtig 
hårdt for at tjene sammen, så det er altså også et spørgsmål om penge, hvorvidt det er en eller flere 
der kommer til kurset (interview 3: 10.06). Derfor forklarer hun, at når plejerne har gennemført 
certificeringskurset, så sker der ofte det, at folk går hjem og holder møde med deres kollegaer; 
  
”[…] så er det op til dem selv hvordan de rejser videre i dette. Nogen, og det er meget almindeligt, 
de går hjem og laver personalemøder, viser lidt video med Paro […] de laver sådan en mini, en 
minicertificering af Paro […] og så får Paro jo rygvind på den måde.” (interview 3: 10.12).  
 
Hun svarer altså ikke direkte på spørgsmålet, men giver i stedet udtryk for, at det er en rigtig god 
idé, at mere end blot én deltager i certificeringskurset. Hun giver også udtryk for, at hun mener, at 
det er en god idé at lederne også deltager, så der kan bibeholdes et overblik. Man kan formode, at 
det mest essentielle ville være, at både plejerne og lederne deltager i certificeringskurset, for lederen 
kan følge op på det, men også have det overordnede blik. Men det er ikke nødvendigvis lederne der 
sidder inde med de største erfaringer med hensyn til de plejekrævende, for det er plejerne som 
arbejder med de plejekrævende til daglig. Derfor er det nok en god idé, at det både er plejepersonale 
og ledelse der deltager i kurset. 
Ifølge Lone Gaedt er kursets varighed optimal, og hun mener derfor ikke at det er nødvendigt med 
mere tid; ”jeg synes det passer meget godt.” (interview 3: 12:58). Dette skyldes, at der arbejdes 
meget fokuseret i de timer som er afsat (interview 3: 12.58). Hendes argument er ligeledes, at de 
som deltager, allerede er erfarne og har indsigt i sygdommen demens, samt har kendskab til de flere 
grader af denne. Dog udtaler hun; ”[…] jeg tjekker ikke sådan efter på den måde, at de er det […]” 
(interview 3: 14.06). Det kan altså lyde som om, at der ikke er en direkte kontrol af hvem der 
deltager; spørgsmålet er bare, om dette er af betydning, da det er dyrt at sende folk til certificering. 
Heraf kan man antage, at institutionerne sender deres mest kompetente plejepersonale til 
certificeringskurset. 
Vi benævner i interviewet med Gaedt et eksempel fra dokumentaren ”Mechanical love”, hvor at 
personalet på et tysk plejehjem har svært ved at håndtere hvilken rolle Paro skal have i den ældre 
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dames, Frau Körners, hverdag. Gaedt fortæller om denne situation, hvor hun siger at man kan 
gradere sig imod sådanne problemer ved netop at certificere plejepersonalet.  
 
”Sådan går det jo når folk ikke er certificerede, de tør for fanden ikke en gang slukke den. Altså 
hvis hun ikke kunne have slukket den, eller hvis man havde haft en snak med hende inden hun gik 
derind, om hun skulle have den med eller.. man kunne snakke med den her musikterapeut om at hun 
kunne stoppe hendes […] underholdning, synes jeg jo. […] De er ikke kvalificerede, de har slet ikke 
blik for Paro, de har ikke blik for Frau Körners forlibelse i det her dyr, på godt og ondt.” 
(interview 3: 29.09)  
 
Som vi senere vil komme yderligere ind på, opstår der et problem, hvor plejepersonalet til sidst må 
slukke for en gammel dames Paro, fordi den larmer en del til en musiktime. Det lader til, at de har 
meget svært ved at håndtere situationen, og Gaedt mener i denne kontekst, at der skal være langt 
mere opmærksomhed omkring interaktionen mellem individet og Paro. Her peger hun på forskellige 
ting man kan gøre. Det ene er, at man kan tale mere med den ældre om brugen af Paro, og den 
anden er at der rent faktisk skal tages mere hensyn til at problemet opstår, og at man derfor bør 
stoppe musikken. Man kan formode at et certificeringskursus kan hjælpe til at forbedrede 
plejepersonale i brugen, og om hvordan problemstillinger skal takles. Det vides dog ikke med 
sikkerhed om dette er et fokus i certificeringskursusset, men det er noget der kan diskuteres.    
Noget andet de gør for at sikre sig imod uforudsete problemer, er at de forsøger at evaluere på 
empiri fra de forskellige institutioner som har haft Paro i brug. De har en række måder hvorpå de 
går ind og evaluerer, bl.a. har de halvårlige erfaringsudvekslingsmøder. Ydermere har de 
sammensat en forskningsgruppe som har til formål at finde ud af, hvordan de skal systematisere 
deres data (interview 3: 15:18). Gaedt udtrykker sig således; ”[…] det er jo fortvivlelig svært at 
evaluere det her” (interview 3: 15:26), og derfor er der ikke blevet foretaget rigtig omfattende 
evalueringer endnu. Dette begrunder hun med, at det er meget individuelt, situationelt og relationelt 
med effekten af Paro, og derfor er det svært at evaluere; ”så det er altså ikke bare som at knipse 
med fingrene” (interview 3: 15:56). Lone forklarer yderligere, hvilke former for metoder de 
benytter, for at evaluere; 
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”Vi har narrative, vi har logbøger og vi har små videostumper, vi har interviews, vi har 
fokusgrupper […] nogle skemaer […] så vi har sådan et forskellige […] måleredskaber, øh som, 
som der er, der er eksperimenteret med at bruge i forhold til Paro” (interview 3: 16:52). 
 
Det fremgår altså, at Teknologisk Institut har en række metoder som de bruger, for at samle data og 
dokumentere deres resultater, og det er et godt skridt på vejen. Men de kvantificerede data (de data 
som viser, hvor meget de hjælpekrævende får det bedre og hvor mange der rent faktisk får noget ud 
af Paro), dem har de endnu ikke fat i; ”altså de der, de der kvantificerende tilgange, dem har vi ikke 
fat om endnu”, forklarer Lone efterfølgende (interview 3: 17:55). Hun tilføjer dog, og forsikrer os 
om, at de sammen med deres forskningsgruppe, nok skal tage fat om disse kvantificerede 
undersøgelser, men at det er ressourcekrævende (interview 3: 18:01).   
 
Teknologisk Institut, har ifølge deres hjemmeside skrevet, at Det Etiske Råd har ”godkendt” 
robotsælen Paro; ”Derfor er det glædeligt, at Det Etiske Råd netop har givet Paro tommelfingeren 
op som et supplement til daglig pleje og menneskelig kontakt, men rådet understreger, at Paro ikke 
er en erstatning for de to nævnte faktorer. Rådet har givet sin godkendelse af Paro […]” (j, 
Teknologisk Institut).  
Det Etiske Råds opgave er at guide, vejlede og tage stilling, og kan derfor ikke gå ind og få 
indflydelse ved direkte at godkende noget. De rådgiver politikere til, hvad de skal gøre, og 
derudover tydeliggøre de etiske problemstillinger. Det Etiske Råd har taget stilling til Paro, men de 
har ikke godkendt den direkte, som Teknologisk Institut skriver det. Det Etiske Råd skriver således 
om Paro; ”Det Etiske Råd er positivt indstillet over for anvendelsen af sociale robotter som fx 
robotsælen Paro i sammenhænge, hvor en sådan teknologi kan indgå som supplement til den øvrige 
pleje og terapi” (Det Etiske Råd). Teknologisk Institut giver herved indtrykket udadtil at Paro har 
fået en blåstempling for noget, som egentlig bare er en positiv udtalelse. 
 
Individet i centrum  
Gaedt påpeger, at det er meget vigtigt, at man kan 
sætte sig i den plejekrævendes sted. Her taler hun en 
hjælper (et plejepersonale på en institution), som skal 
hjælpe en plejekrævende (en hjerneskadet på en 
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institution) til brugen af Paro. Dette forklarer hun med en tegning som kan ses til højre for teksten. 
Tegningen skal illustrere, at den hjerneskadede ser et 6-tal, mens at hjælperen kan se det på en 
anden og omvendte måde, som et 9-tal. For at hjælperen på bedste vis skal kunne hjælpe den 
hjerneskadede, så skal vedkommende altså gå over på den anden side og se tallet som et 6-tal, 
ligesom den hjerneskadede ser det. Det handler således om, at plejeren skal sætte sig i den 
plejekrævendes sted;  
 
”Det er, at man er nød til at forstå, tage borgerens perspektiv på sig, den hjerneskadedes perspektiv 
på sig, og først derfra kan man udøve hjælpekunst […]” (interview 3: 32:06).  
 
Endvidere gjorde de på konferencen i Vejle, en stor dyd ud af at pointere det enkelte individs 
rettigheder, og sagde, at disse altid skulle sikres. Det blev udtrykkelig sagt og gentaget, at det 
centrale var mennesket, og ikke teknologien. Thomas Søbirk er imidlertid enig i, at man skal kigge 
på velfærden hos det enkelte individ;  
 
”[…] Der er det for mig at se på velfærd for det enkelte individ, der, der er det afgørende […] det 
betyder hvor godt en person har det eller ej. […] eller hvor godt eller dårligt en person har det ” 
(interview 2: 2.12). 
 
MENNESKE-ROBOT RELATION OG INTERAKTION 
Her vil vi komme ind på, hvad sker der når mennesket og sociale robotter interagerer. 
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FØLELSESMÆSSIGE RELATIONER TIL SOCIALE ROBOTTER  
Dette afsnit vil tage afsæt i den menneskelige emotionalitet i relationen til sociale robotter, og 
hvilke problemstillinger der i denne kontekst kan opstå.    
Empiriske studier har påvist, at mennesker kan udvikle følelser for robotter. På trods af, at dette 
afsnit centraliseres omkring menneskers følelsesmæssige relationer til sociale robotter, er det vigtigt 
at bemærke, at ikke alle mennesker har været og bliver glade for disse. Ifølge informant Klavs 
Birkholm påviser erfaringer, at nogle mennesker decideret ikke bryder sig om sociale robotter. 
Mere specifikt fortæller han, hvordan nogle ældre plejehjemsbeboende mennesker ikke kan lide 
robotsælen Paro og finder den direkte uhyggelig, fordi at den giver associationer om noget levende. 
(interview 1, fil 2: 13.34) Lone Gaedt fra Teknologisk Institut beskriver også en situation hvor Paro 
blev præsenteret for en meget handicappet mand.  
 
”jeg har selv set en person bryde nærmest helt sammen over at mødes med paro, fordi han så 
hverken havde sprog eller arm motorik, eller noget som helst, han var meget handikappet, meget 
hjerneskadet og han begyndte fuldstændig og hulke, fordi han kunne ikke, han kunne ikke, 
imødekomme paros appel, han kunne ikke gøre en skid for den, den lå bare der og kaldte. […] han 
havde rigtig meget lyst til at have den, og gøre noget for den, men ikke kunne, ik. Og det var en 
kæmpe Fraustration.” (interview 3: 23.06). 
 
Denne situation endte dog godt, i og med at en kompetent plejer valgte at tage sælen, og ligger den 
på mandens brystkasse, hvorefter manden bliver rolig. Gaedt mener med dette, at det er en etisk 
brug af Paro. 
 
Artiklen ”Psykological Benchmarks of human-robot interaction”, af den amerikanske professor 
Sherry Turkle, omhandler, som navnet antyder, menneske-robot relationen set ud fra et psykologisk 
perspektiv. Turkle beskæftiger sig med studiet af Social Studies of Science and Technology. Hun ser 
ikke på interaktionen for at robotteknologierne skal forbedres, men for at forstå og få indsigt i 
menneskelig adfærd og social interaktion. Hun belyser, ud fra empiriske studier, nogle eksempler på 
mennesker som har udviklet emotionelle relationer til robotteknologier (Turkle 2007). Turkle 
foretog sammen med sine kolleger, et nært observationsstudie, med henblik på at blive klogere på 
interaktionen mellem børn og to forskellige sociale robotter. Her observerede hun i løbet af 
sommeren 2001, tres børn fra otte til tretten år, og deres sociale samspil med de som sådan 
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menneskelignende og sociale robotter, Kismet og Cog fra MIT Artificial Itelligence Laboratory. 
Disse robotter er blevet udviklet med den intention, at de skal kunne fremstille dem selv som 
havende sindstilstande, som påvirkes af deres sociale interaktion med mennesker. Hun beskriver 
hovedsageligt børns reaktion på Kismet, når de hver i sær tilbringer tid sammen med den. Det 
kommer her til udtryk, hvordan børnene prøver at tage sig af den, med en omsorgsfuld adfærd 
(Turkle, 2006: 1). I starten påtog børnene sig rollen som værende robotternes lærere og blev 
begejstrede hver gang den gjorde nye fremskridt. Når robotterne imiterede hvad børnene gjorde, 
belønnede børnene dem med omsorg. ”(…)they were rewarded with huggs and kisses.” (Turkle 
2007: 508). Et barn fortalte ligeledes en Kismet, hvordan han ville tage hånd om den og beskytte 
den. Men det er vigtigt at bemærke børnenes alder, for eftersom de ikke er så gamle, kan man ikke 
forvente, at voksne mennesker vil reagere på samme måde. Men studiet af denne interaktion 
indikerer i så fald, at børn er tilbøjelige til at føle større glæde for disse sociale robotter (Ibid.). Da 
observationen forløber i en sommerperiode, betyder dette, at børnene ikke interagerer med 
robotterne over et længere tidsinterval. Dette kan betyde, at man ikke kan gøre sig sikker på, om 
reaktionen på mødet med robotterne, og måden hvorpå børnene interagerer med disse, vil ændres 
gennem en længere periode.  
I et andet studie fremgår det endvidere, hvordan ældre på et plejehjem har udviklet helt specielle 
bånd til Paro og udtrykt megen stor glæde ved at have den i deres nærvær. De ældre taler til Paro 
som var den et kæledyr, hvor den også blev givet kælenavne. (Kidd 2006: 3) Vores informant Klavs 
Birkholm fortæller, at han har set, at mennesker er blevet kede af at skulle tage afsked med Paro. 
Han kommer også ind på dokumentarfilmen Mechanical Love, hvor man følger en dame på et 
plejehjem i Tyskland, som er rigtig glad for sin Paro. Her refereres endnu engang til scenen om 
Frau Körner der har taget sin Paro med til sangtime. Klavs pointere yderligere situationens udfald, 
hvor plejepersonalet til sidst vælger at slukke for robotten.  
 
“Hun vil ikke anerkende at den ikke har ret til at være der, vel, og de bliver nødt til tvangsmæssigt 
at slukke den, man kan jo godt slukke for sælen.. og så bliver hun meget ked af det.”(interview1, fil 
2: 9.50).  
 
Citatet indikerer, at damen har en meget stærk, følelsesmæssig relation til robotten, da hun bliver så 
ulykkelig over at skulle undvære den under fællestimen. Dette bevidner ligeledes om, at hun i en 
eller anden grad tillægger robotten Paro rettigheder, i det at dens tilstedeværelse ifølge hende er lige 
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så gyldig som de mennesker der deltager i fællestimen. En sammenlignelig situation fra 
Teknologisk Institut beskrives yderligere, hvor en dame bliver dybt fortvivlende over, at skulle lade 
Paro blive på et dagscenter når hun går hjem (interview 1, fil 2: 59.50). Disse teknologier 
fremkalder herved følelser hos disse ældre mennesker, hvilket imidlertid kan opfattes som værende 
positivt, men det kommer ligeså til udtryk, at der også kan være problemetikker forbundet med, at 
man ikke er klar over hvilken rolle den sociale rolle skal have. Hvornår skal de have lov til at være 
der, og hvornår skal de ikke? Dette stiller imidlertid spørgsmål om, hvorvidt det er etisk korrekt at 
fratage et ældre menneske deres sociale robot, når vedkommende først har fået én? Hvis personen 
har knyttet et bånd til en robot er det så forkert at tage den fra dem, selvom de i interaktionen er 
blevet isoleret fra andre mennesker?  
Birkholm fortæller, at det kan være problematisk at disse uheldige konflikter opstår, men at 
robotterne på den anden side hjælper mennesker til at få det bedre. Dette vidner om, at der i denne 
kontekst er tale om et dilemma. Ligeså mener han, at det er til at håndtere så længe at det er på 
’Paro niveau’, men at det omgående bliver værre hvis de bliver mere menneskelignende (interview 
1 fil 2: 10.56). Hermed indikerer han, at Paro er forholdsvis uskyldig og derfor ikke i lige så høj 
grad kan ’skade’ mennesker, som hvis det var en mere socialt intelligent robot.  
Informant Thomas Søbirk, påpeger gentagende gange gennem interviewet, at han ikke ser noget 
problem i, at have positive og varme følelser for robotter. (interview 2: 18.19)  
 
”Der er ikke noget problem med at have varme følelser for en robot. Masser af folk har meget 
varme følelser over for genstande. Altså frimærkesamle og kunstsamlere… Hvorfor skulle man ikke 
kunne have det over for en robot, hvad skulle problemet være der?” (interview 2: 19.10) . 
 
Som det fremgår af citatet, ser han ikke nogen stridsspørgsmål ved at udvikle følelser for en robot, 
og fortæller endvidere, at det ikke er noget nyt, at mennesker knytter sig til, og er glade for 
genstande. 
Det belyses i artiklen af Turkle, at det er almindeligt set, at mennesker udvikler stærke følelser for 
simple relationsartefakter. Her nævner hun hvordan børn på en skole, som havde fået en Furby med 
hjem, havde dannet et tæt bånd til denne. De var sågar overbeviste om at de kunne lære dette 
legetøj, denne simple robot, at tale engelsk (Turkle 2007: 508). Hvis at mennesker kan knytte sig til 
så simple sociale robotter, så kan det formodes at de også kan til mere virkelighedstro, 
højteknologiske og avancerede sociale robotter. Ifølge Turkle er det vigtigt, at sondre mellem 
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eksempelvis bamser, dukker og andre objekter af den kalibrer, som børn altid har haft og 
relationsartefakter, herunder robotter. Dette skyldes, at bamser og dukker er passive objekter, hvor i 
mod relationsartefakter, er aktive objekter. Hun mener således, at relationsartefakter i højere grad 
kan påvirke mennesker og ændre deres interaktion (Turkle 2007: 506). Ud fra hendes perspektiv, 
kan man derved ikke sammenstille passive og aktive objekter, da de har forskellig indvirkning. 
Bamser tillægger børn selv karakteristika mens at robotter har en form for karakteristika. Turkle og 
Søbirk er derfor af forskellige opfattelser.  
 
Det ses at mennesker kan knytte sig til sociale robotter, og derved udvikle følelser for disse. Vi så 
eksempler på ældre mennesker som over længere tid havde knyttet sig til deres Paro. Ligeledes så vi 
hvordan børn var utrolig åbne for at skulle interagere med sociale robotter, hvor en omsorg og 
interessefuldt ageren kom til udtryk, men også hvilke tilknytninger de kan få. Det viser endvidere, 
at denne relation frembringer nogle situationer, som er svære at håndtere.  
 
BETYDNING FOR RELATIONEN MELLEM MENNESKER 
Dette afsnit vil give et indblik i, hvorvidt sameksistensen blandt mennesker påvirkes, når nogle 
relaterer sig til og/eller interagerer med sociale robotter. Der ses mere specifikt på hvordan måden 
vi agerer på over for en robot, kan blive afspejlet i måden hvorpå vi agerer over for mennesker.  
Thomas Søbirk ser på dette aspekt og han mener, at det imidlertid kan blive et problem, hvis 
følelserne for robotterne forhindrer os i at få følelser for andre mennesker;  
 
”Altså positive varme følelser er vel et gode altså… Men igen, hvis det gør at folk ikke kan have 
følelser over for andre mennesker, så har vi et problem. Altså hvis det gør at folk bliver afstumpede 
for andre mennesker.” (interview 2: 18.27). 
 
Thomas Søbirk mener ligeledes, at det kan være problematisk hvis det kan betyde at en bestemt 
adfærd eller reaktion overfor en robot overføres til måden hvorpå man behandler mennesker. Når 
han siger afstumpede, mener han at det er et problem hvis vores adfærd: ”[...] hvis vi ligesom 
begynder at behandle andre folk som vi behandler vores robot, som vi måske har nogle følelser 
over for, hvis vi så bliver sure på den så begynder at slå osv.. så kan det selvfølgelig være et 
problem […]” (interview 2: 18.56).  
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Såfremt at mennesker begynder at udvise voldelig adfærd over for robotter, og samme 
adfærdsmønster ligeledes kommer til udtryk i relationen til andre mennesker, bliver det et problem. 
Vi stillede dette spørgsmål til Lone, hun var overbevist om, at folk vil passe godt på robotterne fordi 
det er dyre maskiner, som man ikke vil ødelægge  
 
”Der er Paro en dyr maskine, som man behandler ordentligt og passer på, for mig. [] man tager 
vare på den fordi den er dyr, og fordi der er nogen der er blevet glad for den og så skal den jo ikke 
gå stykker.” (interview 3: 36.14). 
 
Relationen til robotter kan blive et problem, hvis relationen til andre mennesker ændres, og hvis 
mennesker begynder at handle på samme måde over for mennesker som over for robotter. Ifølge 
Søbirk, gælder dette især såfremt at denne adfærd er af negativ karakter.  
 
SOCIALE ROBOTTER I STEDET FOR MENNESKELIG KONTAKT 
Dette afsnit vil tage udgangspunkt i to problemstillinger. Først vil vi se på hvorvidt mennesker selv 
vælger robotter frem for menneskelig kontakt. Efterfølgende vil vi se på hvad man i høj grad 
frygter; at menneskelig kontakt i en hvis udstrækning erstattes. Kan relationer til robotter resultere i, 
at kontakten mellem mennesker ændres eller direkte erstattes? Spørgsmålet er værd at betragte, og 
der tages stilling til dette i det følgende.  
I ’Mechanial Love’ diskuterer plejepersonalet, om de overhovedet behandler de ældre ordentligt, 
ved at give dem en robot, og de taler ligeledes om, at der kan opstå etiske problemstillinger 
(Mechanical Love). Informant, Thomas Søbirk pointerer, at kontakt til robotter kan føre til 
isolation, men han mener ligeledes, at det også kan få mennesker ud af isolation (interview 2: 
31.07). 
Han klargør, at kontakt til robotter er absolut bedre end ingen kontakt, og at nogle mennesker måske 
har brug for en social robot.   
 
”Der kan måske være nogle særlinge som lider af social angst, som har svært ved at have kontakt 
med andre mennesker.” (interview 2: 30.21).  
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Han argumenterer for, at relationen til sociale robotter specielt kan være til gavn for nogle 
mennesker, som måske har svært ved at begå sig socialt. Det kommer endvidere til udtryk, at han 
kan se flere fordele ved interaktionen mellem mennesker og sociale robotter;  
 
”[…] der kan det måske være bedre at sidde og græde sammen med en sælen end sammen med… 
nogle mennesker er måske meget private omkring deres inderste følelser, ikke. Der er måske også 
nogle ting som man hellere vil snakke med en robot om, som man ikke vil tale med sin kæreste eller 
forældre om.”(interview 2: 10.56).  
 
Her foreslår han, at robotterne kan bruges til at aflæse psykiske bekymringer og til betroelse. Det 
giver mennesker, som er mere isolerede, muligheden for at komme ud med følelser, som de ikke 
kan dele med andre. Det kan ses som en faktor, der kan hjælpe folk ud af isolation i stedet for at 
vende problemerne indad. Dette stiller imidlertid spørgsmål om, hvorvidt man i stedet ikke skal 
forsøge, at bearbejde problemerne med, ikke at kunne snakke med andre mennesker om følelser, i 
stedet for at ytre disse følelser over for en robot. Det fremgår ligeledes i interviewet med Thomas 
Søbirk, at sociale robotter med fordel kan bruges på eksempelvis plejehjem, til tryghed i 
nattetimerne hvis nødvendigt. Disse kan ifølge Thomas bruges, når plejepersonalet ikke lige har 
mulighed for at være til rådighed (interview 2: 11.42). 
Klavs Birkholm udtaler sig om problemstillingen, at relationen til sociale robotter kan kompensere 
for menneskelig kontakt. Han stiller spørgsmålet;  
 
”Men når det kommer til virkeligheden, er det så ikke fordi, at der ikke er nogle andre mennesker, 
og så tager man bare robotten i stedet for?” (interview 1, Fil 2: 25.52).  
 
Klavs påstår, at mennesker ikke vælger at interagere eller være relaterede til robotter, frem for 
mennesker, men at det derimod er et udtryk for, at de ikke har muligheden for at vælge. Han mener, 
at det skyldes et underskud af relationer til andre mennesker, eller fordi nogle ikke har gode 
muligheder for, at knytte sig til andre. Birkholm stiller endvidere spørgsmålet, om det ikke blot er et 
udtryk for, at nogle mennesker må tage sig til takke med en robot (interview 1, fil 2: 25.12). Det 
belyses i artiklen af Turkle, at en studerende erklærer, at hun gerne vil bytte hendes kæreste med en 
sofistikeret japansk robot, såfremt at denne robot vil udvise en kærlig adfærd overfor hende. Det 
benævnes yderligere, at hele illusionen om, at der altid er en som hun kan stole på, sammen med 
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hende, får hende til at tænke sådan. Dette er således et eksempel på én som hellere vil udvikle en 
relation til en robot, frem for et menneske. En videre årsagsforklaring til hendes ønske, skildres ikke 
i artiklen, men man kan formode, at der er en historie bag dette.  
Hvis vi henleder opmærksomheden mod eksemplet på plejehjemmet, som vi før har været inde på. 
Man følger i dokumentaren ’Mechanical Love’ denne ældre dame, og man får derfor et indblik i 
hvordan hendes hverdag ser ud. Man ser hvordan hun er rigtig glad for hendes Paro, men samtidig 
også, at kommunikationen mellem hende og de øvrige beboende på plejehjemmet ikke er 
omfattende. Det fremgår hvordan en anden ældre beboer gør grin med Frau Körner.  På trods af at 
Frau Körner er til stede i samme rum, bliver hun talt om i 3. person, på en hånlig måde, hvorved 
hun sammenlignes med et barn der leger med legetøj. Ligeledes ser man en anden situation, hvor 
hun sidder til bords med en anden ældre, hvor der ingen kommunikation finder sted. Frau Körner 
indleder en samtale med en anden beboer, hvorved hun fortæller hvor sød Paro er, men den anden 
kigger på hende, siger hurtigt ”ja”, hvorefter hun kigger væk og ignorerer Frau Körner. Senere har 
plejepersonalet et møde hvor de diskuterer Frau Körners situation. De taler om hvor glad robotten 
på den ene side gør hende, men at den på den anden side skaber problemer for hende, da de andre 
beboere ikke kan acceptere og respektere hende, fordi hun har Paro. Det fremgår dog ikke, hvorvidt 
hun havde svært ved at komme ud blandt andre mennesker, eller om hun var meget ulykkelig før 
hun fik Paro, men det lader i hvert fald til, at den ikke hjælper hende ud af hendes isolation. Man 
kan i så fald frygte, at robotsælen direkte kan føre til isolation. Senere sidder Frau Körner på sit 
værelse og snakker til Paro, og fortæller den at de andre bare er misundelige over at hun har den. 
Derved tager hun allerede afstand fra de andre ældre, og antyder herved at det er de andre som er 
problemet. På én side bliver hun mere glad, fordi at hun har en som hun virkelig holder af, men det 
kan være svært at veje lykke, for spørgsmålet er om hun ikke ville være mere lykkelig ved at have 
denne glæde for at andet menneske i stedet? Det virker ikke til at det er et ønske fra hendes side 
direkte at lade sig isolere, og dette ses i kraft af at hun prøver at få kontakt til de andre ældre på 
plejehjemmet.  
Klavs Birkholm pointerer, at et af de største og mest påtrængende etiske problemer, er når sociale 
robotter kommer til at erstatte menneskelig kontakt.  
 
”[…] når sociale robotter og anden velfærdsteknologi bliver brugt til og outsource kontakt, kan 
man sige.” (interview 1, fil 1: 1.25). 
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Thomas Søbirk mener ligeledes, at en social robot snarere skal være et supplement frem for en 
erstatning til menneskelig kontakt. Han fortæller, at det ville være ærgerligt, hvis mennesker blot fik 
stukket en robotsæl i hånden, hvorefter de bare kunne få lov til at passe sig selv (interview 2: 
12.12). Han har imidlertid også en anden indstilling til denne problemstilling. Han mener i denne 
kontekst, at det er i orden at mennesker selv vælger, hvorvidt de vil tilbringe tid sammen med 
robotter eller mennesker;  
 
”[…] Med mindre at folk bliver så glade for den her sæl, at de hellere vil være sammen med den 
her frem for personalet.”(interview 2: 12.39).  
 
Han forklarer, at det er op til det enkelte individ, at vurdere hvad man helst vil. Dog nævnte han, 
som det ses ovenstående, at man ikke blot skal stikke en robot i hånden på mennesker, og at det 
helst ikke skal være en erstatning. Ud fra dette kan man formode, at han mener, at denne robot ikke 
skal erstatte menneskelig kontakt, medmindre at individet som bruger den, gerne vil have erstattet 
menneskelig kontakt, og de altså bliver mere lykkelige ved denne erstatning.  
 
FOREGIVELSE  
Dette afsnit vil omhandle den måde hvorpå sociale robotter foregiver sig for at være noget de ikke 
er, og hvordan det kan influere mennesker.   
At foregive noget vil her blive opfattet som, at robotterne tillægges en værdi i form af noget som 
efterstræber at ligne eller opføre sig menneskeligt, eller som andre biologiske væsener, uden at dem 
som tillægger robotterne denne værdi, er klar over det. Men det kan også være, at nogle mennesker 
inderst inde godt er klar over, at det er robotter de interagerer med, men alligevel lader sig bedrage 
af dens autentiske fremtræden.   
Det fremgår af ’Mechanical Love’, at Frau Körner ikke er dement, og derfor er forholdsvist klar i 
hovedet. Hun ved, at Paro er en robot og at den ikke er levende. En mandlig plejer på plejehjemmet 
er til stede, når Frau Körner er sammen med Paro. Han klargør tydeligt, at den er mekanisk og viser 
hende endvidere hvordan den skal have strøm, og at den ikke fungerer foruden. Dette accepterer og 
forstår hun, men hun behandler den alligevel som var den levende. På trods af at hun er velvidende 
om dette, lader det alligevel til, at hun nogle gange kommer i tvivl (Mechanical love).  
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Det fremgår af Professor Sherry Turkle, hvordan robotter som blandt andet Paro og Cog, udviser en 
adfærd, der har til hensigt at få mennesker til at tro, at de er følende væsener. I denne forbindelse, 
skriver hun;  
 
”People who meet these objects feel a desire to nurture them. And with this desire comes the 
fantasy of reciprocation. People begin to care for these objects and want them to care for them.” 
(Turkle 2007: 503).  
 
Citatet understøtter hvad vi belyste i afsnittet som omhandlede følelsesmæssige relationer til 
robotter, nemlig at mennesker begynder at holde af disse objekter, hermed også ment sociale 
robotter, da ovenstående citat skal forstås i henhold til blandt andet Paro og Cog.  
Turkle skriver om den elleve årige pige, Fara, som leger med den humaniode robot, Cog, fra MIT. 
Pigen fortæller, at det ikke er ligesom et legetøj, da man kan lære den ting. Endvidere giver pigen 
udtryk for, at associere sig til denne robot, da hun angiver at hun føler, at det er ligesom et slags 
menneske, en baby, som man kan elske. Dette indikerer ligeledes, at hun besjæler robotten Cog, i 
det, at hun tillægger den menneskelige værdier, når hun taler om den. (Turkle 2007:507). 
Turkle beretter ligeledes om et observationsstudie, som hun var med til at lave.  Hensigten var at se 
på interaktionen og relationen mellem børn, som var i alderen fem til tretten, og den sociale robot 
Cog. Turkle og hendes kollegaer oplevede at, børnene behandlede den som et væsen med behov og 
interesser og var utrolig begejstrede for dens tilstedeværelse. Undervejs i studiet, faldt Cogs ene arm 
af, og det kom til udtryk, hvordan disse børn omsorgsfuldt reagerede på situationen, og forsøgte at 
muntre Cog op. 
 
”The children were concerned, tried to make Cog more comfortable, wanted to sing and dance to 
cheer it up (…)” (Turkle 2007: 504).  
 
Denne handling og adfærd over for Cog, som citatet belyser, indikerer, at børnene formodentlig 
ikke er klar over, at den ikke er et væsen med rigtige følelser. Selvom disse børn måske er klar over, 
at Cog ikke er et menneske, så gør spørgsmålet om hvorvidt de er i stand til at vurdere, om de 
’følelser’ som Cog udviser, blot er simulerede eller ej sig stadig gældende. Hvis de er klar over, at 
dens ’følelser’ blot er simulerede og dermed ikke ægte, vil de så reagere med en sådan omsorg?  
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”But the robot in which the children were so invested in did not care about them.” (Turkle 2007: 
504). 
 
Den empatifølelse som børnene udviser, er ikke gensidig. Robotterne udgiver sig for, at interessere 
sig for børnene, men gør det dybest set ikke, da de blot har en stimulerende adfærd. Turkle skildrer 
et studie som også omhandler interaktionen og relationen mellem børn og mere primitive robotter, 
nemlig Furbys. En seksårig dreng stiller spørgsmålet, om Furby er i live. En fireårig pige er helt 
sikker på, at den er, og er ligeledes helt sikker på, at hendes kærlighed til den er gensidig (Turkle 
2007:508). Nogle steder har man erfaret, at ældre mennesker har været i troen om, at robotten Paro 
er en virkelig sæl (Kidd 2006: 3). Paros adfærd og bevægelsesmåde giver associationer om at den 
gerne vil svømme. Derfor har ældre udtrykt deres lyst til at lade den svømme.    
 
“Many of our subjects have expressed their desire to put Paro in water and see if it can swim. In 
the case of Paro, however, people do know that seals are marine mammals and that they swim and 
live in and around water (…) “It is trying to swim to you,” one subject said.” (ibid). 
 
De ældre har en form for virkelighedsopfattelse af denne robot, da de regner med at den vil kunne 
svømme, men også fordi at de gerne vil opfylde dens behov. Turkle påpeger, at det er meget vigtigt 
at diskutere og klargøre skelnen mellem et autentisk og et simuleret forhold, da robotter stadig 
bliver en større del af vores hverdagsliv (Turkle 2007: 504). 
Klavs Birkholm påviser, at der opstår et etisk problem, hvis mennesker tror, at robotter er autentiske 
biologiske væsener, hvis de ikke er; ”Man krænker menneskers værdighed ved at bedrage dem til at 
tro at de har noget kontakt med noget menneskeligt, hvis de ikke har noget kontakt med noget 
menneskeligt.” (interview 1, fil 2: 05.16). Han anser desuden foregivelsen som et problem der i 
højere grad bliver aktuelt, i takt med at robotterne menneskeliggøres (interview 1, fil 2: 26.34). 
Hermed menes der, at jo mere menneskelige robotter fremstår, desto større chance er der for, at 
mennesker kan blive bedraget til at tro, at de er menneskelige. Vi må antage, at dette ikke kun er i 
henhold til menneskeliggørelse, men at det også gælder robotter som i høj grad ligner autentiske 
dyr, eller har en adfærd som imiterer et autentisk dyr. Man kunne i denne forbindelse formode, at 
hvis Paro blev mere autentisk end den på nuværende tidspunkt er, så vil den i højere grad kunne få 
mennesker til at tro, at den er et levende væsen. Informant Thomas Søbirk fortæller, at børn og 
demente kan være tilbøjelige til at tro, at robotter er mere end blot robotter, og at de måske ikke er 
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helt klar over, hvad de egentlig går ind til. Dette kan perspektiveres til den tidligere historie med 
børnene som prøvede at trøste robotten Cog, efter at dens arm var faldet af, eller de ældre som 
troede, at Paro var en virkelig sæl.  Han er af den opfattelse, at det kan resultere i at disse 
mennesker bliver forvirrede. Dog mener han ikke at det nødvendigvis er et problem, at mennesker 
ikke kan skelne mellem eksempelvis en robotsæl og en autentisk sæl; ”Hvis vi ikke ved at vi bliver 
snydt, så… så kunne man sige at der muligvis kunne være et et problem. Lad os nu sige at folk er 
demente, og måske slet ikke kan registrere om det er en rigtig sæl eller ej, altså så.. det kræver også 
en form for mental kapacitet at kunne registrere om man bliver snydt eller ej. Hvis man ikke har 
kapaciteten til at kunne se om man bliver snydt, så vil jeg sige at det er lige meget, for så kan man 
ikke blive skuffet.”(interview 2: 16.56). Her udtrykker Søbirk at der muligvis kan eksistere et 
problem i forbindelse med, at nogen ikke kan sondre mellem virkelighed, og hvad der bliver 
simuleret. Dog ser han ingen problemer ved at folk, der ikke har kapacitet til at sondre mellem 
dette, bliver snydt, da de ikke vil være i stand til at kende sandheden.  
 
Når man implementerer robotter hos demente og giver disse som legetøj til børn, så må man have i 
tankerne at de kan have svært ved at sondre mellem simulerede og autentiske forhold.  
UDVIKLINGEN AF SOCIALE ROBOTTER  
 
STILLINGTAGEN TIL VORES GENSTANDSFELT   
Dette afsnit vil centralisere sig omkring hvilke syn vores informanter har på relevansen i brugen, 
forskningen og udviklingen af sociale robotter. I det følgende vil vi ud fra vores informanter 
diskutere forskellige tematikker indenfor ovenstående. 
 
Thomas Søbirk argumenterer for, at det er en helt naturlig del af menneskets natur, at bruge 
teknologi til at overleve og opfylde drømme (interview 2: 46.30).  
 
”Der er mange der vil sige at kunstig befrugtning er unaturlig, at sociale robotter er unaturlige. 
Men hvorfor ikke prøve at sige, at det er naturligt for mennesker at prøve at bruge teknologi til at 
hjælpe sig med at overleve og have gode liv? Det er en del af vores natur, ik‟.” (interview 2: 46.35).  
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Ligeledes benævner han, at nogle finder brugen af sociale robotter unaturlig, og at han imidlertid 
ikke er enig i dette, da teknologi ud fra hans forståelse, er en helt naturlig del af vores eksistens. 
Han påpeger yderligere, at nogle mennesker ikke mener, at vi skal benytte os af ting, som er af 
unaturlig karakter. Han stiller endvidere spørgsmålet om, hvad det vil sige at noget er unaturligt. 
Her eksemplificerer han nogle argumenter for indfaldsvikler som støtter sig op ad ovenstående 
påstand.  
 
”Hvad vil det sige at noget er naturligt? Og så begynder folk; ja men noget som er skabt af 
mennesket og det er da unaturligt også.. det der findes i naturen, det er da naturligt… okay men 
hvis det så er definitionen, vil man så også stadigvæk sige, at det der er unaturligt det også er 
umoralsk? Hmm.. Fordi så begynder vi at løbe ind i problemer ikke, fordi vi synes der er en masse 
ting der er så er unaturlige, men som er moralsk forsvarlige. At vi har en bil er vel også 
unaturligt?” (interview 2: 5.31). 
 
Ud fra Søbirks perspektiv, holder nogle af disse fremførte argumenter ikke, og dette ses da han 
stiller spørgsmålet om, hvorvidt bilen så ikke også er unaturlig. Bilen er i dag en normal og 
accepteret teknologi, som mange mennesker benytter sig af. Ofte anses biler ikke som unaturlige, på 
trods af at disse er menneskeskabte så vel som sociale robotter er.  Han stiller spørgsmålstegn ved 
dette, da han formentlig ikke mener, at det er et logisk rationale. Yderligere stiller han som filosof 
spørgsmålet om, hvorvidt unaturligt er ækvivalent med umoralsk. Hvis en teknologi er unaturlig, er 
det så ensbetydende med, at det ikke er etisk korrekt at benytte sig af denne? Ud fra Søbirks udsagn, 
lader det derfor ikke til, at disse to størrelser nødvendigvis hænger sammen, på trods af at han 
pointerer, at en teknologi som robotteknologien i bund og grund ikke er unaturlig.  
 
Er teknologiudviklingen afhængig eller uafhængig af mennesket? Thomas Søbirk mener, at 
teknologien påvirker mennesker, men at vi som mennesker ligeledes påvirker teknologien; 
 
”Jeg vil helt klart mene, at det er gensidigt, altså vi har selvfølgelig stor, stor aktier i at udvikle 
teknologi […] det er noget vi sætter gang i, men det er jo klart når vi så har robotter, så kan de så 
ændre vores liv.” (interview 2: 7.05).  
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Det ses herved, at vi former teknologien og den omvendt former vores tilværelse, og det er denne 
gensidighed som Søbirk udtrykker. Ifølge Klavs Birkholm, har den teknologiske udvikling til dels 
en egendynamik;  
 
”Men det er jo klart, at den teknologiske udvikling også har en egendynamik.” (interview 1: 19.15).  
 
Ud fra dette citat kommer det til udtryk, at udviklingen delvist er autonom. Ligeledes mener han, at 
den teknologiske udvikling ikke bare kan bremses.  
 
”Men den teknologiske udvikling som sådan kan man ikke sætte i stå.” (Birkholm 20.21)  
 
Dette udsagn kan imidlertid forstås på flere måder, dette skyldes, at han ikke yderligere uddyber 
hvilken teknologisk udvikling der er tale om, og det er derfor svært at tyde dets kontekst. Hvis han 
såfremt taler om udviklingen i forhold til sociale robotter eller kunstig intelligens, og han ligeså 
mener, at denne udvikling ikke kan sættes i stå, vidner det om et teknologideterministisk syn på 
udviklingen af teknologi. Grunden heraf er, at vi mennesker derved ikke selv er herre over i hvilken 
retning teknologien udvikles, altså at vi ikke kan bremse udviklingen af sociale robotter eller social 
kunstig intelligens. Hvis han derimod mener det i forhold til udviklingen generelt set, vil der ikke 
ligge et teknologideterministisk synspunkt til grunde. Vi vælger i denne kontekst, at tolke det som 
at han ikke besidder en direkte teknologideterministisk holdning som sådan, men at han i høj grad 
mener, at teknologien har en stærk gennemslagskraft og indflydelse på udviklingen. Det kommer 
yderligere til udtryk, at han ikke direkte afslår ideen om, at vi kan styre teknologiens udvikling, i det 
han hævder, at vi i samfundet kan prøve på at styre denne. Det belyses yderligere, at der er et 
økonomisk og et forskningsmæssigt incitament, som gør at udviklingen er i konstant fremdrift, og 
dette vidner om, at han mener at mennesker altså også influerer udviklingen. 
 
”Der vil være både et økonomisk og et ingeniørmæssigt, opfindermæssigt incitament til hele tiden 
at drive på og til udviklingen af robotter og sådan noget, det er der ingen tvivl om, så det vil komme 
mere og mere, og så er det så op til os i samfundet, politikkerne, og så er det så op til os at prøve på 
at styre det.” (interview 1: 20.22). 
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Her ses det endvidere, at på trods af at mennesker har en indvirkning på udviklingen, så dominerer 
teknologien stadig i høj grad. Dette ses i kraft af, at vi er begrænsede til at ”prøve at styre det”. 
Birkholm ser dog heller ingen grund til at forsøge at bremse denne udvikling.  
 
”Jeg synes ikke at man kan bremse for den her udvikling, fordi det er et led i bestræbelsen på at 
udvikle kunstig intelligens at lave en maskine der lærer på samme måde som mennesker lærer.” 
(interview 1: 41.51).  
 
Han udtaler herved, at han ser mulighederne i at der bliver udviklet mere højteknologiske 
robotteknologier. Søbirk nævner ligeledes, at det vil være uhensigtsmæssigt ikke at følge 
udviklingen og benytte sig af det positive som teknologien kan medføre;  
 
”Vi skal selvfølgelig følge med i forskningen, altså alt andet vil være dumt. Fordi, hvis vi ikke gør 
det, såeh har vi ikke mulighed for, for at gøre brug af, af de positive ting ved det.” (interview 2: 
34.00).  
 
Søbirk mener ligeledes, at udviklingen af teknologi ikke blot skal udelukkes, hvis den kan hjælpe 
nogle mennesker (interview 2: 15.05). Han giver yderligere udtryk for, at teknologiens potentiale 
skal udnyttes hvis den kan være til gavn for nogle mennesker. 
 
”[…] hvis folk virkelig får gavn af det her, så vil det være, være underligt ligesom at sige ‟nej det er 
en robot og det skal vi holde os væk fra” (interview 2: 14.48). 
 
Her kommer hans konsekventialistiske holdning implicit til udtryk. Hvis teknologien kan have gode 
konsekvenser, så mener han ikke at den skal fordømmes ud fra principielle årsager. Søbirk mener, 
at man ikke bør negligere teknologien, men at man derimod skal have fokus på at maksimere 
velfærden hos mennesker.   
 
”Og det vi bør bestræbe os mod, det er og maksimere den velfærd […] Altså jo bedre folk har det, 
jo bedre.” (interview 2: 03.38). 
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Betyder dette så, at der ikke er nogen grænse for, hvad vi kan udvikle og benytte af teknologier 
såfremt at det gavner nogen? I denne kontekst fremgår det, at han besidder den holdning, at man 
altid bør holde negative scenerier for øje. (interview 2: 13.24) Med dette i betragtning, giver han 
udtryk for at der skal forskes i udviklingen af sociale robotter.   
 
”Jeg synes da, at man skal forske løs i de her ting.” (interview 2: 24.28). 
 
Ifølge Søbirk, bør man forske løs inden for feltet, men stadig med visse forbehold, herunder at det 
er til gode for nogle mennesker og at man tager de mulige negative konsekvenser i betragtning. 
Yderligere påpeger han, at forskning i sociale robotter er vigtig i en samfundsmæssig kontekst, da 
dette kan skabe muligheder og maksimere velfærden heri.  
 
”Selvfølgelig skal vi holde øje med forskningen, jeg mener også selv, vi bør forske i det, for at være 
på forkant med de her ting, og der ligger en masse innovation, en masse muligheder for at skabe 
arbejdspladser, for at skabe velfærd for dem som bruger de her produkter.. så selvfølgelig skal vi 
gå ind i det her.” (interview 2: 34.15). 
 
Vores informanter mener langt hen af vejen, at der bør forskes i området og at Danmark bør følge 
med i denne. Thomas mener dog, at der kan være en ressourcemæssig prioritering i hvad der skal 
bruges penge på.   
 
”Det eneste der ligesom skulle begrænse det er det ligesom forbruget ikke, altså, altså kunne man 
ikke bruge pengene bedre penge, måske ikke. På kræftforskning i stedet for robotforskning.” 
(interview 2: 24.28).  
 
Ovenstående udtalelse er ikke blot et økonomisk argument, men i høj grad også et etisk argument. 
Der er hermed tale om et prioritetsprincip, og det handler således om, at de der er dårligst stillede 
bliver taget i størst betragtning. I forhold til prioritering, nævner Klavs Birkholm, at der eksisterer 
nogle teknologier, som der kræves mere opmærksomhed omkring, da disse oftest er forbundet med 
mere omfattende etiske problemstillinger.  
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[…] den er lidt harmløs ikk, det synes jeg den er. Jeg kan ikke, jeg kan ikke, hvis man skal stor 
ballade om den, så synes jeg at vi har så mange virkelig, virkelig slemme etiske dilemmaer i 
indenfor bioetik, her inden for medicin. Jeg synes måske det er lidt at overdrive det lidt, men man 
skal selvfølgelig være opmærksom på hvad den varsler, indvarsler ikke også[…] (Interview 1: 
22.08) 
 
Det fremgår af citatet, at Birkholm lægger vægt på, at han ikke finder stillingtagen til Paros etiske 
problemstillinger tilstrækkeligt relevant, i forhold til andre etiske problemstillinger som gør sig 
gældende indenfor visse andre teknologier, her taler han eksempelvis om bioetik. Det man kan 
frygte er, at blikket fjernes fra mindre, men også væsentlige etiske problemstillinger eller at disse 
overses til fordel for mere kontroversielle.  
 
KULTURELLE FORSKELLE  
 
De fleste lande differencer sig fra hinanden, da de er præget af forskellige kulturer. Disse 
kulturforskelle kommer i særdeleshed til udtryk under udviklingen af sociale robotter og i den 
opfattelse der generelt set er, i forhold til accepten af menneskelignende robotter. Det er disse 
kulturelle forskelle, som dette afsnit vil centralisere sig omkring.  
 
Japan begyndte at satse på sociale robotter som en løsning på et demografisk problem, da der 
fremover vil blive flere ældre og færre unge til at tage sig af disse. Det var således denne 
overbevisning, om en kommende ældrebyrde, der for alvor satte skub i Japans robotudvikling.  
 
”Over 25 years ago, the Japanese government projected that there would not be enough young 
people to take care of their older population. They decided that instead of having foreigners take 
care of their elderly, they would build robots.” (Turkel 2007: 510-511).  
 
Interessant er, at Japan satser på at implementere robotteknologier til at tage hånd om de ældre, i 
stedet for at have indvandrere som arbejdskraft til at løse denne opgave. Uanset om dette er 
hovedoversagen eller ej, så har den Japanske Regering til hensigt, at fremme robotindustrien som en 
avanceret og konkurrencedygtig industri. Hvor fokus førhen har været på industrielle robotter på 
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fabrikker, er det centrale nu på at udvikle robotter som kan blive en mere integreret del af hele 
samfundet. Dermed skabes der et nyt akademisk og industrielt vidensfelt inden for dette (Kitano 
2006: 80). Den fremskredne forskning og hurtigt voksende industri har resulteret i, at der allerede er 
mange sociale robotter på markedet i Japan (Det Etiske Råd). 
 
Et eksempel på en større udbredelse af sociale robotter, kan hentes fra Det Etiske Råds hjemmeside, 
hvor de bl.a. skriver, at man allerede i Japan nu kan købe en robot, som kan hjælpe med 
børnepasning (Det Etiske Råd). 
Dette kan sættes i stor kontrast til Danmark, hvor robotsælen Paro er den eneste implementerede 
sociale robot som er mere end blot legetøj. Der ses i denne forbindelse en stor distinktion mellem 
lande som Danmark og Japan. 
 
En af de mest fremtrædende robotudviklere i Japan, er Hiroshi Ishiguro, som blandt andet har 
fremstillet en robot, en Android
2
 af sig selv. Robotten er nærmere betegnet en Geminoid, da den har 
til formål at ligne en tro kopi, en ’tvilling’ af ham selv. I dokumentaren Mechanical love, kommer 
det til udtryk, hvor ambitiøs og målrettet Hiroshi Ishiguro er i hans arbejde i at udvikle denne robot, 
og ligeledes også hvilken indstilling han har til robotudviklingen. Ishiguro pointerer flere gange, at 
han ikke ser noget problem i, at robotter skal kunne bruges i stedet for mennesker. Han giver i 
dokumentaren desuden udtryk for, at såfremt man har muligheden for at skabe ’mennesker’, skal 
man benytte sig af denne (Mechanical love). Han ønsker således, at den Geminoid som han har 
fremstillet, skal være så virkelighedstro at hans egen familie ikke skal kunne gennemskue at det i 
virkeligheden ikke er ham. Det fremgår ydermere, at han ikke bekymrer sig om hans datters 
reaktion på at se sin egen far som en robot. Det lader derfor til, at stillingtagen til etiske principper 
ikke prioriteres højt i hans opfattelse af hvad man kan udvikle, og at disse i så fald ikke holder ham 
tilbage for en fremskreden forskning (Mechanical love).  
 
”In Japan, ethics is the study of the community, or of the way of achieving harmony in human 
relation-ships, while in the West, ethics has a more subjec-tive and individualistic basis.” (Kitano 
2006: 80) 
 
                                                 
2
 En android er en menneskelignende maskine. www.denstoredanske.dk/Special:Opslag?opslag=android 
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Thomas Søbirk, er af den opfattelse, at der er forskel på hvordan robotterne skal se ud i de 
forskellige lande; 
 
”Der er to forskellige trends, i Japan, ikke, der gør man meget ud af at efterligne mennesker… i 
vores kultur vil man bare have dem til at lave et eller andet, det er lidt ligegyldigt hvordan de ser 
ud.” (interview 2: 22.12) 
 
I Japan bestræber de sig efter, at deres robotter kommer til at ligne mennesker så meget som muligt, 
og dette kan både forstås som i det fysiske udtryk og/eller i interaktionsmåden. Ud fra interviewet 
med Klavs Birkholm kommer det til udtryk, at han er af den overbevisning, at jo flere robotter der 
kommer – og jo mere de kan – desto bedre er det for japanerne og for deres samfund (interview 1, 
fil 2: 57.11). Det fremgår endvidere af interviewet med Birkholm, at han også ser, at der er en 
væsentlig forskel på robotudviklingen i et vestligt land som Danmark og et østligt land som Japan. I 
de vestlige lande er man påpasselige med at give robotterne menneskelige karakteregenskaber. 
Birkholm fortæller endvidere om europæere, som er præget af det han kalder for ’Frankenstein-
syndromet’, fordi de synes, at det bliver uhyggeligt, så snart robotterne bliver for menneskelige; 
 
”Etnologer har vist, at europæere og asiatere reagerer meget forskelligt, når de her robotter 
begynder at virkelig at se meget humaniode ud. For jo mere humaniode sådan nogle kommer til at 
se ud, jo gladere bliver asiaterne, japanerne og koreanerne.. det kan europæerne ikke lide, så 
opstår der sådan et Frankenstein trauma, det må de ikke. Det er mere Paro agtigt at vi kan 
acceptere her. At der er noget loddent og noget øjenbryn eller et eller andet, men det at de skal 
ligne mennesker, det vil europærerne ikke have.” (interview 1, fil 2: 30.27) 
  
Han uddyber yderligere, at indstillingen til hvordan robotterne skal se ud, er meget afhængig af 
hvilken kultur det drejer sig om.  
 
”Vi europære har det der Frankenstein-syndrom […] vi synes når en maskine begynder at gå selv 
osv., så bliver det uhyggeligt. Så det problem stiller sig forskelligt i de forskellige kulturer.” 
(interview 1, fil 2: 32.26) 
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Det fremgår af citaterne hvorledes, at europæere bliver forfærdede ved tanken om 
menneskelignende robotter, men at robotter som Paro er acceptable. Han beretter ligeledes, at denne 
forskel i måden hvorpå man reagerer på menneskelignende robotter, hænger væsentligt sammen 
med kulturelle og religiøse forskelle. Det kommer til udtryk, at han kun benævner robotternes 
menneskelige udseende, men derimod ikke deres intelligensniveau.  
 
I Schweiz er der blevet foretaget en undersøgelse blandt 240 mennesker, på en ’home and living 
exhibition‟ i Geneva. Forskerne spurgte disse mennesker om deres holdninger til robotter i deres liv, 
og kom op med nogle data som er illustreret i graferne ”what should a robot look like?”(Se bilag 1) 
og ”what should robots do?”(Se bilag 2). Grafen ”what should a robot look like?” bevidner om, at 
langt størstedelen mener, at en robot bestemt ikke skal ligne, hverken et menneske eller et dyr, men 
derimod en lille maskine.  
Grafen ” what should robots do?” viser, at langt de fleste mennesker ønsker, at robotter skal udføre 
’huslige opgaver’. Endvidere viser grafen, at jo mere interaktion der sker mellem robot og 
menneske, når robotterne skal udføre de forskellige opgaver, jo færre mennesker er der, som synes 
om dette. Graferne viser altså tydeligt, at størstedelen af de adspurgte mennesker, ikke mener, at 
menneskelignende robotter er en god idé. Denne gruppe mennesker der deltog i undersøgelsen, blev 
valgt, fordi disse mennesker ikke var specifikt interesseret i sociale robotter, men snarere eventuelle 
robotter i hjemmet (Graf). Vi mener endvidere, at denne undersøgelse, er et godt eksempel på et 
europæisk land, som Birkholm nævner, lider af dette ”Frankenstein-syndrom”. Her kommer det 
endvidere til udtryk, hvilken funktion og hvilket intelligensniveau, der er at foretrække. 
 
Birkholm uddyber nærmere, at man i den østlige verden, eksempelvis i Japan, tror på at alting er 
besjælet. Dette skyldes, at mange af deres religioner er naturreligioner, der gør at de har en 
udpræget ærbødighed over for deres omverden (interview 1, fil 2: 31.32). Birkholm eksemplificerer 
dette og fortæller, at japanerne ikke blot ser en kop som et dødt objekt, men at den har et formål, en 
sjæl. I den vestlige verden derimod, betragtes en kop udelukkende som en kop, et funktionsdygtigt 
redskab. På baggrund af den østlige verdens religion, kan man derfor formode, at de nemmere kan 
acceptere, at robotterne menneskeliggøres.  
Ifølge Birkholm, tror man i den vestlige verden på, at kun mennesket er i besiddelse af en sjæl, 
hvilke kan resultere i at folk bliver mere skeptiske og usikre, når robotter pludselig udviser 
menneskelige træk. Det er i denne kontekst at Birkholms udtryk opstår: ’Frankenstein-syndromet’. 
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Hans forklaring på denne større acceptering af sociale robotter i det japanske samfundet, kan 
understøttes af den tyske forsker Stefan Krebs fra Aachen University. Han mener også at denne 
besjæling eller tro på åndelig eksistens i objekter, og ligeledes en grundlæggende positiv indstilling 
til teknologi, bidrager til en større accept af robotteknologier.  
 
”Even the Shinto idea of all-animation, which can also extend itself to inanimate objects, as well as 
a historically conditioned positive fundamental attitude toward technology contribute to the 
acceptance of robots.” (Krebs 2006: 64).  
 
Der ses altså en tradition for at tro på eksistensen af åndeligt liv i objekter, eller andre fysiske 
fænomener. Disse objekter kan af denne grund leve i harmoni med mennesker (Kitano 2005: 80) 
Der er generelt en anden social opfattelse og kulturel forståelse af robotter i Japan i sammenligning 
med Danmark. Det fremgår at der i Danmark skelnes tydeligere mellem mennesker og objekter, 
hvor man i Japan derimod anser robotter på mere lige fod med mennesker. Dette ses også i kraft af, 
at robotter helt og holdent betragtes som venner blandt Japanerne (Krebs 2006: 66). 
 
Disse kulturelle og religiøse forskelle, kan således være med til at forklare, hvorfor robotteknologier 
i den vestlige verden ikke er lige så langt fremme, som i nogen østlige lande. Men disse forskelle 
kan ydermere være med til at forklare, hvorfor man i et land som Danmark ser anderledes på etiske 
aspekter i forbindelse med udviklingen af sociale robotter, end man gør i Japan. I Japan er det til 
hensigt at fremme uviklingen, og tilmed implementeringen, af højteknologiske robotteknologier, da 
teknologien generelt set associeres med noget positivt. I Danmark tages der mere stilling til mulige 
konsekvenser, der er i forbindelse med disse højteknologiske robotteknologier, skal interagere med 
mennesker. Som vi før belyste, ses der en større skepsis ved indførelsen af robotteknologier som 
skal interagere med mennesker. Ifølge Klavs Birkholm, ses der blandt befolkningen i Danmark, en 
generel skepsis i forhold til implementeringen af diverse robotteknologier  
 
”Der er en befolkningsmæssig skepsis over for robotter som bare kommer væltende ind.” 
(interview 1, fil 2: 56.48)  
 
Citatet antyder således, at vi ikke bare godtager disse teknologier, men at de derimod skal 
undersøges nærmere. 
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Det skildres i artiklen af Krebs, at den katolske præst og forsker i filosofi, Jose M. Galvan mener, at 
teknologien ikke er en tilføjelse til mennesker, men i virkeligheden er en måde, som 
menneskeheden adskiller sig fra dyreriget. Med eksempler på myten om Prometheus og Adam i 
bogen af Genesis, hævder Galvan, at mennesket er tvunget til at interagere med og at benytte sig 
teknologien, da mennesker foruden teknologi i sig selv ikke er fuldendte.  
 
Der er mange forskellige faktorer der spiller ind, når man ser på de forskellige lande og deres måde 
at håndtere sociale robotter. Den mest væsentlige grund, er at de fleste lande differencer sig fra 
hinanden, dette skyldes til dels de kulturelle forskelle.  
 
SOCIALEROBOTTERS AUTENSITET 
I bestræbelserne på, at udvikle en succesrig social robot, er nogle af de vigtigste aspekter, 
fremtoningen og interaktionen. Det er disse egenskaber vi i dette afsnit vil tage fat på, samt hvilke 
bekymringer dette vækker. 
 
I en artiklen, Anthropomorphisme and the social robot, beskriver B. R. Duffy, hvordan man sikrer 
at en social robot, bliver en succes. Duffy mener at succesfulde designs i software og robotter inden 
for HCI (Human-Computer Interaction), involverer en hvis balance af illusion, for at få brugeren til 
at tro på, at systemet er af en autentisk fremtoning (Duffy, 2003; 2). Yderligere fremgår det at det er 
mest hensigtsmæssigt at en robot har en autentisk fremtoning, for således at kunne interagere 
succesfuldt med mennesker. Et godt eksempel er Robotsælen Paro. Først var Paros skabers 
intention at lave en kat. Men undersøgelser viste, at katten ikke var autentisk nok (Mechanical 
Love). En af grundende var, at de fleste folk kender til katte og har interageret med dem, og derfor 
har en meget præcis forventning til hvordan en kat begår sig. Dette så vi også tidligere, i eksemplet 
med den hund der fremstod for mekanisk. I vores interview med Klavs Birkholm, kommer han ind 
på, at folk har større tendenser til at interagere med robotter der har en form for autentisitet omkring 
sig: 
 
”et menneske vil ikke snakke til en støvsuger, der bare ligner en støvsuger.[…]hvis den derimod er 
lidt lodden, øhh, og har nogle øjne der sådan vipper op og ned, og ser sådan lidt sød ud, eller 
smiler lid, så er de straks mere fristet til at svare den.”. (Interview 1: 29.15) 
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Et godt spørgsmål til denne synsvinkel er, om man skal tillægge en robot menneskelige egenskaber, 
og i så fald hvor meget. Birkholm fortæller om en episode, hvor han overværede en robot der var 
programmeret at kunne lære, hvor robotten blev sat på et elastisk underlag og selv regnede ud at den 
kunne strække lemmerne ud for at holde balancen. Men mere påfaldende var det, da den begyndte 
at hoppe (Interview 1: 43:59). Han siger at den handling kom bag på forskerne, der ikke havde 
forventet andet end at den ville lære at holde balancen på det nye underlag. Klavs Birkholm 
beskriver situationen som noget af det mest uhyggelige han har set. Han sætter også sin mening 
meget klart med hensyn til at tillægge robotter menneskelig adfærd: 
 
”…jeg forstår ikke den tankegang, at man begynder at give dem, altså tillægge dem menneskelige 
karakter egenskaber…”(interview 1: 12:02).  
 
Et spørgsmål der rejses i forbindelsen med at tillægge robotter så megen menneskelig karakter, er at 
det bliver svært at definere forskellen mellem mennesket og disse robotteknologier, og dertil 
kommer også spørgsmålet om, hvorvidt det vil ændre vores opfattelse af os selv, og af andre. Kan 
man risikere, at folk der ofte interagerer med en menneskelig realistisk robot mister ansvarsfølelsen 
over for andre? Thomas Søbirk, mener ikke at det er givet at det er et problem at tillægge robotter 
menneskelig karakter, han mener i stedet at det kan være nyttigt  
 
”der kunne godt være nogle fordele ved det, altså at vi passer bedre på dem”(Interview 2: 22:52).  
 
Så Søbirk ser ikke nødvendigvis udviklingen som en forringelse af det menneskelige 
følelsesregister, men mere en forbedring, hvor vi har mulighed for at lærer at behandle andre, både 
mennesker og robotter, bedre. Søbirk udelukker dog ikke at det kan skabe problemer.  
Det kan altså være en fordel, at have robotter der ligner mennesker, da dette kan gøre det lettere at 
interagere med disse. Men der kan samtidig også stilles flere problemstillinger op til dette aspekt, 
f.eks. at robotterne skal gøres meget autentiske hvis de skal interagere med mennesker, da vi ellers 
mister følelsen af, at det er et rigtigt menneske vi står overfor.  
Ud over dette kan det være et problem hvis mennesket ender med at ændre opfattelse af hvad 
mennesket er, og dermed mister ansvarsfølelsen. Men samtidig skal der tages højde for, at der ikke 
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bliver lagt for meget menneskelig essens i robotten, da det kan være svært for nogle mennesker at se 
forskel og forholde sig til dem, hvis dette er tilfældet. 
Til dette er det en god ide at kigge på den kunstige intelligens disse robotter bliver tillagt. 
 
Kunstig intelligens 
Vi har i dette afsnit valgt at se på scenen omkring de sociale robotter, for dels at kigge på de 
forskellige holdninger der er til disse, men også for at se hvor langt vi er i dag, med disse 
teknologier.  
 
Når man skakker om kunstig intelligens, skal man først definere hvad intelligens er: 
”intelligens, (af lat. intelligentia 'indsigt'; evnen til at opfatte, begribe, forstå), udtryk om 
potentialet for eller kompetencen til fx problemløsning, tænkning og det at tilegne sig ny viden.” (a, 
Den Store Danske) 
 
Helt generelt betyder intelligens; at forstå, og det er i bund og grund det, man gerne vil have, at 
fremtidens robotter skal kunne (c, Den Store Danske). De skal kunne forstå de mennesker de 
befinder sig sammen med, og de situationer de kommer i. Intelligens og følelser er det sidste skridt 
for at få helt menneskelige robotter. Det er nok også det sværeste skridt, den menneskelige 
intelligens er kompleks og vi forstår den ikke selv helt til bunds.  
Men når forskere prøver at skabe kunstig intelligens er det som regel på forsøgs basis, de prøver 
hele tiden at rykke grænsen for hvor menneskelig en robot kan være (Breazeal 1998: 1)    
 
”kunstig intelligens er, programmerede maskiner, som efterligner et eller flere aspekter af den 
menneskelige intelligens som evnen til abstrakt tænkning, analyse, problemløsning, 
sprogbeherskelse og -forståelse, fornuftig handling o.l.” (b, Den Store Danske) 
 
Formålet med at skabe robotter med kunstig intelligens, der med mere indsigt kan udføre stadige 
stigende komplekse opgaver. Jo smartere robotterne bliver, jo mere effektive bliver de. Robotter 
blev opfundet til at udføre rutine opgaver, men hvis vi giver dem intelligens så de kan prioterer 
opgaver eller til at løse komplekse opgaver, tidligere forbeholdt mennesker, kunne man forstille sig 
at de ville blive mere udbredt (Robolab.dk).  
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Der er i USA udviklet en robot, designet til at køre rundt på hospitalerne, og levere varer. Denne 
robot er blevet fundet meget irriterende, da den mangler indsigt og forståelse for sine omgivelser.  
Dette viser at det er vigtigt at robotter kan tage stilling til de mennesker den omgiver sig med, og 
analysere situationen de er i (Hildebrandt 2010). 
Et eksempel på et sted hvor tanken om kunstig intelligens har taget et kæmpe skridt, er på 
University of Reading i Storbritannien, hvor de har skabt en robot med neuroner fra en rotte hjerne. 
Forskerne er blevet inspireret af den biologiske hjerne, og dets nervesystem. Dette har forskerne 
brugt til at fremstille en robot, Gordon the robot, der bliver styret af nervecellerne fra en rottehjerne. 
Nervecellerne ligger i en beholder, hvor der i bunden ligger nogle elektroder, der har forbindelse til 
robotten. Gennem rotte nervecellerne har robotten lært at undgå vægge. Her ses det at robotten 
husker det den har lært.  Det har endnu ikke været muligt for forskerne at indsætte hjernen i selve 
robotten. Dette er stadig et projekt under udvikling, men den biologiske robothjerne er et godt svar 
på hvad der bliver muligt i fremtiden (Videnskab.dk). 
 
Evnen til at undgå vægge eller kunne priotere opgaver, lyder ikke umiddelbart som kæmpe skridt i 
at få robotter til at ligne mennesker. Det bliver straks mere komplekst når vi snakker medfølelse og 
empati. Denne form for kunstig intelligens kan evt. beskrives som social kunstige intelligens. 
Theory of mind (mentalisering), er en hypotese om menneskets evne til at forstå, at et andet 
menneske, har sine egne tanker og viden om ting, end man selv har (Asberger). 
I et forsøg man udførte med autistiske børn, illustrerede man hvad der ville ske, hvis man mangler 
evnen til at kunne gennemskue andres tanker. 
 
”Problemer med at adskille andres og eget sind kan illustreres med for eksempel Smarties-testen: 
Man viser barnet en æske Smarties og spørger, hvad der er i æsken. De fleste børn genkender 
æsken og svarer chokolade. Til barnets overraskelse viser æsken sig nu at indeholde for eksempel 
en blyant. Man spørger nu barnet om hvad det mors ville sige, der er i æsken, hvis hun kaldes ind i 
rummet. Det autistiske barn vil svare: En blyant.” (Asberger)  
 
Dette viser at ”Theory of mind” giver mennesket mulighed, for at forholde sig til andre mennesker, 
og forstå deres ’viden’. Manglen på denne viden, giver et menneske sociale komplikationer, da en 
person uden denne viden ikke kan forholde sig til andre menneskers tanker, end dets egne 
(Asberger). 
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Dette er netop den mangel robotter har i dag, og det er det som forskerne for DTU, gerne vil opnå 
(Hildebrandt 2010).  
 
Empati er at ikke kun kunne gennemskue en anden persons tanker, men også kunne følelse med 
dette menneske, og opfører sig efter det. Dette gør at vores handlinger ikke altid er 100% rationelle 
som man ville forstille sig en maskines ville være.  
Her har vi et andet eksempel, hvor man lavede et forsøg, hvor man satte to mennesker overfor 
hinanden. Den ene person fik 10 dollars og kunne give ligeså mange de ville til den anden. Hvis den 
anden accepterede ville de hver især beholde pengene, men hvis den anden person ikke accepterede, 
ville de ikke få nogen. Begge parter var oplyst om reglerne. Når man satte to normale mennesker 
overfor hinanden blev fordeling ikke langt fra halvdelen til hver. Man gentog nu forsøget med 
hjerneskadet personer der udelukkende kunne tænke rationelt. Man gav dem pengene og satte dem 
overfor en normal person, de gav den anden person meget mindre, i den tankegang at den anden 
ville jo alligevel gå væk med ingenting hvis de sagde nej, men den normale person sagde i flere 
tilfælde nej, da det ikke føltes fair. Det er denne komplekse hjerne forskerne, prøver at kopiere. 
(Lehrer ?? the descive moment; how the mind makes up its mind) 
 
En fordel ved at efterligne kunstig intelligens, kunne være at det ville blive nemmere at 
implementere robotterne i samfundet. Den almindelige kunstige intelligens gør robotterne til bedre 
arbejdsredskaber for os mennesker, hvilket den sociale kunstige intelligens til dels også gør, men 
samtidig gør den det til et bedre redskab for mennesket til at interagere med. 
Vi har en fornemmelse for at forskerne hele tiden prøver at skubbe grænserne for hvor langt man 
kan tillade sig at gå, og man kan jo så spørge sig selv om de kunstige genskabelser af hjernen er den 
grænse, da det igen efterlader spørgsmålet om hvad forskellen på robotter og mennesker er, når 
robotter er det samme og kan det samme. 
 
SOCIALE ROBOTTER OG RETTIGHEDER  
Vi vil i dette afsnit se på flere forskellige holdninger til emnet om sociale robotter og disses 
rettigheder. Vi diskutere hvad der skal til, før en entitet kan tillægges rettigheder i forhold til 
deontologien og utilitarismen.  
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I lang tid har diskussionen om robotters udvikling floreret, i forhold til at beskytte menneskers 
interesser. Blandt andet de kendte tre love af Asimov, der skal sikre beskyttelse af mennesker. Men 
i og med at udviklingen er i gang, og at der allerede findes robotter der har, kunstig intelligens på et 
lavt plan, opstår spørgsmålet, om hvorvidt robotter bør have rettigheder eller ej.  
Blandt andet kalder Dr. Blay Whitby, lektor i kunstig intelligens på Sussex Universitet, på 
øjeblikkelig handling, inden for etikken, for dårlig behandling af menneskelignede artefakter 
(Coeckelberg 2010:209).  
I artiklen af Coeckelberg, forklares der om hvorledes de forskellige etiske standpunkter, deontologi 
og utilitarismen bedømmer, at en entitet har ret til blive taget i moralsk betragtning. Han starter med 
at se på hvordan de to standpunkter eksempelvis begynder, med at dyr bør tages i moralsk 
betragtning til rettigheder. Utilitarismen har en anden tilgang, der handler om fremmelsen af lykke, 
glæde og prøve at undgå lidelse eller frustration, hvad enten det er menneskeligt eller ej 
(Coeckelberg 2010:211). Ifølge artiklen er målestokken for hvorvidt man bliver taget i moralsk 
betragtning, afhængig af om entiteten er bevidst i forhold til deontologien og utilitarismen. Her er 
problemet bare at definere hvad det vil sige at være bevidst, eller sanselig. Der pointeres at de høje 
krav for deontologien og utilitarismen, måske er forældede måder at se sociale robotters rettigheder 
på. I stedet henvises der til at man bør kigge på menneskets forhold til sociale robotter, og derved 
vurdere om hvorvidt at vi bør skænke disse rettigheder. Endvidere noteres der yderligere som 
konklusion, at robotter bør have rettigheder, da manglen af moralsk omsorgsforpligtigelse overfor 
sociale robotter, med tiden kan risikere at overføres på andre mennesker (Coeckelberg, 2010:218). 
  
I vores interview med Klavs Birkholm, kom vi ind på emnet om hvorvidt sociale robotter bør have 
rettigheder. Til det svarede han:  
 
”Nogle robotforskere mener, at når robotter er blevet udstyret og udviklet ordentligt med kunstig 
intelligens, så skal robotterne håndteres som borgere med rettigheder. Her er min holdning meget 
meget klar, det skal de ikke, fordi de er jo udviklet for at være slaver for os[…]” (Interview 1: 
11.14).  
 
Klavs Birkholm mener samtidig at man hverken bør, eller kan undgå udviklingen og tilføjer, at 
sociale robotter der selv kan tage beslutninger, ikke er 100 år ude i fremtiden. Birkholm mener, at vi 
får robotter der er selvtænkende, men at mennesket har kontrol, og der skal ikke forekomme 
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rettigheder for robotterne. Her har Thomas Søbirk en mere åben og spørgende tilgang til emnet, og 
er derved ikke afvisende for at robotter måske bør have rettigheder:  
 
”[…]hvis robotter bliver udviklet tilstrækkeligt meget, har vi så ikke også et moralsk ansvar over 
for det […]og hvis vi slukker dem, ikke, så har vi måske slået nogen ihjel ikke, eller ødelægger dem 
har vi slået nogen ihjel, og hvis vi sætter dem på pause er det ligesom at bedøve en person[…]” 
(Interview 2: 27.00).  
 
Thomas Søbirk siger ikke, at det nødvendigvis er sådan at tingene hænger sammen, men sætter 
alligevel spørgsmålstegn ved dette. Dette bevidner om, at Søbirk finder området relevant at 
debattere, da der kan ligge nogle uforudsete konsekvenser i disse handlinger. Ydermere kommer 
Søbirk ind på, at det er givet, at mennesket og andre levende væsener har en essens (Interview 2: 
44.06). Dette vidner også om at Søbirk mener, at de tidligere nævnte krav fra deontologien og 
utilitarismen, om at en entitet bør være sanselig eller bevidst, før de bør komme i betragtning for at 
få rettigheder, er gældende i denne kontekst. Han nævner dog også, at man bør kigge på hvilken 
essens der er tale om:  
 
”[…]men lad os sige at vi lavede en robot der havde samme fordøjelsessystem som os, og det var 
det eneste de havde eller en undervisningsrobot, det ville jo ikke være nok[...]”(interview 2: 45.13).  
 
Thomas Søbirk virker i modsætning til Klavs Birkholm, ikke afvisende overfor, at man skal tage 
sociale robotter i betragtning for at give dem rettigheder, med det forbehold, at de har en form for 
essens der kan sammenlignes med menneskets, da vi derved er moralsk forpligtede. Holdningerne 
er mange, og det kommer til udtryk at de bør tages seriøst, da det kan være noget vi står overfor 
inden for kort tid. Eksempelvis er der humaniode robotter, hvor det nu er blevet muligt at interagere 
med dem, dog endnu på et lavt plan. Her kan vi hurtigt komme til at stå over for folk der betragter 
disse som en del af deres liv, og derved også vil kræve rettigheder til dem. 
 
 
I dokumentaren Mechanical love, bliver der i en scene slukket for Frau Körners Paro under 
fællestimen, og det ses tydeligt at det influerer hendes humør (Mechanical love). I denne kontekst 
angiver Thomas Søbirk følgende:  
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”Hvis vi slukker dem, har vi måske slået nogen ihjel ik, og hvis vi sætter dem på pause, så er det 
måske ligesom at bedøve en person.” (interview 2: 27.06)  
 
Her prøver Søbirk, at forestille sig hvilke problemer der kan opstå, når mennesker knytter sig til 
disse sociale robotter, og at det bevidst, som ubevidst, kan resultere i, at mennesker kan begynde at 
betragte dem som levende væsener. Det er måske hvad der i virkeligheden sker når Frau Körner 
bliver så ked af det.    
 
Hele diskussionen om hvorvidt sociale robotter skal have rettigheder er meget kompleks, da det 
endnu ikke er tydeligt hvor autonome disse kan blive. Hvad bliver vores holdning til sociale 
robotter i fremtiden, vil de blive slaver for os eller vil de blive anset for vores ligemænd? Før vi kan 
sige hvilke rettigheder de sociale robotter skal have er vi nød til at se på om de besidder en essens, 
eller om essensen kun eksistere, fordi vi tildeler robotten den. 
 
HVEM SIDDER MED ANSVARET?  
I dette afsnit, vil vi se på hvem der har ansvaret, for de sociale robotter. Afsnittet vil diskutere hvem 
der har ansvaret, hvis en robot gør noget uetisk. Hvis sociale robotter i fremtiden bliver så autonome 
at de selv kan tage beslutning, kan det blive vigtigt at fastslå, hvem der skal have ansvaret hvis 
beslutningerne er uhensigtsmæssige. 
Når robotter begynder at handle anderledes end forventet, kan det blive problematisk at placere 
ansvaret. Dette bekræfter Thomas Søbirk Petersen:  
”[…] så syntes jeg det er et kæmpe kæmpe problem, med også at placere ansvar […] hvis en robot 
selv begynder at handle” (Interview 2: 26.21).  
Søbirk udtaler, at uden kontrol, kan der blive et problem rent juridisk (Interview 2: 26.55). I artiklen 
”Ethics in Robotics” fra IRIE (International Review of Information Ethics) skriver de at det ikke er 
et problem, juridisk at placere ansvaret:  
“[…] while there are differing legal interpretations of cases, and differing legal opinions among 
judges, the legal system ultimately tends to do a pretty good job of settling questions of 
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responsibility in both criminal law and civil law (also known as torts in Anglo-American 
jurisprudence)” (Asaro 2006: 13).  
Det må endvidere formodes at der til trods for dette, kan være nogle problematikker omkring at 
placere ansvaret, da der ikke er angivet nogen form for kontrol. I dag gør vi os selv meget 
afhængige af maskiners arbejdskraft;  
“Today, we give responsibility for crucial aspects of our security, health, life saving, and so on to 
machines” (Veruggio et al. 2006: 7).   
Det kan være et problem at vi gør os selv så afhængige af robotternes arbejdskraft, da det kan fører 
til problematikker i forhold til hvem man ligger ansvaret hos, hvis robotten begynder at handle på 
egen hånd. Det vigtigste er, at sørge for at robotterne ikke gør skade og at mennesket ikke undgår 
ansvaret for robotternes handlinger:  
“[…] our overarching interest in robot ethics ought to be the practical one of preventing robots 
from doing harm, as well as preventing humans from unjustly avoiding responsibility for their 
actions” (Asaro 2006: 9).  
Et eksempel på denne afskrivning af ansvaret er i forhold til pistoler “In-deed, we place the 
responsibility for an accident on faulty mechanisms all the time, though we rarely ascribe moral 
responsibility to them. The National Rifle Association„s slogan “guns don„t kill people, people kill 
people” is only partially correct, as Bruno Latour (1999) has pointed out–it is “people+guns” that 
kill people” (Asaro 2006: 13).  
Altså det er ikke maskinen der skader mennesker, men det er kombinationen af menneske og 
maskine, der skader. Søbirk siger også til det om at placere ansvaret: ”Hvis robot selv begynder at 
handle (skade mennesker), hvis ansvar er det så? Producenten, forhandleren eller 
køberen?”(Interview 2: 26.36).   
Der er mange der kan have ansvaret, derfor vil dette afsnit diskutere hvor ansvaret ligger. For at 
tage tråden op fra Søbirk vil vi diskutere ansvar, hos de tre ansvarsgrupper han nævner.  
Vi har i det følgende valgt at se bort fra de tekniske komplikationer, disse maskiner kan have, f.eks. 
at den kan eksplodere. Vi har valgt at se på den autonomi disse robotter kan have, og de psykiske 
mén de kan påføre mennesket. 
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1. Producenten/Opfinderen 
Man kan sige at ansvaret skal placeres hos opfinderen, hvis vi tager udgangspunkt i at det er 
ham der skal stå for at afprøve teknologien, og sætte den igennem alle mulige former for 
scenarier, der kunne tiltænkes at den kunne udsættes for.  Det er endvidere også ham der skal 
stille sig kritisk i forhold til de etiske implikationer, teknologiens handlinger kan have. I og med 
at det er opfinderen der bestemmer robottens evner, kan man argumentere for, at det er ham der 
skal kunne stilles til ansvar for, at dens handlinger er etisk korrekte. Derudover kan forskeren 
stilles til ansvar for, at teknologien bliver udviklet til en bestemt brugergruppe, hvor det så også 
er ham, der skal sørge for, at det bliver understreget, at det er denne bestemte brugergruppe 
teknologien bruges af.  
“Such a system might be technologically sophisticated, but it is still morally simplistic–if it acts 
according to its design, and it is designed well for its purposes and environment, then nobody 
should get hurt. Cars are an inherently dangerous technology, but it is largely the driver who 
takes responsibility when using that technology. In making an automated driver, the designers 
take over that responsibility” (Asaro 2006: 13).  
Så hvis robotten er designet ordentligt burde der ikke være nogen problemer, og hvis der er, er 
det designerens ansvar. 
Vi kan prøve at opstille et hypotetisk scenarie, hvor en opfinder udvikler en robot, til folk med 
Downs syndrom. Denne robot skal med hjælpe dem med at træffe beslutninger og klare sig i 
hverdagen. Hvis denne robot begynder at overtage beslutningsprocessen helt, fordi den er 
programmeret til at tænke og udvikle sig selv, kan den derved komme til at forringe personens 
livskvalitet i stedet for at forbedre den. Hvor ligger ansvaret i dette tilfælde? 
2. Forhandleren 
Hvis man skal lægge ansvaret hos forhandleren, kan man påstå at det er ham der er linket 
mellem opfinderen og brugeren, så det er ham der skal sørge for at teknologien kommer ud til 
de tiltænkte brugere. Og hvis han fejlrepræsentere dens formål og evner, kan man påstå at det er 
hans ansvar hvis den fejler.  
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For at illustrere dette, kan man igen se på ovennævnte scenarie, og overveje hvad der kan ske 
hvis forhandleren fejlrepræsenterer teknologien, ved f.eks. at sælge den til andre, end den 
tiltænkte brugergruppe, nemlig folk med Downs syndrom. Og man kan her se på de 
konsekvenser det kan få, hvis de forkerte brugere misbruger teknologien.  
3. Køberen/Brugeren 
Hvis man erhverver sig en robot der har mulighed for at udvikle sig gennem erfaring, har man 
ansvaret for at dens udvikling forløber hensigtsmæssigt. Derudover har brugeren ansvaret for at 
teknologien bliver brugt som den er tiltænkt, og at have en hvis kontrol over dens handlinger, 
samt sætte sig ind i teknologiens evner. Endvidere er det brugerens ansvar at sørge for at holde 
et vist etisk niveau overfor den.  
Vi har her opstillet et eksempel på en bruger der har anskaffet sig en social robot: Jeg har 
erhvervet mig en robot der kan lære igennem mine handlinger. Denne robot lærer en uetisk 
handling af mig, som får konsekvensen at nogen kommer til skade. I dette tilfælde kan man sige 
at det er mig, brugeren, der har ansvaret overfor robotten, da det er mig der har lært den disse 
handlinger. Samtidig kan man sige at det er opfinderens ansvar at dette er sket, da det er ham 
der har gjort det muligt for mig at lære robotten handlingen. 
Derfor er det utrolig svært at placere ansvaret for robotternes handlinger, fordi man altid kan 
fralægge sig ansvaret; forbrugerne kan påstå at det er programmeringen der er skyld i robottens 
adfærd og opfinderen kan sig det er brugerens skyld at lære robotten unoder.  
Nogle fraligger sig ansvaret ved at sige at det de udvikler, er rent teknisk og ikke etisk.  
“Not interested in ethics. This is the attitude of those who consider that their actions are strictly 
technical, and do not think they have a social or a moral responsibility in their work” (Veruggio  et 
al. 2006: 4).  
Spørgsmålet er så, om man kan stille folk til ansvar for det alligevel, og om man kan stille krav 
herom. Det vil være et rent juridisk spørgsmål og det føler vi os ikke kvalificeret til at diskutere.  
Vi har ovenstående prøvet at give et eksempel på hvordan man kan diskutere ansvar, og vi vil i det 
efterfølgende afsnit prøve at give nogle flere vinkler på dette.  
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I artiklen ” What Should We Want From a Robot Ethic?” sætter de fokus på tre etiske aspekter, de 
synes er vigtige at tænke ind i produktionen af robotter. Det ene er at hvordan mennesker kan 
handle etisk igennem robotter, det andet er hvordan man designer robotter til at agere etisk og til 
sidst hvordan man konstruerer etiske relationer mellem mennesker og sociale robotter (Asaro 2006: 
10)  
“I maintain that a desirable framework for ethics in robotics ought to address all three aspects. 
That is to say that these are really just three different aspects of a more fundamental issue of how 
moral responsibility should be distributed in socio-technical contexts involving robots, and how the 
behavior of people and robots ought to be regulated. It argues that there are urgent issues of 
practical ethics facing robot systems under development or already in use. It also considers how 
such practical ethics might be greatly problematized should robots become fully autonomous moral 
agents”. (Asaro 2006: 10). 
Man kan som forsker ikke fralægge sig ansvaret ved at sige, at det man udvikler, er ren teknisk, hvis 
man har til hensigt at implementere det i samfundet, for så vil det tage del i et socio-teknisk system, 
hvor teknologi påvirker mennesker og mennesker påvirker teknologi, og derved bliver de etiske 
overvejelser uundgåelige. Dog har vi ikke til hensigt at gå nærmere i dybden med socio-tekniske 
systemer.  
En måde at få forskerne til at arbejde med de etiske aspekter, kunne være at opstille nogle 
overordnede regelsæt, der skulle følges.  
En løsning kan være: man kan opstille guidelines, f.eks. købeloven. Disse ’regler’ der kunne 
opsættes ville gøre, at forskerne ville føle sig nødsaget til at følge disse, og dermed indtænke etiske 
aspekter. 
“Thus, by beginning to think about these issues from the perspective of legal responsibility, we are 
more likely to arrive at practical answers. This is because both 1) it is likely that legal requirements 
will be how robotics engineers will find themselves initially compelled to build ethical robots, and 
so the legal framework will structure those pressures and their technological solutions, and 2) the 
legal framework provides a practical system for understanding agency and responsibility, so we 
will not need to wait for a final resolution of which moral theory is “right” or what moral agency 
“really is” in order to begin to address the ethical issues facing robotics. Moreover, legal theory 
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provides a means of thinking about the distribution of responsibility in complex socio-technical 
systems” (Asaro 2006: 13).  
Det at forskerne vil føle sig nødsaget til at følge disse guidelines, er en ting, noget andet er, at hvis 
disse guidelines er opstillet, slipper man for at skulle diskutere hvor ansvaret skal placeres, efter det 
så at sige er gået galt.    
Vi mener ikke at sociale robotter skal stilles til ansvar for deres handlinger, men derimod at 
ansvaret er nødt til at ligge hos menneskene. Hvilke mennesker der skal have dette ansvar er svært 
at svarer på, men et godt sted at starte, kan være hos opfinderen. En måde at sikre, at de tænker 
sikkerhed ind fra starten af er at opstille juridiske guidelines der skal følges. Juridiske guidelines er 
også en måde at undgå diskussionen om ansvar, ved at tage den inden den bliver aktuel.   
 
KONTROL, RETNINGSLINJER OG LOVE   
Der er endnu ikke angivet nogen specifikke retningslinjer eller love i Danmark, indenfor sociale 
robotters udvikling eller ageren, hvilket Klavs Birkholm også fastslår: ”Der er ikke nogen regler 
endnu[…]”(interview 1: 20.50). Til gengæld er der globalt set mange diskussioner og forslag til 
hvilke retningslinjer der burde gælde, og hvordan disse kan udformes. Nogle af disse retningslinjer, 
vil vi i dette afsnit komme ind på, og gennem videnskabelige artikler og informanter, tage stilling 
til.   
De to indholdsmæssige faktorer der bliver omdiskuteret mest, er henholdsvis etik og 
sikkerhedsforanstaltninger (Nocks 2008: 73 & 74 og Feil-Seifer 2007 et al.: 426). Vi vil i dette 
afsnit diskutere forslag til retningslinjer og love, opstillet af forskellige forskere. Dette er med 
henblik på at kortlægge, kompleksiteten og evt. hvad der kunne være mest hensigtsmæssigt at gøre 
på området.  
Regelsæt kan være en måde hvorpå man kan sikre, at opstillede grænser overholdes. Science fiction 
forfatteren Isaac Asimov skitserede tre robotregler, som primært har til hensigt, at sikre en 
konfliktfri sameksistens, mellem mennesker og robotter. 
 
”Just as the American science fiction author, Isaac Asimov in his famous robot tales, Tezuka 
formulated robot laws, that are intended to guarantee the conflict-free cohabitation of humans and 
robots” (Capurro et al. 2006: 66). 
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Isaac Asimovs tre robotregler blev første gang omtalt i hans roman ”Runaround” fra marts 1942  
(Nocks 2008: 73). Disse optræder dog i flere science fictions film, hvor de anskuer fremtidige 
forhold mellem mennesker og maskiner, og robotreglerne var nogle af de originale retningslinjer for 
udviklingen af mulige fremtidige menneskelignende robotter. Isaac Asimov var inspireret af 
virkelighedens ingeniører, da han konstruerede retningslinjerne (Nocks; 2008: s. 74).  
Asimov påstår, at mennesker ofte har tendens til at overføre ansvaret til deres maskiner, hvis der 
sker nogle fejl. Asimov kaldte dette for”a tendency to blame their tools” (Nocks; 2008: s. 73). Når 
vores computer f.eks. går ned, ligger vi skylden på den. Det moralske ansvar bliver her ikke 
menneskets.  
Han konstruerede endvidere de tre love, ud fra en anskuelse om, at robotten ikke skulle være i stand 
til at skade mennesket. Hans tre love er følgende; en robot: 
1. “May not injure a human being or through inaction allow a human being to come to harm”.  
2. “Must obey orders given it by a human except where such orders would conflict with the 
first law”. 
3. “Must protect its own existence as long as such protection does not conflict with the first or 
second law”. (Nocks; 2008: s. 73). 
De tre love blev etableret ud fra et sikkerhedsprincip om at ingen maskine eller robot skulle gøre 
nogen skade (Nocks; 2008: s. 73 og 74). Lovene er dog blevet anset som mindre relevante indtil at 
robotterne har fået en kunstig intelligens, dvs. til de har en autonom bevidsthed. Men selve ideen 
om at de ikke kan skade mennesker er universel, f.eks. sikkerhedsforanstaltninger ved maskinelle 
robotter, der gør at mennesker ikke kan skade sig på dem.  Da udviklingen af intelligente robotter er 
i gang, kan disse love blive relevante i forhold til at sikre sig, at robotterne udvikles ud fra at 
mennesket er i centrum. Derudover kan love være med til at gardere mennesker mod, hvad 
fremtiden bringer.  
Isaac Asimovs love, blev som tidligere nævnt, etableret ud fra et sikkerhedsprincip, men 
udviklingen af robotter med en autonom bevidsthed kan også lede til nogle etiske overvejelser 
omkring hvilke regler der bør være, i forhold til udviklingen, og i lige så høj grad i forhold til 
implementeringen af disse i samfundet.  
Det fremgår i artiklen ”Benchmarks for evaluating socially assistive robotics.” hvordan nye 
retningslinjer bliver diskuteret ud fra et etisk perspektiv: 
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”Isaac Asimov proposed some of the original benchmarks for robotics when he wrote the now-
famous three laws. These “laws” largely evaluate a robot from a safety perspective. Currently 
robotics researchers assume safety is a “low-level” capability and are considering evaluation from 
an ethical standpoint. In such an evaluation, the robot must behave in an inherently ethical manner. 
While no specific ethical guidelines have yet been established, active discussions have begun in the 
field.” (Feil-Seifer et al. 2007: 426).  
 
Her kommer det til udtryk, at retningslinjer burde omfatte etiske aspekter i højere grad end 
sikkerhedsperspektiver og at robotter skal være ”etisk” forsvarlige. Ligeledes nævnes det, at der 
ikke er etableret nogen specifikke etiske retningslinjer, men at der er aktive diskussioner i gang. 
Artiklen fremhæver at evaluering af SAR (socialt assisterende robotter) systemer, forhindrer nye 
udfordringer, og at der kan være mange etiske implikationer ved at bruge SAR. Ydermere er der 
mange aspekter der er vigtige, for at finde ud af, om en robot er effektiv for en stillet opgave:  
 
”Evaluating SAR systems prevents novel challenges. Using a robot for a socially assistive task can 
have various benefits and ethical implications. Many questions are important to understanding 
whether a robot is effective for a given application domain.” (Feil-Seifer et al. 2007: 423).  
 
Derfor er der I denne videnskabelige artikel angivet en sammenslutning af standarder, der udgør de 
forskellige aspekter, som de mener der burde evalueres, som vi vil beskrive senere i afsnittet. 
Forskere indenfor udviklingen af sociale robotter, bestræber sig efter at udvikle disse med 
selvstændighed og frihedsgrader, dvs. at de skal kunne tænke og handle selv. Udviklingen af 
intelligente robotter kan blive en realitet, og dette ses ud fra at der allerede eksisterer robotter, der 
kan udføre forskellige former for autonome handlinger, eks. Kismet, der har et socialt 
adfærdsmønster som et spædbarn (Brander 2003: 1). Der eksisterer en uenighed hos forskerne om 
hvorvidt at kunstig intelligens bliver en realitet, og om hvor langt fremme i tiden det ligger. Der ses 
generelt en uenighed og flere kontroverser omkring disse fremtidsscenarier, men hvis det er et 
alternativ at disse sociale robotter udvikles med frihedsgrader og selvstændighed, som kan skade 
mennesker psykisk og fysisk, skal man så ikke tage højde for det?  
 
”Long-term reflections need to be developed and plausible scenarios need to be anticipated.” 
(Capurro et al. 2006: 1).  
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Det bliver her beskrevet, at man skal se fremadrettet og vurdere de mulige scenarier. Dette er 
Thomas Søbirk imidlertid enig i og udtaler i denne kontekst;  
 
”[…] det er jo altid spekulation, det jo fremtids musik, men det er da klart at vi, når vi tænker på 
indføring af teknologi så må vi ligesom prøve at lave en brainstorm, hvad kan de negative ting 
være, og prøve at holde os dem for øje, og måske prøve at undersøge dem, hvad kunne de være 
[…]” (interview 2: 13.19).  
 
Det fremgår herved, at Søbrik lægger vægt på, at man skal være opmærksom på eventuelle 
problemstillinger. Og det kommer til udtryk, at han mener at man skal forestille sig hvilke 
konsekvenser der kan opstå. Birkholm benævner at såfremt at man tilegner sig et fremadrettet 
perspektiv, kan man på trods af dette forudse hvad der sker med udviklingen.  
 
”spørgsmålet er, […], hvis vi for hundrede år siden kunne have set hvad bilismen ville føre til, 
havde vi så truffet det valg? – det er nok tvivlsomt. […] Vi må vælge lidt i blinde, men alligevel 
træffe så fornuftige valg som vi overhovedet kan.” (interview 1: 59.30).  
 
Birkholm tydeliggør, at teknologier kan have utilsigtede konsekvenser, som vi måske skulle have 
været foruden. Han benævner ligeledes, at man må vælge i blinde, og dette er formentlig grundet at 
det er svært at forudse mulige konsekvenser. Dog mener han, at man ud fra disse forudsætninger må 
forsøge at træffe fornuftige valg.  
 
Han udtaler yderligere, at man skal se på hver enkelt teknologi og derved vurdere, om man er gået 
for langt:  
 
”[…]de må være, det er ligesom et, et landskab der skal fyldes ud med konkrete teknologier, 
så kan man sige her er vi gået for langt.” (interview 1: 37.55). 
 
Det kommer til udtryk, at Birkholm betragter de faktiske konsekvenser, og ser derfor på hvorvidt en 
handling er etisk korrekt efter den er gjort. Hermed adskiller Søbirk og Birkholms synspunkter sig.  
Birkholms synspunkt om, at man skal se på de faktiske konsekvenser af en handling, kan være 
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problematisk set alene, da dette betyder at teknologien allerede er udviklet eller tæt på at blive det, 
når man tager den op til overvejelse. Problematikken ved ikke at tænke konsekvenser ind fra starten 
af, er at man kan have svært ved at sikre sig at den ikke kommer til at overskride grænsen i forhold 
til hvor langt vi kan gå med udviklingen. Endvidere kan det være svært at udelukke en teknologi der 
allerede er udviklet. Ved at opstille fremtidsscenarier, og forestillinger om hvad der kan ske, kan 
man udforme regler der sikre at uhensigtsmæssige konsekvenser ikke forekommer.   
Det kan formentlig være godt både at betragte de forventede konsekvenser og de faktiske 
konsekvenser. Her kan man opstille nogle scenarier, og udarbejde nogle regler, der sikrer at disse 
scenarier ikke bliver virkeliggjort. Man kan derefter, lave opfølgende evalueringer, der har til 
hensigt at sikre, at der ses på konsekvenserne når de forekommer.  
Artiklen Benchmarks for evaluating socially assistive robotics argumenter, som nævnt, for at man 
evaluerer sociale robotter, dette betyder at man både sikrer sig nu, men også når konsekvenserne 
forekommer. Der bliver i artiklen understøttet dette, da det fremgår at langtidseffekterne af en SAR 
skal tages i betragtning, når man vurderer langtidseffekterne for en given teknologi:  
 
”[…] the long-term effects of socially assistive robotics need to be considered.” (Feil-Seifer et al. 
2007: 423).  
 
Derudover er det vigtigt, at pointere at man skal se på indvirkningen af brugeren og den brede 
befolkning ved målinger af succes i evalueringen af et SAR system (Feil-Seifer et al. 2007: 423). 
Thomas Søbirk Petersen understøtter artiklens budskab, i og med at evaluering af hele forløbet, 
kunne være en mulighed som retningslinje: 
 
”.. at man kørte nogle små forsøg, og se, hvordan fungerer det egentligt, og hvis det så går godt, så 
prøve at sprede det lidt ud og så prøve at forfine det” (interview 2: 13.58). Eksempel på en 
evalueringsmetode 
 
I den videnskabelige artikel ”Benchmarks for evaluating socially assistive robotics” opstiller de en 
evalueringsmetode, som vi finder relevant i forhold til, at den går ind og giver et bud på, hvordan 
man kan gribe alle de problemstillinger an, som vi støder på. Samtidig viser den kompleksiteten i, at 
indføre sociale hjælpende robotter. Den opstillede model indeholder følgende: 
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Table 1. A list of proposed benchmarks   
 Robotics Technology    Social Interaction    Assistive Technology   
 Safety    Autonomy    Impact on User’s Care   
 Scalability    Imitation    Impact on Caregivers   
    Privacy    Impact on User’s Life   
    Understanding of Domain      
    Social Success      
(Feil-Seifer et al. 2007; s. 424) 
 
Meningen med de opstillede standarder i denne videnskabelige artikel, er at forfine eksisterende 
standarder og forslå nye ”menneske - robot standarder”. Dette skal ses i forhold til interaktionen 
mellem menneske og maskine, indenfor sociale assisterende robotter. Endvidere skal disse 
standarder tage hensyn til anvendelse af robot systemer og konsekvenserne for målgruppen. Hver 
standard skal tillægge respekt til brugeren og plejeren (ibid.: 424).  
Der er i tabel 1 (Se modellen) opstillet standarder, der viser tre aspekter I forbindelse med sociale 
robotter:  
 
“In this paper, the authors outline benchmarks (see Table 1) for the three aspects of socially 
assistive robotics: robotics technology, social interaction, and assistive technology. These 
benchmarks are described in a user-centered fashion. An evaluation of the impact of a robotic 
system on its users is critical to the success of SAR” (ibid.: 424).  
 
De tre aspekter; robot teknologi, social interaktion og assisterende teknologi, har alle underpunkter 
der går i dybden med evalueringen af det enkelte aspekt (se ovenstående tabel). 
De tre punkter sikrer at man kommer rundt om alle aspekter, når man skal evaluere en social robot. 
Det ene punkt ”robot teknologi” (Jævnfør tabel 1), hører under evaluering af robotter. Her ses der i 
særlig grad på sårbare befolkningsgrupper, der skal bruge robotten. ”Robot teknologi” har to vigtige 
aspekter: sikkerhed og skalerbarhed (ibid: 426). Ved sikkerhed ligger den primære bekymring, når 
der skal evalueres en social robot. Der bliver her set på: hvor sikker er robotten selv, og hvor sikkert 
kan robotten gøre livet for sin bruger (ibid: 427). Ved skalerbarhed behandles der spørgsmål 
omkring; hvor godt robotten vil fungere udenfor laboratoriet, hvor godt robotten fungere med 
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”rigtige” brugere i modsætning til prototypiske brugere, hvor mange mennesker robotten kan 
hjælpe, kan robotten tilpasse sig forskellige brugere og kan robotten ”gå” hen hvor den tiltænkte 
bruger kan (ibid: 427).  
Det andet punkt ”social interaktion” (jævnfør tabel 1), fokusere på den sociale interaktion mellem 
robotten og mennesket. ”Social interaktion” berører nogle vigtige aspekter; bl.a. beskæftiger det sig 
med autonomien af robotten, Imitationen og privat sfæren (ibid; 428 - 430). 
Det tredje punkt ”assisterende teknologi” også omtalt som assisterende evaluering, dette punkt er af 
evaluerende karakter og går ind og vurdere hvilken betydning robotten har på brugernes pleje, på 
plejepersonalet og på brugernes liv (ibid; 431 - 434). 
 
Under vores undersøgelser omkring lovgivninger og regler omkring sociale robotter, kom vi frem 
til, at der endnu ikke var nogle. Dette kunne både Klavs Birkholm og Thomas Søbirk bekræfte, da 
de begge gav udtryk for, at det er en mangel, og at man bør udarbejde nogle retningslinjer. 
Det kan være vigtigt at sætte nogle retningslinjer op allerede under udviklingen af de sociale 
robotter, da det kan blive problematisk kun at tage konsekvenserne op når teknologien skal til at 
blive, eller er blevet implementeret. Klavs Birkholm siger at folk der sidder på området skal være 
mere proaktive og der skal være en hurtigere reaktion fra politikkerne: ”Der burde være noget mere 
regulering. Der er ikke nok regulering af det efter min mening. Det siger jeg i det lys at politikkerne 
meget ofte kommer for sent, altså de kommer meget ofte først når toget er helt kørt og der ikke er 
noget at gøre mere, altså de burde se på det nu hvor det er i sin vorden, hvor det ikke er så udbredt 
endnu.”  (interview 1: 23.08).  
  
Vi antager, at en evaluering kan være et eksempel på en kontrolform/retningslinje/lov. I forbindelse 
med dette afsnit, er vi kommet frem til, at det kan være svært at lave en lovgivning der dækker over 
alle sociale robotter, da de er meget individuelle, dog kan der laves nogle overordnede 
retningslinjer. I forlængelse af dette, har vi gennem bearbejdelsen af dette afsnit erfaret, at man nok 
bliver nødt til at imødese de forskellige fremtidsscenarier, for at vurdere grænserne og sikre os, at 
de i fremtiden ikke bliver overskredet. Derfor kunne man eksempelvis opstille nogle punkter til 
lovgivningen, der omhandler nogle forskellige overordnede aspekter omkring evaluering af sociale 
robotter. Her menes det, at der skitseres nogle overordnede punkter, som den enkelte sociale robot 
skal evalueres ud fra, således at man hurtigt kan rette uforudsete problematikker. 
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KONKLUSION 
Vi har haft til formål at belyse feltet omkring sociale robotter og hvilke etiske problemstillinger der 
findes herom. Vi har haft en forholdsvis åben tilgang til vores genstandsfelt, og dette skyldes, at vi 
forinden projektets start, ikke har haft en særlig bred viden omkring dette. Ligeledes har vi klarlagt 
vores forforståelser i forhold til vores videnskabsteoretiske position. Dette har vi gjort for at blive 
mere bevidste om disse, for således at tilegne os en mere åben tilgang.  
Feltet sociale robotter, viste sig at være ret komplekst i og med, at der viste sig flere etiske  
problemstillinger end først antaget. I vores analyseafsnit belyste vi at især ældre og børn, kan knytte 
bånd til sociale robotter. I rapporten har vi belyst, eksempler på hvilke følelsesmæssige relationer 
der er opstået i forhold til brugen af sociale robotter. Der ses i denne forbindelse nogle 
problemstillinger, i forhold til denne følelsesmæssige relation. Det kan føre til nogle situationer, 
som er svære at håndtere, som eksempelvist isolation. Der kan imidlertid være tale om et dilemma, 
da der på den ene sider giver livsværdi, imens det samtidig kan opstå nogle konflikter i forbindelse 
med denne relation. 
 
I forbindelse med vores projekt, har vi inddraget robotsælen Paro i vores analyseafsnit, for at belyse 
centrale problemstillinger i vores projekt. Vi har erfaret, at der ligger nogle store etiske 
problemstillinger i, at man bliver nød til at tage højde for de kulturelle forskelle, da Asien, specielt 
Japan, er under stor udvikling omkring sociale robotter og robotter generelt. Deres kultur gør, at de 
har nemmere ved at acceptere at sociale robotter bliver mere menneskelignende, i forhold til den 
vestlige verden, hvor vi har et mere skeptisk blik på sociale robotter. Her ses en tilbøjelighed til at 
vi bliver skræmte, så snart robotterne bliver for autentiske. I forbindelse med sociale robotter, 
knytter der sig også den etiske problemstilling omkring foregivelse. Ved indførslen af sociale 
robotter bør man overveje konsekvenserne af, at robotterne ikke altid er hvad de foregiver sig for at 
være. Nogle vil mene, at der ikke er tale om en umoralsk handling, i og med at de mennesker der 
har så begrænset en bevidsthed, alligevel ikke har nogen opfattelse af hvad der er virkelighed. 
Hvorimod andre ville påstå at det er uetisk at lade denne foregivelse finde sted i alle henseender. Vi 
er ydermere kommet frem til, at man ikke bare lige sådan kan sætte en social robot i verden, da der 
er mange ting man skal tage hensyn til. Eksempelvis er det svært, at vurdere hvem der skal have 
ansvaret, hvis robotten påfører en person skade. Vi er kommet frem til, at det mest hensigtsmæssige 
vil være, at ansvaret ikke ligger hos robotterne, men hos mennesket, og at det er en god idé at 
indføre nogle guidelines, for hvordan de sociale robotter skal udvikles, så vi fortsat har kontrollen. 
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Desuden mener vi, at man bør opstille nogle generelle regler for udviklingen af sociale robotter, 
som skal indeholde nogle retningslinjer for hvordan man løbende kan evaluere robotterne, sådan at 
man kan holde øje med dem. Dette er en nødvendighed, da vi ydermere har kommet frem til, at man 
ikke kan evaluere robotten, før man har set den i kontekst med sine omgivelser. I denne forbindelse 
opstår så diskussionen omkring sociale robotters rettigheder, og det er vigtigt at påpege, at man fra 
starten skal gøre sig klart, hvilken rolle robotten skal udfylde. I forhold til hvis robotten bliver for 
humanoid, kan der være nogle etiske problemer i, om robotten bør have rettigheder. 
 
Vi har lært, at det er rigtig svært at sige, hvordan fremtiden kommer til at se ud. Men vi har fået den 
opfattelse, at der er godt gang i udviklingen af sociale robotter og kunstig intelligens, og at denne 
udvikling med garanti vil præge fremtiden. Derfor er det vigtigt at være på forkant med hvilke 
etiske problemstillinger der er og kan blive aktuelle, så vi går fremtiden i møde med så meget viden 
og erfaring som muligt. At lade eksempelvis børn vokse op med sociale robotter, kan have nogle 
negative konsekvenser, og derfor skal man være påpasselig med, hvem man giver disse robotter til. 
 
PERSPEKTIVERING 
Forestillingen om at skabe en kunstig intelligens på samme plan, eller bedre end menneskets, kan 
trækkes tilbage til utallige science fiction-film, hvor robotterne overtager verden. I takt med at 
robotterne bliver mere menneskelige, er der mange faktorer der kommer i spil, som er vigtige at 
tage stilling til og at definere. Hertil er det vigtigt ikke at miste overblikket over hvad mennesket er 
og hvad der gør os unikke.  
Tiden skulle have været bedre disponeret, dvs. vi skulle have fastlagt vores emne og afgrænsning 
hurtigere end vi gjorde. Dog var det svært at finde frem til den endelige afgrænsning, da vi skulle 
igennem end del overvejelser og empiri først.  
Vi fravalgte tidligt i projektet, at lave en undersøgelse af en case, som f.eks. at tage ud på et 
plejehjem og observere sociale robotter i aktion. Vi fravalgte denne mulighed, da det er svært at 
observere og ”måle” på demente mennesker, grundet vores manglende viden omkring dette felt. Vi  
kunne ikke have uddraget lige så mange forskelligartede etiske  problemstillinger, som med 
nærværende projekt. Ved at lave en case, så får man en mere dybdegående og specifik 
undersøgelse, hvor det i højere grad kunne have resulteret i en mere empirisk tilgang. 
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Projektet har taget udgangspunkt i, at der er mange tematikker/problemstillinger der skal tages 
stilling til og defineres, og da dette er meget komplekst, kunne vi godt have brugt mere tid til 
projektet. Således kunne vores tematikker/problemstillinger blive mere dybdegående og 
omfattende.  
Hvis der havde været mere tid, skulle der bearbejdes mere praktisk empiri, i stedet for at lægge så 
stor vægt på teoretisk empiri. Hertil gå i dybden med de ældre mennesker og demente, da det er en 
af de hovedgrupper der er indenfor brugere af intelligente sociale robotter.  
Til Paro som case, kunne vi have gået mere i dybden ved at undersøge mulighederne om at få en 
Paro ud på prøve og tage til certificeringskurset, som Lone Gaedt gav os muligheden for at deltage 
i.  
Man kunne lave flere og mere omfattende interviews, bl.a. med personer der er mere inde i vores 
emne. Derved at man havde kontaktet flere eksperter indenfor emnet, evt. robotforskeren Hiroshi 
Ishiguro. Dette kunne bl.a. gøre diskussionen/analysen om fremtidsscenarierne mere omfattende. 
Derudover kunne vi have gået ind i hvilke metoder forskerne bruger til at analysere 
teknologierne/robotterne.   
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