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Dark excitons are of fundamental importance in a broad range of contexts, but are difficult to
study using conventional optical spectroscopy due to their weak interaction with light. We show
how coherent multidimensional spectroscopy can reveal and characterize dark states. Using this ap-
proach, we identify parity forbidden and spatially indirect excitons in InGaAs/GaAs quantum wells
and determine details regarding lifetimes, homogeneous and inhomogeneous linewidths, broadening
mechanisms and coupling strengths. The observations of coherent coupling between these states
and bright excitons hint at a role for a multi-step process by which excitons in the barrier can relax
into the quantum wells.
PACS numbers: 73.21.Fg, 78.47.nj, 78.66.Fd, 78.67.De
Optical spectroscopy provides convenient tools to char-
acterize excitations that interact strongly with light
(‘bright’ transitions); Linear techniques can be used to
determine the energies and linewidths, while more re-
cent ultrafast techniques can be used to understand in-
teraction processes, dynamics and even many-body ef-
fects [1–5]. Excitations that interact weakly or not at
all with light (‘dark’ transitions) are, however, more dif-
ficult to characterize or even identify, yet they are im-
portant in many systems and relevant to a wide vari-
ety of phenomena. For example, radiative recombination
rates of bright excitons (bound electron-hole pairs) in
colloidal [6–8] and self-assembled [9, 10] quantum dots
cannot be described without considering the role of spin-
forbidden excitons. Similarly, this type of dark exciton
must be considered to fully understand population trans-
fer between some nanostructures [9]. In molecular sys-
tems, symmetry-forbidden dark states frequently play a
major role in the relaxation pathways, but remain diffi-
cult to fully characterize. For example, the energy land-
scape in carotenoid molecules and the presence and role
of symmetry-forbidden dark states in the relaxation path-
ways has been the subject of much debate [11–14]. For
organic photovoltaics the extraction of energy necessarily
involves a charge-transfer state in which the electron and
hole are spatially separated and thus interact weakly with
light [15–18]. A similar charge transfer state is crucial for
charge separation in photosynthesis while recent propos-
als have suggested a role for other symmetry-forbidden
dark states [19, 20]. Our ability to gain a detailed under-
standing of these states and their roles is hampered by
their weak interaction with light.
Semiconductor quantum wells (QWs) offer a unique
opportunity to study different types of excitons because
their states, transitions and interactions can be engi-
neered. While QWs have typically been designed to max-
imize their interactions with light, motivated by device
applications such as lasers and detectors [21–23], the abil-
ity to engineer excitons that interact weakly with light
has also been important in, for example, measurements of
exciton transport [24] and efforts towards Bose-Einstein
condensation of excitons [25–27]. Various QW excitons
with reduced dipole oscillator strength can exist: spa-
tially indirect excitons [28–31] can arise due to type-II
band alignment or in coupled QWs. In this case the
oscillator strength is highly dependent on the electron
hole overlap and the resultant excitons are analogous to
the CT states in molecular systems [15–18]. Parity for-
bidden excitons, which involve electrons and holes with
opposite parity, typically have transition dipoles that are
much weaker, becoming weakly allowed with any asym-
metry in the QW potential profiles [32–38]. These exci-
tons are equivalent to the symmetry forbidden transitions
in molecular systems. Finally, spin forbidden excitons
that have total angular momentum 0 or ±2~ typically
have zero transition dipole moment, although phonon-
assisted dipole transitions can become possible [7, 8] and
quadrupole transitions are allowed.
Various methods have been used to identify these
states. For example, selection rules can be relaxed by
applying a magnetic field or some structural change that
can mix spin states. Alternatively, coupling to phonons
can help overcome strict selection rules [7, 8]. Under the
right circumstances, intrinsic optical signals can even be
detected for each of the excitons described above. How-
ever, while these approaches can identify dark states, the
detailed characterization that optical spectroscopy pro-
vides for bright states is still missing.
Here we show that coherent multidimensional spec-
troscopy (CMDS) [3–5, 39, 40] can be used to reveal and
characterize dark states. CMDS is a powerful extension
of four-wave mixing (FWM) spectroscopy whereby sig-
nals are spread out along two or more frequency axes so
they can be separated based on the quantum mechanical
pathways that generate them: pathways that involve in-
teractions between spectrally distinct transitions appear
as cross-peaks (CPs) while pathways that involve only
a single transition or spectrally degenerate transitions
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Figure 1. (a) Diagram of the conduction band and valence
band (HH & LH) potentials, and typical calculated steady
state wavefunctions for QW electrons and holes. (b) Calcu-
lated exciton transition energy for the various detected states
as a function of QC, which coincide with the measured tran-
sition energies (horizontal dashed lines) at QC≈0.63.
appear as diagonal-peaks (DPs). In this letter, we use
CMDS to reveal and characterize parity forbidden and
spatially indirect excitons that are strongly coupled to
bright states and thereby produce strong, easily identi-
fiable CPs. We exploit the fact that the amplitude of
a DP for a transition ‘i’ (with dipole moment µ[i]) is
∝ µ[i]4, while the amplitude for a CP involving interac-
tions between a dark state (d) and a bright state (b) is
∝ J [b, d] × µ[b]2 × µ[d]2, where J [b, d] is a phenomeno-
logical coupling factor ranging from 0 (uncoupled) to 1
(strongly coupled). If dark and bright states are strongly
coupled and µ[b]  µ[d] then the CP amplitude will
dwarf that of the dark state DP, allowing CPs involv-
ing the dark state to be detected even when the dark
state DP cannot. It is even possible to excite pathways
that drive measureable emission from the dark states.
Such peaks can be identified easily in 2D spectra, and
new details become accessible in 3D spectra. Using this
approach, we can directly probe these states with an all
optical experiment. Moreover, CMDS can reveal useful
details about the dark states that other techniques can-
not: spectral linewidths, population lifetimes, coherent
dynamics, broadening mechanisms and relative coupling
strengths.
We performed the CMDS experiments using a diffrac-
tion based pulse-shaper similar to the setup originally
developed by Nelson et al. [41]. Experimental details can
be found in the Supplemental Material (SM) [42], and a
thorough description of our experimental apparatus can
be found elsewhere [4].
The MBE grown sample consists of two independent
In0.05Ga0.95As/GaAs QWs, 8 nm and 10 nm wide, sepa-
rated by a 190 nm barrier and a 5 period AlAs/GaAs su-
perlattice to suppress any carrier migration between the
wells. Strain in the In0.05Ga0.95As layer shifts the light
hole (LH) valence band below the GaAs valence band,
leading to type-II LH excitons, while the HH excitons re-
main type-I. This coexistence of stable type-I and type-II
excitons presents an intriguing case for exploring inter-
actions between bright and dark states and by exploiting
their coupling, spectroscopic tools that are normally re-
served for bright states can be applied to reveal details
of dark states.
Calculations of the steady-state wavefunctions (Fig. 1
(a)) reveal that there are a total of one bound conduction
band state in each QW (ew1 and en2) and two bound
HH valence band states in each well (hw1 and hw2 for
the wide well, hn1 and hn2 for the narrow well). These
five [62] valence band states and three conduction band
states combine to form a total of three direct, parity al-
lowed exciton transitions: excitons localized in the wide
well (w1w1X), narrow well (
n1
n1X), and barrier (
b
bX). There
are also two types of nominally dark exciton transitions:
spatially direct, but parity forbidden transitions (w1w2X,
n1
n2X); and spatially indirect excitons involving either a
hole in the barrier and an electron in a QW (w1b X,
n1
b X)or
a hole in a QW and an electron in the barrier (bw1X,
b
n1X,
b
w2X,
b
n2X).
The accuracy of calculated transition energies for these
nominally dark transitions – which can be calculated
based on the energy separation of the hole and elec-
tron states less the exciton binding energy – relies on
the accuracy of the material parameters, most of which
are precisely defined for GaAs, but less so for strained
InxGa1−xAs.
This uncertainty thus impedes our ability to use cal-
culated transition energies to identify the experimentally
detected signals. To overcome this challenge we calcu-
late transition energies using material constants across
the reasonable parts of the parameter-space. The calcu-
lations were constrained so that the calculated transition
energies for w1w1X and
n1
n1X match the easily identifiable ex-
perimental peaks. Calculated transition energies are pre-
sented in Fig. 1 (b) as a function of the band-offset (QC),
which is the least well defined and the key parameter for
determining the spectral ordering of the transitions. QC
is defined here as the fraction of the band gap difference
occurring in the conduction band (∆Ec/(∆Ec + ∆Ev).
In order to fix the energies of w1w1X and
n1
n1X the indium
content was varied linearly from 4.9% at QC = 0.5 to
5.14% at QC = 0.7.
The calculated and measured transition energies match
at QC≈0.63, which falls in the middle of the range of QC
values previously reported [63–66]. A detailed explana-
tion of the parameters used and how they were varied to
derive this plot is included in the SM [42].
A 2D spectrum acquired with three identical ∼40 fs
pulses in the rephasing pulse ordering is presented in
Fig. 2 (a). It is first important to note the logarithmic
colour scale, spanning three orders of magnitude, which
reveals several CPs even in the presence of much stronger
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Figure 2. (a) Absolute value rephasing 1Q 2D spectrum with
a logarithmic colour scale. A number of CPs are observed due
to the strong coupling of the bright and dark states. (b) An
absolute value rephasing 3D spectrum. The amplitude of the
detected peaks span several orders of magnitude, so for clarity
each region is plotted at the most appropiate isosurface level.
bright state DPs. There are three DPs corresponding to
w1
w1X,
n1
n1X, and
b
bX, two much lower amplitude DPs cor-
responding to w1b X and
n1
b X, and at least 18 CPs corre-
sponding to interactions between w1w1X,
n1
n1X,
b
bX and the
parity forbidden and spatially indirect states. The spec-
tra in Fig. 2 are plotted using the convention that E1
is negative due to the conjugated contribution from the
first excitation field (k1 in this case) [3].
The below-diagonal CPs with emission at the QW en-
ergies overlap continua that arise due to coupling of w1w1X
and n1n1X to unbound free-carriers, making it difficult to
discern excitonic peaks. Several clear above-diagonal
CPs peaks can be observed at [E3, E1] energies indicat-
ing coupling of the weakly allowed states to w1w1X and
n1
n1X.
The three strongest CPs appear at [E3(eV), E1(eV)] =
[1.495, -1.473], [1.498, -1.479] and [1.512, -1.473] which we
attribute to [w1b X,
w1
w1X], [
n1
b X,
n1
n1X], and [
b
w2X,
w1
w1X], re-
spectively. These pairs of transitions are also observed in
photoluminescence excitation spectroscopy (see SM [42]).
CPs are also resolved at [1.486, -1.473], [1.494, -1.479],
[1.500, -1.479] and [1.515, -1.479] which we attribute to
[w1w2X,
w1
w1X], [
n1
n2X,
n1
n1X], [
b
n1X,
n1
n1X], and [
b
n2X,
n1
n1X], re-
spectively. All of the electron and hole states involved in
each of the detected CPs are localized in the same well,
thus confirming our state attributions [67]. CPs involv-
ing the same pairs of transitions evident in the 1Q spec-
trum also appear in 0Q and 2Q 2D spectra (see SM [42]),
confirming that the parity forbidden and spatially indi-
rect excitons are strongly and coherently coupled to the
bright QW excitons.
We recorded a 3D spectrum to isolate and quantify
the different CP contributions by Fourier transforming
the data as a function of t2. In this type of 3D spectrum,
pathways involving a coherent superposition during t2
generate peaks centered at a E2 = ±∆ECS where ∆ECS
is the difference between the transition energies of the
two states in superposition. A positive (negative) sign
indicates that the phase evolution will be in the same
(opposite) direction as the third pulse and hence that
the energy will be added (subtracted) to the pulse 3 en-
ergy. In contrast, pathways that involve a population in
t2 (e.g. ground state bleach, excited state absorption) are
centered at E2 = 0. When we go from 2D to 3D, overlap-
ping pathways are unravelled revealing additional infor-
mation, just as it did when we went from 1D to 2D [68].
For example, from the 3D spectrum we are able to deter-
mine coupling strengths, peakshapes and lifetimes.
The 3D spectrum shown in Fig. 2 (b) has different
regions rendered on different isosurface levels in order to
show all the pertinent data, with amplitudes spanning
more than three orders of magnitude, in a single figure.
We are able to isolate a total of 33 separate peaks, 5 DPs,
13 population CPs and 15 coherence CPs. A detailed
analysis of this 3D spectrum is included in the SM [42].
To determine the coupling strengths the peak ampli-
tudes first need to be normalized for the spectral weight
of the pulses at each interaction energy (see SM for de-
tails [42]) and the relative dipole moments determined
from DP amplitudes, where possible. Relative coupling
strengths are then determined based on the relative am-
plitudes of the CP signals Sm,n which are normalized
according to some reference amplitude S0:
J[m,n] =
Sm,n
S0
1
µ˜[m]2µ˜[n]2
(1)
where J[m,n] is a phenomenological coupling constant
intended to characterize the strength of the interactions
between the two transitions.
The J values extracted from the 3D spectrum
are shown in Table I. The ≈ 10× enhancement of
4[w1b X,
w1
w1X] [
n1
b X,
n1
n1X] [
n1
b X,
b
bX] [
w1
w1X,
b
bX] [
n1
n1X,
b
bX]
AD 0.44 0.37 0.25 0.014 0.04
BD 0.39 0.37 0.22 0.03 -
Table I. J[m,n] (relative coupling strengths) for above diago-
nal (AD) and below diagonal (BD) coherence CPs for which
both of the associated DPs are detected.
coupling between spatially indirect and bright exci-
tons (J[w1b X,
w1
w1X], J[
n1
b X,
n1
n1X], and J[
n1
b X,
b
bX]) rela-
tive to the coupling between QW and barrier excitons
(J[w1w1X,
b
bX] and J[
n1
n1X,
b
bX]) can be explained by in-
creased spatial overlap and by the shared electron state
(J[w1b X,
w1
w1X], J[
n1
b X,
n1
n1X]) or hole state (J[
n1
b X,
b
bX]).
While we do not observe any other DPs, the CP
amplitudes still provide an indication of the coupling
strength. The normalized amplitude of CP[bw2X,
w1
w1X]
and CP[bn2X,
n1
n1X] are similar to that of CP[
w1
b X,
w1
w1X]
and CP[n1b X,
n1
n1X], and it can be assumed based on
the absence of bw2X or
b
n2X DPs that µ˜[
b
w2X] and
µ˜[bn2X] are no larger than µ˜[
w1
b X] and µ˜[
n1
b X] [69].
It is thus reasonable to conclude that J[bw2X,
w1
w1X] and
J[bn2X,
n1
n1X] are comparable to or larger than J[
w1
b X,
w1
w1X]
and J[n1b X,
n1
n1X]. Coupling between the parity forbidden
excitons and the bright QW excitons is expected to be
larger due to high spatial overlap and a shared electron
state, while the parity forbidden oscillator strengths are
expected to be lower. The corresponding CPs are an or-
der of magnitude lower than the spatially indirect CPs,
which indicates that the transition dipole moments are
more than an order of magnitude lower than for the spa-
tially indirect states, which in turn are almost an order
of magnitude lower than for the bright states.
In contrast to previous work – which determined that
exciton capture is largely ambipolar [70] and may be
mediated by coherent coupling of barrier and QW ex-
citons [71, 72] – our observations suggest that ambipolar
capture due to direct barrier-QW coherent coupling may
compete with a two-step process where bbX is coherently
coupled to the spatially indirect states, which in turn are
strongly coupled to the direct QW excitons.
In addition to identifying these parity forbidden and
spatially indirect excitons and determining coupling
strengths, various details can also be extracted from the
shapes of the 3D peaks and their projections. Informa-
tion on the population dynamics can be obtained directly
from the 3D spectrum due to the inverse proportional-
ity of linewidths and lifetimes. The population lifetimes
of w1w1X,
n1
n1X,
w1
b X, and
n1
b X can be determined from the
DPs centered at E2 = 0, and are inversely proportional
to the widths along the E2 axis. This analysis yields pop-
ulation lifetimes of ≥800 fs for w1b X and n1b X, which are
comparable to our measurements of w1w1X and
n1
n1X. These
measurements, however, are limited by the delay range
of the pulse shaper (see SM [42]) and so actually repre-
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Figure 3. Projections of several 3D CPs onto the E1 vs E3
plane, which reveal details about the spectral broadening of
the dark states, as discussed in the text.
sent a lower bound for the lifetimes [73]. A lower bound
for the lifetimes of the other spatially indirect and parity
forbidden excitons, for which we have not observed DPs,
can be obtained from the coherence CPs. In this case
the width of the CPs along E2 is a convolution of the
pure decoherence time of the coherent superposition and
the lifetimes of the individual states in the superposition.
The measured lower bound of ∼500 fs, while not the long
radiative lifetime expected for dark states, does indicate
that each of the excitons persist well beyond pulse over-
lap and do not rapidly relax non-radiatively into other
states (e.g. w1w1X or
n1
n1X).
It is well established that information about broad-
ening mechanisms can be extracted from 2D peak
shapes [74–76]. For dark states the shape and tilt of the
relevant CPs reveal details of inhomogeneous broaden-
ing, including whether there is any correlation with the
broadening of the bright QW exciton state to which it
is coupled [4, 77]. Figure 3 shows projections of several
coherence CPs, which all exhibit a slight tilt towards the
diagonal, indicating some correlation of the inhomoge-
neous broadening. The more pronounced tilt in (a) and
(c) is expected given that w1w2X and
n1
n2X are contained en-
tirely within the QW (and as such experience the same
static disorder as w1w1X and
n1
n1X, respectively), whereas
the holes in w1b X and
n1
b X are not confined in the QW,
(reducing the correlation of the inhomogeneous broaden-
ing). The steeper than 1:1 tilt of the CPs in (a) and (c)
further indicates that the amount of broadening is re-
duced for w1w2X and
n1
n2X compared to
w1
w1X and
n1
n1X. This
in turn suggests that the energy of hw1 and hn1 are more
sensitive to the prevailing disorder than hw2 and hn2.
In summary, we have demonstrated that multidimen-
sional spectroscopy is an effective tool for studying dark
excitons. We have observed parity forbidden and spa-
tially indirect states in strained GaAs/InGaAs QWs by
exploiting the fact that they are strongly coupled to
bright states, which effectively amplifies the signal from
these dark states and makes them more optically acces-
sible. Further refinement of the technique will allow the
detection of excitons with even weaker transition dipole
5moments, potentially including the spin forbidden exci-
tons. Beyond just detecting the states we have shown
that we can leverage the power of CMDS to extract useful
information, including relative coupling strengths, life-
times, spectroscopic linewidths and broadening mecha-
nisms. CMDS allows us to reveal and characterize the
rich structure of dark states that is otherwise hidden and
can open the door to previously unexplored physics in a
variety of excitonic systems.
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