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Abstract
This paper discusses the spectral collocation method for numerically solving non-
local problems: one dimensional space fractional advection-diffusion equation; and
two dimensional linear/nonlinear space fractional advection-diffusion equation. The
differentiation matrixes of the left and right Riemann-Liouville and Caputo fractional
derivatives are derived for any collocation points within any given interval. The stabil-
ities of the one dimensional semi-discrete and full-discrete schemes are theoretically
established. Several numerical examples with different boundary conditions are com-
puted to testify the efficiency of the numerical schemes and confirm the exponential
convergence; the physical simulations for Le´vy-Feller advection-diffusion equation
are performed; and the eigenvalue distributions of the iterative matrix for a variety
of systems are displayed to illustrate the stabilities of the numerical schemes in more
general cases.
Keywords: Riemann-Liouville fractional derivative, Caputo fractional derivative,
spectral collocation method, differentiation matrix, fractional advection-diffusion equa-
tion.
1 Introduction
During the last decades, it was pointed out that the fractional calculus is more suitable to
describe the memory and hereditary properties of materials and processes than the classical
one, and hundreds of engineers and scientists are enrolled in the investigation of the frac-
tional calculus and fractional differential equations due to their vast potential of applications
in various practical fields, especially, for characterizing anomalous dynamics. In fact, these
applications cross diverse disciplines, including physics, chemistry, biology, polymer, me-
chanical engineering, signal processing, systems identification, control theory, finance, etc
[16, 17, 21].
The space fractional derivative with order α ∈ (1, 2) can characterize superdiffusion
of anomalous diffusion. The anomalous diffusion has the non-linear growth of the mean
squared displacement in the course of time with the power-law form 〈x2(t)〉 ∼ καtα, where
κα is the diffusion coefficient; and the superdiffusion corresponds to α ∈ (1, 2) being ex-
actly the order of space fractional derivative [16]. The space fractional advection-diffusion
equation can effectively describe superdiffusion with advection motion. This paper discusses
1
the polynomial spectral collocation method for the following space fractional advection-
diffusion equation
∂u(x, t)
∂t
= κα
d∑
s=1
∇αxsu
m(x, t)−να ·∇u(x, t)+f(x, t), (x, t) ∈ Ω×(0, T ], (1.1)
where κα > 0 is the generalized diffusivity, να is the velocity vector and all its compo-
nents are positive, d = 1 and 2, respectively, corresponds to the one and two dimensional
problems we will discuss, m is a nature number and m = 1 corresponds to the linear case,
and u(x, t) is the unknown concentration function on the bounded domain Ω = (−1, 1)d,
f(x, t) denotes a source, ∇ is the usual gradient operator, and
∇αxs =
{
p −1D
α
xs + q xsD
α
1
}
, (1.2)
with p, q ≥ 0, p + q = 1, and −1Dαxs and xsD
α
1 are left and right Riemann-Liouville
fractional partial derivatives of order α (1 < α < 2) with respect to the s-th component xs
of x, respectively, being defined by
−1D
α
xsu(x, t) =
1
Γ(2− α)
d2
dxs2
∫ xs
−1
u(xξ, t)
(xs − ξ)α−1
dξ,
xsD
α
1 u(x, t) =
1
Γ(2− α)
d2
dxs2
∫ 1
xs
u(xξ, t)
(ξ − xs)α−1
dξ,
(1.3)
and xξ represents x with its s-th component replaced by ξ.
The space fractional advection-diffusion equation (1.1) arises naturally in many practical
problems, it can describe the probability distribution of the particles having advection and
superdiffusion, such as, the nonlocal flows and non-Fickian flows in the porous media [22].
There are some models which are the special cases of (1.1). Chaves presents a one dimen-
sional fractional advection-diffusion equation [3] (i.e., d = 1 in (1.1)) used to investigate the
mechanism of the superdiffusion. A governing equation of stable random walks is developed
in [2]. Ervin and Roop derive the steady state fractional advection dispersion equation in Rd
via a continuous time random walk (CTRW) model [7]. For more applications of (1.1) one
can see the recent reviews [16, 23, 17] and references therein.
Several analytical methodologies, such as, Laplace transform, Mellin transform, Fourier
transform, are restored to obtain the analytical solutions of the fractional equations by many
authors [20, 16, 23, 17]. Similar to the classical differential equations, they mainly work
for linear fractional differential equations with constant coefficients, but be invalid for the
equations with variable coefficients and nonlinear equations; and even more the solutions
obtained by analytical methods are usually transcendental functions or infinite series because
of the nonlocal properties of fractional operators. So, in many cases the more reasonable
option is to find the numerical solutions. During the recent years, much more efforts have
been devoted to the numerical investigations of fractional integral and differential equations,
such as, the finite difference method [5, 15, 18, 19], finite element method [4, 6, 7, 8, 24],
and spectral Galerkin method [13, 14], etc.
It is well known that the challenge of solving fractional differential equations essen-
tially comes from the nonlocal properties of fractional derivatives. As a ‘global’ numerical
method, spectral method seems to be a nature choice for obtaining high order numerical
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schemes of solving fractional differential equations. Spectral collocation method has its spe-
cial advantage for solving nonlinear problems, the aim of this paper is to design the polyno-
mial spectral collocation algorithm for solving space fractional advection-diffusion equation
(1.1) in one and two dimensions.
The rest of the paper is organized as follows. In Section 2 we derive the differentia-
tion matrixes for Riemann-Liouville and Caputo fractional derivatives of order α (n − 1 <
α < n) within some given interval. Section 3 proposes the semi-discrete and full-discrete
schemes for the space fractional advection-diffusion equation in one dimension and dis-
cusses their numerical stabilities. Section 4 presents the numerical schemes for the linear
and nonlinear fractional advection-diffusion equations in two dimensions, and the exten-
sive numerical results are displayed in Section 5 to confirm the effectiveness of the spectral
collocation method for solving space fractional advection-diffusion equations.
2 Preliminaries
This section focuses on deriving the differentiation matrixes for fractional derivatives, and
making some remarks and presenting the propositions of the derived matrixes. This is the
first and foremost job we need to do for applying spectral collocation method to solve frac-
tional problems. The definitions of fractional derivatives and integral of order α(n − 1 <
α < n) are as follows [20]:
• left Riemann-Liouville fractional derivative:
aD
α
xu(x) =
1
Γ(n− α)
dn
dxn
∫ x
a
u(ξ)
(x− ξ)α−n+1
dξ
• right Riemann-Liouville fractional derivative:
xD
α
b u(x) =
(−1)n
Γ(n− α)
dn
dxn
∫ b
x
u(ξ)
(ξ − x)α−n+1
dξ
• left Caputo fractional derivative:
C
aD
α
xu(x) =
1
Γ(n− α)
∫ x
a
u(n)(ξ)
(x− ξ)α−n+1
dξ
• right Caputo fractional derivative:
C
xD
α
b u(x) =
(−1)n
Γ(n− α)
∫ b
x
u(n)(ξ)
(ξ − x)α−n+1
dξ
• left fractional integral:
aD
−α
x u(x) =
1
Γ(α)
∫ x
a
u(ξ)
(x− ξ)1−α
dξ
• right fractional integral:
xD
−α
b u(x) =
1
Γ(α)
∫ b
x
u(ξ)
(ξ − x)1−α
dξ.
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From the definitions of Riemann-Liouville derivatives, it is easily concluded that
aD
α
x [(x− a)
γ ] =
Γ(γ + 1)
Γ(γ + 1− α)
(x− a)γ−α, γ > −1,
xD
α
b [(x− b)
γ ] =
(−1)γΓ(γ + 1)
Γ(γ + 1− α)
(b− x)γ−α, γ > −1.
(2.1)
For the left Caputo derivative of (x− a)γ and right Caputo derivative of (x − b)γ , we have
the same formulae as (2.1) except for γ = 0, . . . , n− 1, and both of them are zeros when γ
taking these values.
2.1 Ways to Evaluate Fractional Derivatives of Functions Approxi-
mated by Polynomials
There are two ways to evaluate the fractional derivatives of some function u
N
, being the
polynomial approximation of u: one is to expand u by some special orthogonal polynomi-
als first and then use the formulae of fractional derivatives of some particular orthogonal
polynomials; another one is to do the Lagrange interpolation for u first and then derive the
differentiation matrix based on the expanded interpolation function.
For the first way, we can apply the following formulae for Riemann-Liouville fractional
derivatives [1]
(1 + x)δ+α
P
(γ−α,δ+α)
n (x)
P
(δ+α,γ−α)
n (1)
=
Γ(δ + α+ 1)
Γ(δ + 1)Γ(α)
∫ x
−1
(1 + ξ)δ
P
(γ,δ)
n (ξ)
P
(δ,γ)
n (1)
(x− ξ)α−1dξ,
(1− x)γ+α
P
(γ+α,δ−α)
n (x)
P
(γ+α,δ−α)
n (1)
=
Γ(γ + α+ 1)
Γ(γ + 1)Γ(α)
∫ 1
x
(1− ξ)γ
P
(γ,δ)
n (ξ)
P
(γ,δ)
n (1)
(ξ − x)α−1dξ,
(2.2)
where γ, δ > −1, α > 0, − 1 < x < 1, and P (γ,δ)n (x) is the Jacobi polynomial of degree
n with respect to the weight function w(x) = (1−x)γ(1+x)δ . Applying the properties of
Riemann-Liouville fractional derivatives aDαxaD−αx = I and xDαb xD
−α
b = I , the above
formulae can be rewritten as
−1D
α
x
(
(1 + x)δ+αP (γ−α,δ+α)n (x)
)
=
Γ(n+ δ + α+ 1)
Γ(n+ δ + 1)
(1 + x)δP (γ,δ)n (x),
xD
α
1
(
(1− x)γ+αP (γ+α,δ−α)n (x)
)
=
Γ(n+ γ + α+ 1)
Γ(n+ γ + 1)
(1− x)γP (γ,δ)n (x).
(2.3)
This means that the functions {(1+x)δ+αP (γ−α,δ+α)n (x)} or {(1−x)γ+αP (γ+α,δ−α)n (x)}
can be chosen as bases to expand the function u. Actually, these basis functions are some
form of the generalized Jacobi polynomials given in [10], which form a complete orthogonal
system in some weighted L2([−1, 1]) space. If the fractional derivative in (1.1) is one sided
Riemann-Liouville fractional derivative, namely, q = 0 or p = 0 in (1.2), these techniques
work very well; we can choose {(1 + x)δ+αP (γ−α,δ+α)n (x)} as basis functions to expand
u when q = 0 and use {(1− x)γ+αP (γ+α,δ−α)n (x)} as bases when p = 0.
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For the general form of (1.1), including one sided (p · q = 0) and two sided cases
(p · q 6= 0), we have to seek the other way to derive the differentiation matrix. First we do
the Lagrange interpolation of u(x, t) at Legendre-Gauss-Lobatto/Chebyshev-Gauss-Lobatto
points {xi : i = 0, . . . , N}, and expand it as a power function of (x − a) ( or (x − b) );
then using (2.1) leads to the evaluation of the fractional derivatives of u
N
. The Legendre-
Gauss-Lobatto and Chebyshev-Gauss-Lobatto points are the scaled (from [−1, 1] into [a, b])
roots of the polynomials (1 − x2)P ′N (x) and (1 − x2)T
′
N (x) respectively, where PN (x)
and TN(x) are the Legendre and Chebyshev polynomials of degree N respectively. Gener-
ally, we need to use numerical methods to get the Legendre-Gauss-Lobatto points; but for
Chebyshev-Gauss-Lobatto points, there exists the formula xi = − cos(piiN ), i = 0, . . . , N
in the interval [−1, 1]. The Lagrange interpolation of u(x, t) is
u
N
(x, t) =
N∑
i=0
u(xi, t)li(x), li(x) =
N∏
j=0,j 6=i
x− xj
xi − xj
, (2.4)
and the Lagrange polynomials can also be written as
li(x) =
Q(x)
(x− xi)Q
′(xi)
, (2.5)
where Q(x) = (1 − x2)P ′N (x) for Legendre-Gauss-Lobatto points or Q(x) = (1 −
x2)T
′
N (x) for Chebyshev-Gauss-Lobatto points. In the next subsection, we present the de-
tails of deriving the differentiation matrixes and discuss their properties.
2.2 Differentiation Matrixes for Fractional Derivatives
Although we choose Legendre-Gauss-Lobatto/Chebyshev-Gauss-Lobatto points as the col-
location points for designing the numerical schemes. The differentiation matrixes will be
derived on any collocation points {xi : i = 0, . . . , N} within the given interval [a, b] for
the left and right Riemann-Liouville and Caputo fractional derivatives of order α (n− 1 <
α < n), where N ≥ n is assumed. First we use the method given in [11] to expand li(x) as
li(x) =
N∏
j=0,j 6=i
x− xj
xi − xj
=
N∑
k=0
ci,k(x− a)
N−k. (2.6)
The idea of the method is briefly described as follows. The nodal polynomial can be ex-
panded as
p(z) =
m∏
i=1
(z − zi) = z
m + c1z
m−1 + · · ·+ cm. (2.7)
Consider the reciprocal polynomial
q(z) = zmp(
1
z
) =
m∏
i=1
(1− zzi) = 1 + c1z + · · ·+ cmz
m, (2.8)
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and
q′(z) =
m∑
i=1
(−zi)
m∏
j=1,j 6=i
(1− zzj) = c1 + 2c2z + · · ·+mcmz
m−1, (2.9)
then
q
′
(z)
q(z)
=
m∑
i=1
−zi
1− zzi
= −
m∑
i=1
zi
∞∑
j=0
zji z
j = −
∞∑
k=1
( m∑
i=1
zki
)
zk−1. (2.10)
Denoting sk =
m∑
i=1
zki , then the coefficients ci can be determined by comparing the coeffi-
cients of the above equality, which obtains
c0 = 1, ci = −
1
i
(sic0 + si−1c1 + · · ·+ s1ci−1), i = 1, 2, . . . ,m.
Remark 1. Due to the limits of the machine precision, the errors of the coefficients in (2.6)
calculated by computer may explode with N being large. For N = 15, 20, 25, 30, 35,
the max errors of the coefficients with respect to the Legendre-Gauss-Lobatto points are
1.30 × 10−8, 1.46 × 10−5, 9.28 × 10−3, 10.33, 5304. In order to ensure the numerical
accuracy, we can use multiple precision packages, e.g., the Multiple Precision Toolbox for
Matlab[25].
Remark 2. The coefficients in (2.6) can also be obtained from a Vandermonde system which
is formulated by substituting the N + 1 collocation points xi into (2.6).
Thanks to the equalities (2.1), i.e., aDαx [(x − a)γ ] = Γ(γ+1)Γ(γ+1−α) (x − a)γ−α and (2.6),
the left Riemann-Liouville fractional derivative of u
N
(x, t) in (2.4) becomes
aD
α
xuN (x, t) = aD
α
x
N∑
i=0
u(xi, t)li(x)
=
N∑
i=0
u(xi, t) aD
α
x
( N∑
k=0
ci,k(x− a)
N−k
)
=
N∑
i=0
[ N∑
k=0
ci,k
Γ(N − k + 1)
Γ(N − k + 1− α)
(x− a)N−k−α
]
u(xi, t).
(2.11)
Then the differentiation matrix LD(α) of the left Riemann-Liouville fractional derivative is
LD
(α)
ji =
N∑
k=0
ci,k
Γ(N − k + 1)
Γ(N − k + 1− α)
(xj − a)
N−k−α, i, j = 0, . . . , N. (2.12)
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For the right Riemann-Liouville derivative of u
N
(x, t), it follows from (2.1) that
li(x) =
N∏
j=0,j 6=i
x− xj
xi − xj
=
N∑
k=0
di,k(x− b)
N−k
xD
α
b uN (x, t) = xD
α
b
N∑
i=0
u(xi, t)li(x)
=
N∑
i=0
u(xi, t) xD
α
b
( N∑
k=0
di,k(x− b)
N−k
)
=
N∑
i=0
[ N∑
k=0
di,k
(−1)N−kΓ(N − k + 1)
Γ(N − k + 1− α)
(b− x)N−k−α
]
u(xi, t).
(2.13)
Thus the differentiation matrix RD(α) of the right Riemann-Liouville fractional derivative
is
RD
(α)
ji =
N∑
k=0
di,k
(−1)N−kΓ(N − k + 1)
Γ(N − k + 1− α)
(b−xj)
N−k−α, i, j = 0, . . . , N. (2.14)
By the same approach for Riemann-Liouville fractional derivatives and notice that for n −
1 < α < n,
C
aD
α
x [(x− a)
γ ] = CxD
α
b [(x− b)
γ ] = 0, γ = 0, . . . , n− 1, (2.15)
we obtain the differentiation matrixes of the left and right Caputo fractional derivatives,
C
LD
(α)
ji =
N−n∑
k=0
ci,k
Γ(N − k + 1)
Γ(N − k + 1− α)
(xj − a)
N−k−α, i, j = 0, . . . , N, (2.16)
C
RD
(α)
ji =
N−n∑
k=0
di,k
(−1)N−kΓ(N − k + 1)
Γ(N − k + 1− α)
(b − xj)
N−k−α, i, j = 0, . . . , N.
(2.17)
Remark 3. The norm of the differentiation matrix LD(α) is infinity if some point xj = a is
used, and the norm of RD(α) is infinity if some point xj = b is chosen, this is because that
the Riemann-Liouville fractional derivatives aDαx [(x−a)γ ] and xDαb [(b−x)γ ] in (2.1) are
infinity at x = a and x = b for γ < α respectively. But this situation does not occur in the
differentiation matrixes of the left and right Caputo fractional derivatives.
Remark 4. Forα→ n, the matrix CLD(α) in (2.16) is the differentiation matrix of the integer
derivative of order n; particularly the differential matrixes (2.22) and (2.23) of the first order
derivative on Legendre-Gauss-Lobatto and Chebyshev-Gauss-Lobatto points respectively,
used in the numerical algorithm in the sequel, can also be obtained by (2.16) indeed. It
coincides with the property that CaDαx f(x) = d
n
dxn f(x) when α→ n [20].
Proposition 1. If the collocation points {xi : i = 0, . . . , N} within the interval [a, b]
satisfy xi − a = b − xN−i for i = 0, . . . , N , then for the coefficients in (2.6) and (2.13)
and the differentiation matrixes of fractional derivatives, the following holds
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(1) ci,k = (−1)N+kdN−i,k, i, k = 0, . . . , N ;
(2) LD(α)ji = RD(α)N−j N−i, CLD(α)ji = CRD(α)N−j N−i, i, j = 0, . . . , N ;
in fact, the second item (2) says that the differentiation matrix of the right Riemann-Liouville(Caputo)
fractional derivative comes by a 180 degrees rotation of the differentiation matrix of the left
Riemann-Liouville(Caputo) fractional derivative.
Proof. From the equality
li(x) =
N∏
j=0,j 6=i
x− xj
xi − xj
=
N∏
j=0,j 6=i
(x− a)− (xj − a)
(xi − a)− (xj − a)
=
N∑
k=0
ci,k(x−a)
N−k, (2.18)
it is easily observed that
N∏
j=0,j 6=i
(x − a) + (xj − a)
(xi − a)− (xj − a)
=
N∑
k=0
(−1)kci,k(x − a)
N−k. (2.19)
From (2.13) and xj − a = b− xN−j , it yields
lN−i(x) =
N∑
k=0
dN−i,k(x− b)
N−k =
N∏
j=0,j 6=N−i
x− xj
xN−i − xj
=
N∏
j=0,j 6=i
(x − b)− (xN−j − b)
(xN−i − b)− (xN−j − b)
= (−1)N
N∏
j=0,j 6=i
(x− b) + (xj − a)
(xi − a)− (xj − a)
=
N∑
j=0,j 6=i
(−1)N+kci,k(x− b)
N−k.
(2.20)
Comparing the coefficients, we obtain ci,k = (−1)N+kdN−i,k. And by (2.12) and (2.14),
we have
LD
(α)
ji =
N∑
k=0
ci,k
Γ(N − k + 1)
Γ(N − k + 1− α)
(xj − a)
N−k−α
=
N∑
k=0
(−1)N−kdN−i,k
Γ(N − k + 1)
Γ(N − k + 1− α)
(b− xN−j)
N−k−α
= RD
(α)
N−j N−i.
(2.21)
Using the similar way as above, we can also prove CLD
(α)
ji =
C
RD
(α)
N−j N−i.
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In [12], the differentiation matrixes based on Legendre-Gauss-Lobatto and Chebyshev-
Gauss-Lobatto points of first order derivative are, respectively, given by
Dlji =


−
N(N + 1)
4
, i = j = 0,
PN (xj)
PN (xi)
1
xj − xi
, i 6= j,
0, i = j ∈ [1, . . . , N − 1],
N(N + 1)
4
, i = j = N,
(2.22)
and
Dcji =


−
2N2 + 1
6
, i = j = 0,
cj
ci
(−1)i+j
xj − xi
, i 6= j,
−
xi
2(1− x2i )
, i = j ∈ [1, . . . , N − 1],
2N2 + 1
6
, i = j = N,
(2.23)
where
ci =
{
2, i = 0, N,
1, i ∈ [1, . . . , N − 1].
In the following, we will also use the denotation Dji which means both Dlji and Dcji work
over there.
3 Spectral Collocation Method for Space Fractional
Advection-Diffusion Equation in One Dimension
We consider the one dimensional linear case of (1.1) with the Dirichlet/Neumann/mixed
boundary conditions, i.e., the following space fractional differential equation

∂u(x, t)
∂t
= κα∇
αu(x, t)− να∇u(x, t) + f(x, t), − 1 < x < 1, t > 0,
α1u(−1, t)− β1
∂u(−1, t)
∂x
= g1(t), t > 0,
α2u(1, t) + β2
∂u(1, t)
∂x
= g2(t), t > 0,
u(x, 0) = h(x), − 1 ≤ x ≤ 1,
(3.1)
where 1 < α < 2, κα, να > 0, and α2i + β2i > 0, αi, βi ≥ 0, i = 1, 2; β1 = β2 = 0
corresponds to the Dirichlet boundary condition, α1 = α2 = 0 the Neumann one, and
otherwise the mixed one. We will apply polynomial spectral collocation method based
on Legendre-Gauss-Lobatto/Chebyshev-Gauss-Lobatto collocation points to approximate
(3.1).
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3.1 Spectral Collocation Method
The polynomial spectral collocation method for problem (3.1) is to find u
N
∈ PN , being the
space of polynomials of degree equal or less than N , such that

du
N
(xj , t)
dt
= κα∇
αu
N
(xj , t)− να∇uN (xj , t) + f(xj , t), 1 ≤ j ≤ N − 1,
α1uN (−1, t)− β1
∂u
N
(−1, t)
∂x
= g1(t),
α2uN (1, t) + β2
∂u
N
(1, t)
∂x
= g2(t),
u
N
(xj , 0) = h(xj), 0 ≤ j ≤ N.
(3.2)
That is, for the interior points xj , j = 1, . . . , N − 1, excluding the points −1 and +1,
du
N
(xj , t)
dt
=
N∑
i=0
(
κα
(
p LD
(α)
ji + q RD
(α)
ji
)
− ναDji
)
u
N
(xi, t) + f(xj , t), (3.3)
and for boundary and initial conditions, the following hold
α1uN (−1, t)− β1
N∑
i=0
D0iuN (xi, t) = g1(t),
α2uN (1, t) + β2
N∑
i=0
DNiuN (xi, t) = g2(t),
u
N
(xj , 0) = h(xj), j = 0, . . . , N.
(3.4)
Thus, we get a 2-by-2 system for the computation of the boundary values
(α1 − β1D00)uN (−1, t)− β1D0NuN (1, t) = g1(t) + β1
N−1∑
i=1
D0iuN (xi, t),
β2DN0uN (−1, t) + (α2 + β2DNN )uN (1, t) = g2(t)− β2
N−1∑
i=1
DNiuN (xi, t).
(3.5)
There are several ways to discretize (3.1) in the time direction, here we take the θ scheme.
Then the fully discrete scheme for (3.1) is to find u
N
∈ PN such that for 1 ≤ j ≤ N − 1,

DτU
k+1(xj) = κα∇
αUk+1θ (xj)− να∇U
k+1
θ (xj) + f
k+1
θ (xj),
α1U
k(−1)− β1
∂Uk(−1)
∂x
= g1(tk),
α2U
k(1) + β2
∂Uk(1)
∂x
= g2(tk),
U0(xi) = h(xi), i = 0, . . . , N.
(3.6)
where Uk(xj) = uN (xj , tk), fk(xj) = f(xj , tk), tk = kτ , τ is the time step size and k
is an integer, 0 ≤ θ ≤ 1, and the notations DτUk+1 and vk+1θ are used as
DτU
k+1(xj) =
Uk+1(xj)− U
k(xj)
τ
, vk+1θ = θv
k+1 + (1− θ)vk.
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3.2 Stability
Taking Legendre-Gauss-Lobatto points as collocation points, we carry out the stability anal-
ysis of (3.6) with the Dirichlet boundary condition, i.e., α1 = α2 = 1 and β1 = β2 = 0,
and naturally we can take g1(t) = g2(t) ≡ 0. Generally, the discrete inner product and
norm are defined as follows,
(u, v)
N
=
N∑
i=0
u(xi)v(xi)wi, ‖u‖N =
√
(u, u)
N
, (3.7)
where {xi} and {wi} are the Legendre-Gauss-Lobatto points and the corresponding quadra-
ture weights given by
(1− x2i )P
′
N (xi) = 0, wi =
2
N(N + 1)
(
PN (xi)
)−2
, 0 ≤ i ≤ N, (3.8)
and −1 = x0 < x1 < · · · < xi < · · · < xN = 1.
It is obvious that ‖φ‖L2 = ‖φ‖N if φ is a polynomial of degree less than N . And for
any polynomial φ ∈ PN , the discrete norm is equivalent to the L2 norm [9], namely
‖φ‖L2 ≤ ‖φ‖N ≤
√
2 +
1
N
‖φ‖L2 . (3.9)
IfN is a fixed positive integer and u
N
∈ P0N , being the space of polynomials of degree equal
or less than N and with zero boundary values, then it can be expanded as a combination of
Legendre orthogonal polynomials {Pm(x) : m = 0, . . . , N},
u
N
(x) = c0P0(x) + c1P1(x) + · · ·+ cNPN (x), (3.10)
and the left Riemann-Liouville fractional derivative of u
N
can be expressed as
−1D
α
xuN (x) = c0ψ0(x) + c1ψ1(x) + · · ·+ cNψN (x), (3.11)
where ψm(x) = −1DαxPm(x).
As {Pm(x)} are Legendre orthogonal polynomials, and with (3.9), it yields
‖u
N
‖2
N
≥ ‖u
N
‖2L2 = ‖
N∑
m=0
cmPm(x)‖
2
L2
=
N∑
m=0
c2m‖Pm(x)‖
2
L2 ≥
N
2N + 1
N∑
m=0
c2m‖Pm(x)‖
2
N
.
(3.12)
For each m, the summation
∑N−1
i=1 ψ
2
m(xi)ωi is a fixed positive number determined by N ,
and by using (3.9) and ‖Pm(x)‖L2 = (m+ 1/2)−1/2 (see [9]), it yields that ‖Pm(x)‖N is
positive and bounded. Then there exists a constant C dependent on N such that
N−1∑
i=1
ψ2m(xi)ωi ≤ C‖Pm(x)‖
2
N
, (3.13)
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where {xi}Ni=0 and {wi}Ni=0 are given by (3.8).
Thus with the inequalities (3.12), (3.13) and (∑Nm=0 am)2 ≤ (N + 1)∑Nm=0 a2m, we
have
N−1∑
i=1
(−1D
α
xuN (xi))
2ωi ≤ (N + 1)
N∑
m=0
c2m
N−1∑
i=1
ψ2m(xi)ωi
≤ C(N)
N∑
m=0
c2m‖Pm(x)‖
2
N
≤ C(N)‖u
N
‖2
N
.
(3.14)
The similar result can be obtained for the right Riemann-Liouville fractional derivative of
u
N
, thus it yields
N−1∑
i=1
(∇αu
N
(xi))
2ωi ≤ C(N)‖uN‖
2
N
. (3.15)
Based on the usual weak formulation of (3.1), the semi-discrete scheme for (3.1) with the
homogeneous Dirichlet boundary conditions reads: Find u
N
∈ P0N such that for any v ∈ P0N
there exists

(∂u
N
∂t
, v
)
N
= κα
(
∇αu
N
, v
)
N
− vα
(
∇u
N
, v
)
N
+
(
f, v
)
N
,
u
N
(xj , 0) = h(xj), j = 0, . . . , N,
(3.16)
where xj , j = 0, . . . , N, are Legendre-Gauss-Lobatto points.
Theorem 1 (Stability of the semi-discrete scheme). For any fixed N , the semi-discrete
scheme (3.16) is stable.
Proof. Taking v = u
N
in (3.16), we obtain
1
2
d
dt
‖u
N
‖2
N
= κα
(
∇αu
N
, u
N
)
N
− vα
(
∇u
N
, u
N
)
N
+
(
f, u
N
)
N
. (3.17)
Since u
N
is a polynomial of degree N and u
N
(±1, t) = 0, it has
(
∇u
N
, u
N
)
N
=
1
2
∫ 1
−1
(
u2
N
(ξ, t)
)
ξ
dξ =
1
2
(
u2
N
(1, t)− u2
N
(−1, t)
)
= 0. (3.18)
As u
N
(±1, t) = 0, by using the Cauchy-Schwartz inequality and (3.15), we have(
∇αu
N
, u
N
)
N
≤ C(N)‖u
N
‖2
N
. (3.19)
The above discussion implies that the following inequality holds for every fixed N ,
d
dt
‖u
N
‖2
N
≤ C‖u
N
‖2
N
+ ‖f‖2
N
, (3.20)
then from the Gronwall inequality, we have
‖u
N
(·, T )‖
N
≤ exp(
CT
2
)
(
‖u
N
(·, 0)‖
N
+
∫ T
0
‖f(·, t)‖2
N
dt
)1/2
.
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Next we consider the full-discrete scheme for (3.1) with homogeneous Dirichlet bound-
ary conditions, for any k ≥ 0 and Uk+1 ∈ P0N such that
Uk+1(xj)− U
k(xj)
τ
= κα∇
αUk+1θ (xj)− να∇U
k+1
θ (xj) + f
k+1
θ (xj), (3.21)
where xj , j = 0, . . . , N, are Legendre-Gauss-Lobatto points. The stability of the full-
discrete scheme is given by the following theorem.
Theorem 2 (Stability of the full-discrete scheme). For any fixed N and 12 ≤ θ ≤ 1, thefull-discrete scheme (3.21) is stable, and
‖UM‖
N
≤ exp(
CT
2
)
(
‖U0‖2
N
+ τ
M∑
k=0
‖fk‖2
N
)1/2
, (3.22)
where T =Mτ .
Proof. We can rewrite (3.21) in the following form,
(Uk+1 − Uk
τ
, v
)
N
= κα
(
∇αUk+1θ , v
)
N
− να
(
∇Uk+1θ , v
)
N
+
(
fk+1θ , v
)
N
. (3.23)
Setting v = Uk+1θ in (3.23) and using the Cauchy-Schwartz inequality, for 12 ≤ θ ≤ 1, we
obtain(Uk+1 − Uk
τ
, Uk+1θ
)
N
=
1
τ
(
θ‖Uk+1‖2
N
+ (1 − 2θ)
(
Uk+1, Uk
)
N
− (1− θ)‖Uk‖2
N
)
≥
1
2τ
(
‖Uk+1‖2
N
− ‖Uk‖2
N
)
.
Using (3.19), for any fixed N , it follows(
∇αUk+1θ , U
k+1
θ
)
N
≤ C‖Uk+1θ ‖
2
N
≤ C
(
θ‖Uk+1‖2
N
+ (1− θ)‖Uk‖2
N
)
.
Since Uk+1θ is a polynomial of degree N and U
k+1
θ (±1) = 0, then(
∇Uk+1θ , U
k+1
θ
)
N
=
1
2
∫ 1
−1
∇
(
Uk+1θ (ξ)
)2
dξ =
1
2
(
Uk+1θ (1)
)2
−
1
2
(
Uk+1θ (−1)
)2
= 0.
For the last term,(
fk+1θ , U
k+1
θ
)
N
≤
θ
2
‖Uk+1‖2
N
+
1− θ
2
‖Uk‖2
N
+
θ
2
‖fk+1‖2
N
+
1− θ
2
‖fk‖2
N
.
Combining the above equations, we get
1
2τ
(
‖Uk+1‖2
N
− ‖Uk‖2
N
)
≤C
(θ
2
‖Uk+1‖2
N
+
1− θ
2
‖Uk‖2
N
)
+
θ
2
‖fk+1‖2
N
+
1− θ
2
‖fk‖2
N
.
(3.24)
Lastly, summing (3.24) from k = 0 to k =M − 1, it obtains
‖UM‖2
N
≤ ‖U0‖2
N
+ Cτ
M∑
k=0
‖Uk‖2
N
+ τ
M∑
k=0
‖fk‖2
N
. (3.25)
By the discrete Gronwall inequality, we obtain (3.22).
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4 Space Fractional Advection-Diffusion Equation in Two
Dimensions
4.1 Linear Case of (1.1)
We establish the numerical scheme for the linear space fractional advection-diffusion equa-
tion in two dimensions,

∂u
∂t
= κα(∇
α
x +∇
α
y )u− (ν
1
α, ν
2
α)
T · ∇u+ f(x, y, t), (x, y) ∈ Ω, t > 0,
u(x, y, t) = g(x, y, t), (x, y) ∈ ∂Ω, t > 0,
u(x, y, 0) = h(x, y), (x, y) ∈ Ω¯,
(4.1)
where Ω = (−1, 1)2, κα > 0, ν1α = ν2α = να > 0. The Lagrange interpolation of u at the
mesh grid points {(xi, yj) : 0 ≤ i, j ≤ N} is
u
N
(x, y, t) =
N∑
i,j=0
u(xi, yj, t)li(x)lj(y), (4.2)
where li(x) and lj(y) are the Lagrange interpolation polynomials, and xi and yj are Legendre-
Gauss-Lobatto/Chebshev-Gauss-Lobatto points.
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
Figure 1: The Legendre-Gauss-Lobatto collocation grid for N = 10.
The spectral collocation method to problem (4.1) is to find u
N
∈ PN (Ω) such that


du
N
(xr , ys, t)
dt
= κα(∇
α
x +∇
α
y )uN (xr, ys, t)− (να, να)
T · ∇u
N
(xr, ys, t)
+ f(xr, ys, t), 1 ≤ r, s ≤ N − 1,
u
N
(xr, ys, t) = g(xr, ys, t), r = 0, N (0 ≤ s ≤ N) and s = 0, N (0 ≤ r ≤ N),
u
N
(xr, ys, 0) = h(xr, ys), 0 ≤ r, s ≤ N.
(4.3)
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Furthermore, for points {(xr, ys) : 1 ≤ r, s ≤ N − 1},
du
N
(xr, ys, t)
dt
=
N∑
i=0
(
κα(p LD
α
ri + q RD
α
ri)− ναDri
)
u
N
(xi, ys, t)
+
N∑
j=0
(
κα(p LD
α
sj + q RD
α
sj)− ναDsj
)
u
N
(xr , yj, t)
+ f(xr, ys, t).
(4.4)
The values of u
N
on boundary points in (4.4) are known, then it leads to an ordinary differ-
ential equations of the (N−1)2 unknown variables. If the unknown variables are arranged in
the sequence as [u1,1, . . . , uN−1,1, . . . , u1,s, . . . , uN−1,s, . . . , u1,N−1, . . . , uN−1,N−1]T,
where ur,s = uN (xr, ys, t), then the coefficient matrix M of the right hand side is
M = κα
(
p(I ⊗DL +DL ⊗ I) + q(I ⊗DR +DR ⊗ I)
)
− να(I ⊗ D˜ + D˜ ⊗ I),
where (DL)ij = LD(α)ij , (DR)ij = RD
(α)
ij , (D˜)ij = Dij , i, j = 1, . . . , N − 1, and
LD
(α), RD
(α) and D are given by (2.12), (2.14) and (2.22), (2.23), respectively. I is a unit
matrix of order N − 1, and ⊗ stands for Kronecker product.
Using θ scheme in the time direction for (4.3), then the full-discrete scheme of (4.1) is
that for 1 ≤ r, s ≤ N − 1 the following holds{
DτU
k+1(xr, ys) = κα(∇
α
x +∇
α
y )U
k+1
θ (xr , ys)− να∇U
k+1
θ (xr, ys) + f
k+1
θ (xr, ys),
U0(xr , ys) = h(xr, ys),
and Uk(±1, yi) = g(±1, yi, tk), Uk(xi,±1) = g(xi,±1, tk), i = 0, . . . , N , where
Uk(xr, ys) = uN (xr , ys, tk), f
k(xr , ys) = f(xr, ys, tk), τ is the time step size and tk =
kτ , and the notations DτUk+1 and vk+1θ are used as
DτU
k+1(xr , ys) =
Uk+1(xr , ys)− U
k(xr , ys)
τ
, vk+1θ = θv
k+1 + (1− θ)vk.
4.2 Nonlinear Case of (1.1)
Our concentration in this subsection is to apply the polynomial spectral collocation method
to seek the numerical solution of the nonlinear advection-diffusion equation

∂u
∂t
= κα(∇
α
x +∇
α
y )u
m − (να, να)
T · ∇u+ f(x, y, t), (x, y) ∈ Ω, t > 0,
u(x, y, t) = g(x, y, t), (x, y) ∈ ∂Ω, t > 0,
u(x, y, 0) = h(x, y), (x, y) ∈ Ω¯,
(4.5)
where Ω = (−1, 1)2 and the notations are the same as those in (4.1). The spectral collo-
cation method of (4.5) is to find u
N
∈ PN (Ω) such that for points {(xr, ys) : 1 ≤ r, s ≤
15
N − 1}, there exists
du
N
(xr , ys, t)
dt
=
N∑
i=0
(
κα(p LD
α
ri + q RD
α
ri)u
m
N
(xi, ys, t)− ναDri uN (xi, ys, t)
)
+
N∑
j=0
(
κα(p LD
α
sj + q RD
α
sj)u
m
N
(xr, yj , t)− ναDsj uN (xr, yj , t)
)
+ f(xr, ys, t),
(4.6)
and the boundary and initial conditions
u
N
(xr , ys, t) = g(xr, ys, t), r = 0, N (0 ≤ s ≤ N) or s = 0, N (0 ≤ r ≤ N),
u
N
(xr , ys, 0) = h(xr , ys), 0 ≤ r, s ≤ N,
(4.7)
where xr, ys, r, s = 0, . . . , N are the Legendre-Gauss-Lobatto/Chebyshev-Gauss-Lobatto
points. Using the Crank-Nicholson scheme in (4.6) leads to a nonlinear system
F (Uk+1) =(E −
τ
2
DI)U
k+1 −
τ
2
DF (U
k+1)m − (E +
τ
2
DI)U
k −
τ
2
DF (U
k)m
−
τ
2
(
fk+1 + fk
)
= 0,
(4.8)
where
Uk = [uk1,1, . . . , u
k
N−1,1, . . . , u
k
1,s, . . . , u
k
N−1,s, . . . , u
k
1,N−1, . . . , u
k
N−1,N−1]
T,
ukr,s = uN (xr , ys, tk),
and
fk = [fk1,1, . . . , f
k
N−1,1, . . . , f
k
1,s, . . . , f
k
N−1,s, . . . , f
k
1,N−1, . . . , f
k
N−1,N−1]
T,
fkr,s =f(xr, ys, tk) +
[
κα(p LD
(α)
r0 + q RD
(α)
r0 )u
m
N
(x0, ys, tk)− ναDr0 uN (x0, ys, t)
]
+
[
κα(p LD
(α)
rN + q RD
(α)
rN )u
m
N
(xN , ys, tk)− ναDrN uN (xN , ys, t)
]
+
[
κα(p LD
(α)
s0 + q RD
(α)
s0 )u
m
N
(xr, y0, tk)− ναDs0 uN (xr , y0, t)
]
+
[
κα(p LD
(α)
sN + q RD
(α)
sN )u
m
N
(xr, yN , tk)− ναDsN uN (xr, yN , t)
]
,
andDF = κα
(
p(I⊗DL+DL⊗I)+q(I⊗DR+DR⊗I)
)
, DI = −να(I⊗D˜+D˜⊗I), and
(DL)ij = LD
(α)
ij , (DR)ij = RD
(α)
ij , (D˜)ij = Dij , i, j = 1, . . . , N − 1, and E = I ⊗ I ,
I is a unit matrix of order N − 1, and ⊗ stands for Kronecker product. LD(α), RD(α) and
D are given in (2.12), (2.14) and (2.22), (2.23), respectively.
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5 Numerical Examples
To test the efficiency of the spectral collocation method for the fractional advection-diffusion
equation (1.1), several numerical examples are presented. As it is difficult to find an analytic
solution of fractional differential equations (1.1), in the following examples we assume that
some analytic function u satisfying the given boundary conditions is the solution of (1.1), and
the values of the (to be determined) source function f at collocation points are calculated
by numerical method in our implementation. The key task to compute the source f is to
calculate the Riemann-Liouville fractional derivatives of order α (n − 1 < α < n) of a
given function v(x), and this question can be dealt with by the following formulae
aD
α
xv(x) =
n−1∑
k=0
v(k)(a)(x− a)k−α
Γ(k + 1− α)
+
1
Γ(n− α)
∫ x
a
v(n)(ξ)
(x− ξ)α−n+1
dξ,
xD
α
b v(x) =
n−1∑
k=0
(−1)kv(k)(b)(b− x)k−α
Γ(k + 1− α)
+
(−1)n
Γ(n− α)
∫ b
x
v(n)(ξ)
(ξ − x)α−n+1
dξ,
(5.1)
the second term of the right hand side of (5.1) valued at collocation points can be deter-
mined by numerical integration, and the Gauss-Lobatto-Jacobi quadrature rule is used in our
numerical experiments. We choose the Crank-Nicolson scheme for the discretization in the
time direction, i.e., θ = 0.5, in all the numerical examples given in this section.
5.1 Examples for One Dimension
Four numerical examples in one dimension are given in this section. In order to verify the
accuracy of the space spectral approximation with less cost, the analytical solution of our
problem we select is a second order polynomial with respect to the time variable t, and the
Example 1 is in such case. The numerical results are measured in the L∞ and L2 norms
defined by
L∞ = max
0≤k≤N
∣∣u(xk, ·)− uN (xk, ·)∣∣,
L2 =
( N∑
k=0
∣∣u(xk, ·)− uN (xk, ·)∣∣2ωk)1/2.
Example 1. Taking u(x, t) = (t2+1)(cospix+1) as the solution of (3.1) with homogeneous
boundary conditions since u(±1, t) = 0. The coefficients in (3.1) are chosen as κα = να =
1, p = q = 0.5.
Figure 2 shows the L∞ and L2 errors to Example 1 approximated on Legendre-Gauss-
Lobatto points at t = 1 for α = 1.1, 1.3, 1.7, 1.9 with τ = 0.1, from which we observe
that the Legendre spectral collocation method achieves high accuracy for our problem, and
the solution converges exponentially.
The L∞ and L2 errors to Example 1 approximated on Legendre-Gauss-Lobatto and
Chebyshev-Gauss-Lobatto points at t = 1 for α = 1.5 with τ = 0.1 are presented in
Table 1, from which we see that the two kinds of collocation methods have almost the same
efficiency. Figure 3 shows the eigenvalue distribution of the iterative matrix of the full-
discrete scheme to Example 1 for α = 1.5 with τ = 0.1 and N = 6, 12, 18, 24, the
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(d) α = 1.9
Figure 2: L∞ and L2 errors to Example 1 approximated on Legendre-Gauss-Lobatto
points at t = 1 for α = 1.1, 1.3, 1.7, 1.9 with τ = 0.1.
information the figure tells us is that the method we use for (3.1) is stable in the numerical
trial.
Next we give an example with the mixed boundary conditions.
Example 2. Taking u(x, t) = exp( t2 ) sinx, κα = να = 1, p = q = 0.5, and it is a
solution of (3.1) with the following boundary conditions.
u(−1, t)−
∂u(−1, t)
∂x
= exp(
t
2
)(cos(1)− sin(1)), t > 0,
u(1, t) +
∂u(1, t)
∂x
= exp(
t
2
)(cos(1) + sin(1)), t > 0.
In Figure 4, we plot the L∞ and L2 errors to Example 2 approximated on Legendre-
Gauss-Lobatto and Chebyshev-Gauss-Lobatto points at t = 1 forα = 1.1, 1.3, 1.5, 1.7, 1.9
with τ = 1/10000.
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Table 1: The L∞ and L2 errors to Example 1 approximated on Legendre-Gauss-Lobatto
and Chebyshev-Gauss-Lobatto points at t = 1 for α = 1.5 with τ = 0.1.
Legendre collocation method Chebyshev collocation method
N L
∞
L
2
L
∞
L
2
6 4.69749E-03 4.00738E-03 7.10790E-03 6.74624E-03
8 9.66278E-05 8.76620E-05 1.60074E-04 1.49439E-04
10 1.67131E-06 1.41412E-06 2.17903E-06 2.34726E-06
12 1.97558E-08 1.71243E-08 2.66105E-08 2.75979E-08
14 1.86275E-10 1.60217E-10 2.55300E-10 2.51841E-10
16 1.46372E-12 1.19140E-12 1.79889E-12 1.83487E-12
18 1.46549E-14 9.88058E-15 1.11022E-14 1.15594E-14
20 4.66294E-15 3.74558E-15 5.77316E-15 5.14799E-15
Example 3. We approximate the Le´vy-Feller advection-diffusion equation [15]
∂u(x, t)
∂t
= ∇αu(x, t)−∇u(x, t), − 1 < x < 1, t > 0,
u(−1, t) = u(1, t) = 0, t > 0,
u(x, 0) = sin(
pi(x + 1)
2
), − 1 ≤ x ≤ 1,
where ∇αu = p −1Dαxu+ q xDα1 u, and
p = −
sin((α− ϑ)pi/2)
sin(αpi)
, q = −
sin((α+ ϑ)pi/2)
sin(αpi)
, |ϑ| < 2− α.
In Figure 5, (a) shows the numerical solutions approximated on Legendre-Gauss-Lobatto
points for Example 3 with τ = 0.1 at t = 0, 0.2, 0.4, 0.6, 0.8, 1.0, and (b) displays the
behavior of the solution of the advection-diffusion process for different ϑ. From Figure
5(b), we can see that the parameter ϑ plays an important role in the investigation of the
non-Fickian transport.
5.2 Examples for Two Dimensions
For the two dimensional case, the errors are measured in the L∞ and L2 norms defined by
L∞ = max
0≤r,s≤N
∣∣u(xr, ys, ·)− uN (xr, ys, ·)∣∣,
L2 =
( N∑
r,s=0
∣∣u(xr, ys, ·)− uN (xr, ys, ·)∣∣2ωrωs)1/2.
Example 4. Setting u(x, y, t) = (t2 + 1) exp(x2 + y2), κα = να = 1, p = q = 0.5, and
it is a solution of (4.1) with the associated Dirichlet boundary conditions.
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(a) Legendre collocation method
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(b) Chebyshev collocation method
Figure 3: The eigenvalue distribution of the iterative matrix of the full-discrete scheme of
Example 1 for α = 1.5 with τ = 0.1.
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(c) α = 1.5
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(d) α = 1.7
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(e) α = 1.9
Figure 4: L∞ and L2 errors to Example 2 approximated on Legendre-Gauss-Lobatto
and Chebyshev-Gauss-Lobatto points at t = 1 for α = 1.1, 1.3, 1.5, 1.7, 1.9 with
τ = 1/10000 (LP: Legendre points, CP: Chebyshev points).
In Figure 6, we plot the L∞ and L2 errors to Example 4 approximated on Legendre-
Gauss-Lobatto and Chebyshev-Gauss-Lobatto points at t = 1 forα = 1.1, 1.3, 1.5, 1.7, 1.9
with τ = 0.1. Figure 7 displays the eigenvalue distribution of the iterative matrix of the full-
discrete scheme of Example 4 for α = 1.5 with τ = 0.1 and N = 10, 15, 20, it is noticed
that the imaginary parts of the eigenvalues of the iterative matrix become smaller with α
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Figure 5: Approximations on Legendre-Gauss-Lobatto points for Example 3 with τ =
0.1.
being large, and the real parts move towards −1.
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(b) α = 1.3
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(c) α = 1.5
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(d) α = 1.7
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Figure 6: L∞ and L2 errors to Example 4 approximated on Legendre-Gauss-Lobatto and
Chebyshev-Gauss-Lobatto points at t = 1 for α = 1.1, 1.3, 1.5, 1.7, 1.9 with τ = 0.1
(LP: Legendre points, CP: Chebyshev points).
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Figure 7: The eigenvalue distribution of the iterative matrix of the full-discrete scheme of
Example 4 approximated on Legendre-Gauss-Lobatto points for α = 1.2, 1.5, 1.8 with
τ = 0.1.
5.3 Examples for Nonlinear case
Example 5. Setting u(x, y, t) = (t2+1) exp(x2+y2), κα = να = 1, p = q = 0.5, m =
2, and it is a solution of (4.5) with the corresponding Dirichlet boundary conditions.
The numerical results for Example 5 are summarized in Table 2, which show that the
spectral collocation method is also applicable for the nonlinear fractional advection-diffusion
equations.
6 Conclusion
The differentiation matrix plays a crucial role in the spectral collocation method, especially
for fractional differential equations. We have derived the differentiation matrixes of the left
and right Riemann-Liouville and Caputo fractional derivatives and successfully applied the
spectral collocation method to handle the numerical solution of the fractional advection-
diffusion equation. The stabilities of the semi-discrete and full-discrete scheme in one di-
mension are theoretically established for the Legendre spectral collocation method. The
eigenvalue distributions of the iterative matrix for a variety of systems are computed for
further confirming the stability of the numerical schemes in more general cases. The numer-
ical results have shown the efficiency of the proposed methods, moreover, it can be noted
that the numerical solution converges exponentially when the exact solution is analytic. The
performance of the spectral collocation method for nonlinear fractional advection-diffusion
equation is also exhibited. By simulations the interesting physical phenomena for Le´vy-
Feller advection-diffusion equation are discovered.
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Table 2: The L∞ and L2 errors to Example 5 collocated on Legendre-Gauss-Lobatto
points at t = 1 for different α with τ = 0.1.
α N L
∞
L
2
N L
∞
L
2
1.1 6 1.446E-02 1.219E-02 14 2.707E-07 2.415E-07
8 1.249E-03 1.012E-03 16 1.309E-08 1.195E-08
10 8.002E-05 7.133E-05 18 8.331E-10 7.543E-10
12 5.023E-06 4.400E-06 20 4.800E-09 4.962E-09
α N L
∞
L
2
N L
∞
L
2
1.3 6 2.135E-02 2.027E-02 14 3.403E-07 3.590E-07
8 1.554E-03 1.629E-03 16 1.759E-08 1.829E-08
10 1.106E-04 1.110E-04 18 3.095E-09 4.351E-09
12 6.298E-06 6.665E-06 20 3.232E-09 5.049E-09
α N L
∞
L
2
N L
∞
L
2
1.5 6 2.494E-02 2.469E-02 16 1.962E-08 2.043E-08
8 1.961E-03 1.984E-03 18 8.622E-10 9.002E-10
10 1.322E-04 1.338E-04 20 3.496E-11 3.649E-11
12 7.697E-06 7.947E-06 22 1.284E-12 1.360E-12
14 4.087E-07 4.234E-07 24 7.194E-14 5.820E-14
α N L
∞
L
2
N L
∞
L
2
1.7 6 2.689E-02 2.790E-02 14 4.536E-07 4.645E-07
8 2.203E-03 2.231E-03 16 2.200E-08 2.225E-08
10 1.471E-04 1.492E-04 18 8.563E-10 9.453E-10
12 8.725E-06 8.785E-06 20 1.263E-10 1.260E-10
α N L
∞
L
2
N L
∞
L
2
1.9 6 2.523E-02 3.064E-02 14 4.357E-07 4.812E-07
8 2.103E-03 2.354E-03 16 2.255E-08 2.343E-08
10 1.436E-04 1.559E-04 18 2.996E-09 2.889E-09
12 8.405E-06 9.129E-06 20 1.208E-09 1.297E-09
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