ABSTRACT Content caching at edge of the network has been considered as an effective way to reduce latency and alleviate burden on backhaul. In this paper, cache placement and bandwidth allocation strategies are jointly investigated in a multi-user system of a heterogenous network consisting of one macro base station and multiple small base stations. With the goal of minimizing outage probability, a simulated annealing algorithm-aided cache placement scheme along with an optimized bandwidth allocation via a dual decomposition method is proposed while taking into account the constraints of total available bandwidth, storage capacity of caching nodes, and fairness among users. Unlike previous works, the optimizations of the cache placement and bandwidth allocation are jointly considered in this paper. Meanwhile, in order to guarantee performance of each individual user while optimizing outage probability of the entire system, user fairness is taken into account as well. Simulation results show that, compared with other cache placement and bandwidth allocation schemes, the proposed method can obtain lower outage probability and maintain user fairness.
I. INTRODUCTION
In recent years, due to rapid growth of smart devices, a variety of new services have arisen, and especially multimedia data transmission has become the mainstream, leading to a drastic increase of mobile data traffic in wireless networks. As predicted by Cisco [1] , global mobile data traffic volume will increase 1000 times over the next decades, with video traffic accounting for 50% of the total data traffic, and accordingly, the capacity of the network needs an increase of at least 100x times to meet the requirement. Therefore, technologies to improve network capacity as well as provide low latency and high data rate transmission have been an important research topic for 5G wireless communication system. A main challenge is that a large number of data requests can cause congestions on backhaul thus leading to an increase of delay and a decrease of data rate. However, thanks to the improvement in storage hardware, files of up to tens of TBs can be stored at the edge of the network. Caching contents with high popularity has become an effective method to alleviate burden of backhaul and reduce latency [2] [3] . Several caching strategies have been proposed such as caching in radio access network (RAN) where distributed caching at base stations in RAN is developed [4] , caching in small base stations (SBS) which utilizes SBSs for distributed caching in heterogeneous network [5] [6] , and caching in mobile user equipments (UEs) which exploits device-to-device (D2D) transmission for content delivering [7] - [9] .
A. RELATED WORKS
Although cost of storage has been significantly reduced, storage capacity at caching nodes is still limited and cannot store all requested contents, which makes cache placement, i.e., which files to be cached at which nodes, become a vital issue. A lot of research works have been done on optimizing cache placement strategy. Psomas et al. [10] focused on caching at relays, and proposed three commonly applied cache placement schemes, namely, most popular files based caching (MPC) to achieve cooperative gain, uniform based caching (UC) to achieve content diversity gain, and a hybrid of the above two schemes. Similar to [10] , Zheng et al. [11] introduced a group-based caching strategy with relay clustering to achieve a balance between cooperative gain and diversity gain. Cache placement at SBSs for scalable video with a layered video model was discussed in [12] while an algorithm to find the optimal cache placement strategy minimizing average bit error rate (BER) was proposed in [13] . The above research works focused on system models with a single user, without consideration of a whole system. Liu et al. [14] studied a system model with multiple users of independent content interests and proposed both centralized and distributed algorithms to minimize users' average download delay with optimization of cache placement. In [15] joint optimizing approaches for replica server placement, content caching in selected servers, and content request load assignment among the servers were proposed. Authors in [16] proposed a novel hybrid cache placement scheme, which combines the traditional base station caching strategy, most popular content caching strategy and the largest content diversity caching strategy to cache the popular contents. An edge caching scheme for multi-user multi-relay networks, where the communication from the source to users is assisted by intermediate relays, was proposed in [17] . Furthermore, Taghizadeh et al. [18] and Li et al. [19] focused on cache placement at mobile devices in D2D-enabled cellular networks.
Meanwhile, resource allocation is another important issue to be studied in cache-enabled wireless network. Tan et al. [20] investigated a virtual resource allocation problem, in which spectrum allocation was studied and the cache model consists of current caching and cache refreshment. In [21] a virtual resource allocation strategy taking both caching and computing into consideration was studied. Xu et al. [22] proposed an adaptive bitrate video delivery scheme with resource block allocation and cache placement. An optimization problem jointly considering computing offloading decision, physical spectrum resource allocation, mobile edge computing (MEC) resource allocation, and content caching decision was formulated in [23] . Resource allocations in cache-enabled network with D2D communication were discussed in [24] and [25] .
B. CONTRIBUTIONS
In this paper, a heterogenous network containing cacheenabled SBSs is investigated, where if the requested content is cached in the SBSs, it is transmitted to the user via SBSs, otherwise it is fetched from the remote content server and transmitted to the user via the macro base station (MBS). In previous works, cache placement strategy was studied under the assumption of fixed bandwidth allocation, and resource allocation was studied with predefined cache placement strategy. However, cache placement strategy and resource allocation are interdependent, but their interdependency was rarely considered. In addition, when taking FIGURE 1. A heterogenous network consisting of one MBS and multiple SBSs. When UE 1 requests file F1 cached in both SBS 1 and SBS 2, the file is jointly transmitted by the two SBSs, and when UE 2 requests file F6 only cached in SBS 2, it is served solely by SBS 2. While when UE 3 requests file F10 which is not cached in any SBS, the file is fetched from the remote content server and transmitted to UE 3 via the MBS.
performance of the entire system as the objective of an optimization problem, performance of each individual user cannot be guaranteed; in other words, some individuals may suffer poor performance which leads to unfairness. Motivated by these drawbacks, in this paper,
• We jointly optimize cache placement strategy and bandwidth allocation with an iterative algorithm in a multiuser system;
• We study the optimization problem under the constraint of user fairness and handle the fairness constraint with dynamic objective constraint handling method. The remainder of this paper is organized as follows. Section II describes the system model. Section III presents the problem discussed in this paper. Section IV provides the proposed solution of the problem. Simulation results are provided in Section V. Finally, Section VI provides some concluding remarks.
II. SYSTEM MODEL A. NETWORK MODEL
As shown in Fig. 1 , a heterogenous network with K cacheenabled SBSs and N users is considered. Each SBS is equipped with one transmitting antenna and each user is equipped with one receiving antenna. The sets of SBSs and users are denoted as S = {S 1 , S 2 , . . . , S K } and U = {U 1 , U 2 , . . . , U N }, respectively. Each user can be served by multiple SBSs simultaneously. Let d kn denote the distance between the SBS S k and the user U n , and a standard distancedependent power law pathloss attenuation is assumed. Let g kn denote the fast fading channel coefficient of the channel between the SBS S k and the user U n , which is a complex Gaussian random variable with zero mean and unit variance, i.e., g kn ∼ CN (0, 1).
B. CACHE MODEL
We consider a file library of M files, denoted as F = {F 1 , F 2 , . . . , F M }, each of which is assumed to have the same size. Considering that each user in the system has VOLUME 6, 2018 different file preference, requests from each user are assumed to independently follow Zipf distribution, which is widely used to model video popularity [27] . Assuming that the files are sorted in descending order of popularity, if the file F m is the jth popular file at user U n , the request probability of F m from U n is described as
where γ is the Zipf parameter which is assumed to be the same at each user in this paper. A large γ means that the requests concentrate on the most popular files whereas a small γ depicts a heavy-tailed popularity distribution. Each SBS has limited cache capacity C which satisfies C M and C * K < M , which means that not all files can be stored in SBSs because of storage limit, thus cache placement strategy deciding which files to be stored at which SBSs is important. We use a K × M matrix to denote cache placement strategy where each binary element x km indicates whether a file F m is stored at SBS S k ; specifically, x km = 1 if file F m is stored at SBS S k , otherwise x km = 0. Clearly, we have M m=1 x km ≤ C, ∀k, due to the storage limit at each SBS.
C. TRANSMISSION MODEL
In this paper, a joint transmission scheme is considered, in which the requested file is jointly transmitted to the user from all SBSs storing the file, in order to increase the received signal-to-noise ratio (SNR). In order to alleviate interference between transmissions to different users, orthogonal frequency band is allocated to each user for the joint transmission and the transmission from each SBS to the same user utilizes the same frequency band. The bandwidth allocated to user U n is denoted as B n . When U n requests a file F m , according to caching status of the requested file, we denote the outage probability respectively as follows.
1) REQUESTED FILE IS CACHED
If the requested file F m is cached in the system, in other words, F m is at least cached at one SBS, i.e., K k=1 x km ≥ 1, the received signal at user U n can be represented as
where P is the transmitting power at each SBS, s n represents the desired signal of user U n and σ n represents the noise at U n which follows complex Gaussian distribution with zero mean and unit variance. Since orthogonal frequency band is allocated to each user, we consider no interference from SBSs transmitting to other users. Thus, the SNR at the user U n for receiving the file F m is denoted as
We regard it as a transmission failure at the circumstance where transmission rate cannot reach the target rate R target . Accordingly, the outage probability can be denoted as
where transmission rate is derived from Shannon theorem.
As channel coefficients of channels between different SBSs and users are independent complex Gaussian random vari-
kn g kn | 2 follows exponent distribution, and
kn ). Thus the outage probability can be further represented as
The above equation (5) gives the outage probability when the requested file is stored in the system.
2) REQUESTED FILE IS NOT CACHED
If none of the SBSs stores the requested file F m , i.e., K k=1 x km = 0, in this paper we assume that the file has to be fetched from the remote content server and then transmitted to the user via the serving macro base station (MBS) instead of being directly obtained from the caching nodes, which leads to large transmission delay and burden on backhaul. Considering a multimedia service which requires low latency, and the latency generated by obtaining the file from the remote server is significantly large, the outage probability in this circumstance is assumed to be p out,2 mn = 1 to emphasize the benefits of caching.
Therefore, combining the above two circumstances, when user U n generates a request for file F m , the outage probability can be expressed as
where the first term on the right-hand side of (6) describes the outage probability under the circumstance where the file F m is cached at least at one SBS while the second term describes the outage probability under the circumstance where the file F m is not cached in any SBS.
III. PROBLEM FORMULATION
In this section a joint optimization problem of bandwidth allocation and cache placement is formulated to minimize the outage probability of the entire system. The outage probability of a single user U n can be represented as
And the outage probability of the entire system can be expressed as
where β n denotes request frequency from user U n , and a larger β n means that the user U n generates file requests more frequently. From equations (5)- (8), it can be observed that bandwidth allocation scheme and cache placement strategy jointly affect the performance of the system, which verifies the necessity of joint optimization of bandwidth allocation and cache placement. In addition, in order to avoid the situation where the performance of an individual user turns out to be poor while optimizing the performance of the entire system, the outage probability of the entire system is minimized while maintaining fairness among users. In order to measure fairness, a fairness index I fair is denoted as [26] 
where
, and w n represents the weight of the user U n related to request frequency as well as priority of the user. The fairest case leads to the maximal value of I fair = 1 when
Thus, the joint optimization problem of bandwidth allocation and cache placement is formulated as
Constraint C1 ensures that files stored at each SBS cannot exceed the cache capacity. Constraint C2 ensures fairness among users by setting a fairness target H fair ∈ (0, 1). In constraint C3, B S is the total bandwidth available for all users, and C3 guarantees that the total allocated bandwidth cannot exceed available bandwidth. Constraint C4 is the physical constraint that the allocated bandwidth for each user must be non-negative. The notations and symbols used in the paper are listed in Table 1 .
IV. PROPOSED SOLUTION
In the above section, a problem minimizing outage probability of the system is formulated by optimizing bandwidth allocation and cache placement under the constraints of total available bandwidth, cache capacity and user fairness. It is obvious that (11) is a mixed combinatorial optimization problem which generally requires brute force to obtain the globally optimal solution, which is however computationally prohibitive especially when M , K and N are large. Therefore, a sub-optimal solution with alternative optimization is proposed. Specifically, we first optimize cache placement under the assumption of equal bandwidth allocation, then iteratively optimize bandwidth allocation under previously optimized cache placement and optimize cache placement under previously optimized bandwidth allocation.
A. CACHE PLACEMENT OPTIMIZATION
First, the optimization problem of cache placement is solved under fixed bandwidth allocation. The optimization problem can be reformulated as
x km ≤ C, ∀k
Since x km is a binary variable, problem (12) is a constrained integer programming problem which is generally NP-hard. Hence, it is challenging to find the optimal solution * to problem (12) . In this paper, the cache placement problem (12) is proposed to be solved by using simulated annealing (SA) algorithm.
1) SA
SA is a metaheuristic algorithm for approximating the global optimum of a given function. It is inspired from annealing in metallurgy, which is a technique to increase the size of its crystals and reduce their defects via heating and controlled cooling of a material. Similar to slow cooling of the material, in the SA algorithm worse solutions are accepted when exploring solution space with a slowly decreasing probability, which is a basic concept of metaheuristics because it provides a more extensive search for the global optimum. Generally the SA algorithm works as follows. In each loop, a solution close to the current one is selected and its quality is measured, then the algorithm decides whether to move to the new solution or to stay at the current solution with two probabilities on the basis of the fact that the new solution is better or worse than the current one. During the exploration, the two probabilities are affected by temperature which progressively decreases from an initial positive value to a predefined minimal value. During each loop, the probability of accepting a worse new solution gradually decreases towards zero, while the probability of accepting a better new solution is either kept to one or increases towards a positive value. Application of SA in solving cache placement problem is described as follows, 1) Initialize. We encode the cache placement strategy into a sequence with length of K ×C. Each element in the sequence represents the serial number of the file stored in the corresponding cache unit. Fig. 2 gives an example of a cache placement sequence when K = 2 and C = 5. In this example, files numbered with {10, 9, 4, 6, 1} are stored at SBS S 1 , while files numbered with {3, 9, 6, 1, 2} are stored at SBS S 2 .
As a metaheuristic algorithm, solution derived by SA in some degree depends on the initial sample. In the cache placement problem formulated in this paper, search space approximately equals to M KC which is especially large when M , K and C are large. Therefore, in order to achieve the optimal solution with lower complexity without loss of performance, we propose to take the solution achieved by greedy algorithm as the initial sample in SA. While greedy algorithm provides a local optimum with lower complexity and guaranteed performance, SA helps to approximate the global optimum. Details of the greedy algorithm will be introduced later.
Meanwhile an initial temperature, terminating temperature and cooling parameter are set as T ini , T min and r respectively. 2) Find Candidates. In the cache placement optimization problem each solution can have numerous neighbors. From the perspective of complexity, it is irrational to calculate qualities of all neighbor solutions and make comparison. However considering practical significance of cache placement, there are mainly two ways to obtain neighbors of the current solution: a) Substitute one file currently stored in the system with another. b) Exchange a currently stored file between two SBSs. Furthermore, in order to find new solutions more efficiently, when substituting a file with another, we choose to substitute the worst file currently stored. Let Q {Q 1 , Q 2 , . . . , Q C×K } denote the set of cache units in the system, where a cache unit is capable of storing one file. The utility of storing a specific file in Q j is defined as T j . Specifically, assuming the file F m is stored in Q j which belongs to SBS S k , T j is calculated as
When selecting candidates via substituting files, the file with smallest T j is substituted, which means either the file is with low popularity or storing in current SBS provides bad performance for the users with interests due to poor channel qualities, with a randomly selected file. When selecting candidates via exchanging files between two SBSs, the SBSs and files are randomly selected. 3) Accepting. Accepting is the core part of SA, since it provides SA with the capability of searching an approximately global optimum instead of a local optimum. From the previous step, several candidates can be obtained via several times of substituting and exchanging, among which we first decide the best candidate with lowest outage probability as the new solution. Let p out new and p out current denote the outage probability of the system with the new solution and the current solution respectively. Let p denote the difference of outage probability of the new solution and the current solution, i.e.,
If the new solution is better than the current solution, i.e., p < 0, it is accepted as the new current solution, otherwise it is accepted with a probability associated with current temperature T which is calculate as exp( p/T ). 4) Cooling Reduce temperature with T = T * r, 0 < r < 1. 5) Loop Repeat step (2) to step (4) until T ≤ T min . Main procedures of SA are introduced above, however, note that according to (12) there are two constraints defined. Constraint C1 requires that files stored at each SBS should not exceed the cache capacity. This constraint can be easily handled during initialization with properly encoding of cache placement strategy. Constrain C2 maintains fairness among users, technique of handling which is introduced as follows.
2) CONSTRAINT HANDLING
Technique used for constraint handling is an important factor affecting performance of a metaheuristic algorithm. Coello [28] provided a comprehensive survey of the most popular constraint-handling techniques. Besides describing briefly each of the approaches some criticism regarding their highlights and drawbacks is also provided. As described in [28] , penalty function approach is the most commonly used technique fors constraint handling. In order to keep solution in feasible region, a penalty function is added to the objective function. A solution violating the constraint will be penalized. However selection of penalty weight increases the complexity of the algorithm, and inappropriate selection will affect the performance of the algorithm significantly. Motivated by the drawbacks of the penalty function approach, Lu and Chen [29] proposed a dynamic constraint handling technique to reduce computational complexity and enhance efficiency, which is called dynamic-objective constrainthandling method (DOCHM). In DOCHM, the original problem is converted into a bi-objective function by defining an auxiliary function. The auxiliary function is used to keep solutions under constraints, which is defined as a function calculating the distance from the solution to the feasible region. If a solution derived is beyond the feasible region, the auxiliary function becomes active as the objective function; otherwise the algorithm will intend to optimize the original problem. In this paper, considering the constraint of user fairness the auxiliary function is denoted as
Let current denote the cache placement strategy of the current solution. If I fair | current ≥ H fair the algorithm will attempt to minimize outage probability; otherwise, the algorithm will attempt to minimize the auxiliary function G( ). The proposed SA with DOCHM is summarized in Algorithm 1. Find new solution 9: if p < 0 then 10: Accept new solution 11: else 12: Accept new solution with probability exp( p/T ) 13 :
T = T * r 15: endwhile
3) GREEDY ALGORITHM
As mentioned previously, in order to reduce complexity of the proposed algorithm with guaranteed performance, the solution derived from greedy algorithm is taken as the initial solution of SA. Following the basic concept of greedy algorithm, caching event adding up the largest gain is selected at each time. Let X {c 
where p out | Y is calculated from (8) with x km = 1 if c k m ∈ Y, and x km = 0 otherwise. Then the greedy algorithm can be described as follows:
2) Calculate p(c k m ) for each element in X . 3) Select the element with the largest gain, which is denoted as c * .
B. BANDWIDTH ALLOCATION OPTIMIZATION
By performing greedy algorithm and SA introduced in the above subsection, cache placement scheme is optimized as * for a given bandwidth allocation scheme. In this section, algorithm is proposed to optimize bandwidth allocation problem which can be represented as
Note that the other two constraints associated with storage capacity and user fairness are already handled in cache placement optimization with SA. It can be proved that p out mn (B n , * ) is a convex function when B n is within a certain range. The proof can be found in the Appendix. Thus, problem (17) can be solved by convex optimization methods. In this paper, the problem is solved with dual decomposition method [30] . The basic idea in Lagrange duality is to relax the original problem by transferring the constraints to the objective in the form of a weighted sum. The Lagrangian of (17) can be defined as
where λ is the lagrange multiplier. The dual objective function is
and the dual problem is
To reveal the decomposable structure of (19), we rewrite (19) to be
The original problem is decomposed into two levels of optimization. At a lower level, we have subproblems for each n which are
and at a higher level we solve the dual problem with subgradient method.
C. AN ITERATIVE ALGORITHM
In order to optimize problem (11), a sub-optimal solution with alternative optimization of cache placement strategy and bandwidth allocation is proposed. There are four constraints in the optimization problem. Constraint C1 is related to cache placement strategy and can be easily handled with appropriate coding in SA. C2 is a constraint related to user fairness, handled with DOCHM in SA. While C3 and C4 are related to bandwidth allocation and are handled in bandwidth allocation algorithm with dual decomposition method. Thus in order to keep constraints satisfied and further enhance performance, an iterative algorithm is proposed as follows: 1) Initialize bandwidth allocation as uniform allocation.
2) Optimize cache placement strategy with SA with current bandwidth allocation. 3) Optimize bandwidth allocation with updated cache placement strategy by dual decomposition method. 4) Repeat step (2)-(3) until stop criterion is satisfied. Stop criterion means that the performance between two iterations remains the same.
V. SIMULATION AND RESULTS
In order to verify the performance of the proposed algorithm, numerical results are provided and discussed in this section.
A. ASSUMPTIONS
A system of N = 10 UEs and K = 3 SBSs is considered. Distance between each user and SBS is randomly selected from [1, 7] and path loss exponent is α = 2. The size of the file library is M = 100 with each file of the same size, and cache capacity of each SBS is C = 10, which means that up to 10 files can be stored at each SBS and up to 30 files can be stored in all SBSs.
B. SIMULATION RESULTS

1) CONVERGENCE
First, the convergence of the iterative algorithm is verified. Simulation is performed with P = 10dB, Zipf parameter γ = 2 and user fairness constraint of H fair = 0.9. As shown in Fig. 3 , the algorithm converges within 10 iterations. Here, an iteration means an optimization of cache placement strategy along with an optimization of bandwidth allocation and the performance of the first iteration is calculated with uniform bandwidth allocation and random cache placement strategy.
2) PERFORMANCE OF DIFFERENT CACHE PLACEMENT AND BANDWIDTH ALLOCATION SCHEMES
In [10] three commonly applied cache placement schemes are proposed, namely, 1) MPC which means the same most popular contents are cached in all SBSs, 2) UC which means different contents are cached in different SBSs and one file can only be cached in one SBS, and 3) a hybrid of the MPC and UC which means a file can either be cached in multiple SBSs or in a single SBS. Note that because system model with multiple UEs is investigated in this paper which is different from the system model with a single UE in [10] , the meanings of MPC and UC in this paper are different from that in [10] and are introduced as follows. In MPC, the C same most popular files are cached in all SBSs and the popularity of each file is calculated as an average of the request probabilities at all users. As for UC, it can be further divided into two schemes as 1) random UC (RUC) which means that for each file an SBS is randomly selected as its caching node, and 2) UC optimized with Hungarian method (HUC). Note that in UC the optimization problem of cache placement can be transformed into an one-to-one assignment problem which can be readily solved with Hungarian method. Cache placement scheme optimized by greedy algorithm [14] and the proposed SA aided cache placement scheme can both be regarded as a hybrid scheme of MPC and UC.
To verify the performance of our proposed algorithm, we fist compare the proposed algorithm, i.e., SA aided cache placement with optimized bandwidth allocation (SA&OB) with other schemes, namely, 1) MPC with uniform bandwidth allocation (MPC&UB), 2) RUC with uniform bandwidth allocation (RUC&UB), 3) HUC with unform bandwidth allocation (HUC&UB) 4) cache placement optimized by greedy algorithm with uniform bandwidth allocation (GA&UB), 5) cache placement optimized by SA with uniform bandwidth allocation (SA&UB) without fairness constraint, in other words, H fair = 0. Simulations are performed under Zipf parameters γ = 2 and γ = 0.9, respectively. Clearly, γ = 2 represents the scenario where the requests concentrate on the most popular files while γ = 0.9 depicts the scenario with heavy-tailed popularity distribution. Fig. 4 shows simulation results with Zipf parameter γ = 2. It can be observed that MPC outperforms UC at low transmission power due to joint transmission gain, and UC outperforms MPC at higher transmission power due to file diversity gain. Since cache placement schemes optimized by greedy algorithm and the proposed SA can be regarded as hybrid of MPC and UC, they both provide obviously better performance at low transmission power; meanwhile, SA outperforms greedy algorithm because of its capability of searching the global optimum instead of a local optimum. At high transmission power, HUC performs well since MPC loses file diversity gain and Hungarian method is the optimal solution of UC however the performance of SA is approximate to that of HUC. Moreover, the proposed optimal bandwidth allocation provides further performance gain compared to uniform bandwidth allocation. Fig. 5 shows simulation results with Zipf parameter γ = 0.9. Different from the scenario with γ = 2, under this circumstance, UC significantly outperforms MPC because of its content diversity when file requests become more uniform. Thus, at high transmission power HUC outperforms the others and the performance of SA is slightly lower than that of HUC while still better than GA as well as MPC and RUC. At lower transmission power, SA outperforms the other schemes. Moreover, similar to the case of γ = 2, the proposed joint optimization of bandwidth allocation and cache placement provides further performance gain.
As shown in Fig. 6 , the proposed algorithm with SA aided cache placement strategy is compared with the global optimum of cache placement (GO). Because the complexity of obtaining the global optimum is significantly high, the simulation is performed with M = 10 and C = 1. Note that changing the parameters of the size of the file library and the caching capacity to smaller values has little affect on the simulation results because the percentage of the number of files which can be stored in the system remains unchanged. It can be observed that the performance of SA is exactly the same VOLUME 6, 2018 as that of global optimization under this circumstance, which verifies the capability of SA in searching global optimum.
Furthermore, computational complexity of the proposed algorithm and other algorithms are analyzed. The complexity of MPC and RUC is O(1) since no optimization is performed; the complexity of HUC and GA is O(M 3 ) and O(NMK ) respectively; the complexity of SA which is utilized in the proposed algorithm is associated to the initial temperature, terminating temperature and cooling parameter and according to the parameters used in this paper, the complexity of SA approximates to O(NM 2 ) and the complexity of the proposed algorithm which jointly optimizes cache placement and bandwidth allocation approximates to O(NM 2 ) as well, because the iterative algorithm converges with a few iterations and optimization of bandwidth allocation with dual decomposition method adds little to the complexity; finally the complexity of global search is O(M KC ), which is significantly high compared to other schemes. It can be observed from the above simulation results and the complexity analysis that the proposed algorithm can provide better performance than other schemes with little increase of complexity.
3) PERFORMANCE OF DIFFERENT TRANSMISSION SCHEMES
Joint transmission is performed in this paper. Fig. 7 shows performance gain of joint transmission (JT) compared with single transmission (ST) where only a single SBS with the best channel quality is selected to provide services. Note that more performance gain is obtained by SA compared to greedy algorithm in ST scheme than in JT, which means that in ST, the greedy algorithm leads to a local optimum rather far from the global optimum, while in JT, the solution achieved from the greedy algorithm is almost near the global optimum. Fig. 8 gives simulation results under the constraint of user fairness. Assuming that all users are of the same weight, i.e., w 1 = w 2 = . . . = w N , Fig. 8 shows comparison of performance under different fairness targets, namely, no fairness constraint (NF), H fair = 0.9 and H fair = 0.85 with uniform bandwidth allocation and optimal bandwidth allocation respectively. Note that a further relaxed constraint, e.g. H fair ≤ 0.8, can be easily satisfied under any cache placement and bandwidth allocation scheme without optimization so that performance under more relaxed constraints is the same with the performance under no fairness constrain. It can be observed that maintaining fairness among users would reduce system performance; furthermore, the more strict the constraint, the worse the performance. Meanwhile, the optimal bandwidth allocation provides performance gain in all scenarios which further verifies the necessity of optimizing bandwidth allocation along with cache placement.
4) CONSTRAINT OF USER FAIRNESS
VI. CONCLUSION
In this paper, joint optimization of cache placement and bandwidth allocation strategies is studied. In order to provide better performance with lower complexity, an iterative algorithm of SA aided cache placement along with bandwidth allocation optimized via dual decomposition method is proposed. In order to handle user fairness constraint, the proposed algorithm is accompanied with dynamic-objective constraint handling method. The simulation results show that the proposed cache placement strategy optimized with SA can provide lower outage probability compared with conventional schemes such as greedy algorithm as well as MPC and random UC. In the scenarios where UC is dominant, the performance with cache placement strategy optimized by SA approximates to the performance of the optimal UC derived from Hungarian method. Meanwhile, joint optimization with bandwidth allocation can further enhance performance. Constraint of maintaining user fairness affects the performance of the entire system, stricter fairness constraint leading to higher outage probability.
APPENDIX
The expression of p mn out is given in equation (6), where the second derivative can be given by 
where R R target defined in (4) for simplicity, and
To prove that p mn out is a convex function, we need to prove 
Although it is difficult to obtain solution of (26) , the left side of (26) denoted as f (B n ) can be easily proved as a monotonically decreasing function. Meanwhile, f (B n ) > 0 when B n = 0 and f (B n ) < 0 when B n → ∞. Thus, it can be proved that there exists δ ∈ (0, ∞) such that
