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ХРОМАТИЧЕСКИЕ НАБОРЫ И КЛАССЫ МОНОТОННЫХ ФУНКЦИЙ 
Густав Бурош, Дитлинде Лау, Эберхард Шмидт
1. ВВЕДЕНИЕ
В данной работе обобщается одна теорема, установленная К. Бен- 
закеном cl и
Бензакен рассматривает биекцию Ф между множеством всех конеч­
ных Шпернеровых гиперграфов н и множеством Mj всех непостоян­
ных монотонных булевых фикций f . Его рассмотрения были связа­
ны с интервалом
iuœ , MjD = {Mj, м2, м3, k J  где
M j D M 2 D M 3 D  ... П»: = iPi Mi»
структуры Поста всех замкнутых множеств булевых функций /см. 
изобр. 1./.
Теорема /К. Бензакен/ /сlu/* Шпернеров гиперграф обладает 
слабым хроматическим числом Х(н) =k+i, l£k<°° у тогда и только
тогда, когда f: = ф(н) е м ^ ,  l<k<».
Мы исходим из q -мерного произведения cMœ, м ^ 4 , получая его 
также в качестве интервала замкнутых множеств некоторой интер­
активной алгебры Поста Р^ . По теореме Бензакена информация 
о слабом хроматическом числе гиперграфа равносильна информа­
ции о положении функции f е Mj в интервале cMœ, MjD • Сопоста­
вим каждому Шпернеровому гиперграфу н хроматический набор 
( k ,...,к ) и функцию ф(н)ер£ и покажем, что информация о 
хроматическом наборе гиперграфа н равносильна информации о по­
ложении функции р(н) в интервале cMœ, м^Я .

Как специальный случай получаем формулировку теоремы Бензаке- 
на.
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Укажем иную интерпретацию:
Существует q естественных гомоморфизмов на Р2 /Р2 “ это
алгебра булевых функций/, и интервал им^ , в опре­
деляется с помощью именно таких гомоморфизмов. Поэтому наш ре­
зультат можно интерпретировать и как вклад, хотя и довольно 
специальный, в решение вопроса о том, какие свойства одной ите 
ративной алгебры Поста в /здесь такое свойство- теорема Бенза 
кена/ можно переносить на другую итеративную алгебру Поста А 
при знании естественных гомоморфизмов А на в . Вопросы такого 
рода рассматривались также в с 5 □ — с 9 3-
В изображении 1 задан интервал cOj, MjD из структуры Поста 
замкнутых множеств из Р2. ( с 1 □, [ 2 d) и замаркирован интервал 
см , м,: . Используются обозначения из clD, с 2 d. В с2: находятсо7 ]
ся для каждого из этих классов системы образующих. В С1D Бенза 
кен исходит из того, что f е р2 лежит в м^ 1 £ к  <°°, точно 
тогда, когда любые к дизъюнкции сокращенной коньюнктивной нор 
мальной формы функции f имеют по меньшей мере одну общую пере- 
менную. Классы м, , l£k < °° , определяются двойственным образом 
т.е. изоморфно к Mj^ . Дальше, положим Mœi= Mœ: = г \
Sjî = c{xjV x2>d , Pj = c{xjA х2>].
2. ГИПЕРГРАФЫ И ИХ РАСКРАСКИ
Известно следующее определение гиперграфа: /Конечный/ гипер­
граф н=(Х; Ej,...,Et) состоит из конечного непустого множе­
ства X, называемого множеством вершин, и из множеств 
Ei (0с е ^£ X,i = 1, 2, ...»t), называемых ребрами. Мы здесь исполь­
зуем другое определение, трактуемое и как обобщение, и как спе 
циальный случай известного понятия гиперграфа.
Определение. Пусть v,w,z - попарно непересекающиеся мно-
жества, r £  w х z
X:= VU R
0 C  E. S X ,  i=l, 2, .. .,t.
»
н=. (x, Ej,... >Efc) называется обобщенным геперграфом,
когда имеет место
Vi, wr, 2,, 2' : {(w,z),(w,z’)}~  Ei => z = z' (1)
И E £ П V ф 0, i=l,...,t, (2)
Множества E^ как обычно называем ребрами. Множество z интер­
претируем как множество красок: если (w,z) e R , то говорим, 
что w раскрашен краской г . Заметим еще, что один и тот же эле­
мент w e w в различных ребрах может быть раскрашен различными 
красками.
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{1, 2, 3), w = {Г, 2'},
{., +}, R = {(Г, •),(!’, +),(2f,’)}
Пример 1: Пусть V =
z =
Ej = {1,2 , (IV)},
Е4 = {1,3 , Г,-)},
Е? = {1,2,(2 ’,-)}, 
Hj = (X;Ej »... ,Е?)
МИ .
Е2-{1,2,(1»,+)}, Е3 =
Е5-{1,3,(!’,+),(2*,-)},
Ед= {1,2,3,(1’,+)}.
И H2=(X;Ej,...,E8)
{2,3,(1т i (2*,•)} 
Е6-{2,3,(Г,+),(2’-)}.
. Тогда
являются гип ер графа-
Гиперграф н = (х; Ej,...,Et) называется Шпернеровым с 12, когда 
для i^ j имеет место Е ^ ф  Е ^ (i,j = 1,2,... ,t). в примере 1 ги­
перграф Hj является Шпернеровым, а н2 нет.
Дальше мы рассмотрим только Шпернеровы гиперграфы. Каждый ги­
перграф н однозначно определяет Шпернеров гиперграф, состоящий 
из всех минимальных ребер гиперграфан . В 5 пункте данной 
статьи рассмотрим преобразования графов. Договоримся о том, 
что возникающий при этих преобразованиях, может быть, не Шпер­
неров гиперграф автоматически будет заменен соответствующим 
Шпернеровым гиперграфом.
Шпернеров гиперграф н =  (Х;Е , для которого
X = VUR, Rsw X z, IzI = q, называется (kjS k^) - раскраши­
ваемым, когда имеет место:
V.3 cfb V,: (1 < i < q A  (Ф1 : V + TkT) Л  ( j )
E.Ç V U W  X {zi> => I ф±(Е^  П  V)| ^2)
Рассматривая элементы cfnCv), v € V  , как краски, условие (3) 
можно трактовать следующим образом:
Раскраской точек из V хотим достигать того, чтобы любое ребро
Е. гиперграфа или в подребре Е.П V или в подребре Е. A  R J J J
было бы раскрашено по меньшей мере двумя различными красками.
Эта цель достигнута уже, когда е  ^ R содержит хотя бы два по- 
различному раскрашенные элементы. Если этого нет, то для лю­
бой краски г. е z должно существовать отображение Ф>£ такое, 
чтобы пересечение любого ребра с v , пересечение с R которого 
содержит не больше красок, чем zi , содержало хотя бы две раз 
личные краски.
Определение. Гиперграф н обладает хроматическим набором
, когда он. является (kj,...,k^) - раскрашиваемым( kj,...,kq)
но для i=l , . 
крашиваемым.
не является (k j »•••»к л 1,. ’V - рас-
Пример 2 : Гиперграф Н = {Х;Е},... ,Е7} из примера 1 является 
(3, 2, ) - раскрашиваемым, но не ( 3, 1) - или (2, 2 ) - раскраши­
ваемым гиперграфом, следовательно, он обладет хроматическим 
набором (3, 2) .
Если у заданного гиперграфа н для некоторого i условие (3) не 
выполнимо ни для никакого натурального числа к^ , /это имеет 
место точно тогда, когда существует ребро E^cvuw х {z^ } г пере 
сечение с V которого пусто или мощности 1/, то на i -тое мес 
то хроматического набора гиперграфа н ставим °° .
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3. АЛГЕБРА PZq
Пусть q - фиксированное натуральное число, ч i 1 . Пуст дальше
А2: = {0,1}, В^ : = {2, 3,...,q+l}.
Через РуП,т 
гДе п,т _> О
обозначим множество всех (n+m)
Дальше
n,m . n „ m ’ : А„ X В -* А. ^ q
Р£ = ^ pn»mq п,щ>о q
- местных функций
Функции из Ру определяются нами формулами над алфавитами 
переменных X: = {x,Xj,х2,. . . и Y: = {y,yj ,у2,...,} , причем
переменные из х принимают значения только из а2 и переменные 
из Y принимают значения только из в^ . Переменная функции 
fn,m(x, у) называется существенной, когда существуют значения
а , а ,...,а , а! 6 Е  |/, Ъ ,... ,Ъ 6 В такие, ЧТО1 2  п X 2 r I m q
f (а П Г ' • ,ь )m  ^f(a1’ п 1 * * ,Ъ ).m
Аналогично определяются существенные переменные из Y . Всякая 
несущественная переменная некоторой функции называется фиктив­
ной. Функции, отличающиеся только фиктивными переменными, бу­
дем считать одинаковыми. Местность функций будем опускать, ког­
да это возможно без недоразумений.
Множество p£q вместе с операциями суперпозиции:
а/ перенумерование переменных из х или из Y между собой;
Ь/ идентифицирование некоторых переменных из х йли из y друг 
с другом;
с/ добавление или отпущение фиктивных переменных;
d/ подстановка функции вместо переменной х представляет собой
алгебру, обозначаемую также через . Каждому множеству
ASPy сопоставляется его замыкание с A d относительно этих опе-q
раций. Если А = CAD , то множество А называется замкнутым.
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Непосредственно видно, что р2^  p q^ * Используем привычные для 
булевых функций обозначения и для функций из P£q , поскольку 
и те и те имеют одинаковую область значений.
Кроме того определим функцию
ei(y) “ { о
ДЛЯ У=1
иначе i = 2, 3,. .. ,q+l
В дальнейшем воспользуемся обозначениями
 ^ ( ц ц  • ■ ■
X = (Xj 5X2, • • • »2
у = (у j»У2»••'>Ут)
i=2,...,q+l
m
a (otj
3 = (3j,32,...,3m)
m
Eß(y)= = .A eß. (y£) 1  6 Bq ‘
Любая функция из Ру обладает нормальным представлением 
f(x,y) = V  f (х) Е (у).
_ _  зе в -  ~  -  ~
-  q
(4)
где
f (x)=f(x, 3) (С53,сб:).—S
Функция fg называется 3_- компонентой функции f. Очевидно; 
что отображение
,.n,mт. : f ’1 -* f. 1
является гомоморфным отображением
на Р0, i=2,...,q+l.
Дальше, определим
м : = U  {fn,m|vj3 6 Bm : f 6 м }
п,т>ч>
): - ( П т  1 (M^. ))ПM*, 
1 4 j-1 J
1 < i. < 00.
=  J =
Легко видно, что множества м , К(М^,... >Miq) замкнуты. 
Пусть (Ф,§) обозначает структуру всех замкнутых множеств ал-
12
гебры P£q и положим
Фм : {К(М. ....М. ) I 1 < i. < с», j - I,-- ,q>.
1 q J
Теорема 1: (Фм ,g  ) является дистрибутивной структурой.
Эта структура тождественна интервалу
с к с м ^ , .... M j , k ( M j ,....Mj): в ( Ф , £ )
и изоморфна CMœ, м :ч
Эта структура именно та упомянутая в п. 1 исходная точка наше­
го обобщения теоремы Бензакена. Для доказательства нам нужны 
две леммы.
Лемма 1: Множества к.: = К(М^,..., Mij + i> •••» Miq) , j=l,...,q,
являются предполными подалгебрами множества
К: = K(Mi,, ..., М , М ,  ).
1 xq
Доказательство : Очевидно, что Rj с к. . Пусть теперь fn,me кчк... 
Тогда f - Сзс> е Mj. \ Mi,+1 } следовательно Т£ (гк. и {f} : ) =м^. }
J J  ü J
поскольку Mij + i предполный класс в , см. отобр. 1. Поэ­
тому для произвольной функции gr»s е к в C.KjU{f}3 суще­
ствует функция g('1') , для которой xi(g(i))= xi(g) . Кроме
того,в к. содержится по определению функция
(х, .X г+1 ,Хr+q’ у\ ’У
определенная формулой
£ r+q’S (x.z) :=t
xr+t
gr’s
если 2 = 1 + 1 » t = !>•••» q
иначе
Подстановкой функций s в. функцию £ вместо переменных 
xr+i, i = l,...,q , получаем в ck^U {f}: функцию gr,s
При образовании суперпозиций надо обратить внимание на следую­
щее: Если функция и возникает подстановкой функции w е в
функцию z е Ру вместо некоторой переменной х. , то функция ч л
1 3 -
ui / i_ - компонента функции и/ возникает подстановкой функции 
wi /i - компоненты функции w / в функцию Д  - компоненту 
функцииz / вместо переменной х^.
Лемма 2 : {к.,...,к } является множеством всех содержащих в
* Qсебе K(Mœ,..., Mœ) предполных подалгебр алгебры к(м. , ...,>п )
и обладает мощностью q . q
Доказательство: Очевидно, k í £ *4 для i  ^3 . Пусть f;еК ч к.,. j J j
j = . Как известно, m í . + i является единственной со­
держащей множество Моо предполной подалгеброй алгебры м-j
/см. отобр. 1/, поэтому
т . с м  и { f .} : = м. .1 00 2 1 .J J
Теперь заключения идут дальше как в доказательстве леммы 1, об-
„r+q.sращая внимание на то, что £ лежит и в  Mœ .
Из лемм 1 и 2 следует, что множество
{К(М£ . . ., Miq) I 1 < ij < “ , j = 1 =. . . , q}. ,
является интервалом t к ( ^ ....мю), к(м ,...,Mj) d в (Ф,£),
и что этот интервал антиизоморфен к структуре 
{(aj,...,a ) I а. е N U {«>}, i=i,...,q} относительно покоорди­
натного отношения < /где положим п < °° д л я  всех n е N /. Сле­
довательно, оно является дистрибутивной структурой /ср. с Юз/, 
изоморфной . Этим доказана теорема 1.
4. ФОРМУЛЫ ДЛЯ МНОЖЕСТВА М*
*
В этом участке определим формулы для функций множества м и ис­
следуем на основе системы аксиом эквивалентность этих формул.*
При этом окажется, что множество м конечно аксиоматизуемо с J3.
Даем определение вспомогательных формул:
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1. Любой элемент множества
&  : = { е2 1 ^ * е2^ т )  * * ' ‘ * е3 у^ 1^ ’ е3^у2^  ’ " ’ ' ,8q+l ^У1 ^ ,eq+l ^ 2  ^’ ' ' ‘ ^
является вспомогательной формулой.
2. Если Е и Е ’ - вспомогательные формулы, то и Е • Е ’ и E V E '
- вспомогательные формулы.
3. Вспомогательные формулы образованы только по 1. и 2.
Пусть - множество всех вспомогательных формул и 3(yj) " 
сокращенный способ записи вспомогательной формулы
e2(yi) Ve3(yj} V •••V V l  (yj}
Определение формул:
1. Любой элемент множества
X íx, Xjj x 2 ,’*" ^
является формулой.
2. Если Fj’F2 “ Формулы и E - вспомогательная формула, то 
F j*F2, F j *Е, E*Fj, F J V F2 - формулы.
3. Формулы образованы только по 1. и 2.
Будем держаться привычным договоренностям о пользовании скобок
*и о сопоставлении функций формулам с 2 Пусть Ißt - множество 
всех формул.
*
Лемма 3: Любая формула из Ж  представляет собой функцию из
м и любая функция из м представима формулой из'ТЛ .
Доказательство предоставляем читателю.
Две формулы Fj и F2 называются эквивалентами, когда им соот­
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ветствует одна и та же функция из
q
Для функции fn,m(£>y) 6 pzq пусть
Nf : = (т 6 a“ X Bq I f(ï) =
Для функции у e X B“ пусть A2(y) :=(yj, • • • *Yn) и
Bq(Y): - (Тп+1> ■ • ’ Yn+m) •
Если fn,m(2i>y) 6 м и JL 6 Bq ) то fn’m(x,y) - монотонная бу- 
левая функция, обычная сокращенная днф которой пусть будет 
обозначена через JLg . Формула
_V f В (Y) • Ba(l)
Y6Nf q
называется кононической нормальной формой /Кнф/ функции
(5)
f (х, z) е м
*
Аксиомы дляТЯ .
Для любых формул Fj> р2’ F3 и Л1°бы:х; вспомогательных формул 
Ej, е2, е3 и Э(у j) имеет место:
(А1) F1-F2=F2*Fj
(А2) F j-Ej-Ej-Fj 
(A3) F1-(E1-E2)=Fj.(E2-E1)
(A4) Fj V F2 = F2 V Fj
(A5) F j *(E, V E2) = F,(E2 V Ej)
(A6) (Fj-F2)-F3 = F j-(F2-F3)
(A7) (Fj-E1)*E2 = Fj *(Ej *E2)
(A8) (Fj-F2)*Ej = Fj-(F2 *Ej)
(A9) F j-C(Ej-E2)-E3 3 = Fj-CEj*(E2-E3):
(AlO) (Fj V F2) V F3 = Fj V (F2 V F3)
(All) Fj C(Ej V E2) V E33 .= F j CE j V (E£ V E ^ H
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(Al 3) F J • (E j V E2) = F j•E j V Fj ’E2 
(Al4) (FjVF2)-Ej = Fj-Ej V F2;E!
(Al5) Fj VF! = F]
(Al 6) Fj • (E j V Ej) = F j - E !
(Al 7) F j * F j = Fj
(Al 8) Fj. (Ej"E j) = Fj-Ej 
(Al 9) Fj- (yj)^= Fj
(A20) Fj V Fj-F2 = F,
(A21) Fj V Fj-Ej = Fj
(A22) Fj V F2 'е-[(У£) *ej (Уд) = Fj Для i Ф j.
*
Для любых формул F], F2 и з  Ж ,  Fj=f2 называется тождеством 
над 731.
Правила вывода тождеств /ср. £ 3 У
1.
2 .
А
Х Г Х1
Fi(F2)=F3’F2=F4
где А
F1<V-F3
В формулу Fj(F2)
- пустое множество.
замена некоторого вхождения формулы f2 
формулой F. -
3.
F , ( . . . , x . ) — F «(.•.» X i’ ... )
F j ( • ■■j F^  j... ) “ F2(.•■ , F^, ... T j подстановка любой фор-
в формулах исход-мулы F3 во все вхождения переменной х 
ного тождества, причем не исключено, что х£ не входит в
F j ( • • •, xi, • . ) или F2( .. X. . )
Через ^  пусть обозначено множество всех выводимых из аксиом 
/схем аксиом/ (Al) - (А22) тождеств над731 •
Лемма 4. Для любых формул F j » f2 6 имеет место: F} эквива­
лентно F2 тогда и только тогда, когда Fj = f2 является тож­
деством из .
Доказательство : Пусть Fj эквивалентно f2 . Легко видно, что
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из Кнф (fj) Ф Кнф (f2) и следует f Ф f2 . От этого каноничес­
кая нормальная форма любой функции из мЛ определена однозначно. Для 
доказательства леммы достаточно показать, что любую формулу F 
представляющую функцию fn,m (х, у) е м* , можно преобразовать 
с помощью аксиом в ЛИ/ : = Кнф (f)
1^ ( 1 )1 шаг: F -->F4 ' : = Kj V к2 V ... V к , где каждый Ki возникает
из элементов из х и Y образованием произведений, причем высту­
пает по меньшей мере один множитель из х . Доказательство о пе­
реходе Sj легко можно вести с использованием (АЮ),..., (А14), 
индукцией над числом у j(F) символов V в формуле f •
(1) 2^ (2)2 шаг: F -- > f 4 ' : = L jV L 2 V... V l , где каждый ю  име­
ет форму
m
( А  X  ) • Е , ß е в ( б )
jez. J £ - ч  ^ ;
и не является подформулой другого члена дизъюнкции L., j Ф i.
Для этого сначала от каждого к£ переходим к произведению 
к! • к'.' , у которого к! (k V) является произведением надi l  i l
X(Y) . Это ВОЗМОЖНО ПО (А1 ) - (A3), (А6) ~ (А9) , (А17), (А18) , 
(А20),(А2)).После этого еще отсутствующие в кД' множители добав­
ляются с помощью (А19) и полученные произведения сортируются 
по растущим индексам переменных из х и Y , в конце сокращаются 
лишние члены с помощью (A4), (А5), (А15), (А18), (А20) - (А22).
(2)
3 шаг: Собрание тех членов дизъюнкции в F , у  которых
один и тот же участок т-па e d , в члены вида_р
- Ез
где М Д  - формула из V , • над х • /Это возможно по (A4)
(АЮ), (А12). ) ./ После этого из каждой подформулы типа Л А  ' при­
вычным образом получаем сокращенную днф представленной форму­
лой монотонной булевой функции. Этим выведена Кнф (5) функ­
ции f .
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Доказательство обратного утверждения предоставляем читателю. 
Оно просто.
5. ОБОБЩЕНИЕ ТЕОРЕМЫ БЕНЗАКЕНА
Сначала рассматриваем отображение р множества всех Шпернеро-&вых гиперграфов на множество всех функций в м . Для любого 
Шпернерового гиперграфа н = (V, R; E j , . . . ,  Et ) пусть р(н ) : = f  е м ,
где f функция, заданная формулой
fH := Kj V K2V ... V Kt
причем для каждого Е^  вида
Е. = v.,...,v , (w (w„ 7 1 71 1 a P, , 1 * 4 £, _ ,Z ,Zx l , l  I »P1 1 *-q, H
( 7 )
,(w ,z )},
q,pq q
поставляем
a > 1, pj,..•,p >, 0 (8)
K.î
q+i Pi-i
V ....X * A  A  e . (.Уд ) .
1 Va i-2 j=l *i-l,j
Это отображение p , очевидно, сурьективно на М , но в общем 
не инъективно. Для этого даем два примера:
Пример 3: Пусть q = 1. V = {1,2},
Z = {Zj}, X = {1»2,( 1 ’ ,Zj ) }
Hj- (Ej, E2), H2= {E3, E^},
V  (i.cr.z,)} , E2 = {2} ,
Е4= {2, ( 1 ’ ,Zj)}.
Пример 4: Пусть q = 1, V = {1}, W = {Г,2’},
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X =  {1,  (1 ' , 2 , ) ,  ( l ’ , z 2) ,  ( 2 ' , Z j ) , ( 2 ' , z2) } ,
Ej - {Ej, ^2^’ ^2 = ^i* Ез>»
Ej = O ’ . Z j ) } ,  E2 = { 1, (2* , z j ) }  ,
E3 = {1,  ( l ' , z 2) ,  ( 2 * , z j) } .
В обоих случалх имеет место равенство p(Hj) = р(н2) , причем
значение q существенно для выполнения этого равенства.
Лемма 5 - Если для двух Шпернеровых гиперграфов Hj, н2 имеет 
место равенство
p(Hj) = р(н2),
то у Hj и н2 одинаковые хроматические наборы.
Доказательство : Из-за равенства p(Hj) = р(н2) функции fH] 
и fji2 эквивалентные, значит по лемме 4 функцию fn2 можно 
вывести из функции fjjj применением аксиом (At) - (А22) . Каж­
дому применению аксиомы соответствует переход от одного гипер­
графа к другому. Остается показать, что при этих переходах хро­
матический набор сохраняется неизменным. Легко видеть, что при 
применении (А1)-(А18), (А20)-(а22) либо сам гиперграф не
меняется, либо аксиомы выражают некоторые требования гипергра­
фам /а именно, (Al5) - (Al7) выражают требование гиперграфу 
быть Шпернеровым, (А2о) - (А22) соответствуют условиям ( 1 ),
(2) для гиперграфов/.
Теперь обсуждаем переход от правой стороны формулы (Al9) к 
левой.
Пусть Fj - произведение над х и Y с по крайней мере одним мно­
жителем из X Тогда возможны следующие случаи:
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1 случай : Fj не содержит множителей из Y . Тогда соответ­
ствующее Fj ребро гиперграфа н в (8) в раскраске гипергра­
фа, соответствующего левой стороне, охватывается каждой крас­
кой zjy ; тем самым каждое из q ребер
V  el(yj) F1 ' eq+I<‘yj)
охватывается ровно одной из этих q красок. Хроматический на­
бор не меняется.
2 случай : Fj содержит множитель из х . Если этот.множитель со­
держит в свою очередь по меньшей мере два множителя, то по ( 2) 
как F] , так и любое из ребер Fj-e^y^) без влияния на воз­
можность раскраски. Если этот множитель в свою очередь состоит 
из одного множителя е^у^) , то F}- e2(yj),... ,Fj *eq+1 (уj)
опять дают лишь соответствующее F} ребро, и гиперграф не ме­
няется, Если же этот множитель состоит из одного множителя
е. (у 0 ), I £ j , то соответствующие F • е.(у )• е (у.), р ï i , 
ребра в (8) не охватывается, в то же время, когда соответствую­
щие выражениям Fj • Су^ ) и Fj • ^ (у^)* е£Су^) ребра в (8) 
охватываются одним и тем же образом. Поэтому хроматический на­
бор не меняется.
Случай, где Fj не является произведением над х и Y } можно 
вести к только что рассматриваемому случаю.
Теорема 2. Для любого Шпернерового гиперграфа н = (v,Ri 
, , Ej,...,Et), R —  WxZ, q:|z|, имеет место: Гиперграф н обладает 
хроматическим набором (kj,...,k), 2<_kj,...,k < °° , точно
тогда, когда
q
K(Mkr i”
p(f) е Kd^ ,)\
i q
Mk. »•••» \  -1)-1 q
(9)
При ограничении на функции из ?2 и соответствующие им Шперне- 
ровы гиперграфы эта теорема была доказана К. Бензакеном cl:.
В этом специальном случае отображение р оказывается биекцией.
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Доказательство теоремы :
Из леммы 4 и 5 следует, что хроматический набор Шпернеровсго 
гиперграфа н тот же самый и у Шпернерового гиперграфа н , где 
fg есть каноническая днф функции f . Для раскрасов гипергра­
фа существенны только _i -компоненты f. функции f . Используя 
теорему Бензакена, сразу видно, что “обладает хроматическим 
набором (kj,...,k ) точно тогда, когда е мк
3 i=l,...,q , следовательно, когда имеет место (9) .
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Ö S S Z E F O G L A L Á S :
A MONOTON FÜGGVÉNYEK OSZTÁLYAI ÉS KROMATIKUS SZÁMAI
A jelen dolgozatban általánosításra kerül K. B e n z a k e n  egy tétele, 
amely a gráfok és a Post függvények közötti kapcsolatról szól. A dolgozat 
fo tétele a Sperner hiper gráfokkal kapcsolatos.
A B S T R A C T :
ABOUT CHROMATIC PAIRS AND LASSES OF MONOTON FUNCTIONS
The given article generalizes a theorem by C. Benzaken, who found a bi­
section between sets of graphs with a given chromatic number and closed 
subsets of the set of monotone functions from Post's lattice P^ . The 
theorem of the article states an analogous bijection between sets of gener­
alized Sperner hypergraphs with a given set of chromatic numbers and closed 
subsets of a set of monotone functions of the algebra P^ , where the 
algebra P£^ contains all functions of the form
f : (0,1}n x{2,...,q+l}m {0 ,1}

MTA Számítástechnikai és Automatizálási Kutató Intézete, Közlemények 25/1982
*THE SOL UTIO N OF H Ő S S ZU -EQUATI ON OVER FINITE FIELDS
J á n o s  B a g y î n s z k i
University of Gödöllő
1. PRELIMINARIES
M. H o s s z ú  [H-67] considered the functional equation
f(x+y-xy)+f(xy)=f(x)+f(y) (1.1)
with real variables x,y,f and solved it under the assumption 
that f: F — ► P is a differentiable function on the set P of 
real numbers. Several authors investigated equation (l.l).
There have been two directions of generalization.
Weakening of the conditions for the function f : F~* F 
was the f i r s t  d i r e c t i o n  of generalizations; e.g. requiring the 
continuity at certain points [S-68.a] or, supposing integra- 
bility [D-69], [S-68.b]. Let us consider the well-known Jensen- 
equation
f ( ^ )  = f(x)+f(y) (1.2)
and the Cauchy -equation
f(x+y)=f(x)+f(y) ( 1 . 3 ) .
The equivalence of equations (l.l) and (1.2), and of 
equations (l.l) and (1.3) - has been proved for the sets
Presented a t  t h e  Ko l loqu iu m " D i  sk r e t e  Mathemat i к und Anvendungen in  
der  Mathematischen K y b e r n e t i k " ,  Rostock,  3 0 .3 .1 9 8 1 -3 .4 .1 9 8 1  .
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{fif: F--* F}, { f I f : C— >-C } in the papers [S-68.b], [B-70],
[D-71] and [V-69] (C denotes the field of complex numbers).
Some generalizations of the equation (l.l) and its so­
lutions have been given in the papers [F-69], [L-72] and [L-74].
The definition and solution of the equation (1.1) over an 
algebraic structure (different from the field of real or 
complex numbers) is the second direction Of generalizations.
By the end of this section F,R,e,G denotes a field, a commuta­
tive ring with identity, identity of the field or ring and an 
Abelian group, respectively. In Swiatak's paper [S-71] it has 
been shown that: if F is a field, whose characteristic is not 
2 or 3, G is an Abelian group without 2-torsion and for every 
fixed gGG there is a homomorphism x:F+---»G such that x(e) = g, 
then equation (l.l) is equivalent to equation
2f(x+y)=f(2x)+f(2y) (1.2»)
for functions f:F--G. Aczél noticed [S-71] that Balnu^a's proof 
for functions f:C--C is also valid for functions f:F--*-F, if F 
is a quadratic closed field with certain additional conditions. 
In Davison's paper [D-74.a] functions of the type f:R--G have
been investigated, where R is one of the three rings Z (rational
*
integers), Z / ^  (integers mod k) and Q (the field of rational 
numbers). In case of I FI>5, the equivalence of equation (l.l) 
and the equation
f(x+y)+f(0)=f(x)+f(y) (1.3*)
has been proved in [D-74.b] for functions f:F--*G. Finally, if 
R iß additively generated by their units and there exists a 
unit element uGR such that e-u and e-u-u 1 are units, then the 
equations (l.l) and (1.3*) are equivalent for functions f:R--*G 
if and only if, the equations (l.l) and (1.3') are equivalent
for the functions f ’ : R/ — >-G.Z К
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2. RESULTS
We prove that, over a finite field, the class of genera­
lized Hosszú-functions and the class of quasi-linear functions 
of I F i-valued logic are the same (in connection to our earlier 
results [B-D-76], [B-79], see also [R-77]). This fact refute a 
statement of [D-R-80], which asserts that for I F K 4  there 
exists a Hosszú-function which is not a solution of the 
equation (1.3*). Our proof is entirely different from the proof 
of [D-74.b]; it is less complicated but it is valid only for a 
restricted domain. However, our proof is valid for n-ary func­
tions, too. To the present knowledge of the author, the g e - ■ 
neralized Hosszú-functions have been introduced first in this 
paper.
For finite fields we solve a problem of H.áwiatak and 
remark that we can extend the proofs to fields of character­
istic p. Some of the proofs can be extended to more general 
classes of functions, (flf:R— *-G}. However, in this paper, the 
statement is restricted to finite fields. To formulate our 
theorems we need some defintions.
Let R=<R? + , •> and R ' =<R ' 5 (+) , О  > Ье commutative rings 
with identity, denote G=<G; Щ  > and N an Abelian group and the 
set of non-negative integers, respectively. For a function 
f:Rn--*-G (n€N) we define the Hosszú-operator with the identity
Hx,y f=f ( x+y-xy ) ш  f(xy) в  f(x) В  f(y), where
x=(xj.... xn ), x+y=(xj+y
We call the equation
5 • • • 5
H —  f =0 
x y
(2.1)
and their solutions ( g e n e r a l i z e d )  H o s s z ú - e q u a t i o n , and 
( g e n e r a l i z e d )  H o s s z ú - f u n c t i o n s ,  respectively.
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It is easy to see that the following two lemmas hold:
Lemma 1 : (l) The constant functions are Hosszú-functions.
(2) For every pair of functions (f ,f2 ) of the type 
Rn— ►G and every numbers n ,n2£N, the equality 
El n 2f2 )=n *Hf El n 2 *Hf 2 is an identity.
Lemma 2 : For every pair of functions (f ,f2 ) of the type
Rn--*-R' and every constants C j ,c 2ER', the equality
H(cj О f j © c2 © f2 )=cl © Hf 1 0  c2 О Hf2 iS an
identity.
Further on, let q=pa , where p is a prime, a>_l integer,
F =GF(q). q
Theorem 1: The function f:F — *F is a Hosszú-function if and-----------  ÇL 1
only if, f is a polynomial function of the form:
a- 1
f(x)= E 
i = 0
i
а . xP +a . i a (2.2)
Sketch of the proof: The functions of the form (2.2) are
solutions of the equation (2.1) by the lemmas 1. and 2., be­
cause the identity (a+b)p X = a p + bpl holds for rings of 
characteristic p. We have an indirect proof for the necessity 
of the condition (2.2) using the automorphism-group of Fq.
We mention that this method could also be applied to fields of 
characteristic p .
Using this theorem and lemmas we h a v e ,
Theorem 2: The function f:Fn--»F is a Hosszú-function if and-----------  q q
only if, f is a polynomial function of the form
n a-1 i
f(X )— E E a..xP +a . (2.3)
j-1 i=l 1J J a
The next theorem solves a problem of ^wiatak (P.2, in
[S—71]) if f is a function of the type f:F — *F . The theoremq q.
is formulated for unary functions and finite fields, but it 
can be extended to n-ary functions and fields of characteristic 
p in a similar way as it could be done to theorem 1.
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Theorem 3 : Let P i(x ,y)+Qi (x ,y) = T (x ,y) , i=l,2 and p 1^p 2
be two partitions of a polynom T(x,y) over F .* 4.
Assume that for every elements u,v e F theq.
system of equations P 1(x,y) = u, Q 1 (x,y) = v 
has a solution (x,y). Then the function f is 
a solution of the equation
f(P1(x,y))+f(Q1(x,y))=f(P2(x,y))+f(Q2(x,y)) (2,4)
if and only if, f is a polynomial function of the 
form (2.2).
Remark: The sets A of functions f:F--F with I FI<4 which-------  q ~
are not a solution of equation (1.3'):
2
A 2=0, A 3={f(x)=ao+ajX+a2x la2#0} and
2 3A ,={f (x )=Ъ +Ъ.х+Ъ0х +x }.4 о I i
It is easy to see that no elements of A (q=3,4) areQ.
solutions of equation (l.l).
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ÖSSZEFOGLALÁS
Az irodalomban szereplő Hosszú-egyenletet általánosítjuk 
többváltozós függvényekre, s az általánosított Hosszú-egyenle 
tét megoldjuk véges testek fölött értelmezett függvényekre. A 
megoldásokat általánosított Hosszú-függvényeknek nevezzük.
Megmutatjuk, hogy véges testek fölött az általánosított 
Hosszú-függvények osztálya azonos a k-értékü logikai kvázi-li 
neáris függvényeinek osztályával (1. és 2. tétel).
Eredményeink megcáfolják Davison egy állítását.
Véges testek esetére megoldjuk Swiatak egy problémáját, 
más irányba jelentősen általánosítva a Hosszú-egyenletet (3. 
tétel).
Megjegyezzük, hogy a bizonyítások átvihetők p-karakte- 
risztikáju testekre.
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Р Е З Ю М Е  
Б адински Янош
У р ав н ен и е , названное в л и те р а ту р е  о М. Г о с с у , расш иряется на  
функции со многими переменными и реш ается в сл учае ф ункций, 
определенны х над конечными полям и. Решения назы ваю тся обобщен­
ными функциями Г о с с у .
П о казы в а ет, что  над конечными полями кл а с с  обобщенных функций 
Го ссу  сов п ад ает с классом  кв ази -л и ней ны х функций к -зн а ч н о й  л о ­
г и к и .  /Теоремы  1 . и 2 . /
Эти р езул ь таты  отрицают одно утверж дение Д ав и со н а . Решается од  
на проблема Ш виатака в сл учае  конечных п о л е й . При этом  д а е тс я  
д р у го е  обобщение уравнения Г о с с у . /Т е о р е м а  3 . /
Заметим , ч то  метод д о к а з а т е л ь с тв  можно прим енить и в случае по  
лей х а р а кте р и с ти ко й  р .
.'
MTA Számítástechnikai és Automatizálási Kutató Intézete, Közlemények 25/1982
О НЕКОТОРЫХ ИНВАРИАНТНЫХ СВОЙСТВАХ ФУНКЦИЙ
К .Н . Чимев
В работе рассматриваются вопросы об инвариантности выделимых 
множеств аргументов функций при подстановке аргументов констан 
тами.
Используется терминология из [1-15].
Множество существующих переменных функции f будем обозначатьV
Определение 1. Пусть f(x . х . х ) функция порядка и
1 ’ 2 * * * * п
R1UR2c  r RanR2=0, R^ 0 J  R2Ф0.
Множество Ri называется выделимо для f по отношению R2 , если 
существуют такие значения для переменных из R2 , что после под 
становки переменных этими значениями от f получается функция, 
которая зависит существенно от всех переменных принадлежащих
V
Если lRf läi будем считать, что множество Rf выделимо для f 
по отношению пустого множества.
Определение 2 . Пусть f(x ,х2,...,х ) функция порядка näl и 
ReR^, r *r , R+0.
Множество R называется выделимо для f, если R выделимо для f 
по отношению Rf \ R.
Множество R.p считается вьщелимым для f.
Множество всех выделимых множества аргументов функции f(Rf+0)
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обозначенися S .
Определение 3 - Пусть f(х ,х2,...,х ) функция порядка п^з и 
RCS , Rc R , IRIà2.
Множество R^CR^c. R) называется максимально выделемо для f 
подмножества R , если R^eS^. и не существует множество R2esf 
для которого
R^cRjCR, R2 *R1.
Отметим, что если
R€Sf, Re R |Rlü2 ,
то существуют хотя бы два максимально выделимых для f подмно­
жеств множества R . Если R^ максимально выделимо для f под­
множество множества R, то
IR \ R1 läl.
Теорема 1. Пусть f(xj,х2,...,х ) функция порядка п^З и 
RCS , R C R  , IRIS2.
Если R^ максимально выделимо для f подмножество множества R,
то для любых переменных
X. ,х.  е R4R . , lámálR^R I ,
1 2 1m 1
и для любых для них значений с. , с. , функция
i‘(x. =с . .... X. =с. ) зависит существенно хотя бы от од--L 1 -L - _L„ I I m mD ,ной из переменных 4 R и для нее выделимо множество R .
Доказательство. Пусть
R={x,,х2,...>Xm+p}$Sf » 2ám+pán-l, päl, 
и множество
R^ L - {х j jx2 > • • • » Хщ }
максимально выделимо для f подмножество множества R .
Не ограничивая общности исследования теорема будет доказана
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для переменных xm+j xm+t, látáp
произвольно выбраны значения для хт + 1
. Пусть с ' 
.. . ,хm+t
m + 1 .....m+t
и пусть
f,=f(x = сm+1 “m + 1’’*’*Xm+t “m+t= с ).
Выберем значения с' ,. . .,с ' для хт+р+1 п т+р+1 ’
способом, что R16S , гдеí 2
f 0 = f ( х , , =с ' . ...... X = с ' ) .2 т+р+1 т+р+1’ n п
X такимп
Но
R - П{х . ..... X , } =0 ,f 2 m + 1 ’ ’ m+p  ^*
и R..eR • Следовательно R1 =R , где
2 3
X , X = с3  ^2 4“m + I т+I * * * * *“m+t “m+t
Поэтому R^e S
).
Так как Rf€Sf , RéSf и Re Rf , то
Rf\R*0.
Доказывается, го
R riCR \R)Ф0 
I
Действительно, допустим что
R П(R \R)=0.
11 1Тогда какие бы ни были значения ст+р+ 1 9 • • • 9
= сR 1 fj^Xm + p + 1 “т+р+1
а следовательно
,х =с ) ,п п
ДЛЯ Xт+р+ 1 ,Х.
R-« 6S ( X , . = с , ....... X =с ).1 f m+p+1 m+p+1’ ’ n n
ПУСТЬ ^ +P+l’---’Cn
Xm+lGRf/ > r«e 4
такие значения для х
f,=f(x , = с "  ,.,...,х =с").4 m+p+1 m+p+1 n n
Но в соответствии с уже сказанным R^eS 
. Тогда
4 R cR a R, R *R , R =R,
R 4 1 *4 r4И Sb .
*4 1
m+p+ 1 9* * * 9 " ЧТОn
Следовательно
При сделанном допущении доказали, что R^ не является макси-
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мально выделимым для f подмножество множества R , которое про­
тиворечит данным условиям.
Таким образом теорема доказана.
Естественно возникает вопрос: если f(х}рх2,...,х ) произволь­
ная функция порядка п^З и
RfSf) R c R f , IRIS2, IR \RI22,
и максимально выделимо для f подмножество множества r , то
правда ли, что для любых переменных
X. , ...,х. €R\R., 1ámáIR\R„ I,l. l 1 I s1 m
и для любых для них значений с. ,... ,с. функция f(x. = с .
1 m « Х1 11 X. = с. ) зависит существенно хотя бы от двух пере-
1т „ . рменных из множества Rf\R и
R.. GS /1 f(x. =с. ,...,х.
1 1
Примерно можно показать, 
цателен.
1m m
что ответ поставленного вопроса отри-
Можно показать, что если R^ не является максимально выдели­
мым для f подмножество множества R, заключение в теореме 1 в 
общем случае неверно.
Определение 4. Пусть функция f(x]P...px ) порядка näi и 
RcRf (R+0) . Будем говорить, что переменная x.eR сильно су­
щественная для f по отношению R, если существует такое значе­
ние с£ для х £ , что
Rf ( R\{x^} .
Переменная x^SR будем называть сильно существенной для f, 
если она сильно существенная для. f по отношению Rf,
Переменная х  ^ будем называть сильно существенной для f по от­
ношению , если она сильно существенная для f по отношению
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Определение 5 • Пусть функция f(x],...,xn ) порядка nàl и 
RcR (R+0) . Будем говорить, что переменная xiGR,c - сильно
существенная для f по отношению R, если для каждого значения 
с£ для xi
Rf(xi=c1 ) ^ R 4 ( x i>-
Переменная x^GR будем называть с - сильно существенной для f, 
если она с- сильно существенная для f по отношению R .
Переменная х^ будем называть с- сильно существенной для f, 
по отношению х . f если она с- сильно существенная для f по 
отношению (х,,х.}J
Следствие 1 . Если f(х],х2,...,х ) функция порядка п^З и 
R^eS , R2íSf ; где R1cR2eRf ’ Ri*0 j то существует переменная 
х1еК2\ Ri * такая, что для каждого значения с^ для х^.
и
R f (х.=с.)n ^R fN R 2 ^  1 1
R. GS „ / \.1 f(X .= с . )X 1
Следствие 2. Пусть f(x ,х2.... хп ) функция порядка п^з и
Resf, lálRlán-2,
Если существует переменная xi6Rf\R , такая, что R и {х^Л р s ,
то для каждого значения с для х. , r . ч n (r \(r и {х.}))=01 f(x^=c^) f X
и r е s,.,f(x.=c. )1 X
Из следствия 2 следует, что х. с -сильно существенная для f 
по отношению R и {хЛ.
Следствие 3 . Если f(xj,х2,...,хд ) функция порядка nä3 и 
{ x ^ , X j } í S ^ . ,  x , j G { l , 2 , . . . , n } ,  x + j  ,
то для каждого значения с
R
для X . ,J
f(x.=c.)n({xl.... xn>'{Xi,*,>)*?
и
X  . GR „, \X f(X =с . )
Л J
Из следствия 3 следует, что х. с- сильно существенная для«J
по отношению х ^ .
f
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Следствие 3 является обобщением теоремы б от [ 5 ].
Следствие Если f (xj ,х2 , . . . ,хп ) функция порядка nS3 и 
RtS , Rcr R , 2SIRI Sn- 1 ,
то для каждой переменной x.GR существует такая переменная 
XjGR\{x,.} 9 что для каждого значения для х. ,
n(Rf\ R )+0, и X. 6R 1 f (
Следовательно для каждой переменной x^eR существует перемен­
ная x.eR\{x.} t которая c-сильно существенная для f по от-d 1
ношению X..
Следствие б - Пусть f(х1,х2 ,. .. ,х ) функция порядка п^З и 
Res , I R I=п- 2 .
Если существует переменная x^eR \ R , такая что 
RU{x.}€Sf ,
то является c-сильно существенным для f .
Следствие б . Пусть f(х],х2 ,... ,х ) функция порядка п^з и 
Res , IRIán-2.
Если существует переменная x^eR^xR 9 такая что 
RU{Xi}íSf и Rf (Rü{xi})eSf ,
то х^ сильно существенная для f.
Следствие 7. Пусть f(xj,х2 ,...,х ) функция порядка п^4 и
Res , IRI=п-з
Если х^  ^ и Xj такие переменные из Rf\ R , что 
RU{xi,х.}£Sf ,
то хотя бы одна из них сильно существенная для f.
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Как уже увидели, если f(x ) функция порядка п^з и
{xi,x^.}€SfJ i , je{ 1 ,.. . ,n}, i+j ,
то каждая из переменных х.,х. является c-сильно существенным1 J
для f по отношению множества {х.,х.}**■ J
Следствие 8 . Если f(х ,х2,...,х ) функция порядка nä4 и 
RíSf IR I =з , то хотя бы одна из переменных x. e^R c-сильно су­
щественная для f по отношению R.
’ х п }
по-
i, j,ке
Можно показать, что существуют функции f(x ,х2,.
рядка nő4 и существуют такие переменные х.,х.,х ,1 j к
{1 ,...,п} , что { х . , х . , х  }£S и только одна из переменных1 J К 1
X . , х . , х  c-сильно существенная для f по отношению { х . , х . , х  } .1 J -К- 1 Л К
При условиях следствия 8, хотя бы две из переменных множества 
R сильно существенны для f по отношению R.
Можно показать, что существует функция f ( х . , х „ , . . . , х  ) поряд- ’ 1 I п
ка nà5 и существует множество R, такое что 
R€Sf, I R I =4 , R c R f ,
и не существует с-сильно существенная переменная для f по от­
ношению R .
С помощью теоремы 1 можно доказать и другие утверждения.
Теорема 2. Если f(x],x2 ,.._, п
RieSf ’ R2íSf > где
R1C R 2 ciRf , 1 R2\ R^ I =2 , 
то для каждой переменной x^eR^xR^ 
ci для которого R1esf^x __c _j ,
Rf(xi=?cj_)n(Rf'4R2
Доказательство. При условии теоремы пусть 
Е1={х].... xm }eSf>, lámán-3,
X ) функция порядка nä4 и
и для каждого ее значения
R2 {х ,,.•.»xm ,xm+],xm+2}£Sf.
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Не ограничивая общности исследования, докажем теоремы, 
мер, для переменной xm + j .
напри-
Пусть С  такое значение для х ^ , , что m+ 1 т + 1
R.GS1 f(X =с’ X т + 1 т + 1)
Допустим, ЧТО
Rin^Xm+3 » * * * >Хп }=0
Тогда Ri6Sf , где
f„=f(x \ =  с =с ),2 m+3 т + 3 ’ ’ n п ’
и ст+ 3 ’'*',сп произвольные значения для хт+ 3 >***>хп
Пусть с;+3, п такие значения для хт+3 * ЧТО
х -.26Rf > гдет+ :
f„=f(х = с '3 т+3 т+3 , X =с п п ).
Так как xm+26Rf и RieSf > Т0 
R 3 = {x] ,. . . >хт >и ^хт+2^ к Гз.
Но R2£Sf . Поэтому xm+]£Rf . Следовательно R 3eSf
Множество 
R ä U {хО ]
и в соответствии с теоремой 1 для каждого значения с
RäU^Xm+l'ISf ’
m+ 1 ДЛЯ
m+1 *
R j ) n{xm+3 * • * * ’Xn}+Çî •f(x .=c m+1 m+
Следовательно
R t|nll, . 3 ..... V * '
которое приводит к противоречию.
Таким образом теорема доказана.
Можно поставить вопрос о верности заключения теоремы 2, когда 
IR2\ R 1 !à3.
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Примером можно показать, что ответ этого вопроса отрицателен.
Теорема 3. Пусть f(X j , х 2 , ... , х  ) функция порядка nä3 и 
R1esf, R1+0
Если R0C  R A  R. , R,40 , то существует пермутация х . ,х. .....
A i l Z  1 , 12X. , k=lR„i , элементов R и1V  ^ ^
с - j с ■ ) • • • > с • »
1 2 к
для х . ,. .. 
1 1
zG{1 , ... ,к} , '
R.UR» {х. , .
1 Z 1 1
и R.es , где 
2
С  R
k z
f =f(х. = с . ,.. . ,X . =с . )
1 1 1 1 Z Z
Доказательство. Пусть f(x
, что для каждого
R.={x ,...,х }eS , lámán-1 1 1 m г
и пусть
R2 = {Xm + 1 * * * * *Xm+k} R f X R l ’ m+kán-
Тогда можно показать, что существует переменная х . g R~ и
2существует значение с^ для х  ^ такое, что R^eS и
R-iURa\ { х . } c R  , 1 1 1
1 1где
f . =f(X . = с . ) .
1 1 1 1
Таким образом теорема доказана при i r2 i= i .
Если теорема верна, когда iR2 i=k, (k2i) , то она верна и
при IR2 l=k+i . Действительно, пусть f(x ,...,х ) функция по­
рядка nä3 и
R1  ^^ J 5 * * ' ’  ^ ■£ »
V {xm+1 •’Xm+k+l}C R f \ Rl ’ ш +k+lán.
Тогда существует переменная х . GR и существует такое значе-
11 1ние с. для X. , что 
1 1 11
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И
Rf(x. -с. P  W  {xi,>
M  H  1
R.eSw  \1 f(X . =c. )
1 1 1 1
Пусть X. какал-нибудь переменная вышесказанного вида и с .х 1 1
такое значение для х. , что
1R r>R1 UR? \  {х. } 
I I
и R.es , где 
I
f ,=f(xi =ci > 1 1
Так как GS и
1
R5 =R2\ { xí } c R f \R, I R5 ! = k ,
из индуктивного предположения следует, что существует пермута-
ция X. ,х. элементов множества R0 \  (х. } и су-
2 з k+l 1 1ществуют такие значения , с ^ , ...с^ для х. .х. ,...,х.
2 32 з к +что для каждого ze{2,3,...,k+ij }
R1UR2\{x í ,...,xi }CRf 
1 z 1 Z
и R1 G S f » где Z
f =f ( X. =c . , . . . ,x. =c . ) .Z 1 , 1 , 1 11 1  Z Z
Таким образом теорема доказана.
Теорема Пусть f(х ,х2 ,...,х ) функция порядка п^З
'k+l
Если
R.£S, 1 f R 2 GSf
где
R1C: R2 c Rf ’ К1Ф0, К1ФК2 ’
то для каждой переменной x ^ e R ^ R ^  существует переменная 
x-GR1 , которая c-сильно существенная для f по отношению х.J -1- 1
Доказательство. Если R2 =Rf теорема доказывается индуктивным 
способом.
Рассмотрим случай, когда R 2 *Rf • Например, пусть
Rl {х J »•••>хт ) »
-  45 -
R0 = {x, , . . . ,x ,x ,x , }, 3ám+pán-l2 1  * m ’ m+1’ * m+p *
Так как R~eS_ то существуют такие значения сZ I 9 Ш + Р + 1
Д Л Я  X  л X14 m+p+1 п
R ^ ^X|jX2j*»t) э •
где 1
f ,=f (х
т
, ЧТО
,хт+р '
■ 1 ^ I . * , • • • , X  ^ ) •т+р+! т+р+1 n п
Но
R^íS^, , R2=R, , R^ с  R2 , R^ Ф0 , R1+R2 .
Тогда, в соответствие с уже рассмотренным случаем для каждой 
переменной x ^g r 2 \ R^ существует переменная x^eR^ , которая 
c-сильно существенная для fj по отношению х^.
Следовательно для каждой переменной xieR2\ R 1 существует пере 
менная x.eR. , которая c-сильно существенная для f по отно 
шению „
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ö s s z e f o g l a l ó
Függvények invariáns tulajdonságairól
A cikkben függvények bizonyos argumentumhalmazainak az argumentumok rögzítésére 
vonatkozó invarianciájával kapcsolatos kérdéseket tárgyal a szerző.
S u m m a r y
On some invariant properties of functions
In the paper the author looks over some problems of the invariancy of certain sets of 
arguments of functions with respect to replacement of arguments by constants.
HOW TO C O N S T R U C T  A LARGE SET O F ‘N O N - E Q U I V A L E N T  FUN C T I O N A L L Y
CA M P Y  LATE A L G EBRA S
J оDemetrovies - L.Hannák
MTA Számítástechnikai és Automatizálási Kutató Intézete, Közlemények 25/1982
Many authors have investigated certain classes of 
functionally complete algebras. The finite algebras <A,t> and 
<A,d> with the discriminator t and the dual discriminator d, 
respectively, all but 6 homogeneous algebras and other types 
of algebras having a 'large' automorphism-group were proved to 
be functionally complete. See Werner [6], Fried-Pixely [2], 
Csákány [l], Pálfy-Szabó-Szendrei [4]. In the present paper 
we are going to determine the number of non-equivalent 
functionally complete algebras. We call the algebras <A,F> 
and <A,B> equivalent if [f ]=[B] where [F] denotes the set of 
all polynomials of <A,F>. We denote the set of all functions 
on A by 0Д. In the following E^={0,1,... к - 1 } will present the 
base set of the investigated algebras and C denotes the 
cardinality of the continuum.
In the case I AI=2 we have a complete description of all 
algebras (See E. Post [5]), and so we know, that there are 
only finitely many non-equvalent functionally complete 
algebras with a two-element base set. In the case IA != 3 we 
shall prove the existence of many functionally complete 
algebras. In the case IAI = 3 we cannot prove any equality, but 
we can easily construct a nonfinite set of functionally 
complete algebras.
Proofs of our theorems are based on the:well-known
constructions of Janov and Mucnik, and on the fact that for
every к there is a function. s(x,y) with [s]= 0p .
к
Let us define for n>3 в (xn
f 1 if
,...x ) as follows :’ n
x.=l and for i^y x.=z
J
Sn < sixjjX^) if for i>2 x^ = 3
0 otherwise.
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Since g (x ,x2 ,3,3,o ,3) = s(xj,x2 ) and [s ]=0E , all the gn~s are
n к
functionally complete. Let G, = U g . W e  shall prove that
° n>3 n
gnítG\gnI:
L e t / 1 (x ,...xn ) be a polynomial о f <Ek ’ G^ n > *
Let g (x.,,..,x. ) be any subformula of /öt so, that all them 1 1 * im
s..-s are variables. Since m^n we have two cases:ij
1. I{i ,..,i } I<n . Then let g =1 for a fixed {i,,...i }I ' m  e i m
and y^ = z for Ифх. Then we h a v e r t  (у15..,Ут ) = 0 and - by 
definition - gn ( g j ..yn )=l.
2. I{i.,...i }!=n. Then there are at least two indices1 m
i^ , i^ so, that =i^ =t 5 we can choose y^ = 1 and y^ = l 
for j^t, and so we also obtain ЛЯ, (У] j...yn )=0 and
gn (y,...,yn )=i.
Theorem 1 : Let I A I>3. Then the cardinality of non-equivalent 
functionally complete algebras is C . In the case k = 3 let us 
define g as follows:
gn(xl ,xn )=
2 if I {i/kj.=2} I >n- 1 and 
I {i/ki = 0}1=0.
s(x ,x ) if for j>^ 3 x.=0, *  ^ J
1 otherwise.
In this case all g^ are also functionally complete. Let
n= U g^. We shall prove gn<£[Q.n ], and so we obtain, that
i>n
Q-” ? 9
m+:
• П
m+k
If g^E [Ç ], then there is a polynomial of >, ЛЗС ( x
so that ЛН- ( x , , . о <jx ) =g ( x , , . . ,x ) . Let us consider the set 1 4 n ön 1 3 n
1 ’ * ‘ >xn )j
Y (E ) , where
Y = {(y, ,• • ,УП ) I(yJ,• • ,УП )e{1 >2}n and I{у I у . = 1}I = 1}1 n
Since ЛН, (x , .... x ) = g (x.,..,x ) holds, we can choose a1 n °n 1 ' nVJ"minimal" polynomial ЛЯ e[Ç. ] s o that
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Y gn Y and,
if ЛЯ * is written in the form ЛЗС =g^ j , . .  ^) then there
is no // . with X  . I =g 1 .
x [f n I Yl
*_глПBy/b-h e[Q. ] we have q>n. The set Y has exactly n elements and
so £  • I T^g
1 1 Y n
implies that there is at least one yGY and
j ,j such, that sC . (у)=г£. (y) = l
I £ J j J 2 and hence 4%
*
Y
7*g,
Y
This contradiction proves our
Theorem 2. For all k>2 there are at least countable many non­
equivalent functionally complete algebras.
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ö s s z e f o g l a l ó
Hogyan konstruáljunk sok nem-ekvivalens funkcionálisan teljes algebrát
Jelen dolgozatban a szerzők a következő kérdésre keresik a választ: mi a nem-ekvivalens 
funkcionálisan teljes algebrák száma egy rögzített véges alaphalmazon. Az <A, F > és 
<A,B> algebrákat ekvivalensnek nevezzük, ha az általuk generált klonok egyenlőek 
([F] = [B]). Konstruálnak kontinuum sok nem ekvivalens funkcionálisan teljes algebrát leg­
alább 4 elemű alaphalmaz fölött.
Р е з ю м е
Как надо построить много неэквивалентных функционально
полных алгебр
В настоящей работе авторы изучают следующий вопрос: сколь­
ко неэквивалентных функционально-полных алгебр существует. Ал­
гебры <A,F> и <А,в> эквивалентные, если F = в . В настоящей 
работе авторы построят континуум неэквивалентных функционально 
полных алгебр, если |AJ >4.
MTA Számítástechnikai és Automatizálási Kutató Intézete, Közlemények 25/1982
ON FUNCTIONALLY COMPLETENESS OF PRIME-ELEMENT
ALGEBRAS
J. Demetrovios - L. Hannák - L. Rónyad
Several authors have discussed the question of giving 
conditions for the functional completeness of a finite algebra.
A major part of these theorems is concerned with the fact that 
if the automorphism-group of the algebra is a sufficiently 
large subgroup in the permutations of the base set, then the 
algebra is functionally complete, if we disregard some excep­
tions, For example for every finite algebra <A,t> or <A3d>,
\A\ > 2 where t3d are the discriminator function and dual 
discriminator function respectively, it was known, that they 
are functionally complete. (See H. Werner [121 and E. Fried,
A. Pixley [1+1.) In this case Aut (91 ) is the full symmetric 
group on, A generalization of this result was given by
B. Csákány [21 who proved that all but six homogeneous algebras 
(algebras for which Aut ( 91 )=S where A is the base set of
91 ) are functionally complete. Analogous results were showed 
by A. Szendrei - L. Szabó [101 and P.P. Pálfy - A. Szendrei
- L. Szabó [6l. These theorems are the following:
[101: A finite algebra '21 - <A3F> with triply transitive
automorphism group is either functionally complete or 
equivalent to an affine space over the GF(2),
[6l: A finite algebra 91 = <A3F>, with doubly transitive
automorphism group is either functionally complete or 
equivalent to an affine space over a finite field.
The structure of affine spaces (or in terms of fc-valued logics: 
linear closed classes) is well known, (See J. Bagyinszki -
- J. Demetrovics [11 and A. Szendrei [111,) According to 
the above results, these exceptional algebras are sufficiently
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described. The authors give a similar result for special 
algebras with transitive automorphism groups. Other notions and 
notations are to be found in G. Grätzer C53 and R, Pöschel,
L.A, Kaluznin C73.
THEOREM,
Let 91 =<AfF> be an algebra where | A \ =p and p >_ 3 
is a prime number. Suppose that Aut (91) is a transitive 
subgroup of S . Then 9i is either functionally complete or 
polynomially equivalent to an affine algebra over the GF(p),
In the two element lattice the dual discriminator is an 
algebraic function (this is the median) but this structure is 
not functionally complete - since all algebraic functions are 
isotone. On:..the other hand d is a homogeneous function, hence 
the restriction p _> 3 is essential.
It is easily seen that in our case the transitivity of 
Aut (91) means that Aut (91) contains a cycle of length p3 
which we shall denote by cp , Of course, the subgroup <cp> itself 
acts transitively on the set A. To simplify notations, we can 
suppose А-{0Л 1, . . . 3p-l} and cp : x-+x+l for all x 6 A where 
+ denotes the addition mod p.
The proof uses Rosenberg's completeness theorem. (I.G. 
Rosenberg C935 R.W. Quackenbush C 8□.) The authors show that 
whenever F preserves none of the linear relations of A, then 
it will preserve none of the six types in Rosenberg's classi­
fication. The main problem was to show that in the above case 
91 is simple.
It is well known that for an arbitrary algebra Con(9l ) =
Con(<AtF ^>) with F denoting the set of all unary algebraic 
functions of 91 . This simple fact suggests to investigate the
unary algebraic functions of sjf . A basic tool in the proof was 
the following
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LEMMA 1.
Let it =<A3F> be a non-trivial algebra with \A\=PjP>,3 
prime with its operations being not all projections and with 
cp e Au t ( 2t ) .
Then at least one of the following cases holds
a) F, П S ± < i d >  T1 A 1 A
b) There is а к | 0 (mod p)
and there are /, g elements of F for which 
l<\imf\<p and for all y 6 imf g(y)=y+k hold.
An easy consequence of Lemma 1 is
LEMMA 2-
In the case b.) in Lemma 1 there is a h G F ^ for an 
arbitrary к 6 A with h(y)=y+k for all у 6 imf.
For all f 6 F^ cp 1 f<f 6 F  ^ holds, and in the case a,) of 
Lemma 1 it means that F ^ S^ is a transitive subgroup of 
S . So in each of the above two cases we have a "large" set 
of unary algebraic functions.
The following two lemmas facilitate handling central and 
fc-regular relations, (See C7 H, C8l). Let 0 denote the set 
of all operations on A with finite arites.
LEMMA 3.
Let p Ç A be a k-ary totally reflexive relation and 
к >_ 3. If H C 0 such that all operations in H are sur­
jective (or constant) then p 6 InvH implies p'SInvH where
P' - i(x*y)\ (х,у,а2, . . .лак_2) 6 p for all a2j...,a^_g6A } .
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LEMMA 4.
Let H3 р, p ' be as defined in Lemma 3.
i) If p is a non-trivial central relation then p* 
is also central with the same center.
ii) If p is a к -regular relation defined by the 
equivalence relations Qj3...3Qm then
m
P*  =  П 0 .  
i=l г
In the possession of the above media Theorem is easy to prove. 
Its statement underlines the technical character of Lemma 1,
J, Bagyinszki and J. Demetrovics proved that every linear 
closed class properly containing const an t functions and projec­
tions will contain a permutation different from the identity.
So, if 31 =<A3F> is a non-trivial affine algebra then
0 n * Ф <id>. This fact and the Theorem show that in allA 1 A
cases the statement a.) of Lemma 1 holds, At last we mention 
two consequences of the Theorem,
A subset Я of Од is called basic if for all Slupecki func­
tions /,[{/} U HI - Од holds, (Then for arbitrary X Ç. 0  ^ ZX1 
denotes the closed class generated by X, ) A group G is
a basic group if G is a basic subset in 0 , L. Szabó has 
conjectured (personal communication) the following:
Let 3Í -<A3F> be a nontrivial finite algebra and assume 
that Aut(V’t ) is a basic group. Then 'll is functionally 
complete. From our theorem follows:
COROLLARY 1.
If 'll =<A3 F>3 \A\= p and p is a prime number then Szabo's 
conjecture holds.
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Let A be a nonempty set and тг 6 S The graph of
it can be defined as follows:
— í(ar17r(ar)) I X б A >
That is, p^ÇlA 2 is binary relation on A. J. Demetrovics 
and L. Hannák in ИЗ! have proved the following: if M|.>5
then for arbitrary Pol contains a continuum
cardinality set of closed classes. In other words in this case 
there is a continuum cardinality set of polynomially non-equi­
valent algebras 'Л ^  - <A,F^> (ß < c) for which it G Aut ( 'Jl 
(6 < c ), This result and our Theorem imply:
CORALLY 2:
If A is a prime element set and | A | >_ 5 then there is a 
continuum cardinality set of pairwise polynomially non-equi­
valent functionally complete algebras 91 =<A,F >(3<c).
3 3
In the case [Ai-Ö the authors cannot tell even the number 
of different algebras with <p 6 Aut ('ll).
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Ö s s z e f o g l a l ó
Prímszám elemű algebrák függvény-teljességéről
A jelen dolgozatban a szerzők a tranzitív automorfizmus csoporttal rendelkező algebrákkal 
foglalkoznak. A fő eredmény szerint ezen algebrák vagy függvényteljesek, vagy lineárisok.
Az eredmények bizonyítás nélkül szerepelnek.
Р е з ю м е
О функциональной полноте алгебр с простыми числами элементов
В настоящей работе занимаемся функциональной полнотой не­
которых алгебр. Главный результат настоящей работы заключается 
в том, что изучаемые алгебры либо функционально полные , либо 
линейные.
f
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G E N E R A L I Z A T I O N  OF THE S E L F D U A L I S M  IN THE LIM IT - L O G I C  M
É.  G á r d o s
1. INTRODACTION
The notion of the limit-logic was introduced by S„V. 
Yablionski [16] in 1958. The necessity of this notion arose in 
the study of finite-valued logics [15] and infinite logics [17]. 
In partucular, the infinite-valued logics contain as many as 
continuum functions, thus, working with this logics is very 
difficult. Therefore the necessity of such a logic was recog­
nized that contains countably many functions and can be regarded, 
from a certain point of view, as the model of all к-valued lo­
gics. It was prooved, that they are continuum, pairwise non­
isomorphic limit-logics [1].
The partial ordering introduced in [l, 14], in a logical 
way, also decomposes the set of limit-logics into equivalence 
classes, and under such a partial ordering there are already 
maximum and minimum limit-logics. Such a logic is maximal to 
the extent that it contains every other limit-logic, and is 
minimal if it is contained in every limit-logic.
In this work we examine limit-logic M, which is a rep­
resentation of the - in previouse sense - maximal limit-logic.
In this, we give the generalization of the notion of the 
selfdualism in the limit-logic M.
2. ELEMENTS
Definition 2.1
Let Ek be an arbitrary aset of к elements. Denote by
(n = 0 ,1 , 2 , „ . . ) the set of functions with n variables, with
the variables and values taken from the set E, . The functionк
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set P = U Pn will be called к-valued logic. Without loss ofк _n к n=0
generality we suppose E ={0,1 ,. ..,k-l} ,k>2.
Definition 2.2
If the finite set E in Definition 2.1 is replaced by the
countably infinite set E ц , the function set P^ will be called
о о
the infinite-valued logic. In this paper, E^ will always be
о
the non-negative integers, that is E N ={0,1,...,n ,n + 1,...}.
о
Definition 2.3
We say the subset P of P ^  infinite-valued logic is a
о
limit-logic, if it is performed the next conditions:
a/ in the function set P contains countably many functions, 
b / for every natural number к ( k>^2 ) exits such a function 
set A C P, wich is constitutable in a homomorphic way toK.
the к-valued logic.
The notions of maximum, superposition, closure, pre- 
completness are defined as in [15] and in [4].
We shall define a representation M of the maximal limit-logics, 
which we are going toexamine in detail:
Definition 2.4 [2 ] .
Define the function ц (x ,x2 )GP^ (k>2) as follows:
о
e, if (xj,x2 )eEkxEk and max(xj,x2 )=e-1, 
where l<e-l<k-lj
^k(xl,X2 )=1l, if (xj,x2 )6EkxEk and max(x],x 2 )=kj 
JO, otherwise.
Let M denote the closure of the function-set {p, (x,,x0 )},
i.e. Mk= [ (|Ik(x 1 ,x2 )} ] and M =  ^ d Mk -1 •
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Remark 2.1
It is easy to see that M is isomorphic with P and M is a limit- 
logic .
Remark 2.2
The functions of the limit-logic M have the property
f( x j ,...,x._j,0,x.+ ] ,...,xn )=0
Definition 2.5
Let be e a disintegration D of the , withО 1 о о
are pairwise disjunktive and non-empty subsets. Then, let be
note U the set of the all functions f (x, ,...,x ) G P U ,
о * 1 t о
which satisfy: if
( a ,. . . ,an ) ~(t> j , . . . ,Ъп ) (mod D), then 
f(a ,...,a )~f(hj,...,Ъ ) (mod D).
Definition 2.6
We say that the function f(x ,...sx )GPN preserves the
о
set RCE ^  (i.e. type of T R Q ) if f(R ,R ,...,R)CR.
о '
3. THE SELFDUAL FUNCTION CLASSES OF THE LIMIT-LOGIC M
In this paragraph we examine the selfdual function classes 
of the limit-logic M. We prove that the selfdual function 
classes of M are closed and we give necessery condition for 
the pre-completness.
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Definition 3.1
Let be P a limit-logic, E a subset of the and
о
g(xj,...,xn )£P. Let gE(xj,...,xn ) denote the function, which 
is interpreted on the set .ExEx^. , .xE. and there it is equal
n time
g(x ,...,x ), otherwise it is 0. I.e.:
gE(xj,...,xn )=
ig ( X j ...... x n ) , i f X . ...... X  GE1 n
n
0 otherwise.
The function g^(x ,...sx ) will be called the restriction 
of g(x ,. ..,xn ) to E .
Remark 3.1
Of course we shall speak about the elementwise restriction of 
the function class M to E . This means no restriction to thee ' VT
validity of the theorems. We define the set e , starting from a 
function f(x ,...,xn )GM as follows:
1. Let a denote the maximum in the range of f(x,,...,x ),1 n
2. Let ß be the largest value in some n-tuple, on which
the functions isn't equal to 0. (f(...,ß ,...)^0).
3. Let Y=max(a,ß), e ={1 , 2 , ...,у } (у<k).
Let be g(x)eP.^ a permutation. Denote by gE (x) the restriction 
о к
of the function g(x) to the set. (Similary (х]9...,х )).
к
Definition 3.3
We say that the function f(x,,...,x )GM, is selfdual withI n k
respect to the function g (x )6P ^  for arbitrary x^GEk , if it is
о
equal with the dual of the function f ( x x  ) respect to
g(x), (denote with fe xJ(x, , . . . ,x )). That is f(x,.....x ) =f \ i n  i n
fs X (х),...,хп ) or
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g(f (x ],...,xn ))=f(g(X j ),...,g(xn )) for Vx^GEfc, 
where k>y (see Remark З.1.).
Theorem 3.1.
If the function g (X )GP ^  a finite permutation, than the set of
о
the selfdual functions with respect to this function g(x)
(denote Sk , s ) :g(x)
1/ closed
2 1 5g U r Mk ’ if eE <*>=*
^ к3/ the function class S is pre-complete, if the
function g (X ) factorisable to composition of equal, 
cardinal number r long cycle.
Proof [19].
4. NOTION OF THE COMMUTABLE IN THE LIMIT-LOGIC M
Let be g(x)GP^ an one variable function. Then g(x) or 
о
a/ finite permutation 
b / non permutation 
с/ infinite permutation.
Definition 4.1
We say that the function f(x,,...,x )GM, is commutable
with g(x)GPK if g(f(xj,...,xn ))=f(g(xj),...g(xn )). (Note this 
о
function set with V ).g
Remark 4.1
a / If g(x) is a finite permutation, than the notion of the 
commutable is same with the notion of selfdualism.
b/ Let we examine the second case, when the function g(x) isn't 
permutation.
Definition 4.2
We say that f(x)GP is maximal, if Г(х)^х and ins't
о
other g(x)4=x, that the set of the commutable functions respect 
to g (X ) will before detailed than the set of the commutable 
functions rexpect to f(x).
Let be g(x)ePM a non permutation. Then easy to see that
the next lemmas are true, which are simple generalization of 
the finite case. These lemmas and proofs of the finite case 
can be read (6,7,8).
Lemma 4.1
A , \ = {a I a€E ^ 0  and / t G E ^ O ,  g(b)=a},
' о о
Fg(x) = {al a6E N4
Lemma 4.2
Let be f(x)GP^ (f(0)=0) non permutation. Then f(x) isp 2maximal exactly theft, when f (x)=f(x).
By reason of Lemma 4.1 and 4.2, we must be examine two 
cases for the maximal non permutation g(x)GP^. .
(I.e. /g(x)GP^ that V э V )._ ё> ^
g(x)ep* rg(0 )= 0 )*g2(x)=g(x) iff A , \UF / \ =E Ng ( X ) g ( X ) « 0, whenо
о
1/ The number of fixed points of g(x) is finite
( I F !  n ,  F { 8 , j 9a,rt9 . . . j 3 , } )  
g S 1 ^ 11 • • • 9
2/ the number of fixed points of g(x) is infinite
Then easy to see that the next theorems are true
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Theorem 4.1
The function f(xj,...,хд )€M iff is commutable with the maximal
non permutation g(x)GP^ for Vx^GE^, when
о
f(x. ,...,x )GTr n U c c ,c where 1’ * n Fg S,...S ( Eо 1 n к
F ={alg(a)=a and aGE } , S.={blbGE4 \ 0  and g(b)=a.} i=l,2,...,n
о
S.=lc ={blbGS. and bGE } l E. l кк
2/ g (X )GP (g(0)=0) is a maximal non permutation with infinite
о
number fixed points.
Then F ={a,,a 0 IF I= «  .g 1 * 2 »  g о
S ,={ЪIbGE ы\  0 and g(b)=a.} i = l,2,...
Theorem 4.2
A function f(x .,x )GM is commutable with a maximal non l j n
permutation g(x)GP^ (g(0)=0) with infinite number fixed-point, 
if g (X ) a map E onto E i.e. g(x)GE , VxGE ).К К. К К
Theorem 4.3
If g (X )G P (g (0)=0) is a maximal non permutation with infinite 
number fixed point, for wich exists such a E Ç.E \ o , that g(x)
preserves E than exists such a fF (x ,...,x )GM thati£ t i nк
fp ( x , .,xn )GT 
'kE/'ll,,,,,An ' " ,F nUS , . . . S . IE V
>Ek ’°
i к
where
F ={alaGE and g(a)=a}gp к
к
S. ={blbGE and g(b)=a.} 1<i<k.1 г- К 1 — —
к
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Rem ark 4 . 2 .
T h e re  e x is t s  such  a m ax im a l non p e r m u ta t io n  g(x)GP^ (g(0)=Cb),
о
f o r  w h ich  doesn ' t e x i s t  s e t  E £E Д  0 s o , t h a t  f o r  e v e ry  xGEк. K.о
i s  t r u e  t h a t  g(x)6Ek.
Exam ple :
X 0 1  2 3 4 5 6 7 8 . . .
g (X ) 0 4  2 6 4 8 6  10 8 ____
c . )
Theorem  4 . 4 .
L e t  be s ( x ) G P ^  a i n f i n i t e  p e r m u ta t io n .  Than d o e s n ' t  e x i s t  
such fu n c t io n  °  f ( X ) GM, t h a t  f ( x )  i s  com m utable w i t h  s ( x ) .
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\Z U S A M M E N F A S S U N G
DER VERALLGEIVEINER DER VERTAUSCHBARKE IT  VON FUNKTIONEN AUS DEN GRENZE-LOGIK M.
In  diesem Aufsatz w ir  e rh ie lte n  folgende Ergebnisse:
1, Wenn g (x) € P is t  eine endliche Permutationen, dann der B e g r if f
Xo
der Selstdualismum is t  derselbe wie der B e g riff der Vertausch­
barkei t .
2, Wenn g (x) 6 P-^ , i s t  n ich t eine Permutationen, dann
о
f  ( x ., . . . ,x  )€T П U„ j E, .
1 n Fg,o Sl - - - Sn l k
3, Wenn g (x ) б is t  eine unendliche Permutationen, dann is t
о
keine f(x )6M , dass die Funktionen f ( x )  i s t  vertauschbar m it 
g 0 0  .
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O S S Z E F O G L A L A S
A FELCSERÉLHETŐSÉG FOGALMÁNAK ÁLTALÁNOSÍTÁSA AZ M HATÁRÉRTÉK-LOGIKÁBAN
Ebben a dolgozatban a fe lcseré lh ető ség  fogalm át v izsg á ltu k  az M h a tá ré r­
ték-log ikában  .
A következő eredményekre ju to ttu n k :
1, Ha g (x) e Px egy véges perm utáció, akkor az ö nd ualitás  fo g a l- 
o
mával te lje s e n  azonos a fe lcseré lh ető ség  fogalma.
2, Ha g (x) € P nem perm utáció, akkor f ( x .  , . . . , x  ) 6 M függvényn
akkor és csak akkor fe lc s e ré lh e tő  g (x ) -v e l,  ha
f  (xj,... ,х„)еТр, Л U Еь.n- p »1 и c i  йк
g,о ЬГ  ••
На g(x) 6 Р vég telen  perm utáció, akkor nem lé te z ik  olyan  
о
f(x)6M  függvény, amely fe lc s e ré lh e tő  g (x ) -v e l.
3,

MTA Számítástechnikai és Automatizálási Kutató Intézete, Közlemények 25/1982
ИССЛЕДОВАНИЕ ОДНОГО КЛАССА АБЕЛЕВЫХ КОДОВ 
С ИСПОЛЬЗОВАНИЕМ ЭВМ
П. Лакатош, А. Пете
В теории кодирования важное место занимает вопрос опти­
мизации связи между расстоянием кода и длинной кодовых слов, 
т.к. последняя непосредственно влияет на затраты связанные 
с передачей и исправимостью кодированной информации.
В настоящей статье обсуждается один класс, так называемых 
абелевых кодов, и попутно наши решаются некоторые интересные 
сами по себе проблемы, касающиеся векторного пространства над 
двухэлементным полем.
Пусть G -абелева группа и К поле. Произвольный I идеал 
групповой алгебры KG будем называть абелевым кодом. Ясно, 
что если G -конечна, то KG -векторное пространство конечной 
размерности над К •
Если обозначим через w(x) , х в 1  вес кодового слова, 
т.е. число компонентов его отличных от нуля, то вес кода I 
может быть выражен как
d(I) = мин w(x)
О / X £ I
Пусть G=(a1 )x...x(an ); а?=1; i=l,2,...,n; и К
-  74 -
поле характеристики отличной от 2. Тогда абелевый код бинарен, 
и известно что KG -полупростая алгебра, и т.о. для произволь­
ного идеала I представления:
KG = 1 0  1 
I = I-L ©  ... 0  Ig
X = • г •
( I-дополнительный идеал 
идеала I )
где I. -минимальный идеал генерируемый идемпотентом J
е. (j =1,2, ♦.. ,2П ) однозначны.J
Следующая теорема была доказана в [1]:
Теорема: Пусть +1 ,...,Х2п } множества характеров не­
изоморфных неприводимых представлений соответствующих 
ез+1’***’ е 2П идемпотентам I . Если X характер некоторой 
подгруппы H С  G порядка 2К не может быть получен ограни­
чением системы «HL* на Н то
X = £  Х(а_1)а & I
а €.Н
По утверждению теоремы в I существует элемент с весом 2К 
и т.о. d(I) ^  2К.
В дальнейшем подгуппу Н со свойствами условий теоремы будем 
называть подгруппой ассоцированной с системой характеров cHi . 
Обозначим при заданных п и к  через
- t(n,K) - наибольшее число для которого существует такое 
множество характеров с количеством элементов t(n,K) для ко-
Кторого может быть определена ассоцированная подгруппа порядка 2 .
- 1(п,к) - наибольшее число, такое что для любого множества
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группы характеров G с числом элементов 1(п,к) существует ао- 
соцированная группа порядка 2К.
- р( п,к ) - наименьшее число, для которого существует множест­
во характеров с числом, элементов р( п,к) , такое что у него
Кнет ассоцированной подгруппы порядка 2 .
Ясно что р( п,к) = 1 (п,к)+1 ; t(n ,к) ^  1(п,к) . В [l]
доказывается также следующие утверждения. Пусть 
к .
q (п,к) = 21 С1 (С1 -комбинаторный коеффициент ), тогда:i-o п п
(1 ) d ( n , K ) < q ( n , K )  если 1 < к < п -1
1 (п,к) = q(n,K) если к=1 или к= n -1
(2 ) р (п,к) 4  q(n,K) если 1 <  к <  n -1
(3) p ( n , K ) / q ( n , K )  - Z_ ([ ngv ]-l), n ^  4
x  i =1 j-i-1
([a] - обозначает целую часть числа а)
В настоящей статье приводится алгоритм определения вы­
шеупомянутых границ, описанный на языке PL /1, при помощи ко­
торого были выполнены конкретные вычисления.
Проблема представляет интерес и с точки зрения комбинаторики
т.к. р (п,к) - мощность наименьшего состоящего из векторов
к пдлинной 2 множества, такого, что для любый к х 2 бинар­
ной матрицы могут быть выбраны к векторов, так что состав-
пленная из них матрица размерности 2 х к, умноженная на преды­
дущую матрицу даёт в результате обратимую бинарную матрицу.
1.
Прежде чем перейти к обсуждению алгоритма остановимся на 
нескольких результатах, которые ведут к сокращению времени вы-
X
числения. Будем говорить, что множество характеров к-реа-
лизуемо на G , если ни одна из подгруппы группы G порядка 
2П не ассоциируема с ^  •
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Пусть X  = (Х^ X., .x(xn) , где характеры Xi 
(i =1 ,2,..., проставляют базис X  группы характеров для g • 
В [1 ] указывается что для этого базиса всегда может быть выб­
ран такой ,ag»*..*ап базис G , что
(4) Xi (a-i ) -
-1 если i = j 
^ 1 если i / j 
Базис G обладающий этим свойством мы будем называть дуальным 
по отношению к Х^,...,ХП базису.
А
Лемма 1: Если } t  Q  К  (H-группа характеров для G ) такое 
множество характеров, что для любого е /  g  £  G  существует 
такой X £ , что X (g) = -1 , тогда X х порождаёт Е  .
А
Доказательство : Пусть для X  -с заданным свойством
{ Х  = Е 2 с  К  » и ПУСТЬ Е 2 = (xll) Х...Х(Х1е), тогда е < л
i -, i
и так базис может быть дополнен элементами X е х ,.. .X п до
i, i
базиса X  • Пз'-сть дуальным базисом базиса X , •.. ,Х будет
Ь i b 2 » * * * Ьп*
Из-за (4) X e (bn ) = 1 для всех элементов X из Полу­
чая противоречие Д 2 мы приходим к выводу что
Е1 со свойствами теоремы и очевидно любое к-реализуемое мно­
жество характеров содержит некоторый базис Е  •
Будем говорить, что в индексе элемента X присутствует i , 
если в базисном разбиении приводимом в (4) присутствует Xj_ и
обозначим через Х ^ ^ . . . р ,  характер (1 4 iK <  nî
J J
K=1,2,,..,j) e
Замечание: По лемме 1 любое к-реализуемое X  -множество харак­
теров содержит один из базисов X-гр у п п ы  характеров G , и 
т.о. всегда достижимо что Н. содержит характеры с одним индексом.
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Действительно, достаточно переиндексировать дуальный базис 
в соответствии с (4).
г 4
Теорема 1: Пусть <гС 2-реализуемое подмножество группы К  и 
1 ^ i 4  п , тогда если содержит одноиндексные характеры,
то в индексах элементов индекс i появляется по крайней 
мере п-раз.
Доказательство : Достаточно доказать теорему для случая i=l. 
Рассмотрим {a^b } b /  & ^ с , е ;  с,ь С  G - подгруппу четвёртого 
порядка. Характер X 6. 'írt* тогда принимает значение ( -l,íl) 
на генерирующей паре, если X = Х  ^'Х* и в индексе X* 1 не 
присутствует.
Пусть JL1 = [х I X ; X = хх • X 9 }  . П о  предположе-
нию теоремы Х^ £ ~ét * Пусть
1 = ^ Х Iх £• t X ^ X 1 1 ’ очевиДно что элементы 
характеры подгруппы G =(а^)Х.,«X (ап ) . Так как по пред­
положению реализуемо для любой подгруппы G четвёртого 
порядка, в том числе реализуемо и для подгруппы генерируемой
парой (а^, Ь) , для произвольного b G. G"*" существует такой
- 1 -Г""" Л
X* g. , для которого X*(b) = -1 поэтому по лемме 1 é t
п «L 1 — j ç п
генерирует подгруппу порядка 2п ~ . Из-за к.х - l e u i x i
и тем самым теорема доказана.
Результаты приводимые в дальнейшем непосредственно направлены 
на упрощение определения границ для р(п,к) и 1(п,к) .
Лемма 2: Для п=5 и К -  13 элементная 2-реализуемся 
система, то при помощи трансформации базиса может быть
достигнуто что 2L 1 = ÍX 1»X 12,X13,X14,;X1 5 ] с К *  и cHL* с0_
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держит по крайне® мере один характер с индексом 1 не принадле­
жащий « Л
Доказательство : Если п=5 то по теореме 1 если существует 
13-элементная 2-реализуемая система, то есть и такая Rt, для 
которой в индексах элементов каждый индекс появляется по 
крайнер мере 5-раз и эта система содержит и одноиндексные 
элементы. Предположим теперь, что в индексах элементов системы 
Ж *  каждый из них повтаряется по крайнер мере семь раз. Это 
возможно лишь тогда если сумма числа индексов равна по край­
нер мере 35. Так как индекс главного характера равен нулю
К *вышеупомянутая ситуация возможна лишь если в
^ 4 » ^ 5  одноиндексных характеров:
кроме
исключая одноиндексные 
1 1 1
Число различных индексов 
элементов 
5 
4 
3 
2 
О
В каждом из трёх случаев X 4234 принадлежит а
*
Число характеров в R,
5
2
5
1
1
и 15
не принадлежит
Выполняя трансформацию ^^1234’ X r X .  (1 = 2,3,4,5)
на R. (и соответственно на G) получим что не содержит 
Z 1235 и поэтому сумма числа индексов (учитывая и одноиндекс­
ные) элементов не достигает 30-ти.>
Таким образом можем предположить что существует такой индекс, 
который в Я *  повторяется по крайнер мере 5 раз, но не более
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6-ТИ раз. Пусть  ^ -множество состоящее из таких X € (HL 
в индексе которых присутствует 1. В теореме 1 мы уже видели,
•А
что для множества состоящего из X* для которого Х ^ Х ’ €
1реализуема любая G = (а^) X... X (3-5 ) группа четвёртого 
порядка и поэтому по лемме 1 группа характеров G"*" содержит 
один из её базисов.
Подобным образом переиндексированием элементов G и соот­
ветственно элементов получим
{.Х 1» Х12*Х 13,Х 14’Х 1б}с  Vi'*'
Так как 5 характеров содержащих 1-й индекс нами даны, то
осталось найти восемь или семь характеров не содержащих
1-ого индекса, в зависимости от того, что число характеров
содержащих 1 было 5 или 6. Т.о. в нашей программе нужно про- 
В 7верить лишь C^g+ll»C.,g = 1387Í0 число комбинаций для нахож­
дения реализуемой системы из 13 элементов.
Подобные, ускоряющие поиск предположения могут быть приняты 
и для случая п > 5, при условии принадлежности множеств 
вида реализуемой системе.
Лемма 3: Пусть N=5 и 24 элементная 3-реализуемая
система, тогда при помощи трансформации базиса можем достиг­
нуть что = ^ Х ^ ,  Х^г>, Х^з> Х-|_4» и содер­
жит 6 или 7 элементов с индексом 1 не принадлежающих JÍL ^  •
Доказательство : Следуя ходу доказательства леммы 1 и исполь­
зуя р(4,2) = 10, получим что в реализуемой системе каждый 
из индексов повторяется 10-ть раз. По доказанным в [1] 
р(5,3) 25. Если р(5,3) = 24 , то так как достижимо что
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тр*все характеры с одним индексом содертатся в реализуемом at , 
то максимальная сумма индексов достижима в случае если 
содержит
5 шт. 1 индексных характеров 
1 шт. 5 "
5 шт. 4 "
10 шт. 3 "
3 шт. 2 "
Т.о. в общей сложности 24 характера имеют максимально 66 ин­
дексов и поэтому существует такой индекс который встречается 
13 раз. Если система не содержит характера с 5-ю или 4-мя 
индексами, то элементы этой системы содержат самое больше 
64 индекса, и т.о. существует индекс который встречается 
12 раз. Если все характеры с 5-ю и 4-мя индексами находятся 
в , то может быть предположено, что существует такой 2-х 
индексный характер, каторый не принадлежит системе, ибо в 
противном случае максимальная сумма индексов составляла бы 
59, что противоречиво. Пусть т.о. X £ , тогда выпол­
няя трансформацию Х ^  — *■ Х^^г,» Х^— ^ Х^ (i =■ 2,3,4,5 ) 
получим систему в которой нет характера с пятью индексами.
На основании вышесказанного, можем предположить, что сущест­
вует такой индекс, который по крайыер мере 10 раз и по мень­
шей мере 12 раз повторяется.
Следуя обозначениям и ходу рассуждений леммы 2 получим
Если каждый индекс повторяется точно 10-раз, то либо
О,0,9,9 ,5,1 соответственно 0,1,7,10,5,1 характеры, соответ-
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ственно, с числом индексов 5,4,3,2,1,0 содержатся в •
В первом случае можно предположить что и на П°Д~
группе (a1 ,ag,a;5), а во втором случае Х123 и Х ^ ^ ф  и на 
подгруппе (а^,а2,а^,а^ ) не может быть получен ограничением 
системы Ж  характер (-1,-1,-1) . Лемма доказана.
2.
В программе принимаются следующие обозначения:
- Переменные которые не декларируются явно имеют тип соответ­
ствующий неявной декларации.
- N обозначается число элементов базиса группы G , а к число 
элементов базиса рассматриваемых подгрупп.
- Характеры и элементы группы представляются как строки битов 
длинной П (расположенных в переменных с декларацией FIXED 
BIHARY?, так что последние N -битов определяют значения харак­
теров на элементах базиса группы а^,...,а^ следующим обра­
зом: значение бита равно 1, если значение характера -1 и 0
в противном случае.
В массиве КА состоящем из К0=2^ - элементов первые
КН=2^ - N - элементы содержат характеры которые не были нами
l'ещё выбраны, т.е. не принадлежат Зы . Заполнение этого мас­
сива выполняет: 
к а ( 1 ) = о ;
D0 1=2 10 к о ;
к а < I ) = I -1 ; 
e n d *
do 1=1 ю  к о ;
С 1 : I F K A U ) = 2 * * < M - 1 >  I HEM GOTO С2 1 
DO L = 1 TO II-1  ;
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IF КД < I ) = 2 ★* ( L-1 > +2 ** < N-1 ) THEN GOTO C2
e n d ;
goto с з ;
C2 ; D0 J 1 = I +1 TO <o;
к a < J1 - 1 > = к a ( j 1 > ;
E N D ;
GOTO C 1 ;
C 3 : E N D ;
b)
Располагая в массиве NC элементы группы отличные от единич 
него, можем определить значение характеров на этих елементах. 
Значение принимаемые характерами однозначно определяется чёт­
ностью суммы общих единиц характеров и элементов группы. Ха­
рактер принимает значение 1 на элементе группы если сумма 
чётна и-l противном случае.
В - двухмерный (КО-1) х (КО-1) массив и В1, В2 - переменные 
с общим типом BIT ( 1)•
DO 1 = 1 I о К О -1 ;
N с ( I ) = I ; 
e n d ;
DO 1=1 (О К О - 1 ;
DO L = 1 ТО к н ; 
в 1 = ' о ' в ;
N 1 = N С < I ) Я к А ( L ) ;
do j 1 = 1 то N ;
IF М О D < N 1 , 2 > 3 1 THEN 8 3 = ' 1 ' В ;
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ELSE Вз='0'в;
В 1 = ( В 1 R ч в 3 ) ! < 1В 1 8 В з > ;
М  = N1 / 2 : 
e n d ;
в ( I , L ) = в 1 ;
e n d ;
e n d ;
с)
Далее, определяясь от элементов К1=1 и К2=2 перечислим в лек 
сиграфическом порядке все пары элементов группы, и для преду­
преждения совпадения порожденных или подгруппе, рассмотрим 
лищ те пары у которых компонента наименьшего индекса, т.е. 
бинарно единица с наибольшим позиционным весом, общая .
Легко проверить что таким образом могут быть получены (и лищ
2 2единожды) все группы четвёртого порядка числа CKQ_^ : .
Каждой подгруппе Н будут сопоставлены наибольшее 4 строки 
имеющей КН столбцов матрицы В2 типа BIT ( 1) следующим обра­
зом: если некоторый характер Н не может быть задан ограничени 
ями элементов включенных в систему характеров на Н ,
тогда дополним В2 следующей J -той строкой характеризующей 
подгруппу и характер исследуемой подгруппы так, что B2(J, L)= 
= ’l*В, если L -тый характер из редуцируемый к Н , даст 
исследуемый характер Н, в противном случае B2(J,L) = *0*В .
к 1 = 1 ; к 2 = 2 ; J = 1 ;
С 4 : D О L = N ТО 1 в У -1 *’
jF k2>=?+*l t h e n  d o ; ll=l;goto qi; e n d ;
E N d ;
GOTO c 5 ;
01 ; I F K1<2**LL then goto C5;
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if к 1< 2 * * < N-1) then goto q з ; 
if <M$K2~2**<n-i>>nso then goto 0 2 ; 
do j1=1 to k h;
IF THEN 32<J,J1> = 'Q'B;
end ; 
j = J +1 ;
Q2:IF CK1&'1K?)-,sO THEN GOTO C 5 ;
do j 1=1 то k h;
IF В <K1 , J 1 > "• = * 0 ' в ! В («2 , J 1 ) -■=' 1 ' в THEN 82 < J , J 1 > = ' 0 ' В • 
end; 
j = j +1 ;
о 3 * IF (K'ig"’K2)", = o then goto c s ; 
do j1=1 to k h;
IF B<K1,J1)-’=M'B|B<K2,J1)’’='0'B THEN В 2 ( J , J 1 ) = ' 0 ' B J 
end;
j = j +1 ; •
c 5 : I F K2<KO-ï THEN DO К 2 = К 2 + 1 Ü ОТ О С U ] Г. ND <’
IF К1 < К О- 2 THEN D О ; К1 * К 1 +1 ; К 2 = К1- -М ; г; О T О С 4 »* Е N D *
d)
В целях экономии помяти и ускорочения времени вычислений каж­
дые 31 строки В2 помести в одну строку массива M-типа FIXED
BINARY ( 3l) : 
j = J -1 ;
v8:mi=j/31*3i+3i ;
J 2 = M1 /31 ;
DO 1 = 1 I 0 J2;
DO 1 = 1 TO kh;
DO L1=1 TO 31 ;
Mtl,t)eB2<<I«1>*3l*Ll»L>+M<I»L>*2;
END ;
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E N p ;
E N D ;
Последние, ранее не получившие значений, M1-J элэменты 
массива М содержат *1’Б и т.о. размер М не влияет на 
дальнейшие вычисления.
е)
Из числа характеров не содержащих 1-го индекса, исходя из 2 
и 3 леммы, можно выбрать и добавить определённое каличество 
к Ы элементному Х •
Предположим, что в реализуемой системе содержащей КК-элементов 
содержится L 1-12 характеров без индекса 1. Нужно проверить, 
что добавляя к 31Ч
КА(1),...,KA(KJ ) где KJ=KK-N получим ли полную систему ха­
рактеров, ограничен вышеупомнутую на произвольные подгруппы 1
порядка 2 , т.е найдём ли 1 в каждой строке при подходящем
выборе KJ столбцов матрицы В2. Проверку произведём т.о, 
что беря дизъюнкцию выбранных столбцов, посмотрим, что из 
строк Ы получим ли строкзг битов представляющую значение
Так как выбор множества характеров производился в лекси­
кографическом порядке, множество состоящее из первых Ы  ха­
рактеров изменяется лишь тогда, когда следующие после них эле­
менты пробежали по всем выбираемым и содержащим индекс 1 ха­
рактерам. Целесообразно, т.о., столбцы М разделять на две 
части, отдельно проверяя ко/2 столбцов относящихся к харак­
терам без индекса 1.
Элемент MS(I ,1) может быть получен дизъюнкцией эле­
ментов лежащих на пересечении выбранных по характерам 1Д 
столбцов с i -той строкой матрицы Ы. I,íS(I ,2 ) получаем по-
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добной дизъюнкцией с участием KJ-H столбцов.
M5*2**31~i;
DO 11=11 ТО ц 2 ЗУ -1 ;
DO L = 1 то- |_ 1 ;
IN < L > = L ;
e n d;
Z1 ; D о L = L1+1 то К J Í 
IN<l)=KO/2«-L~Li;
Е N D !
22 ! DO 1 = 1 TO J2;
м s < I » 1 ) = о ; 
d o j 1 =1 то и  ;
м s < I , 1 > = V S < I , 1 > ! М < I , I N < J 1 > ) ;
e n d  ; 
e n d ;
23 ; D О 1 = 1 ТО J2;
IF MS(I,1>*<5 THEN GOTO Z7 ’>
M s < ь  г > * o ;
DO J1 в L1+1 TO Kj;
MSCl,2)=MS(I,2? !M<I,IN(J1>) ; 
end ;
IF CMS(I,1) I MS(I , 2)>=M5 THEN GOTO 17', 
DO L = KJ TO L1 +1 В У' -1 ;
IF INCLXL + KH-KJ THEN GOTO Z4
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t к о ;
GOTO z5;
L 4 : I N ( L ) = I N ( L ) + 1 ;
o n  l = l + i т о  к J ;
I N ( L ) = I  N ( L -1 ) +1 ; 
fc r; D ;
g o to Z 3 ;
z 5 : d  о  L = L 1 т о  1 ь У - 1  ;
IF IN(L)<K0/2+L-Ll t h e n g o to Z о ; 
E N d ;
goto z я ;
26:IN<L)*IN<L>+1'
DO L = L + 1 TO L1 ;
I N ( L ) = I N ( L - 1 ) + 1 >
en d ;
GOTO 7.1 ;
Z 7 : E N d ;
PUT SKIP En I T <'RE a LI Z AIOD0 RENDSZERT АцКОТ AZ ELŐRE KIVAIASZ 
TOTTAKKAL ЕСУиТТ ' , ( KA I I N < L) > DO L = 1 TO < J > ) < A , S К I P * Z 5 F C 8 ) ) ,* 
GOTO 1 9 )
Z 8 : E N D ;
PUT SKIP EDIT ('MiNo En 'íKK,'-SZAMU KARAKTERHALMAZHOZ VAN
a s s z o c i á l t Al c s o p o r t ')< a , f < з ) , л ) ;
Z 9 : END,"
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f )
Подобно с ) и для случая К=3 мы сможем перечислить 
образующие элементы всех различных подгрупп порядка 8, так, 
что представляем их в виде строк битов, для которых компонент 
с наибольшим индексом общий. Т.к. в каждой такой подгруппе 
есть четыре элемента с таким свойством (и очевидно любой из 
них может быть получен произведением оставшихся 3-х) то две 
различные трохйки чисел не будут генерировать одну и ту же 
группу.
Матрица 332 определяется аналогиено случаю К=2, здесь 
нужно иследовать 8 характеров для каждой подгруппы.
do 1=1 то  и ;  
к ( I ) = I  ;
e n d ;
j  = 1 ;
С 4 : DO L = N ТО •] В У - 1  !
i f  к ( 4 > >  = 2 * * L t h e n  d o ; l l = l ; got o  q i ; e n d ;
e n d ;
GOTO C 5 ;
Q1 : I F К ( 3 ) < 2 * * L L I  к ( 2 ) < 2 * * L L  THEN GOTO C5;
I F ( ( К . ( 4 ) & ПК ( 3 )  ! "’ К ( 4 ) & K ( 3 )  ) & "• К ( 2 ) ! ‘’ ( K ( 4 ) & - ’ K ( 3 )  ! 
•, K < 4 ) » K ( 3 ) 1 S K ( 2 ) ) ’’ = K ( 1 )  T h e N- GOTO C 5 ?
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С 5 J DO L = & TO 1 Б У -1 J
IF ML><K0*L-4 THEN goto c t> ;
e n d ;
GOTO V8 ;
C6!K<l)=k <l>-m ;
do l = l + i to ü ;
K(L>=K(lr-l) + 1;
END ;
g o t o  c a ;
M6 = к ( 1>&k (2>-2**ll;
M?=K(2)SK(3)“2**Li;
M8 = K(1 )Sk.(3)-2**LL;
IF LL = 4!(K(1)SK(2)&K(3)-10)',30 THEN GOTO V1 !
DO J 1=1 I O K H ;
IF BCK(1).j 1) = '0'B&B<K.(2),j 1)3'0'3&B(K<3),j 1) = '0'b
THEN B2<J,J1)=M'B;
e n d ; j = j * 1 ;
Результаты прогона программы:
N К 1(п,К) время/мин
4 2 9 5
5 2 13 50
5 3 24 450
Программа может применяться и в случае и > 5,но это 
ведёт к большим затратам в машинном времени и для К=2,3 
Производя небольшие изменения можно определить и реализуе­
мость системы характеров.
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Ö s s z e f o g l a l ó
Ábel kódok egy osztályának vizsgálata számológép segítségével 
Lakatos P., Pető A.
A  másodrendű ciklikus csoportok véges direkt szorzatából képzett csoportalgebra ideáljai 
az Ábel féle kódok fontos osztályát alkotják. Ebben a cikkben leírunk egy PL/'l nyelvű 
algoritmust, amellyel a csoport bizonyos tulajdonságú karakterrendszereit lehet meghatározni. 
Ezek alkalmazhatók adott súlyú kódszavak meghatározásához.
S u m m a r y
Investigation o f a class o f Abelian codes using 
computer algorithm
The ideals o f the group algebra, which is bu ilt on the fin ite  direct product o f second 
order cyclic groups, is an im portant class o f Abelian codes. In  this paper we describe a 
computer algorithm on PL/1 that determines character systems w ith  certain properties o f  the 
group. One can use it  in determining code words w ith  given weight.



