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Abstract
We study an optimal boundary control problem for the two-dimensional stationary micropolar fluids
system with variable density. We control the system by considering boundary controls, for the velocity
vector and angular velocity of rotation of particles, on parts of the boundary of the flow domain. On
the remaining part of the boundary, we consider mixed boundary conditions for the vector velocity
(Dirichlet and Navier conditions) and Dirichlet boundary conditions for the angular velocity. We analyze
the existence of a weak solution obtaining the fluid density as a scalar function of the stream function.
We prove the existence of an optimal solution and, by using the Lagrange multipliers theorem, we state
first-order optimality conditions. We also derive, through a penalty method, some optimality conditions
satisfied by the optimal controls.
Keywords: Micropolar fluids system, variable density, boundary control problems.
AMS Subject Classifications (2010): 49J20, 76D55, 76D05, 35Q30.
1 Introduction
Incompressible fluids with variable density (non homogeneous Navier-Stokes equation) correspond to a cou-
pling between the equation for the velocity given by the conservation of momentum, the transport equation
for the density provided by the mass conservation law, and the incompressibility condition. This kind of
fluids are relevant to be analyzed from the mathematical and physical point of view. They can be used
to model, among others, stratified fluids [26], meeting of fluids coming from various regions with different
densities, like the junction of pipes filled with incompressible fluids with different densities or the junction of
two or more rivers [27]. There exists a considerable number of papers devoted to the mathematical analysis
of the non homogeneous Navier-Stokes equations, principally in the non stationary case, including results
when the initial density is assumed to be positive or when the initial-vacuum is allowed (see [13, 21, 28] and
references therein); however, not much is known about the stationary case including optimal control prob-
lems, where the state equations are given by the equations describing the motion of a viscous incompressible
fluid with variable density.
An important model which generalizes the non homogeneous Navier-Stokes equation is given by the
non homogeneous micropolar fluids. Non homogenous micropolar fluids refer to the micropolar fluid model
with variable density; meanwhile, micropolar fluids are fluids with microstructure and asymmetric stress
tensor. Physically, they represent fluids consisting of randomly oriented (or spherical) particles suspended
in a viscous medium, when the deformation of fluid particles is ignored [10]. This model, in stationary state,
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1
is given by the following system of partial differential equations which expresses the balance of momentum,
mass, and moment of momentum (cf. [11, 22]):

−(µ+ µr)∆u+ ρ(u · ∇)u+∇p = 2µrrotw + ρf in Ω,
−(ca + cd)∆w − (c0 + cd − ca)∇divw + ρ(u · ∇)w + 4µrw = 2µrrotu+ ρg in Ω,
u · ∇ρ = 0 in Ω,
divu = 0 in Ω,
(1)
where Ω is a connected bounded domain of R3 with Lipschitz boundary, u = (u1, u2, u3) is the velocity field,
ρ denotes the density, p represents the pressure, and w is the microrotation field interpreted as the angular
velocity field of rotation of particles. The fields f = (f1, f2, f3) and g = (g1, g2, g3) represent external sources
of linear and angular momentum respectively. The positive constants µ, µr, ca, cd, c0 characterize isotropic
properties of the fluid; in particular, µ denotes the dynamic viscosity, and µr, ca, cd, c0 are new viscosities
connected with physical characteristics of the fluid. These constants satisfy c0 + cd > ca. For simplicity
we denote µ1 = µ + µr, µ2 = ca + cd and µ3 = c0 + cd − ca. When the microrotation viscous effects are
neglected, that is µr = 0, or the microrotation velocity is null, the micropolar fluid model reduces to the
classical incompressible Navier-Stokes system.
From the mathematical point of view, the micropolar fluid system, with constant density, has been
studied by several authors, and important results on well-posedness, large time asymptotic behavior and
general qualitative analysis, have been obtained (see, for instance, [12, 22, 33, 34] and references therein).
However, as far as we know, the variable density stationary model (1) has only been previously considered
in [35], where, by using the Galerkin method, the author proved the existence of weak solutions for the
system (2)-(6) with Dirichlet boundary conditions. The main difficulty of studying model (1) is due to the
first-order equation u · ∇ρ = 0 in Ω with ρ = ρg on Γ0 ⊆ ∂Ω. Even in the particular case when w = 0, there
are fewer results available in the literature related to the existence of solutions for (1), and they depend on
the dimension of the domain Ω (see [1, 2, 3, 4, 14, 15, 27]). In particular, in [14] the author proved the
existence of a solution [u, ρ] for system (1) in the classH2(Ω)×Cθ(Γ0) provided that f ∈ L2(Ω), uh ∈ C2(Γ),
and ρg ∈ Cθ(Γ0) for θ > 0, with uh and ρg being the boundary data for the velocity and density respectively.
This result was improved in [27] where the existence of a weak solution with boundary values for the density
prescribed in L∞ was obtained. Still in the case 2D, but in unbounded domains, some results related to the
Leray problem have been obtained in [1, 2, 3, 4]. The existence of solutions in the case 3D seems to be more
difficult to handle and, differently to the non stationary case, we only know the paper [15].
In this paper, we confine ourselves to two-dimensional flows in a bounded domain with boundary Γ of class
C2. Such a flow can be interpreted as being a cross section of the three-dimensional domain Ω by making
x3 = c, where c is a constant. In this case, it is assumed that the velocity component u3 in the x3−direction
is zero, and the axes of rotation of particles are parallel to the x3−axis. Then, for x = [x1, x2] ∈ Ω ⊂ R2,
the fields u,w, ρ and p reduce to u = [u1(x), u2(x), 0], w = [0, 0,w3(x)], ρ = ρ(x), and p = p(x). Also, the
external sources can be written as f = [f1(x), f2(x), 0] and g = [0, 0, g3(x)]. Consequently, from now on we
assume the following notations: u = [u1(x), u2(x)], w = w3(x), ρ = ρ(x), p = p(x), f = [f1(x), f2(x)], and
g = g3(x). Then, by observing that
rotu =
∂u2
∂x1
− ∂u1
∂x2
, rotw = [
∂w
∂x2
,− ∂w
∂x1
], div w = 0,
and considering u, w, ρ, p, f , and g in the system (1), we obtain the following two-dimensional system

−µ1∆u+ ρ(u · ∇)u+∇p = 2µrrotw + ρf in Ω,
−µ2∆w+ ρ(u · ∇)w + 4µrw = 2µrrotu+ ρg in Ω,
u · ∇ρ = 0 in Ω,
divu = 0 in Ω.
(2)
In this paper, we prove the existence of weak solutions for (2) and then, we study an optimal boundary
control problem where the state equations are given by the weak solutions of (2). For this purpuse we
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consider the following boundary conditions:
u = ug
1
:=
{
u0 on Γ0,
g1 on Γ1,
[D(u)n+ αu]tang = 0 on Γ2, u · n = 0 on Γ2, (3)
∫
Γ
u · n dΓ = 0, ρ = ρ0 > 0 on Γ0, wg2 =
{
w0 on Γ0,
g2 on Γ3.
(4)
Here the boundary Γ of Ω is of class C2 and Γ = Γ0 ∪ Γ1 ∪ Γ2 = Γ0 ∪ Γ3, where Γ0 ∩ Γi = ∅, i = 1, 3,
Γ1 ∩ Γ2 = Γ0 ∩ Γ2 = ∅. We assume that
Γ0 is an arcwise connected closed set on Γ,with measure(Γ0) > 0. (5)
The parts Γ1 and Γ3 have nonempty interior, but Γ2 may be an empty set. The functions ρ0,u0 and w0 are
defined on Γ0, and the functions g1, g2 describe the Dirichlet boundary control for u on Γ1 and for w on
Γ3 respectively. The controls g1, g2 lie in closed convex sets U1 ⊂ H1/2(Γ1) and U2 ⊂ H1/2(Γ3) respectively.
We assume that
u0 · n > 0 on Γ0 (outflow) or u0 · n < 0 on Γ0 (inflow), (6)
where n denotes the outward normal vector on Γ.
Γ0
Γ1
Γ2
Γ0
Γ3
Γ3
Fig. 1 Sketch of the domain Ω
The condition [D(u)n + αu]tang = 0,u · n = 0 on Γ2, is a Navier friction boundary condition. The term
[D(u)n + αu]tang := D(u)n + αu − [(D(u)n + αu) · n]n represents the tangential component of the vector
D(u)n + αu, where D(u) := 12 (∇u +∇Tu) is the deformation tensor, and α ≥ 0 is the friction coefficient
which measures the tendency of the fluid to slip on Γ2. The Navier boundary condition was proposed by
Navier [25], who claimed that the tangential component of the viscous stress at the boundary should be
proportional to the tangential velocity. Navier boundary condition was also derived by Maxwell [24] from
the kinetic theory of gases and rigorously justified as a homogenization of the no-slip condition on a rough
boundary [19].
We consider an objective functional given by a sum of functionals which measure, in the Lebesgue norm,
the difference between the velocity vector (respectively, the density and the microrotation velocity) and a
given prescribed velocity (respectively, a prescribed density and a microrotation velocity). The objective
functional also measures the turbulence in the flow through a norm of the vorticity; it permits to describe
the resistance in the fluid due the viscous friction (see the cost functional in (20)). The state equations
are given by a weak formulation of the stationary micropolar fluids equations (2) with boundary conditions
(3)-(4). The exact mathematical formulation will be given in Section 2.2 (see Definition 1). The novelty of
this paper lies in the following two aspects:
1. First, we prove the existence of a weak solution for the stationary micropolar fluids equations (2) with
boundary conditions (3)-(4). The definition of weak solution is given in Definition 1 in Subsection
3
2.2 and he existence of weak solutions is given in Theorems 1 and 2 in Section 3. We look for weak
solutions with ρ in the form ρ = η(ψ) := η ◦ψ, for a continuous and positive function η : R→ R and ψ
the stream function associated to the velocity vector, being this the reason why we consider Ω ⊂ R2.
2. Second, we prove the solvability of the optimal control problem. The existence of an optimal solution
is given in Theorem 3 in Section 4. Posteriorly, by using the theorem of Lagrange multipliers, we state
first-order optimality conditions. The first optimality conditions are obtained in Theorem 6 in Section
5. We also derive an optimality system in Remarks 4 and 5.
In order to obtain the first-order optimality conditions, we will use a penalty method. This is a non standard
technique which has been used previously in [7, 18, 20] to derive optimality conditions for optimal control
problems where the relation control-state is multivalued. To carry out this procedure, we introduce a family
of penalyzed problems which approximates the initial control problem (see Theorem 4); then, we analyze
their optimality conditions (see Theorem 5), and finally, we pass to the limit in the parameter of penalization
in order to derive the optimality conditions of the original problem.
As far as we know, unlike the Navier-Stokes case, few works on optimal control problems for micropolar
fluids (with constant density) are available in the literature [23, 29, 30, 31]. In [29], a control problem for
non stationary fluids in a two dimensional domains was analyzed; in that paper, a viscosity coefficient λ,
which achieves a desired field of the microrotation velocity, is determined. In [30], the author studied an
optimal control problem associated with the motion of a micropolar fluid, with applications in the control
of the blood pressure. In [31], the author analyzed, in a two-dimensional domain, the relation between the
microrotation and the vorticity of the fluid. Recently, in [23], was considered an optimal boundary control
problem for micropolar fluids (with constant density) equations in 3D bounded domains. Thus, the results
of this paper can be seen as a 2D version of the results of [23] in the case of micropolar fluids with variable
density.
The outline of this paper is as follows: In Section 2, we establish the definition of weak solution and the
optimal control problem to be considered. In Section 3, we prove the existence of weak solutions. In Section
4, we prove the existence of an optimal solutions. In Section 5, we derive first-order optimality conditions
and, by using the Lagrange multipliers theorem, we derive an optimality system.
2 Statement of the Problem
2.1 Function Spaces
Throughout this paper we will use the Sobolev space H1(Ω), and Lp(Ω), 1 ≤ p ≤ ∞, with norms ‖ · ‖H1 and
‖ · ‖p respectively. In particular, the norm and inner product in L2(Ω) will be represented by ‖ · ‖ and (·, ·)
respectively. The norm Lp(Γ) will be denoted by ‖ · ‖Lp(Γ). Corresponding Sobolev spaces of vector valued
functions will be denoted byH1(Ω), L2(Ω), and so on. We will use the Hilbert space H10(Ω) = {u ∈ H1(Ω) :
u = 0 on Γ}, with the inner product (u, v)H1
0
= (∇u,∇v) and the norm ‖u‖H1
0
= ‖∇u‖. We also consider
the following solenoidal Banach spaces Hσ = {u ∈ H1(Ω) : divu = 0 and u · n = 0 on Γ2}, endowed with
the usual norm of H1(Ω), and the space H˜σ = {u ∈ Hσ : u = 0 on Γ \ Γ2}, which is a Hilbert space with
the inner product (u,v)
H˜σ
= (D(u), D(v)) and the norm ‖u‖
H˜σ
:= ‖D(u)‖.
If X is a general Banach space, its topological dual will be denoted by X ′ and the duality product by
〈·, ·〉X′ or simply by 〈·, ·〉, unless this leads to ambiguity. The space H−1 denotes the dual of H10 (Ω); the
space H′ denotes the dual of Hσ, and the space H˜
′ denotes the dual of H˜σ.
If Γk is a connected subset of Γ, we consider the trace space H
1/2(Γk) = {u|Γk : u ∈ H1(Ω)} (the
restriction of the elements of H1(Ω) to Γk) and
H
1/2
00 (Γk) = {v ∈ L2(Γk) : there exists vˆ ∈ H1/2(Γ), vˆ|Γ\Γk = 0, vˆ|Γk = v}.
In the case of scalar functions, we also use the space H
1/2
00 (Γk) which is defined similarly. It can be verified
that H
1/2
00 (Γk) is a closed subspace of H
1/2(Γk); moreover, H
1
0(Γk) →֒ H1/200 (Γk) →֒ L2(Γk) (cf. [8, 9]). For
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the space H1/2(Γk), H
−1/2(Γk) denotes its dual and 〈·, ·〉Γk represents its duality product. The letter C will
denote diverse positive constants which may change from line to line or even within a same line.
For each function u ∈ Hσ there exists a scalar function ψ ∈ H2(Ω) (stream-function) such that
u = rotψ = [
∂ψ
∂x2
,− ∂ψ
∂x1
] in Ω. (7)
Let N : Hσ → H2(Ω) the linear operator assigning to each vector field u ∈ Hσ its stream-function ψ = Nu
satisfying (7). The assumption rotψ = u0 on Γ0 implies that
∂ψ
∂n
= u0 · τ , ∂ψ
∂τ
= −(u0 · n) in Γ0, (8)
where τ denotes the outward tangent vector on Γ. Thus, the boundary values of ψ can be obtained by
integrating with respect to the arc length, that is,
ψ(x) =
∫
Γ0(x0,x)
u0 · n dΓ x ∈ Γ0, (9)
where x0 is the initial point of the curve Γ0 and Γ0(x0,x) is the part of the curve Γ0 lying between the
points x0 and x (cf. [14]). Notice that since ψ ∈ H2(Ω), then ψ ∈ H3/2(Γ0) ⊂ C0(Γ0); moreover, by (5)-(6),
ψ is strictly monotone on Γ0. Therefore, there exists ψ
−1 ∈ C0(ψ(Γ0)), with ψ−1 : ψ(Γ0) ⊂ R → Γ0. Thus,
if we assume that
ρ0 ∈ C0(Γ0), (10)
we can define the continuous function η˜(z) = ρ0(ψ
−1(z)), z ∈ ψ(Γ0) ⊂ R. Since ρ0(x) > 0 for all x ∈ Γ0,
and Γ0 is an arcwise connected closed set in Γ, we can extend η˜ to R as a strictly positive scalar function η
such that
η ∈ C0(R), η(y) > 0 ∀y ∈ R, η(y) = ρ0(ψ−1(y)), y ∈ ψ(Γ0). (11)
Therefore, under the above considerations, following [18], we define the density ρ : Ω→ R as being
ρ(x) = η(ψ)(x) = η(Nu)(x), x ∈ Ω.
Remark 1 By construction of η it holds that η(Nu) = ρ0 on Γ0. Moreover, for u ∈ Hσ and η ∈ C1(R) it
holds ∫
Ω
(u · ∇ψ)η(Nu) dx = 0, ∀ψ ∈ H10 (Ω). (12)
If η ∈ C0(R), we can regularize η and the relation (12) remains true.
Remark 2 The operator N : Hσ → H2(Ω) is continuous. The proof can be found in [18], Lemma 2.1.
2.2 Definition of Weak Solution
We consider the following operators
{
B : Hσ ×Hσ ×Hσ → H˜′, F : Hσ → H˜′,
B˜ : Hσ ×Hσ ×H1(Ω)→ H−1, G : Hσ → H−1,
defined by {
B[u,v, e] = η(Nu)v · ∇e, F (u) = η(Nu)f ,
B˜[u,v,w] = η(Nu)v · ∇w, G(u) = η(Nu)g. (13)
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For η ∈ C1(R) it holds that div(η(Nu)u) = div(ρu) = u · ∇ρ = 0; then we get
〈B[u,u,v],v〉 = 0 ∀u ∈ Hσ, v ∈ H˜σ, 〈B˜[u,u,w],w〉 = 0 ∀u ∈ Hσ, w ∈ H10 (Ω). (14)
For η ∈ C0(R), by regularizing the function η, the properties (14) remain true. Taking into account the
operators defined in (13), the problem (2)-(4) can be written as


−µ1∆u+B[u,u,u] +∇p = 2µrrotw + F (u) in Ω,
−µ2∆w+ B˜[u,u,w] + 4µrw = 2µrrotu+G(u) in Ω,
η(Nu) = ρ0 on Γ0,
u = ug
1
on Γ \ Γ2,
u · n = 0 on Γ2,
[D(u)n+ αu]tang = 0 on Γ2,
w = wg2 on Γ.
(15)
Lemma 1 ([17, 32]) Le u ∈ H2(Ω) be a divergent free vector fields verifying the Navier boundary condition
and v ∈ H1(Ω) is a divergence free vector field tangent to the boundary. Then,
−
∫
Ω
∆u · vdx = 2
∫
Ω
D(u) : D(v)dx − 2
∫
Γ
[D(u)n]tang · vdΓ.
Through integration by parts and Lemma 1, we establish the following definition of weak solution for system
(2)-(4).
Definition 1 Let f ∈ L2(Ω), g ∈ L2(Ω), ug
1
as in (3)-(4), u0 ∈ H1/200 (Γ0), g1 ∈ H1/200 (Γ1), w0 ∈ H1/200 (Γ0),
g2 ∈ H1/200 (Γ3) and η ∈ C0(R) defined in (11). A weak solution of (2)-(4) is a pair [u,w] ∈ Hσ ×H1(Ω) and
ρ = η(Nu) satisfying


2µ1(D(u), D(v)) + 2αµ1
∫
Γ2
u · v dΓ + 〈B[u,u,u],v〉 = 2µr(rotw,v) + (F (u),v) ∀v ∈ H˜σ,
µ2(∇w,∇z) + 〈B˜[u,u,w], z〉+ 4µr(w, z) = 2µr(rotu, z) + (G(u), z) ∀z ∈ H10 (Ω),
η(Nu) = ρ0 on Γ0,
u = ug
1
on Γ \ Γ2,
w = wg2 on Γ.
(16)
In order to prove the existence of a solution to problem (16), we reduce the problem to an auxiliary
problem with homogeneous boundary conditions for u on Γ \ Γ2 and for w on Γ. For this purpose, we
introduce the following result.
Lemma 2 Let ug
1
as in (3)-(4), and assume that u0 ∈ H1/200 (Γ0), g1 ∈ H1/200 (Γ1). Then, for any ε > 0,
there exists uε ∈ Hσ with uε = g1 on Γ1, uε = u0 on Γ0 and uε = 0 on Γ2 such that
|(v · ∇uε,v)| ≤ ε‖v‖2
H˜σ
∀v ∈ H˜σ, and ‖uε‖Hσ ≤ C‖ug1‖H1/2(Γ\Γ2), (17)
where the constant C depends only on Ω. Moreover, if w0 ∈ H1/200 (Γ0) and g2 ∈ H1/200 (Γ3), then there exists
we ∈ H1(Ω) such that we = w0 on Γ0, we = g2 on Γ3, and the following estimate holds
‖we‖H1 ≤ C‖wg2‖H1/2(Γ), (18)
where the constant C depends only on Ω.
6
Proof. If u0 ∈ H1/200 (Γ0), g1 ∈ H1/200 (Γ1), there exist gˆ1 ∈ H1/2(Γ), uˆ0 ∈ H1/2(Γ) such that uˆ0|Γ0 = u0,
uˆ0|Γ\Γ0
= 0 , gˆ1|Γ\Γ1
= 0 and gˆ1|Γ1 = g1. Thus, uˆ0 + gˆ1 ∈ H1/2(Γ); moreover, the integral in (4) implies∫
Γ(uˆ0 + gˆ1) · ndΓ = 0. Then, by Lemma IX.4.2 of [16], p. 610, there exists uε ∈ Hσ with uε = uˆ0 + gˆ1 on Γ
verifying (17); in particular we have that uε|Γ1
= g1, u
ε
|Γ0
= u0 and u
ε
|Γ2
= 0. The existence of we ∈ H1(Ω)
is well-known from the lifting theorem. ⋄
Rewriting [u,w] ∈ Hσ ×H1(Ω) in the form u = uε + uˆ and w = we + wˆ with [uˆ, wˆ] ∈ H˜σ ×H10 (Ω) new
unknown functions, from (16) we obtain the following nonlinear system: Find [uˆ, wˆ] ∈ H˜σ × H10 (Ω) such
that


2µ1(D(uˆ), D(v)) + 2αµ1
∫
Γ2
uˆ · v dΓ + 〈B[uˆ+ uε, uˆ+ uε, uˆ],v〉 + 〈B[uˆ+ uε, uˆ,uε],v〉
= 2µr(rot(wˆ + w
e),v) + (F (uˆ+ uε),v) − 2µ1(D(uε), D(v)) − 〈B[uˆ+ uε,uε,uε],v〉,
µ2(∇wˆ,∇z) + 〈B˜[uˆ+ uε, uˆ+ uε, wˆ], z〉+ 〈B˜[uˆ+ uε, uˆ,we], z〉+ 4µr(wˆ, z)
= 2µr(rot(uˆ+ u
ε), z) + (G(uˆ + uε), z)− µ2(∇we,∇z)− 〈B˜[uˆ+ uε,uε,we], z〉 − 4µr(we, z),
(19)
for all [v, z] ∈ H˜σ ×H10 (Ω).
2.3 Statement of Boundary Control Problem
In order to establish the statement of the boundary control problem, we suppose that U1 ⊂ H1/200 (Γ1) and
U2 ⊂ H1/200 (Γ3) are nonempty sets. We consider that f ∈ L2(Ω), g ∈ L2(Ω),u0 ∈ H1/200 (Γ0), w0 ∈ H1/200 (Γ0),
and the controls g1 ∈ U1, g2 ∈ U2. For simplicity, we denote X = Hσ ×H1(Ω) × U1 × U2 and consider the
following objective functional J : X→ R defined by:
J [u,w, g1, g2] =
β1
2
‖rotu‖2 + β2
2
‖u− ud‖2 + β3
2
‖w− wd‖2 + β4
2
‖η(Nu)− ρd‖2
+
β5
2
‖g1‖2H1/2(Γ1) +
β6
2
‖g2‖2H1/2(Γ3), (20)
where the constants βk measure the cost of the control and satisfy the following conditions:


i)βi ≥ 0 for i = 1, ..., 6, (not all zero), U1 ⊂ H1/200 (Γ1) and U2 ⊂ H1/200 (Γ3) are bounded closed
and convex sets;
ii)βi ≥ 0 for i = 1, ..., 4, βi > 0 for i = 5, 6, U1 ⊂ H1/200 (Γ1) and U2 ⊂ H1/200 (Γ3) are closed
and convex sets.
(21)
In the functional (20), the prescribed functions ud ∈ L2(Ω), wd ∈ L2(Ω) and ρd ∈ L2(Ω), correspond to the
desired states for the velocity, the microrotation velocity and the density, respectively. Then we study the
following constrained minimization problem related to system (2)-(4):
{
Find [u,w, g1, g2] ∈ X such that, the functional J [u,w, g1, g2] reaches its minimum
over the weak solutions of system (2)-(4).
(22)
The set of admissible solutions of problem (22) is defined by
Sad = {s = [u,w, g1, g2] ∈ X such that J(s) <∞ and s satisfies (16)}.
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3 Existence of Weak Solutions
3.1 Linearized Problem
For u˜ ∈ H˜σ fixed, we consider the following linear problem: Find wˆ ∈ H10 (Ω) such that

µ2(∇wˆ,∇z) + 〈B˜[u˜+ uε, u˜+ uε, wˆ], z〉+ 4µr(wˆ, z)
= 2µr(rot(u˜+ u
ε), z) + (G(u˜ + uε), z)− µ2(∇we,∇z)− 4µr(we, z)
−〈B˜[u˜+ uε,uε,we], z〉 − 〈B˜[u˜+ uε, u˜,we], z〉 ∀z ∈ H10 (Ω),
(23)
where uε and we are given by Lemma 2. For problem (23) we have the following result.
Lemma 3 If g ∈ L2(Ω), then the problem (23) has a unique solution wˆ ∈ H10 (Ω). Moreover, the following
inequality holds:
µ2‖wˆ‖H1
0
≤ (C˜ηC‖we‖H1 + µrC)‖u˜‖H˜σ + C˜ηC‖uε‖Hσ‖we‖H1 + C˜η‖g‖
+µrC(‖uε‖Hσ + ‖we‖H1) + µ2C‖we‖H1 , (24)
where C˜η > 0 is a constant satisfying ‖η(N(u˜ + uε))‖∞ ≤ C˜η, [uε,we] is given by Lemma 2, and C > 0 is
a constant that depends only on Ω.
Proof. We define the bilinear form au˜ : H
1
0 (Ω)×H10 (Ω)→ R and the linear functional fu˜ : H10 (Ω)→ R by
au˜([wˆ, z]) = µ2(∇wˆ,∇z) + 〈B˜[u˜+ uε, u˜+ uε, wˆ], z〉+ 4µr(wˆ, z) ∀z ∈ H10 (Ω), (25)
〈fu˜, z〉 = 2µr(rot(u˜+ uε), z) + (G(u˜ + uε), z)− µ2(∇we,∇z)− 4µr(we, z)
−〈B˜[u˜+ uε,uε,we], z〉 − 〈B˜[u˜+ uε, u˜,we], z〉 ∀z ∈ H10 (Ω). (26)
Then, from (25)-(26), problem (23) is equivalent to find wˆ ∈ H10 (Ω) such that
au˜([wˆ, z]) = 〈fu˜, z〉 ∀z ∈ H10 (Ω). (27)
The bilinear form au˜ is continuous and coercive on H
1
0 (Ω)×H10 (Ω), and the linear functional fu˜ is continuous
on H10 (Ω). Then, by Lax-Milgram Theorem, it follows that there is a unique wˆ ∈ H10 (Ω) such that (27) is
satisfied, and therefore the problem (23) has a unique solution.
Now, in order to obtain inequality (24), by replacing z = wˆ in (23) and taking into account (14), we have
µ2‖∇wˆ‖2 + 4µr‖wˆ‖2 ≤ 2µr|(rot(u˜+ uε), wˆ)|+ |(G(uˆ+ uε), wˆ)|+ µ2|(∇we,∇wˆ)|
+4µr|(we, wˆ)|+ |〈B˜[u˜+ uε,uε,we], wˆ〉|
+|〈B˜[u˜+ uε, u˜,we], wˆ〉|. (28)
Now, we find estimates for the terms on the right hand side of (28). By applying the Ho¨lder and Poincare´
inequalities we get
2µr|(rot(u˜+ uε), wˆ)| ≤ 2
√
2µrC‖∇(u˜+ uε)‖‖wˆ‖H1
0
≤ µrC(‖u˜‖H˜σ + ‖uε‖Hσ )‖wˆ‖H10 , (29)
|(G(u˜+ uε), wˆ)| ≤ ‖η(N(u˜+ uε))‖∞‖g‖‖wˆ‖H1
0
≤ C˜η‖g‖‖wˆ‖H1
0
, (30)
µ2|(∇we,∇wˆ)| ≤ µ2‖∇we‖‖∇wˆ‖ ≤ µ2‖we‖H1‖wˆ‖H1
0
, (31)
4µr|(we, wˆ)| ≤ 4µr‖we‖‖wˆ‖ ≤ 4µrC‖we‖H1‖∇wˆ‖ ≤ µrC‖we‖H1‖wˆ‖H1
0
, (32)
|〈B˜[u˜+ uε,uε,we], wˆ〉| ≤ ‖η(N(u˜+ uε))‖∞‖uε‖3‖∇we‖‖wˆ‖6 ≤ C˜ηC‖∇uε‖‖∇we‖‖∇wˆ‖
≤ C˜ηC‖uε‖Hσ‖we‖H1‖wˆ‖H1
0
, (33)
|〈B˜[u˜+ uε, u˜,we], wˆ〉| ≤ ‖η(N(u˜+ uε))‖∞‖u˜‖3‖∇we‖‖wˆ‖6 ≤ C˜ηC‖∇u˜‖‖∇we‖‖∇wˆ‖
≤ C˜ηC‖u˜‖H˜σ‖we‖H1‖wˆ‖H10 . (34)
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By substituting (29)-(34) in (28) we obtain
µ2‖wˆ‖2H1
0
≤ C˜ηC(‖u˜‖H˜σ + ‖uε‖Hσ )‖we‖H1‖wˆ‖H10 + C˜η‖g‖‖wˆ‖H10
+µrC
(‖u˜‖
H˜σ
+ ‖uε‖Hσ + ‖we‖H1
)‖wˆ‖H1
0
+ µ2C‖we‖H1‖wˆ‖H1
0
,
that is,
µ2‖wˆ‖H1
0
≤ C˜ηC(‖u˜‖H˜σ + ‖uε‖Hσ)‖we‖H1 + C˜η‖g‖
+µrC
(‖u˜‖
H˜σ
+ ‖uε‖Hσ + ‖we‖H1
)
+ µ2C‖we‖H1 , (35)
which implies (24). ⋄
3.2 Weak Solutions
In order to prove the existence of solutions to the problem (19), we define the linear operator T : H˜σ → H˜σ
as follows: For each u˜ ∈ H˜σ, let T u˜ = uˆ, where uˆ satisfies the following system
2µ1(D(uˆ), D(v)) + 2αµ1
∫
Γ2
uˆ · v dΓ + 〈B[u˜+ uε, u˜+ uε, uˆ],v〉 + 〈B[u˜+ uε, uˆ,uε],v〉
= 2µr(rot(wˆ + w
e),v) + (F (u˜+ uε),v) − 2µ1(D(uε), D(v)) − 〈B[u˜+ uε,uε,uε],v〉,
(36)
for all v ∈ H˜σ, and wˆ being the unique solution of the linear problem (23).
Lemma 4 The operator T : H˜σ → H˜σ defined by (36) is compact.
Proof. Let {u˜m}m≥1 ⊂ H˜σ a sequence weakly convergent to u˜ ∈ H˜σ. Since the embedding H˜σ →֒ Lp(Ω) is
compact for 1 ≤ p <∞ we have
u˜m → u˜ strongly in Lp(Ω).
From Remark 2 and since the embedding H2(Ω) →֒ C0(Ω) is compact, we get that, for some subsequence
of {u˜m}m≥1, still denoted by {u˜m}m≥1, it holds that N u˜m → N u˜ in C0(Ω); moreover, taking into account
that η ∈ C0(R), we have η(N u˜m) → η(N u˜) strongly in C0(Ω), which implies that there exists a constant
Cη > 0, independent of m, such that
‖η(N(u˜m + uε))‖∞ ≤ Cη. (37)
Then, denoting uˆm = T (u˜m), for all v ∈ H˜σ we get
2µ1(D(uˆ
m), D(v)) + 2αµ1
∫
Γ2
uˆm · v dΓ + 〈B[u˜m + uε, u˜m + uε, uˆm],v〉 + 〈B[u˜m + uε, uˆm,uε],v〉
= 2µr(rot(wˆ + w
e),v) + (F (u˜m + uε),v)− 2µ1(D(uε), D(v)) − 〈B[u˜m + uε,uε,uε],v〉.
(38)
Taking the difference between (38) and (36), we have
2µ1(D(uˆ
m − uˆ), D(v)) + 2αµ1
∫
Γ2
(uˆm − uˆ) · v dΓ + 〈B[u˜m + uε, u˜m + uε, uˆm − uˆ],v〉
+〈B[u˜m + uε, uˆm − uˆ,uε],v〉
= 〈B[u˜+ uε, u˜+ uε, uˆ],v〉 − 〈B[u˜m + uε, u˜m + uε, uˆ],v〉 + 〈B[u˜+ uε, uˆ+ uε,uε],v〉
−〈B[u˜m + uε, uˆ+ uε,uε],v〉+ (F (u˜m + uε)− F (u˜+ uε),v). (39)
Replacing v = uˆm − uˆ in (39) and using (14), we deduce
2µ1‖uˆm − uˆ‖2
H˜σ
≤ |〈B[u˜m + uε, uˆm − uˆ,uε], uˆm − uˆ〉|
+|〈B[u˜+ uε, u˜+ uε, uˆ]−B[u˜m + uε, u˜m + uε, uˆ], uˆm − uˆ〉|
+|〈B[u˜+ uε, uˆ+ uε,uε]−B[u˜m + uε, uˆ+ uε,uε], uˆm − uˆ〉|
+|(F (u˜m + uε)− F (u˜+ uε), uˆm − uˆ)|. (40)
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Now we will bound the terms on the right hand side of (40). Using (17) and (37) we obtain
|〈B[u˜m + uε, uˆm − uˆ,uε], uˆm − uˆ〉| ≤ ‖η(N(u˜m + uε))‖∞ |〈(uˆm − uˆ) · ∇uε, uˆm − uˆ〉|
≤ Cη ε‖uˆm − uˆ‖2
H˜σ
. (41)
Now, notice that
B[u˜+ uε, u˜+ uε, uˆ]−B[u˜m + uε, u˜m + uε, uˆ]
= (η(N(u˜ + uε))− η(N(u˜m + uε)))(u˜ + uε) · ∇uˆ− η(N(u˜m + uε))(u˜m − u˜) · ∇uˆ.
Then, by the Ho¨lder inequality and (37) we obtain
|〈B[u˜+ uε, u˜+ uε, uˆ]−B[u˜m + uε, u˜m + uε, uˆ], uˆm − uˆ〉|
≤ ‖η(N(u˜+ uε))− η(N(u˜m + uε))‖∞ |〈(u˜+ uε) · ∇uˆ, uˆm − uˆ〉|
+‖η(N(u˜m + uε))‖∞ |〈(u˜m − u˜) · ∇uˆ, uˆm − uˆ〉|
≤ ‖η(N(u˜+ uε))− η(N(u˜m + uε))‖∞ ‖(u˜+ uε) · ∇uˆ‖H˜′‖uˆm − uˆ‖H˜σ
+Cη ‖u˜m − u˜‖3‖uˆ‖H˜σ‖uˆm − uˆ‖6
≤ C‖η(N(u˜+ uε))− η(N(u˜m + uε))‖∞‖uˆm − uˆ‖H˜σ
+CCη‖u˜m − u˜‖3‖uˆm − uˆ‖H˜σ . (42)
Again, by using the Ho¨lder inequality we have
|〈B[u˜+ uε, uˆ+ uε,uε]−B[u˜m + uε, uˆ+ uε,uε], uˆm − uˆ〉|
≤ ‖η(N(u˜+ uε))− η(N(u˜m + uε))‖∞‖(uˆ+ uε) · ∇uε‖H˜′‖uˆm − uˆ‖H˜σ
≤ C‖η(N(u˜+ uε))− η(N(u˜m + uε))‖∞ ‖uˆm − uˆ‖H˜σ , (43)
and
|(F (u˜m + uε)− F (u˜+ uε), uˆm − uˆ)|
≤ ‖η(N(u˜m + uε))− η(N(u˜+ uε))‖∞‖f‖‖uˆm − uˆ‖H˜σ
≤ C‖η(N(u˜m + uε))− η(N(u˜+ uε))‖∞‖uˆm − uˆ‖H˜σ . (44)
Replacing the inequalities (41)-(44) in (40), and taking into account (37), we obtain
(2µ1 − εCη)‖uˆm − uˆ‖2
H˜σ
≤ C‖η(N(u˜+ uε))− η(N(u˜m + uε))‖∞‖uˆm − uˆ‖H˜σ
+CCη‖u˜m − u˜‖3‖uˆm − uˆ‖H˜σ .
Thus, for ε small enough such that 2µ1 − εCη > 0 we deduce that
‖uˆm − uˆ‖
H˜σ
≤ C(‖η(N(u˜+ uε))− η(N(u˜m + uε))‖∞ + Cη‖u˜m − u˜‖3). (45)
Passing to the limit in (45), when m→ ∞, and considering the strong convergences of {u˜m}m≥1 in L3(Ω),
and {η(N u˜m)}m≥1 in C0(Ω), we have
‖T u˜m − T u˜‖
H˜σ
= ‖uˆm − uˆ‖
H˜σ
→ 0, as m→∞.
Thus, we conclude that T is a compact operator. ⋄
Lemma 5 Let T be the operator defined by (36), and consider the set
Mλ = {u˜ ∈ H˜σ : u˜ = λT u˜ for some λ ∈ [0, 1]}. (46)
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If µ1 and µ2 are large enough such that
min{2µ1 − C˜ηC‖wg2‖H1/2(Γ) − µrC, µ2 − µrC} > 0, (47)
where C˜η is the constant defined in Lemma 3 and C > 0 is a constant that depends only on Ω, then, the set
Mλ is bounded in H˜σ. Moreover, for λ ∈ [0, 1], all functions u˜ = u˜(λ) ∈ Mλ are contained, independently
of λ, in the open ball B(0;R) ⊂ H˜σ, with
R = C˜ηC1(‖ug
1
‖H1/2(Γ\Γ2)‖wg2‖H1/2(Γ) + ‖ug1‖2H1/2(Γ\Γ2) + ‖f‖+ ‖g‖)
+C1(‖ug
1
‖H1/2(Γ\Γ2) + ‖wg2‖H1/2(Γ)), (48)
where the constant C1 > 0 depends only on Ω, µ1 and µ2.
Proof. Assuming λ > 0, for any u˜ ∈ Mλ we can write T u˜ = 1λ u˜; then, substituting uˆ = 1λ u˜ and v = λu˜ in
(36), and taking into account (14), we obtain
2µ1‖u˜‖2H˜σ ≤ |〈B[u˜+ u
ε, u˜,uε], u˜〉|+ 2µrλ|(rot(wˆ + we), u˜)|+ λ|(F (u˜+ uε), u˜)|
+2µ1λ|(D(uε), D(u˜))|+ λ|〈B[u˜+ uε,uε,uε], u˜〉|. (49)
Now we will bound the terms on the right hand side of (49). Using the Ho¨lder inequality and (17) we obtain
|〈B[u˜+ uε, u˜,uε], u˜〉| ≤ ε‖u˜‖2
H˜σ
‖η(N(u˜+ uε))‖∞ ≤ εC˜η‖u˜‖2
H˜σ
. (50)
Applying the Ho¨lder and Poincare´ inequalities we obtain
2µrλ|(rot(wˆ + we), u˜)| ≤ 2µrλ‖rot(wˆ + we)‖‖u˜‖ ≤ λµrC‖∇(wˆ + we)‖‖u˜‖H˜σ
≤ λµrC(‖wˆ‖H1
0
+ ‖we‖H1)‖u˜‖H˜σ , (51)
λ|(F (u˜ + uε), u˜)| ≤ λ‖η(N(u˜+ uε))‖∞‖f‖‖u˜‖H˜σ ≤ λC˜η‖f‖‖u˜‖H˜σ , (52)
2µ1λ|(D(uε), D(u˜))| ≤ 2µ1λ‖D(uε)‖‖u˜‖H˜σ ≤ 2µ1λ‖uε‖Hσ‖u˜‖H˜σ , (53)
λ|〈B[u˜ + uε,uε,uε], u˜〉| ≤ λ‖η(N(u˜+ uε))‖∞‖uε‖3‖∇uε‖‖u˜‖6 ≤ λC˜ηC‖uε‖2Hσ‖u˜‖H˜σ . (54)
Replacing (50)-(54) in (49) and taking into account that λ ≤ 1, we have
(2µ1 − εC˜η)‖u˜‖2
H˜σ
≤ µrC(‖wˆ‖H1
0
+ ‖we‖H1)‖u˜‖H˜σ + C˜η‖f‖‖u˜‖H˜σ + 2µ1‖uε‖Hσ‖u˜‖H˜σ
+CC˜η‖uε‖2Hσ‖u˜‖H˜σ ,
which implies
(2µ1 − εC˜η)‖u˜‖H˜σ ≤ µrC(‖wˆ‖H10 + ‖we‖H1) + C˜η‖f‖+ 2µ1‖uε‖Hσ + C˜ηC‖uε‖2Hσ . (55)
Adding (24) and (55), and taking into account (17)-(18), we get
(2µ1 − εC˜η)‖u˜‖H˜σ + µ2‖wˆ‖H10 ≤ (C˜ηC‖wg2‖H1/2(Γ) + µrC)‖u˜‖H˜σ + µrC‖wˆ‖H10
+C˜ηC‖ug
1
‖H1/2(Γ\Γ2)‖wg2‖H1/2(Γ)
+µrC(‖ug
1
‖H1/2(Γ\Γ2) + ‖wg2‖H1/2(Γ))
+µ2C‖wg2‖H1/2(Γ) + 2µ1C‖ug1‖H1/2(Γ\Γ2)
+C˜ηC‖ug
1
‖2
H1/2(Γ\Γ2)
+ C˜η(‖f‖+ ‖g‖),
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and thus,
(2µ1 − εC˜η − C˜ηC‖wg2‖H1/2(Γ) − µrC)‖u˜‖H˜σ + (µ2 − µrC)‖wˆ‖H10
≤ C˜ηC‖ug
1
‖H1/2(Γ\Γ2)‖wg2‖H1/2(Γ) + µrC(‖ug1‖H1/2(Γ\Γ2) + ‖wg2‖H1/2(Γ))
+µ2C‖wg2‖H1/2(Γ) + 2µ1C‖ug1‖H1/2(Γ\Γ2) + C˜ηC‖ug1‖2H1/2(Γ\Γ2)
+C˜η(‖f‖+ ‖g‖). (56)
By using (47), µ2 − µrC > 0 and δ = 2µ1 − εC˜η − C˜ηC‖wg2‖H1/2(Γ) − µrC > 0 , for ε small enough. Then,
from (56) it follows
δ‖u˜‖
H˜σ
≤ C˜ηC‖ug
1
‖H1/2(Γ\Γ2)‖wg2‖H1/2(Γ) + µrC(‖ug1‖H1/2(Γ\Γ2) + ‖wg2‖H1/2(Γ))
+µ2C‖wg2‖H1/2(Γ) + 2µ1C‖ug1‖H1/2(Γ\Γ2) + C˜ηC‖ug1‖2H1/2(Γ\Γ2)
+C˜η(‖f‖+ ‖g‖), (57)
which implies that Mλ is bounded in H˜σ for λ > 0. For λ = 0 the result is trivial. The radius R in (48)
follows from (57). ⋄
With the previous results, we have the following theorem of existence of solutions for the system (19).
Theorem 1 Let f ∈ L2(Ω), g ∈ L2(Ω), η ∈ C0(R), and µ1, µ2 satisfying (47). Then, the operator
T : H˜σ → H˜σ defined in (36), with wˆ a solution of (23), has a fixed point uˆ ∈ H˜σ and the pair of functions
[uˆ, wˆ] is a solution of system (19). Furthermore, the solution [uˆ, wˆ] satisfies the inequality
‖uˆ‖
H˜σ
+ ‖wˆ‖H1
0
≤ CΘ, (58)
where Θ = ‖ug
1
‖H1/2(Γ\Γ2)‖wg2‖H1/2(Γ)+ ‖ug1‖H1/2(Γ\Γ2)+ ‖wg2‖H1/2(Γ)+ ‖ug1‖2H1/2(Γ\Γ2)+ ‖f‖+ ‖g‖, and
C positive constant that depends only on Ω, µ1, µ2, µr, C˜η.
Proof. From Lemmas 4 and 5, it follows that the operator T and the set Mλ satisfy the conditions of the
Leray-Schauder theorem (cf. Theorem 1.2.4, p. 42 of [22]); therefore the operator T has a fixed point, that
is, there exists uˆ ∈ H˜σ such that T uˆ = uˆ. Then, by the definition of T it follows that u˜ = uˆ which satisfies
(36), and the auxiliary equation (23). Thus, we concluded that [uˆ, wˆ] is a solution of system (19).
Now, from (56) with u˜ = uˆ we have
(2µ1 − εC˜η − C˜ηC‖wg2‖H1/2(Γ) − µrC)‖uˆ‖H˜σ + (µ2 − µrC)‖wˆ‖H10
≤ C˜ηC‖ug
1
‖H1/2(Γ\Γ2)‖wg2‖H1/2(Γ) + µrC(‖ug1‖H1/2(Γ\Γ2) + ‖wg2‖H1/2(Γ))
+µ2C‖wg2‖H1/2(Γ) + 2µ1C‖ug1‖H1/2(Γ\Γ2) + C˜ηC‖ug1‖2H1/2(Γ\Γ2)
+C˜η(‖f‖+ ‖g‖). (59)
From (47) we have that δˆ = min{2µ1 − εC˜η − C˜ηC‖wg2‖H1/2(Γ) − µrC, µ2 − µrC} > 0, for ε small enough.
Then, from (59) we deduce that
δˆ(‖uˆ‖
H˜σ
+ ‖wˆ‖H1
0
) ≤ C(‖ug
1
‖H1/2(Γ\Γ2)‖wg2‖H1/2(Γ) + ‖ug1‖H1/2(Γ\Γ2) + ‖wg2‖H1/2(Γ)
+‖ug
1
‖2
H1/2(Γ\Γ2)
+ ‖f‖+ ‖g‖),
which implies inequality (58). ⋄
As a consequence of Theorem 1, we have the following result.
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Theorem 2 Let f ∈ L2(Ω), g ∈ L2(Ω), u0 ∈ H1/200 (Γ0), g1 ∈ H1/200 (Γ1), w0 ∈ H1/200 (Γ0), g2 ∈ H1/200 (Γ3),
η ∈ C0(R), µ1 and µ2 satisfying the condition (47) given in Theorem 1. Then, there exists functions
[u,w] ∈ Hσ × H1(Ω) and ρ = η(Nu) satisfying the nonhomogeneous system (16). Moreover, the solution
[u,w] satisfies the following inequality
‖u‖Hσ + ‖w‖H1 ≤ CΘ, (60)
where C is a positive constant depending on Ω, µ1, µ2, and Θ is defined as in (58).
Proof. Considering the solution [uˆ, wˆ] ∈ H˜σ × H10 (Ω) of system (19) given by Theorem 1, we deduce that
there exists a solution [u,w] ∈ Hσ ×H1(Ω) for system (16), where u = uˆ+ uε and w = wˆ + we. Moreover,
by using triangle inequality we have
‖u‖Hσ + ‖w‖H1 ≤ ‖uˆ‖H˜σ + ‖wˆ‖H10 + ‖uε‖Hσ + ‖we‖H1
≤ CΘ+ C(‖ug
1
‖H1/2(Γ\Γ2) + ‖wg2‖H1/2(Γ)),
which implies inequality (60). ⋄
4 Existence of an Optimal Solution
In this section, we will prove the existence of an optimal solution for problem (22). We remember that the
set of admissible solutions of problem (22) is defined by
Sad = {s = [u,w, g1, g2] ∈ X such that J(s) <∞ and s satisfies (16)},
where X = Hσ ×H1(Ω)× U1 × U2. We have the following result.
Theorem 3 Under the conditions of Theorem 2, if one the conditions (i) or (ii) in (21) is satisfied, then
the problem (22) has at least one optimal solution s˜ = [u˜, w˜, g˜1, g˜2] ∈ Sad.
Proof. From Theorem 2 we have that Sad is nonempty, and since the functional J is bounded below, there
exists a minimizing sequence {sm = [um,wm, gm1 , gm2 ]}m≥1 ∈ Sad,m ∈ N, such that lim
m→∞
J(sm) = inf
s∈Sad
J(s).
Moreover, sm satisfies the system (16), that is,


2µ1(D(u
m), D(v)) + 2αµ1
∫
Γ2
um · v dΓ + 〈B[um,um,um],v〉 = 2µr(rotwm,v) + (F (um),v),
µ2(∇wm,∇z) + 〈B˜[um,um,wm], z〉+ 4µr(wm, z) = 2µr(rotum, z) + (G(um), z),
um = ugm
1
on Γ \ Γ2,
wm = wgm
2
on Γ,
η(Num) = ρ0 on Γ0,
(61)
for all [v, z] ∈ H˜σ ×H10 (Ω), and η ∈ C0(R).
If one of the conditions (i) or (ii) in (21) is satisfied, we have that there exists a constant C independent of m
such that ‖gm1 ‖2H1/2(Γ1) + ‖gm2 ‖2H1/2(Γ3) ≤ C; consequently, (60) implies ‖um‖Hσ + ‖wm‖H1 ≤ C. Therefore,
since U1 × U2 is closed convex subset of H1/200 (Γ1) ×H1/200 (Γ3), there exists s˜ = [u˜, w˜, g˜1, g˜2] ∈ X and some
subsequence of {sm}m≥1, still denoted by {sm}m≥1, such that when m→∞ we have
um → u˜ weakly in Hσ and strongly in L2(Ω),
wm → w˜ weakly in H1(Ω) and strongly in L2(Ω),
gm1 → g˜1 weakly in H1/200 (Γ1) and strongly in L2(Γ1),
gm2 → g˜2 weakly in H1/200 (Γ3) and strongly in L2(Γ3).
(62)
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Moreover, since um = ugm
1
on Γ \ Γ2, wm = wgm
2
on Γ, and η(Num) = ρ0 on Γ0, from (62) it follows that
u˜ = ug˜
1
on Γ \ Γ2, w˜ = wg˜2 on Γ, and η(N u˜) = ρ0 on Γ0; thus, s˜ satisfies the boundary conditions in (16).
A standard procedure permits to pass to the limit in (61) when m goes to ∞, and then, s˜ is solution of the
system (16). Thus, we have s˜ ∈ Sad and
lim
m→∞
J(sm) = inf
s∈Sad
J(s) ≤ J(s˜). (63)
Also, since the functional J is weakly lower semicontinuous on Sad, we get that J(s˜) ≤ lim
m→∞
inf J(sm).
Therefore, from (63) and the last inequality, we conclude that J [u˜, w˜, g˜1, g˜2] = J(s˜) = min
s∈Sad
J(s), which
implies the existence of an optimal solution for the control problem (22). ⋄
5 Necessary Optimality Conditions and an Optimality System
This section is devoted to obtain an optimality system to problem (22). We shall use the theorem of Lagrange
multipliers to turn the constrained optimization problem (22) into an unconstrained one. In order to prove
the existence of Lagrange multipliers, we use a penalty method. This method consists in introducing a
family of penalized problems (P )ε, ε > 0, whose solutions converge towards a solution to problem (22); then
we derive the optimality conditions for problems (P )ε and finally, we pass to the limit in these optimality
conditions. This method has been previously used in [5, 18, 20] in the context of Navier-Stokes and Boussinesq
equations.
5.1 Penalized Problem
For an optimal solution s˜ = [u˜, w˜, g˜1, g˜2] of the optimal control problem (22) we consider the following family
of auxiliary extremal problems: Find
min Jε[u,w, g1, g2], [u,w, g1, g2] ∈ X, (64)
where for any ε > 0 the functional Jε : X→ R is defined by
Jε[u,w, g1, g2] = J [u,w, g1, g2] +
1
2
‖u− u˜‖2Hσ +
1
2
‖w− w˜‖2H1 +
1
2
‖g1 − g˜1‖2H1/2(Γ1)
+
1
2
‖g2 − g˜2‖2H1/2(Γ3) +
1
2ε
‖µ1Au+B[u,u,u]− 2µrrotw− F (u)‖2
H˜′
+
1
2ε
‖µ2A˜w+ B˜[u,u,w] + 4µrw − 2µrrotu−G(u)‖2H−1
+
1
2ε
‖u− ug
1
‖2
H1/2(Γ\Γ2)
+
1
2ε
‖w− wg2‖2H1/2(Γ). (65)
In (65), J [u,w, g1, g2] is the functional defined in (22), the operators B, B˜, F , and G are defined in (13),
and the operators A : Hσ → H˜′ and A˜ : H1(Ω)→ H−1(Ω) are defined by
〈Au,v〉 = 2(D(u), D(v)) + 2α
∫
Γ2
u · v dΓ ∀v ∈ H˜σ, 〈A˜w, z〉 = (∇w,∇z) ∀z ∈ H10 (Ω), (66)
where α is given in (3).
Remark 3 Since s˜ satisfies (16), then by definition of Jε it holds
Jε(s˜) = J(s˜). (67)
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Following the proof of Theorem 3, and recalling that the functional Jε is weakly lower semincontinuous,
we can prove that there exists an optimal solution of problem (64)-(65), that is, for each ε > 0, there exists
sε = [uε,wε, gε1, g
ε
2] ∈ X such that
Jε(s
ε) = min
s∈X
Jε(s).
Theorem 4 Assume the hypotheses of Theorem 3. For each ε > 0, let sε = [uε,wε, gε1, g
ε
2] a solution of
problem (64)-(65). Then, as ε→ 0, the sequence {sε = [uε,wε, gε1, gε2]}ε>0 satisfies the following convergences
[uε,wε, gε1, g
ε
2] −→ [u˜, w˜, g˜1, g˜2] strongly in Sad, (68)
Jε[u
ε,wε, gε1, g
ε
2] −→ J [u˜, w˜, g˜1, g˜2], (69)
where s˜ = [u˜, w˜, g˜1, g˜2] ∈ Sad is an optimal solution of problem (22).
Proof. Since s˜ ∈ Sad ⊂ X and the functional Jε attains its minimum in [uε,wε, gε1, gε2], we get that
Jε(s
ε) ≤ Jε(s˜); thus, equality (67) implies
Jε(s
ε) ≤ J(s˜). (70)
Observing that J(sε) ≥ 0, from (65) we obtain
1
2
‖uε − u˜‖2Hσ +
1
2
‖wε − w˜‖2H1 +
1
2
‖gε1 − g˜1‖2H1/2(Γ1) +
1
2
‖gε2 − g˜2‖2H1/2(Γ3) ≤ Jε(sε).
Therefore,
‖uε‖2
Hσ
+ ‖wε‖2H1 + ‖gε1‖2H1/2(Γ1) + ‖gε2‖2H1/2(Γ3)
≤ 2(‖uε − u˜‖2
Hσ
+ ‖wε − w˜‖2H1 + ‖gε1 − g˜1‖2H1/2(Γ1) + ‖gε2 − g˜2‖2H1/2(Γ3))
+2(‖u˜‖2Hσ + ‖w˜‖2H1 + ‖g˜1‖2H1/2(Γ1) + ‖g˜2‖2H1/2(Γ3))
≤ 4Jε(sε) + 2(‖u˜‖2Hσ + ‖w˜‖2H1 + ‖g˜1‖2H1/2(Γ1) + ‖g˜2‖2H1/2(Γ3)),
and using (70) we obtain
‖uε‖2
Hσ
+ ‖wε‖2H1 + ‖gε1‖2H1/2(Γ1) + ‖gε2‖2H1/2(Γ3) ≤ 4J(s˜) + C ≤ C, (71)
where C is a constant independent of ε. Thus, (71) implies that there exists s = [u,w, g1, g2] ∈ X and a
subsequence of {sε = [uε,wε, gε1, gε2]}ε>0, still denoted by {sε}ε>0, such that
[uε,wε, gε1, g
ε
2] −→ [u,w, g1, g2] weakly in X, as ε→ 0. (72)
Since the embeddings Hσ →֒ L2(Ω), H1(Ω) →֒ L2(Ω), U1 →֒ L2(Γ1) and U2 →֒ L2(Γ3) are compact, we have
[uε,wε, gε1, g
ε
2] −→ [u,w, g1, g2] strongly in L2(Ω)× L2(Ω)× L2(Γ1)× L2(Γ3). (73)
Following the proof of Theorem 3, by considering (72) and (73), we obtain that s = [u,w, g1, g2] ∈ Sad.
Furthermore, since sε ∈ X, by the definition of Jε given in (65), we obtain
J(sε) ≤ Jε(sε),
and by using (70), we get
J(sε) ≤ Jε(sε) ≤ J(s˜). (74)
Since s ∈ Sad and J is weakly lower semicontinuous on Sad, from (72) and (73) we obtain
J [u,w, g1, g2] ≤ lim
ε→0
inf J(sε) ≤ J [u˜, w˜, g˜1, g˜2] ≤ J [u,w, g1, g2],
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and taking into account that s˜ = [u˜, w˜, g˜1, g˜2] is an optimal solution for control problem (22), we conclude
that [u,w, g1, g2] = [u˜, w˜, g˜1, g2]. Then, from (72)-(73), as ε→ 0, we get
[uε,wε, gε1, g
ε
2] −→ [u˜, w˜, g˜1, g˜2] weakly in Sad ⊂ X, (75)
[uε,wε, gε1, g
ε
2] −→ [u˜, w˜, g˜1, g˜2] strongly in L2(Ω)× L2(Ω)× L2(Γ1)× L2(Γ3). (76)
Now, we observe that
‖uε‖2Hσ − ‖u˜‖2Hσ = ‖uε‖2 − ‖u˜‖2 + (∇uε,∇uε −∇u˜) + (∇u˜,∇uε −∇u˜), (77)
‖wε‖2H1 − ‖w˜‖2H1 = ‖wε‖2 − ‖w˜‖2 + (∇wε,∇wε −∇w˜) + (∇w˜,∇wε −∇w˜), (78)
where ∇uε, ∇u˜ ∈ L2(Ω) and ∇wε, ∇w˜ ∈ L2(Ω). Therefore, from (75)-(76), as ε→ 0, we get
(∇uε,∇uε −∇u˜) + (∇u˜,∇uε −∇u˜) −→ 0 and ‖uε‖ −→ ‖u˜‖, (79)
(∇wε,∇wε −∇w˜) + (∇w˜,∇wε −∇w˜) −→ 0 and ‖wε‖ −→ ‖w˜‖, (80)
which, together with (77)-(78), implies that
‖uε‖2
Hσ
−→ ‖u˜‖2
Hσ
and ‖wε‖2H1 −→ ‖w˜‖2H1 .
In particular,
lim sup
ε→0
‖uε‖Hσ = ‖u˜‖Hσ and lim sup
ε→0
‖wε‖H1 = ‖w˜‖H1 . (81)
Since Hσ ×H1(Ω) is a Hilbert space, it is uniformly convex; then from (81) and Proposition 3.32 of [6] p.
78, as ε→ 0, we obtain
[uε,wε] −→ [u˜, w˜] strongly in Hσ ×H1(Ω). (82)
Now, we observe that
‖gε1‖2H1/2(Γ1) − ‖g˜1‖2H1/2(Γ1) = 〈gε1 − g˜1, gε1〉Γ1 + 〈g˜1, gε1 − g˜1〉Γ1 , (83)
‖gε2‖2H1/2(Γ3) − ‖g˜2‖2H1/2(Γ3) = 〈gε2 − g˜2, gε2〉Γ3 + 〈g˜2, gε2 − g˜2〉Γ3 . (84)
Taking into account that U1 ⊂ H1/200 (Γ1) ⊂ L2(Γ1) and U2 ⊂ H1/200 (Γ3) ⊂ L2(Γ3), then from (75)-(76), as
ε→ 0, we deduce that
〈gε1 − g˜1, gε1〉Γ1 + 〈g˜1, gε1 − g˜1〉Γ1 → 0, 〈gε2 − g˜2, gε2〉Γ3 + 〈g˜2, gε2 − g˜2〉Γ3 → 0,
which, together with (83)-(84), implies that
‖gε1‖2H1/2(Γ1) → ‖g˜1‖2H1/2(Γ1) and ‖gε2‖2H1/2(Γ3) → ‖g˜2‖2H1/2(Γ3).
In particular,
lim sup
ε→0
‖gε1‖H1/2(Γ\Γ2) = ‖g˜1‖H1/2(Γ\Γ2) and lim sup
ε→0
‖gε2‖H1/2(Γ) = ‖g˜2‖H1/2(Γ). (85)
Since U1×U2 is a closed set of H1/200 (Γ1)×H1/2(Γ3), from (85) and Proposition 3.32 of [6] p.78, as ε→ 0,
we obtain that
[gε1, g
ε
2] −→ [g˜1, g˜2] strongly in U1 × U2. (86)
Therefore, from (82) and (86), we conclude (68).
In order to prove (69), from (74)-(75) and, since that J is weakly lower semicontinuous on Sad, we obtain
J [u˜, w˜, g˜1, g˜2] ≤ lim inf
ε→0
J(sε) ≤ lim sup
ε→0
J(sε) ≤ J [u˜, w˜, g˜1, g˜2],
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which implies
lim
ε→0
J(sε) = J [u˜, w˜, g˜1, g˜2]. (87)
Then, from (74) and (87), we obtain
J [u˜, w˜, g˜1, g˜2] = lim
ε→0
J [uε,wε, gε1, g
ε
2] ≤ lim
ε→0
Jε[u
ε,wε, gε1, g
ε
2] ≤ J [u˜, w˜, g˜1, g˜2],
which implies (69). ⋄
5.2 Existence of Lagrange Multipliers and Adjoint Equations
For simplicity, we consider the following operators


K : Hσ ×Hσ ×Hσ × H˜σ → H′, K˜ : Hσ ×Hσ ×H1(Ω)×H10 (Ω)→ H′,
BT : Hσ ×Hσ × H˜σ → H′, E : Hσ ×H1(Ω)×H10 (Ω)→ H′,
E˜ : Hσ ×Hσ ×H10 (Ω)→ (H1(Ω))′, F ′ : Hσ × H˜σ → H′,
G′ : Hσ ×H10 (Ω)→ H′,
(88)
defined by 

〈K[u,u,u,λ],v〉 = (η′(Nu)(Nv)u · ∇u,λ) ∀v ∈ Hσ,
〈K˜[u,u,w, κ],v〉 = (η′(Nu)(Nv)u · ∇w, κ) ∀v ∈ Hσ,
〈BT [u,u,λ],v〉 = (η(Nu)(u · ∇v + v · ∇u),λ) ∀v ∈ Hσ,
〈E[u,w, κ],v〉 = (η(Nu)v · ∇w, κ) ∀v ∈ Hσ,
(E˜[u,u, κ], z) = (η(Nu)u · ∇z, κ) ∀z ∈ H1(Ω),
〈F ′[u,λ],v〉 = (η′(Nu)(Nv)f ,λ) ∀v ∈ Hσ,
〈G′[u, κ],v〉 = (η′(Nu)(Nv)g, κ) ∀v ∈ Hσ,
(89)
where η′ denotes the first derivative of η.
Theorem 5 Let f ∈ L2(Ω), g ∈ L2(Ω), u0 ∈ H1/200 (Γ0), g1 ∈ U1, w0 ∈ H1/200 (Γ0), g2 ∈ U2 and η ∈ C1(R).
Then, for any optimal solution [uε,wε, gε1, g
ε
2] ∈ X of problem (64)-(65) there exist Lagrange multipliers
[λε, φε, ξε, ϑε] ∈ H˜σ ×H10 (Ω)×H−1/200 (Γ \ Γ2)×H−1/2(Γ) given by
λε =
1
ε
A−1(µ1Au
ε +B[uε,uε,uε]− 2µrrotwε − F (uε)) ∈ H˜σ, (90)
φε =
1
ε
A˜−1(µ2A˜w
ε + B˜[uε,uε,wε] + 4µrw
ε − 2µrrotuε −G(uε)) ∈ H10 (Ω), (91)
ξε =
1
ε
(uε|Γ\Γ2
− ugε
1
) ∈ L2(Γ \ Γ2) ⊂ H−1/200 (Γ \ Γ2), (92)
ϑε =
1
ε
(wε|Γ − wgε2 ) ∈ L2(Γ) ⊂ H−1/2(Γ), (93)
which satisfies the following system
µ1〈Aλε,v〉 + 〈K[uε,uε,uε,λε],v〉 + 〈BT [uε,uε,λε],v〉+ 〈K˜[uε,uε,wε, φε],v〉
+〈E[uε,wε, φε],v〉 + 〈J ′u(uε),v〉 + 〈ξε,v〉Γ\Γ2 + (uε − u˜,v)Hσ
= 2µr(rotφ
ε,v) + 〈F ′[uε,λε],v〉+ 〈G′[uε, φε],v〉 ∀v ∈ Hσ, (94)
µ2(A˜φ
ε, z) + 〈E˜[uε,uε, φε], z〉+ 4µr(φε, z) + (wε − w˜, z)H1 + β3(wε − wd, z) + 〈ϑε, z〉Γ
= 2µr(rotλ
ε, z) ∀z ∈ H1(Ω), (95)
β5〈gε1, g1 − gε1〉Γ1 + 〈gε1 − g˜1, g1 − gε1〉Γ1 − 〈ξε, g1 − gε1〉Γ1 ≥ 0 ∀g1 ∈ U1, (96)
β6〈gε2, g2 − gε2〉Γ3 + 〈gε2 − g˜2, g2 − gε2〉Γ3 − 〈ϑε, g2 − gε2〉Γ3 ≥ 0 ∀g2 ∈ U2, (97)
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where
〈J ′u(uε),v〉 := β1(rotuε, rotv) + β2(uε − ud,v) + β4(η(Nuε)− ρd, η′(Nuε)Nv). (98)
Moreover, there exists a constant C > 0, independent of ε, such that
‖ξε‖
H
−1/2
00
(Γ\Γ2)
≤ C + C‖[λε, φε]‖
H˜σ×H10
, (99)
‖ϑε‖H−1/2(Γ) ≤ C + C‖[λε, φε]‖H˜σ×H10 . (100)
Proof. We introduce the function F : [0, 1]× [0, 1]× [0, 1]× [0, 1] −→ R defined by
F [ζ1, ζ2, ζ3, ζ4] = Jε[uε + ζ1v,wε + ζ2z, gε1 + ζ3(g1 − gε1), gε2 + ζ4(g2 − gε2)], (101)
where [v, z, g1, g2] ∈ X.
Since the function F attains its minimum at 0 = [0, 0, 0, 0] and U1 × U2 is convex, we have
∂F
∂ζ1
(0) = 0,
∂F
∂ζ2
(0) = 0,
∂F
∂ζ3
(0) ≥ 0, ∂F
∂ζ4
(0) ≥ 0. (102)
Therefore, from (102), and the definitions of λε, φε, ξε, ϑε given in (90)-(93), we obtain the system (94)-(97).
Now we will prove inequality (99). From (94) we get
|〈ξε,v〉Γ\Γ2 | ≤ µ1|〈Aλε,v〉|+ |〈K[uε,uε,uε,λε],v〉|+ |〈BT [uε,uε,λε],v〉|
+|〈K˜[uε,uε,wε, φε],v〉|+ |〈E[uε,wε, φε],v〉|+ |〈J ′u(uε),v〉|
+|(uε − u˜,v)Hσ |+ 2µr|(rotφε,v)|+ |〈F ′[uε,λε],v〉|
+|〈G′[uε, φε],v〉|. (103)
We shall find bounds for the terms on right hand side of (103). By using the Ho¨lder inequality and observing
that ‖v‖Hσ ≤ C‖v‖H˜σ , we obtain
µ1|〈Aλε,v〉| ≤ 2µ1|(D(λε), D(v))| + 2αµ1
∣∣∣∣
∫
Γ2
λε · v dΓ
∣∣∣∣
≤ 2µ1‖D(λε)‖‖D(v)‖+ 2αµ1‖λε‖L2(Γ)‖v‖L2(Γ)
≤ C‖v‖Hσ‖λε‖H˜σ + 2µ1αC‖λε‖H˜σ‖v‖Hσ ≤ C‖v‖Hσ‖λε‖H˜σ , (104)
2µr|(rotφε,v)| ≤ 2µr‖rotφε‖‖v‖ ≤ Cµr‖φε‖H1
0
‖v‖Hσ ≤ C‖v‖Hσ‖φε‖H1
0
. (105)
Now, by using the Ho¨lder inequality and the fact that ‖uε‖Hσ ≤ C, where C is independent of ε, we obtain
|(uε − u˜,v)Hσ | ≤ C‖uε − u˜‖Hσ‖v‖Hσ ≤ C‖v‖Hσ . (106)
From (68), the definition of N and η given in Subsection 2.1, we deduce that
‖η(N(uε)‖∞ ≤ C, ‖η′(N(uε)‖∞ ≤ C, ‖Nv‖∞ ≤ C‖Nv‖H2 ≤ C‖v‖Hσ , (107)
where C is a constant independent of ε. By the Ho¨lder inequality, (107) and the definition of 〈J ′u(uε),v〉
given in (98), we obtain
|〈J ′
u
(uε),v〉| ≤ β1|(rotuε, rotv)|+ β2|(uε − ud,v)|+ β4|(η(N(uε))− ρd, η′(N(uε))Nv)|
≤ β1‖rotuε‖‖rotv‖ + β2‖uε − ud‖‖v‖+ β4‖η(Nuε)− ρd‖∞‖η′(Nuε)‖‖Nv‖
≤ β1C‖v‖Hσ + β2C‖v‖Hσ + β4C‖v‖Hσ ≤ C‖v‖Hσ . (108)
Also, by the Ho¨lder and Poincare´ inequalities, (107) and the definition of the operators BT , E, K, K˜, F ′,
and G′ given in (89), we obtain
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|〈BT [uε,uε,λε],v〉| = |〈B[uε,uε,v] +B[uε,v,uε],λε〉|
≤ |(η(Nuε)uε · ∇v,λε)|+ |(η(Nuε)v · ∇uε,λε)|
≤ ‖η(Nuε)‖∞(‖uε‖3‖∇v‖+ ‖v‖3‖∇uε‖)‖λε‖6
≤ C‖uε‖Hσ‖v‖Hσ‖λε‖H˜σ ≤ C‖v‖Hσ‖λε‖H˜σ , (109)
|〈E[uε,wε, φε],v〉| = |(η(Nuε)v · ∇wε, φε)|
≤ ‖η(Nuε)‖∞‖v‖3‖∇wε‖‖φε‖6
≤ C‖v‖Hσ‖wε‖H1‖φε‖H1
0
≤ C‖v‖Hσ‖φε‖H1
0
, (110)
|〈K[uε,uε,uε,λε],v〉| = |(η′(Nuε)(Nv)uε · ∇uε,λε)|
≤ ‖η′(Nuε)‖∞‖Nv‖∞‖uε‖3‖∇uε‖‖λε‖6
≤ C‖v‖Hσ‖uε‖2Hσ‖λε‖H˜σ ≤ C‖v‖Hσ‖λε‖H˜σ , (111)
|〈K˜[uε,uε,wε, φε],v〉| = |(η′(Nuε)(Nv)uε · ∇wε, φε)|
≤ ‖η′(Nuε)‖∞‖Nv‖∞‖uε‖3‖∇wε‖‖φε‖6
≤ C‖v‖Hσ‖uε‖Hσ‖wε‖H1‖φε‖H1
0
≤ C‖v‖Hσ‖φε‖H1
0
, (112)
|〈F ′[uε,λε],v〉| = |(η′(Nuε)(Nv)f ,λε)|
≤ ‖η′(Nuε)‖∞‖Nv‖∞‖f‖‖λε‖ ≤ C‖v‖Hσ‖λε‖H˜σ , (113)
|〈G′[uε, φε],v〉| = |(η′(Nuε)(Nv)g, φε)|
≤ ‖η′(Nuε)‖∞‖Nv‖∞‖g‖‖φε‖ ≤ C‖v‖Hσ‖φε‖H1
0
. (114)
By substituting inequalities (104)-(106) and (108)-(114) in (103), we obtain
|〈ξε,v〉Γ\Γ2 | ≤ C‖v‖Hσ + C‖v‖Hσ(‖λε‖H˜σ + ‖φε‖H10 ),
and then, we deduce that
‖ξε‖
H
−1/2
00
(Γ\Γ2)
≤ C + C(‖λε‖
H˜σ
+ ‖φε‖H1
0
) ≤ C +
√
2C‖[λε, φε]‖
H˜σ×H10
,
which implies (99). Analogously we can obtain (100). ⋄
5.3 Optimality System
This subsection is devoted to obtain an optimality system to problem (22). We first show the existence of
Lagrange multipliers.
Theorem 6 Let f ∈ L2(Ω), g ∈ L2(Ω), u0 ∈ H1/200 (Γ0), g1 ∈ U1, w0 ∈ H1/200 (Γ0), g2 ∈ U2 and η ∈ C1(R).
Then, for any optimal solution s˜ = [u˜, w˜, g˜1, g˜2] ∈ Sad of problem (22) there exist Lagrange multipliers
[λ0,λ, φ, ξ, ϑ] ∈ (R+ ∪ {0})× H˜σ ×H10 (Ω)×H−1/200 (Γ \Γ2)×H−1/2(Γ), not all zero, satisfying the following
system:
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µ1〈Aλ,v〉 + 〈K[u˜, u˜, u˜,λ],v〉+ 〈BT [u˜, u˜,λ],v〉+ 〈K˜[u˜, u˜, w˜, φ],v〉 + 〈E[u˜, w˜, φ],v〉
+λ0〈J ′u(u˜),v〉+ 〈ξ,v〉Γ\Γ2 − 2µr(rotφ,v) = 〈F ′[u˜,λ],v〉 + 〈G′[u˜, φ],v〉 ∀v ∈ Hσ, (115)
µ2〈A˜φ, z〉+ 〈E˜[u˜, u˜, φ], z〉+ 4µr(φ, z) + λ0β3(w˜− wd, z) + 〈ϑ, z〉Γ
= 2µr(rotλ, z) ∀z ∈ H1(Ω), (116)
λ0β5〈g˜1, g1 − g˜1〉Γ1 − 〈ξ, g1 − g˜1〉Γ1 ≥ 0 ∀g1 ∈ U1, (117)
λ0β6〈g˜2, g2 − g˜2〉Γ3 − 〈ϑ, g2 − g˜2〉Γ3 ≥ 0 ∀g2 ∈ U2. (118)
Proof. From (99)-(100) we have
‖ξε‖
H
−1/2
00
(Γ\Γ2)
+ ‖ϑε‖H−1/2(Γ) ≤ C + C‖[λε, φε]‖H˜σ×H10 . (119)
For ‖[λε, φε]‖
H˜σ×H10
we have the following cases
‖[λε, φε]‖
H˜σ×H10
≤ C or ‖[λε, φε]‖
H˜σ×H10
−→∞, when ε→ 0.
Case 1: Iε = ‖[λε, φε]‖H˜σ×H10 ≤ C, where C is independent of ε.
Since the sequence {[λε, φε]}ε>0 is bounded in H˜σ × H10 (Ω), there exists [λ, φ] ∈ H˜σ × H10 (Ω) and a
subsequence of {[λε, φε]}ε>0, still denoted by {[λε, φε]}ε>0, such that as ε→ 0,
[λε, φε] −→ [λ, φ] weakly in H˜σ ×H10 (Ω) and strongly in L2(Ω)× L2(Ω). (120)
Then, taking into account the convergences (68) and (120), as ε→ 0, we can obtain


µ1〈Aλε,v〉 → µ1〈Aλ,v〉,
〈K[uε,uε,uε,λε],v〉 → 〈K[u˜, u˜, u˜,λ],v〉,
〈K˜[uε,uε,wε, φε],v〉 → 〈K˜[u˜, u˜, w˜, φ],v〉,
〈BT [uε,uε,λε],v〉 → 〈BT [u˜, u˜,λ],v〉,
〈E[uε,wε, φε],v〉 → 〈E[u˜, w˜, φ],v〉,
2µr(rotφ
ε,v) → 2µr(rotφ,v),
〈F ′[uε,λε],v〉, → 〈F ′[u˜,λ],v〉,
〈G′[uε, φε],v〉 → 〈G′[u˜, φ],v〉,
µ2〈A˜φε, z〉 → µ2〈A˜φ, z〉,
〈E˜[uε,uε, φε], z〉 → 〈E˜[u˜, u˜, φ], z〉,
4µr(φ
ε, z) → 4µr(φ, z),
β3(w
ε − wd, z) → β3(w˜ − wd, z),
2µr(rotλ
ε, z) → 2µr(rotλ, z),
〈J ′
u
(uε),v〉 → 〈J ′
u
(u˜),v〉,
(121)
for all [v, z] ∈ Hσ ×H1(Ω). In (121), the operators A, A˜,K, K˜, BT , E, E˜, F ′, G′, and J ′u are defined in (66),
(89) and (98).
Since ‖[λε, φε]‖
H˜σ×H10
≤ C, from (119), we have that the sequence {[ξε, ϑε]}ε>0 is bounded in H−1/200 (Γ\
Γ2)×H−1/2(Γ). Then, there exist [ξ, ϑ] ∈ H−1/200 (Γ\Γ2)×H−1/2(Γ) and a subsequence of {[ξε, ϑε]}ε>0, still
denoted by {[ξε, ϑε]}ε>0, such that as ε→ 0, we have
[ξε, ϑε] −→ [ξ, ϑ] weakly in H−1/200 (Γ \ Γ2)×H−1/2(Γ),
that is,
〈ξε,v〉Γ\Γ2 −→ 〈ξ,v〉Γ\Γ2 ∀v ∈ Hσ, 〈ϑε, z〉Γ −→ 〈ϑ, z〉Γ ∀z ∈ H1(Ω). (122)
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Thus, observing (121)-(122) and passing to the limit in (96)-(97), as ε→ 0, we obtain the system (115)-(118)
with λ0 = 1.
Case 2: Iε = ‖[λε, φε]‖H˜σ×H10 →∞ as ε→ 0.
By denoting
λ˜
ε
=
λε
Iε
, φ˜ε =
φε
Iε
, (123)
for all ε > 0, we have
‖[λ˜ε, φ˜ε]‖
H˜σ×H10
= 1. (124)
Thus, the sequence {[λ˜ε, φ˜ε]}ε>0 is bounded in H˜σ ×H10 (Ω). Then there exist [λ, φ] ∈ H˜σ ×H10 (Ω) and a
subsequence of {[λ˜ε, φ˜ε]}ε>0, still denoted by {[λ˜ε, φ˜ε]}ε>0, such that, as ε→ 0, we have
[λ˜
ε
, φ˜ε] −→ [λ, φ] weakly in H˜σ ×H10 (Ω) and strongly in L2(Ω)× L2(Ω). (125)
Moreover, by denoting
ξ˜
ε
=
ξ
Iε
, ϑ˜ε =
ϑε
Iε
, (126)
from (99) and (100), we obtain that ‖ξ˜ε‖
H
−1/2
00
(Γ\Γ2)
+ ‖ϑ˜ε‖H−1/2(Γ) ≤ CIε + C ≤ C, which implies that
{[ξ˜ε, ϑ˜ε]}ε>0 is bounded in H−1/200 (Γ \ Γ2)×H−1/2(Γ). Then, there exist [ξ, ϑ] ∈ H−1/200 (Γ \ Γ2)×H−1/2(Γ)
and a subsequence of {[ξ˜ε, ϑ˜ε]}ε>0, still denoted by {[ξ˜ε, ϑ˜ε]}ε>0, such that, as ε→ 0, we have
〈ξ˜ε,v〉Γ\Γ2 −→ 〈ξ,v〉Γ\Γ2 ∀v ∈ Hσ, 〈ϑ˜ε, z〉Γ −→ 〈ϑ, z〉Γ ∀z ∈ H1(Ω). (127)
Observing (123), (126), and dividing the terms of the system (94)-(97) by Iε, we obtain
µ1〈Aλ˜ε,v〉 + 〈K[uε,uε,uε, λ˜ε],v〉+ 〈BT [uε,uε, λ˜ε],v〉 + 〈K˜[uε,uε,wε, φ˜ε],v〉
+〈E[uε,wε, φ˜ε],v〉 + 1
Iε
〈J ′u(uε),v〉+ 〈ξ˜
ε
,v〉Γ\Γ2 +
1
Iε
(uε − u˜,v)Hσ
= 2µr(rot φ˜
ε,v) + 〈F ′[uε, λ˜ε],v〉 + 〈G′[uε, φ˜ε],v〉, (128)
µ2〈A˜φ˜ε, z〉+ 〈E˜[uε,uε, φ˜ε], z〉+ 4µr(φ˜ε, z) + 1
Iε
(wε − w˜, z)H1 + β3 1
Iε
(wε − wd, z)
+〈ϑ˜ε, z〉Γ = 2µr(rot λ˜ε, z), (129)
β5
Iε
〈gε1, g1 − gε1〉Γ1 +
1
Iε
〈gε1 − g˜1, g1 − gε1〉Γ1 − 〈ξ˜
ε
, g1 − gε1〉Γ1 ≥ 0, (130)
β6
Iε
〈gε2, g2 − gε2〉Γ3 +
1
Iε
〈gε2 − g˜2, g2 − gε2〉Γ3 − 〈ϑ˜ε, g2 − gε2〉Γ3 ≥ 0, (131)
for all [v, z, g1, g2] ∈ Hσ ×H1(Ω)× U1 × U2.
Therefore, observing the convergences (121), (125), (127), and passing to the limit in (128)-(131) when
ε→ 0, we obtain the system (115)-(118) with λ0 = 0.
Now we only need to verify that [0,λ, φ, ξ, ϑ] 6= 0.
Observing that 〈Aλ˜ε, λ˜ε〉 = 2‖λ˜ε‖2
H˜σ
+ 2α‖λ˜ε‖2
L2(Γ2)
and 〈A˜φ˜ε, φ˜ε〉 = ‖φ˜ε‖2
H1
0
, and replacing v = λ˜
ε
in
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(128) and z = φ˜ε in (129), we obtain
2µ1(‖λ˜ε‖2
H˜σ
+ α‖λ˜ε‖2
L2(Γ2)
) = −〈K[uε,uε,uε, λ˜ε], λ˜ε〉 − 〈BT [uε,uε, λ˜ε], λ˜ε〉
−〈K˜[uε,uε,wε, φ˜ε], λ˜ε〉 − 〈E[uε,wε, φ˜ε], λ˜ε〉
− 1
Iε
〈J ′u(uε), λ˜
ε〉 − 〈ξ˜ε, λ˜ε〉Γ\Γ2 −
1
Iε
(uε − u˜, λ˜ε)Hσ
+2µr(rot φ˜
ε, λ˜
ε
) + 〈F ′[uε, λ˜ε], λ˜ε〉+ 〈G′[uε, φ˜ε], λ˜ε〉, (132)
µ2‖φ˜ε‖2H1
0
+ 4µr‖φ˜ε‖2 = −〈E˜[uε,uε, φ˜ε], φ˜ε〉 − 1
Iε
(wε − w˜, φ˜ε)H1
−β3 1
Iε
(wε − wd, φ˜ε)− 〈ϑ˜ε, φ˜ε〉Γ + 2µr(rot λ˜ε, φ˜ε). (133)
If [λ, φ] = [0, 0], considering (120)-(121) and passing to the limit in (132)-(133) as ε → 0, we obtain that
µ1‖λ˜ε‖2
H˜σ
−→ 0 and µ2‖φ˜ε‖2H1
0
−→ 0; then it follows
‖[λ˜ε, φ˜ε]‖2
H˜σ×H10
= ‖λ˜ε‖2
H˜σ
+ ‖φ˜ε‖2H1
0
→ 0,
which contradicts the equality given in (124). Therefore, we conclude that [λ, φ] 6= [0, 0] and consequently
[0,λ, φ, ξ, ϑ] 6= 0. Thus, the proof of the theorem is finished. ⋄
Remark 4 From (16) and (115)-(118), we obtain the following optimality system for problem (22) consti-
tuted by the state equations (16), the adjoint equations (115)-(116) and the optimality conditions (117)-(118).
Corollary 1 Suppose that the assumptions of Theorem 6 are satisfied and let [u˜, w˜, g˜1, g˜2] ∈ Sad an optimal
solution to problem (22). Let µ1 and µ2 large enough such that
δ˜ > C(‖[u˜, w˜]‖Hσ×H1 + ‖[u˜, w˜]‖2Hσ×H1 + ‖f‖+ ‖g‖+ µr), (134)
where δ˜ = min{2µ1, µ2} and C is a positive constant depending only on Ω, ‖η(N u˜)‖∞, and ‖η′(N u˜)‖∞.
Then, there exists a unique [λ0,λ, φ, ξ, ϑ] ∈ (R+∪{0})× H˜σ×H10 (Ω)×H−1/200 (Γ\Γ2)×H−1/2(Γ) satisfying
(115)-(118), with λ0 = 1.
Proof. We assume that λ0 = 0. Then, by setting v = λ in (115) and z = φ in (116), taking into account
that 〈ξ,λ〉Γ\Γ2 = 0 and 〈ϑ, φ〉Γ = 0, observing the estimates given in (105), (109)-(114), and definition of A,
A˜, we obtain
2µ1‖λ‖2 ≤ Cµr‖[λ, φ]‖2
H˜σ×H10
+ C‖η(N u˜)‖∞(‖u˜‖Hσ + ‖w˜‖H1 + ‖u˜‖2Hσ)‖[λ, φ]‖2H˜σ×H10
+C‖η′(N u˜)‖∞(‖u˜‖Hσ‖w˜‖H1 + ‖f‖+ ‖g‖)‖[λ, φ]‖2H˜σ×H10 ,
µ2‖φ‖2 ≤ Cµr‖[λ, φ]‖2
H˜σ×H10
.
Then, by adding the above inequalities, we deduce
δ˜‖[λ, φ]‖2
H˜σ×H10
≤ C(‖[u˜, w˜]‖Hσ×H1 + ‖[u˜, w˜]‖2Hσ×H1 + ‖f‖+ ‖g‖+ µr)‖[λ, φ]‖2H˜σ×H10 ,
which, by applying condition (134) implies that ‖[λ, φ]‖2
H˜σ×H10
= 0, that is, λ = 0 and φ = 0. In this case,
the equations (115) and (116) can be rewritten as 〈ξ,v〉Γ\Γ2 = 0 for any v ∈ Hσ and 〈ϑ, z〉Γ = 0 for any
z ∈ H1(Ω), respectively. Hence we have ξ = 0 and ϑ = 0, which contradicts Theorem 6. ⋄
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Remark 5 If the Lagrange multiplier λ0 = 1, then the optimality conditions are equivalent to
〈β5g˜1 − ξ, g1 − g˜1〉Γ1 ≥ 0 and 〈β6g˜2 − ϑ, g2 − g˜2〉Γ3 ≥ 0. (135)
Since the set of controls U1 × U2 is convex, from inequalities (135) we obtain
g˜1 = Proj
U1
(
ξ
β5
)
on Γ1, g˜2 = Proj
U2
(
ϑ
β6
)
on Γ3.
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