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LEFSCHETZ OPERATORS, HODGE-RIEMANN FORMS, AND
REPRESENTATIONS
PETER FIEBIG
Abstract. For a field of characteristic 6= 2 we study vector spaces that are
graded by the weight lattice of a root system, and are endowed with linear
operators in each simple root direction. We show that this data extends to a
weight lattice graded semisimple representation of the corresponding Lie alge-
bra, if and only if there exists a bilinear form that satisfies properties (roughly)
analogous to those of the Hodge-Riemann forms in complex geometry. In the
second part of the article we replace the field by the p-adic integers (with p 6= 2)
and show that in this case the existence of a certain bilinear form is equivalent
to the existence of a structure of a tilting module for the associated simply
connected p-adic Chevalley group.
1. Introduction
Let R be a root system, Π ⊂ R a basis and X the weight lattice. Let K be a
field of characteristic 6= 2, and let (g, h) be the split semi-simple Lie algebra over
K with root system R. Suppose that M =
⊕
µ∈X Mµ is an X-graded K-vector
space. Suppose that for each simple root α ∈ Π we have an operator Fα : M →M
that is homogeneous of degree −α. One motivation for the present article is to
find an answer to the following question: Under what additional conditions is
there a g-module structure on M such that for each α the homomorphism Fα is
the action map of a Chevalley generator associated with the negative root −α,
and h acts on Mµ via the character associated with µ?
In the case that R is the root system of type A1, K is a field of characteristic
0, and M is finite dimensional, an answer to the above question is well-known.
In that case we can identify X with Z in such a way that the positive root
corresponds to 2. Let M =
⊕
n∈ZMn be a finite dimensional, Z-graded vector
space, and F : M → M a homogeneous K-linear map of degree −2. Recall that
F is called a Lefschetz operator if for any l ≥ 0 the homorphism F l : Ml →M−l is
an isomorphism. Denote by e, h, f ∈ sl2(K) the standard generators. Then the
following are equivalent.
(1) There is an sl2(K)-module structure onM such thatMn is the eigenspace
for the action of h with eigenvalue n and the action map of f is F .
(2) F is a Lefschetz operator.
1
2Now we give a third equivalent condition in this case. For any m ∈ Z let
M≥m ⊂ M be the smallest F -stable subspace containing Mn for all n ≥ m.
Then conditions (1) and (2) above are equivalent to the following.
(3) There exists a symmetric non-degenerate bilinear form (·, ·) on M with
the following properties.
(a) Mn and Mm are orthogonal if m 6= n.
(b) The restriction of (·, ·) to M≥m is non-degenerate for all m ∈ Z.
(c) If we denote by E : M → M the adjoint of F with respect to (·, ·),
then [E, F ]|Mn = n · idMn for all n ∈ Z.
The equivalence of (1), (2) and (3) are the cornerstones of the most common
proof of the Hard Lefschetz theorem for complex Ka¨hler manifolds. In this case,
the bilinear form (·, ·) is the Hodge-Riemann form. We provide a proof of the
above, as a motivation for the following, in Section 2.
Admittedly, condition (3) is, compared to (1), rather involved. But it has the
advantage that it easily generalizes to other root systems. So let M =
⊕
µ∈X Mµ
and {Fα}α∈Π be as in the first paragraph of this introduction. We call a subset I
of X closed if it contains with any element µ all elements that are bigger than µ
with respect to the usual order on X . Then we let MI be the smallest subspace
of M that contains Mµ for all µ ∈ I and is stable under all maps Fα. We call a
bilinear form (·, ·) an HR-form if the following are satisfied.
(1) (·, ·) is non-degenerate and symmetric.
(2) Mµ and Mν are orthogonal if µ 6= ν.
(3) For any closed subset I of X , the restriction of (·, ·) to MI ×MI is non-
degenerate as well.
(4) Denote by Eα : M → M the adjoint of Fα with respect to (·, ·). Then
[Eα, Fα]|Mµ = 〈µ, α
∨〉 · idMµ for all α ∈ Π and µ ∈ X and [Eα, Fβ] = 0 if
α 6= β.
The first main result of this article is the following.
Theorem 1. Let K be a field of characteristic 6= 2. The following are equivalent.
(1) There exists an HR-form on M .
(2) There exists a structure of a semisimple X-graded representation of g on
M such that for all α ∈ Π, the homomorphism Fα is the action map
of a Chevalley generator corresponding to −α. (See Section 4.1 for the
definition of an X-graded representation of g.)
It might be worth pointing out that in the situation of the theorem above, the
required commutation relations between the Eα’s and Fβ’s are relations that are
certainly satisfied for the standard generators of the Lie algebra, but that the
less obvious Serre relations in the Lie algebra are a formal consequence of the
existence of an HR-form. A similar result in the framework of quantum groups
was obtained by Lusztig (cf. [L, Chapter 1.4]).
3In the second part of this article we generalize this further. For a prime number
p denote by Zp the ring of p-adic integers. We now consider X-graded Zp-modules
M =
⊕
µ∈X Mµ that are free of finite rank, together with Zp-linear operators
Fα : M → M of degree −α for all α ∈ Π. We assume that for any α ∈ Π and
n ≥ 0 we have F nα (M) ⊂ n!M . Hence F
(n)
α := F nα /n! is a well-defined operator on
M . For a closed subset I of X we denote by MI the smallest Zp-submodule that
is stable under all maps F
(n)
α with n ≥ 0 and α ∈ Π and contains all Mµ with
µ ∈ I. We assume that, as a Zp-module, MI is a direct summand in M for all
such I. In this situation we call a Zp-bilinear form (·, ·) on M a p-adic HR-form
if the following are satisfied.
(1) It is symmetric.
(2) For any closed subset I of X , the restriction to MI ×MI is faithful.
(3) Mµ and Mν are orthogonal if µ 6= ν.
(4) If we denote by Eα the adjoint of Fα with respect to (·, ·), then [Eα, Fα]|Mµ =
〈µ, α∨〉 · idMµ for all α ∈ Π and µ ∈ X and [Eα, Fβ] = 0 if α 6= β.
Denote by GZp the split semi-simple, simply connected algebraic group associ-
ated with R over the ring Zp. Then the second main result of this article is the
following.
Theorem 2. Suppose p 6= 2. Then the following are equivalent.
(1) There exists an HR-form on M .
(2) There exists a GZp-module structure on M such that M =
⊕
µ∈X Mµ is
the weight decomposition, Fα is the action map of a Chevalley generator
in Lie(GZp) corresponding to −α, and with this structure, M is a tilting
module.
In a forthcoming article the interested reader will find an algorithm that makes
use of the above result. This algorithm takes a dominant weight λ and constructs
the X-graded space underlying the indecomposable tilting module TZp(λ) with
highest weight λ together with its structure as a module for the algebra of distri-
butions of GZp. In particular, it yields its character. The algorithm is inductive
on the weights, i.e. it constructs TZp(λ)µ starting from µ = λ by downwards
induction.
Remark 1.1. The main results in this article illustrate the concept that the world
is more semi-simple than it a priori has a right to be1, and that hidden geo-
metric structure in representation theory is often provided by non-degenerate
bilinear forms2. I would like to thank Tom Braden for sharing his ideas on
semi-infinite moment graphs. His construction of bilinear forms on semi-infinite
Braden–MacPherson sheaves was highly inspiring for the present article.
1 G. Williamson, ICM talk 2018
2 G. Williamson, ICM talk 2018
42. Motivation: Lefschetz operators and representations of sl2
As a motivating example we treat in detail the case of the root system A1 and
characteristic 0 field coefficients in this section. So we fix a fieldK of characteristic
0, a Z-graded K-vector space M =
⊕
n∈ZMn of finite dimension, and a K-linear
homogeneous map F : M → M of degree −2. Recall that one says that F is a
Lefschetz operator if for any l ≥ 0 the l-th power of F induces an isomorphism
Ml
∼
−→M−l
3. For any m ∈ Z we denote by M{≥m} the smallest F -stable subspace
ofM that contains all homogeneous componentsMn with n ≥ m. This is a graded
subspace.
Let e, f, h ∈ sl2(K) be the standard generators with relations [e, f ] = h, [h, e] =
2e and [h, f ] = −2f .
Proposition 2.1. The following are equivalent:
(1) F is a Lefschetz operator.
(2) There exists an sl2(K)-module structure on M such that for all n ∈ Z,
Mn is the h-eigenspace with eigenvalue n, and F is the action map of f .
(3) There exists a symmetric K-bilinear form (·, ·) on M such that the fol-
lowing holds:
• The restriction of (·, ·) to M{≥m} ×M{≥m} is non-degenerate for all
m ∈ Z.
• Mn and Mm are orthogonal for m 6= n.
• For each n ∈ Z and v ∈Mn we have [E, F ](v) = nv, where E : M →
M is the adjoint to F with respect to (·, ·).
Remark 2.2. The above statement is well-known. It appears in the most common
proof of the Hard Lefschetz theorem for complex Ka¨hler manifolds, which is due to
Chern (cf. [C]). In this setup, M is the graded cohomology of such a manifold,
shifted in degree by the complex dimension, and F is given by the action of
the Ka¨hler form. The statement is that F is then a Lefschetz operator in the
above sense, and its proof shows that property (3) is satisfied. The bilinear form
appearing in (3) is the Hodge-Riemann form.
Proof. Suppose that F is a Lefschetz operator onM . For allm ≥ 0 letMpm ⊂Mm
be the kernel of Fm+1|Mm : Mm → M−m−2, and set M
p :=
⊕
n≥0M
p
n . This is
called the set of primitive vectors. We claim that for each n ≥ 0 and v ∈ Mn
there are unique elements mn ∈M
p
n , mn+2 ∈M
p
n+2,. . . such that
v = mn + F (mn+2) + F
2(mn+4) + . . . .
First we prove the existence of such a presentation. Note that if v ∈ Mn admits
a representation as above, then so does F (v) ∈ Mn−2. Using induction it is
3In the theory of Lefschetz operators it is much more customary to consider homogeneous
operators of degree +2. However, since the applications for the theory developed here are
mainly of representation theoretic nature, where one is used to the notion of highest weight
rather than lowest weight modules, we multiply the indices with −1.
5hence enough to show that each v ∈ Mn can be written as v = F (v
′) +mn with
mn ∈ M
p
n and v
′ ∈ Mn+2. For such a v consider w := F
n+1(v) ∈ M−n−2. As
F is a Lefschetz operator there is a v′ ∈ Mn+2 such that F
n+2(v′) = w. Then
mn := v − F (v
′) is in the kernel of F n+1, hence primitive.
Now we show that a presentation as above for v is unique. It suffices to show
this for v = 0. So suppose there is a presentation 0 = mn+F (mn+2)+F
2(mn+4)+
. . . . with the property that not all of the mi’s are = 0. Let r ≥ 0 be maximal
with mn+2r 6= 0.Then 0 = F
n+r(0) = F n+2r(mn+2r), which contradicts the fact
that F n+2r : Mn+2r → M−n−2r is an isomorphism.
Similarly, for n > 0 and v ∈M−n there are unique elements mn ∈M
p
n , mn+2 ∈
Mpn+2, . . . such that
v = F n(mn) + F
n+1(mn+2) + F
n+2(mn+4) + . . . .
This result is obtained from the previous using the isomorphism F n : Mn → M−n.
Hence we can write M = M(1) ⊕ · · · ⊕M(l), where each M(s) is an F -stable,
Z-graded linear subspace ofM with the property that there is some homogeneous
element ms ∈ M(s) ∩M
p
ns
with ns ≥ 0 and such that ms, F (ms), . . . , F
ns(ms) is
a basis of M(s). In particular, the dimension of M(s) is ns + 1.
Now recall that a finite dimensional sl2(K)-module with a diagonalizable action
of h splits into a direct sum of copies of irreducible highest weight modules. The
highest weight module L(n) (with n ≥ 0) has a basis v1, v2, . . . , vn+1 that satisfies
the following: f.vj = vj+1 for 1 ≤ j ≤ n and f.vn+1 = 0, h.vj = (n − 2j)vi for
1 ≤ j ≤ n + 1, and e.vj = j(n − j + 1)vj−1 for 2 ≤ j ≤ n + 1 and e.v1 = 0 (cf.
[H, Section 7.2], where the basis is differently normalized). On each M(s) we can
now define the structure of an sl2(K)-module as follows. Set n = ns + 1 and let
h act as multiplication with i on each homogeneous element of degree i, f by F
and e by setting e.F j(ms) := j(n− j + 1)F
j−1(ms). This proves that (1) implies
(2).
Now assume (2). Recall that there is an involutive antiautomorphism τ on
sl2(K) with τ(e) = f and τ(h) = h. For a finite dimensional representation M
we denote by dM the contravariant representation. As a vector space, dM is
the K-linear dual M∗ of M , and the action is given by (x.f)(m) = f(τ(x).m)
for x ∈ g, f ∈ dM and m ∈ M . We then have an h-weight decomposition
dM =
⊕
i∈Z(dM)i with (dM)i = (Mi)
∗. It follows from the above discussion
that dL(n) ∼= L(n). Any such isomorphism is given by a non-degenerate bilinear
form (·, ·) on L(λ) that has the property that (x.m, n) = (m, τ(x).n) for all
x ∈ g and m,n ∈ L(λ). So the h-eigenraum decomposition is orthogonal. In
particular, the action map of e is right and left adjoint to the action map of f .
By the explicit description of a basis above, we deduce that this bilinear form is
already determined by its value on a highest weight generator. In particular, it
is symmetric. Moreover, for m ∈ Z, we have L(n){≥m} = L(n) if m ≤ n, and
L(n){≥m} = {0} ifm > n. So property (3) follows in the case thatM is isomorphic
to some L(n). As we noted above, any finite dimensional h-diagonalizable M is
6isomorphic to a direct sum of copies of various L(n), so we can deduce (3) in the
general case.
Property (3) obviously implies (2), and the explicit description of the structure
of finite dimensional sl2(K)-representations with a diagonalizable h-action above
shows the (2) implies (1). 
The main objective of the present paper is to generalize the equivalence of (2)
and (3) in the proposition above in various ways.
3. Operators in root directions on X-graded K-vector spaces
Let R be a root system in the real vector space V , and let Π be a basis of R.
For α ∈ Π denote by α∨ ∈ V ∗ its coroot, and let X ⊂ V be the weight lattice.
Let ≤ be the partial order on X given by λ ≤ µ if and only if µ−λ can be written
as a sum of elements in Π. We call a subset I of X closed, if it is upwardly closed
with respect to ≤, i.e. if µ ∈ I and µ ≤ ν implies ν ∈ I. This clearly defines a
topology on X with the open sets being the downwardly closed sets.
3.1. Graded spaces with operators. We fix a field K of arbitrary character-
istic. We will later assume that charK 6= 2. Let M =
⊕
µ∈X Mµ be an X-graded
K-vector space. The support of M is suppM = {µ ∈ X | Mµ 6= {0}}. The
homogeneous elements in M are called weight vectors and µ is called the weight
of w if w ∈Mµ. For any α ∈ Π we fix a homogeneous K-linear map Fα : M →M
of degree −α.
We say that a subset S of M is F -stable if Fα(S) ⊂ S ∪ {0} for all α ∈ Π. For
a subset T of M we denote by 〈T 〉F the smallest F -stable linear subspace of M
that contains T . Note that if T ⊂ M is a graded subset, i.e. if it contains with
any element all of its homogeneous summands, then 〈T 〉F is a graded subspace.
For a closed subset I of X we set MI := 〈
⊕
µ∈I Mµ〉F ⊂ M . We will always
assume the following.
(∗)K M is finitely generated over the F -maps, i.e. there is a finite subset T of
M such that M = 〈T 〉F .
The above implies that each graded component Mµ is finite dimensional, and
that the support of M in X is bounded from above, i.e. there exist γ1,. . . ,γl ∈ X
such that Mµ 6= 0 implies that µ ≤ γi for some i ∈ {1, . . . , l}.
Definition 3.1. We say that M is F -cyclic with highest weight λ ∈ X if there is
an element m ∈Mλ, m 6= 0, and M = 〈{m}〉F .
If M is F -cyclic, then Mλ is one-dimensional and Mµ 6= {0} implies µ ≤ λ.
3.2. HR-forms. Let (·, ·) : M ×M → K be a K-bilinear form on M .
Definition 3.2. We say that (·, ·) is an HR-form on M if the following holds:
(1) (·, ·) is symmetric.
7(2) For any closed subset I, the restriction of (·, ·) to MI × MI is non-
degenerate.
(3) Mµ and Mν are orthogonal for µ 6= ν.
(4) For α, β ∈ Π we have
• [Eα, Fα](v) = 〈µ, α
∨〉v for all µ ∈ X and v ∈Mµ,
• [Eα, Fβ] = 0 if α 6= β,
where Eα : M →M is the adjoint of Fα with respect to (·, ·)
4.
Remark 3.3. Suppose that K is a field of characteristic 0, that M is finite di-
mensional and that there exists an HR-form on M . Fix a simple root α. Then
M splits into the direct sum of the Fα-stable subspaces MS :=
⊕
γ∈S Mγ, where
S runs through the set of α-strings X/Zα in X . We consider each MS as Z-
graded with (MS)n :=Mγ if there is a (unique) γ ∈ S with 〈γ, α
∨〉 = n, and = 0
otherwise. Then Proposition 2.1 implies that Fα is a Lefschetz operator on each
MS =
⊕
n∈Z(MS)n.
The proof of the following is an easy exercise.
Lemma 3.4. Let (·, ·) be an HR-form on M , and suppose that M = M1 ⊕M2
is a decomposition into F -stable X-graded subspaces and that M1 and M2 are
orthogonal with respect to (·, ·). Then the restrictions of (·, ·) to M1 and M2 are
HR-forms again.
Lemma 3.5. Suppose that M is F -cyclic with highest weight λ and that (·, ·) is
a bilinear form that is non-degenerate on M and satisfies properties (1), (3) and
(4) of Definition 3.2. Then property (2) is also satisfied.
Proof. Let I ⊂ X be a closed subset. As M is cyclic with highest weight λ, we
have Mµ = {0} unless µ ≤ λ. Hence MI =M if λ ∈ I, and MI = {0} in all other
cases. 
3.3. Simple root paths.
Definition 3.6. A simple root path is a sequence α := (α1, . . . , αl) of not neces-
sarily distinct simple roots α1, . . . , αl ∈ Π. Its length is l(α) = l and its height is
ht(α) := α1 + · · ·+ αl ∈ Z≥0Π ⊂ X . We denote the reversed simple root path by
αr := (αl, . . . , α1). For i ∈ {1, . . . , l} we set α
(i) := (α1, . . . , αi−1, αi+1, . . . , αl).
Since the steps in a path are given by simple roots, paths of the same height
have the same length and they differ only by the order in which the simple roots
appear. Clearly ht(α) = ht(αr) and ht(α(i)) = ht(α)− αi.
Fix λ ∈ X and let P (λ)µ be the K-vector space that has as a basis all paths
of height λ− µ. Set P (λ) :=
⊕
µ∈X P (λ)µ. Hence we obtain P (λ) from P (0) by
a simple grading shift by −λ, and P (0)µ has a basis consisting of all simple root
4Note that (2) for I = X implies that (·, ·) : M ×M → K is non-degenerate, and (3) implies
that Eα is homogeneous of degree +α, hence [Eα, Fα] preserves the grading.
8paths of weight −µ. For α ∈ Π we denote by ϕα : P (λ)→ P (λ) the K-linear map
that maps a path (γ1, . . . , γl) to the path (α, γ1, . . . , γl). Then ϕα is homogeneous
of degree −α. We denote by ǫα : P (λ)→ P (λ) the K-linear map defined on paths
by
ǫα(γ1, . . . , γl) =
∑
i,γi=α
〈λ− γi+1 − · · · − γl, α
∨〉γ(i).
So ǫα sends a path of length l to a linear combination of paths of length l − 1,
and it maps P (λ)µ to P (λ)µ+α, i.e. it is homogeneous of degree +α.
Lemma 3.7. Let α ∈ Π. Then [ǫα, ϕα]|P (λ)µ = 〈µ, α
∨〉 · idP (λ)µ for all µ ∈ X. If
β ∈ Π, α 6= β, then [ǫα, ϕβ] = 0.
Proof. Let γ = (γ1, . . . , γl) be a path of height λ− µ. Then
ǫαϕα(γ) = ǫα(α, γ1, . . . , γl)
= 〈λ−
l∑
j=1
γj, α
∨〉(γ1, . . . , γl) + ϕαǫα(γ)
= 〈µ, α∨〉γ + ϕαǫα(γ)
as λ −
∑l
j=1 γj = µ. If α 6= β, then the first summand in the sums above must
be deleted, and hence ǫαϕβ(γ) = ϕβǫα(γ). 
For a path α = (α1, . . . , αl) set ϕα := ϕα1 ◦ · · · ◦ ϕαl and ǫα := ǫα1 ◦ · · · ◦ ǫαl .
Lemma 3.8. For a path α = (α1, . . . , αl), β ∈ Π and v ∈ P (λ)µ we have
[ǫα, ϕβ](v) =
∑
i,αi=β
〈µ+ αi+1 + · · ·+ αl, β
∨〉ǫα(i)(v).
Proof. This is an easy exercise using the commutation relations in Lemma 3.7. 
3.4. A bilinear form on P (λ). Define a bilinear form (·, ·)P (λ) on P (λ) by
bilinear extension of the formulas
(α, β)P (λ) =
{
0, if ht(α) 6= ht(β),
ǫαr(β), if ht(α) = ht(β),
for paths α and β. Note that ht(α) = ht(β) implies that ǫαr(β) is a K-multiple
of the empty path, hence it can be identified with a scalar.
Lemma 3.9. (1) The bilinear form (·, ·)P (λ) is symmetric.
(2) For all α ∈ Π the map ǫα is adjoint to ϕα with respect to (·, ·)P (λ).
Proof. (1) Let α and β be paths. If ht(α) 6= ht(β), then (α, β) = 0 = (β, α). So
suppose that α and β are of equal height and hence of equal length. We then
have to show that ǫαr(β) = ǫβr(α) or
ǫαrϕβ(∅) = ǫβrϕα(∅),
9where by ∅ ∈ P (λ)λ we denote the empty path. Suppose α = (α1, . . . , αl) and
β = (β1, . . . , βl). Using Lemma 3.8 we obtain
ǫαrϕβ(∅) = ǫαrϕβ1ϕβ(1)(∅)
=
∑
i,αi=β1
〈µ+ αi−1 + · · ·+ α1, β
∨
1 〉ǫα(i)rϕβ(1)(∅)
+ ϕβ1ǫαrϕβ(1)(∅),
where µ := λ − β2 − · · · − βl is the weight of ϕβ(1)(∅). Now ǫαrϕβ(1)(∅) is a
vector of weight λ + β1, hence zero. Note that for all i with β1 = αi we have
ht(α(i)r) = ht(β(1)). Since l(β(1)) = l(α(i)r) = l − 1 we can use an inductive
argument and write ǫα(i)rϕβ(1)(∅) = ǫβ(1)rϕα(i)(∅). So we obtain
ǫαrϕβ(∅) =
∑
i,αi=β1
〈µ+ αi−1 + · · ·+ α1, β
∨
1 〉ǫβ(1)rϕα(i)(∅).
On the other hand, by the definition of the ǫ-maps,
ǫβrϕα(∅) = ǫβ(1)rǫβ1ϕα(∅)
= ǫβ(1)r(
∑
i,αi=β1
〈λ− αi+1 − · · · − αl, β
∨
1 〉ϕα(i))(∅)
+ ǫβ(1)rϕαǫβ1(∅)
=
∑
i,αi=β1
〈λ− αi+1 − · · · − αl, β
∨
1 〉ǫβ(1)rϕα(i)(∅),
as ǫβ1(∅) = 0 by definition. Now for all i with αi = β1 we have β2 + · · · + βl =
α1+ · · ·+ αi−1+αi+1 + · · ·+ αl, hence λ− αi+1− · · · −αl = µ+ αi−1+ · · ·+α1.
A comparison of the above equations yields ǫαrϕβ(∅) = ǫβrϕα(∅), which is what
we wanted to show.
(2) We need to check (ǫα(v), w) = (v, ϕα(w)) for all v, w ∈ P (λ). It is sufficient
to check this in the case that v = β = (β1, . . . , βl) and w = γ = (γ1, . . . , γr). We
can also assume that the ht(β)− α = ht(γ), because otherwise both sides of the
equation vanish. Now
(ǫα(β), γ) = (
∑
i,βi=α
〈λ− βi+1 − · · · − βl, α
∨〉β(i), γ)
=
∑
i,βi=α
〈λ− βi+1 − · · · − βl, α
∨〉(β(i), γ)
=
∑
i,βi=α
〈λ− βi+1 − · · · − βl, α
∨〉ǫβ(i)rϕγ(∅).
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On the other hand,
(β, ϕα(γ)) = ǫβrϕαϕγ(∅)
=
∑
i,βi=α
〈µ+ β1 + · · ·+ βi−1, α
∨〉ǫβ(i)rϕγ(∅)
+ ϕαǫβrϕγ(∅)
=
∑
i,βi=α
〈µ+ β1 + · · ·+ βi−1, α
∨〉ǫβ(i)rϕγ(∅)
(as ǫβrϕγ(∅) = 0 by weight considerations), where µ = λ− ht(γ) = λ− ht(β) +α
is the weight of ϕγ(∅). For any i with βi = α we deduce
λ− βi+1 − · · · − βl = µ+ β1 + · · ·+ βi − α
= µ+ β1 + · · ·+ βi−1.
A comparison of the obtained formulas yields (ǫα(β), γ) = (β, ϕα(γ)). 
3.5. The standard objects V (λ). We define V (λ) := P (λ)/rad(·, ·)P (λ) and
denote by (·, ·)V (λ) the bilinear form on V (λ) induced by (·, ·)P (λ). This is a
non-degenerate form on V (λ). As the weight space decomposition of P (λ) is
orthogonal with respect to (·, ·)P (λ), the radical is a graded subspace. Hence
V (λ) inherits a grading V (λ) =
⊕
µ∈X V (λ)µ. Let α ∈ Π. As ϕα has an adjoint
homomorphism ǫα, it stabilizes the radical, hence induces a K-linear operator Fα
on V (λ). Clearly Fα is homogeneous of degree −α.
Lemma 3.10. Let λ ∈ X.
(1) The data V (λ) and {Fα}α∈Π satisfy (∗)K.
(2) V (λ) is F -cyclic with highest weight λ.
(3) (·, ·)V (λ) is an HR-form on V (λ).
Proof. As V (λ) is generated over the F -maps by the coset of the empty path,
which is of weight λ, (∗)K is satisfied and V (λ) is F -cyclic with highest weight
λ. The bilinear form (·, ·)V (λ) is non-degenerate and it is symmetric because
(·, ·)P (λ) is symmetric. The weight space decomposition is orthogonal because
that property holds for P (λ) by construction. From Lemma 3.9 we deduce that
the linear endomorphism Eα on V (λ) that is adjoint to Fα is induced from ǫα.
Then Lemma 3.7 implies that Eα and Fα satisfy the commutation relations in
Definition 3.2. Hence properties (1), (3) and (4) of an HR-form are satisfied. As
V (λ) is F -cyclic with highest weight λ, we can use Lemma 3.5 to deduce that
(·, ·)V (λ) is an HR-form. 
3.6. The universal property of V (λ). Suppose that M , {Fα}α∈Π satisfy (∗)K
and fix an HR-form (·, ·) on M . As before we denote by Eα : M →M the adjoint
of Fα with respect to (·, ·). For any simple root path α = (α1, . . . , αl) we define
Fα := Fα1 · · ·Fαl : M → M, Eα := Eα1 · · ·Eαl : M →M
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Lemma 3.11. Let ν ∈ X and m ∈Mν . For any simple root path β = (β1, . . . , βl)
and α ∈ Π we have
[Eα, Fβ](m) =
∑
i,α=βi
〈ν − βi+1 − · · · − βl, α
∨〉Fβ(i)(m).
Proof. This is an easy consequence of the commutation relations in the definition
of an HR-form. 
Proposition 3.12. Let λ ∈ X and suppose that M is F -cyclic with highest
weight λ. Then there exists an isomorphism f : V (λ) → M of X-graded K-
vector spaces such that f ◦ Fα = Fα ◦ f for all α ∈ Π, and a non-zero c ∈ K with
(f(x), f(y)) = c(x, y)V (λ) for all x, y ∈ V (λ).
Proof. Let m ∈ Mλ be a non-zero element. Then c := (m,m) 6= 0 and M =
〈{m}〉F . We first construct a homomorphism f˜ : P (λ) → M by linear extension
of the rules f˜(α) = Fα(m) for all paths α. Clearly, f˜ is a surjective X-graded
homomorphism and f˜ ◦ ϕα = Fα ◦ f˜ for all α ∈ Π. The definition of ǫα and
Lemma 3.11 show that also f˜ ◦ ǫα = Eα ◦ f˜ . Now (f˜(α), f˜(β)) = 0 = c(α, β)P (λ)
if ht(α) 6= ht(β). If ht(α) = ht(β), then
(f˜(α), f˜(β)) = (Fα(m), Fβ(m))
= (m,EαrFβ(m))
and EαrFβ(m) = ξm for some ξ ∈ K. Likewise, (α, β)P (λ) = ζ , where ζ ∈ K
is such that ǫαrϕβ(∅) = ζ∅. As both m and ∅ are annihilated by the Eα’s and
the ǫα’s, and as the commutation relations between the Eα’s and the Fβ’s are the
same as between the ǫα’s and the ϕβ’s, we can deduce ξ = ζ , hence (f˜(α), f˜(β)) =
(α, β)P (λ) also in the case of the same height. By bilinear extension we obtain
(f˜(x), f˜(y)) = c(x, y)P (λ)
for all x, y ∈ P (λ).
As f˜ is surjective and (·, ·) is non-degenerate, the radical of (·, ·)P (λ) is con-
tained in the kernel of f˜ . So f˜ induces a homomorphism f : V (λ) → M . It
has the property (f(x), f(y)) = c(x, y)V (λ) for all x, y ∈ V (λ). As (·, ·)V (λ) is
non-degenerate, f is injective. It is surjective as f˜ was surjective, so it is an
isomorphism of K-vector spaces. By construction, it is graded and commutes
with the F -maps. 
3.7. The decomposition into F -cyclic subspaces. Let M , {Fα}α∈Π, (·, ·),
{Eα}α∈Π be as in the preceding subsection. We say that a subset T of M is
E-stable if Eα(T ) ⊂ T ∪ {0} for all α ∈ Π.
Lemma 3.13. Suppose that T is E-stable. Then 〈T 〉F is E-stable.
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Proof. Note that 〈T 〉F is generated, as a vector space, by the sets Fβ(T ), where
β runs through all simple root paths. The statement follows now from Lemma
3.11. 
Let I be a closed subset of X . As (·, ·) is non-degenerate on M ×M and on
MI×MI , and as, the weight space decomposition is an orthogonal decomposition
into finite dimensional spaces, we obtainM = MI ⊕M
⊥
I , where M
⊥
I = {m ∈M |
(m,n) = 0 for all n ∈MI}.
Lemma 3.14. The following holds.
(1) Both spaces MI and M
⊥
I are E- and F -stable subspaces of M .
(2) The restriction of (·, ·) to either MI or M
⊥
I is again an HR-form.
Proof. By definition MI = 〈
⊕
µ∈I Mµ〉F is F -stable. As I is a closed subset,⊕
µ∈I Mµ is an E-stable subset of M . Hence Lemma 3.13 implies that MI is
E-stable as well. As the Eα’s are the adjoint of the Fα’s, we deduce that M
⊥
I is
also E- and F -stable. Hence we proved (1). Claim (2) follows now from Lemma
3.4. 
Proposition 3.15. Suppose that charK 6= 2. Let (·, ·) be an HR-form on M .
Then there exists some n > 0 and a family {Mi}i=1,...,n of graded subspaces of M
that satisfies the following.
(1) Each Mi is F -stable and F -cyclic.
(2) M =
⊕n
i=1Mi as a K-vector space.
(3) Mi and Mj are orthogonal with respect to (·, ·) if i 6= j.
(4) The restriction of (·, ·) to each Mi is an HR-form again.
Proof. Suppose that λ ∈ X is a maximal weight ofM . Set I := {µ ∈ X | λ ≤ µ}.
Then I is closed. From Lemma 3.14 we obtain an orthogonal decomposition
M = MI ⊕M
⊥
I into E- and F -stable subspaces such that the restriction of (·, ·)
to either MI or M
⊥
I is an HR-form again. Now MI is generated by (MI)λ, and
each weight of M⊥I is 6≥ λ. Using induction and property (∗)K we see that it is
enough to prove the statement in the case that M is generated by Mλ, where λ
is a maximal weight of M .
As the bilinear form (·, ·) is non-degenerate on Mλ and the characteristic of K
is 6= 2, there exists an orthogonal basis m1, . . . , mn such that (mi, mi) 6= 0. Set
Mi := 〈{mi}〉F . SoMi is an F -cyclic subspace. Clearly,M is generated by theMi.
The maximality of λ implies that each mi is annihilated by all Eα, hence Lemma
3.13 implies that each Mi is E-stable. We claim that Mi and Mj are orthogonal
for i 6= j. First, for any simple root path α we have (mi, Fα(mj)) = (Eαr(mi), mj).
Now this is = 0 if α is not the empty path, and for α = ∅ it is = 0 as mi and mj
are orthogonal. Hence (mi,Mj) = {0}. For any simple root path α we deduce
(Fα(mi),Mj) = (mi, Eα(Mj)) = {0} as Mj is E-stable. Hence (Mi,Mj) = {0}.
Hence the Mi are mutually orthogonal. It follows that their sum is direct, i.e.
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M =
⊕l
i=1Mi. Lemma 3.4 yields that the restriction of (·, ·) to Mi×Mi is again
an HR-form. 
Proposition 3.15 together with Proposition 3.12 implies the following.
Proposition 3.16. Suppose that charK 6= 2. Suppose M and {Fα}α∈Π satisfy
(∗)K and suppose that these data admit an HR-form. Then there is some n > 0
and λi ∈ X for i ∈ {1, . . . , n} and an X-graded K-linear isomorphism M
∼
−→⊕n
i=1 V (λi) that commutes with the F -homomorphisms on both sides.
4. The connection to representation theory
We fix the data R, Π, and K from Section 3. Let (g, h) be the split semisimple
Lie algebra over K with root system R. Recall that g can be constructed as the
K-Lie algebra with generators {eα, fα, hα | α ∈ Π} and the following relations.
[hα, hβ] = 0, [hα, eβ] = 〈β, α
∨〉eβ , [hα, fβ] = −〈β, α
∨〉fβ,
[eα, fα] = hα, [eα, fβ] = 0 if α 6= β,
(ad eα)
−〈α,β∨〉+1(eβ) = 0, (ad fα)
−〈α,β∨〉+1(fβ) = 0 if α 6= β.
The hα are a basis of the Cartan subalgebra h. We denote by n
− the subalgebra
generated by all fα, α ∈ Π, and by n
+ the subalgebra generated by all eα, α ∈ Π.
Then g = n−⊕h⊕n+. We set b− = n−⊕h and b+ = n+⊕h. We denote by U(a)
the universal enveloping algebra of a Lie algebra a. We denote by ι : X → h⋆ the
map that sends µ to the linear form on h given by hα 7→ 〈µ, α
∨〉. Note that ι is
injective if charK = 0, and has kernel pX if charK = p > 0.
4.1. X-graded representations. A convenient framework to deal with arbi-
trary characteristics is the following.
Definition 4.1. An X-graded representation of g is an X-graded K-vector space
M =
⊕
µ∈X Mµ that carries the structure of a representation of g such that the
following are satisfied.
(1) For α ∈ Π, the action maps of eα and fα are homogeneous of degree +α
and −α, resp. Hence hα acts homogeneously of degree 0, and we assume
that it acts on Mµ via the character ι(µ).
(2) As a U(b−)-module, M is finitely generated.
We denote by C the category that contains all X-graded representations as ob-
jects, and has as morphisms those g-module homomorphisms that are graded of
degree 0.
Remarks 4.2. (1) If M is an object in C, then each weight space Mµ is finite
dimensional.
(2) Suppose that the characteristic of K is 0. Then an X-graded represen-
tation is nothing else but a weight module with integral weights that is
finitely generated over U(b−).
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(3) Suppose that the characteristic of K is p > 0. Then the X-grading is a
datum additional to the g-module structure, as ι is not injective.
Let λ ∈ X . An object M of C is called a highest weight object with highest
weight λ, if there exists a non-zero vector v ∈ Mλ such that eα.v = 0 for all
α ∈ Π and M = U(g).v. In this case, Mλ is one-dimensional, M = U(n
−).v and
Mµ 6= {0} implies µ ≤ λ.
Lemma 4.3. For each λ ∈ X there exists an up to isomorphism unique irre-
ducible object L(λ) in C with highest weight λ, and {L(λ)}λ∈X is a full set of
representatives of the irreducible objects in C.
Proof. Note that U(g) is an X-graded algebra with fα placed in degree −α and eα
placed in degree +α. Moreover, U(b) ⊂ U(g) is a graded subalgebra. The Verma
module associated with λ is the standard object ∆(λ) = U(g)⊗U(b) Kλ obtained
by X-graded induction from the one-dimensional b-module Kλ associated with
the character ι(λ) ∈ h⋆, placed in degree λ. Standard arguments show that
each object in C with highest weight λ is a quotient of ∆(λ), and that ∆(λ)
has a unique irreducible quotient L(λ). Further standard arguments show that
{L(λ)}λ∈X is a full set of representatives of the irreducible objects in C. 
Remark 4.4. If charK = p > 0, then the baby Verma module with highest weight
λ is the (finite dimensional) restricted quotient of ∆(λ), and L(λ) is actually a
restricted g-module. We do not need this fact in this paper.
4.2. Contravariant duals and contravariant forms. From the representation
of g by generators and relations it follows that there is an antiautomorphism τ
on g that interchanges eα and fα for all α ∈ Π and restricts to the identity on h.
Let M be an X-graded representation. We denote by dM its contravariant dual.
Recall that dM =
⊕
µ∈X M
∗
µ ⊂ M
∗ as a vector space, and the action of g is given
by (x.f)(m) = f(τ(x).m) for all f ∈ dM , x ∈ g andm ∈M . Then dM is again an
X-graded representation (in the above sense) if we set (dM)λ := M
∗
λ . Note that a
homomorphism M → dM in C is the same as a bilinear form (·, ·) : M ×M → K
that has the following properties:
• (x.m, n) = (m, τ(x).n) for all x ∈ g, m,n ∈ M ,
• (m,n) = 0 if m ∈Mλ, n ∈Mν and λ 6= µ.
A bilinear form on M with these properties is called a contravariant form on M .
Lemma 4.5. Let λ ∈ X.
(1) We have dL(λ) ∼= L(λ).
(2) There exists a symmetric and non-degenerate contravariant form on L(λ).
Proof. Note that dL(λ) is an irreducible object in C as well. As the dimensions of
the weight spaces of L(λ) and dL(λ) coincide, dL(λ) has λ as its highest weight,
hence (1). An isomorphism L(λ) → dL(λ) is nothing but a non-degenerate con-
travariant form (·, ·) on L(λ). As L(λ) is cyclic as an U(b−)-module, the weight
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decomposition is orthogonal and the highest weight space is one-dimensional,
such a form is already determined by its value on a highest weight generator. It
follows that it is symmetric. 
4.3. HR-forms and contravariant forms. Suppose that M =
⊕
µ∈X Mµ,
{Fα}α∈Π satisfy (∗)K .
Theorem 4.6. The following are equivalent:
(1) M admits an HR-form.
(2) There exists a structure of an X-graded representation of g on M such
that
(a) the action map of fα is given by Fα for each simple root α,
(b) M is semisimple, i.e. isomorphic to a (finite) direct sum of copies of
various L(λ)’s.
Proof. We first show that (2) implies (1). Let λ ∈ X . For α ∈ Π we let
Fα : L(λ) → L(λ) be the action map of fα ∈ g. Hence we obtain an X-graded
space with operators {Fα}. As L(λ) is cyclic as an U(n
−)-module and as U(n−)
is generated by the fα with α ∈ Π, the property (∗)K is satisfied.
By Lemma 4.5 there exists a non-degenerate and symmetric contravariant form
(·, ·)L(λ) on L(λ). We show that this is an HR-form. As we deal with an F -cyclic
object of highest weight λ and the form is non-degenerate, Lemma 3.5 implies
that it is enough to check properties (1), (3) and (4) in Definition 3.2. We have
already seen that the form is symmetric. The weight space decomposition is an
orthogonal decomposition for any contravariant form. Moreover, for any α ∈ Π
the adjoint map Eα to Fα is the action map of eα. So the commutation relations
in Definition 3.2 follow from the commutation relations between the eα’s and the
fβ’s. So (·, ·)L(λ) is an HR-form. Now if (2) is satisfied, then M is isomorphic to a
direct sum of copies of various L(λ)’s, and we obtain an HR-form on each direct
summand as above and suppose that the direct sum decomposition is orthogonal.
Hence (2) implies (1).
Now we show that (1) implies (2). By the above we can consider L(λ) as an
X-graded space with F -operators. Then L(λ) is F -cyclic with highest weight λ,
so we obtain an isomorphism V (λ) ∼= L(λ) that commutes with the F -operators
from Proposition 3.12. In particular, via transport of structure we obtain the
structure of an X-graded g-representation on V (λ) that makes it into an irre-
ducible representation of highest weight λ. Now, if M admits an HR-form, then
it is isomorphic to a direct sum of copies of various (V (λ), {Fα}α∈Π)’s by Proposi-
tion 3.16. Using the g-module structure obtained above on each direct summand
we see that there indeed exists a g-module structure on M of the required sort.
Hence (1) implies (2). 
In the next sections we want to generalize the theorem above to a situation in
which we replace K by the ring of p-adic numbers.
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5. Operators in root directions on X-graded Zp-modules
Let R, Π and X be as in Section 3. Suppose now that M =
⊕
µ∈X Mµ is an
X-graded Zp-module. Suppose that we are given, for any α ∈ Π, a Zp-linear
endomorphism Fα : M → M that is homogeneous of degree −α. We will make
two general assumptions on these data. The first is the following.
(∗)p1 M is a free Zp-module of finite rank and for any n ≥ 0 and any α ∈ Π,
F nα maps M into n!M .
This implies that there is a well defined operator F
(n)
α := F nα /n! on M . We say
that a subset N ofM is F (∗)-stable if F
(n)
α (N) ⊂ N ∪{0} for all n ≥ 0 and α ∈ Π.
For an arbitrary subset T of M we denote by 〈T 〉F (∗) the smallest F
(∗)-stable
Zp-submodule of M . For a closed subset I of X we set MI := 〈
⊕
µ∈I Mµ〉F (∗).
Our second assumption is the following.
(∗)p2 For any closed subset I of X , the inclusion MI →M splits as an inclusion
of Zp-modules.
Note that the above implies that MI and the cokernel of the inclusion are free
Zp-modules of finite rank.
Let (·, ·) : M ×M → Zp be a Zp-bilinear form on M .
Definition 5.1. We say that (·, ·) is a p-adic HR-form if the following holds:
(1) It is symmetric and non-degenerate.
(2) For any closed subset I its restriction to MI ×MI is faithful.
(3) Mµ and Mν are orthogonal for µ 6= ν.
(4) For α ∈ Π denote by Eα : M → M the adjoint of Fα with respect to (·, ·).
Then [Eα, Fα](v) = 〈µ, α
∨〉v for all µ ∈ X and v ∈ Mµ, and [Eα, Fβ] = 0
if α 6= β.
Note that the restriction of (·, ·) to MI ×MI is called faithful if the following
holds. If v ∈ MI is such that (v, w) = 0 for all w ∈ MI , then v = 0, i.e. (·, ·)
induces an injective homomorphism from MI into its Zp-linear dual.
Denote by Qp the quotient field of Zp. For a Zp-module N we define NQp :=
N⊗ZpQp. IfM is a p-adic X-graded space with operators Fα, then we can endow
MQp with the induced X-grading and the induced operators Fα (that we denote
by the same symbol). As M is supposed to be free over Zp we will consider it as
a Zp-lattice inside MQp.
Now let us fix a p-adic HR-form (·, ·) on M . We denote by (·, ·)Qp the induced
Qp-bilinear form on MQp. It is non-degenerate. We denote by Eα : MQp →
MQp the homomorphism induced by Eα : M → M . It is clearly the adjoint to
Fα : MQp →MQp with respect to (·, ·)Qp.
Lemma 5.2. For any α ∈ Π and n ≥ 0 we have Enα(M) ⊂ n!M .
Proof. Let v be an element in MQp. As (·, ·) is non-degenerate on M , we have
v ∈ M if and only if (v, w)Qp ∈ Zp for all w ∈ M . For v ∈ M , α ∈ Π and n ≥ 0
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we have (Enα(v), w) = (v, F
n
αw) ∈ n!Zp for all w ∈M . We deduce E
n
α(v)/n! ∈M
or Enα(v) ∈ n!M . 
We denote by E
(n)
α the linear map Enα/n! : M →M .
Lemma 5.3. The induced bilinear form (·, ·)Qp on MQp is an HR-form in the
sense of Definition 3.2 for K = Qp.
Proof. Clearly properties (1), (3) and (4) of Definition 3.2 are satisfied. Let I
be a closed subset of X . Recall that we defined (MQp)I as the smallest F -stable
Qp-subspace in MQp that contains all (MQp)µ with µ ∈ I. Then MI ⊂ (MQp)I
and MI generates (MQp)I as a Qp-vector space. As the weight spaces of MQp are
mutually orthogonal and finite dimensional, and since the restriction of (·, ·) to
MI is faithful, the restriction of (·, ·)Qp to (MQp)I × (MQp)I is non-degenerate.
Hence property (2) in Definition 3.2 is also satisfied. 
We say that asubset N of M is E(∗)-stable if E
(n)
α (N) ⊂ N ∪ {0} for all α ∈ Π
and n ≥ 0.
Lemma 5.4. Let I be a closed subset of X. Then the following holds.
(1) MI =M ∩ (MQp)I .
(2) MI is F
(∗)- and E(∗)-stable.
Proof. Note that MI ⊂ (MQp)I and MI generates (MQp)I as a Qp-vector space.
It follows that the cokernel of the inclusion MI ⊂ M ∩ (MQp)I is a torsion Zp-
module. But since we assume that the inclusion MI ⊂ M splits, this torsion
module must vanish. Hence (1). Now (2) is a consequence of (1), as both M and
(MQp)I are F
(∗)- and E(∗)-stable (cf. Lemma 3.14). 
6. The connection to representation theory over Zp
The algebraic structure the we utilize in this section is the Zp-algebra of dis-
tributions (also called the Zp-hyperalgebra) associated with R. It is defined as
follows. Let gQ be the semisimple Lie algebra over Q associated with R (see the
introduction to Section 4) and hQ its Cartan subalgebra. For any x ∈ gQ and
n ∈ N define
x(n) :=
xn
n!
,
(
x
n
)
:=
x(x− 1) · · · (x− n+ 1)
n!
∈ U(gQ).
Now fix a Chevalley system {Xγ}γ∈R of (gQ, hQ) (see [B, Chapter VIII, 2.4]).
Recall that this means that Xγ has weight γ with respect to hQ and [Xγ, X−γ] =
γ∨ for all γ ∈ R. Moreover, it means that the Q-linear automorphism τ : gQ → gQ
that maps Xγ to X−γ and is the identity on h is a Lie algebra-antiautomorphism
(note that our sign convention differs slightly from [B, Chapter VIII, 2.4] and
hence our τ is an antiautomorphism).
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6.1. The algebra of distributions. Denote by DistZ the unital Z-subalgebra
in U(gQ) that is generated by X
(n)
γ with γ ∈ R and n ≥ 0, and
(
α∨
n
)
with α ∈ Π
and n ≥ 0, and set DistZp := DistZ ⊗Z Zp.
Definition 6.1. We denote by D the full subcategory of the category of all
DistZp-modules that contains all objects M that satisfy the following.
(1) As a Zp-module, M is free of finite rank.
(2) For α ∈ Π, the element hα acts diagonalizably on M with integral eigen-
values.
If M is an object in D, then we denote by M =
⊕
µ∈X Mµ its weight decom-
position with respect to the action of the hα, α ∈ Π. So hα acts on Mµ by
multiplication with 〈µ, α∨〉.
Remark 6.2. Let GZp be the semisimple, connected and simply connected split
algebraic group scheme over Zp with root system R. By [J, Section II, 1.20], an
object in D is the same as a rational representation of GZp that is free of finite
rank as a Zp-module. A momorphism in D is then the same as a homomorphism
of GZp-modules.
The following is proven in [B, Chapter VIII, Section 12]. For α ∈ Π we write
eα := Xα and fα := X−α.
Proposition 6.3. DistZ is generated as a Z-algebra by e
(n)
α and f
(n)
α for α ∈ Π
and n ≥ 0, and Dist−Z := DistZ ∩ U(n
−) is generated by the elements f
(n)
α for
α ∈ Π and n ≥ 0.
6.2. Contravariant forms. Recall the antiautomorphism τ : gQ → gQ from
above. It induces an antiautomorphism on DistZp that we denote by the same
symbol. For an object M in D we denote by dM its contravariant dual. As a
Zp-module, (dM)λ = (Mλ)
∗ = HomZp(Mλ,Zp) and x ∈ DistZp acts on φ ∈ M
∗
via x.φ = φ ◦ τ(x) (cf. [J, Section II.2.12], where dM is denote by τM). A
homomorphism φ : M → dM is the same as a bilinear form (·, ·) : M ×M → Zp
that has the property that (x.v, w) = (v.τ(x).w) for all v, w ∈ M and x ∈ DistZp .
A bilinear form on M with this property is called a contravariant form on M .
6.3. Weyl modules. We denote by X+ ⊂ X the subset of dominant weights.
For a dominant weight λ we denote by LQp(λ) the simple highest weight module
for gQp with highest weight λ. It is finite dimensional. Let v ∈ LQp(λ)λ be a non-
zero element. Set ∆Zp(λ) := DistZp .v ⊂ LQp(λ). This is called the Weyl module
for DistZp with highest weight λ. It is a weight module with integral weights, and
free as Zp-module of finite rank. So it is an object in D (cf. [J, Part II, Section
8.3]). Note that ∆Zp(λ) is cyclic as a Dist
−
Zp
-module (this follows from the version
of the PBW-theorem for the integral distribution algebra, cf. [J, Part II, Section
1.12].
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Lemma 6.4. Let M be an object in D. Suppose that λ is maximal among the
weights of M and that M is as a DistZp-module generated by Mλ. Then M is
isomorphic to a direct sum of Weyl modules with highest weight λ.
Proof. We considerM as a Zp-lattice inMQp . Note thatMQp is a DistZp⊗ZpQp =
U(gQp)-module. Then MQp is a finite dimensional weight module generated by
its λ-weight space. Hence MQp is isomorphic to a direct sum of copies of LQp(λ).
Now fix a basis {m1, . . . , mr} of the free Zp-module Mλ and set Mi := DistZp.mi.
As U(gQp).mi must be isomorphic to LQp(λ), we obtain that Mi is isomorphic to
∆Zp(λ). Moreover, as {m1, . . . , mr} is a basis of the Qp-vector space (MQp)λ we
deduce MQp =
⊕r
i=1 U(gQp).mi. So the sum of the Mi inside M must be direct.
As M is generated by Mλ, we obtain M =
⊕r
i=1Mi
∼=
⊕r
i=1∆Zp(λ). 
Definition 6.5. Let M be a DistZp-module. A Weyl filtration of M is a finite
filtration by DistZp-submodules such that the subquotients are isomorphic to
Weyl modules.
Note that since Weyl modules are free of finite rank as Zp-modules, so is each
module with a Weyl filtration. For a closed subset I of X define M [I] ⊂ M as
the DistZp-submodule that is generated by
⊕
γ∈I Mγ .
Proposition 6.6. Let M be an object in D. Then the following are equivalent.
(1) For each closed subset I, the inclusion M [I] ⊂ M splits as an inclusion
of Zp-modules.
(2) M admits a Weyl filtration.
Proof. We assume (1). Let µ1, . . . , µr be an enumeration of all weights ofM with
the property that µi < µj implies j < i. For j = 0, . . . , r set Ij =
⋃
i≤j{≥ µi}.
Then ∅ = I0 ⊂ I1 ⊂ · · · ⊂ Ir and all Ij are closed. From (1) it follows that
each inclusion M [Ij−1] ⊂ M [Ij ] splits and hence the quotient M [Ij ]/M [Ij−1] is
free over Zp. By construction, it is generated by its µj-weight space, and Lemma
6.4 implies that it is isomorphic to a direct sum of copies of ∆Zp(µj). So we can
refine the filtration 0 = M [I0] ⊂ M [I1] ⊂ · · · ⊂ M [Ir] = M and obtain a Weyl
filtration.
Now we assume (2). Let I ⊂ X be closed. As Ext1(∆Zp(λ),∆Zp(µ)) = 0 unless
µ > λ, we can reorder a Weyl filtration in such a way that we find a filtration
0 = M0 ⊂ · · · ⊂ Mr = M with Mi/Mi−1 ∼= ∆Zp(λi) such that λ1, . . . , λl ∈ I and
λl+1, . . . , λr 6∈ I for some l ∈ {0, ..., r}. Hence M [I] = Ml and M/M [I] = M/Ml
admit Weyl filtrations as well. In particular, M/M [I] is free as a Zp-module, and
hence the inclusion M [I] ⊂ M splits. 
6.4. Tilting modules. Let T be an object in D.
Definition 6.7. T is called a tilting module if it admits a Weyl filtration and so
does its contravariant dual dT .
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For any dominant weight λ there is an up to isomorphism unique tilting module
TZp(λ) which has the following properties: it is indecomposable, its λ-weight space
is free of rank 1, and TZp(λ)µ 6= 0 implies µ ≤ λ (cf. [J, Section E.19]).
Remark 6.8. Let k be an algebraically closed field of characteristic p. For any
λ ∈ X+ there exists an analogous Weyl module ∆k(λ) and a tilting module Tk(λ)
for the connected semisimple, simply connected algebraic group Gk with root
system R. The number of occurrences of ∆k(µ) in a given Weyl filtration of Tk(λ)
is independent of the filtration and is of central importance in representation
theory. By [J, Section E.23], one can obtain Tk(λ) from TZp(λ) by extension of
scalars. The same is true for Weyl modules, and the Weyl multiplicities in Tk(λ)
and TZp(λ) coincide.
Lemma 6.9. Let λ ∈ X+.
(1) We have dTZp(λ)
∼= TZp(λ).
(2) If p 6= 2, then there exists a non-degenerate and symmetric contravariant
form (·, ·) on TZp(λ).
Proof. (1) As the contravariant duality is additive and satisfies d2 ∼= idD, it follows
that dTZp(λ)
∼= TZp(µ) for some µ ∈ X
+. But the dimensions of the weight spaces
of M and dM coincide for all M in D. A comparison of highest weights hence
yields µ = λ.
(2) By (1), there exists a non-degenerate contravariant form (·, ·)′ on TZp(λ).
Denote by (·, ·) the sum of (·, ·)′ and its transpose. This is now a symmetric
contravariant form. As TZp(λ)λ is free of rank 1, since the restriction of (·, ·)
′ to
TZp(λ)λ is non-degenerate, and since p 6= 2, the restriction of (·, ·) to TZp(λ)λ is
non-degenerate as well. By [J, Section E.20], (·, ·) is hence non-degenerate. 
In particular, each tilting module is self-dual with respect to the contravariant
duality.
Proposition 6.10. Let M be an object in D. The following are equivalent.
(1) For any closed subset I, the inclusion M [I] ⊂M splits as an inclusion of
Zp-modules, and M is isomorphic to its contravariant dual.
(2) M is a tilting module.
Proof. Assume that property (1) is satisfied. Proposition 6.6 implies that M
admits a Weyl filtration. As it is self-dual, also its dual admits a Weyl filtration.
Now assume property (2). As M admits a Weyl filtration, Proposition 6.6
implies that the inclusion M [I] ⊂ M splits for any closed subset I. As each
tilting module is self-dual with respect to the contravariant duality, property (1)
is satisfied. 
6.5. Tilting modules as graded spaces with operators. Now we assume
p 6= 2 (the only reason for this assumption is that we need the existence of a
symmetric contravariant form on tilting modules). Let T =
⊕
µ∈X Tµ be a tilting
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module in D. For any α ∈ Π denote by Fα : T → T the action map of the element
fα ∈ DistZp . Fix a symmetric non-degenerate contravariant form (·, ·) on T (cf.
Lemma 6.9).
Proposition 6.11. The data T =
⊕
µ∈X Tµ and {Fα : T → T}α∈Π satisfy (∗)p1
and (∗)p2, and (·, ·) is a p-adic HR-form on T .
Proof. Clearly, T is free over Zp of finite rank. For any α ∈ Π and n ≥ 0 we have
F nα = n!F
(n)
α which implies F nα (T ) ⊂ n!T . Hence (∗)p1 is satisfied. As each Weyl
module is cyclic as a Dist−Zp-module, generated by its highest weight, we can use
Proposition 6.3 to deduce that T [I] = TI for any closed subset I of X . Then
Proposition 6.10 implies that TI ⊂ T splits as an inclusion of Zp-modules. Hence
(∗)p2 is satisfied as well.
It remains to show that the contravariant form (·, ·) is a p-adic HR-form. It
is symmetric and non-degenerate, and the weight spaces are orthogonal. The
commutation relations between the Fα and their adjoints are implied by the
commutation relations between the fα’s and the eβ’s. Now let I ⊂ X be a closed
subset. Note that MQp is a semisimple representation of U(gQ), and (MI)Qp is
the subrepresentation that contains all isotypic components with highest weights
in I. The non-degenerate contravariant form on M induces a non-degenerate
form on MQp. As the decomposition into isotypic components is an orthogonal
decomposition with respect to an arbitrary contravariant form, we deduce that
the restriction to (MI)Qp is non-degenerate. This implies that the restriction to
MI ⊂ (MQp)I is faithful. Hence conditions (1)–(4) of Definition 5.1 are satisfied.

In the next section we prove the converse of the above, i.e. the existence of an
HR-form on a graded space M with simple root operators ensures that there is
the structure of a tilting module on M .
6.6. Tilting modules from graded spaces with operators. In the following
we do not have to assume that p is odd.
Theorem 6.12. Suppose that M =
⊕
µ∈X Mµ and {Fα : M → M}α∈Π satisfy
the conditions (∗)p1 and (∗)p2. Suppose that there exists a p-adic HR-form on M .
Then there exists a structure of DistZp-module on M such that Fα is the action
map of fα for all α ∈ Π. Moreover, with this structure, M is an object in D and
a tilting module.
Proof. We fix a p-adic HR-form (·, ·) on M . We denote by (·, ·)Qp : MQp×MQp →
Qp the bilinear from induced by the HR-form (·, ·). By Lemma 5.3, this is an HR-
form in the sense of Definition 3.2 on MQp . Theorem 4.6 hence yields a structure
of an X-graded gQp-representation on MQp such that the action maps of fα and
eα are Fα and Eα. Now the Zp-lattice M ⊂ MQp is stable under the operators
f
(n)
α and e
(n)
α , so Proposition 6.3 implies that it is a DistZp-submodule.
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It remains to prove that M , endowed with this structure, is a tilting module.
First note that the HR-form becomes a non-degenerate contravariant form onM .
Hence M ∼= dM . Let I be a closed subset of X . Then, by Lemma 5.4, MI is F
(∗)-
and E(∗)-stable. So it is a DistZp-submodule and hence must coincide with M [I].
In particular, each inclusion M [I] ⊂M splits. Proposition 6.10 hence shows that
M is a tilting module. 
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