Abstract. We study an optimal stretching problem for certain convex domain in R d (d ≥ 3) whose boundary has points of vanishing Gaussian curvature. We prove that the optimal domain which contains the most positive (or least nonnegative) lattice points is asymptotically balanced. This type of problem has its origin in the "eigenvalue optimization among rectangles" problem in spectral geometry. Our proof relies on two-term bounds for lattice counting for general convex domains in R d and an explicit estimate of the Fourier transform of the characteristic function associated with the specific domain under consideration.
Introduction
Let Ω ⊂ R d be an Euclidean domain with sufficiently smooth boundary. A coordinate stretch of Ω is a domain of the form In what follows we will always assume that the stretch AΩ is a volume-preserving stretch, and we will denote d }. Since |AΩ| = |Ω|, by a simple geometric argument dated back to Gauss, it is easily seen that the number of lattice points in the enlarged domain, tAΩ, is equal to |Ω|t d + O(t d−1 ) as t → ∞. Note that although the leading term in this asymptotic formula is independent of the stretching factor A, the remainder term does depend on the shape of the domain and thus depends on the stretching factor A.
The problem of estimating the growth rate of the remainder term
as t → ∞ is now widely known as the lattice point problem, and has been studied extensively for over one hundred years. This is a highly nontrivial problem. Even for the unit disk in the plane, in which case the problem is the famous Gauss circle problem, we are still far away from the conjectured optimal growth rate. For historical results on the lattice point problem, see for example [10] , [17] , etc. Motivated by the "eigenvalue optimization among rectangles" problem in spectral geometry, in the paper [1] P. Antunes and P. Freitas studied the following variation of the Gauss circle problem: find the "optimal stretching factor" that maximizes the remainder term
where B = B(0, 1) is the unit disk in R 2 , and A = diag(s, s −1 ). Note that they only count positive lattice points, i.e. integer points in the first quadrant. This is because they are considering corresponding Laplace eigenvalues with Dirichlet boundary condition. Although there is no explicit way to determine the "best" stretching factor s (not necessarily unique) for each t, they showed that as t → ∞, the "best factor" s = s(t) → 1. In other words, among all ellipses of the same area, those that enclose the most lattice points in the first quadrant must be more and more "round", as the area goes to infinity.
In the last couple of years, many people started to study the above type of optimal stretching problem (for ellipses or ellipsoids) and the associated shape optimization problem for eigenvalues. See for example [3] , [4] , [6] , etc.
Recently, in a pair of papers R. Laugesen and S. Liu [12] and S. Ariturk and R. Laugesen [2] extended P. Antunes and P. Freitas' results to very general planar domains including p-ellipses for 0 < p < ∞, p = 1. They showed, among others, that under mild assumptions on a given domain's boundary the most "balanced" domain will enclose the most positive (or least nonnegative) lattice points in the limit, where a domain in R d (d ≥ 2) ( † ) is said to be balanced if the (d − 1)-dimensional measures of the intersections of the domain with each coordinate hyperplane are equal. Furthermore they provided rates of convergence for optimal stretching factors.
Further generalizations to high dimensions have been investigated by N. Marshall [14] , in which they focus on any bounded convex domain Ω ⊂ R d whose boundary ∂Ω is C d+2 and has nowhere vanishing Gaussian curvature. (In Proposition 2.1 below we will prove two-term bounds for lattice counting for general strictly convex domains, by using which one can recover N. Marshall's main theorem in [14] .)
The class of domains studied in [14] is quite general, though it does not include some interesting domains having boundary points of vanishing Gaussian curvature, e.g. the super sphere
a typical domain of finite type (in the sense of J. Bruna, A. Nagel, and S. Wainger [5] ) in R d . In fact, even the classical lattice point problem for domains having boundary points of vanishing Gaussian curvature is not well understood, especially in high dimensions. For partial results we refer interested readers to [10] , [17] , [8] , [9] , and the references given there. We remark that if the boundary is "too flat" the optimal stretching problem could be very subtle. For example, the case of triangles has been analyzed by N. Marshall and S. Steinerberger in [15] , where they showed that the optimal shape needs not to be asymptotically balanced.
So a natural question is to study the optimal stretching problem for domains of finite type. In this paper we will explore this problem for the following model domain of finite type in
For future purpose we will denote
For each 1 ≤ j ≤ d, we let D j be the intersection of D with the coordinate hyperplane defined by x j = 0. For each t ≥ 1 we let
where the argmax ranges over all positive definite diagonal matrices A of determinant 1. We recall that the notation argmax x f (x) means the values of x for which f (x) attains the function's largest value. So in our setting, A(t) means the stretching matrix A that makes the set tAD contain most positive lattice points. Note that in general such A is not unique, i.e. there could be a set of "optimal factors". So in what follows, when we write A(t) = diag(a 1 (t), a 2 (t), . . . , a d (t)), we really mean that A(t) is any stretching factor that maximizes the lattice counting function #(N d ∩ tAD). Our main theorem is
where
Similarly we consider the optimal stretching problem for nonnegative lattice points. For each t ≥ 1 we let
where the argmin ranges over all positive definite diagonal matrices A of determinant 1. With the same understanding as above, when we write 
Proofs of these two theorems are essentially the same. We follow the framework of P. Antunes and P. Freitas [1] , R. Laugesen and S. Liu [12] , S. Ariturk and R. Laugesen [2] , etc. We establish, in Section 2, bounds for lattice counting to control the stretching factor A. Then we prove, in Section 3, asymptotic formulas for lattice counting to study the limiting behavior of the optimal stretching factor.
One key ingredient in the proof is the following bound (given by [8 
where the implicit constant only depends on c and D.
At last we remark that interesting results on the optimal stretching problem in R 2 with shifted lattices can be found in R. Laugesen and S. Liu [13] . It would be interesting to investigate similar problems in high dimensions.
Two-term bounds for lattice counting
In this section we prove high-dimensional analogues of [12, Proposition 6 and 9] for strictly convex( § ) domains in R d . In the proof we use the parallel section function of Ω (see A. Koldobsky [11, Chapter 2] ) to transfer the problem into a two-dimensional one (like N. Marshall did in [14] ) and then combine the methods used in [12] and [2] for planar curves that are concave up or down.
We notice that instead of proving two-term bounds N. Marshall [14] adopted a proof by contradiction using certain lower Riemann sums to prove his main theorem for convex domains with nonvanishing Gaussian curvature. By using Proposition 2.1 below it is not hard to recover his main theorem. ‡ For functions f and g with g taking nonnegative real values, f g means |f | ≤ Cg for some constant C. The Landau notation f = O(g) is equivalent to f g.
§ A domain Ω ⊂ R d is said to be strictly convex if the line segment connecting any two points x and y in Ω lies in the interior of Ω, except possibly for its endpoints.
One can also possibly improve the rate of convergence by using the method in [7] .
We recall that for a positive definite diagonal matrix A with determinant 1, the number a * is defined as in (1.2).
Proposition 2.1. Let Ω ⊂ R d be strictly convex, compact, and symmetric with respect to each coordinate hyperplane with C 2 boundary. There exists a positive constant c depending only on Ω such that if t/a * ≥ 1 then
Proof. Without loss of generality we assume a * = a −1
1 . We will prove (2.1) below while the proof of (2.2) is essentially the same. We have that
and, by the convexity of Ω, that
Then, by change of variables and det(A) = 1, we get that
is (up to a constant multiple) the parallel section function of Ω in the direction of x 1 -axis, which is continuous from R + to R + , strictly decreasing and supported on [0, X 1 ] for some constant X 1 > 0, and bounded above by an absolute constant f (0). We claim that there exists a positive constant c depending only on Ω such that
Since the integral in (2.5) is equal to 2 −d |Ω|a 1 t, the desired estimate (2.1) follows easily from (2.3) and (2.5).
If we denote F (x 1 ) = f (x 1 /a 1 t), to prove the claim it suffices to show that the area between the curves of F and a step function j∈N F (j)χ [j−1,j) (x 1 ) has a lower bound c (depending only on Ω), by comparing it with the total area of certain "inbetween" triangles.
Notice that there must exist an interval [p − 2δ, p + 2δ] ⊂ (0, X 1 ) with δ > 0, on which f ′′ is always nonnegative or nonpositive. Indeed, since f is two times continuously differentiable in some neighborhood of zero (see [11, Lemma 2.4] ), if there exists a point p in that neighborhood such that f ′′ (p) = 0 then the continuity of f ′′ ensures the existence of such an interval.
We first assume that a 1 t ≥ 2/δ and study F mainly on the interval
If F is always nonpositive hence concave down we study the "inbetween" right triangles of width 1 with vertices (i, F (i + 1)), (i + 1, F (i + 1)), and (i, F (i)), with ⌊(p − δ)a 1 t⌋ + 1 ≤ i ≤ ⌊(p + δ)a 1 t⌋ − 1. The total area of these triangles is equal to
where in the last inequality we have used a 1 t ≥ 2/δ.
If F is always nonnegative hence concave up we study the "inbetween" right triangles of width 1 with vertices (i, F (i + 1)), (i + 1, F (i + 1)), and (i, F (i + 1) − F ′ (i + 1)), where ⌊(p − δ)a 1 t⌋ ≤ i ≤ ⌊(p + δ)a 1 t⌋ − 2. The total area of these triangles is equal to
which has the same lower bound as in (2.6). If 1 ≤ a 1 t ≤ 2/δ, we observe that the left hand side of (2.5) is continuous in a 1 t and always positive (since f is strictly decreasing), therefore it must have a uniform lower bound c 1 > 0.
By choosing c sufficiently small (say, smaller than c 1 and the absolute constants in (2.6)) , we get (2.5). This finishes the proof of (2.1).
Asymptotics for lattice counting
In this section we prove several asymptotic formulas for lattice counting. See N. Marshall [14] for the case when the domain's boundary has nonvanishing Gaussian curvature.
We first prove an asymptotic formula for the number of lattice points in the domain tAD. Its proof is very standard except that we need to take care of the effect of the transformation A. = diag(a 1 , . . . , a d ) of determinant 1, if t/a * ≥ 1 then
, where the implicit constant depends only on the domain D.
where χ tAD denotes the characteristic function of tAD. By the Poisson summation formula, we have
By adding a partition of unity d j=1 Ω j ≡ 1 with each Ω j supported in Γ j = {x ∈ R d : |x j | ≥ (2d) 1/2 |x|} and smooth away from the origin, we have
where the summation is over all lattice points k's with exactly 1 ≤ i ≤ d nonzero components such that Ak ∈ supp(Ω j ). We may assume j = d below since other cases are similar due to symmetry.
where in the last inequality we have used the definition of a * . If 2 ≤ i ≤ d, by using [8, Theorem 2.1], |a l | ≥ a −1 * , and |Ak| ≥ a −1 * |k|, and comparing the sums with integrals in polar coordinates, we get
is the collection of all subsets of N d having i elements, and
Note that the contribution coming from the term 1 on the right side of (3 .4) is not larger than the right side of (3.3) if a * < t. By (3.3), (3.4) , and similar bounds for other j's we obtain that
Note that t/2 ≤ t ± a * ε ≤ 3t/2 if t/a * ≥ C for a sufficiently large constant C. Combining (3.2), (3.5), and (3.6) yields
where the last inequality can be verified by a direct computation. Hence we get (3.1) when t/a * ≥ C.
If 1 ≤ t/a * ≤ C applying the previous argument to #(Z d ∩(Ct)AD) yields that
which trivially leads to the desired asymptotic formula (3.1).
Recall that D j ⊂ R d is the intersection of D (defined by (1.3)) with the coordinate hyperplane defined by x j = 0. As a consequence of Proposition 3.1 we get the number of lattice points in the dilated and stretched intersections.
where the implicit constant depends only on the domain D. (a 1 , . . . , a j−1 , a j+1 , . . . , a d ) 
as well. The precise meaning of D j will be clear from the context and this abuse of notation will not cause any problem. Note that
Applying Proposition 3.1 to the right hand side of the equation above yields
diagonal matrix by removing the j-th and k-th columns and rows from A, and
we get (3.7) by combining (3.8), (3.9) , the definition of a * , and t/a * ≥ 1.
Using Proposition 3.1 and 3.2, we get the numbers of positive and nonnegative lattice points in tAD. Theorem 3.3. Let A = diag(a 1 , . . . , a d ) be a positive definite diagonal matrix of determinant 1, if t/a * ≥ 1 then
where the implicit constants depend only on the domain D.
Proof. By symmetry of the domain D we have that
Then (3.10) follows from (3.1) and (3.7). For nonnegative lattice points, we know
if t/a * ≥ 1 (see [6] ). The implicit constant in (3.12) depends only on the dimension of the domain D. Thus (3.11) follows from (3.1), (3.7), and (3.9).
Proofs of Main Theorems
In this section we prove Theorem 1.1. The nonnegative case, i.e. Theorem 1.2, can be handled essentially in the same way.
Let
Using (3.10) with A = B, we get
for sufficiently large t, where
For every sufficiently large t let A(t) be a fixed optimal stretching matrix (see (1.4) ). Thus
Denote a * (t) = A(t) −1 ∞ . Then t/a * (t) ≥ 1, otherwise tA(t)D does not contain any positive lattice point. Therefore Proposition 2.1 gives
for some constant c > 0 depending only on D. Combining (4.1), (4.2), and (4.3) yields a * (t) ≤ C/c, which means that for sufficiently large t any optimal stretching factor A(t) has its a * bounded uniformly from above. Then (3.10) gives
Combining these two asymptotics with (4.2) yields
. Then (1.5) follows easily from Lemma B.1. This finishes the proof. A direct computation gives
where Γ(x) is the gamma function and B(x, y) = Γ(x)Γ(y)/Γ(x + y) is the beta function.
where each c j is between 0 and u j (which means each exp(c j ) is between 1 and s j , thus uniformly bounded from below). Therefore u j = O(ε 1/2 ), which leads to (B.1).
