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Abstract 
One of the fundamental unsolved problems in volcanology is assessing the 
probability of eruption during volcanic unrest periods. For interpreting surface 
deformation during unrest periods, most models assume an elastic half-space model. 
This means that the volcano and the hosting crustal segment assume that the elastic 
properties are uniform. It follows that not layering is taken into account. Here I use 
COMSOL Multiphysics software to develop new numerical models on stresses and 
displacements inside and at the surface of a volcano during unrest periods when 
realistic mechanical layering is taken into account. The models consider shallow 
magma chambers of various ideal geometries (prolate ellipsoids, oblate ellipsoids, 
spheres) located in crustal segments where the layers above the chamber have 
Young's modulus (stiffness) that varies from 20GPa (stiff) to 0.01GPa (very compliant 
or soft). Also considered are dike and inclined (cone) sheet emplacement in a layered 
crust and their effects on the internal and surface deformation of the hosting 
volcano. In most models the only loading is the magmatic pressure in the chamber/ 
dike. The results show that compliant or soft layers above magma chambers and 
dikes/sheets tend to suppress the surface stresses and displacements. Also, half-
space models for surface deformation induced by dikes/sheets tend to 
underestimate (a) the depth to the top of the dike and (b) the dimensions, 
particularly the thickness, of the dike. In particular, the numerical models for dikes 
show that the surface-displacement peaks occur at widely different locations from 
the tensile and shear stress peaks. The boundary faults of a dike-induced graben 
should form at the stress peaks and not, as is commonly suggested, at the surface 
displacement peaks. The present results support the 'graben rule' which implies that 
any dike-induced graben is likely to be of a width about twice the depth to the 
tip/top of the arrested dike. Thus, for a dike tip arrested at 0.5 km depth, the surface 
width of a possible induced graben would be close to 1 km. Because of the 
suppression of stresses and displacement by typical compliant layers in volcanoes 
and rift zones, for typical dikes little or no dike-induced surface deformation is 
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1.1 Volcanotectonic structures and modelling 
 
In almost all volcanic eruptions, magma is supplied by fluid driven fractures, whether 
they are dikes or inclined sheets. It is thus vital to have as complete understanding of 
the processes which govern the mechanisms of fracture-related magma transport as 
well as magma storage in volcanoes. This thesis investigates various volcano tectonic 
processes with the aim of increasing our understanding of the behavior of volcanoes. 
In this first chapter, I first provide a brief overview and introduction to the relevant 
studies and suggest areas that require further or better understanding. Then I discuss 
briefly the use of modelling, particularly the method of finite-element modelling, of 
volcanotectonic structures and processes. More details on modelling, including 
numerical modelling, are provided in Chapter 2.  
 
1.1.1 Magma chambers 
 
Magma normally accumulates at various depths in the crust below the surface of 
volcanically active areas (Marsh, 1989). Magma storage conditions are predominantly 
understood, as regards host-rock for chamber formation and their depths, derive 
primarily from structural geology and volcanotectonic field studies (e.g 
Gudmundsson, 1986a; Menand, 2011), analytical and numerical studies 
(Gudmundsson, 2011a,b; Gudmundsson, 2012; Barnett and Gudmundsson, 2014) 
fluid inclusions analyses of crystals (e.g Druitt et al., 2012; Walker, 1960), ground 
deformation studies (e.g Mogi, 1958), as well as  geochemical and petrological 
studies such as degassing analyses (e.g Stevenson and Blake, 1998). Mechanisms that 
can control the formation of magma chambers are still not fully understood 
(Menand, 2011). However, field studies suggest that many of chambers form from 
the accumulation of horizontal intrusions, sills (Barnett and Gudmundsson, 2014; 
Gudmundsson, 2011a). Field and geodetic studies also suggest that that many and 
perhaps most magma chambers have approximately a sill-like geometry 
(Gudmundsson, 1986a, Burchardt and Gudmundsson, 2009; Camitz et al., 1995; 
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Gudmundsson, 2012; Yun et al., 2006). Other geometries such as spheres and oblate 
and prolate ellipsoids do, however, occur (Gudmundsson, 1986a; Hickey et al., 2013; 
Lipman, 1997; Menand, 2011; Parks et al., 2012). The shape of the shallow magma 
chamber and the regional tectonics and boundary condition) dictate the local stress 
field around the chamber and the associated volcanic system.  
In volcanology, magma chambers are mostly approximated as spheres, or as small 
pressure points, when modelling volcano deformation (Anderson, 1937; Mogi, 1958; 
Parks et al., 2012; Sturkell et al., 2006b). These types of models are used to provide 
an estimation of the pressure and volume changes – and thus the amount of magma 
leaving the chamber - as well as constrain depth ranges of magma chambers 
(Manconi et al., 2007; Masterlark, 2007). These crude approximation models are 
considered useful partly because of the crust acts primarily with linear elasticity. 
Therefore, any significant pressure changes the stresses of the surrounding rocks, 
and these stresses are represented instantaneously as a surface ground deformation 
(Segall, 2013).  
Many scientists challenge the notion that magma chambers exist as bulk magma 
volume reservoirs. Instead, they are more in favor of complex models (Cashman and 
Giordano, 2014). To form a large sustained eruption and a potential collapse caldera, 
however, magma chambers must exist in sufficient volume at shallow depth 
(Gudmundsson, 2012). The exact stress and mechanical conditions required to form 
an eruption are not known in exact detail; thermal degradation and thermal diffusion 
may play a role (Annen, 2011; Gregg et al., 2012) as well as mechanical anisotropy 
and heterogeneity (Gudmundsson and Philipp, 2006) of crustal host rocks. 
 
1.1.2  Dikes, inclined sheets, and ring-faults/dikes 
 
Rupture of a magma chamber can result in different types of fractures, primarily the 
injection of a dike, a sill, an inclined sheet, and a ring dike. Dikes, sills and inclined 
sheets are magma-driven fractures that propagate perpendicular to the minimum 
compressive (maximum tensile) principal stress σ3. As the consequence, magma does 
not propagate vertically in many cases, instead favoring an inclined trajectory – as an 
inclined sheet - towards the surface (Gautneb and Gudmundsson, 1992; Figure 1.1) 
Sheet intrusions that dip less than around 75 are generally known in 
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volcanotectonics as the inclined sheets or cone sheets. It is possible in some cases to 
estimate crudely the location of the shallow magma chamber based on condition and 
measurement of collection of inclined cones (Gautneb and Gudmundsson, 1992), 
assuming that the attitude of magma driven propagation does not change 
significantly from its initiation direction (Gudmundsson and Phillip, 2006). 
Most m e a s u r e d  dikes are recorded are non-feeders. This means these 
intrusions did not reach the surface (Geshi et al., 2010; Gudmundsson, 2011a; 
Hooper et al., 2011; Pollard, 2010) but became arrested or stalled inside the volcanic 
zone/volcanic edifice to form a pure intrusions rather than providing magma for an 
eruption (Gudmundsson and Philipp, 2006). The dike propagation paths are much 
affected by the complexity of volcanic stratigraphy and tectonic relation so that 
numerical models on magma propagation in various settings are important to map 
out the possible paths.  
Ring-faults are bound piston-like calderas  The observed boundary of such calderas is 
a topographic boundary, with exposed fault walls of common height of tens to 
hundreds of metres (Hartley and Thordarson, 2012; Wilson et al., 1994). Therefore, 
caldera fault geometry at depth must be inferred from geophysical studies (e.g 
Saunders, 2001), or analogue (e.g Acocella, 2007) and numerical studies (e.g Gray 
and Monaghan, 2004) studies. In some cases the ring-fault is well exposed in deeply 
eroded fossil calderas. In fact, much understanding of caldera processes comes from 
studies of ancient and eroded systems in the United States of America (Lipman, 
1984), Iceland (Gudmundsson, 1987a), and  Scotland (Branney, 1995). 
 
Figure 1.1: Traditional model for the formation of ring- dikes (outward-dipping, yellow lines) based on 
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Anderson’s (1937) analytical solution. Trajectories of maximum tensile principal stress, σ3, as dashed 
white lines, and maximum compressive principal stress, σ1, as solid red lines. Those red lines indicate 
the likely direction of magma propagation in this simple example, modified after Gudmundsson and 
Nilsen, 2006. 
 
Analogue model is one of the important ways of understanding the geological 
processes.. Analogue models suggest that collapse occurs mainly on reverse faults, 
with some contribution from normal faults (Acocella, 2007). However, the results 
depend of course on the boundary conditions. When the pressure change is only in 
the shallow chamber, then reverse faults normally form. When the pressure changes 
I also, or mostly, in a deep-seated reservoirs acting as source for the shallow 
chamber, then either normal faults or reverse faults may form. This is in agreement 
with numerical modelling which seem to suggest both reverse (Holohan et al., 2015) 
and normal (Gudmundsson and Nilsen, 2006) ring-fault faults, depending on the 
numerical and analytical modelling technique implemented (Geyer and Marti, 2014; 
Gudmundsson, 2016). As is well known however, dikes and inclined sheets are 
predominantly mode I fractures which require a magmatic overpressure in excess of 
the tensile strength of the host rock to propagate. The mechanics of dike formation 
was initially addressed by Anderson (1936) but has subsequently by discussed and 




Sills are relatively easy to interpret on seismic images, as they have a high acoustic 
contrast and thus show up as strong reflectors (Planke et al., 2005). Sill emplacement 
generates local stresses in the host rock. For example, Gudmundsson and Lotveit 
(2012) show how a saucer-shaped sill creates stresses in a sedimentary basin and 
select their paths depending on layering and local stresses (Fig. 1.2). This sill has 
caused the stress to concentrate in the upper layers, compared with a planar straight 
sill. If more stress is created during the growth of the sill, it will increase fracturing in 
the above layers. It thought that saucer-shaped sills tend to occur at shallow depths. 
Depth and timing of emplacement are factors that are investigated in detail in this 
study, which also show cooling joints as a main internal structure (Fig. 1.3).  
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Figure 1.2 Multiphysics COMSOL model showing a saucer-shaped sill emplaced in various layers of 
stiffness 1GPa (soft) and 20GPa (stiff). Over pressure five MPa. (Modified from Gudmundsson and 
Løtveit, 2012). 
Figure 1.3 - Schematic showing the jointing inside cooling joint which their formation shows they 
have been from a horizontal intrusion or a sill (Modified from Rateau et al, 2013). 
There are quite a few measurements missing in the collected data on sills, because 
some areas lack 2D/3D seismic data or any observations, meaning some basins do 
not have a recorded sill thicknesses or lateral dimensions. Sills are divided into small 
or large, depending on whether their lateral dimension is smaller or larger than their 
depth (Gudmundsson and Løtveit, 2012). When the diameter of sill is larger than its 
depth below the surface, it considered a large sill (Gudmundsson and Løtveit, 2012; 
Sydnes et al., 2018). 
A common aspect of sills is that they change the geothermal gradient (Aarnes et al, 
2010; Eide et al, 2016; Petford and McCaffrey, 2003; Syndes et al, 2018). This also 
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true when considering if a sill is part of a cluster of sills. The impact of clusters is 
presented in Chapter 2 through COMSOL models. Sydnes et al (2018) imply that sills 
over 50m in thickness will influence a sedimentary basin thermally. The sills can 
substantially influence maturation of organic matter, but timing is an important issue 
(Sydnes et al, 2018). 
 
1.1.4 Fault zones 
 
Our understanding of the physical properties of fault zones, especially permeability, 
heterogeneity, and local stresses is still very incomplete (Wimberley et al., 2008; 
Gudmundsson et al., 2010). Field studies of onshore fault systems and their internal 
architecture provide the basis for understanding of the fluid flow along and across 
fault zones. It is now well-established that fault zones have a complex internal 
structure, whose primary units are fault core and fault damage zone (Caine et al., 
1996; Gudmundsson et al., 2010). Therefore, modelling faults as single cracks or 
dislocations is generally regarded as an oversimplification. The internal 
hydromechanical structure of the fault zone is known to affect permeability and fluid 
transmissivity across fault zones. However, it is also important to understand crack-
to-crack interactions and the effects of segment linkages. Yet these pose limitations 
in understanding the local stresses around and within fault zones, which in turn 
determine displacement and fracture development and permeability along and 
traverse a fault plane.  
General fault zone models show that fault zones are composed of two main 
hydromechanical units: low-permeability granular fault core, normally providing a 
barrier to across fault flow, and a higher-permeability fault damage zone adjacent to 
the core and providing a conduit for a long-fault flow (Caine et al. 1996). Whether or 
not each of these units are present at every location along the fault zone, and how 
important they are, depends upon various factors such as host lithology and 
displacement, which help to understand whether a given fault can act as a lateral 
barrier to fluid flow, a fault-parallel conduit, or both. A fault damage zone can 
commonly be divided into subzones because of its internal heterogeneities (Fig 1.4). 
More specifically, fault damage zones can be sub-divided into zones according to 
variations in fracture density or frequencies in the damage zone. Fig. 1.4 illustrates 
19 
 
three mains subzones within a 2D modelled normal fault. Increasing fracture density 
shows reduces rock strength of the fault zone rocks as well as effective permeability. 
Its intrinsic properties can be modelled according to fracture density and associated 
permeability. The core is the structural, lithological and morphological portion of the 
fault where much of the displacement is accommodated (Caine et al., 1996). The core 
usually found in the center and thicknesses may extend up to tens of meters in large 
fault complexes (Fig 1.5). 
 
Figure 1.4: A conceptual 2D model of the hydromechanical units of a fault zone. 
 
Figure 1.5 Field examples of fault cores (a) Clay smear taken from Miri, Malaysia (taken by Van der Zee & 
Urai, 1998) (b) Fault gouge from Jiaojia fault, China (taken by Monash University, 2015) (c) Fault breccia 
from Upper Kimmeridge Clay, UK (West, 2014) 
Although phyllosilicates of rich cores is characterized by extremely low permeability 
during seismogenic slip (during high strain rates) the core act as brittle resulting in 
fracturing and increased permeability, which then gradually decreases (due to 
compaction and secondary mineralization). In the core there are thus commonly 
numerous mineral veins and amygdales spaced at mm to cm forming dense 
networks. Hydrothermal fluids precipitate within fault core cavities and internal 
fractures and lithify the core during interseismic period (Caine et al., 1996). The 
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granular media nature of the core is the reason of modelling core as a porous 
medium (Fig 1.6). 
 
Figure 1.6: Schematic illustration of two fault zone models proposed according to its displacement 
attitude in siliclastic rocks (modified from Berg, 2011). Fault core includes the slip surfaces, intensely 
crushed and deformed rocks as well as lenses of undeformed rocks. The damage zone includes small 
faults and deformation bands. Note low permeability fault rocks within core and the high permeability 
host rock due to background fracturing. 
Several models have been proposed for dynamic fault zones structures. Field 
observation shows differences in fracture frequencies across faults in different 
tectonic regimes. For dip-slip faults, there is damage zone asymmetry on either side 
of the fault plane (Fig. 1.6), but normally not for strike-slip faults (Fig. 1.7). The fault 
zone models investigated are symmetric strike slip and asymmetric dip slip faults. 
With continual growth and displacement, core and damage zone become thicker (Fig. 
1.7). Thus increasing the volume core materials (with lower mechanical strength) as 
the process zone gradually becomes part of the core and damage zone 
(Gudmundsson, 2011a). Increased volume of core results in greater energy 




Figure 1.7 Evolution of the fault damage zone as a function of increasing displacement on the fault 
(Gudmundsson, 2011a). The damage zone becomes gradually thicker. If the damage zone mechanical 
properties vary linearly with distance from the core, the variation in Young’s modulus may be as shown 
here.  
(Figure 1.7). Increase in volume results in increase in energy dissipated through 
micro-cracking and/or plastic deformation before and during any major fault slip and 
thus increasing material toughness within the fault zone. Fracture development 
starts from mechanical interaction and linkage between smaller segments; once 
linked the faults gradually behave as a larger continuous structure up to tens, 
sometimes hundreds, of kilometres in length. The growth, linkage and propagation of 
fractures is influenced on a variety of parameters such as the mechanical properties 
of the rocks, the arrangement of the initial segments within the host rock, the 
velocity at which the fractures propagate, and the remote differential stress field 
(Gudmundsson, 2011a). 
 
Figure 1.8: Conceptual model of a complex fault zone which shows complex interaction of mechanical, 
hydraulic and chemical processes and the permeability variation across fault zones (from Martel, 1990). 
Material toughness may be higher for fracture propagation in fault zones with 
comparatively low Young modulus. This follows because more energy is commonly 
needed to propagate a fracture within a comparatively compliant fault zone than in a 
stiffer zone. The toughness, however, depends on discontinuities in the fault zone as 
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well (Gudmundsson et al., 2010). Generally, the fault zone has a greater toughness 
than the stiff protolith host rock. (Fig 1.8).  
 
 Numerical modelling 
 
Numerical models are normally use for simulating physical problems and for solving 
complex equations when the analytical solutions cannot be obtained or are too 
complex. For example, commonly when these are nonlinear parts or terms in the 
equations, it is almost impossible to solve the associated problems with analytical 
methods. The numerical software used here (COMSOL Multiphysics versions 5.1) is a 
commercial software which is extremely well tested and benchmarked (e.g Hickey & 
Gottsmann, 2014) for solving problems in fluid and solid mechanics as well problems 
in heat transfer. These are problems that commonly occur in many fields of geology, 
in particular  in volcanology and structural geology/tectonics. 
In Chapter 2 I provide the constitutive equations that are used in the software to 
solve problems numerically and discuss their limitations and assumptions. Stress 
solution comparisons are also discussed with respect to previous published studies 
and field observation to show the consistency of results throughout the process. All 
numerical modelling in the thesis and the papers presented as part of this thesis 
were conducted using the commercial finite element code within COMSOL 
Multiphysics versions 5.1 (www.comsol.com). All the basic solid mechanics models in 
the thesis use the ‘Structural Mechanics’ module which solves the Navier-Cauchy 
equations. This set of equations provide linear elastic stresses and displacements as a 
result of pressure or displacement boundary conditions. 
In this thesis, I used numerical modelling to investigate fracture formation, 
propagation, linkage, arrest, and fluid transport, as well as heat flow, heat transfer 
and material deformation, as discussed further in Chapter 2. Here I use geometries 
directly from field data which, together with well-tested theoretical models, can be 
used to explore the effects of fluid pressure and mechanical properties of rocks on 
local stresses induced by fluid-filled fractures such as dikes . All fractures modelled in 
this thesis are fluid-driven fractures opened by fluid overpressure (pressure above or 
over the normal stress on the fracture, which for mode I cracks or extension 




1.2.1 Finite element method development and its 
applications in geosciences 
 
The finite element method has been known as a very powerful and successful 
numerical softeware in modeling a variety of engineering phenomenon for many 
decades. Its applications is to fields such as general mechanical problems, fracture 
mechanics, fluid dynamics, nano-structures, electricity, chemistry, civil engineering, 
and material science. Despite of great capabilities of the classic finite element 
method, it has its limitations that initiate from the basic assumptions employed in 
the mathematical development of its framework: the continuity. This presumption 
includes any kind of variations, from property changes or external changes of 
boundary conditions.  
Limitations of classic FEM are not generally critical. Many of these are handled by 
imposing the requirement of meshing alignment to the simulation process. This 
approach is useful for cases where no variation take place in time – where the 
modelling is not a function of time. However, interface evolution is quite common in 
wide group of problems. In classic finite element framework special algorithms are 
available for such cases, but they are cumbersome to develop and highly time-
consuming to use. Issues involved in the classical finite element approach made 
researches look for replacement methods. A step forward was the introduction of 
partition of unity finite element method (PUFEM) devised based on research work by 
Melenk and Babuska (1996). In their work, the concept of partition of unity method is 
employed in order to omit the need for continuity by enhancing the solution field 
with discontinuous functions (Fig 1.9). 
In the work of Belytschko and Black (1999) a minimal re-meshing finite element 
method for crack growth is presented, where discontinuous enrichment functions are 
added into the finite element approximation to account for the presence of the 
crack. This method allows for cracks of arbitrary align or orientation within the mesh.  
Yet for severely curved cracks, re-meshing is needed for zones away from the crack 
tip. Moës et al. (1999) presented an improvement of the previous methods for 
modeling the crack growth problem. In this study, the standard displacement-based 
approximation is used. It is enriched near a crack by incorporating both discontinuous 
fields and near tip asymptotic fields through a partition of unity method. This 
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technique successfully allows the entire crack to present independently of the mesh, 
resulting in re-meshing being unnecessary during crack growth. Dolbow (1999) 
developed the applications of the extended version in multiple aspects (Fig 1.9). In 
particular, Dolbow et al. (2000a, b) represented the specific examples of fixed cracks 
and crack growth in two-dimensional elasticity and Mindlin-Reissner plate theory. In 
their studies they used both a jump function and the asymptotic near tip field 
function. Dolbow et al. (2001) also presented an XFEM algorithm for modeling crack 
growth with frictional contact, the frictional contact being formulated as a non-
smooth constitutive law on the interface formed by the crack faces, and the iterative 
scheme implemented in the LATIN method is applied to resolve the nonlinear 
boundary value problem. Also, Daux et al. (2000) presented arbitrary branched and 











Figure 1.9 Rigid body with internal voids and inclusions. 
An extended finite element, so named by Dolbow (2000), has been widely employed 
in various engineering applications. In what follows a comprehensive review of the 
extended finite element method is provided, with more extended discussion later in 
the thesis. Some reviews have been provided by Moës and Belytschko (2002a), 
Karihaloo and Xiao (2003), Bordas and Legay (2005), Rabczuk and Wall (2006), 
Belytschko et al. (2009), Fries and Belytschko (2010), and Natarajan (2011). 
Mohammadi (2008) published a book on extended finite element method for 
fracture analysis of structures, which was used as a reference for XFEM review until 
2008. A more recently published XFEM book is also available by Mohammadi (2012) 
on fracture analysis of composites, which used as reference, too. 
 
The extended finite element method was developed to ease modeling of weak or 
strong discontinuities. It is evident that the conFiguration of the interfaces, whether 
of material discontinuity type or domain discontinuity type, plays a decisive role in 
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numerical simulations by XFEM. A successive framework developed mainly for 
handling the interfaces is the Level Set Method (LSM) suggested by Osher and 
Sethian (1988). This method is well known as a simple and versatile method for 
computing and analyzing the motion along an interface. The important role of 
interfaces made XFEM researchers take advantages from this framework, namely 
LSM, in their simulations. Stolarska et al. (2001) presented first implementation of 
the LSM in extended finite element framework. In this study the modeling of crack 








Figure 1.10 The level set method- definition and nomenclature. 
Sukumar et al. (2001) utilized LSM in modeling of holes and inclusions. Ventura et al. 
(2002) introduced vector level sets for description of propagating crack in finite 
element. They modeled arbitrary discontinuities in space-time finite elements by 
level sets and XFEM (2004). Legay et al. (2006) proposed an Eulerian-Lagrangian 
method for fluid-structure interaction based on level sets. Zunino (2013) presented 
the analysis of backward Euler/extended finite element discretization of parabolic 
problems with moving interfaces. Stolarska and Chopp (2003) studied thermal 
fatigue cracking in integrated circuits by level sets in XFEM. These definitions were 
extensively used during my first year as a PhD student, but are now mostly a part of 
the published work and discussed in Appendix 1. The use of LSM is not limited to 
two-dimensional problems. Moës et al. (2002a) studied non-planar 3D crack growth 
by the extended finite element and level sets. In a similar research by the same team 
(2002b), level set updates studied (part II). The LSM utilized to model intersecting 
interfaces. Zie et al. (2004) employed the LSM for developing a method for modeling 
multiple crack growth with applications to fatigue cracks. Improvement to LSM is the 
fast-marching method (FMM) introduced by Sethian (1996) (Fig 1.11). 
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Figure 1.11 Various choices for Ramp enrichment function. 
The main advantages of FMM to LSM are greater performance resulting from 
simplifications considered in implementation of the algorithm. First utilization of 
FMM in XFEM was by Sukumar et al. (2003) for modeling three-dimensional fatigue 
crack propagation.  
 
1.2.2  Finite elements for linear elastic fracture 
mechanics (LEFM) 
 
Elastic crack propagation has been the most common subject in XFEM research. Here 
I present a comprehensive review on research in this domain. Belytschko and Black 
(1999) presented a minimal re-meshing finite element method for crack growth, 
where discontinuous enrichment functions are added to the finite element 
approximation to account for the presence of the crack. Moës et al. (2000) developed 
an improvement of the previous method for modeling the crack growth problem, 
where the standard displacement-based approximation near a crack is enriched by 
incorporating both discontinuous fields and near-tip asymptotic fields through a 
partition of unity method. Stolarska et al. (2001) introduced an algorithm which 
couples the LSM with the extended finite element method to model crack growth. In 
this study, the LSM is used to represent the crack location, including the location of 
crack tips. Sukumar and Prevost (2003) described the implementation of the XFEM 
within a standard finite element package called Dynaflowe, which is used by Huang 
et al. (2003b) to present numerical solutions for the stress intensity factor for crack 
problems and conducting crack growth simulations. Stazi et al. (2003) presented a 
method for LEFM (Linear Elastic Fracture Mechanics) using enriched quadratic 
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interpolations, in which the geometry of the crack represented by a level set function 
interpolated on the same quadratic finite element discretization. Lee et al. (2004) 
represented a combination of the XFEM and the mesh superposition method (s-
version FEM) for modelling of stationary and growing cracks. In this study, the near-
tip field modeled by superimposed quarter-point elements on an overlaid mesh and 
the rest of the discontinuity described by a step function on partition of unity, where 
the two displacement fields are matched through a transition region. 
Advanced issues in LEFM have been addressed by many. Réthoré et al. (2005) 
proposed an energy-conserving scheme of the XFEM to model dynamic fracture and 
time-dependent problems from a more general point of view, which gives a proof of 
the stability of the numerical scheme in the linear case. Later, Menouillard et al. 
(2006) introduced a lumped mass matrix for enriched elements, which enables one 
to use a pure explicit formulation in XFEM applications. Chahine et al. (2006) also 
presented a convergence result for a variant of the XFEM on cracked domains by 
using a cut-off function to localize the singular enrichment area. Moës et al. (2006) 
studied the imposition of Dirichlet-type conditions within the XFEM. In this research, 
a strategy to impose Dirichlet boundary conditions is introduced, while preserving 
the optimal rate of convergence. Rabinovich (2007) developed a new computational 
tool for the accurate detection and identification of cracks in structures, to use in 
conjunction with non-destructive testing of specimens. Xiao and Karihaloo (2007) 
implemented hybrid crack element (HCE) on a general FE mesh and incorporated it 
into commercial FE packages. Furthermore, they show how to couple the HCE with 
the extended/generalized finite element method. 
Extension of XFEM to new cases has been the target of some other investigations. 
Asadpoure et al. (2006) proposed an extended finite element method for modeling 
cracks in orthotropic media. Next Asadpoure and Mohammadi (2007) developed new 
enrichment functions for crack simulation in orthotropic media by using the 
extended XFEM. Motamedi and Mohammadi (2010b) investigated dynamic crack 
propagation in composites based on development of orthotropic enrichment 
functions within the framework of partition of unity and the XFEM.  
Three-dimensional fracture mechanics has been extensively studied.  For example, in 
a study using an extended finite element method for three-dimensional crack 
modelling where a discontinuous function and the two-dimensional asymptotic 
crack-tip displacement fields added to the FEM Moës et al. (2002) represented 
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branch functions, which include asymptotic near-tip fields that improve the accuracy 
of the method. Also, Legrain et al. (2005) studied the application of the XFEM to large 
strain fracture mechanics for plane stress problems, specifically for rubber like 
materials. Furthermore, Ahyan (2007) presented a three-dimensional enriched finite-
element methodology to compute stress intensity factors for cracks contained in 
functionally graded materials (FGMs).  
Subsequently, Sukumar et al.(2008) proposed a numerical technique for non-planar 
three-dimensional linear elastic crack growth simulations. In this study, a technique 
of coupling the XFEM and the fast marching method (FMM) was used. Park et al. 
(2009) developed a mapping method to integrate weak singularities, which results 
from enrichment functions in the generalized/extended finite element method and is 
applicable to 2D and 3D problems including arbitrarily shaped triangles and 
tetrahedra. Fries and Baydoun (2012) presented a method for two-dimensional and 
three-dimensional crack propagation that combines the advantages of explicit and 
implicit crack descriptions. Later they extended this study to develop a propagation 
criterion for three-dimensional fracture mechanics. Minnebo (2012) presented three-
dimensional integration strategies of singular functions introduced by the XFEM in 
the LEFM, where an adapted method proposed to treat these cases efficiently. 
Golewski et al. (2012) created a new 3D numerical model for compact shear 
specimens (CSS), used for experimental testing of the mode II fracture by using 
XFEM. This study investigates concrete samples containing siliceous fly-ash additive. 
Benvenuti (2012) represented the relationship between the Fourier transform of the 
weight functions and exploited the accuracy of the regularization procedure in 3D 
problems. González-Albuixech et al. (2013a) introduced the curvilinear gradient 
correction based only on the level set information used for the crack description and 
the local coordinate system definition. Pathak et al. (2013) presented a simple and 
efficient XFEM approach in which the crack front divided into a number of piecewise 
curve segments to avoid an iterative solution. Holl et al. (2013) presented a new 
multiscale technique to investigate advancing cracks in three-dimensional spaces. 
This technique is designed to take into account cracks of different lengths and is  
applicable, for example, to gas turbine blades. Multiple cracks and branching have 




Figure 1.12 The triangular partition method show the diving one element into two after fracture had 
propagated in the element. The red line is the fracture, top and bottom sides are two new elements 
with new mesh after propagation. 
Budyn et al. (2004) developed a method for multiple crack growth in brittle materials 
without re-meshing, which also treats the junction at the cracks. Zi et al. (2004) 
extended this study so as to analyze the growth and the coalescence of cracks in a 
quasi-brittle cell containing multiple cracks. Loehnert and Belytschko (2007) 
investigated the effect of crack shielding and amplification of various arrangements 
of microcracks on the stress intensity factors of a macrocrack, including large 
numbers of arbitrarily aligned microcracks. Mousavi et al. (2011a, b) presented a 
higher-order XFEM with harmonic enrichment functions for complex crack problems. 
Elguedj et al. (2009) represented a generalized mass lumping technique for explicit 
dynamic formulation in extended finite element framework. In a following work, 
Gravouil (2009) presented a general explicit time integration scheme for dynamics 
simulations using the XFEM with standard critical time step. Panetier et al. (2010) 
presented a method that leads to strict and high-quality local error bounds in the 
context of fracture mechanics.  
Shen and Lew (2010a, b) introduced a variant of the XFEM rendering an optimally 
convergent scheme. They demonstrated the optimal convergence of a discontinuous-
Galerkin-based XFEM for two-dimensional linear elastostatic problems of cracked 
domains (2010b). Menouillard and Belytschko (2010a, b) described a correction force 
to modify the forces smoothly release the tip element while the crack tip travels 
through the element. In another study by the same team, dynamic fracture with 
mesh-free enriched XFEM represented, where the mesh-free approximation used as 







Figure 1.13 The blending element definition, the dotted line is the propagated fracture. 
Dhia and Jamond (2010) used the Heaviside enrichment function within the Arlequin 
framework further reduce the costs of crack propagation simulations. Ródenas et al. 
(2010) introduced a recovery-type error estimator yielding upper bounds of the error 
in energy norm for LEFM problems. Mousavi and Sukumar (2010) presented new 
Gaussian integration scheme, which is efficient and accurate for the evaluation of 
weak-form integrals. Gauss-like quadrature rules constructed over arbitrarily shaped 
elements in two dimensions without the need for partitioning. Menouillard et al. 
(2010) proposed a new enrichment method with a time dependent enrichment 
function. Legrain et al. (2011) described the use of the XFEM in the context of 
quadtree/octree meshes, where attention have been paid to the enrichment of 
hanging nodes that inevitably arise with these meshes and an approach for enforcing 
displacement continuity along hanging edges and faces is proposed. 
Bordas et al. (2011) extended strain smoothing to higher order elements and to 
investigate numerically in which condition strain smoothing is beneficial to accuracy 
and convergence of enriched finite element approximations. Shibanuma and 
Utsunomiya (2011) evaluated the reproductions of the prior knowledge in the 
original XFEM and the PUFEM-based XFEM for the crack analysis. They show that the 
method reproduced over the entire enrichment in the PUFEM- based XFEM. Liu et al. 
(2011) developed a higher-order XFEM based on the spectral element method for the 
simulation of dynamic fracture where the numerical oscillations suppressed, and the 
accuracy of computed SIF and crack path also improved. Prange et al. (2012) 
presented a simple recovery-based error estimator for the discretization error in 
XFEM-calculations for cracks, where enhanced smoothed stresses incorporating the 
















 Figure 1.14 Hierarchical blending element approach. This element is between standard and blending 
elements condition, elements with three corners with standard nodes and one with enriched node is 
treated this way, there are common in bended fracture propagation paths. 
Byfut and Schröder (2012) discussed higher-order XFEMs obtained from the 
combination of the standard XFEM with higher-order FEMs. Methodologies 
necessary for hp-adaptivity in XFEM, which allow for exponential convergence rates, 
are summarized. González-Albuixech et al. (2013b) studied the convergence rates 
achieved with domain energy integrals for the computation of the stress intensity 
factors (SIF) when solving 2-D curved crack problems with the XFEM. Ródenas et al. 
XFEM had developing and worked with other numerical methods, too. Legrain (2013) 
approach a NURBS as an enhanced XFEM for the unfitted simulation of structures 
which geometry has been defined by means of CAD parametric surfaces (mostly for 
complicated geometries and 3D, I have some CAD imported geometry modeling in 
COMSOL with XFEM in fluid flow section). 
Blending issues have been of great interest in XFEM simulations. Gracie et al. (2008b) 
studied a patch-based version of the discontinuous Galerkin (DG) formulation, which 
decomposes the domain into enriched and unenriched subdomains. (2009) proposed 
enhancing the blending elements by adding hierarchical shape functions, which 
permits compensating for the unwanted terms in the interpolation. This method of 
processing is an extension to the study by Chessa et al. (2003a) to fracture mechanics 
problems. Chen et al. (2012) had illustrated employing the edge-based strain 
smoothing (ESm-XFEM) which works for linear elastic crack growth. Edge-based 
smoothing (ES) relies on some generalized smoothing operation over smoothing 
domains associated with edges of simplex meshes, and produces a softening effect 
leading to a close-to-exact stiffness, solutions. Fries (2007) shows that there would 
be no problems in blending elements by presenting the corrected XFEM 
approximation. The enrichment functions modified such that they are zero in the 
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standard elements, unchanged in the elements with all their nodes being norm using 











Figure 1.15 Weighted extended finite element method showing when there is a node that got enriched 
from three different elements during calculation, these nodes are happening when the cracks is start to 
















Figure 1.16 New intrinsic For elements between propagated crack and the new blending element  
Ventura et al. (2009) introduced a weight function blending, where the enrichment 
function pre-multiplied by a smooth weight function with compact support to allow 
for a completely smooth transition between enriched and unenriched subdomains 
and a method for blending step function enrichment with singular enrichments 
described. Loehnert et al. (2011) presented 3D corrected XFEM approach and 
extension to finite deformation theory, which is a corrected version of XFEM 
originally presented in Fries (2008) for the 2D case, extended to 3D including 
different remedies. Chahine et al. (2013) replaced the transition layer of blending 
elements by an interface associated with an integral matching condition of mortar 




 Thesis roadmap 
 
Many of the results presented in this thesis are already published as papers, either in 
international journals or on conference proceedings. Other results are in preparation 
or in review for publication in international scientific journals. At the end there are 
two appendices, one of which is a publish paper which is not strictly part of my PhD 
thesis main topic. As 4 of the 7 results chapters have been published, I am presenting 
them as stand-alone works with independent page numbers. In Chapter 2 the main 
methodological and numerical frameworks that govern each part of the PhD study 
are presented. I first give an overview of analytical literature about the background of 
relevant to the study. Then after presenting the appropriate equations, illustrating 
common crack geometries and presenting the meshing.  
Chapter 3, a published paper, is on dike emplacement, in particular on the effects of 
mechanical layering on dike-induced displacements and stresses. In the paper, I use 
solid mechanics and anisotropic geometry. The main idea is to understand better 
surface deformation and stresses induced by dikes – particularly those with upper 
tips at shallow depth – so as to estimate their geometries and likelihood of 
propagation to the surface (the hazard) better.  
Chapter 4, a submitted paper, focuses on the displacements and stresses induced by  
inclined (cone) sheets arrested at shallow depth in a layered crustal segment. The 
focus is on the effects of layering, particularly one soft (compliant layer) and the 
variation in sheet dip.  
Chapter 5 focuses on magma chamber and strike slip fault interaction in eastern 
Anatolia Turkey. Here the effects of fault movements on magma chamber stresses 
and potential dike propagation (and eventual eruption) are considered.  
Chapter 6, a published paper, discusses geothermal water circulation and heat 
transfer in a fault zone. Basic principles of fluid dynamics and heat transfer are used 
in connection with permeability development of a fault zone.  
Chapter 7 draws all the key findings together and evaluates in a critical manner the 
methods and techniques used in the thesis. I also discuss how the present work can 




 Analytical models 
2.1.1 Effective elastic constants 
The two most commonly used elastic parameters for isotropic rocks are Poisson’s 
ratio(𝑣), which is negative of the ratio of transverse strain to longitudinal strain 
(lateral contraction to axial extension) and Young’s modulus (E), which depends on 
rock stiffness – how much strain rock suffers for a given stress (loading) – and is the 
slope of the linear part of the stress-strain curve. Most rocks Poisson’s ratio are 
within the range of 0.2 – 0.3. In this thesis, an average Poisson’s ratio of 0.25 is used. 
Young’s modulus, however, in common elastic materials, can vary by around six 
orders of magnitude (Gudmundsson, 2000). Note that the Young’s modulus of rocks 
may also be different depending on the testing and geomechanical rating of rocks 
(Gudmundsson, 2000). The two principal methods for measuring Young’s modulus 
(and Poisson’s ratio) are dynamic and static, both of which can be made in the 
laboratory on small specimens and in the field tests. Several general statements 
made on the variation of Young’s modulus of a given rock mass in the field 
(Gudmundsson, 2011): 
 Increasing stress with increasing crustal depth increases stiffness, but this can 
vary a lot. 
 Increasing temperature, porosity and water content all can decrease the 
modulus.  
 Young’s modulus, especially at shallow depths in seismologically active areas, 
tends to decrease with increasing is the fracture frequency in the rock mass. 
 In-situ (field) Young’s modulus (E) of rock mass is usually less than that of a 
laboratory sample of the same type of rock. This is due to presence of 
fractures and pores in the field rock. 
Highly fractured rocks, like those in damage zones and cores of an active fault zones, 
tend to have smaller stiffness than normally fractured rocks of the same type. For a 
given loading, stresses within those layers with lower Young’s modulus are less than 
the higher ones. Meaning, that the stiffer the layers are, more the loading tends to 
concentrate the stress in those layers while, softer layers take on very little stress. 
Stresses needed for propagating fractures and fault displacements depend on 
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stiffness variation and other factors such as layering and toughness. Rocks with many 
discontinuities cannot be strictly elastic; there is permanent deformation and 
irreversible damage after the load is removed. Fracture frequency within a host rock 
for effective Young’s modulus of a rock mass is 𝐸𝑒 and (Priest, 1993) is given it by: 









)−1                                                                                                   (2.1)    
Where 𝜎𝑥 is stress, E is young’s modulus, K is bulk modulus, x is displacement. 
 
2.1.2 Fracture modelling 
 
There are several ways by which rock-fractures are described and classified (Price and 
Cosgrove, 1990; Twiss and Moores, 2007; Fossen, 2010;,Gudmundsson, 2011). One 
of the rock fractures modelling approach is to considering the ideal crack geometry, 
where the concept of a crack refers to the basic models in fracture mechanics. For 
analytical investigations, there are three ideal crack shapes or geometries (Fig. 2.1). 
 
Figure 2.1 – Ideal crack geometries for fracture modelling. a) a through crack; b) a part-through crack; c) 
an interior crack. (Gudmundsson, 2011). 
In Fig. 2.1 (a) This is through-the-thickness crack, which crack that go through the 
entire elastic body.  The fracture then extends from one free surface or a surface in 
contact with a fluid to another free surface. This model is very commonly used in 
modeling of feeder dikes (Gudmundsson, 2011). (b) This is a part-through crack, 
which referred to it as a thumbnail crack also. This type of crack extends from a free 
surface into the elastic body. This type of crack is commonly used to model fluid 
driven fractures such as non-feeder dikes and induced hydraulic fractures. (c) This 
crack geometry is the penny-shaped crack. It also called interior crack because this 
crack does not terminate at any free surfaces and does not link to other cracks and 
entirely hosted within the elastic body with a general elliptical shape.  
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In addition, fractures are classified mechanically in fracture mechanics. This is 
according to the displacement of material, the rock walls, on the opposite sides of 
the fracture. There are three modes, sometimes a fourth mode is added to 
classification list but that is not very common. They referred to as Mode I, Mode II, 
Mode III and Mode IV. In civil engineering and mechanical engineering it is common 
to use the combination between them (Modes I and II or Modes III and I) which are 
called mixed-mode fractures. All fracture initiation, stress concentration, propagation 
and arrest for brittle materials follow the Griffith's theory (1924). 
 
Figure 2.2 - Fracture displacement mode a) mode I fracture is an opening (extension) fracture where the 
displacement is perpendicular to the walls of the crack as it propagates in direction to the tip of the 
fracture. It is in generally used to model tension fractures and fluid driven fractures, including dikes, sills, 
and many mineral veins. B) Mode II is also called sliding fracture, in plane or forward shear mode. It 
occurs through the sliding of the walls or surfaces over one another in direction perpendicular to the tip 
or tip line of the crack (e.g. dip-slip fault.). c) Mode III is also called tearing or anti-plane or transverse 
shear crack. It is a shear fracture where the displacement occurs through relative movements of the 
crack walls one to another in direction parallel to the tip or the tip-line or edge of the fracture. (E.g. 
large strike-slip fault). d) Mode IV or closing mode crack sometimes used Adapted from (Twiss and 
Moores (2007); Fossen (2010); Gudmundsson (2011)). 
 
2.1.3 Geometry of cracks 
 
An elliptical crack within an elastic body can have three basic ideal shapes (Fig 2.3). 
First, through-the-thickness crack or crack goes through the entire elastic body. 
Second, part-through crack or thumbnail crack enters partly into the elastic body 
from the free surface. Third, elliptical interior crack or the circular penny-shaped 




Figure 2.3. Crack geometry in three dimensions. The three basic shapes of ideal elliptical cracks in an 
elastic body: (A) and (B) a penny shaped interior crack, C) a through tunnel crack and D) a part-through 
crack, extending from one free surface(s) and partly into host rock. The circular interior crack A), with 
major axis 2a and minor axis 2b, is a special case of the general three-dimensional elliptical interior crack 
(B). Thickness through crack (C) extends from one free surface to another (O) where its maximum 
opening displacement is ∆𝑢.The part-through crack (D) extends from one free surface (O) partly into the 
elastic body. The attitude of the co-ordinate system, and thus the strike and dip of the cracks, are 
arbitrary. Interior cracks (A and B) are non-restricted as they develop, whereas the other two shapes are 
restricted (Gudmundsson (2000)). 
In a case of circular interior crack, dip dimension 2𝛼 is equal to strike dimension 2𝑏. 
The crack opening which 𝑢 estimated as (Gudmundsson et al., 2001) 





2                                                                                            (2.2) 
where E is, Young is modulus, 𝜈 is Poisons ratio, 𝑟 is radial coordinate of the circle 
with pinned center at origin and 𝜎 is extensional stress, which is tension in this case. 
Note that 𝑢 here is the half aperture. In case the dip dimension  is much larger than 
the other ,𝑎 > 𝑏, the strike dimension is controlling the aperture. 2D plane strain 
equation for elliptical through crack subject to constant opening-mode loading can 
be written as (Gudmundsson, 2000) 





2                                                                                                (2.3)                                                          
The maximum displacement,𝑢𝑚𝑎𝑥, is assumed to occur in the central parts of the 
crack, which commonly is the case (Gudmundsson, 2000) 
𝑢𝑚𝑎𝑥 =  
−2𝜎(1 − 𝑣2)
𝐸𝐸 (𝜀 )
                                                                                                         (2.4) 
Where 𝜀 is eccentricity of the crack and E (𝜀) complete elliptical integrals 
(Gudmundsson, 2000). This means, the smaller dimension has the greatest effect on 
the opening displacement of an elliptical crack. Particularly, when the ratio 𝑎/𝑏 is 
large smaller dimension is the controlling dimension. In a tensile regime, the 
differential stress cannot be more than the four times tensile strength , that i:, 
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𝜎𝑑 < 4𝑇𝑜                                                                                                                                  (2.5) 
Where: 𝜎𝑑 = differential stress (𝜎1 − 𝜎3), Pa; 𝑇𝑜 = tensile strength of the rock, Pa; 
 
Figure 2.4 - Elliptical fracture with overpressure causing tensile stress concentration at its tip. 
The condition for the initiation of a fluid-driven fracture, assuming that it hosted by 
an elastic medium, is given by, 
𝑃𝑙 + 𝑃𝑒 ≥ 𝜎3 + 𝑇0                                                                                                                   (2.6) 
This says that the sum of lithostatic pressure (𝑃𝑙) and fluid overpressure (𝑃𝑒) must be 
equal to (or somewhat larger than) the minimum compressive principal stress (𝜎3) 
plus the tensile strength (𝑇0) at the timing of fracturing. Therefore, once a fracture 
has been initiated, further propagation depends on the induced tensile stress 
concentration of stress intensity factor  at the tip of the fracture (Fig 2.4). Moreover, 
this tensile stress is determined from fluid pressure in fracture as well as aperture 
and length of the fracture. When assuming the fracture as an elliptical empty scape, 
the maximum tensile stress at fracture tip given, 
𝜎3 = −𝑃𝑜 (
2𝑎
𝑏
− 1)                                                                                                             (2. .7) 
where: 𝜎3 = maximum tensile stress at fracture tip, Pa; 𝑝0 = fluid overpressure in the 
fracture, Pa; 𝑎 = half-length of elliptical fracture, m; 𝑏 =half aperture of fracture, m; 
 
 Fracture arrest 
2.2.1 Stress barrier and cook-gordon 
delamination 
 
Fractures are propagating in steps (recorded by plumose structures and rib marks). 
Stresses absorbed by host elastic rock, suppressing a further propagation until 
enough potential energy is available (related to overpressure and length of the 
fracture) for further propagation. To make larger fractures more energy is needed 
(Gudmundsson, 2011). Rock offers resistance which is the material toughness and it 
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works again the fracture propagation or critical energy release for crack to propagate 







                                                                                                              (2.8) 
where: 𝜎 = tensile stress, Pa; 𝐸 = Young's modulus, Pa; 𝐺𝑐 = material toughness or 
critical energy release rate, Pa.m; 𝛼 = Half-length of fracture, m; (1 − 𝜐2) = Condition 
for plane strain; so, if the stress intensity factor is 
𝐾 = 𝜎√𝜋𝛼                                                                                                                               (2.9) 
In addition, for a fracture to propagate K needs to reach a minimal critical value, 
which often referred as the fracture toughness 𝐾𝑐 (𝑃𝑎. 𝑚
1
2). By reformulating the 
equations for G, the critical energy release rate for mode I fracture (Extensional) 





                                                                                                                 (2.10) 
Stiffness has a high impact on the energy needed for fracture propagation, because a 
brittle material with higher stiffness needs less energy than less-brittle material for 
failure. As seen in the Fig 2.5, the softer materials such as shale, has a large area 
under stress-strain curve before the yield point compared to stiff material? 
 
Figure 2.5 - Material toughness. It defined by the area under stress-strain curve before it reaches the 
failure point, a) brittle material b) tough material. (Gudmundsson, 2011). 
From field observation, extension fractures can change into shear fractures, forming  
longer mixed-mode fracture. They theoretically need higher strain energy to 
propagate than mode I fracture. This follows 












           (2.11) 
where: 𝐺𝑡𝑜𝑡𝑎𝑙  = total energy release rate, Pa.m; 𝐺𝐼 , 𝐺𝐼𝐼 , 𝐺𝐼𝐼𝐼 = energy release rates 
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for the ideal fracture displacement modes I, II and III; 𝑣 = Poisson’s ratio; 𝐸 = Young’s 
modulus, Pa; 𝐾 = stress intensity factor, (𝑃𝑎. 𝑚
1
2); 
In a homogeneous and isotropic medium, extensional fractures are propagating 
parallel to the maximum compressive stress (σ1) trajectory. However, mechanical 
changes in a potential fracture path, like layers with different stiffness, will affect the 
direction of fracture propagation. Layering, interfaces or discontinuities can affect 
the stress, resulting in a stress barrier. This means the local stress is not favorable for 
vertical fracture propagation and causing deflection or arrest. There are three 
mechanisms for explaining a fracture will arrested, deflected or will penetrate at the 
contact of dissimilar adjacent layers (Fig 2.6) (Ming-Yuan and Hutchinson (1989) and 
described in Zhang et al. 2007, Larsen et al. 2010 and Gudmundsson, 2011). There is 
a rotation of principal stresses at the bed contact. 
 
Figure 2.6 - Fracture termination possibilities when a fracture reaches a mechanical boundary. a) 
Fracture is arrested b) fracture penetration c) and d) fracture deflected. (Larsen et al., 2010 and 
Gudmundsson, 2011). 
 
Figure 2.7 – Numerical model of the Cook-Gordon debonding or delamination mechanism. The induced-
tensile stress parallel to the fracture in its tips is 20% of the tensile-induced stress perpendicular to that 
one. So, if the discontinuity has tensile strength 20% of the tensile strength of the rock around, a 
horizontal fracture would initiate and the hydrofracture will be deflected. Cf. Cook and Gordon (1964) 
and Gudmundsson (2011). 
Induced tensil stress ahead of the fluid driven propagation, is called delamination 





2.2.2 Elastic mismatch 
 
A propagating fracture arrested or deflected at a contact of materials with  different 
stiffness is known as the elastic mismatch between layers. Then the geological layers 
on either side of the discontinuity have the different mechanical properties. 
However, when they have the same properties, a fluid driven fracture will penetrate 
when fracture energy release rate (𝐺𝑝) reaches the layer’s material toughness (ΓL) 





= ΓL                                                                                                       (2.12) 
Fracture will deflect when fracture energy release reaches material toughness of the 






2 ) = ΓD                                                                                       (2.13) 






                                                                                                                                 (2.14) 






                                                                                                                                 (2.15) 
where: 𝐺𝑑 = Strain release rate for a fracture deflection into a discontinuity; 𝐺𝑝 = 
strain energy release rate for a fracture penetration of a discontinuity; 𝛤𝐷 = material 
toughness of discontinuity; 𝛤𝐿 = material toughness of a layer; 
Layered rocks commonly have contrasting mechanical properties especially in 
volcanic areas, so that the elastic mismatch parameter is an indication of potential 
fracture arrest (Dundurs (1969)) for dissimilar layers. fracture propagation or 
deflection is partly governed by relationship between Dundurs elastic mismatch 







∗                                                                                                                          (2.16) 
where: 𝛼 = Dundur elastic mismatch parameter in extensional or uniaxial stiffness; 𝐸1
∗ 
= plain strain tensile modulus in the layer the fracture is propagating into; 𝐸2
∗ = plain 
strain tensile modulus in the layer that host the hydrofracture; 
When 𝛼 = zero it means that the mechanical properties are similar and the fluid 
driven fracture tends to penetrate the adjacent layer. If 𝛼 is below zero, fracture is 
42 
 
propagating from a stiff layer into a soft one, therefore, fracture has smaller chance 
to be deflected. Finally, when 𝛼 is above zero, the fracture is propagating from a soft 
layer into a stiff one, fracture have higher possibility to deflected in the discontinuity. 
 
 Fluid flow in fracture media 
2.3.1 General theory 
 
The fluid percolation within porous media is described through Darcy's law  (Eq. 







                                                                                                                  (2.17) 
where: 𝑞 = fluid velocity, m.s-1; 𝑄 = volumetric flow rate, m3.s-1; 𝐴 = cross-sectional 
area normal to the fluid flow direction, m2; 𝐾 = hydraulic conductivity, m s-1; negative 
sign indicates the direction of the flow; ∆ℎ = difference of water head (h1 - h2), m; 
∆𝐿 = distance that the fluid is flowing, m; 
∆ℎ
∆𝐿
 = hydraulic gradient, which indicates the 
total head drop for a unit length, dimensionless. Darcy's law was obtained for pipe 
flow and assumes that the flow is laminar, because in laminar flow, particles are 
moving parallel to each other. It can be written as function of the volumetric flow 
rate (2.18), 
𝑄 = 𝐾𝑖𝐴                                                                                                                                 (2.18) 
Darcy's law describes fluid flow in porous medium rather than fracture media. 
Exceptions are cases in which rocks are intensively fractured and produce a complex 
interconnected fracture network that act similarly to a porous medium (eg. 
Gudmundsson, 2011). To modeling fluid flow in fracture medium, I used the Darcy 
law and cubic law (2.19), which is derived from the Navier-Stokes equation for 
viscous flow. The cubic law assumes that the fluid flows between parallel plates, such 
as smooth fracture walls. For smooth fracture walls the cubic law for horizontal flow 






                                                                                                          (2.19) 
where: 𝑄 = volumetric flow rate, m3.s-1; (𝑃1 − 𝑃2) = pressure difference over the 
length (L); 𝑏 = kinematic aperture of fracture, referred as ∆𝑢 in solid mechanics, m; 
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𝑊 = width of the plate perpendicular to the flow, m; 𝐿 = length of the plates parallel 
to the flow, m; 𝜇𝑓 = fluid viscosity, Pa.s; 
The equation 2.19 is used for horizontal flow (Fig 2.8), with no gravity influence on 
flow, just pressure gradient. The cubic law is for describing a flow within fracture with 





𝑖                                                                                                                     (2.20) 
In the equation above gravity (𝑔) and fluid density (𝜌𝑓) Unit vectors 𝑖 are considered. 
 
Figure 2.8 - Sketch of laminar flow between two plates, explaining the variables for cubic law equation. 
Modified from Gudmundsson (2011). 
The cubic law could show that the volumetric flow rate (𝑄) is commonly proportional 
to the cubic of fracture aperture (𝑏3), 
𝑄 = 𝐶𝑏3∆ℎ                                                                                                                           (2.21) 







                                                                                                                        (2.22) 
where  ∆ℎ = change in hydraulic head; 
Small changes in the fracture aperture create a significant change in total volumetric 
flow rate. Fracture aperture is highly sensitive to surrounding stresses of the fracture. 
The rock rheology under stress variation has impact on fracture aperture. Some 
materials are more in favor of keeping higher due to applied stress. 
Hydraulic conductivity K, often used in hydrogeology is, presenting the ability of a 





                                                                                                                           (2.23) 
The equations above related to a single fracture. These can also be generalized for 
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calculating volumetric flow rate for fractures, which belongs to set or network. If flow 
is parallel to the fracture length with no aperture variation between fracture walls  





𝑖                                                                                                                      (2.24) 
 where: 𝑄 = Volumetric flow rate, m3.s; 𝜌𝑓 = fluid density, kg.s
-2; 𝑔 = acceleration of 
gravity, m.s-2; 𝑚 = number of fractures dissect by the length; 𝑏3 = cubic of fracture 
aperture, m3; 𝑖 = pressure gradient; 𝜇𝑓 = dynamic viscosity of the fluid, Pa.s; 





                                                                                                                      (2.25) 
where: 𝐿 = length of the profile where the fracture measurement taken m. 

















)                                                                                                        (2.27) 
Then, m is height unit of the section, in order to simplifying the calculation, it 
assumed 1m, and however, for thicker layers we multiply the results by the 





                                                                                                                      (2.28) 
where: 𝐾ℎ = average horizontal hydraulic conductivity, m.s
-1; 𝐾𝑓 = Hydraulic 
conductivity for an individual layer, m.s-1; 𝑚 = Thickness of the layer, m; 











2.3.2 Fracture-related permeability factors 
Among other important parameters for fluid transport in fractured rocks, one is the 
percolation threshold. Before threshold is reached there is no flow between two 
points through a fracture network unless fractures are interconnected and form a 
cluster or corridors (Fig 2.9). 
 
 
Figure 2.9 - Percolation threshold. It is a basic condition for fluid flow within a fracture network, 
assuming that there is no matrix permeability. a) Original fractures are non-connected; b) Fractures 
forming corridors or clusters that allow the fluid migration; c) Graph showing when percolation 
threshold reached, the permeability tend to increase with the fracture frequency. Extracted from 
Stauffer and Aharony (1994) (cf. Gudmundsson, 2011). 
In nature, fractures confined by mechanical layers form stratabound or layerbound 
fractures. By contrast, fractures that penetrate more than one mechanical layer are 
called non-stratabound fractures. Whether fractures are stratabound or not, they 
directly influence the heterogeneity of the crustal segment or, say, a reservoir. As 
fractures are highly sensitive to stress and deform very easily compared to porous 
medium then fluid pressure that drives the pressure varies. For instance, when 
fracture is parallel to the maximum horizontal stress, the fracture prefers to increase 
its aperture and, therefore, the permeability. On the other hand, when maximum 
horizontal stress is perpendicular to fractures, it tends to decrease the aperture (Fig 
2.10). The main effect of depth of the sedimentary basins on fractures is their 
permeability. Fracture intensity decreases gradually in the uppermost few hundreds 
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of meters, then keep it constant in the uppermost 1-2 km. Fracture aperture 
decreases sharply in the firsts few tens of meters, and then decrease far less with 
depth. Finally, fracture permeability or hydraulic conductivity is decreasing slowly 
first then keep constant in depth. 
 
Figure 2.10 - Local stress field affecting fracture aperture. 1) Normal fracture geometry; 2) Fracture 




FEM method is so named because of the method of discretizing the problem into a 
series of elements or nodes called “finite elements” with process called meshing. 
These elements need to define by a series of assumptions made about the primary 
variables such as displacement (Deb, 2006) (Fig 2.11). Using computer modelling 
programs such as like BEASY (a boundary-element BEM software) semi-manually or 
COMSOL automatically, differential and partial differential equations can be solved 
for individual elements with solutions combined for the entire model. 
The finer the mesh the smaller the element size becomes and therefore the greater 
the resolution. For this reason, in areas of interest, such as at fracture tips or 
between fracture tips, meshing is normally made much smaller than elsewhere in the 
model (Figs 2.12 and 2.13). The extended finite element modeling, a development of 
the standard FEM, is much used in engineering field on problems involving large 
deformations. When the geometry is deforming, it needs re-meshing so as to be able 





Figure 2.11: Example of a dip slip mesh. User-defined meshing applied to make mesh finer for more 
accurate modelling as seen in the a) fault zone and how meshing done for that area b) meshed 
geometry for a solid material with different mesh concentration to present the resolution better.  
 
Figure 2.12 COMSOL model showing geometry and mechanical properties used in development mode. 
 
Figure 2.13 – COMSOL model showing mesh samples from my numerical models, added to model in 
development stage before run the model. Different mesh concentration in different area.
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 Finite elements for porous media 
 
The first study on porous media in the Finite elements framework was performed by 
de’Borst et al. (2006). A finite element method that was proposed in this work can 
capture discontinuities in a two-phase media. Rethore et al. (2007) developed an 
approach named ‘two-scale’ for fluid flow in fractured porous medium. Lecampion 
(2009) presented a solution of hydraulic fracture problems by using an XFEM 
formulation where special tip functions for hydraulic fractures are introduced. Gracie 
and Craig (2010) applied XFEM to the layered sedimentary aquifer systems for the 
problem of predicting the steady-state leakage. In this work, multi-aquifer systems 
are modeled using a three-dimensional quasi model, where in each aquifer the 
hydraulic head distribution is assumed two-dimensional. Huang et al. (2011) 
proposed to model fractures and other conduits in porous media flow problems with 
a new enrichment scheme. The enrichment functions are capable of capturing effects 
of local heterogeneity. Watanabe et al. (2012) represent preexisting fractures in 
rocks by developing dimensional interface elements. This work focused on FE analysis 
of coupled hydro-mechanical problems in discrete fractured porous mediums. 
Gordeliy and Peirce (2013) solved for the elastic crack component of the elasto-
hydrodynamic equations, which can described as coupled algorithms that eventually 
use the XFEM to govern hydraulic fracture propagation in an elastic media. 
Khoei and Haghighat (2011) presented an enriched FEM for simulating the saturated 
porous medium, where the weak discontinuities like material interfaces or contacts 
between the layers encountered via the XFEM by enhancing the displacements. 
Khoei et al. (2012) also represented an XFEM idea for thermo-hydro-mechanical 
(THM) modeling discontinuities in saturated porous medium. Mohammadnejad and 
Khoei (2012) later developed a numerical model for fully coupled hydro-mechanical 
analysis of deformable media. Also, fracturing porous medium interacting with the 
flow of two immiscible, compressible wetting and non-wetting pore fluids. 
Mohammadnejad and Khoei (2013a) modelled the fully coupled analysis of 
deformable porous medium with existing weak discontinuities that interact with two 
immiscible fluids. Later, Mohammadnejad and Khoei (2013b) presented an approach 
with the cohesive crack to model hydraulic fracture propagation in porous medium 
using XFEM. 
As an example of FEM approach, we consider here the flow of nitrogen in the 
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deformable porous media and its interaction with oil using a two-phase flow. We 
consider low velocity, immiscible, isothermal two-phase flow with no mass transfer 










Figure 2.14. Generic porous media problem. 
In this model oil and nitrogen, considered as Newtonian incompressible and 
compressible fluids, which constitute the non-wetting (n) and wetting (w) phases 
respectively. Consider a porous domain Ω with boundary Γ. The Darcy’s law can 








(∇pw + ρwg)     (wetting phase) 
                           (2.31) 
where, uα, pα, ρα, μα and kr,α are the average velocity vector, pressure, density, 
dynamic viscosity and relative permeability of the fluid phase and α = {n, w}; Ki is 
the intrinsic permeability of the porous media and g is the vector of gravitational 
acceleration.  
The continuity or mass conservation equations for wetting and non-wetting phases 
expressed as  
∂
∂t
(ϕSnρn) + ∇. (ρnun) = 0     (non − wetting phase)                          (2.32)  
∂
∂t
(ϕSwρw) + ∇. (ρwuw) = 0   (wetting phase) 
                              (2.33) 
where ϕ is the porosity and Sα is the saturation of phase α which varies between zero 
and 1. It assumed that the voids of the porous media are filled partly with oil and 
nitrogen; hence, the sum of the saturations of wetting and non-wetting phases is unity. 
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Sw + Sn = 1                                   (2.34)   
Substitution of the Darcy's laws in the continuity equations, assumption of constant ϕ, 
considering the compressibility of nitrogen and the incompressibility of oil and 
















(∇pn + ρng)] = 0 







(∇pw + ρwg)] = 0 
                          (2.36) 
There are five unknowns Sw, pw, Sn, pn and ρn in these equations. In order to solve 
this system of equations we need some auxiliary equations, which come as follows.  
The capillary pressure is define as the difference between the pressures of the two 
phases and plays a crucial role in determination of the states of the fluids in a 
multiphase problem. 
pc = pn − pw                                                                       (2.37)   
There are several models in literature which relate the fluid saturation and relative 
permeability with capillary pressure; among them are Brooks-Corey and van-









          (2.28) 
krn(Sw) = S̅w
1







         (2.29) 
krw(Sw) = S̅n
1





         (2.30) 
where S̅w is the effective saturation of wetting phase, which defined as?  
S̅w =
Sw − Swr
1 − Swr − Snr
 
                         (2.31)  
where Swr and Snr are residual saturations of wetting and non-wetting phases 
respectively. The logic behind this equation is that there is a saturation of wetting 
phase called residual saturation, below which is not physically feasible. In other 
51 
 
words, there is always some trapped oil, which cannot recovered by nitrogen injection. 
In addition, if nitrogen assumed an ideal gas, the relation between pressure and density 
expressed as 
pn = RsTρn                                                         (2.32)   
where Rs is specific gas constant and T is the gas temperature.  
Now if, we express the continuity equation (4-a) in terms of Sw and pn with the 

















(∇pn − ∇pc + ρwg)] = 0 
        (2.33) 







(∇pw + ρwg)] = 0 
                         (2.34) 
Equations (2.33) and (2.34) form a system of nonlinear coupled equations in terms of 
pn and Sw which are subject to below initial and boundary conditions (see Fig 2.27). 
pn(x, 0) = pn0(x)           in Ω         (2.35) 
Sw(x, 0) = Sw0(x)           in Ω                     (2.36) 
pn(x, t) = p̅n(x, t)           on Γpn         (2.37) 
Sw(x, t) = S̅w(x, t)          on ΓSw         (2.38) 
ρnun. n = ϕ̅n(x, t)          on Γun          (2.39) 
ρwuw. n = ϕ̅w(x, t)         on Γuw          (2.40) 
In this formulation the Drichlet’s boundary conditions can be applied to pn and Sw 
only. Numerical simulation, as Figure 2.28 shows, in the problem under investigation, 
the cylindrical core is initially saturated with oil with null Nitrogen; thus Sw(x, 0) =
1 andpn(x, t) = 0. Due to small height of the core, the inertial term neglected. The 
perimeter surface of the cylinder is assumed to be impermeable to oil and nitrogen i.e. 
ρnun. n = 0 andρwuw. n = 0; the left surface is considered impermeable to oil.  In the 
first stage of the experiment, the nitrogen pressure at left and right surfaces, known as 
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back-pressure, is increased linearly from 0 to 6.2 MPa In the second stage, the left 
surface pressure increased to 6.9 MPa while the pressure of the right surface held 
constant. Thus 
 ρnun. n = 0 
ρwuw. n = 0 
 














 ρnun. n = 0 
ρwuw. n = 0 
 
Figure 2.15 Problem boundary conditions. 
The Sw boundary condition in the right surface is a bit difficult. In fact, the boundary 
condition depends on the current state of the system. This means that while the 
Nitrogen front has not reached the right surface the oil saturation remains constant 
i.e.Sw = 1; but when the nitrogen front arrives the Nitrogen saturation increases and 
oil saturation decreases. By use of directional derivative definition, we set the oil 
saturation asSw = Sw − 0.01
∂Sw
∂x
; where 0.01 is an arbitrary small number with the 
dimension of length. 




          t < t1
 900 + 100
t−t1
t2−t1
t1 ≤ t ≤ t2
              (2.41) 
and  




          t < t1
 900             t1 ≤ t ≤ t2
    (2.42) 
In this study, a method described with the interface and free surfaces define by level 
sets. The fluid is treated by an Eulerian mesh whereas the solid or structure is treated 
by a Lagrangian mesh, in which the Lagrange multiplier method and penalty methods 
are used to couple the fluid and structure. Rabczuk et al. (2007) developed a 
simplified method for accounting for the effects of fluid-structure interaction in 
sandwich structures subjected to dynamic underwater loads. Wang et al. (2008) 
represented a weak form and an implementation for fluid-structure interaction by 
the immersed/fictitious element method for compressible fluids. This method has a 
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unique feature, which is using the Lagrangian description for treatment of the 
fictitious fluid, which is simplifying the interface conditions. 
Gerstenberger and Wall (2008b) illustrated a new fixed grid fluid and solid interaction 
scheme that applied to the intact isotropic solid with incompressible flow. 
Gerstenberger and Wall (2008a) also explored two enhancements of fixed-grid 
methods that allow the improved solution of such complex FSI problems. The two 
enhancements are based on local adaptivity and a hybrid method that combines 
ideas from fixed-grid methods and arbitrary Lagrangian-Eulerian formulations. Mayer 
et al. (2009) extended these studies to provide a method for the localization of a 
higher-order interface finite element mesh in an underlying three-dimensional 
higher-order FE mesh. Mayer et al. (2010) presented a 3D fluid-structure-contact 
interaction based on a combined XFEM FSI and dual mortar contact approach. This 
combined method allows computing contact of arbitrarily moving and deforming 
structures embedded in an arbitrary flow field. Shahmiri et al. (2011) presented a 
finite element embedding mesh technique embed arbitrary fluid mesh patches into 
Cartesian or unstructured background fluid grids. An overview on recent research 
activities on a fixed grid fluid-structure interaction scheme that can be applied to the 
interaction of most general structures with incompressible flow, with special 
consideration given to Wall’s group activities is provided by Wall et al. (2010). 
Zilian and Legay (2008) introduced a weighted residual-based approach for the 
numerical investigation of the interaction of fluid flow and thin flexible structures, 
which enables one to treat strongly coupled systems involving large structural motion 
and deformation of multiple-flow-immersed solid objects. Massimi et al. (2008) 
extended the discontinuous enrichment method (DEM) to the solution of a class of 
three-dimensional evanescent wave problems in the frequency domain. New DEM 
elements for elastodynamic problems are first proposed, then these and other DEM 
elements are further enriched with free-space solutions of model evanescent wave 
problems, is technique is for higher accuracy in meshing for better resolution in case 
of fluid-fluid and fluid-solid applications. Legay (2013) introduced an XFEM approach 
for solid and acoustic problems involving immersed solids at arbitrary positions. The 
immersed solids supposed to be thin shells and localized in the fluid domain by a 
signed distance level-set, which implemented for a three-dimensional fluid and 
tested on academic examples. This part in advanced can be used to model the 
crystals in magma flow with acoustic waves. This detects the density of the crystals 
and with acoustic pressure; it move them by transferring its energy towards them. 
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One of the main cases of solid and fluid coupling in field of geoscience is Enhanced 
Oil Recovery (EOR). EOR by its nature always involves at least two fluid phases, which 
makes the problem multiphase by adding solid to the equation. It is commonly water 
injected into oil-saturated media, or sometimes gas injected into oil-saturated media 
and even gas injected into water-saturated media and so on. The mixture of this 
method is used in different industries for increasing the rate of production, rom 
hydrocarbon to geothermal and water wells. Modelling two-phase flow in 
numerically is generally very computationally complex for the mater of nonlinear 
cases and the calculations depends on number of parameters. 
 
 
Figure 2.16: Basic 0.5 x 0.5 m fracture grid model initially saturated with oil. Nitrogen injection into tops 
of vertical fractures during time-dependant study. Colour scale shows nitrogen saturation. As time 
increases, nitrogen pushes the oil from the network and replaces it with nitrogen. 
Numerical modelling can be used to study fracture network formation, crack 
propagation and fluid linkage. In next section, models will show how various fluids 
move through fracture networks and fractured reservoirs to show the dynamic of 
fluid flow in fractures. Enhanced oil recovery involves maintaining reservoir pressure 
during oil production. A fractured reservoir undergoing nitrogen injection modelled 
numerically as a realistic example of multiphase fluid flow. The model shows how 
fractures will perform as a smoother pathway for injecting phase to reach further 
parts of the reservoir (Fig 2.16). The first model uses fracture geometries taken 
directly from single limestone layer at Nash Point. Water injected with pressure 0.01 
Pa into the fractures in the inlets on the left and a time-dependent model run to 
study the flow pattern. The results s h o w n  at regular intervals from 10s to 90s 




Figure 2.17: Synthetic unconnected fracture network surrounded by 20% porosity matrix, initially filled 
with reservoir oil and injected from the top with nitrogen. Colour scale shows nitrogen saturation. As 
time increases, nitrogen pushes the oil from the network and replaces it with nitrogen. 
This is a naturally fractured reservoir with the permeability of the reservoir matrix 
ranges from zero to 12 mD, and for the fractured zone permeability increases to a 
wide range of 25-181 mD. The gas drive is a natural production mechanism, as well as 
gas cap drive, gravity drainage and water drive. This makes the zone an ideal 
candidate for gas injection for both pressure maintenance and EOR. The field is also 
located very closely to a large nitrogen reservoir. This is therefore the gas used for 
injecting operation. The same computational setup used to model nitrogen injection 
into an oil reservoir.  
The first model geometry is a 0.5 x 0.5 meter basic grid network of open fractures 
with an aperture of 4 mm. They saturated with reservoir oil and nitrogen injected at 
the vertical fractures top boundaries. Because the same equations are used, the 
injection is using same pressure-time steps. Results shown in Figure 2.17 for the 
period from 10 and 150 hours in terms of nitrogen saturation. As expected, nitrogen 
saturation increases over time and has a uniform distribution across the grid 
network. For the following two-dimensional models two coupled Darcy’s law, one for 
the wetting phase (w), and another for the non-wetting phase (nw) are used. Next 
model which incorporates the 20% porosity matrix with reservoir fractures present 
but not connected. Same nitrogen injection method is used. The unconnected 













reservoir section, at the 90h and 130h. The explanation is, fractures act, as faster 
pathways for the nitrogen to flow than the matrix but to be more useful those 
fractures need to be connected. 
 
Figure 2.18: 0.5 x 0.5 m reservoir model with synthetic fracture network. Grey area is 20% porosity 
matrix, blue areas are fractures, red arrows show top boundary is location of nitrogen injection.  
 
Figure 2.19: Synthetic interconnected fracture network surrounded by 20% porosity matrix. Initially 
filled with reservoir oil and injected from the top with nitrogen. Colour scale shows nitrogen saturation. 
As time increases, nitrogen pushes the oil from the network and replaces it with nitrogen. This happens 
fastest within the fractures and the matrix surrounding the fracture benefits from this. Matrix further 
away from a fracture takes a longer time for nitrogen to penetrate and displace the oil 
Next, a reservoir model with a connected fracture network is used. Figure 2.18 where 
the geometries based on field observations from the reservoir analogue at Nash 
Point of the Bristol Channel in the UK. Figure 2.18 shows images from 10 to 170 h 
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after nitrogen injection begun. The injected fluid moves with higher velocity through 
the fractures than matrix. This allows nitrogen to reach matrix areas that are further 
away from injection well, quicker than there were no fractures network. The matrix 
surrounding the fractures benefits from the fractures as nitrogen confined to the 
fractures but spreads in surrounding matrix. This means that nitrogen transported 
from the injection well into reservoir at the greater rate and to the greater distance 
in the presents of a connected fracture network. In contrast, Figure 2.19 shows 
nitrogen injected into matrix containing individual, unconnected fractures. 
Comparing Figures 2.17 and 2.19 illustrates how fractures must be linked, not just 
existent, for the most effective penetration of injected nitrogen to occur. 
 
 Finite elements for thermo-mechanics 
 
Stolrska and Chopp (2003) proposed an algorithm that couples the level set with 
XFEM to investigate the effects of multiple cracks, interconnect material, multiple 
interconnect lines and the crack propagation due to fatigue from heat cycling. Michlik 
and Berndt (2006) represented an image-based XFEM technique for thermal barrier 
coatings (TBC). This XFEM model incorporated in a developed program to analyzing 
the existing cracks in TBCs; for both heat transfer analysis as well as stress-strain 
analysis. Fagerstorm and Larsson (2008) investigated the possibility to model both 
mechanical and thermal incidents on the fracture process zone within the cohesive 
zone. Duflot (2008) applied XFEM for thermal stress simulation, cracked solids, where 
no only thermal but also mechanical fields enriched. Zamani et al. (2010) to enrich 
approximation of displacement and temperature near crack tips by implementing 
higher order thermoplastic asymptotic for the crack tip fields.  
Table 2.1 - Table showing parameters used in modeling 
Parameters Sill Shale Sandstone 
Young’s Modulus 60GPa 1GPa 20GPa 








Thermal Conductivity 1.5 W/mK 1.5 W/mK 1.79 W/mK 




Figure 2.20 - FEM model showing temperature of sill with isotherms demonstrating gradual change in 
temperature further away. Initial temperature of sill at 1200°C (Gudmundsson, 1990). 
Zamani and Eslami (2010) extended this study to dynamic fracture initiation in 
thermoplastic materials where Crank-Nicolson and Newmark integration of time 
integration use dynamically solve matrix equations obtained from elastic and thermal 
discretization. Lee et al. (2011) developed an XFEM approach for the analysis heat 
transfer. Yvonnet et al. (2011) proposed a method for modelling the Kapitza thermal 
resistance ‘based on the XFEM in tandem with a level-set method’. Fan et al. (2012) 
worked on thermally grown oxide (TGO) for multiple surface crack propagation. 
Hosseini et al. (2013) introduced a technique based on the XFEM in functionally 
graded materials for analyzing fracture of isotropic and orthotropic (FGMs) under 
stationary and time dependent thermal loadings. YU and GONG (2013) investigated 
the computation methods for modeling temperature field in heterogeneous 
materials. Their elements were capable of containing material interfaces.  
Here I use the heat equation for solids and fluids for some geological examples. The 
examples in this section for heat transfer were limited to sills and magma chambers. I 
also modelled heat transfer in the dikes during my PhD and I have tested them to 
verify their result. But these models are in my future work sections in Chapter 7. 
Therefore, here I am only presenting sill and magma chamber heat transfer. The 
thermal impacts of a sill modelled in COMSOL table 2.1. This is important to show 
how far a sill can thermally influence a basin. Sills commonly modelled as of an 
elliptical shape. The following parameters have been used (Gudmundsson, 2011). It is 




Figure 2.21 - Heat Transfer model showing two sills modelled as elliptical shape, emplaced within 
sandstone. Initial temperature of sills 1200°C (Gudmundsson, 1990). Alternative layers of rock 
sandstone 20GPa and Shale 1GPa. Overpressure 10 MPa. 
It is hard to know exactly what these temperatures should be, however. In addition, 
as noted before, thermal conductivity will vary between rocks. This model does take 
important factors into consideration such as magma density, magma heat capacity, 
sill composition, and crystallization heat. These parameters could potentially alter the 
thermal impact, as well depends on condition. These models showing single sill and 
two sills were the heat would intensify. Then, this would increase the temperature in 
the basin and possible cause over-maturation (Fig 2.20). Heat transfer needs to select 
when setting up model it is also time-dependent, so that impacts analyzed 
dynamically. Applying the boundary heat source to sill (elliptical shaped), which is 
1200°C common temperature for basaltic magma (Gudmundsson, 1990). Apply an 
initial temperature to the host rock, which is in this section used 800°C (Far too high 
for host rock. 800 is the temperature when cooling joints form in an intrusion, but ), 
as host rock tends to be cooler than intrusion (Barnett, 2014). Isotherm contours 
used to present heat provinces and their effects. This model (Fig 2.21) does consider 
that sills emplaced at the same time. If they developed at different stages, then 
multiple sills might not cause over- maturation. These sills may have different 
thickness, therefore their solidification time are will be different, and then their 
impact may differ from each other. To evaluate the heat transfer from different 
intrusions in three different host rock types a temperature profile was recorded as a 
function of time 200 m above the top of the intrusions, i.e. at 800 m depth in the 
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models. A geothermal gradient of 200°C/km exists in the top 1 km of the model and 
initial temperature of the host rock is 200°C below 1 km depth. Heat transfer caused 
by this geothermal gradient occurs in models and estimate the heat transfer caused 
only by the magmatic intrusions each model setup modeled twice. Convection-
diffusion problems also investigated in FEM but as we neglected heat diffusion in this 
work, I do now present results or explain them in detail. Abgrall and Krust (2012)  
developed an adaptive enrichment algorithm for advection-dominated problems. 
 
 Finite elements for fluid mechanics 
 
One application of multiple fluid mechanics in the context of XFEM is modeling of 
rigid particles in stokes flow, with geological and volanological application to rotating 
crystals in magma flow. This type of study first made by Wagner et al. (2001). A weak 
form of equations of motion used for simulating of freely moving particles with 
unknown velocities. Choi et al. (2010) developed an XFEM formulation to simulate of 
the flow of viscoelastic fluids numerically with suspended particles. For the problem 
of moving particle, a temporary arbitrary Lagrangian-Eulerian (ALE) defines field 
variables at previous time steps by the mapping FE mesh at the current time step. 
Later Choi et al. (2012) presented the simulation of viscoelastic fluid flowing around a 
stationary cylinder at XFEM framework. Sarhangi Fard et al. (2012b) analyzed non-
Newtonian viscous flow in the complex geometries with parts were moving internally 
and small voids by investigating on two different techniques of fictitious domain 
method (FDM) and XFEM. Sarhangi Fard et al. (2012a) extended this study to three-
dimensional modeling of Stokes flow within complex geometries and internal moving 
parts. Multiphase flow is new subfield of fluid mechanics and a great importance in 
engineering. Chessa and Belytschko (2003b) for two-phase immiscible flow problems 
illustrate an XFEM with internal discontinuous gradients. The discontinuity in the 
derivative of the velocity field introduced by an enrichment function with an 
extended basis whose gradient is discontinuous across the interface where the phase 
interfaces are tracked by level set functions. In a similar work by Chessa and 
Belytschko (2003b) a FEM for axisymmetric two-phase flow modeling was made 
where the surface tension effects were considere. Groß and Reusken (2007) provided 
an analysis that explains why some known standard methods for discretization of 
localized force term. In addition, for discretization of pressure variable often yields 
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velocities and introduced a new and accurate method for approximation of the 
surface tension force. Dolbow et al. (2008) examined the coupling of the patterned-
interface-reconstruction (PIR) algorithm with XFEM for general multi-phase cases. 
This will helps to model the flowing fluid in fractured network, where we have air, 
fluid and solid phases, but the fracture network modeled in this section of the thesis 
as like as pipes with no frictional force and infinite permeability and porosity. 
 
Figure 2.22: Open fracture network model based on Nash Point geometries. Blue arrows show fluid inlet 
points (left) and outlet points (right). Total width is ~2.5 m. 
Fries (2009) employed the intrinsic XFEM technique for numerical simulation of 
incompressible two-phase fluid flows. Fries and Zilian (2009) focused also on time 
integration in XFEM framework, where the performance of the discontinuous 
Galerkin method in space-time FEs and time-stepping schemes analyzed by 
convergence studies for different models. Esser et al. (2010) introduced a standard 
model for incompressible fluid. Fluid is water and it consider to be incompressible for 
simplification, in some cases I used some other fluid for some problem where I define 
them as slightly compressible fluid by the volume changes were relatively small to 
take into the consideration two-phase flows where the effect of surface tension 
describing localized force at the interface describes. This approach however 
investigated for simple two-phase flows but with high accuracy in modeling the 
problems. It also applies to a physically realistic levitated droplet. Sauerland and Fries 
(2011) investigated time-integration schemes and different enrichment schemes 
using FEM. Cheng and Fries (2012) developed the h-version of the FEM as well as 
XFEM which applies to simulation of two-phase incompressible fluid flow in both two 
and three-dimensional modeling. 
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Figure 2.23: 2.5 m wide fracture network in limestone showing results of water injection on the left with 
outlets on the right. scale shows velocity (m s-1) magnitude of water where blue is 0 and red is 2e-4 
A multilevel adaptive mesh refinement can also be used through hanging nodes on 
irregular meshes and has been employed near the two-phase fluid interface. For 
example, Liao and Zhuang (2012) presents consistent streamline based on projection 
upwind or pressure stabilizing Petrov-Galerkin (SUPG/PSPG) FEM to model 
incompressible immiscible two-phase flows. In addition, here projections of 
convection and pressure gradient terms are constructed and incorporated into the 
stabilization formulation. Sauerland and Fries (2013) introduced the stable XFEM 
technique for two-phase flows, in which introduces and studies few new approaches 
to circumvent of ill conditioning with the XFEM. Van der Bos and Gravemeier (2013) 
presented the numerical simulation method of premixed combustion by using an 
enriched FEM. This method uses the G-function (the fundamental function related to 
thermodynamic) approach to premixed combustion. In this technique, the domain 
divided into two separate parts, in which, one part containing the burned and 





















will be simplifying some non-ideal gases difficulties. In fluid mechanics there are 
number of cases that tested, from test cases with and without surface tension. 
Solving the problem on the moving or stationary meshes studied. The results 
compared to interface tracking when possible (Fig 2.24). 
 
Figure 2.24: Open fracture network model based on Nash Point geometries. Blue arrows show fluid inlet 
points (top) and outlet points (bottom). Total height is ~2 m. 
 
Figure 2.25: Results of numerical modelling of flowing water under a pressure gradient from the top to 
the bottom of the model. Scale shows velocity (m s-1) magnitude of water where blue is 0, red is 4e-6. 
Here I present the image-based FEM technique modeling results for fluid flow in 
fracture networks,  also using the CAD software for importing geometries (Fig 2.22) 
and (Fig 2.24). These fracture geometries exist in sea cliffs in the Bristol Channel, UK,  
and are based on actual field measurements. Photos taken and fracture networks 
and the fracture apertures have been carefully measured. The results are then drawn 
in CAD and projected  into COMSOL FEM software. Mesh fixed in these models and 
we observe the spring and thermal fluid traces in the fracture network, which were 
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exist in different directions, that bring the idea of modeling fluid flow in fracture 
network from X and Y direction. The plane view of fractures, neither X or Y direction 
need the gravity. 
Flow has the greatest velocity in fractures with directions parallel to water pressure 
gradient (horizontal) fractures have the largest aperture (Fig 2.23). These results are 
a good demonstration of the cubic law and flow channeling. Using the same 
geometry again, fluid inlet and outlet points at the top and bottom of the model are 
tested. In this case, there is only one inlet as opposed to eight. It seen clearly that the 
flow favors fracture segments that are parallel to the pressure gradient (in this case 
vertical). Even if fractures have a much greater aperture, but are not optimally 
orientated, they contain much less flow. Therefore, orientation relative to fluid 
pressure gradient, perhaps more than fracture aperture, is the key control on fluid 
flow through a fracture network (Fig 2.25). 
 
 Finite elements for contact 
 
The first implementation of contact in XFE framework was made by Dolbow et al. 
(2001). In this thesis, a new technique for FEM of crack propagation with frictional 
contact on the crack faces is investigated. In this work, we have many nonlinear 
problems where the acronym of LArge Time INcrement (LATIN) method applied to 
solve the problem of nonlinear boundary value. Vitali and Benson (2006) presented 
an XFEM formulation for contact in multi-phase ALE calculations. Khoei and Nikbakht 
(2006) were developed FEM and XFEM approaches for frictional contact. The classic 
FE approximation is enriched just by applying additional terms to simulate the 
contacts between the materials and their frictional behavior. The calculations are 
then made for enrichment of nodal displacements, which depend on the condition of 
the contact between two or multi surfaces. Later Khoei et al. (2006) illustrate a new 
computational technique based on FEM for pressure-sensitive plasticity of 
compaction the powder with considering frictional contact. 
Khoei et al. (2009) also presented a Lagrangian-extended FEM for contact problems 
and large-plasticity deformations, which is used to model contact zones in two-
dimensional or even three-dimensional single-phase large deformations. Vitali and 
Benson (2009) presented for classical kinetic friction laws to model an XFEM in a 
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multi-material arbitrary Lagrangian Eulerian (MMALE) formulation. Here, the 
velocities of the nodes are coming from more than one material calculated through 
the nodal accelerations to account for the kinetic friction effects. Liu and Borja (2010) 
employed a stabilized FE formulation governed pressure. This been used successfully 
for coupled solid-deformation-fluid-diffusion and Stokes equation in low-order mixed 
FE. Giner et al. (2008b) presented the numerical modelling of complete sliding 
contact and its associated singularity, which carried out using the partition of unity 
finite element method. Enriched functions derived from the analytical expression of 
the asymptotic displacement field near the contact corner. 
Bechet et al. (2009a) introduced a new algorithm to define a stable Lagrange 
multiplier space to impose stiff interface conditions within the context of the XFEM. 
Becker et al. (2009) presented A Nitsche extended Finite Elements Method for 
incompressible elasticity with discontinuous modulus of elasticity, where the 
problem written on mixed form using P1-continuous displacements and elementwise 
P0 pressures, leading to the possibility of eliminating the pressure beforehand in the 
compressible case. Liu and Borja (2008) illustrated an algorithm based on an 
incremental quasi-static contact for path-dependent frictional crack propagation in 
FEM. Later Liu and Borja (2009) presented a FEM approach to simulate numerically a 
slow-rate frictional faulting in relatively close to real geology area. This is also 
incorporating variable friction and bulk plasticity by combining and considering the 
effects of bulk plasticity as well as variable friction in a two-dimensional plane strain 
condition (Fig 2.26). 
 
Figure 2.26: Illustration of shear slip and associated aperture increase. 
The fracture frequency also influences the mechanical properties of the rocks 
especially Young’s modulus. As fracture frequency increases Young’s modulus 
decreases, thereby making highly fractured rock masses less stiff than unfractured 
rocks (Priest 1993). Additionally, gouge and breccia in the core and damage zone of 
an active fault decrease Young’s modulus. Therefore, assumptions made that the 
Young’s modulus of the core of the fault zone is relatively low, but increases with 
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decreasing fracture frequency. Internal fault core properties vary depending on the 
juxtaposition of stratigraphy during slip. During seismogenic slip, fault plane may 
smear against stratigraphic layering of different properties such as shale and sand 
sequences, with their own unique Young’s modulus values. The amount of shale 
smearing, or clay smearing can be accounted by calculating Shale Gauge Ratio (SGR) 
which enables us to know the amount of shale smear along a fault plane and thus the 
core. 
 
Figure 2.27 Set-up of the next numerical model based on the internal structure of the fault zone and the 
faults trends NW-SE normal dip-slip with 68° dip. 
Shale forms an extremely effective capillary seal and permeability barrier due to its 
small pore throat and pore spaces. A high shale gouge ratio (SGR) value within a 
faulted region indicates that rock units with a high percentage of shale would have 
slipped past the fault therefore effective covering the plane with shale or clay smear. 
Shale or clay smear may have Young’s modulus as low as 0.001GPa. Fault core may 
also consist of cataclasite (powdered rock due to intense abrasion between fault 
plane), fault gouge and breccia have relatively higher Young’s modulus (E). As faults 
evolve over time, cores may stiffen due to hydrothermal crystallization or increased 
burial. Numerical model presented in Figure 2.27 shows von Mises shear stress and 
𝜎1 stress trajectory of two Young’s moduli extremes; between 0.001GPa and 2GPa. 
The model subjected to 5MPa stresses simulating normal faulting. Generally, the core 
has a lower shear stress concentration (stress suppression) compared to the 
surrounding zones. Shear stress concentration therefore decreases as E value 
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decreases towards the core. By contrast the outer most part of the fault zone (stiffer 
host rock) is highly stressed, therefore shear stress are mainly transferred into stiff 
outer damage zone and host rock, whereas the core and damage zone develop a 
stress shadow (suppression). Stress trajectories vary across the core centers with 
trajectories deflecting with exception of the center of the fault, meaning that 
fractures may not propagate or even get arrested. Regardless of favorable stress 
trajectories (homogenous or uniform stress trajectories going through fault core), the 
stress concentration would have been arguably low for fracture propagation. This 
numerical model based on the asymmetric damage zone (Fig 2.36). Intrinsic 
properties assigned to fault zone element of Sele fault zone. Young's modulus was 
estimated which relates fracture frequencies with Youngs modulus. 






Figure 2.28: Numerical model of a dip-slip fault showing the host rock and fault zone are modelled using 
different values for Young's modulus. 
The loading is tensional shear stress of magnitude 5MPa downwards and 2MPa 
upwards, to simulate normal fault slip. The fault plane (the fracture represented by a 
red, thick line) has a stiffness of six MPa m-1. The core has a Young's modulus of 
0.1GPa, the sub-zones with softer materials (dark grey narrow zone 5GPa, the 
damage zone 10GPa, and the host rock 40GPa as shown in table 2.2 Dark grey zones 
are areas of the narrow stiff rock with slightly higher Young’s modulus than 
surrounding damage zone rock. The model is fastened in the corners (indicated by 
crosses) to avoid rigid-body rotation and translation (Fig 2.28). The fault zone 
modelled as a high-angle normal fault, similar fault regime as seen on onshore and 
offshore Norway. Shear stress concentration vary within the zones of different 
Young’s modulus (E), where generally higher shear stresses occurs within host rock 





Figure 2.29: (a) Numerical model showing different values of E across each sub-zones of the fault zone. 
Darker blue denotes lower E modulus (softer properties) and red denotes E modulus (stiffer properties). 
Sub-zones outlined in light yellow lines are zones with unusually high fracture densities within damage 
zones showing internal heterogeneity. (b) Numerical model showing von Mises shear stress 
concentration across fault zone. Host rock tends to concentrate the highest shear stresses whereas the 
areas of lower E modulus shows a suppression of stress. 
Trajectories of maximum principal stress σ1  rotated. (a) This numerical model shows 
fault core with Young’s modulus values of 0.001GPa (like that of some clay and shale 
smear properties) and (b)Numerical model below reveal the variation in the local 
stresses within fault zone as fault core Young’s modulus value is increases to Young’s 
modulus value of 2GPa. Young’s modulus values may increase with progressive burial 
or diagenetic cementation. The numerical model (Fig 2.29) represent variation of 
Young’s modulus, E. Dark blue areas are very low E values (relatively softer rock such 
as clay smear) and vibrant red areas shows high E values (stiffer rocks such as host 
rock with low fracture frequencies). Stress trajectories deflected upon contact with 
zones with relatively lower Young’s modulus. Additionally, increased sub-zonation 
(with different E values) within a fault zone, would diminish the probability of 
fracture propagation through the fault zone as stress trajectories are deflected 
repeatedly in the orientation of main stress direction resulting in fracture arrest. This 
may develop unfavorable hydro-mechanical conditions allowing for fracture 
propagation and hydraulic lateral flow though the fault zone. 
This may give rise to fault seal compartmentalization resulting in leakages and seeps 
but no lateral communication across fault zones. Fault zones anisotropy is also 
showing its effect on fluid transport within the fault zone, as the fault core is the 
softest material in the zone, we expect higher permeability, but this zone is 
impermeable. Meanwhile the damaged zones have different permeability and 
further they get from the fault core they get stiffer but more permeable. Fluid 
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transport through the fault zone is one of the main features of geothermal and 
groundwater fields (Fig 2.39). The basic of leakage from fault zone through the host 
rock investigated. This work will be important also in the field of enhancing the 
geothermal system, enhanced oil or gas recoveries and pressurizing the water wells 
and natural ideal gas reservoirs such as Nitrogen. 
 
Figure 2.30 fluid leakage from fault zone to the host rock while transport through host rock 
 
Figure 2.31 badly oriented fault can be a channel for fluid to flow though during and transfer to the 
places far from the source 
In addition, this zone has before more important during the more regulatory era for 
hydraulic fracturing in hydrocarbon reservoirs. Because these faults can be oriented 
in the unfortunate, network hydraulic fracturing water can circulate through them 
and reach the surface or even underground water (Fig 2.30). This method is also can 
be used for many cased when new district heating proposals are coming through. 
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Just to use already drilled wells for geothermal purposes. Injecting water and gas to 
produce the reservoir heat can cause the fluid migration into other zone (Fig 2.31). 
 
 Finite element in three-dimensional (3D) 
modeling 
 
In geology, modeling in 3D would be a step forward, particularly for structural 
geology and volcano tectonics. In this section of methodology, I present the models 
that presented in volcanology field before, unfortunately because of timing, these 
types of modeling are not in result section, but the very important plan is to publish 
these models and introduce them to the scientific community. Here I am illustrating 
how to model thrust fault, normal fault, strike slip fault, dike, inclines cone, sill, 
prelate magma chamber, oblate magma chamber and sphere magma chamber in 
inhomogeneous and anisotropic geometry. Pierrès et al. (2010) developed a method 
considering the three-dimensional fully or partially cracked solid geometry and the 
crack interface as two independent local and global parts, which characterized by 
different behaviors and different length scales. In this case, the interface linked to 
the global problem in a weak sense just for avoiding instabilities in contact solution. 
This method used for contact zone in 3D where, partially their idea for modeling the 
trust, normal and strike slip faults in 3D. 
 
Figure 2.32 3D modeling of faulting and its effect on surface displacement 
Using 3D modelling with 3D trajectories and understanding of the basic physics and 
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geollgy we can model some geological features in a much better and more realistic 
way. For instance, by modeling trust and nor fault in 3D we can see better how does 
and from which directly the horse and graben were form. In 3D modeling of dike, and 
inclined sheets we can study the feasibility of propagate through the layers and this 
time with two angles of reflection, to show from where in surface or next layer they 
might end up, this is one of the basic and fundamental way of understanding how 
dikes are turning to inclined sheets and vice versa. In 3D modeling of magma 
chamber, we have measured how much of the magma chamber displacement and 
shape can related to the surface displacement. Different shapes of magma chamber 
can have different mechanical deformation around them and this can affect the 
surface, which is the place we can measure the uplifting, and downgrading. In all 
these cases, the layering and their mechanics play an important role, which our 
model are showing them. To show them better I am introducing four 3D numerical 
models of trust fault, normal fault, inflating sphere magma chamber and deflating 
magma chamber all with layering and as close as it was possible to real geological 
and volcanological terms. All these three models have inhomogeneous with layering 
as the model anisotropy. 
 
Figure 2.33 3D modeling of normal fault with layering of mixed stiff and soft materials 
In fault model, we have 50 centimeters of uplifting and 50-centimeter of Deeping 
while the fault zone is also modeled 3D and realistic. In fault zone we have five layers, 
the central layer is the fault core, and four damage zones with each having stiffness 
and permeability. This model is not happening in geology or it might happen in some 
very rare incidents, we are here modeling 50 centimeters of movement of each side 
of the fault zone (Fig 2.32). This model has provided to show better the surface 
displacement and its relation to faulting. We can clearly observe and measure the 
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surface uplifting and downgrading during fault movement. 
 
Figure 2.34 inflating magma chamber, displacement control model for 10 meters of volume change 
during the inflation 
In the next model with the very same mechanical properties in geometry, I have 
increase the dimension. Therefore, we are having a larger area of investigation. 
While in this model, the fault movement is more realistic. Here we have 10 
centimeters of moving upwards and 10 centimeters of moving downwards, this 
model is trying to illustrate normal fault and surface displacement regarding that 
tectonic feature (Fig 2.33). This model shows that the maximum displacement in 
around fault zone and it decreases throughout layer towards surface. Another 
interesting feature to investigate was the fault zone itself, in that zone as the 
stiffness in changing from the fault core to the farthest damaged zone.  
 
Figure 2.35 deflating magma chamber, displacement control model for 10 meters of volume change 
during the deflation 
Therefore, the fault zone deformation is symmetric but not homogeneous. This also 
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can open a door for investigating the fluid path or mechanical behavior of fault zone 
after each tectonic event (Fig 2.34). Measuring the surface displacement is also very 
important and much related to magma chamber sizes in the volcanic areas. Two of 
the major incidents inside the magma chamber are inflation and deflation. During the 
inflation process, the magma chamber volume will increase and its pressure going to 
deform the geometry towards the free pressure zone, which is the surface (Fig 2.35). 
 
Figure 2.36: Vertical displacement of each contact between the layers through the surface. We are 
introducing eight layers therefore; we have nine contacts to present. In this model, we are changing the 
horizontal radius of the 3D magma chamber gradually, here were presenting only three steps of this 
transitional period. Horizontal radius is increasing from 0.75Km to 2.5km and this will change the 3D 
ellipsoid to oblate ellipsoid. 
Figure 2.37: Vertical displacement of each contact between the layers through the surface. We are 
introducing eight layers therefore; we have nine contacts to present. In this model, we are changing the 
horizontal radius of the 3D magma chamber gradually, here were presenting only three steps of this 
transitional period. Horizontal radius is increasing from 0.75Km to 1.5km and this will change the 3D 
prolate ellipsoid to sphere. 
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In magma chamber inflation is when the chamber pressurized by arrival of new 
magma flow and it pressure is going to deform the northern hemisphere of the 
chamber and the materials around of it. The stress is going to compact the material 
that have nowhere to go and move the material that have possibilities to flow out of 
the high-pressure zone. These materials are mainly towards the surface and they will 
cause up lifting surface displacement. While magma chamber is inflating the bending 
stresses also increases, and this will cause eruptions. During the deflation, the 
magma chamber volume is decreasing and the suction effect for solid zone will 
happen. During this time because of lake of pressure and material within the magma 
chamber, then the solid zone must deform or bend downwards to bring back the 
thermodynamically stabilization to the zone. In deflation, we measure down grading 
on the surface while in inflation we were observing uplifting in the surface (Fig 2.34) 
and (Fig 2.35). This measurement is very important in the geology for dating the area 
and spot the incidents, therefore know how much of each displacement can be 
related to what tectonic events, is very important for eruption and earthquake 
estimations). In this model, I planned to connect the surface displacement effect to 
magma chamber shapes. In both sets of models, we are changing the one or the 
three radiuses of magma chamber to go from one magma chamber shape to another. 
  
  
Figure 2.38: 3D model of limestone and shale layers based on Nash Point cliff (see in Fig 2.47). Young’s 
Modulus values (GPa) of shale layers are displayed on each model. Results shown in terms of maximum 
principal stress, σ1. 








created oblate ellipsoid. Meanwhile if I start with prolate ellipsoid and increase the 
horizontal ‘lateral’ radius again, I am transforming magma chamber shape from 
prolate ellipsoid to sphere. (Figure 2.36) Shapes, relatively close to prolate ellipsoid 
we have formed down breaking on the surface of the model. While relatively close to 
oblate ellipsoid we have formed very sharp uplifting on the surface of the model 
(Figure 2.37) then shapes close to Sphere formed smooth uplifting surface model. 
  
  
Figure 2.39 3D model of limestone and shale layers based on Nash Point cliff 
This model is used to test illustrate the mechanical properties of rocks influence the 
concentration of tensile stresses and gravity effect in the rock mass. The model uses 
geometries from a cliff section at Nash Point formed by shale and limestone layers of 
various thickness (Fig 2.38). The limestone layers a Young’s Modulus given 10GPa and 
the shale stiffness varied from 0.5GPa to 10GPa during the modelling. This variation 
simulates the stiffening of shale over time as burial and diagenesis occur. Presenting 
the maximum and minimum principal stresses (σ1, σ3  in geology) and displacement in 
x direction. The higher magnitude stresses found in the limestone layers. To create 
stress on the model, the overburden of 3000 meters of rock modelled based on the 
burial history of the area (Cornford, 1986). As the shale stiffens to have a more 
similar Young’s modulus to the limestone (e.g. Fig 2.39 case 10GPa for shale), stress is 
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A B S T R A C T
During a volcanic unrest period with dike injection, one of the main tasks is to assess the geometry and the
propagation path of the dike and, in particular, the likelihood of the dike reaching the surface to erupt. Cur-
rently, the dike path and geometry (including depth and opening/aperture) are both partly determined from
geodetic surface data using mostly dislocation models that assume the volcanic zone/volcano to be an elas-
tic half space of uniform mechanical properties. By contrast, field observations of volcanic zones/volcanoes
(active and extinct) show that they are composed of numerous layers whose mechanical properties (primarily
Young's modulus) vary widely and whose contacts commonly arrest dikes. Here we provide field observa-
tions and numerical models on the effects of a typical variation in Young's modulus in an active volcanic zone
on the internal and surface stresses and displacements induced by a dike whose tip is arrested at 0.5km depth
below the surface of the volcanic zone. Above the layer or unit hosting the dike are four layers of equal thick-
ness. We vary the Young's modulus or stiffness of the fourth layer (the one adjacent to the layer or unit hosting
the dike) from 10GPa to 0.01GPa, while all the other layers/units maintain their Young's moduli in the model
runs. The results show that as the fourth layer becomes more compliant or soft (0.1–0.01GPa) dike-induced
stresses and displacements (lateral and vertical) above the layer, including those at the surface, become sup-
pressed but the stresses and displacements of the layer/unit hosting the dike increase and their peaks do not
coincide in location or magnitude with those of the other layers. Thus, the dike-induced internal deformation
of the volcanic zone increases as the fourth layer becomes softer. Also, the tensile-and-shear stress peaks at
the surface occur at locations widely different from those of maximum surface uplift. More specifically, for
a comparatively stiff fourth layer (1–10GPa), the surface tensile and shear stresses peak at lateral distances
of 0.5–0.7km from the projection of the dike to the surface. (Essentially no tensile/shear stresses reach the
surface when the fourth layer is as soft as 0.1–0.01GPa, so that there are no stress peaks). By contrast the
maximum surface displacements (uplift) peak at lateral distances of 2.8–3.3km from the dike projection to the
surface. If tension fractures or faults – in particular the boundary faults of a graben – are induced by the dike,
they should form at the tensile/shear stress peaks and not, as is commonly suggested, at the location of the
surface displacement peaks. Our results thus suggest that any dike-induced graben is likely to be of a width
about twice the depth to the tip/top of the arrested dike. The results demonstrate that elastic half-space models
overestimate the dike-induced surface stresses, and thus the depth to the tip/top of the associated dike. In par-
ticular, the models presented here indicate that, for typical dikes little or no dike-induced surface deformation
would be expected until the dike tip propagates to depths below the surface of less than a kilometre.
© 2019.
1. Introduction
Almost all eruptions, whether in volcanic zones/fields or central
volcanoes (composite volcanoes/stratovolcanoes, collapse calderas,
basaltic edifices), are supplied with magma through dikes or inclined
sheets (cone sheets). The dikes/sheets, in turn, derive their magmas
from a particular source, normally a shallow magma chamber or a
deep-seated reservoir (Fig. 1). Thus most eruptions occur when a
magma-filled fracture is able to propagate from its source chamber/
reservoir to the surface. In central volcanoes the source is usually a
shallow magma chamber with a roof at a depth of less than 5–6km
⁎ Corresponding author.
Email address: rock.fractures@googlemail.com (A. Gudmundsson)
below the surrounding surface. The shallow chamber, in turn, is sup-
plied by magma from a deeper reservoir or reservoirs (Fig. 1;
Gudmundsson, 2017). In volcanic zones and volcanic fields outside
central volcanoes, however, dikes commonly propagate directly from
deep-seated reservoirs (Fig. 1). In volcanic rift zones the minimum
compressive (maximum tensile) principal stress σ3 is normally hori-
zontal and parallel with the local spreading vector or rifting vector.
Since magma-filled fractures generally form perpendicular to the σ3,
and thus follow the direction of the maximum principal compressive
stress σ1, most magma paths in rift zones tend to be vertical dikes
(e.g., Pinel and Jaupart, 2004, 2005; Acocella and Neri, 2009; Kervyn
et al., 2009). Inside central volcanoes, particularly close to magma
chambers, however, the trajectories of σ1 are commonly inclined be-
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Fig. 1. Internal structure of a central volcano (composite volcano, stratovolcano,
basaltic edifice) and the associated part of the volcanic zone/system to which it belongs.
A shallow magma chamber supplies magma to the inclined (cone) sheets and most of
the local radial dikes associated with the volcano itself. The magma chamber, in turn, is
supplied with magma by a much larger deep-seated magma reservoir, which also sup-
plies magma to many of the regional dikes. Thus eruptions within the composite/central
volcano are mainly supplied with magma from thin inclined sheets and radial dikes in-
jected from the shallow chamber, whereas the eruptions outside the central volcano are
primarily supplied with magma through much thicker regional dikes. Most dikes and
inclined sheets do not reach the surface to erupt but stop on their propagation paths,
become arrested (Figs. 2–5), at contacts between mechanically dissimilar layers, some
deflecting into sills at the contacts. Arrested dikes may induce deformation, particularly
fractures, at the surface.
sulting in modification of the regional stress field – so that inclined
(cone) sheets are common in the volcanoes (Fig. 1; Gautneb and
Gudmundsson, 1992; Siler and Karson, 2009; Tibaldi et al., 2008,
2011, 2013). In this paper we focus on induced stresses and displace-
ments by vertical dikes; inclined sheets will be treated in a separate
publication.
Many recent studies show that most dikes do not reach the sur-
face to erupt but rather become arrested or stall at various depths in
the crust (Figs. 2–5; Gudmundsson et al., 1999; Gudmundsson and
Brenner, 2001; Gudmundsson, 2002, 2003; Moran et al., 2011; Rivalta
et al., 2015; Townsend et al., 2017). The conditions for dike arrest
have been studied in the field (Figs. 2–5; Gudmundsson and Brenner,
2001; Gudmundsson, 2002, 2003; Gudmundsson and Philipp, 2006)
and through analytical models (Gudmundsson, 2011a, 2011b). In re-
cent years, there have also been many analogue (Kavanagh et al.,
2006) and numerical (Gudmundsson and Philipp, 2006; Barnett and
Gudmundsson, 2014; Rivalta et al., 2015; Townsend et al., 2017) stud-
ies of the conditions for dike arrest.
Understanding the conditions for dike arrest is of very great impor-
tance for assessing volcanic hazards during unrest periods; in partic-
ular, for forecasting likely dike paths following magma-chamber rup-
ture and, thereby, the likelihood of a dike-fed eruption. Despite ex-
tensive instrumentation for volcano monitoring, we still cannot make
reliable forecasts of dike-propagation paths. This is because there is
a lack of well-founded theoretical tools for forecasting likely path
of an injected dike during unrest period in a volcano. More specif-
ically, we cannot provide reliable forecasts whether a dike injected
during an unrest period is likely to reach the surface and erupt or,
alternatively, become arrested at some depth in the volcano. Direct
field studies of arrested, solidified or ‘frozen’ dikes (Figs. 2–4) as
well as geodetic and seismic studies of dike arrest during unrest peri-
ods provide the data with which any reliable theories of dike propaga-
tion and dike-fed eruptions must fit.
One aim of this paper is to demonstrate how the internal stresses
and displacements/deformation in a volcano/volcanic zone induced by
a dike change as a function of changes in the mechanical properties
(primarily Young's modulus) of the layers located between the tip of
the dike and the surface. We present brief field data on arrested dike
tips (Figs. 2–4), but the focus is on the results of numerical models on
dike-induced stresses and displacements inside and at the surface of
volcanoes/rift zones composed of layers with widely varying mechan-
ical properties. We use the new results to propose likely – and in our
view reliable – scenarios for expected internal and surface stresses and
displacements/deformation during dike emplacement in central volca-
noes and volcanic rift zones.
A second aim is to explain and discuss the implications these new
results have for the interpretation of volcano deformation and, in gen-
eral, for understanding volcanic unrest periods with dike injections.
We explain how the results suggest that any dike-induced graben is
likely to be of a width about twice the depth to the tip/top of the ar-
rested dike or less. We discuss how this result differs from the com-
mon assumption that the width of a dike-induced graben is equal to the
much greater distance between the associated surface-displacement
peaks (Pollard et al., 1983; Rubin and Pollard, 1988). We also explain
how the present results indicate that standard elastic half-space mod-
els tend to overestimate the dike-induced surface stresses, and thus the
depth to the tip and the dimensions (and therefore the volume), par-
ticularly the thickness, of the associated dike. As regards hazards, we
emphasise that the present models, in combination with other recent
models (Al Shehri and Gudmundsson, 2018) indicate that little or no
dike-induced surface deformation would normally be expected unless
the dike tip propagates to depths below the surface of much less than
a kilometre. This implies that when significant dike-induced deforma-
tion is seen at the surface, the dike is would be expected to be very
close to the surface, indicating a high likelihood of its reaching the sur-
face to erupt.
2. Volcanotectonic data
2.1. Arrested dikes – geophysical data
Many episodes of volcanic unrest with dike injection and arrest
have been reported in recent decades. While some of the unrest
episodes have eventually resulted in dike-fed eruptions, others have
not. A well-documented episode of the former type was the unrest
in the volcano Eyjafjallajökull in South Iceland. From 1993 to 2010
there were 4–5 dike injections from reservoir at great depth (perhaps
as deep as 25km; Tarasewicz et al., 2012). All these dikes became ar-
rested at various crustal depths, some being deflected into sills. Then
in March 2010 a new dike injection finally reached the surface and
erupted (Sigmundsson et al., 2010). Many dikes and sills are exposed
in the volcano, suggesting that episodes of this kind are common
(Gudmundsson, 2017).
Some episodes of dike injection and propagation to shallow depths,
however, eventually did not result in eruptions. These include the dike
propagation at the depth of several kilometres in the volcanic complex
of Teide-Pico Viejo in Tenerife, Canary Islands, in 2004 (Carracedo
and Troll, 2006; Garcia et al., 2006; Gottsmann et al., 2006). No sur-
face deformation was detected and the interpretation is debated.
A better documented recent dike injection and arrest occurred in
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Fig. 2. Dike arrested at 5m below the surface of the active Holocene volcanic zone of the Reykjanes Peninsula in Southwest Iceland. (a) View northwest, the dike became arrested
at the contact between a soft tuff and the stiff basaltic lava flow. (b) Close-up of the contact and the dike tip as well as the entire thickness of the 800-year-old basaltic lava flow,
showing that the dike became arrested, most likely around 800years ago (soon after the eruption of the lava flow), just below the surface of the volcanic zone. No normal faults or
grabens occur ahead of the arrested tip. In the lowermost exposed part the dike is about 35cm thick but it gradually thins to a few centimetres at its arrested tip (cf. Gudmundsson,
2017).
2010; Pallister et al., 2010; Xu et al., 2016). The surface deformation
associated with the episode was primarily in a zone 3–7km wide com-
posed of normal faults and tension fractures. Since there are no signif-
icant normal faults at the east margin of the zone – only tension frac-
tures – the deformation does not constitute a real graben. Part of the
surface fracturing, however, is likely to be induced by the dike. In or-
der to do so, the shallowest tip of the dike may have had to be within
500m of the surface (Al Shehri and Gudmundsson, 2018).
One of the difficulties in obtaining reliable information on in-
jected dikes and assessing the hazards associated with episodes such
as in Teide-Pico Viejo in 2004 and in Harrat Lunayyir in 2009 is
that most current surface-deformation interpretations rely on standard
dislocation models. These models normally assume the volcano/vol-
canic zone and the hosting crustal segment to be an elastic half space
of uniform mechanical properties. As we show below, such models
tend to overpredict the likely surface stresses and deformation, for a
given dike-tip depth, associated with dikes typically injected into cen-
tral volcanoes/volcanic zones. In particular, the models in the present
paper indicate that, for typical dikes, little or no surface deformation
would be expected unless the dike tip propagated to depths below the
surface of much less than a kilometre.
One way to put constraints on the likely stresses and associated de-
formation, including fracture formation at the surface, induced by a
dike is explore the geometry of and the deformation around the tips of
arrested dikes. We shall therefore now describe briefly some typical
arrested dike tips as seen in the field.
2.2. Arrested dikes – geological data
Arrested dikes are commonly observed during detailed field stud-
ies in well-exposed parts of active and inactive (eroded) volcanoes and
volcanic zones. Studies in the past decades include those of
Gudmundsson et al. (1999), Gudmundsson and Brenner (2001),
Gudmundsson (2002, 2003, 2011a, 2011b), Geshi et al. (2010, 2012),
Moran et al. (2011), and Browning et al. (2015). By contrast,
feeder-dikes are much more rarely observed, although careful ob-
servations often allow such dikes to be identified in the field
(Gudmundsson et al., 2008; Geshi et al., 2010, 2012; Galindo and
Gudmundsson, 2012; Becerril et al., 2013; Geshi and Neri, 2014).
Here the focus is on non-feeders since the surface stresses and defor-
mation induced by dikes that fail to reach the surface are the main
topic of the paper. Given the number of arrested dikes described in the
papers cited above, we here present only a rather brief description of
those indicated above (Figs. 2–5).
First, however, we provide a short overview of the main mechan-
ical conditions for dike arrest, mostly at contacts between mechan-
ically dissimilar layers as in Figs. 2–5. There are three main me-
chanical conditions that encourage dike arrest, namely: Cook-Gor-
don delamination, stress barrier, and elastic mismatch. These are dis-
cussed in detail elsewhere (Gudmundsson, 2011a, 2011b; Al Shehri
and Gudmundsson, 2018), but a brief summary may be helpful here.
In the Cook-Gordon delamination mechanism the contact that ar-
rests the dike opens up, that is, becomes delaminated. For this to hap-
pen the tensile strength of the contact (and, by implication, the shear
strength also, because these strengths are related) must be low. For a
propagating dike, the highest tensile stress is perpendicular to the dike
and generates the dike-fracture. But there is also a high dike-parallel
tensile stress which, for a low-tensile-strength, may open up the con-
tact when the dike tip approaches the contact. When the dike tip even-
tually reaches the open contact, the tip may become deflected along
the contact to form sill or, alternatively, become arrested.
Stress barrier is a layer or unit where the local stress field is un-
favourable for a particular type of fracture propagation, here vertical
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Fig. 3. Vertically arrested basaltic dike (highlighted) in the caldera wall of Santorini
(Greece). The dike tip is rounded, partly because it is arrested in (hosted by) a compar-
atively compliant (soft) pyroclastic unit. More specifically, the tip arrest occurs at the
contact between mechanically dissimilar layers, partly because their different grain size,
within the pyroclastic unit. The maximum dike thickness is about 2m.
rection is parallel with σ1 and σ2 and perpendicular to the minimum
compressive (maximum tensile) principal stress, σ3. A stress barrier
to dike propagation is thus a layer/unit where σ1 and σ2 are horizon-
tal and σ3 thus vertical. On meeting such a layer, the dike must ei-
ther deflect into a sill or become arrested. In volcanic rift zones, stress
barriers commonly form either when the overpressure of an earlier
dike injections have resulted in a 90° flip of the principal stresses.
Slip on the boundary faults of a graben may also generate stress
barriers to dyke propagation (Gudmundsson, 2011a; Al Shehri and
Gudmundsson, 2018).
In an elastic-mismatch mechanism deflection and arrest of a dike
are primarily controlled by the contrast – the mismatch – in elastic
properties (primarily Young's modulus) of the layers or units on either
side of a contact, in relation to the elastic properties of the contact it-
self (He and Hutchison, 1989; Hutchinson, 1996; cf. Gudmundsson,
2011a, 2011b; Al Shehri and Gudmundsson, 2018). More specifically,
when a dike (or any extension fracture) meets a contact between lay-
ers, its arrest or deflection is encouraged when the Young's modu-
lus of the layer hosting the fracture (E2) and below the contact is
lower than that of the layer above the contact (E1). The probabil-
ity of dike arrest at a contact varies positively with increasing elas-
tic mismatch or difference between E1 and E2, that is, with increas-
ing Dundurs parameter (Gudmundsson, 2011a, 2011b). In particu-
lar, arrest of a dike or its deflection into a sill is more likely when
Fig. 4. Vertically arrested somewhat curved thin basaltic dike in the caldera wall of San-
torini (Greece). At the bottom of the outcrop, at sea level, the dike thickness is about
0.4m gradually decreases upwards. The dike dissects lava flows and pyroclastic layers
and ends vertically at the contact between a stiff lava flow and a comparatively soft sco-
ria layer.
Fig. 5. Vertically arrested basaltic dike in Tenerife (Canary Islands). The dike is hosted
by comparatively compliant or soft pyroclastic rock and becomes arrested where its tips
comes into contact with much stiffer (higher Young's modulus) inclined basaltic sheet.
The maximum thickness of the dike is about 0.8m.
the layer above the contact (E1) has a higher Young's modulus than the
layer below the contact (E2).
Let us now consider some typical arrested dikes as seen in the
field (Figs. 2–5). The first one is remarkable in the sense that the
dike became arrested at only 5m below the surface of the rift zone
of the Reykjanes Peninsula in Southwest Iceland (Fig. 2). The ar-
rested dike, well-exposed in a sea cliff, and a nearby (25m to the
west) feeder-dike, both basaltic and about 800year-old, are described
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arrested dike is given here. The top or tip of the non-feeder becomes
arrested on meeting a contact between a stiff basaltic lava flow above
and a compliant tuff layer below. The arrest therefore occurs where
there is an abrupt increase in Young's modulus or stiffness from the
layer below to the layer above the contact – a condition that, through
the elastic-mismatch mechanism described above, encourages dike ar-
rest. However, this dike is arrested at a very shallow depth, so that it
is likely that the Cook-Gordon delamination discussed above may also
have contributed to the arrest.
The overall strike of the dike is N25°E, but the individual segments
vary in strike; for example, the top, arrested segment strikes N46°E.
The dike is of basalt and with numerous phenocrysts of plagioclase as
well as vesicles. The lowermost visible exposure of the dike is about
0.35m thick, and from there it gradually thins to a few centimetres
where it ends vertically at the contact with the lava flow. The lava flow
was formed in the Reykjanes Fires, during the period from 1210 to
1240CE. It follows that the lava flow had considerable time to solidify
and become stiff before the non-feeder met it, even if the non-feeder
most likely was injected sometime during the same period.
One of the main themes in this paper is the relation between sur-
face deformation and dike-induced stresses and fractures. None of the
arrested dikes discussed in this paper (Figs. 2–4) has induced any ob-
served grabens or normal faults ahead of the dike tip. This is partic-
ularly remarkable for the present dike, since it is arrested only 5m
below the surface of the rift zone, yet is unable to generate surface
tension fractures or normal faults. The same applies to the nearby
feeder-dike – no surface faults or tension fractures (apart from the ex-
tension fracture which the dike itself occupies) were associated with
its emplacement (Gudmundsson, 2017). While this may sound surpris-
ing, it is in fact a common observation. Most volcanic fissures world-
wide are not associated with grabens that are likely to have been in-
duced by the feeder-dikes of the fissures.
The two next arrested dikes are particularly well exposed in the
caldera walls of Santorini, Greece (Figs. 3, 4). The first dike (high-
lighted) is vertical, with a maximum thickness of about 2m, and ar-
rested within a layered pyroclastic rock (Fig. 3). The tip is rounded
and arrested at the contact between mechanically dissimilar layers –
the dissimilarly being partly due to their different grain size - in the
pyroclastic host rock unit. The tip is rounded because the layers that
constitute the pyroclastic unit were comparatively soft or compliant at
the time of dike emplacement. Thus, at the tip the host rock deforms in
a quasi-ductile manner rather than in an entirely brittle manner. Very
soft (compliant) pyroclastics and sediments normally have close to
zero tensile strength, so that it is essentially impossible to propagate
an extension fracture through such materials. They can, however, fail
in shear, generating shear fractures or faults, while most dikes are ex-
tension fractures. All these factors contribute to dike arrest, many of
which have rounded tips in compliant pyroclastic and sedimentary lay-
ers within stratovolcanoes and volcanic zones (Fig. 3) thereby making
the volcanoes fracture resilient to dike propagation (Gudmundsson,
2009, 2011a, 2011b). Here either a stress barrier or an elastic mis-
match, or both, are the most likely reasons for dike arrest.
The next dike, also basaltic and in Santorini, is arrested at a con-
tact between compliant pyroclastic/scoria layer (below the contact)
and stiff lava flow (Fig. 4). This is a very common type of arrest
(Figs. 2, 4, 5; Gudmundsson, 2002, 2003), and can, again, be attrib-
uted either to elastic mismatch or a stress barrier, except at very shal-
low depths (Fig. 2) where the Cook-Gordon delamination or debond-
ing may dominate as an arrest mechanism (Gudmundsson, 2011a,
2011b; Martí et al., 2016, 2017; Al Shehri and Gudmundsson, 2018).
Here the bottom of the dike, at sea level, has a thickness of about 0.4m
thick but the dike becomes gradually thinner upwards (Fig. 4).
The final example presented here of an arrested basaltic dike is
from Tenerife, one of the Canary Islands (Fig. 5). This vertically ar-
rested dike is hosted by comparatively compliant pyroclastic rock and
becomes arrested at its contact with much stiffer inclined basaltic
sheet. The maximum thickness of the dike is about 0.8m. The dike tip
is blunt, as is common for dike tips arrested at contacts where the layer
above the contact is stiff, such as a stiff lava flow or, as here, a sheet
intrusion (Fig. 5). A very likely mechanism of dike arrest here is elas-
tic mismatch.
These and other field examples show that dike arrest is particularly
common at contacts between mechanically dissimilar layers. Perhaps
the most favoured contacts for vertical dike arrest are those where the
stiff layer (e.g., a lava flow or a sheet intrusion) is above the contact
and the soft or compliant layer (e.g., pyroclastic, soil, or sedimentary)
below the contact. This is in accordance with the three main mecha-
nisms of dike arrest, namely the Cook-Gordon delamination/debond-
ing, the stress barrier, and the elastic mismatch (Gudmundsson, 2011a,
2011b; Martí et al., 2016, 2017).
None of the arrested dikes described here (Figs. 2–5) induced
fractures ahead of the dike tip. By implication, presumably none of
these dikes generated fractures at the surface. This follows because
the dike-induced stresses are normally largest at the dike tip. So if
the dike is unable to induce fractures at or close to its tip, then the
dike is unlikely to induce fractures at the surface far above the tip (cf.
Gudmundsson, 2003; Geshi et al., 2010; Philipp et al., 2013). This
applies particularly when there are soft (compliant) layers between
the dike tip and the surface (Section 3; Al Shehri and Gudmundsson,
2018). Clearly, therefore, dike-induced fractures at the surface require
special conditions which were presumably not satisfied by any of the
dikes seen here. One of the aims of the present paper is to explore
these conditions.
All these arrested dikes are rather thin, ranging in thickness from
about 0.3m to 2m (Figs. 2–5). While many dikes are of thicknesses
similar to these (e.g. Rickwood, 1990; Gudmundsson, 2002; Galindo
and Gudmundsson, 2012; Becerril et al., 2013; Rivalta et al., 2015), it
should be noted that non-feeder dikes tend to become thinner on ap-
proaching their tips/tops (Gudmundsson et al., 1999). This thinning
is most noticeable in the uppermost few tens of metres below the ar-
rested tip (Geshi et al., 2010, 2012). In fact, such a thinning is seen in
the exposed parts of the dikes in Figs. 2–4. It follows that all the ar-
rested dikes in Figs. 2–5 could be thicker at depths below the present
exposures.
The dikes seen in Figs. 2–5, and in the field in general, are seg-
ments. The entire three-dimensional structures of dikes are, for ob-
vious reasons, never seen exposed in the field. Many dikes, how-
ever, have been traced for tens of kilometres in essentially lateral sec-
tions, some for hundreds of kilometres, and others in vertical sec-
tions for tens to hundreds of metres (e.g., Delaney and Pollard, 1981;
Rickwood, 1990; Ernst et al., 2001; Geshi et al., 2010, 2012;
Kavanagh and Sparks, 2011), so that the general field geometries of
dikes are well known. It is, for example, well established that dikes
are normally segmented and propagate as segmented fractures – a con-
clusion also supported by observations of the development of dike-fed
volcanic fissures (e.g. Gudmundsson, 2017) and seismic and geodetic
studies of dike propagation (Gudmundsson et al., 2014; Sigmundsson
et al., 2015).
In view of the segmentation, a question is sometimes raised to the
effect that while individual dike segments may be seen arrested (Figs.
2–5), it does not follow that the entire dike became arrested. More
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in Figs. 2–5, does not preclude the possibility that other segments of
the dike reached the surface to erupt - were feeders. That interpretation
is correct in the sense that all the observations of arrested dikes as seen
in the field refer to dike segments. But the same applies to all measure-
ments of dikes in the field – and to those of other types of fractures
(and most structures) as measured in specific outcrops. Namely, the
measurements – say of an attitude (strike and dip) or opening/thick-
ness - always refer to a given segment or part of the structure. The re-
sults of such measurements are statistical in nature, and the same ap-
plies to observed vertical ends of dikes. More specifically, most ver-
tical ends of dike segments, as observed in numerous outcrops world-
wide, are arrested rather than connected to eruptive materials (such as
crater cones, lava flows, and pyroclastic flows). It then follows that
most dike segments and - since individual dikes are simply collections
of dike segments - most vertical ends or tips of entire dikes also be-
come arrested.
3. Numerical modelling - framework
In the following numerical models, the finite-element-method
(FEM) software Comsol Multiphysics (www.comsol.com) is used to
analyse the local stresses and displacements induced by dikes in a me-
chanically layered crustal segment hosting a volcano/volcanic zone.
Like other FEM software, Comsol divides or discretises the prob-
lem to be solved into an equivalent system of small units or ‘ele-
ments’ and solves simultaneous algebraic equations. The resulting nu-
merical approximations for each element are then combined into so-
lutions for the entire body. The solutions are approximate solutions
for the differential equations that describe the problem. At the corners
of the elements (and sometimes also along their outer lines), are the
nodes that connect the elements. In calculations, loads (stresses, dis-
placements, or, as here, magmatic overpressures) are applied to these
nodes and the resulting displacements at each node calculated. From
these displacements, the nodal stresses and the element stresses,
strains, and displacements are derived using linear equations (cf. Deb,
2006; Liu and Quek, 2014).
The results are specific solutions to a particular set of conditions
and, as indicated, provide solutions only for the specified points in the
body. In the models presented here the layered crustal segment hosting
the dike is divided or discretised using triangular elements (Fig. 6b).
All the models are fastened in the corners, so as to avoid rigid-body
rotation and translation. The dimensions of the computational domain
are 20km × 20km. This is large enough so that the main displacements
and stresses induced by the dike are unaffected by the boundary con-
ditions of the models being fastened in the corners. More specifically,
the main dike-induced stresses and displacement are within a few kilo-
metres of the dike tip, and are negligible at distances of 10km to either
side of the tip (where the model is fastened).
The crustal segment hosting the dike, including all the layers of
which it is composed, is assumed to behave as elastic. This assump-
tion rests experimental physics results which show that solid rocks
at crustal conditions and low strain normally behave as elastic
(Gudmundsson, 2011b). But also on in-situ or field measurements of
crustal deformation around fault zones prior to earthquake ruptures
and at volcanoes during inflation and deflation periods, all of which
suggest elastic behaviour to a first approximation (Scholz, 1990;
Dzurisin, 2006; Segall, 2010). No failure criteria is used for the dikes,
because in all the models the dikes are already emplaced with a tip
at 500m depth below the surface and propagate no further – that
is, the tip becomes arrested at this depth. When estimating whether
the dike-induced stresses and displacements would be large enough
to cause tension fractures and/or faults, the normal criteria for the
formation of
Fig. 6. Setup of the numerical models. (a) Schematic illustration of the modelled dike. The dike is vertical with a tip or top arrested at 0.5km below the free surface of the volcanic
zone/volcano within which the dike is emplaced. In all the models and figures the x-axis is the horizontal axis and the y-axis the vertical axis. The model itself is 20km × 20km in size.
Each of the four layers above the dike tip (layers 1–4) is 100m thick, whereas layer 5, the unit hosting the dike, extends to the lower tip of the dike (arbitrarily the dike dip dimension
or height is set at 10km). The indicated dike thickness is not to scale (it is far too thick in comparison with the thickness of the crustal layers). The actual dike thickness depends
on the overpressure used, the dike dimensions, and the Young's modulus of the host rock (there is greater dike thickness for given overpressure and dimensions in more compliant
layers or units). In the model the entire dike is located in the comparatively stiff unit/layer 5 (with a Young's modulus of 40GPa). Simple fracture-mechanics models (Gudmundsson,
2011b; Becerril et al., 2013) indicate model-dike thickness of about 2.3m for an overpressure of 5MPa and a thickness of 6.9m for an overpressure of 15 MP. This range is similar
to common thicknesses of dikes as observed in the field (Rickwood, 1990; Delaney and Pollard, 1981; Gudmundsson, 2002; Geshi et al., 2010; Becerril et al., 2013). In most models,
the Young's moduli are as follows: layer 1 modulus of 3GPa, layer 2modulus of 20GPa, layer 3 modulus of 30GPa, and layer or unit 5 modulus of 40GPa. The modulus of layer 4 is
varied between models, from 0.01GPa (very soft) to 20GPa (moderately stiff). All the layers, 1–5, have a Poisson's ratio of 0.25. We also tested some models with a very stiff surface
layer 1, namely with a modulus of 20GPa. In most models the magmatic overpressure of the dike (the only loading) is 5MPa, but we also tested all the models with an overpressure
of 15MPa, and show two of them here. (b) Setup of the Comsol model with the 10km tall dike in the central upper part (black, thick line) of the model (whose dimensions are
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these fractures (based on tensile strength and shear strength) are used
as a basis (Gudmundsson, 2011b).
In all the models the only loading is internal magmatic overpres-
sure (driving or net magmatic pressure) defined as (Gudmundsson,
2011b):
Here po is the overpressure, ρr the average host-rock density, ρm
the average magma density, g the acceleration due to gravity, h the dip
dimension of the dike, and σd the differential stress (the difference be-
tween the maximum and the minimum principal stress) - at the time
of emplacement - in the host rock where the dike is studied. The dip
dimension of a dike (and any rock fracture) is its dimension in the di-
rection of dip, that is, the height (in seismology the width) of the dike.
Similarly, strike dimension is the dike dimension in the direction of
strike, that is, its outcrop length (Gudmundsson, 2011b).
The second term on the right-hand side of Eq. (1) is the buoy-
ancy term. For almost all volcanoes and volcanic zones, the average
density of the uppermost 1–3km of the crust is 2500–2600kgm−3.
By contrast, basaltic magma at depth may have density between 2650
and 2800kgm−3 (e.g., Gudmundsson, 2011b). Consequently, in the
uppermost part of the crust, buoyancy for basaltic magmas is com-
monly potentially negative. During ascent of magma, there is nor-
mally gas expansion which reduces the magma density. Gas expan-
sion and density reduction is common in acid magmas to depths of
many kilometres (Gonnermann and Manga, 2013). By contrast, much
of the gas exsolution in basaltic magmas takes place at very shallow
depths. Studies in Hawaii, for example, suggest that gas exsolution in
basaltic magmas occurs primarily in the uppermost few hundred me-
tres of the feeder-dike/conduit (Greenland et al., 1985, 1988). Field
studies of basaltic dikes, sills, and inclined sheets in deeply eroded
lava piles and central volcanoes show only small and rather infre-
quent gas-formed vesicles at depths exceeding several hundred be-
low the original surface of the volcanic zone/central volcano, while
large and small vesicles are common very close to the surface (Fig.
2), particularly in feeder-dikes (Galindo and Gudmundsson, 2012;
Gudmundsson, 2017).
Density decrease of basaltic magma due to gas exsolution is thus
unlikely to affect the potential negative buoyancy term in Eq. (1),
except close to the surface. For basaltic dikes injected from shal-
low magma chambers the only driving pressure in Eq. (1) is there-
fore commonly the excess pressure pe in the chamber at the time of
its rupture. That pressure is roughly equal to the tensile strength of
the walls or, normally, the roof of the magma chamber. The tensile
strength of most rocks is between 0.5 and 9MPa, the common val-
ues being 2–5MPa. We use 5MPa magmatic overpressure in most of
the models. However, some basaltic dikes are injected directly from
deep-seated reservoirs at 15–25km depth, or deeper (Fig. 1), in which
case the overall crustal density is higher than that of typical basaltic
magma and the buoyancy term is positive. To take this into account,
we also ran models where the dike overpressure is 15MPa. Gener-
ally, the results are similar for the 5MPa and the 15MPa dike over-
pressure, except that the magnitudes of the dike-induced stresses and
displacements are, of course, larger for the models with 15MPa over-
pressure. This is as expected, since we use linear elastic material for
the crustal layers, so that the stresses and deformation/displacements
are proportional to the overpressure, for a given dike geometry and
rock properties. Nevertheless, we show a few of the 15MPa-over-
pressure models just to emphasise how the geometry and magni
tudes of the stresses and displacement change proportionally with the
overpressure.
In all the models the dike is vertical and with an upper tip at 500m
below the free surface of the volcano/volcanic zone (Fig. 6). The dike
dip dimension is taken as 10km, but is to a degree arbitrary. The indi-
cated dike thickness in Fig. 6 is not to scale (it is far too thick in com-
parison with the thickness of the crustal layers). The actual dike thick-
ness depends on the overpressure used, the dike dimensions, and the
Young's modulus of the host rock (there is greater dike thickness for
given overpressure and dimensions in more compliant layers or units).
The entire dike is located in the comparatively stiff unit/layer 5 (with a
Young's modulus of 40GPa), in which case fracture-mechanics mod-
els (Gudmundsson, 2011b; Becerril et al., 2013) indicate model-dike
thickness of about 2.3m for an overpressure of 5MPa (similar to that
of the dike in Fig. 3) and 6.9m for an overpressure of 15MPa. These
values cover a range similar to common thicknesses of dikes world-
wide (Rickwood, 1990; Delaney and Pollard, 1981; Gudmundsson,
2002; Geshi et al., 2010; Becerril et al., 2013). For the present purpose
the surface is taken as flat, so that it is more appropriate for a volcanic
zone or a caldera will little topography than for a volcanic edifice that
stands high above its surroundings. In all the models, there is one unit
or layer hosting the dike, and then 4 layers of different mechanical
properties above the dike tip. Each of these 4 layers has a thickness of
100m, but their mechanical properties vary between model runs.
The main point of the layering used in the models is to study the ef-
fects of variation in Young's modulus or stiffness on the dike-induced
stresses and displacements. For this purpose we vary the stiffnesses
of the layers but not the thicknesses between model runs. By contrast,
the thickness of the layers, here taken as 100m, is somewhat arbi-
trary. Sedimentary layers with thicknesses of tens of metres or more
are common in volcanic zones – such as late glacial sediments which
underlie many Holocene lava flows in the volcanic zones of Iceland.
Similarly, hyaloclastite (basaltic breccia) layers and units formed dur-
ing the last glacial period reach thicknesses of hundreds of metres and
are commonly compliant (Gudmundsson, 2017). Comparatively thick
compliant sedimentary and hyaloclastite layers, as well as pyroclastic
layers (Figs. 2 and 3), are common in volcanic zones and central vol-
canoes, thereby reflecting the thicknesses used in the models. More
generally, however, the 100-m-thick layers may be regarded as ‘seis-
mic layers’, that is, groups of layers with similar seismic/mechanical
properties, in which case the thicknesses of the layers in the models
would be interpreted as mechanical/seismic rather than lithological.
In most of the numerical models the overpressure of the dike is
5MPa and layering is as follows (Fig. 6). The surface layer has a
Young's of 3GPa, the second layer from the top a Young's modulus
of 20GPa, the third layer from the top a Young's modulus of 30GPa,
the fourth layer from the top a variable Young's modulus, and the fifth
layer from the top, that is, the unit hosting the dike, a Young's modulus
of 40GPa. These are all reasonable values for typical volcanic zones
(e.g., Gudmundsson, 2011b). In particular, many Holocene lava flows
have static Young's moduli of the order of several mega-pascals and
young pyroclastic layer may be still lower. Older lava flows, such as
layers 2 and 3 here, may have static Young's moduli of 20–30MPa,
while some would be lower. The stiffness of 40GPa is similar to the
estimated average static Young's modulus of the uppermost 10km of
the volcanic rift zones in Iceland (Gudmundsson, 2003, 2011b).
We also tested some models with stiffer surface layers, namely
10GPa and 20GPa, some of the results being indicated below. The











8 Journal of Volcanology and Geothermal Research xxx (xxxx) xxx-xxx
fourth layer from the top. We vary the stiffness of layer 4 between
model runs so as to explore the effects on dike-induced stresses and
displacements. The Young's moduli used for layer 4 vary from 10GPa,
which is reasonably stiff, to 0.01GPa, which is very compliant. How-
ever, it is likely that most or all active volcanic zones and central vol-
canoes contain layers as soft as 0.1–0.01GPa. This follows because
such zones normally contain many layers of unconsolidated pyroclas-
tics, including tuff layers, and many contain unconsolidated soils and
sediments. In addition, clays are common in some of the volcanoes,
particularly in association with geothermal fields. As examples, the
normal range of Young's moduli (measured in the laboratory) of un-
consolidated sand is 0.01–0.1GPa, that of clay is 0.003–0.5GPa, and
that of tuff 0.05–5GPa (Gudmundsson, 2011b). The models discussed
are presented in the order of gradually decreasing stiffness of layer 4.
4. Numerical modelling - results
4.1. Layer 4 with a stiffness of 10GPa
In the first model layer 4 has a stiffness of 10GPa, or similar to
the in-situ stiffness of a lava flow, a welded pyroclastic layer, or a
sedimentary rock. The results as regards stress (Fig. 7) show that layer
4, being of lower stiffness than the adjacent layers (40 GPa below and
30GPa above), tends to suppress the tensile the minimum principal
compressive or maximum tensile stress, σ3 (Fig. 7a) as well as the von
Mises shear stress (Fig. 7b). Yet considerable stresses pass through
layer 4 up into layers 3 and 2. This is confirmed in the stress-magni-
tude curves plotted at the contacts between the layers (Fig. 7c). All the
stress curves show the typical double-peak variation in σ3, but the dis-
tance between the peaks is much smaller in layers 4 and 5 than in the
other 3 layers. This is partly because these layers are closer to the sur-
face, and partly because of the variation in the mechanical properties
of the layers.
The white (Fig. 7a) and black (Fig. 7b) ticks show the direction
of the trajectories of the maximum principal compressive stress, σ1.
Below about 2km, that is, far from the free surface of the earth, the
ticks are horizontal and perpendicular to the dike. They continue to
be perpendicular to the dike down to its bottom (not shown here).
This is as expected since the magmatic overpressure in the dike (here
5MPa) induces horizontal compressive stress in the surrounding host
rock. Close to the surface, however, there is rotation of σ1 close to the
dike, but further away from the dike the ticks are still horizontal and
perpendicular to the dike. This rotation is presumably related to the
Fig. 7. Numerical model results with the following Young's moduli: 3GPa (layer 1), 20GPa (layer 2), 30GPa (layer 3), 10GPa (layer 4), and 40GPa (layer 5). Overpressure of dike:
5MPa. (a) Contours of the maximum tensile principal stress σ3 in mega-pascals (red highest stress, blue lowest), with white arrows (ticks) indicating the direction or trajectories of
the maximum principal compressive stress σ1. (b) Contours of the von Mises shear stress in mega-pascals. (c) Plots of the variation in the magnitude of the maximum tensile principal
stress σ3 (in mega-pascals) at the contacts between the layers. Layer 5 denotes the contact between layer 5 and 4. Layer 4 denotes the contact between layer 4 and 3. Layer 3 denotes
the contact between layer 3 and 2. Layer 2 denotes the contact between layer 3 and 2. Layer 1 denotes the contact between layer 1 and the atmosphere, that is, is the free surface of
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free-surface effects, that is, the fact that the uppermost part of the dike
is close to the free surface of the Earth.
The associated displacements are given for lateral and vertical di-
rections (Fig. 8). For the present model, the lateral displacements at
the surface (layer or contact 1) and all the contacts (layers 2–5) are
similar and reach a maximum of about 44cm (Fig. 8a) at a lateral dis-
tance of around 3km from the dike (the dike is located at 0km). The
vertical displacements induced by the dike are also generally similar
(Fig. 8b). The model predicts absolute subsidence or downward verti-
cal displacement of the layers just above the dike tip, of a maximum
of about 16cm for layer 5 (the lowermost contact), but about 12cm for
the other layers. Similarly, there is a double-peak rise or upward verti-
cal displacement on either side of the dike, reaching a maximum uplift
of about 34cm. The maximum upward vertical displacement occurs in
two peaks at about 3km to either side of the dike projection to the sur-
face.
Fig. 8. Lateral and vertical displacement of the contacts between layers (denoted as lay-
ers 1–5) in the model in Fig. 7. (a) Here the lateral displacements at all the contacts,
including the surface (layer 1), are similar and reach a maximum of 44cm at a horizon-
tal distance of about 3km from the dike (the dike projection to the surface is located at
0km). Displacements to the right of the dike are regarded arbitrarily as positive whereas
those to the left of the dike as negative. (b) All the vertical displacements at the contacts
are here also similar. The maximum uplift or vertical displacement of the contacts is
about 34cm and occurs at a horizontal distance of about 3km on either side of the dike.
Right above the tip of the dike there is a general subsidence of 12cm for all the contacts
except for the contact between layers 5 and 5 (denoted as layer 5), where the subsidence
reaches 16cm.
Comparison of Figs. 7c and 8b shows that while the peak of the
surface tensile stress (layer or contact 1) is at about 0.5km measured
horizontally from the projection of the dike to the surface (Fig. 8b),
the peak of the upward vertical displacement is at 3km from the pro-
jection of the dike to the surface. Although not shown here, our re-
sults shown that the surface peak of the von Mises shear stress also
coincides roughly with the peak of the tensile stress at the surface.
The lateral distance from the projection of the dike tip to the surface
to the peak on either side is roughly equal to the depth to the tip or
top of the dike. This suggests that the maximum width of a dike-in-
duced graben is roughly double the vertical distance to its bottom or
the top (upper tip) of the dike. For this relation to hold in general,
the boundary faults of the graben must have shallow dips between
40° and 50°. Such shallow dips on graben faults do occur, particularly
in sedimentary basins, but are not common on grabens in volcanoes
and volcanic zones, where normal-fault dips are mostly 60–80°, and
some vertical close to the surface (e.g., Gudmundsson, 2005, 2017).
In the latter case, the width of the induced graben would be less than
twice the vertical distance to the top of the dike. Another exception to
this relationship between the depth to the dike top and the lateral dis-
tance between the induced stress peaks at the surface is when there is
an open contact between layers, usually at shallow depths, in which
case the stress peaks occur above the lateral ends of the open con-
tact (Gudmundsson, 2003). Thus, in the absence of open contacts that
deflect the stress peaks laterally or vertical or steeply dipping nor-
mal faults, the above relationship holds (sometimes referred to as the
‘graben rule’), as is confirmed by many numerical models (e.g., Al
Shehri and Gudmundsson, 2018).
In the present model, and in the subsequent models, because the
dike tip is arrested at 0.5km depth, the lateral distance to the stress
peaks on either side of the dike is about 0.5km. Thus, the lateral dis-
tance between the peaks is about 1km. As discussed further below, if
any tension fractures and/or normal faults would be induced by an ar-
rested dike, they would tend to form at the location of the tensile and
shear stress peaks at the surface and not at the location of the maxi-
mum vertical upward displacement of the surface.
4.2. Layer 4 with a stiffness of 1GPa
Certain aspects of the stress field remain very similar when the
stiffness of layer 4 is reduced from 10 to 1GPa (Figs. 7 and 9). For ex-
ample, the direction of the trajectories of the maximum principal com-
pressive stress, σ1, is very similar, as they are in all the models. There
are, however, clear differences. The first is that layer 4 with a stiffness
of 1GPa has much lower tensile and shear stresses than when its stiff-
ness is 10GPa. The zones of high stresses, tensile and shear, are also
much more extensive in layer 3 when layer 4 has a stiffness of 10GPa
than when its stiffness is 1GPa. This means that higher stresses ‘pass
through’ the 10GPa layer than through the 1GPa layer to the shal-
lower layers (Figs. 7a,b and 9a,b). By contrast, the area (volume in
3D) of high stress (red) in layer or unit 5 just under layer 4 is larger
in Fig. 9a,b than in Fig. 7a,b, indicating that as less high stress passes
through layer 4, more stress above the dike tip becomes concentrated
at its contact with the stiff layer or unit 5.
As in the previous model (Fig. 8), the lateral and vertical displace-
ments at the surface (layer or contact 1) and at the other layers/con-
tacts are generally similar, except for layer 5, that is, the layer or unit
hosting the dike (Fig. 10). The lateral displacements for most of the
layers (layers 1–4) reach a maximum of about 40cm at about 4km
from the dike (Fig. 10a). By contrast, the lateral displacement of layer
5 reaches a maximum of about 47cm at a distance of about 2.7km
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Fig. 9. The same model as in Fig. 7 except that layer 4 has here a Young's modulus of 1GPa. (a) Contours of the maximum tensile principal stress σ3 (red highest stress, blue lowest),
with white arrows (ticks) indicating the direction or trajectories of the maximum principal compressive stress σ1. (b) Contours of the von Mises shear stress. (c) Plots of the variation
in the magnitude of the maximum tensile principal stress σ3 at the contacts between the layers. Layer 5 denotes the contact between layer 5 and 4. Layer 4 denotes the contact between
layer 4 and 3. Layer 3 denotes the contact between layer 3 and 2. Layer 2 denotes the contact between layer 3 and 2. Layer 1 denotes the contact between layer 1 and the atmosphere,
that is, is the surface of the volcanic zone/volcano. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
layer 4 in that the displacements below and above that layer are grad-
ually more out of phase.
This difference between the displacement of layer 5 and the other
layers is also seen in the vertical displacement (Fig. 10b). While the
maximum upward displacements of all the layers roughly coincide and
reach about 34cm at a distance of about 3km from the dike, the max-
imum downward displacements show differences between layer 5 and
the other layers. In particular, while layers or contacts 1–4 show a
maximum subsidence of about 7cm below the surface in the centre
above the dike tip, layer or unit 5 shows a displacement of as much as
14cm at the same location.
4.3. Layer 4 with a stiffness of 0.1GPa
At this low stiffness of layer 4, little stress passes through the
layer. As a consequence, the stresses above layer 4, such as in layer
3, are very low (Fig. 11). At the same time the tensile and shear stress
concentration in layer 5 increase (Fig. 11a,b). These results are con-
firmed by the stress-magnitude curves (Fig. 11c). These show that
while the tensile stress in layer 5 peaks at about 19MPa, hardly any
stresses (fraction of a mega-pascal) reach the surface (layer or contact
1) and only about 1MPa reach the contact between the surface layer
and layer below (contact or layer 2).
Here the lateral and vertical displacements of the layers/contacts
are increasingly different close to the dike – that is, close to zero (Fig.
12). The maximum lateral displacement however, is still similar for
layers/contacts 1–4, as regards the magnitude, about 20cm, and loca-
tion - at about 4.3km from the dike (Fig. 12a). By contrast, the max-
imum lateral displacement of layer 5, that is, the layer or unit hosting
the dike, reaches a maximum of about 52cm at 3km from the dike.
While the maximum upward displacements of all the layers
roughly coincide and reach about 34cm at a distance of about 2.8km
from the dike, the maximum downward displacements show an in-
creasing difference between layer 5 and the other layers. Here lay-
ers 1–4 do not show any absolute subsidence above the dike tip, in
contract to that in previous models. There is still a clear trough or
two-peak displacement, but the surface (layer 1, and contacts 2–4) is
still at about 2cm above the un-deformed surface. Layer 5, however,
shows an absolute vertical subsidence of as much as 18cm right above
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Fig. 10. Lateral and vertical displacement of the contacts between layers (denoted as
layers 1–5) in the model in Fig. 9. (a) The lateral displacements at all the contacts, in-
cluding the surface (layer 1), are similar except for layer 5 (contact 5/4) and reach a
maximum of 40cm at a horizontal distance of about 4km from the dike (the dike is lo-
cated at 0km). By contrast, the lateral displacement of layer 5 (contact 5/4) reaches a
maximum of about 47cm at a distance of about 2.7km from the dike. Displacements to
the right of the dike are regarded arbitrarily as positive whereas those to the left of the
dike as negative. (b) All the vertical displacements at the contacts are here also simi-
lar, except for layer 5 (contact 5/4). The maximum uplift or vertical displacement of the
contacts is about 34cm and occurs at a horizontal distance of about 3km on either side
of the dike. Right above the tip of the dike there is a general subsidence of 7cm for all
the contacts except for contact 5/4 (layer 5) where the subsidence reaches 14cm.
4.4. Layer 4 with a stiffness of 0.01GPa
Such a low-stiffness layer 4 effectively blocks or suppresses all the
stress above layer 5. little stress passes through the layer. As a con-
sequence, there are hardly any tensile or shear stresses in layers 1–4
while stresses in layer 5 above and around the dike tip up to the con-
tact with layer 4 increase (Fig. 13a,b). These results are seen more
clearly by the stress-magnitude curves (Fig. 13c). These show that
while the tensile stress in layer 5 peaks at about close to 20MPa, the
surface stresses in layers/contacts 1 and 2 above the dike are essen
tially zero, and a fraction of a mega-pascal for layers/contacts 3 and 4.
Here the maximum lateral displacements of layers/contacts 1–4 are
somewhat dissimilar close to the dike, but reach a maximum of only
about 4cm at a distance of about 5km from the dike (Fig. 14a). The
maximum lateral displacement of layer 5, that is, the layer or unit host-
ing the dike, however, reaches a maximum of about 54cm at a dis-
tance of about 2.8km from the dike.
With the exception of layer/contact 5, the maximum upward dis-
placements of all the layers/contacts roughly coincide and reach about
35cm at a distance of about 3.3km from the dike (Fig. 14b). Layers/
contacts 1–4 show a clear trough or two-peak displacement above the
dike tip, but the surface (layer/contact 1) and layers/contacts 2–4 is
still at about 13cm above the un-deformed surface. By contrast, layer/
contact 5 shows a maximum upward displacement of about 35cm, but
the location is different from that of the other layers/contacts, namely
at a distance of about 2.6km from the dike.
This model and the previous one (with layer 4 of stiffness 0.1GPa)
show that further softening of layer 4 makes the variation in internal
stresses and displacements induced by the dike more complex than in
the models where layer 4 had more similar stiffness to that of the adja-
cent layers. In particular, the results show that the differences in mag-
nitudes and locations of the horizontal and vertical displacements in-
crease as layer 4 becomes softer.
5. Discussion
Because of their role in assessing volcanic hazards and estimating
geometries of dikes (including their volumes) injected from magma
chambers/reservoirs during unrest periods, surface deformation stud-
ies in volcanoes/volcanic zones are of increasing importance in vol-
canology. In particular, geodetic studies together with seismic stud-
ies are of fundamental importance for assessing dike volumes, and
thus the volume of magma supposed to flow out of the chamber/reser-
voir during the associated unrest period. In addition, deformation stud-
ies help determine the dike path and assess the likelihood of dike-fed
eruptions.
There have been many numerical models on local stresses and
surface deformation during inflation of magma chambers hosted by
layered rocks. These include, for example, Gudmundsson (2002),
Gudmundsson and Philipp (2006), Manconi et al. (2007), and
Masterlark (2007). These provide information on local stresses and
deformation inside volcanoes that can be of great use in making crude
forecasts as to the likely paths of injected dikes, but do not address the
stresses and displacements/deformation induced by the dikes them-
selves (or mode I cracks, extension fractures, in general), which is the
main theme of the present paper.
Following earlier general analytical studies of the deformation and
stresses at the surface of an elastic half-space above an elliptical crack
(Isida, 1955; Tuschida and Nakahara, 1979) there have been many
numerical fracture studies focusing on dikes in an elastic half-space.
These include studies by Pollard et al. (1983), Davis (1983), Rubin
and Pollard (1988), and Cayol and Cornet (1998). A very different ap-
proach is to model dikes as elastic dislocations. The models are ap-
plied to invert surface geodetic data to infer the opening or thickness,
strike, dip, and depth of dikes, inclined sheets, and sills. The applica-
tion of the dislocation theory volcano deformation is reviewed in de-
tail by Okada (1985, 1992) and also by Dzurisin (2006) and Segall
(2010).
All these numerical and dislocation models assume the volcanic
zone/volcano hosting the dike to act as a homogeneous, isotropic, elas-
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Fig. 11. The same model as in Fig. 7 except that layer 4 has here a Young's modulus of 0.1GPa. (a) ontours of the maximum tensile principal stress σ3 (red highest stress, blue
lowest), with white arrows (ticks) indicating the direction or trajectories of the maximum principal compressive stress σ1. (b) Contours of the von Mises shear stress. (c) Plots of
the variation in the magnitude of the maximum tensile principal stress σ3 at the contacts between the layers. Layer 5 denotes the contact between layer 5 and 4. Layer 4 denotes the
contact between layer 4 and 3. Layer 3 denotes the contact between layer 3 and 2. Layer 2 denotes the contact between layer 3 and 2. Layer 1 denotes the contact between layer 1 and
the atmosphere, that is, is the surface of the volcanic zone/volcano. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
fects of mechanical layering or contacts between layers on the dike-in-
duced stresses and deformation. Surface deformation in layered elas-
tic host rocks, however, has been considered by Roth (1993) and
by Bonafede and Rivalta (1999a, 1999b). Dislocation and numerical
models of dike-induced deformation are reviewed by Rivalta et al.
(2015) and by Townsend et al. (2017).
With a few exceptions, all these models focus on the surface
displacement induced by the dike. Only a few studies have com-
bined field observations of arrested dikes/hydrofractures in layered
rocks with numerical models of the local stresses induced by the
dike in the adjacent layers as well as at the surface. These stud-
ies include Gudmundsson and Brenner (2001), Gudmundsson (2003),
Gudmundsson and Loetveit (2005), and Philipp et al. (2013). In con-
trast to the present study, none of these studies focuses on the changes
in the dike-induced stresses and displacements/deformation inside the
volcano/volcanic zone as a function of the variation in the elastic prop-
erties of the mechanical layering.
Since almost all the early models assume the rocks hosting the dike
to be homogeneous and isotropic, and thus do not consider any lay-
ering, the most appropriate comparison as regards the present mod-
els is with the first models, namely where layer 4 has a stiffness
of 10GPa and thus rather similar to the stiffnesses of the adjacent
layers. The present results are in good general agreement with the sur-
face displacements obtained in the earlier elastic half-space models,
such as summarised by Dzurisin (2006) and Segall (2010). In partic-
ular, for this model (layer 4 with stiffness of 10GPa) the surface dis-
placements and stresses show similarities to those obtained by Pollard
et al. (1983) and Rubin and Pollard (1988).
The surface upward and downward displacements are of important
for understanding better the location, geometry, and propagation paths
of associated dikes. For understanding and forecasting dike-induced
surface fracturing, however, the surface stresses are of main concern.
This follows because tension fractures and faults form at the surface
– or elsewhere – only if the local stresses reach certain magnitudes.
These magnitudes are well known. For tension fractures, the local ab-
solute tensile stress must normally reach at least 2–5MPa, which is
the most common tensile strength of rocks (Gudmundsson, 2011b).
Similarly, for faults – here in particular dip-slip faults – the shear
strength is normally about double the tensile strength, so commonly
4–8MPa, which is, indeed, similar to common stress drops in earth-
quakes (Kanamori and Anderson, 1975; Scholz, 1990).
The present models (Figs. 7–14) show clearly that the location of
the maximum surface uplift or vertical displacement does not coin-
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Fig. 12. Lateral and vertical displacement of the contacts between layers (denoted as
layers 1–5) in the model in Fig. 11. Here the lateral and vertical displacements of the
layers/contacts are increasingly different close to the dike. (a) The maximum lateral dis-
placements are still similar for layers/contacts 1–4, about 20cm at a distance of about
4.3km from the dike. The maximum lateral displacement of layer 5 (contact 5/4), how-
ever, reaches a maximum of about 52cm at about 3 km from the dike. Displacements
to the right of the dike are regarded arbitrarily as positive whereas those to the left of
the dike as negative. (b) The maximum upward displacements of all the layers roughly
coincide and reach about 34cm at a distance of about 2.8km from the dike. Here, how-
ever, layers/contacts 1–4 do not show any absolute subsidence above the dike tip, while
layer 5 (contact 4/5) shows an absolute maximum vertical subsidence of about 18cm.
The maximum shear and tensile stress at the surface (as well as sub-
surface) roughly coincide and occur at locations widely different from
those of maximum surface uplift. In particular, the lateral distance
between the two peaks of the surface tensile (and shear) stresses is
much less than that between the two peaks of the surface uplift. Thus,
while the surface stresses peak at lateral distances of 0.5–0.7km from
the projection of the dike to the surface, the surface uplifts peak at
2.8–3.3km from the project of the dike. The models clearly show that
the maximum surface uplifts, the uplift peaks, do not show high ten-
sile or shear stresses. This is understandable because the strain associ-
ated with uplift of a fraction of a metre over distances of kilometres to
tens of kilometres is of the order of 10−4 to 10−5 and thus too small to
result in high stress for the given Young's modulus of the surface layer
of 3GPa.
The maximum tensile and shear stress occurs at a lateral distance
from the projection of the dike which is similar to the depth to the
tip of the dike. The present results thus support other recent results
on dike-induced stresses (Al Shehri and Gudmundsson, 2018) that any
tension fractures or normal faults induced by arrested dikes would
tend to form within a zone of a width similar to that of the depth to the
tip of the dike. In particular, any dike-induced graben would be likely
to be of a width similar to, or perhaps somewhat less than, the depth to
the tip of the arrested dike. Our results thus do not lend any support to
the common practice of interpreting the boundary faults of grabens as
coinciding with the maximum uplift, the upward displacement peaks,
at the surface above an arrested dike.
The only exceptions to the above relationship between the depth of
the arrested dike tip (the dike top) and the location of the stress peaks
at the surface occur when (1) the graben faults are steeply (sometimes
vertically) dipping or (2) the contact arresting the dike also opens
up through Cook-Gordon delamination or debonding (Gudmundsson,
2011a, 2011b). Contact delamination may happen at very shallow
crustal depths, and has been modelled for arrested dikes
(Gudmundsson, 2003, 2011b). The main result of the modelling is that
for delamination the stresses at the surface normally peak above the
lateral ends of the opened-up contact. It follows that the double-stress
peak does not have any correlation with the depth to arrested tip of the
dike (Gudmundsson, 2003). In the models in the present paper, how-
ever, the contacts are mechanically too strong to open up.
In all the models presented here the magmatic overpressure or dri-
ving pressure po is 5MPa and the surface layer has a Young's modulus
or stiffness of 3GPa. We ran all the models also for the much higher
magmatic overpressure of 15MPa. The results are geometrically sim-
ilar, while the absolute stresses induced by the dike are, as expected,
higher. To test the maximum possible effects, we used the overpres-
sure of 15MPa combined with a surface layer with the very high stiff-
ness of 20GPa. This high stiffness in unrealistic but the models are
intended to explore the greatest effects very stiff surface layers could
have on the results (cf. Geyer and Gottsmann, 2010). We ran the mod-
els for the two cases of greatest importance, namely layer 4 with a
stiffness of 0.1GPa and stiffness of 0.01GPa. The main aim was to see
how great much the surface stresses would increase for high overpres-
sure and very high surface stiffness in a volcanic zone/volcano with
one or more soft layers (layer 4).
For layer 4 with stiffness of 0.1 the results show that the sur-
face tensile and shear stresses reach about 5MPa (Fig. 15). Thus ten-
sion-fracture and normal-fault formation (including graben formation)
would be possible under these conditions. For this very great surface
stiffness, the lateral distance between the stress peaks is about 2.2km,
rather than about 1.4km so that the graben, if formed, would be some-
what wider than in the models with 3GPa surface-layer stiffness. The
results mean that for a dike with an arrested tip at 0.5km below a very
stiff surface of 20GPa and with the high overpressure of 15MPa, nor-
mal faulting and tension fracturing is just possible.
For layer 4 with stiffness of 0.01GPa, an overpressure of 15MPa,
and a surface stiffness of 20GPa, the results show that the surface ten-
sile and shear stresses reach only a fraction of a mega-pascal (Fig.
16). Thus, even an unusually high surface-layer stiffness and over-
pressure for an arrested dike with a tip at the shallow depth of 0.5km,
the stresses at the surface are still far too small to generate either ten-
sion fractures or normal faults. The results thus underline the great ef-
fects of soft layers in reducing dike-inducing stresses and in suppress-
ing surface stresses and fracture formation even for very high driving
pressures and unusually stiff surface layers.
As regards the likelihood of dike-fed eruption, the models indicate
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Fig. 13. The same model as in Fig. 7 except that layer 4 has here a Young's modulus of 0.01GPa. (a) Contours of the maximum tensile principal stress σ3 (red highest stress, blue
lowest), with white arrows (ticks) indicating the direction or trajectories of the maximum principal compressive stress σ1. (b) Contours of the von Mises shear stress. (c) Plots of
the variation in the magnitude of the maximum tensile principal stress σ3 at the contacts between the layers. Layer 5 denotes the contact between layer 5 and 4. Layer 4 denotes the
contact between layer 4 and 3. Layer 3 denotes the contact between layer 3 and 2. Layer 2 denotes the contact between layer 3 and 2. Layer 1 denotes the contact between layer 1 and
the atmosphere, that is, is the surface of the volcanic zone/volcano. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
mation would be expected unless the dike tip propagates to depths be-
low the surface of less than a kilometre, and commonly to depths of
only several hundred metres. The model results thus suggest that when
significant dike-induced deformation is seen at the surface, the dike is
normally very close to the surface – within several hundred metres of
the surface - indicating a high likelihood of the dike reaching the sur-
face to erupt.
Elastic half-space models commonly overestimate the potential
dike-induced surface stresses and, consequently, the depth of the tip of
the associated dike below the surface. It also follows that half-space
models commonly underestimate the dimensions – particularly the
thickness – and therefore the volumes of the dike inducing a partic-
ular surface deformation during a volcanotectonic episode (e.g., Al
Shehri and Gudmundsson, 2018). When the dike volumes are under-
estimated, then the flow of magma out of the source chamber during
the episode is also underestimated. For an eruption, the combined in-
trusive and extrusive (erupted) volume of magma injected from the
chamber is then also underestimated. Since this combined volume is
one of the factors used to estimate the volume of the source magma
chamber (Gudmundsson, 2016), that volume, and hence the likely di-
mensions, of the chamber will also be in error.
In summary, the results of all the models (Figs. 7–16) demonstrate
the importance of the effects of mechanical layering in volcanic zones
and volcanoes on dike-induced displacements and stresses. In particu-
lar, the results show that compliant layers make dike-induced surface
fracturing unlikely until the dike is at a very shallow depth, or with
a very high overpressure, or both. This is in agreement with the field
observations of arrested dike tips, showing that many dikes arrested
at shallow depths did not generate tension fractures or normal faults
above their tips (Figs. 2–5). More specifically, the results suggest that
the common use of homogeneous, elastic half-space dislocation mod-
els to infer dike geometries and dimensions thorough the inversion of
surface-deformation data is likely to lead to highly unreliable results.
Furthermore, the present models indicate that the common practice of
associating the calculated the maximum theoretical surface displace-
ments with graben formation is not justified.
6. Conclusions
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Fig. 14. Lateral and vertical displacement of the contacts between layers (denoted as
layers 1–5) in the model in Fig. 13. (a) The lateral displacements of layers/contacts 1–4
are somewhat dissimilar close to the dike, but reach a maximum of about 4cm at a dis-
tance of about 5km from the dike. The maximum lateral displacement of layer 5 (con-
tact 5/4), however, reaches a maximum of about 54cm at a distance of about 2.8km
from the dike. (b) The vertical upward displacement of layers/contacts 1–4 roughly co-
incide and reach about 35cm at a distance of about 3.3km from the dike, showing a
clear trough or two-peak displacement above the dike tip, but with the minimum dis-
placement still at about 13cm above the un-deformed surface (so no absolute subsi-
dence). By contrast, layer 5 (contact 5/4) shows a maximum upward displacement of
about 35cm at a distance of about 2.6km from the dike and an absolute subsidence right
about the dike tip of about 17cm.
• Field observations show that although some dikes just thin out, or
taper away in vertical sections, most dikes become arrested at con-
tacts between mechanically dissimilar rock layers. The main me-
chanical property that varies across the contact is the stiffness or
Young's modulus. The ideal condition for a dike (or any other mode
I, extension, fracture) to become arrested at such a contact is when
the layer above the contact is much stiffer than the layer below the
contact (the one hosting the dike). However, for many arrested dikes
the layer above may be more compliant than the one hosting the
dike. This is because there are three processes that may contribute
to dike arrest at any particular contact: Cook-Gordon delamination,
stress barrier, and elastic mismatch.
• Field observations also show that many arrested dike tips do not
generate any significant large-scale fracturing ahead of the dike tip.
Fig. 15. The same basic model as in Fig. 7. The differences are (1) layer 4 has Young's
modulus of 0.1GPa, the surface layer 1 has a Young's modulus of 20GPa, and the mag-
matic overpressure in the dike is 15MPa. (a) Plots of the variation in the magnitude of
the maximum tensile principal stress σ3 at the contacts between the layers. (b) Plots of
the variation in the magnitude of the von Mises shear stress (τ) at the contacts between
the layers. Layer 5 denotes the contact between layer 5 and 4. Layer 4 denotes the con-
tact between layer 4 and 3. Layer 3 denotes the contact between layer 3 and 2. Layer 2
denotes the contact between layer 3 and 2. Layer 1 denotes the contact between layer 1
and the atmosphere, that is, is the surface of the volcanic zone/volcano.
Even dikes that become arrested only several metres below the free
surface of a rift zone may, for specific mechanical layering, be un-
able to generate fractures at the surface. There are, however, many
well-documented cases of tension-fracture and normal-fault gener-
ation associated with dike emplacement during unrest periods.
• The new numerical results presented here use 5 layers with differ-
ent mechanical properties, that is, different Young's moduli. In most
models, the surface layer, layer 1, has a stiffness of 3GPa, layer 2 a
stiffness of 20GPa, layer 3 a stiffness of 30GPa, and layer or unit
5 a stiffness of 40GPa. Layer or unit 5 is the one hosting the dike
whose tip is arrested at 0.5km below the surface. Between model
runs, the stiffness of layer 4 is varied, from 10GPa, and thus rather
stiff, to 1GPa, 0.1GPa, and 0.01GPa. The last stiffness, 0.01GPa,
is very compliant but layers of similar stiffness are likely to occur
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Fig. 16. The same model as in Fig. 15, except that layer 4 has here a Young's modulus
of 0.01GPa. (a) Plots of the variation in the magnitude of the maximum tensile principal
stress σ3 at the contacts between the layers. (b) Plots of the variation in the magnitude
of the von Mises shear stress (τ) at the contacts between the layers. Layer 5 denotes the
contact between layer 5 and 4. Layer 4 denotes the contact between layer 4 and 3. Layer
3 denotes the contact between layer 3 and 2. Layer 2 denotes the contact between layer
3 and 2. Layer 1 denotes the contact between layer 1 and the atmosphere, that is, is the
surface of the volcanic zone/volcano.
• As for dike-induced stresses, the numerical results show very great
effect of layering, in particular of the gradually more compliant
layer 4. When its stiffness becomes as low as 0.1–0.01GPa, layer
4 transports hardly any stresses to the shallower layers. The result
is very low stress at shallower depth, including the surface. Gener-
ally, the location of the maximum tensile and shear stresses roughly
coincide so that, when significant stresses are transported to the sur-
face, the most likely initiation of tension fracture and shear fractures
should occur in roughly the same areas at the surface.
• When the stiffness of layer 4 is gradually decreased from 10GPa
to 0.01GPa, the internal deformation of the volcano/volcanic zone
increases. This is reflected in the displacement fields. Thus, the
horizontal displacement of all layers/contacts is generally similar
while the stiffness of layer 4 is 10GPa, but as the layer becomes
softer, the difference in displacements between the layers/contacts
increases and reaches a maximum when the stiffness of layer 4
is 0.01GPa. At that stiffness the horizontal displacement of layer/
contact 5 is totally different, in terms of magnitude and location of
the peak, from that of the other layers/contacts. And similarly for
the vertical displacement.
• The maximum tensile and shear stresses, that is, the stress peaks
vary throughout the interior of the volcano/volcanic zone. They are
highest in layer/contact 5, hosting the dike, and decrease towards
the surface. As the stiffness of layer 4 decreases, so do the tensile
and shear stresses inside and above that layer, including the surface.
At the surface the tensile and shear stresses peak mostly at a lat-
eral distances of 0.5–0.7km from the projection of the dike to the
surface. This implies that any dike-induced graben would be likely
to be of a width about twice the depth to the tip of the arrested
dike. Thus, in most of the present models, a graben, if formed at all,
would tend to be between 1km and 1.4km wide at the surface.
• The maximum surface uplift or vertical displacement peaks at lat-
eral distances of 2.8–3.3km from the projection of the dike to the
surface and have low stresses. We conclude that tension fractures
and faults – in particular the boundary faults of grabens – are most
likely to form, if at all, in the location of the tensile/shear stress
peaks and not, as is commonly suggested, at the location of the
surface uplift peaks. Our results thus do not lend any support to
the common practice of interpreting the boundary faults of grabens
as coinciding with the maximum uplift, the upward displacement
peaks, at the surface above an arrested dike.
• The results suggest that failure to take typical and reasonable me-
chanical layering in volcanoes and volcanic zones into account,
such as in using homogeneous, elastic half-space dislocation mod-
els, when inferring dike geometries and dimensions thorough the in-
version of surface-deformation data is likely to lead to highly un-
reliable results. In particular, such models tend to overestimate the
dike-induced surface stresses, and thus the depth to the tip of the
associated dike. It also follows that half-space models commonly
underestimate the dimensions – particularly the thickness – and
therefore the volumes of the dike inducing the surface deformation.
When the dike volumes are underestimated, then the flow of magma
out of the source chamber during the volcanotectonic episode is also
underestimated.
• As regards the likelihood of dike-fed eruption, the present models
indicate that, normally, little or no dike-induced surface deforma-
tion would be expected unless the dike tip propagates to depths be-
low the surface of less than a kilometre. This implies that when sig-
nificant dike-induced deformation is seen at the surface, the dike is
normally very close to the surface – within several hundred metres
of the surface - indicating a high likelihood of the dike reaching the
surface to erupt.
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1 Stresses and displacements in layered rocks induced by inclined (cone) 
2 sheets
3 Mohsen Bazargan and Agust Gudmundsson
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5 Egham TW20 0EX, UK (rock.fractures@googlemail.com)
6
7 Abstract
8 Currently, the sheet-intrusion paths and geometry, including depth to tip and 
9 opening/thickness, are commonly determined from geodetic surface data using elastic 
10 dislocation models. These models assume the volcanic zone/volcano to be an elastic half 
11 space of uniform mechanical properties. Field observations, however, show that volcanic 
12 zones/volcanoes are composed of numerous layers whose mechanical properties (primarily 
13 Young’s modulus) vary widely. Here we provide new numerical models on the effects of a 
14 typical variation in Young’s modulus in an active volcanic zone/central volcano on the 
15 internal and surface stresses and displacements induced by a sheet-intrusion whose tip is 
16 arrested at a crustal depth (below the surface) of 100 m. The sheet has a dip dimension 
17 (height) of 2 km and an opening (aperture, thickness) of 2 m. The only loading is internal 
18 magmatic overpressure in the sheet of 5 MPa. The modelled crustal segment/volcano consists 
19 of 5 layers, all with the same Poisson’s ratio (0.25). Each of the 4 uppermost layers is 10 m 
20 thick. Layer 1 (the top or surface layer) has a Young’s modulus of 3 GPa, layer 2 a modulus 
21 of 20 GPa, layer 3 a modulus of 30 GPa, and layer or unit 5 a modulus of 40 GPa. We vary 
22 the Young’s modulus or stiffness of the fourth layer from 10 GPa to 0.01 GPa, while the dip 
23 of the sheet takes the following values: 30°, 45°, 60° (for an inclined sheet) and 90° (for a 
24 dike). The resulting displacement and stresses are highly asymmetric across the sheet tip 
25 (except for the dike), with the main stresses and displacements being above the dipping sheet 
26 and highest for the 30°-dipping sheet. As the stiffness of layer 4 decreases the surface stresses 
27 gradually decrease while changes in vertical displacements are comparatively small but 
28 greater in horizontal displacements. In particular, as the stiffness of layer 4 decreases from 10 
29 GPa to 0.01 GPa, for the 30°-dipping sheet the maximum surface shear stress decreases from 
30 about 6.6 MPa to 2.2 MPa and the maximum tensile stress from about 6.9 MPa to about 2.3 
31 MPa. Thus, even a single comparatively thin (10 m) soft layer close to the surface of a central 
32 volcano/volcanic zone (where such layers are almost universal), there is a great change in the 
33 maximum sheet-induced stresses at the surface, and thereby in the likely sheet-induced 
34 fracture formation. Furthermore, the stress peaks do not coincide with the displacement 
35 peaks; fracture formation is most likely at the location of the stress peaks. The results have 
36 important implications for the correct interpretation of geodetic data and fracturing during 
37 unrest periods with magma-chamber rupture and sheet injection.
38
39 Keywords: volcano deformation, volcano stresses, crustal displacements, volcano unrest, 































































3 One of the basic aims of volcanology is to understand the processes that happen inside a 
4 volcano during unrest periods. Some unrest periods do not result in magma-chamber rupture, 
5 but for those that do, forecasting the potential propagation path and geometry of the resulting 
6 sheet intrusion is of fundamental importance. This follows because most eruptions are 
7 supplied with magma through sheet intrusions. Thus, in most cases a volcanic eruption is 
8 simply the consequence of a sheet intrusion, propagating as a magma-filled fracture, is able to 
9 make a path from its magma source to the surface. 
10 Sheet intrusions are of three main types: sills, dikes, and inclined (cone) sheets. Sills are 
11 concordant and thus close to horizontal in gently dipping or flat lava piles. Dikes are 
12 concordant and thus close to vertical in gently dipping or flat lava piles. Inclined sheets are, 
13 as the name implies, inclined that is neither vertical nor horizontal, and commonly with an 
14 average dip somewhere between 30° and 50°. While the deformation induced by dikes and 
15 sills has been widely studied, that induced by inclined sheets has received much less 
16 attention. This is unfortunate because inclined sheets are much more common in many central 
17 volcanoes (stratovolcanoes, basaltic edifices; polygenetic volcanoes) than either sills or dikes 
18 (Fig. 1). In fact, close to fossil shallow magma chambers, that is, plutons, inclined sheets may 
19 constitute 70-80% of the rock (Fig. 2).
20 When assessing the processes inside a volcano during an unrest period with magma-
21 chamber rupture and sheet injection, it is important to be able to distinguish between the 
22 types of sheet-intrusions. Clearly, the displacements and stresses induced by a vertical dike 
23 are very different from those generated by a horizontal sill (e.g., Barnett and Gudmundsson, 
24 2014). But the displacements and stresses induced by an inclined sheet are somewhere 
25 between those induced by dikes and sills. In order to forecast likely propagation paths and 
26 eventual eruptions, we must be able to distinguish the displacements and stresses due to an 
27 inclined sheet from those of either a dike or a sill. 
28  The present paper focuses on the stresses and displacements induced by inclined sheets. 
29 The emphasis is on new numerical models as to the effects of mechanical layering in 
30 volcanoes and crustal segments on internal and surface stresses and displacements. We also 
31 provide a general overview of inclined sheets, using detailed studies of sheets in Iceland and 
32 Scotland as a basis. 
33
34 2. Field observations
35
36
37 Inclined sheets were first described in connection with studies of the Tertiary volcanoes of 
38 Scotland (Harker 1904), such as on the island of Skye and the peninsula of Ardnamurchan. 
39 These were later referred to as cone sheets apparently on the assumption that the excess 
40 pressure the source chamber would generate conical fractures into which the magma would 
41 flow. On this view the sheets would be parts of cones, meeting at a focal point, which was 





























































1 average angle of about 45º and all intersect at a certain point, the apex or summit of the 
2 chamber. 
3 In the past decades, cone sheets have been studied in many eroded volcanoes. The results 
4 indicate that they do not, as a rule, form conical fractures, and their attitudes vary much, with 
5 many cross-cutting sheets (e.g., Gautneb et al., 1989; Gautneb and Gudmundsson, 1992; 
6 Gudmundsson, 1995, 1998; Klausen, 2004, 2006; Pasquare and Tibaldi, 2007; Siler and 
7 Karson, 2009; Tibaldi et al., 2011, 2013; Bistacchi et al., 2012). The term cone sheet is thus 
8 regarded as less appropriate than the general term inclined sheet, which is now more 
9 generally used. The main point in using the term inclined sheets is that the structures are 
10 sheet-like, and their dips are mostly much shallower than those of dikes, while being much 
11 steeper than those of sills.
12
13
14 2.1 Mechanical characteristics
15
16 The mechanical characteristics of geological structures such as sheet-intrusions can, of 
17 course, only be determined by field observations. This applies to their typical attitude (strike 
18 and dip), thickness, under what conditions they become arrested and, in particular, the type of 
19 fracture they are. Below we present some general results on the attitude and thickness of 
20 sheets, using primarily data from well-studied sheet swarms in Iceland. We also discuss the 
21 way that sheets are seen arrested in the field. To model sheets, however, we need to know 
22 what types of fractures they are; in particular, are they shear fractures (faults) or extension 
23 fractures? Field studies of thousands of cross-cutting relationships between inclined sheets 
24 and the host-rock layers, particularly lava flows (and sills) and pyroclastic layers, as well as 
25 among inclined sheets and between sheets and dikes provide clear evidence that the great 
26 majority of inclined sheets are extension fractures (Figs. 3 and 4). It follows that they can be 
27 modelled as mode I cracks, as is discussed below. 
28 This is a very important conclusion, with wide implications for modelling and forecasting 
29 sheet-propagation paths and sheet-fed eruptions. It is therefore worthwhile to clarify this 
30 point. No modelling - analogue, analytical, numerical - can determine what mechanical type a 
31 rock fracture is: only direct observations of the fracture in the field make such a decision 
32 possible. Decades ago it was unclear what mechanical types of fracture inclined sheets are, 
33 and several authors (e.g., Phillips, 1974) speculated that they might be shear fractures, that is, 
34 faults. This was plausible at the time, since extensive datasets on cross-cutting relations did 
35 not exist. In the past decades, many thousand cross-cutting relationships have been observed, 
36 however, showing that the great majority of inclined sheets are extension fractures (e.g., 
37 Gautneb et al., 1989; Gautneb and Gudmundsson, 1992; Gudmundsson, 1995, 1998; Klausen, 
38 2004, 2006; Pasquare and Tibaldi, 2007; Siler and Karson, 2009; Tibaldi et al., 2011, 2013; 
39 Bistacchi et al., 2012). The same applies to other sheet-like intrusions, such as dikes (e.g., 
40 Gudmundsson, 1995, 1998; Geshi et al., 2010; Galindo and Gudmundsson, 2012). Dikes and 
41 inclined sheets may, however, occasionally follow shear fracture, mostly existing faults along 
42 parts of their paths. This can happen under certain restricted conditions, all of which can be 





























































1 Inclined sheets are best studied in three dimensions in deeply eroded volcanic edifices 
2 (Figs. 2-4). But many inclined sheets can been observed in active volcanoes. For example, 
3 some of the fissures associated with the Askja Central Volcano in Iceland are clear examples 
4 of inclined sheets (Gudmundsson, 1998). Generally, many flank eruptions in major volcanic 
5 edifices are likely to be fed by inclined sheets or radial dikes (Fig. 1). 
6 2.2 Field characteristics 
7 The main characteristics of inclined sheets, primarily based on data from Iceland and 
8 Scotland (Gautneb et al., 1989; Gautneb and Gudmundsson, 1992; Gudmundsson, 1995, 
9 1998; Klausen, 2004, 2006; Pasquare and Tibaldi, 2007; Siler and Karson, 2009; Tibaldi et 
10 al., 2011, 2013; Bistacchi et al., 2012) may be summarised as follows:
11  The sheets occur in swarms that are mostly confined to central volcanoes, that is, 
12 stratovolcanoes, basaltic edifices, and calderas. A typical swarm may contain many 
13 thousand sheets (Figs. 2 and 4), the swarm being circular or slightly elliptical in plan 
14 view, and commonly many kilometres in radius. In Iceland, the largest swarm is about 
15 9 km in radius. At that distance from the centre of the source volcano there is an 
16 abrupt increase in dip and thickness of sheet-like intrusions, meaning that the regional 
17 dike swarm is taking over from the local sheet swarm (Fig. 5; Gautneb and 
18 Gudmundsson, 1992). 
19  In deeply eroded central volcanoes, the sheets can commonly be traced into the source 
20 shallow magma chamber (Fig. 2). The fossil magma chamber is currently exposed as 
21 a pluton, most commonly a mafic body (a gabbro body in Fig. 2). There is then no 
22 doubt about the source of the inclined sheets. Suggestions that the sheets originate 
23 somehow from dikes are not supported by any field data that we are aware of. In 
24 particular, such ideas are in contradiction with the fact that in the swarms sheets are 
25 many times more frequent than dikes and commonly more evolved chemically. 
26  The sheets commonly make up 60-100% of the rock in short traverses close to their 
27 sources, that is, close to the margins of the associated plutons that constitute the 
28 frozen magma chambers (Fig. 2). The percentage, however, declines rapidly with 
29 distance from the fossil source magma chamber and is only 6-8% in kilometre-long 
30 traverses. 
31  The attitude (strike and dip) of the sheets within a swarm varies widely. Some swarms 
32 show two peaks in the sheet dip distribution: steep-dipping sheets dip at 75-90º 
33 whereas shallow-dipping sheets dip at 20-50º. The steep-dipping sheets are mostly 
34 confined to the central part of the swarm, where many of them could be classified as 
35 dikes. The shallow-dipping sheets are mostly confined to the marginal parts of the 
36 swarm, where some of them could be classified as sills. The average dip in several 
37 swarms in Iceland is about 34° (Gudmundsson et al., 2018).
38  The sheets range in thickness form a few centimetres to about ten metres, and 
39 occasionally more. The thickness of most sheets, however, is between 0.1 and 1 m. 
40  Like the regional dikes, the sheets are commonly segmented and offset, some of the 





























































1 segments tend to be flat ellipses, both in plan views as well as in vertical sections. But 
2 many show irregularities in geometries and abrupt changes in propagation paths.
3  While the great majority of the sheets are mafic (and intermediate at convergent 
4 boundaries), the sheets are, on average, somewhat more evolved in composition than 
5 the regional mafic dikes. This is understandable since the sheets are confined to 
6 shallow crustal magma chambers where crystal fractionation and anatexis are 
7 common whereas many of the regional dikes derive from deep-seated magma 
8 reservoirs hosting primitive melts. In addition to the mafic sheets, there are some 
9 felsic sheets in many swarms. These are generally thicker, on average, than the mafic 
10 sheets. 
11 A comparison with the regional dikes suggests the following main differences. Inclined 
12 sheets are generally (1) shorter, (2) thinner, (3) more gently dipping, (4) of more evolved 
13 composition, and (5) with a much higher frequency (number per unit length of profile) than 
14 regional dikes. All these differences relate to most or all of the inclined sheets being derived 
15 from shallow crustal magma chambers whereas many of the regional dikes derive from 
16 deeper reservoirs with a more primitive magma. There are, of course, many dikes that are 
17 injected from the shallow magma chambers. These include, in particular, radial dikes (Fig. 1). 
18 However, these, as well as dikes within the swarms of inclined sheets, are commonly 
19 regarded as parts of the local sheet swarms rather than the regional dike swarms. This follows 
20 because the dikes of the sheet swarms are controlled as regards composition, attitude, and 
21 thickness by the local stress fields of the shallow magma chambers, rather than the regional 
22 stress fields that control the formation of the regional dikes. 
23 3. Mechanics of emplacement
24 Before we discuss the numerical results on the sheets and the stresses and displacements that 
25 they induce, we first discuss briefly the conditions of shallow magma-chamber rupture and 
26 sheet injection followed by the mechanics of sheet emplacement.
27 3.1 Magma-chamber rupture
28  The three main processes that may result in magma-chamber rupture and sheet injection are: 
29  Magma is added to the chamber, usually from a deeper source reservoir below (Fig. 1) 
30 As the volume of magma in the chamber increases, local tensile stresses at the 
31 boundary of the chamber gradually reaches roughly the tensile strength of the host 
32 rock. Depending on the local stress field (Figs. 6 and 7), the resulting magma-filled 
33 fracture that is injected from the chamber is either a dike or an inclined sheet.  
34  Gradual extension of the crustal segment hosting the chamber, such as in continental 
35 rift zones or at divergent plate boundaries in general, results in the concentration of 
36 tensile stress at the boundary which, eventually, reaches the tensile strength of the 
37 host rock. Again, depending on the local stress field (Figs. 6 and 7), a dike or an 
38 inclined sheet (occasionally, a sill) is injected. 































































2 The condition for rupture and sheet injection is given by (Gudmundsson, 2011a,b):
3                                                                                                                   (1)03 Tpp el  
4 where lp  denotes the lithostatic stress at the rupture site at the boundary of the magma 
5 chamber (normally the roof or the walls; rarely the floor),  is the excess magmatic ep
6 pressure in the chamber (the pressure in excess of 3 , the minimum compressive or 
7 maximum tensile principal stress), and 0T  the in situ tensile strength at the rupture site. Eq. 
8 (1) can also be written on the form:
9                                                                                                                             (2)03 Tpt  
10 where  is the total fluid pressure in the chamber at the time of rupture. Eqs. (1) elt ppp 
11 and (2) imply that when the total fluid pressure in the chamber reaches the combined value of 
12 the minimum principal compressive (maximum tensile) stress and the in-situ tensile strength, 
13 the chamber (roof) ruptures and injects a magma-filled fracture. Depending on the local stress 
14 trajectories, this fracture may either be a vertical dike or an inclined sheet (Figs. 6 and 7). 
15 It is important to realise that rupture and sheet/dike injection would always occur at some 
16 irregularities at the boundary of the chamber, where the local stress concentration is 
17 significantly higher than that around the magma chamber as a whole. Thus, it is the local 
18 stress concentration at an irregularity in the roof or the walls of the magma chamber (rarely 
19 the floor of the chamber) that results in rupture rather than the concentration around the 
20 chamber as a whole of a given general geometric shape. It follows that Eqs. (1) and (2) are 
21 generally appropriate as conditions for rupture irrespective of the overall approximate shape 
22 of the chamber (oblate ellipsoid or sill-like, spherical, or prolate ellipsoid, for example).
23
24 3.2 Sheets form their own fractures
25
26 The sheet-fracture is an extension fracture, a hydrofracture, to which Eqs. (1) and (2) apply. 
27 This is in accordance with the field results, discussed above, which show clearly that the 
28 great majority of inclined sheets and dikes are extension fractures. Eqs. (1) and (2) also imply 
29 that it is the magma itself that breaks or ruptures the rock, in a manner analogous to artificial 
30 hydraulic fracturing used to increase the permeability in reservoirs of various types. This 
31 conclusion rests on direct field observations as well as theoretical considerations. There are 
32 no wide-open extension fractures at many kilometres depth waiting to be filled with magma, 
33 neither in rift zones nor anywhere else in the Earth’s crust. Griffith’s fracture theory of 
34 explains why large tension fractures (formed by tensile forces/stresses and not by fluid 
35 pressure – the latter are hydrofractures) cannot form at greater depths than about 1 km, and 
36 do usually not extend from the surface to depths exceeding a few hundred metres 
37 (Gudmundsson, 2011a). Direct observations in caldera walls, erosional cliffs, and other 
38 sections into active and inactive volcanoes and rift zones show that large tension fractures 





























































1 suitable paths for inclined sheets, would normally be shear fractures, faults, and, as 
2 mentioned, most inclined sheets do not occupy faults.  
3 During magma-chamber rupture and sheet injection, the host rock is assumed to fail in a 
4 brittle manner, that is, through fracture propagation. This is in agreement with field 
5 observations which show that even close to or at the contacts with the magma chambers, rock 
6 failure during magma-chamber rupture and dike or sheet injection is predominantly brittle 
7 (Fig. 2). Many have suggested viscoelastic, plastic, and viscoplastic behaviour of the host 
8 rocks of shallow magma chambers. However, where the ruptured margins between the 
9 chambers and their host rocks can be studied in detail, the observations confirm that the 
10 failure was normally in a brittle manner (Fig. 8). The strength that needs to be reached for the 
11 magma to form an inclined sheet is the in-situ tensile strength of the roof (Eqs. 1 and 2), 
12 which is between 0.5 and 9 MPa, and most commonly 2-4 MPa (Gudmundsson, 2011a,b).  
13 The in situ tensile strength is most commonly measured using small hydraulic fractures in 
14 drill-holes or wells, thereby providing a good analogy with magma-chamber rupture and 
15 sheet/dike injection. 
16
17 3.3 The driving pressure (overpressure)
18
19 The total pressure pt and the excess pressure pe, (Eqs. 1 and 2) result from and include the 
20 combined pressure effects of all the fluids (gases and liquids) in the chamber as well as any 
21 contribution of buoyancy.  When either of these equations is satisfied, the chamber ruptures 
22 and an inclined sheet (or a dike) is injected into its roof or walls. The magmatic driving 
23 pressure or overpressure po is given by (Gudmundsson, 2011a):
24
25                                                                              (3)dmreo ghpp   )(
26
27 where  is the excess magmatic pressure in the chamber, r  is the average host-rock ep
28 density, m is the average magma density, g is acceleration due to gravity, h is the dip 
29 dimension of the sheet at a particular time during its propagation, as measured from the 
30 chamber point of rupture. The term  is the differential stress at the crustal 31  d
31 level/layer which the propagating sheet has reached at that particular time (which, for an 
32 arrested sheet, is the layer/contact hosting the sheet tip). For a feeder, the dip dimension h is 
33 the vertical distance between the point of initiation at the boundary of the chamber and the 
34 Earth’s surface where resulting fissure or crater cone forms. 
35 Equation (3) can be used to estimate the magmatic overpressure of a sheet. For feeders, the 
36 overpressure follows, from the aspect (length/opening) ratio of a volcanic fissure it feeds 
37 (where the opening is normally determined from GPS or InSAR data). For a sheet exposed at 
38 the surface of eroded areas, the overpressure at the time of emplacement can be estimated 
39 from the length/thickness ratio of the sheet.  The following points are relevant when 





























































1  At the time of magma-chamber rupture and sheet initiation the excess pressure pe 
2 must be positive and roughly equal to the in-situ tensile strength of the host rock at the 
3 chamber boundary, that is, pe = T0. From Eq. (3) it follows that while h is small, say 
4 for the first hundreds of metres above the chamber roof, the overpressure available to 
5 drive the sheet propagation derives primarily from the excess pressure, pe. This is 
6 because for small h the second term on the right-hand side of Eq. (3), the buoyancy 
7 term, does not contribute significantly to the overpressure. More specifically, for 
8 high-density basaltic sheets injected from shallow magma chambers, the buoyancy 
9 may be zero, when the magma and host-rock density equal, or negative, when the 
10 magma is denser than the host rock. In both cases, the only overpressure available to 
11 drive the sheet propagation all the way to the surface is the excess pressure. 
12
13  The differential stress σd = σ1 – σ3 must be either zero or positive; it cannot be 
14 negative because, by definition, σ1 cannot be less than σ3. By contrast, the density 
15 difference ρr  –  ρm can be negative, zero, or positive.  The average density of the roofs 
16 of many shallow chamber (the parts of the crustal segments above the chambers, 
17 including the volcanoes themselves) is commonly similar to, or somewhat less than, 
18 that of basaltic magmas. It follows that the density difference, and thus the buoyancy 
19 term in Eq. (3), is zero or negative, as indicated above.  
20
21  When calculating stresses around magma chambers and inclined sheets or dikes, the 
22 excess pressure (for the chamber) and the overpressure or driving pressure (for the 
23 sheet/dike) are the relevant ones and used. The total pressure is rarely used. Since 
24 excess pressure and overpressure are the pressures above σ3 and, in the case of 
25 lithostatic state of stress, above all the principal stresses, it follows that the effect of 
26 gravity is automatically taken into account in such analyses. 
27
28 3.4 Propagation paths
29
30 Once the initiated inclined sheet or dike begins to propagate, the local stress field will control 
31 its propagation path. Because sheets are primarily extension fractures, as indicated above, 
32 they must, by definition, follow paths that are perpendicular to σ3 and thus parallel with the 
33 trajectories of the intermediate principal stress σ2 and maximum principal compressive stress 
34 σ1. For dikes propagating in a homogeneous, isotropic crustal segment, plotting the likely 
35 paths of dikes is thus easy (Fig. 6). However, all large crustal segments, such as occur above 
36 magma chambers, are to a degree layered, that is, anisotropic and commonly heterogeneous 
37 as well. In particular, in active volcanoes and volcanic zones the mechanical properties of the 
38 layers commonly vary abruptly across contacts. 
39 The layering or anisotropy has important implications for dike propagation paths (Geshi 
40 et al., 2010, 2012; Gudmundsson, 2011b; Philipp et al., 2013; Marti et al., 2016, 2017). The 
41 trajectories of σ1 commonly change abruptly at contacts between mechanically dissimilar 
42 layers, resulting in complex sheet paths and sheet arrest (Figs. 7 and 8). At some contacts the 





























































1 dikes changing into sills/shallow-dipping sheets at contacts (Figs. 8 and 9), or becoming 
2 arrested altogether. 
3 The layering and anisotropy to a degree thus controls the propagation paths of sheets 
4 (Figs. 7-9). But the layering has also great effects on the deformation and stresses induced by 
5 the sheets. How the mechanical layering affects sheet-induced stresses and displacement is of 
6 fundamental importance, because during unrest periods with sheet propagation we infer sheet 
7 dimensions and depth to top partly from geodetic data. Also, the likelihood of a propagating 
8 sheet reaching the surface to erupt is partly estimated from geodetic surface data. Here we 
9 present new numerical models on sheet-induced displacements and stresses, focusing on the 
10 surface effects, to which we turn now.
11
12 4. Model setup – software and boundary conditions 
13 Here the finite-element-method (FEM) software Comsol Multiphysics (www.comsol.com) is 
14 used to analyse the sheet-induced displacements stresses and displacements in a mechanically 
15 layered crustal segment hosting a volcano/volcanic zone. The focus is on the surface effects 
16 (stresses and displacements) induced by inclined sheets. Since inclined sheets show a great 
17 range in dip, we provide models for sheets with widely different dips, as discussed below. 
18 First, however, we give a general overview of the Comsol software.
19  Comsol (like other finite-element-method (FEM) programs) discretises the problem into an 
20 equivalent system of small ‘elements’ and solves simultaneous algebraic equations (Fig. 10). 
21 Then the resulting numerical approximations for each element are combined into solutions 
22 for the entire body under consideration, here a crustal segment hosting an inclined sheet. The 
23 obtained results provide approximate solutions for the differential equations that describe the 
24 problem. In calculations, loads (stresses, displacements, forces or, as here, magmatic 
25 overpressures or driving pressures) are applied at specific nodes that are at the corners of the 
26 elements (and occasionally at the outer lines) and connect the element.  From the calculated 
27 displacements at each node, the nodal stresses and the element stresses, strains, and 
28 displacements are derived using linear equations (cf. Deb, 2006; Liu and Quek, 2014).
29 The FEM modelling results are specific to a particular set of conditions and, therefore, give 
30 solutions only for the specified points in the body. But numerical solutions can be obtained 
31 for very complex geometries, such as anisotropic and fractured volcanoes. The FEM can 
32 additionally be applied to large strains, and heterogeneous and anisotropic mechanical 
33 properties, such as those related to the emplacement of inclined sheets in layered crustal 
34 segments and volcanoes. In the models presented here the layered crustal segment hosting the 
35 inclined sheet is discretised using triangular elements and the models are fastened in the 
36 corners, so as to avoid rigid-body rotation and translation (Fig. 10). Each model size is 20 km 
37 × 20 km and thus large enough to make the main displacements and stresses induced by the 
38 sheet unaffected by the models being fastened in the corners. More specifically, the main 
39 sheet-induced stresses and displacement are within a few kilometres of the sheet tip, and are 
40 negligible at distances of 10 km to either side of the tip (where the model is fastened).
41 In the models, all the layers of which the crustal segment and associated volcano are 





























































1 experimental physics results which show that solid rocks at crustal conditions and little strain 
2 normally behave as elastic (Gudmundsson, 2011a). Partly, however, the assumption derives 
3 from in-situ or field measurements of crustal deformation around fault zones prior to 
4 earthquake ruptures and at volcanoes during inflation and deflation periods, all of which 
5 suggest elastic behaviour to a first approximation (Scholz, 1990; Dzurisin, 2006; Segall, 
6 2010). The general rock-failure criteria for the inclined sheet initiation are used (Eqs. 1 and 
7 2), and for the propagation the condition (from Eq. 3)  is assumed to apply. Apart 0Tpo 
8 from that, no specific failure criteria are used in the models because they all assume that the 
9 inclined sheet is already emplaced at the time of analysis. When estimating if the sheet-
10 induced stresses and displacements would be large enough to cause tension fractures and/or 
11 faults, the normal shear-strength/tensile-strength criteria for the formation of these fractures 
12 are used as a basis (Gudmundsson, 2011a). 
13 The sheet dip dimension or height is 2 km (Fig. 10). Its tip or top (where it is arrested at 
14 the time of the analysis) is constant at 100 m below the surface. The surface is here assumed 
15 flat, and is thus more appropriate for a volcanic zone/field or a collapse caldera than for a 
16 volcanic edifice that stands high above its surroundings. The tip propagates no further 
17 towards the surface in the models, that is, it becomes arrested at this depth. In all the models, 
18 the only loading is the magmatic overpressure in the sheet (Eq. 3). The tensile strength of 
19 most rocks is between 0.5 and 9 MPa, the common values being 2-5 MPa. We use 5 MPa 
20 magmatic overpressure in all the models. We ran all the models also for the much higher 
21 magmatic overpressure of 15 MPa. The results are geometrically similar, while the absolute 
22 stresses and displacements induced by the sheets are, as expected, higher. 
23  The sheet thickness is 2 m. The entire sheet is located within the comparatively stiff 
24 unit/layer 5 (with a Young’s modulus of 40 GPa and a Poisson’s ratio of 0.25). For a dip 
25 dimension of 2 km and an overpressure of 5 MPa, the thickness would be around 0.5 m, a 
26 common thickness in swarms of inclined sheets in Iceland, as indicated above. 
27 Above the unit/layer hosting the inclined sheet there are 4 layers of different mechanical 
28 properties. More specifically, the layers have different Young’s moduli or stiffnesses, but 
29 have all the same Poisson’s ratio of 0.25 – a common ratio for rocks (Gudmundsson, 2011a) 
30 The layers are located between the sheet tip and the surface. Each of these 4 layers has a 
31 thickness of 10 m, which remains the same in all the models. In most of the numerical models 
32 that we made, and all published here, the top 3 layers have constant mechanical properties. 
33 That is, their Young’s moduli and Poisson’s ratios do not change between the model runs. 
34 More specifically, the top layer (the surface layer) has a Young’s modulus of 3 GPa, the 
35 second layer a Young’s modulus of 20 GPa, and the third layer a Young’s modulus of 30 
36 GPa. By contrast, the Young’s modulus of the fourth layer has the following values in the 
37 different runs: 0.01 GPa (very soft or compliant), 0.1 (compliant), 1 GPa (moderately stiff), 
38 and 10 GPa (stiff). Notice that the descriptions here of moderately stiff and stiff for 1 GPa 
39 and 10 GPa refer to near-surface in-situ layers. In laboratory measurements on small 
40 specimens, 1 GPa would be regarded as compliant and 10 GPa as moderately stiff 
41 (Gudmundsson, 2011a).  As indicated, the unit or layer hosting the inclined sheet itself has a 





























































1 These are all common stiffnesses for typical volcanic zones (Gudmundsson, 2011a). For 
2 example, many Holocene lava flows have static Young’s moduli of the order of several 
3 mega-pascals and young pyroclastic layers may be more compliant. Older lava flows, such as 
4 might constitute the second and the third layer here, may have static Young’s moduli of 20-
5 30 MPa, while others might be more compliant. The stiffness of 40 GPa for the unit hosting 
6 the inclined sheet is similar to the estimated average static Young’s modulus of the 
7 uppermost 10 km of the volcanic rift zones in Iceland (Gudmundsson, 2003, 2011a). The 
8 Young’s moduli of the fourth layer is as low as 0.01 GPa, which is very compliant. It is, 
9 however, likely that most active volcanic zones and central volcanoes contain layers as soft 
10 as 0.1-0.01 GPa. Such zones normally include many layers of unconsolidated pyroclastics, 
11 such as tuff layers, and in addition many contain unconsolidated soils and sediments. Also, 
12 clays are common in some of the volcanoes, particularly in association with geothermal 
13 fields. The normal range of Young’s moduli (measured in the laboratory) of unconsolidated 
14 sand, for instance, is 0.01-0.1 GPa, that of clay is 0.003-0.5 GPa, and that of tuff 0.05-5 GPa 
15 (Gudmundsson, 2011a). 
16 Apart from testing the effect of mechanical layering, particularly variation in the stiffness 
17 of the fourth layer, on the surface stresses and displacement, the models also show the effects 
18 of variation in the dip of the inclined sheets. Based on the dip measurements in numerous 
19 sheet swarms (Fig. 1), discussed above, we tested the effects of the following dips: 30°, 45°, 
20 60°, and 90°. The last one, 90°, is for a dike and is here shown as a comparison with the 
21 stresses and displacements induced by inclined sheets, most of which have dips between 30° 
22 and 60°. 
23 In the model images presented here we zoom in on the important and relevant results. As 
24 indicated above the models are 20 km × 20 km in size, so that the model surface is 20 km 
25 wide. However, because the tip of the inclined sheet is so close to the surface, at 100 m, the 
26 significant stresses and displacements induced by the sheets are confined to a couple of 
27 kilometres to either side of the tip, or its projection to the surface. Thus, we show the stress 
28 and displacement results only for those parts, particularly at the surface, where there are 
29 significant sheet-induced stresses and displacements. The widths of the parts where there are 
30 significant changes vary somewhat between models, but are mostly 4-8 km. Outside the 
31 central 4-8-km-wide parts shown here the models show no significant sheet-induced changes. 
32
33 5. Numerical modelling - results
34
35 5.1 Layer 4 with a stiffness of 10 GPa
36
37 In the first model layer 4 has a stiffness of 10 GPa, so similar to that of a Quaternary lava 
38 flow or a compact pyroclastic or sedimentary layer. As in all the models, and indicated above, 
39 the three layers above the fourth layer have stiffnesses of 30 GPa, 20 GPa, and 3 GPa (the 
40 surface layer) and the only loading is 5 MPa magmatic pressure in the inclined sheet. Here 
41 we first show the magnitude of minimum principal compressive or maximum tensile stress, 
42 σ3, for the sheet dips 30°, 45°, and 60° (Fig. 11). For the surface stresses we also show the 





























































1 results are given by Al Shehri and Gudmundsson (2018) and by Bazargan and Gudmundsson 
2 (2019). The results show that even if layer 4 is reasonably stiff (10 GPa), it still suppresses 
3 the tensile stress, so that the stress is transferred instead to other layers – in particular, to 
4 layers 2 and 3. Furthermore, the tensile stress close to and at the contact between the 
5 unit/layer (40 GPa) hosting the sheet is raised (concentrated). 
6 The theoretical tensile stress exceeds 40 MPa around the tip of the sheets for all sheet 
7 dips, but is as high as 80 MPa for the sheets dipping 45° and 30° (Fig. 11a,b). So high tensile 
8 stresses would not be reached in nature – the rock would fracture once the in-situ tensile 
9 strength was reached (normally several mega-pascals). The stress distribution is also highly 
10 asymmetric, the zone of high stress being primarily to the left of the tip of the sheet. This 
11 follows because the dip (inclination) of the sheet is to the left, so that the loaded crustal 
12 segment between the sheet and the bottom of layer 4 is much smaller and narrower, and thus 
13 takes on higher stress, than the segment to the right of the sheet. For the same reason, high 
14 tensile stress in layers 2 and 3 occurs only in the upper left part of the loaded crustal segment. 
15 The ticks indicate the trajectories or orientation of the maximum principal compressive 
16 stress, σ1. They give a crude indication of the likely orientation of the next propagation step 
17 that a sheet would take in case it propagated further. Notice that the ticks are just a crude 
18 indication of the orientation of such a step, and following the next step (if it happened, which 
19 is not the case here, given that the sheet is assumed arrested) the local stress field, hence the 
20 orientation of the σ1, would change somewhat. In the present paper, we show the ticks of σ1 
21 so as to make the stress information more complete, but they are not very relevant to the main 
22 discussion, which focuses on the sheet-induced surface stresses and displacements. 
23 The surface stresses and displacements associated with the sheet models in Fig. 11 are 
24 shown in Fig. 12. Here and elsewhere in the surface stress and displacement models the 
25 projection of the tip of the inclined sheet meets the surface at a distance of 10 km from either 
26 margin of the model, that is, in the centre of the model. Notice that the horizontal distances 
27 (along the horizontal or X-axis) is in all the figures given as a number multiplied by 10 
28 (shown as 101). This means, for example, that the distance of 1 km corresponds to 1 × 101 km 
29 = 10 km, which is the centre of the model. 
30 The largest surface von Mises shear and tensile (σ3) stresses exceed 6 MPa (Fig. 12a,b) 
31 and are induced by the sheet dipping at 30°. Since the common in-situ tensile strength is 2-4 
32 MPa and the shear strength 4-8 MPa, these stresses would result in fracture formation, 
33 particularly in the formation of tension fractures. All the surface stresses are asymmetric 
34 about the projection of the tip of the sheet to the surface (subsequently referred to as the ‘tip 
35 of the sheet’) except for the sheet dipping 90°, namely the dike. As expected, the shear stress 
36 (Fig. 12a) is somewhat less ‘asymmetric’ than the tensile stress (Fig. 12b). The tensile stress 
37 (σ3) peaks to the left of the tip of the sheet (above the dipping sheet) are highest for the sheet 
38 dipping 30°, and then gradually diminish until they reach the lowest values for the vertical 
39 dike (Fig. 12b). By contrasts, to the right of the sheet tip, that is, in the direction opposite to 
40 the dip direction of the sheet, the tensile stress associated with the dike is the highest. 
41 The variation in the shear stress magnitudes at the surface is generally more complex 
42 than those of the tensile stress magnitudes (Fig. 12a). This is partly because the shear stress is 
43 a function of both σ3 and σ1. The highest shear stress is, again, for the 30° dipping sheet, and 





























































1 higher, on both sides, than that of the dike (90° dipping sheet). In addition, there is a small 
2 additional peak in the shear stress for the 30° dipping sheet to the left, in the down-dip 
3 direction of the sheet. This, ‘peak’, however, reaches only about 1 MPa and would normally 
4 not be high enough shear stress to induce faulting.
5 The horizontal (Fig. 12c) and vertical (Fig. 12d) displacements induced by the sheet are 
6 also highly asymmetric about the tip of the sheet. For the horizontal displacements, the 
7 negative values (to the left of the tip) simply mean displacements to the left, that is, in the dip 
8 direction of the sheet, whereas the positive values mean horizontal displacement to the right, 
9 that is, in the opposite direction. All the displacements are shown as fraction of metre, that is, 
10 as 10-1 = 0.1 times the values in metres.  Thus, -5 on the vertical scale is -5 × 10-1 m = 0.5 m 
11 = 50 cm. All the displacements are asymmetric across the sheet tip, except those induced by 
12 the dike (90° dipping sheet).
13 The maximum horizontal displacement is for the 30° dipping sheet, occurs about 1.2 km 
14 to the left of the sheet tip (down-dip direction) and reaches 0.8 m (Fig. 12 c). For comparison 
15 the maximum displacement induced by the 90° dipping sheet, the dike, is only about 0.2 m. 
16 All the displacements to the left of the sheet tip are much larger than those on to the right of 
17 the sheet tip (except for the dike, where the displacements are equal). 
18 The maximum vertical displacement, also induced by the 30° dipping sheet, occurs about 
19 0.6 km to the left of the sheet tip (down-dip direction) and reaches about 1.70 m. The sheet 
20 itself is 2 m thick, so here it generates space for itself primarily by uplift or doming of the 
21 surface above. This is to be expected when the sheet is very shallow (the tip is at the depth of 
22 only 100 m) and gently dipping (30°). For the other sheet dips the maximum uplift is much 
23 less, namely about 0.8 m (for 45° dipping sheet), about 0.4 m (for 60° dipping sheet), and 0.1 
24 m (for 90° dipping sheet, a dike). These are somewhat larger than the maximum horizontal 
25 displacements, except for the dike where the horizontal displacement (about 0.2 m in each 
26 direction) is somewhat larger than the dike-induced vertical displacement. The lateral 
27 distance to the uplift peaks is also less for these than for the 30° dipping sheet. Apart from 
28 about 0.1 m uplift induced by the dike, there are no significant vertical displacements induced 
29 by the sheet to the right of its tip. 
30
31 5.2 Layer 4 with a stiffness of 1 GPa
32
33 Here we show only the internal tensile magnitude of σ3 and the trajectories of σ1 for the sheet 
34 dipping 30° (Fig. 13). The trajectories of σ1 are here similar to those in Fig. 11a. The main 
35 difference from Fig. 11a is that here there is less tensile stress concentrates in layers 2 and 3. 
36 This follows because layer 4 in the model in Fig. 11a has a stiffness of 10 GPa and therefore 
37 transmits stresses more easily to the layers above, layers 2 and 3, than in the present model 
38 where layer 4 has the much lower stiffness of 1 GPa. As a consequence, in the present model 
39 the tensile stress becomes more concentrated below the lower margin of layer 4, that is, in the 
40 top part of the unit hosting the sheet. In this top region above the sheet (to the left of the sheet 
41 tip) the theoretical tensile stress reaches 80 MP. This is higher than in the previous model 
42 (Fig. 11a) where the 80 MPa is reached only around the tip itself but not below the contact 
43 between layer 4 and the layer hosting the sheet. So high tensile stresses cannot be reached in 





























































1 The surface shear (Fig. 14a) and tensile (Fig. 14b) stresses are again highest for the sheet 
2 dipping 30°. The stress peaks, however, are somewhat lower than those in Figs. 12a and 12b. 
3 This is primarily because the comparatively compliant layer 4 of 1 GPa transmits less stresses 
4 to the surface that the stiffer layer 4 (10 GPa) in the model in Fig. 12. Nevertheless, for the 
5 30° dipping sheet the peak shear stress is about 5.3 MPa (Fig. 14a) and the peak tensile stress 
6 around 5.8 MPa (Fig. 14b). Normally, so high surface stresses would result in fracture 
7 formation, or reactivation of existing fractures. In particular, the tensile stress (σ3) is so high 
8 that it would almost certainly generate tension fractures. As before, all the stresses are 
9 asymmetric with the exception of those induced by the vertical sheet, the dike. 
10 The maximum horizontal displacement is again for the 30° dipping sheet and reaches 
11 0.81 m (Fig. 14c). It is noticeable that the horizontal displacements on to the left of the sheet 
12 tip are here somewhat larger, and those to the right of the sheet tip somewhat smaller, than 
13 those in the earlier model (Fig. 12c). Overall, however, the horizontal displacement values 
14 are similar for all the sheet dips to those in the earlier model (Fig. 12c). 
15 The maximum vertical displacement is, as before, for the 30° dipping sheet and reaches 
16 about 1.76 m (Fig. 14d), or slightly larger than in the previous model (Fig. 12d). This very 
17 slight increase is due to layer 4 being more compliant (1 GPa) in this model than in the 
18 previous one (10 GPa). Similar slight increase is seen in the maximum displacements for the 
19 other dips of the sheet. As before, all the displacements are highly asymmetric about the tip 
20 of the sheet except for the vertical sheet, the dike.
21
22 5.3 Layer 4 with a stiffness of 0.1 GPa
23
24 The trajectories of σ1 are again similar to those in the earlier models (Figs. 11a and 13), but 
25 there is much less tensile stress concentrates in layers 2 and 3 (Fig. 15). This is the result of 
26 layer 4 being soft (0.1 GPa) and thus transmitting little tensile stress to layers 2 and 3 (and to 
27 the surface, as discussed below). Consequently, the zone of high tensile stress concentration – 
28 in excess of 80 MPa – below the bottom of layer 4 is here much larger than in the model in 
29 Fig. 13.  Tension fractures would be expected to develop in this zone.
30         As before, the surface shear (Fig. 16a) and tensile (Fig. 16b) stresses are highest for the 
31 sheet dipping 30°. The stress peaks, however, are much lower than those in Figs. 12a,b and 
32 14a,b. The difference is primarily because of compliant layer of 0.1GPa which transmits little 
33 stress to the surface. For the 30° dipping sheet the peak shear stress is about 3.8MPa (Fig. 
34 16a) and the peak tensile stress around 4.2MPa (Fig. 16b). Neither of these stresses does 
35 necessarily result in fracture formation, but both could reactivate existing fractures. The 
36 tensile stress (σ3), at over 4 MPa, however, is so high that it could generate tension fractures. 
37 Again, all the stresses are asymmetric with the exception of those induced by the vertical 
38 sheet, the dike. 
39 The maximum horizontal displacement for the 30° dipping sheet is about 0.74 m and 
40 occurs, as before, to the left of the sheet tip (Fig. 16c), whereas the displacement to the right 
41 of the tip is about 0.02 m (2 cm). Thus the trend continues with increasing compliance of 
42 layer 4 that the horizontal displacement on to the left of the sheet tip increases whereas the 





























































1 The maximum vertical displacement for the 30° dipping sheet reaches about 1.89 m (Fig. 
2 16d), and thus significantly larger than in the previous models. Similar increases occur in the 
3 maximum displacements for the other dips of the sheet. All the displacements are highly 
4 asymmetric about the tip of the sheet except for the dike.
5
6 5.4 Layer 4 with a stiffness of 0.01 GPa
7
8 Again the trajectories of σ1 are similar to those in the earlier models (Figs. 11a, 13, and 15), 
9 but very little tensile stress concentrates in layers 2 and 3 (Fig. 17), primarily because layer 4 
10 is now so soft (0.01 GPa) that it transmits very little tensile stress to layers 2 and 3 and the 
11 surface. The zone of high tensile stress concentration – in excess of 80 MPa – below the 
12 bottom of layer 4 is here large and would be expected to develop tension fractures.
13         Again the surface shear (Fig. 18a) and tensile (Fig. 18b) stresses are highest for the sheet 
14 dipping 30°. The stress peaks, however, are much lower than those in Figs. 12a,b, 14a,b, and 
15 16a,b. The difference is primarily because of the very compliant layer of 0.01GPa which 
16 transmits little stress to the surface. For the 30° dipping sheet the peak shear stress is about 
17 2.2 MPa (Fig. 18a) and the peak tensile stress around 2.3MPa (Fig. 18b). Neither of these 
18 stresses is likely to generate fractures, but could possibly reactive some fractures. As before, 
19 all the stresses are asymmetric with the exception of those induced by the vertical sheet, the 
20 dike. 
21 The maximum horizontal displacement for the 30° dipping sheet is about 0.49 m and 
22 occurs, as before, to the left of the sheet tip (Fig. 18c). The displacement to the right is now 
23 negative, about 0.01 m (1 cm), that is, is towards the left (towards the sheet tip rather than 
24 away from the tip as in earlier models). This displacement stays negative out to a distance of 
25 about 2 km to the right of the sheet tip, where it becomes positive (to the right and away from 
26 the tip) again. In fact, the horizontal displacements to the right of the sheet tip are all negative 
27 (are towards the tip) for a while except that of the vertical sheet, the dike. There were also 
28 some negative displacements in this sense in the model in Fig. 16.c, but of a much smaller 
29 magnitude and extension.
30 The maximum vertical displacement for the 30° dipping sheet reaches about 1.95 m (Fig. 
31 18d), and thus the largest one in all the models. Similar increases occur in the maximum 
32 displacements for the other sheet dips. All the displacements are highly asymmetric about the 
33 tip of the sheet except for the dike.
34
35 6. Discussion 
36
37 There have been very few analytical and numerical studies of the stress and displacement 
38 fields induced by inclined sheets. Those few that exist are mostly based on modelling the 
39 sheets as elastic dislocations. The models are applied to invert surface geodetic data to infer 
40 the opening or thickness, strike, dip, and depth of the inclined sheets, and can also be applied 
41 to dikes and sills. The elastic dislocation theory as applied to volcano deformation in general 
42 is reviewed in detail by Okada (1985, 1992), Dzurisin (2006), and Segall (2010). In the 
43 dislocation theory it is assumed that the volcano/crustal segment hosting the inclined sheet 





























































1 any effects of mechanical layering or contacts between layers on the sheet-induced stresses 
2 and deformation. Most models that consider layering are numerical and have, so far, 
3 generally been confined to the stresses and displacements induced by vertical dikes (e.g., 
4 Gudmundsson and Brenner, 2001; Gudmundsson, 2003; Gudmundsson and Loetveit, 2005; 
5 Al Shehri and Gudmundsson, 2018; Bazargan and Gudmundsson, 2018). Analytical and 
6 numerical dike models are reviewed by Rivalta et al. (2015) and by Townsend and Pollard 
7 (2017).
8 A representative example of inclined sheets (and dikes) modelled as elastic dislocations 
9 is provided by Dzurisin (2006). Here the dislocation models show the vertical (Fig. 19a) and 
10 the horizontal (Fig. 19b) displacement for a sheet dipping at 0° (a sill), 60° (an inclined 
11 sheet), and at 90° (a dike). In addition, the author shows the same for a classical Mogi model, 
12 that is, a nucleus of strain. The results are geometrically generally similar to those shown in 
13 the models in the present paper (Figs. 12, 14, 16, and 18). In particular, the following 
14 geometric similarities are noticeable: 
15  The vertical displacement induced by the dike (90° dip) has a clear ‘valley’ shape. 
16 That is, the displacement is zero or negative (subsidence) right above the dike (above 
17 its tip) and then forms positive peaks on either side (compare Figs. 12d, 14d, 16d, and 
18 18d with Fig. 19a). More detailed results on the displacement associated with a dike 
19 in a layered crust are provided by Bazargan and Gudmundsson (2019). 
20  The vertical displacement induced by the 60° dipping sheet shows a steep downward 
21 slope above the tip of the sheet and becomes somewhat negative for a short while to 
22 the right of the tip and then close to zero (compare Figs. 12d, 14d, 16d, and 18d with 
23 Fig. 19a).
24  The horizontal displacement induced by the dike is the same on either side of the 
25 vertical y-axis except for a change in sign. The displacement is zero right above the 
26 tip of the dike (compare Figs. 12c, 14c, 16c, and 18c with Fig. 19b).
27  The horizontal displacement induced by the 60° dipping sheet shows a noticeable 
28 ‘wave’ immediately to the right of the vertical y-axis, that is, after crossing the tip of 
29 the sheet (compare Figs. 12c, 14c, 16c, and 18c with Fig. 19b). The absolute location 
30 of the ‘wave’, however, depends on the layering; in the present models on the 
31 stiffness of layer 4.
32 There are, however, many differences in detail between the models presented here - and 
33 in Al Shehri and Gudmundsson (2018) and Bazargan and Gudmundsson (2019) – and those 
34 presented in Fig. 19. The latter, being based on elastic half-space modelling, ignores the 
35 effects of layering in volcanoes/volcanic zones. The present models show that when layering 
36 is taken into account, the details of the magnitude (size) and the geometry of the displacement 
37 curves change. This is particularly clear for the horizontal displacement which decreases 
38 much as the stiffness of layer 4 decreases (Figs. 12c, 14c, 16c, and 18c). The uplift or vertical 
39 displacement is also affected, but to a lesser degree (Figs. 12d, 14d, 16d, and 18d). 
40 In addition, the present models show that the stresses induced by the sheet depend 
41 strongly on the layering. This is clear from the distribution and magnitude of the maximum 
42 tensile stress inside the volcano/crustal segment (Figs. 11, 13, 15, and 17). Soft layers allow 





























































1 soft layer 4 greatly reduces the shear and tensile stress that is transmitted to the surface (Figs. 
2 12, 14, 16, and 18). As the stiffness of layer 4 decreases from 10 GPa to 0.01 GPa, the 
3 maximum shear stress at the surface decreases from about 6.6 MPa to 2.2 MPa (Figs. 12a and 
4 18a) and the maximum tensile stress from about 6.9 MPa to about 2.3 MPa (Figs. 12b and 
5 18b). This means that, even with only one comparatively thin (10 m) soft layer close to the 
6 surface of a volcano/volcanic zone (and such layers are very common, almost universal), 
7 there is a great reduction in the maximum sheet-induced stresses at the surface, and thereby in 
8 the likely fracture formation induced by the sheet. 
9 Active volcanoes and volcanic zones/fields contain numerous compliant layers, 
10 particularly close to the surface. These are easily seen in the field in caldera walls, pit crater 
11 walls, landslide walls, fault walls, sea cliffs, and other erosional and tectonic sections into 
12 volcanoes, as well as in numerous drill holes into volcanoes worldwide. From such sections it 
13 is commonly easy to estimate roughly the mechanical layering in the upper parts of 
14 volcanoes/volcanic zones. Taking the layering into account in modelling sheet (and dike) 
15 injection – so as to estimate the likely dimensions, depth, and other geometric factors of the 
16 intrusions – are a necessary step in order to improve our understanding of unrest periods with 
17 sheet injections. 
18 The present models (compare Figs. 12b, 14b, 16b, and 18b with 12d, 14d, 16d, and 18d) 
19 show that the locations of the maximum surface uplift or vertical displacement and the 
20 horizontal displacement do not coincide with the locations of the maximum (peak) surface 
21 tensile and shear stresses. More specifically, the maximum stresses are much closer to the 
22 sheet tips than the maximum horizontal or vertical displacements. For example, the maximum 
23 tensile stress for the 30° dipping sheet when layer 4 has a stiffness of 1 GPa is at about 0.17 
24 km to the left of the tip of the sheet (Fig. 14b) whereas the maximum vertical displacement 
25 for the same model is at 0.6 km from the tip. Similar differences between displacement peaks 
26 and stress peaks occur for other sheet dips. 
27 It is important to remember that the most likely fracture formation is normally not where 
28 the displacement peaks occur but rather where the stress peaks occur. These results are in 
29 agreement with earlier modelling and observational results (Al Shehri and Gudmundsson, 
30 2018; Bazargan and Gudmundsson, 2019) and are particularly important when trying to 
31 understand surface deformation in relation to injected sheets during unrest periods in 
32 volcanoes. 
33 The results of all the models (Figs. 11-18) indicate the importance of the effects of 
34 mechanical layering in volcanoes/volcanic zones on sheet-induced displacements and 
35 stresses. The models show that a single compliant layer may reduce the sheet-induced surface 
36 stresses so much as to make surface fracturing unlikely until the sheet has more or less 
37 reached the surface. This is in agreement with the field observations of arrested sheet 
38 (particularly dike) tips which show that sheets arrested at shallow depths commonly do not 
39 generate tension fractures or normal faults above their tips (Al Shehri and Gudmundsson, 

































































1  The new numerical results presented here focus on the effects of mechanical layering 
2 on sheet-induced stresses and displacements, primarily at the surfaces of central 
3 (polygenetic) volcanoes and volcanic zones. The models use 5 layers with different 
4 mechanical properties, that is, different stiffnesses or Young’s modulis. In the models 
5 the surface layer, layer 1, has a stiffness of 3 GPa, the next layer below, layer 2, a 
6 stiffness of 20 GPa, and layer 3 a stiffness of 30 GPa. Each of these layers is 10 m 
7 thick. Below layer 4 is layer or unit 5, with a stiffness of 40 GPa, which hosts the 
8 inclined sheet. The sheet is 2 m thick, with a dip dimension ‘length’ (in a vertical 
9 section) of 2 km, and an arrested tip at 100 m below the surface. 
10  Between model runs, the stiffness of layer 4 is varied, from 10 GPa, and thus rather 
11 stiff, to 1 GPa, 0.1 GPa, and 0.01 GPa. The last stiffness, 0.01 GPa, is very compliant 
12 but layers of similar stiffness are likely to occur in most active central volcanoes and 
13 volcanic zones. The modelled sheets have four dips: 30°, 45°, 60°, and 90°, the last 
14 one being a vertical dike. These dips span the common dip range of sheets in sheet 
15 swarms, based on observations in Iceland, Scotland, and elsewhere. 
16  The internal stress shown as contours is the maximum tensile stress, σ3 (Figs. 11, 13, 
17 15, and 17). The results show clearly the importance of mechanical layering. In 
18 particularly, when layer 4 becomes more compliant, less and less stress is transmitted 
19 to the layers above (layers 2 and 3) and to the surface (layer 1). By contrast, the 
20 tensile stress concentrates at the top of layer 5, at its contact with layer 4, and is so 
21 high that fracturing would be expected. 
22  For the various dips of the sheets, the following sheet-induced surface results are 
23 provided. (a) The von Mises shear stress, (b) the principal tensile stress (σ3), (c) the 
24 horizontal displacement, and (d) the vertical displacement.   
25  The sheet dipping 30° induces the greatest surface stresses and displacements. Both 
26 stresses and displacements are highly asymmetric across the tip of the sheet, except 
27 for the vertical sheet (the dike), where they are symmetric. When the stiffness of layer 
28 4 decreases to 0.1 GPa and 0.01 GPa, little stress is transmitted to the surface, so that 
29 the surface stresses gradually decrease. For this decrease in stiffness, changes in 
30 vertical displacement, however, are comparatively small but greater for the horizontal 
31 displacement. 
32  In particular, when the stiffness of layer 4 decreases from 10 GPa to 0.01 GPa, the 
33 maximum shear stress at the surface decreases from about 6.6 MPa to 2.2 MPa (Figs. 
34 12a and 18a) and the maximum tensile stress from about 6.9 MPa to about 2.3 MPa 
35 (Figs. 12b and 18b). Thus, even a single comparatively thin (10 m) soft layer close to 
36 the surface of a central volcano/volcanic zone (and such layers are almost universal), 
37 there is a great reduction in the maximum sheet-induced stresses at the surface, and 
38 thereby in the likelihood of fracture formation. 
39  The stress peaks and displacement peaks do not coincide.  Tension fractures and faults 
40 – in particular the boundary faults of grabens – are most likely to form, if at all, at the 
41 location of the tensile/shear stress peaks and not, as is commonly suggested, at the 





























































1  Information on mechanical layering in active volcanoes is widely available, from 
2 eroded cliff sections, caldera walls, pit-crater walls, landslide walls, fault walls, and 
3 from drill holes. Reasonable estimates of the variation in stiffness of the layers can 
4 thus commonly be made for active volcanoes. The results suggest that failure to take 
5 typical and reasonable mechanical layering in central volcanoes and volcanic zones 
6 into account, such as by using homogeneous, elastic half-space dislocation models, 
7 when inferring sheet geometries and depths thorough the inversion of surface-
8 deformation data is likely to lead to highly unreliable results. In particular, such 
9 models tend to overestimate the theoretical sheet-induced surface stresses, and thus 
10 the depth to the tip of the associated sheet – a topic of great importance during periods 
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21 Figure captions 
22
23
24 Fig. 1 Internal structure of a typical rift-zone volcanic system fed by a deep-seated reservoir 
25 as well as a shallow magma chamber which supplies magma to the central (here composite) 
26 volcano. The composite volcano is mainly supplied with magma from thin inclined sheets 
27 and radial dikes injected from the shallow chamber, whereas the eruptions outside the central 
28 volcano are primarily supplied with magma through much thicker regional dikes. Most dikes 
29 and inclined sheets do not reach the surface to erupt but stop, become arrested, at contacts 
30 between dissimilar layers at some depth – some deflecting into sills at these contacts. The 
31 local swarm that forms above the shallow chamber is what is referred to as a sheet swarm, 
32 whereas the swarm outside the volcano is the regional dike swarm.
33
34 Fig. 2. Dense swarm of inclined sheets in the fossil central volcano Geitafell in Southeast 
35 Iceland. When the chamber was active (the fossil chamber is now a gabbro pluton) its roof 
36 was at about 2 km below the surface of the associated central volcano. Part of the local 
37 swarm of inclined sheets and radial dikes is seen here. The sheets constitute 80-100% of the 
38 rock close to the fossil magma chamber. Also indicated is the main contact between the 
39 chamber and the sheet swarm. The person provides a scale.
40
41 Fig. 3. Cross-cutting inclined sheets and basaltic dikes in lake sediments in South Iceland. 
42 The length of the hammer is about 30 cm. The cross-cutting relationship here and in 
43 thousands of other outcrops show that the great majority of inclined sheets and dikes are 






























































2 Fig. 4.  Dense sheet swarm showing numerous cross-cutting relationships (some indicated by 
3 the letter C) among inclined sheets. From the fossil Geitafell central volcano in Southeast 
4 Iceland (cf. Figs. 2 and 3).
5
6 Fig. 5. Abrupt increase in thickness and dip of inclined sheet at a distance of about 9 km from 
7 the centre of the caldera, located above the fossil shallow magma chamber of the central 
8 volcanoe of Reykjadalur in West Iceland.  At this distance there is a change from a local 
9 sheet swarm to a regional dike swarm. Vertical error bars indicate the range in values at each 
10 measurement station (Gautneb and Gudmundsson, 1992). 
11 Fig. 6. Inclined sheet paths follow the σ1- trajectories, as indicated here for four sheets 
12 (marked 1-4), injected from a shallow magma chamber of a circular vertical cross-section. In 
13 this numerical model the crustal segment is homogeneous and isotropic and the only loading 
14 is internal chamber excess magmatic pressure pe of 10 MPa. So long as the magma has any 
15 significant overpressure (Eq. 3) all sheets should reach the surface. 
16
17 Fig. 7. Potential paths (parallel to the indicated σ1 trajectories) of sheets (dikes, sills, and 
18 inclined sheets) injected from a shallow magma chamber of a circular cross-section subject to 
19 5 MPa internal excess pressure as the only loading.  The thin layers are compliant (soft, 1 
20 GPa) whereas the thick layers stiff (100 GPa). Sheet path A becomes arrested at the contact 
21 where the σ1- trajectories flip 90º while path B changes into a sill. At the contact, path C first 
22 changes into a sill and then into an inclined sheet. 
23 Fig. 8.  Part of the roof and the walls of a fossil shallow magma chamber in Southeast 
24 Iceland. Many sheets, primarily dikes, cut the roof. The granophyre pluton is hosted by a pile 
25 of basaltic lava flows. When it was active its roof was about 1.5 km below the surface of the 
26 associated volcanic zone. Many dikes cut the roof. The thick one to the left on the figure 
27 changes its path from vertical to inclined and then again to vertical. 
28
29 Fig. 9.  Propagation path of a basaltic inclined sheet, 0.5-1 m thick, in Southwest Iceland. The 
30 sheet deflects along a contact between a stiff basaltic lava flow and a compliant or soft scoria 
31 layer and then follows an inclined path through the lava flow. 
32
33 Fig. 10. Setup of the Comsol model with the 2 km tall sheet (dip dimension) and 2 m thick in 
34 the central upper part (indicates as thick white line) of the model (whose dimensions are 20 
35 km × 20 km). The complete mesh consists of 46,945 domain elements and 7434 boundary 
36 elements. The minimum element quality is 0.3985 m. 
37
38 Fig. 11. The maximum principal tensile stress (σ3) inside the model in mega-pascals (vertical 
39 colour scale to the right of the model shows the magnitude in MPa). Layer 4 has a stiffness of 
40 10 GPa. (a) Sheet dipping 30°. (b) Sheet dipping 45°. (c) Sheet dipping 60°.
41
42 Fig. 12. Surface stresses and displacements induced by an inclined sheet with a dip dimension 





























































1 10 GPa. (a) Von Mises shear stress. (b) Maximum principal tensile stress (σ3). (c) Horizontal 
2 displacement. (d) Vertical displacement. 
3
4 Fig. 13. The maximum principal tensile stress (σ3) inside the model in mega-pascals (vertical 
5 colour scale to the right of the model shows the magnitude in MPa) for a sheet dipping 30°. 
6 Layer 4 has a stiffness of 1 GPa.
7
8 Fig. 14. Surface stresses and displacements induced by an inclined sheet with a dip dimension 
9 of 2 km and 5 MPa internal magmatic pressure as the only loading. Layer 4 has a stiffness of 
10 1 GPa. (a) Von Mises shear stress. (b) Maximum principal tensile stress (σ3). (c) Horizontal 
11 displacement. (d) Vertical displacement. 
12
13 Fig. 15. The maximum principal tensile stress (σ3) inside the model in mega-pascals (vertical 
14 colour scale to the right of the model shows the magnitude in MPa) for a sheet dipping 30°. 
15 Layer 4 has a stiffness of 0.1 GPa.
16
17 Fig. 16. Surface stresses and displacements induced by an inclined sheet with a dip dimension 
18 of 2 km and 5 MPa internal magmatic pressure as the only loading. Layer 4 has a stiffness of 
19 0.1 GPa. (a) Von Mises shear stress. (b) Maximum principal tensile stress (σ3). (c) Horizontal 
20 displacement. (d) Vertical displacement. 
21
22 Fig. 17. The maximum principal tensile stress (σ3) inside the model in mega-pascals (vertical 
23 colour scale to the right of the model shows the magnitude in MPa) for a sheet dipping 30°. 
24 Layer 4 has a stiffness of 0.01 GPa.
25
26 Fig. 18. Surface stresses and displacements induced by an inclined sheet with a dip dimension 
27 of 2 km and 5 MPa internal magmatic pressure as the only loading. Layer 4 has a stiffness of 
28 0.01 GPa. (a) Von Mises shear stress. (b) Maximum principal tensile stress (σ3). (c) 
29 Horizontal displacement. (d) Vertical displacement. 
30
31 Fig. 19. Inclined sheets (and dikes) modelled as elastic dislocation and dipping at 0° (a sill), 
32 60° (an inclined sheet), and at 90° (a dike). In addition, the author shows the same for a 
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b Department of Earth Sciences, Royal Holloway University of London, Egham, TW20 0EX, UK
c Department of Earth Sciences, University College London, Gower Street, London WC1E 6BT, UK
a r t i c l e i n f o a b s t r a c t
Article history:
Received 28 January 2016
Received in revised form 19 July 2016
Accepted 20 July 2016







Few places on Earth are as tectonically active as the Karlıova region of eastern Turkey. In this region, 
complex interactions between the Arabian, Eurasian and Anatolian plates occur at the Karlıova Triple 
Junction (KTJ). The relationship between tectonics and magma propagation in triple-junction tectonic 
settings is poorly understood. Here we present new field and numerical results on the mechanism 
of magma propagation at the KTJ. We explore the effects of crustal heterogeneity and anisotropy, in 
particular the geometry and mechanical properties of many faults and layers, on magma propagation 
paths under a variety of tectonic loadings. We propose that two major volcanic centres in the area, the 
Turnadağ volcano and the Varto caldera, are both fed by comparatively shallow magma chambers at 
depths of about 8 km, which, in turn, are fed by a single, much larger and deeper reservoir at about 
15–18 km depth. By contrast, the nearby Özenç volcanic area is fed directly by the deeper reservoir. We 
present a series of two-dimensional and three-dimensional numerical models showing that the present 
tectonic stresses encourage magma-chamber rupture and dyke injection. The results show that inversion 
tectonics encourages the formation of magma paths as potential feeder dykes. Our three-dimensional 
models allow us to explore the local stresses induced by complex loading conditions at the Karlıova triple 
junction, using an approach that can in future be applied to other similar tectonic regions. The numerical 
results indicate a great complexity in the potential magma (dyke) paths, resulting from local stresses 
generated by interaction between mechanical layers, major faults, and magma chambers. In particular, 
the results suggest three main controls on magma path formation and eventual eruptions at KTJ: (1) the 
geometry and attitude of the associated faults; (2) the heterogeneity and anisotropy of the crust; and 
(3) mechanical (stress) interactions between deep and shallow magma chambers.
© 2016 Elsevier B.V. All rights reserved.1. Introduction
One fundamental problem concerning convergent plate bound-
ary tectonics is the nature of the interplay between deformation 
processes and magma transport (e.g. Hutton, 1988; Vigneresse, 
1999). Networks of fractures (primarily extension fractures but 
also faults) and contacts play a crucial role in creating efficient 
paths through which magma is transported, stored and eventu-
ally erupted at the surface (e.g. Clemens and Mawer, 1992; Cem-
brana and Lara, 2009). Extrusion-block tectonic regimes may be 
characterised by triple-junction tectonics with significant compo-
* Corresponding author at: Eskişehir Osmangazi University, Department of Geo-
logical Engineering, 26040 Eskişehir, Turkey.
E-mail addresses: ozgur.karaoglu@rhul.ac.uk, ozgur.karaoglu@deu.edu.tr
(Ö. Karaoğlu).http://dx.doi.org/10.1016/j.epsl.2016.07.037
0012-821X/© 2016 Elsevier B.V. All rights reserved.nents of mostly active strike-slip faulting. These regimes provide 
a good opportunity to understanding of the interplay between 
crustal stresses and magma propagation in strike-slip regimes.
A triple junction, defined as a boundary where three litho-
spheric plates meet, marks an important type of setting for ex-
trusion tectonics, initiation of volcanism, and seismicity at ac-
tive plate margins (cf. Jarosinski, 2012). Triple-junctions are the 
sites of abundant seismicity, high heat flow, and volcanism (e.g. 
Furlong and Schwartz, 2004). Although 16 types of possible triple 
junctions have been identified (McKenzie and Parker, 1967), the 
spatial and temporal relationships between magmatism and the 
extrusion tectonics of triple junctions remain poorly constrained. 
A Karlıova-type triple junction, the focus of this study, is a con-
tinental triple junction (Şengör et al., 2004) consisting of a non-
subductable continental crust. Convergence is predominantly ac-
commodated by strike-slip faults resulting in extrusion tectonics 
158 Ö. Karaoğlu et al. / Earth and Planetary Science Letters 452 (2016) 157–170Fig. 1. a) Regional map showing crustal deformation in the eastern Mediterranean and Anatolia (Armijo et al., 1999). NAF: North Anatolian Fault, EAF: East Anatolian Fault, 
BZCZ: Bitlis–Zagros Collision Zone, CF: Çaldıran Fault, VFZ: Varto Fault Zone, YS: Yedisu Fault, KTJ: Karlıova Triple Junction; b) map showing GPS velocities with respect to 
Eurasia for 95% confidence ellipses (green vectors are Reilinger et al., 2006; red vectors are Ozener et al., 2010; and the focal mechanism solutions from Tan et al., 2008 for 
the study area). Numbers represent strike-slip component of the fault in mm/yr, numbers within parentheses represent normal component of the fault, red lines are block 
boundaries (Aktug et al., 2013). Seismic data are from KOERİ (http://udim.koeri.boun.edu.tr/zeqdb/). (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.)(Şengör et al., 2004). The new data and numerical model results 
presented here offer excellent opportunities to clarify and con-
strain better the relationships between volcanism and tectonic ac-
tivity at continental triple junctions.
Migration of an extruded block promotes crustal thinning of 
thickened accretionary complex crust composed of a variety of ma-
terials (e.g. Furlong and Schwartz, 2004). Suitably stressed crustal 
rocks of the extruded block on the Karlıova-type triple junctions 
are potential regions for magma ascent. Magma in the mantle and 
partly in the lower crust ascends by porous flow. At shallower 
crustal levels, magma ascends primarily through magma-driven 
fractures, mostly dykes. Dyke initiation and propagation is known 
to be partly controlled by regional stress fields (Tibaldi, 2015), par-
ticularly those induced by crustal extension (e.g. Gudmundsson, 
1990; Hurwitz et al., 2009; Daniels et al., 2012; Le Corvec et al., 
2013; Maccaferri et al., 2014).
Magma chambers are the main sources for major polygenetic 
volcanoes and, partly, for associated volcanic systems, that is, 
swarms or fields of volcanic (and in rift zones, also tectonic) fis-
sures and basaltic lava flows. The depths of shallow or upper-
crustal magma chambers are commonly between 1 km and 6 km, 
particularly at divergent plate boundaries (Gudmundsson, 2012). 
However, some chambers reach depths of 7–9 km, depending on 
the tectonic regime and crustal structure, and may also be re-
garded as comparatively shallow (Chaussard and Amelung, 2014). 
Chambers at greater depths are normally classified as deep-seated 
reservoirs, and these may reach depths of 20–30 km or more 
(Gudmundsson, 2012; Chaussard and Amelung, 2014; Le Corvec et 
al., 2015).
As is detailed below, we propose the existence of two com-
paratively shallow magma chambers at around 8 km depth and 
a deep-seated reservoir at around 15 km depth in the KTJ region 
(Figs. 1, 2). We relate these magma sources to likely magma paths, i.e. dykes. For an eruption to occur, the magma chamber must rup-
ture (Browning et al., 2015) and propagate a dyke or an inclined 
sheet to the surface (Gudmundsson, 2012; Chestler and Grosfils, 
2013; Le Corvec et al., 2013; Caricchi et al., 2014). The condi-
tions for magma-chamber rupture and dyke injection have been 
analysed by many (e.g. Gudmundsson, 1990, 2006; Grosfils, 2007;
Hurwitz et al., 2009; Gerbault, 2012; Le Corvec et al., 2015). Many 
of the basic ideas are reviewed and analysed by Gudmundsson
(2012), with particular reference to direct observations of fos-
sil magma chambers and the results of hydraulic fracture stress 
measurements in drill-holes worldwide down to crustal depths of 
about 9 km.
Generally, the critical stress required for magma-chamber rup-
ture can be reached in two ways (Gudmundsson, 1990, 2006; Folch 
and Marti, 1998; Browning et al., 2015): (1) by increasing the to-
tal pressure inside the chamber (for example, by adding magma 
to the chamber or through gas exsolution from its magma), and 
(2) by external extension, such as in rift zones, where divergent 
plate movements gradually reduce the minimum principal com-
pressive stress σ3. Tensile fractures do not normally extend to 
depths greater than 0.5–1 km. If they try to propagate to greater 
depths they will change into closed normal faults, in accordance 
with Griffith criterion (Gudmundsson, 2011). There are thus no 
open tension fractures or open normal faults at the depth of many 
kilometres ready to be filled with magma to form dyke fractures. 
By contrast, dyke fractures are initiated when the excess pressure 
in the chamber reaches the host-rock tensile strength under ei-
ther loading condition. Then the magma chamber ruptures and 
a dyke (or an inclined sheet) is injected (Gudmundsson, 1990;
Gaffney et al., 2007). The mechanical layering and local state of 
stress inside the volcano, together with rate of magma solidifi-
cation and other factors, ultimately determine whether the dyke 
propagates to the surface and erupts or, alternatively, becomes 
Ö. Karaoğlu et al. / Earth and Planetary Science Letters 452 (2016) 157–170 159Fig. 2. a) Geological map showing the main faults and seismicity around the Karlıova and Varto regions. Radiometric ages are given in Ma. Active faults are modified from 
Herece (2008) and Sançar et al. (2015). b) Magma chambers on the block model using a geological cross-section through the region and the physical parameters of the 
stratigraphy (Ra, Rb and Rc); c) Shaded relief basis map showing the main faults and seismicity around the Karlıova and Varto regions. Active faults are modified from Herece 
(2008) and Sançar et al. (2015). Seismicity data from KOERİ. NAF: North Anatolian Fault, EAF: East Anatolian Fault, KTJ: Karlıova Triple Junction, VFZ: Varto Fault Zone, VF: 
Varto Fault; GF: Güzeldere Fault.
160 Ö. Karaoğlu et al. / Earth and Planetary Science Letters 452 (2016) 157–170arrested at depth in the volcano (e.g. Spence et al., 1987; Gud-
mundsson, 1990, 2011; Acocella and Neri, 2009; Geshi and Neri, 
2014).
Although the geometries of magma chambers vary, many and 
perhaps most crustal magma chambers are sill-like (Gudmundsson, 
1990; Annen and Sparks, 2002; Kavanagh et al., 2006; Grosfils et 
al., 2015) as evidenced by seismic studies of volcanoes and rift 
zones (Sinton and Detrick, 1992) and field studies of fossil cham-
bers, that is, plutons (Pasquarè and Tibaldi, 2007; Tibaldi et al., 
2008; Gudmundsson, 2012). Numerical, analogue, and field studies 
indicate that piston-type calderas are often associated with a sill-
like magma chambers (Geyer et al., 2006; Geyer and Marti, 2009;
Gerbault, 2012; Gregg et al., 2012, 2015; Le Corvec et al., 2013;
Gudmundsson, 2015). The size of an underlying shallow magma 
chamber is then thought to closely resemble the radius of as-
sociated collapse caldera, whereas the deeper reservoirs may be 
many times larger (Gudmundsson, 2012, 2015; Gerbault, 2012; 
Gregg et al., 2013; Grosfils, 2007; Grosfils et al., 2015; Browning 
and Gudmundsson, 2015). As indicated above, the depths of many 
magma chambers have been estimated using petrological, geo-
chemical, and geophysical methods (Becerril et al., 2013; Chaussard 
and Amelung, 2014).
The emplacement of hot asthenospheric mantle to shallow lev-
els beneath a Karlıova-type triple junction could be expected to 
generate melt and, likely, surface volcanism. Consistent with this 
expectation is the sequence of volcanic centres that have erupted 
in the wake of the triple junction within the Karlıova regime (e.g. 
Furlong and Schwartz, 2004; Gaffney et al., 2007).
This study focuses on the mechanism of magma propagation, 
primarily through dykes, in the Karlıova Triple Junction (KTJ) tec-
tonic regime. We aim to demonstrate how fault geometry and 
mechanical properties may affect magma propagation under a va-
riety of tectonic boundary loads. We discuss the geologic setting 
of the KTJ and the manifestations of shallow and deeper magma 
chambers within the crustal segment. Our numerical modelling 
aims to quantify the crustal response to various tectonic regimes in 
Eastern Turkey. The region is characterised by considerable litho-
logical heterogeneity and anisotropy (cf. Jarosinski, 2012) which 
are taken into account in our numerical models. We present a se-
ries of two-dimensional and three-dimensional numerical models 
to help constrain evolving ideas regarding the tectonics of the KTJ. 
We also analyse a north–south striking profile that is subject to 
regional compression and local extensional tectonic phases which 
likely operated in the region ∼3 My. A general three-dimensional 
model is presented to show the local stress effects resulting from 
complex regional loading on crustal magma chambers.
2. Geologic and tectonic setting
Eastern Turkey is a part of the Mediterranean region which is 
characterised by the presence of major continental fragments and 
suture zones (Şengör et al., 2004). Propagation of the westward 
extrusion of the Anatolian block, just after the formation of the 
Northern Anatolian Fault Zone (NAFZ), started around 12 Ma from 
the pivot point of KTJ and triggered lithosphere-scale transten-
sional deformation (Barka, 1992; Şengör et al., 2004). The NAFZ, 
whose main fault is the active right-lateral North Anatolian Fault 
(NAF), is a nearly 2000 km long zone, extending from Karlıova in 
eastern Anatolia to the tip of the Corinth Rift in Greece (Armijo 
et al., 1999). The overall width of NAFZ increases from ∼10 km 
(Figs. 1, 2) in the east to ∼100 km in the west (Şengör et al., 2004).
Present-day earthquake focal-mechanism solutions indicate 
dextral transtensional movements (McKenzie, 1972; Ozener et 
al., 2010) on the Yedisu Fault at the western part of the KTJ 
(Fig. 1). GPS data show that the eastern part of the Anatolian 
plate (the western part of the KTJ) moves at a rate of ∼20 mm/yr with respect to the Eurasian plate (Fig. 1, McClusky et al., 2000;
Reilinger et al., 2006). Solid-block modelling of the region and GPS 
velocity data (Fig. 1) show that eastern margin of the KTJ is un-
dergoing crustal shortening, whereas in the west the prevailing 
tectonic stress and crustal deformation is transtensional (Barka, 
1992; Aktug et al., 2013). The present geodetic average slip rate 
for Eastern Anatolian Fault Zone (EAFZ) is 5 mm/yr (Aktug et al., 
2013). The EAFZ is around 30-km-wide at the eastern extremity 
near the KTJ. It is proposed that the fault zone has been active 
since the Pliocene (Tatar et al., 2004).
The NAFZ and EAFZ, which are two western branches of the KTJ, 
are characterised by transtensional tectonics (Şengör et al., 2004). 
The right-lateral Yedisu Fault (YS, Fig. 1), striking N105◦E, repre-
sents the eastern branch of the NAFZ and extends for more than 
30 km to the KTJ (Fig. 1). The VFZ (the Varto Fault Zone) extends 
for over 50 km, strikes N105◦E–N120◦E and can be subdivided 
into six fault segments (Sançar et al., 2015). The Varto Fault (VF, 
Fig. 2c) is seismically the most active segment of the VFZ; it is a 
N120◦E-striking right-lateral strike-slip fault with a reverse com-
ponent that offsets the southern part of the Varto caldera. Two 
destructive earthquakes (Mw = 6.8 and 6.2) occurred on the VFZ 
in 1966 (Fig. 2c, Ambraseys and Zatopek, 1968). Karaoğlu et al. (in 
press) suggest that the combined motions of NW-striking dextral, 
normal, oblique and thrust faults indicate a successive and reac-
tive tectonic phase that caused incremental complex movement of 
numerous fault blocks during the deformation of the Karlıova and 
Varto region since 6 Ma.
Structural and stress data indicate a distinct kinematic be-
haviour of the KTJ during the past 12 Ma (Şengör et al., 2004). 
Following the formation of NAFZ and EAFZ, the western part of 
the triple junction has been subject to transtensional tectonics 
during which the east end of the KTJ has undergone incremental 
deformation accommodated by numerous faults during (i) ongo-
ing shortening phases driven by the regional-scale thrust tectonic 
regime and (ii) transtensional phase caused by westward extru-
sion tectonics at a local-scale (Karaoğlu et al., in press). It has 
been suggested that a right-lateral motion developed under a NE–
SW-trending extension associated with NW–SE contraction. The 
fault surface planes of the WNW–ESE-striking VFZ were reactivated 
at 3 Ma, which suggests that inversion tectonics occurred when 
transtensional faults reversed their movement during a subsequent 
compressional tectonic episode (e.g. Williams et al., 1989). Since 
3 Ma, thrusting shifted further south, coupled with a component 
of dextral strike-slip motion (Karaoğlu et al., in press).
Volcanic activity commenced on the EAF with some eruptions 
producing acidic rocks whose ages are between 4.4 and 6.06 Ma 
(Poidevin, 1998). The earliest volcanism occurred at around 6 Ma 
and highlights the initiation of crustal deformation in the EAF. 
As for the deformation of Varto and Turnadağ volcanoes, the age 
of the basement volcanic rocks in the southern part of Varto is 
around 3 Ma (Fig. 2a). The lifespan of the Varto caldera volcanism 
is estimated at between 3 and 1 Ma (Hubert-Ferrari et al., 2009). 
This may be regarded as the second major volcanic episode in the 
area. The third event or activity in the area relates to some small-
scale volcanism on the southern sector of the VFZ. The resulting 
domes are dated at approximately 0.73 Ma to 0.46 Ma (Fig. 2a). 
The most recent dyke-fed eruptive and effusive-type volcanism 
(1.96–2.67 Ma, based on K/Ar ages from Biggazi et al. 1997, 1998) 
occurred around the Özenç area, at the southern part of the Varto 
caldera (Fig. 2). The volcanism produced partly mafic lavas, mostly 
of the alkaline and, rarely, sub-alkaline series, including basaltic 
trachy-andesite and basaltic andesite (Buket and Temel, 1998;
Hubert-Ferrari et al., 2009). The Varto caldera, the Turnadağ vol-
cano, and the Özenç volcanic area (Fig. 2) show distinct volcanic 
facies, and also certain geochemical characteristics (e.g. Buket and 
Temel, 1998; Hubert-Ferrari et al., 2009; Sançar et al., 2015).
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In order to estimate the rough geometry and depth of the 
magma chamber feeding a polygenetic volcano, field and analytical 
data are required. There have not, however, been any petrological 
or geodetic studies on the geometry of the magma feeding systems 
in Eastern Turkey. Recent compilations, based on various methods, 
suggest that most magma-chamber or reservoir depths worldwide 
range from about 1 km to about 20 km below the volcanoes 
to which they supply magma (Middlemost, 1997; Gudmundsson, 
2012; Chaussard and Amelung, 2014; Tibaldi, 2015). The exact 
depths of the magma chambers for the volcanoes Turnadağ and 
Varto (Fig. 2b), as well as for the Özenç volcanic area, are not 
known. The chemistry of the eruptive materials suggest that the 
source chamber for the Özenç volcanism is deeper and larger than 
the chambers beneath Turnadağ and Varto. All these areas, how-
ever, contain dykes whose aspect (length/thickness) ratios can be 
used to estimate the depths of the source chambers.
We use a method based on the principles of fracture mechanics 
and fluid-dynamics to constrain the depth of the magma cham-
bers/reservoirs at Karlıova (e.g. Becerril et al., 2013). All dykes in 
the area are dominantly trachy-basaltic in composition. Magma 
overpressure (po) within a dyke during its formation can be es-
timated from the ratio of dyke strike dimension (L) and thick-
ness (uI ). A total of 14 dyke measurements in the study area 
were used to estimate the depth of their source chamber/reservoir. 
The method is as follows. The opening displacement of an elastic 
mode I (tensile mode) crack, such as a dyke, subject to internal 
fluid or magma overpressure (driving pressure) po is given by:




where L is the smaller of the strike and dip dimensions of the 
fracture, and E and v are Young’s modulus and Poisson’s ratio, re-
spectively, of the host rock. While uI denotes the opening or 
aperture of the dyke at its time of emplacement it also corre-
sponds roughly to the thickness of a solidified dyke as measured 
in the field (the error due to contraction as the magma as the dyke 
solidifies is about 10% – Becerril et al., 2013). Here we use 40 GPa 
as an average Young’s modulus for the host rock and 0.25 for the 
Poisson’s ratio. The overpressure in a dyke at the crustal level of 
exposure (at the surface for a feeder) is given by:
po = pe + (ρr − ρm)gh + σd (2)
where pe is the fluid excess pressure in the source magma cham-
ber, ρr is the average density of the host rock, ρm is the average 
density of the magma in the dyke, g is acceleration due to grav-
ity, h is the dip-dimension or height of the dyke, and σd is the 
differential stress (the difference between the vertical stress and 
the minimum principal horizontal stress) at the depth in the crust 
where the dyke is measured or, for a feeder-dyke, the stress differ-
ence at the surface where the volcanic fissure forms. From equa-
tions (1) and (2) the depth to the intersection between the source 
magma chamber and the feeder dyke is:
h = uI E
2L(1 − ν2)(ρr − ρm)g −
pe + σd
(ρr − ρm) (3)
Using Eq. (3), we calculated the depth to the source of the feeder-
dykes exposed in the three volcanic regions under consideration 
(Fig. 1). We use the typical trachy-basaltic magma density (ρm) of 
2730 kg m−3 (e.g. Middlemost, 1997). Since there are no detailed 
and accurate density data for the crust of the Eastern Anatolia 
Accretionary Complex, we have used a revised geological stratigra-
phy made of 18 lithologic units (Appendix 1), of the region (e.g. 
Tarhan, 1991). The crust is thought to be mostly composed of units of limestone, metamorphic rocks, massive gabbro and sand-
stone with estimated laboratory densities in the range from about 
2000–3100 kg m−3 (e.g. Gudmundsson, 2011). We use an average 
density of 2650 kg m−3. Note that excess magma pressure in the 
chamber/reservoir (pe) is defined as pressure in excess of litho-
static stress or pressure and thus automatically takes into account 
the effects of gravitational loading (e.g. Gudmundsson, 2011, 2012).
The measured feeder-dyke thicknesses range from 0.8 to 3 m. 
The estimated overpressures from Eq. (1) are from 9 to 11 MPa 
for the Varto and Turnadağ volcanoes and from 15 to 18 MPa for 
the Özenç volcanic area (flood basalts). These are similar overpres-
sures as estimated for dykes in many other areas (e.g., Becerril et 
al., 2013). Using these and the above values, Eq. (3) yields source-
chamber depths of 8–10 km for Varto and Turnadağ volcanoes, and 
15–18 km for the Özenç volcanic area (Appendix 2). In the nu-
merical models we thus use an estimated depth of 8 km for the 
magma chambers feeding eruptions in volcanoes of Varto and Tur-
nadağ and 15 km for the larger reservoir supplying magma to the 
flood basalts of the Özenç volcanic area.
4. Model set-up
All the numerical models are built and solved using the fi-
nite element program COMSOL (www.comsol.com; cf. Zienkiewicz, 
1979; Deb, 2006; Tabatabaian, 2014). The models are based on the 
real geological setting of the KTJ as interpreted from field measure-
ments and seismic data (e.g. Sandvol et al., 2003) as well as InSAR 
data (Cavalié and Jónsson, 2014). We differentiate between two 
predominant magma-chamber modelling techniques. The first uses 
2-D geometry where magma chambers are modelled as holes with 
applied excess pressure (pe) (Gudmundsson, 2006, 2011; Gerbault, 
2012; Gerbault et al., 2012). The second set uses 3-D geometry 
where the chambers/reservoirs are modelled as ellipsoids or cavi-
ties of prescribed volume with applied excess pressure. We present 
two geometries of 2-D models based upon (1) a N–S striking pro-
file through the Varto caldera (Fig. 2), and (2) an E–W striking 
profile that encompasses both the Turnadağ volcano to the west 
and the Varto caldera to the east.
Our models consider ellipsoidal magma chambers/reservoirs. 
While these are, in detail, simplifications of the actual shapes, 
the long-term stable geometries may be similar to these (e.g. 
Gudmundsson, 2012). Topography may affect near-surface stress 
fields. However, in the present models the primary focus is on the 
local stresses induced by the stress concentration around cham-
bers/reservoirs subject to different boundary conditions, in which 
case topography normally plays a less prominent role (cf. Gaffney 
and Damianac, 2006; Gudmundsson, 2006). Thus, we assume a flat 
topography in all models. The 16 different mechanical layers used 
in our models are based on our direct geological observations. The 
values used to calculate magma chamber depth encompass all of 
these mechanical layers.
In Fig. 3 we show only the N–S model setup. In this model 
two magma chambers, one relatively shallow, at a depth of 8 km, 
and one deeper, at a depth of 15 km, are residing within a het-
erogeneous, anisotropic elastic half space with Young’s modulus 
(E) varying between individual layers from 40 GPa to 0.1 GPa, as 
shown in Fig. 2. The shallower magma chamber has a maximum 
diameter of 9 km, whereas the deeper chamber or reservoir has 
a maximum diameter of 30 km. Poisson’s ratio (ν) does not vary 
significantly between individual layers; thus, in the models we use 
a constant typical value for rocks of 0.25 (Gudmundsson, 2011). 
In the N–S striking profile all the layers dip gently to the north, 
whereas the E–W striking profile hosts predominantly horizontal 
layers. The softest (most compliant) layers are those comprising 
the fault cores/damage zones (Efault), indicated by black polygons 
in Fig. 3. The faults are given Young’s modulus values of 0.1 GPa, 
162 Ö. Karaoğlu et al. / Earth and Planetary Science Letters 452 (2016) 157–170Fig. 3. (a) 2-D and (b) 3-D numerical model setups. The 2-D example shown represents the geology of a N–S striking profile through Varto caldera to the east of the KTJ. All 
2-D models are layered E(1−16) with each unit assigned a different value of Young’s modulus. The dips of individual layers are based on field measurements. Faults (Efault), 
shown as black polygons, are represented by zones of low stiffness and assigned Young’s modulus of 0.1 GPa. Magma chambers, represented by cavities, are given an excess 
pressure of 5 to 15 MPa. Finally, boundary conditions such as extension or compression are assigned to the model edges. All 3-D models assume a homogeneous crustal 
segment with a Young’s modulus of 40 GPa.as has been estimated for some active faults (Gaffney et al., 2007;
Gudmundsson, 2011; Grosfils et al., 2015). The thicknesses of lay-
ers and fault cores/damage zones are taken from our geological 
measurements (Fig. 2) and given in Appendix 1. All 2-D mod-
els are fixed at the corners, with boundary loads applied at the 
left and right edges and a free surface (a region free from shear 
stress) prescribed on the upper edge. More specifically, the fixing 
of the models at the corners means that the model boundaries 
are free to move (be displaced) under loading, except for the cor-
ners themselves. This is a standard procedure in modelling magma 
chambers subject to various loading conditions (e.g. Gudmundsson, 
2006, 2011).
Loading conditions applied are (1) internal magmatic excess 
pressure between 5 and 15 MPa, (2) regional extension (tension) of 
5 MPa, (3) regional compression of 5 MPa, and (4) a combination 
of regional stress and magmatic excess pressure. Magma-chamber 
rupture and dyke injection is supposed to occur when the tensile 
strength is reached. Tensile strengths, mostly measured through 
hydraulic fracturing and down to crustal depths of about 9 km, 
are between 0.5 and 9 MPa, the most common values being 2–4 
MPa (Gudmundsson, 2011). As indicated above, by using excess 
pressure in the chamber/reservoir, rather than total pressure, the 
effects of gravity are automatically considered (cf. Gudmundsson, 
2012). We use a triangular mesh with a maximum element size of 
4.02 km; minimum element size of 0.018 km for 2-D, and tetra-hedral mesh with a maximum element size of 4.02 km; minimum 
element size of 1.8 km for 3-D models.
Due to the complex tectonic nature of a triple junction it is 
not possible to fully encompass the regional stress pattern in two 
dimensions. For this reason we made additional 3-D models that 
allow more boundary loading options. In contrast to the two-
dimensional models, in these 3-D models results can be observed 
normal to the plane of interest. In the 3-D models, we impose 
three magma chambers of similar depths and sizes to those used 
in the 2-D models, i.e., two shallow chambers at 8 km depth and 
one deeper and larger reservoir at 15 km depth. The axes (diame-
ters) of the ellipsoidal shallow chambers are 2 km, 6 km, and 9 km 
(Fig. 2b), similar in general dimensions to many shallow magma 
chambers (Gudmundsson, 2012). By contrast, the axes of the deep 
reservoir are 4 km, 12 km, and 30 km (Fig. 2b), and thus similar in 
geometry and dimensions to many inferred deep-seated reservoirs 
in rift zones (Gudmundsson, 1990, 2006). All 3-D models simu-
late an elastic half space with a Young’s modulus of 40 GPa. In 
these models the focus is not on the mechanical contrast between 
individual layers but on the effect of regional stresses on spatial 
distribution of the local stresses around the magma chambers. The 
boundary loads prescribed in these 3-D models include (1) com-
pression or extension various directions in relation to the axes of 
the magma chambers/reservoirs had (2) shear, that is, compression 
Ö. Karaoğlu et al. / Earth and Planetary Science Letters 452 (2016) 157–170 163Fig. 4. Modelled stresses induced by excess magmatic pressure based on the geologic setting along the Northern Anatolian fault region. Left: Magnitudes of the minimum 
principal compressive (maximum tensile) stress (σ3). Right: Magnitude of von Mises shear stresses (τ ). The excess magmatic pressure in each chamber is 5 MPa and is the 
only loading (no regional tectonic loading is applied here).or extension in opposing directions across a zone, thereby simulat-
ing strike-slip tectonics.
5. Results
In order to characterise the propagation path of dykes in the 
shallow crust at the KTJ it is first necessary to consider the stress 
required for magma chamber rupture. In the simplest terms, a 
magma chamber will rupture and inject a dyke or an inclined 
sheet when (Gudmundsson, 1990, 2011):
pl + pe = σ3 + To (4)
where pl is lithostatic pressure and pe is the excess pressure in the 
magma chamber, σ3 is minimum principal compressive stress in 
the host rock, and To is the tensile strength of the host rock which, 
as indicated above, ranges from 0.5 to 9 MPa (cf. Amadei and 
Stephenson, 1997). When a chamber roof has failed in tension and 
a dyke is initiated then the magma follows the path or trajecto-
ries of maximum principal compressive stress, σ1 (Gudmundsson, 
2011).
5.1. Magma-chamber excess pressure
Here we present first the results on crustal stresses induced 
solely by magmatic excess pressure within each chamber, ignor-
ing initially the potential effects of any regional tectonic load-
ing. In Fig. 4 we show the magnitudes of the minimum prin-
cipal compressive (maximum tensile), stress, σ3, and von Mises 
shear stress, τ . In both the N–S and E–W profiles the maximum 
tensile and shear stresses concentrate at the lateral margins of 
each magma chamber and at the earth’s surface above the magma 
chamber. Complex stress patterns and interactions occur at depth 
because of the attitude and mechanical properties of the imposed 
fault structures. In all models the soft or compliant material that 
comprises each fault zone inhibits stresses within the fault, but 
raises and concentrates stresses at the boundaries or contacts of 
the faults with the host rock. The effects are, for example, promi-
nent in the steeply dipping East Anatolian Fault (EAF) segment that 
extends between the shallow and deep chambers along the E–W 
profile (Figs. 4a, b). At this location (Fig. 4a) high shear stresses 
concentrate where the fault zone intersects the surface and at 
depth high tensile stresses occur where the fault zone narrows 
(Fig. 4c). In the N–S profile, two shallow dipping faults concentrate both shear and tensile stress between the margins of the deep 
and shallow chambers, indicating that magma transfer between 
the two systems in this location is likely (Figs. 4a, b). Stress also 
concentrates at depth along the EAF in the E–W profile (Figs. 4c, 
d).
It should be noted that we did test excess magmatic pressure 
of 15 MPa (and 10 MPa as well) for the loading of the magma 
chambers/reservoirs. However, in the models presented here we 
used only 5 MPa as the loading, both as regards the magmatic ex-
cess pressure as well as for the external tension (in some of the 
models). This we did primarily because 5 MPa is similar to the in 
situ tensile strength of rocks. Increasing the excess magmatic pres-
sure simply increases the stress concentration magnitudes (higher 
stresses close to the chamber, in particular) but does not markedly 
change the geometry of the concentration zones and their location 
– as is well known from numerical modelling in volcanology and 
other fields (e.g. Gudmundsson, 2011).
5.2. Regional tectonic stresses
In the second set of 2-D models the focus is on the effect of 
regional stresses induced by tectonic loading on the local stresses 
around the magma chambers. In Fig. 5 we show the tensile and 
shear stresses around overpressured magma chambers subjected 
to both regional compression and regional extension, as indicated 
by arrows in the Fig. 5. During E–W extension of 5 MPa, two 
stiff (high Young’s modulus) near-surface units concentrate ten-
sile stress, which may encourage dyke propagation (Gudmundsson, 
2006). Focusing on the EAF (Figs. 5e–h), we note that shear stress 
concentrates at the surface during regional compression but dissi-
pates during imposed regional extension in both strike directions 
(Figs. 5a, e). The N–S striking profile is dominated by a series 
of high angle faults (Fig. 5a) that during regional compression 
(Figs. 5a–d) suppress much of the shear stress surrounding the 
deeper chamber (Figs. 4b, 5d). The effect is similar during regional 
extension; however, the steepest central fault concentrates sub-
stantial shear stress directly above the central part of the deep 
chamber. Our models also show that caldera-related ring faults in-
crease the maximum tensile stresses (Figs. 5a, c).
Regional tectonic loading gives different stresses which poten-
tially affects magma paths. The effect is most clear in the E–W 
profile whereby tensile stresses are shifted to the west at the Tur-
nadağ volcano during regional extension. Our findings also indicate 
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5 MPa and excess magmatic pressure is 5 MPa in each chamber in all the models.an increased likelihood of shallow chamber dyke injection from the 
deeper source during periods of regional extension.
5.3. Three-dimensional models
In order to better understand the geodynamic setting of the 
Karlıova Triple-Junction we present a series of simple three-
dimensional (3-D) models (Figs. 6–10) exploring the local stresses 
in differential tectonic regimes. These models are homogeneous; 
the aim here is not to fully encompass the geological setting of 
Karlıova but instead to provide constraints on the location of vol-
canism as a function of different tectonic loading. In Figs. 6a, b 
in the E–W profile we apply a north–south directional extensional 
load of 5 MPa and observe the resultant tensile and shear stresses 
along E–W and N–S profiles. The deeper and shallower cham-
bers concentrate shear stress at their margins. However, those 
shear stresses dissipate close to the surface, and then the stress 
state is dominated by the deeper chamber at Earth’s free surface 
(Figs. 6a–d). Maximum tensile stresses concentrate at the lateral 
margins of all the chambers, which suggests that the chamber 
walls tend to rupture and dykes become injected at these loca-
tions (Figs. 5a–b).
In Figs. 7, 8 and 9 we model the loading effects of strike-
slip faulting, using compressional load of 5 MPa on either side 
of the N–S-striking plane (Fig. 7). Such a regime cannot be repre-
sented fully in a two-dimensional model. As in previous models we 
show the magnitudes of tensile and shear stresses, although now 
in two directions (Figs. 7–9). We note stress concentrations and 
linkage between the deeper chamber and the shallow chamber di-
rectly above (Varto) (Fig. 7). Surface stresses are dominated by the 
larger reservoir, and no stress interaction occurs with either cham-ber or the shallow chamber to the west (Figs. 7b, d). There are 
tensile stress concentrations around, and particularly above and in-
between, the chambers and reservoirs of Varto and Özenç (Fig. 7c). 
This stress concentration between the chamber and the reservoir 
may promote rupture at the upper margin (the roof) of the reser-
voir and encourage dyke propagation from the reservoir to the 
shallow chamber. Furthermore, from the shallow chamber there 
is a zone of tensile stress concentration all the way to the sur-
face (Fig. 7a), suggesting that the local stress field encourages dyke 
propagation from the chamber to the surface. While these models 
only show the stress magnitudes, we also analysed the stress tra-
jectories (the directions of the principal stresses) and these agree 
with the suggested dyke paths.
We also made a set of three-dimensional models to explore the 
effect of N–S and E–W directed regional extension. Even though 
these models do not accurately reflect the exact tectonic regime of 
the study area, the results are general and should broadly apply 
to triple junctions worldwide, even regions where biaxial tension 
might operate (Appendix 3). We note again that there is very little 
stress interaction between the eastern and western magmatic sys-
tems. Whilst magma propagation between the two systems is un-
likely, it appears substantially more difficult to envisage linkage or 
interaction during a compressional regime where tensile stresses 
are lower in the area between the eastern and western chambers. 
In the eastern segment, our results indicate an increased likelihood 
of magma chamber rupture at the lateral margin of each cham-
ber during extensional loading. We find that extensional loading 
favours central chamber roof rupture and vertical dyke propaga-
tion. As indicated in our earlier models (Figs. 5a, e), the precise di-
rection of the dyke propagation path will depend on local stresses 
related to crustal heterogeneity and anisotropy (layering). How-
Ö. Karaoğlu et al. / Earth and Planetary Science Letters 452 (2016) 157–170 165Fig. 6. 3-D model showing the stresses resulting from tectonic extension from north to south. Applied tensile and compressive boundary loads are 5 MPa and excess magma 
pressure is 5 MPa in each chamber in all the models. (a)–(b) Magnitudes of the minimum principal compressive (maximum tensile) stress (σ3); (c)–(d) Magnitudes of von 
Mises shear stress (τ ).
Fig. 7. 3-D model showing the stresses resulting from an opposing boundary load directions in a N–S direction. The eastern half of the model is subject to a 5 MPa load to 
the north, and the western half of the model subject to the same load to the south. Excess magmatic pressure is 5 MPa in each chamber in all models. (a)–(b) Magnitudes 
of the minimum principal compressive (maximum tensile) stress (σ3). (c)–(d) Magnitudes of von Mises shear stress (τ ).ever, the extension appears to have shifted the principal stresses 
towards the north in comparison to the previous models that con-
sider only extension or compression independently.In Figs. 8 and 9 we compare the effects different types of shear, 
that is, left-lateral and right-lateral strike-slip faulting, on the lo-
cal stresses, particularly around the magma chambers/reservoirs. 
166 Ö. Karaoğlu et al. / Earth and Planetary Science Letters 452 (2016) 157–170Fig. 8. 3-D modelled stresses resulting from N–S-directed left-lateral tectonic shear loading. Applied tensile and compressive boundary loads are 5 and excess magma pressure 
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stress (τ ).
Fig. 9. 3-D modelled stresses resulting from N–S-directed right-lateral tectonic shear loading. Applied tensile and compressive boundary loads are 5 and excess magmatic 
pressure is 5 MPa in each chamber in all models. (a)–(b) Magnitudes of the minimum principal compressive (maximum tensile) stress (σ3). (c)–(d) Magnitudes of von Mises 
shear stress (τ ).The main finding is that the shear and tensile stresses again con-
centrate around the chambers/reservoirs, but the stresses concen-
trated around the deep-seated chamber (reservoir) are greater at the surface in the right-lateral simulations than in the left-lateral 
simulations, shifting stresses slightly to the east (Fig. 9c). In Fig. 10
we simulate a N–S compressional regime which has the effect of 
Ö. Karaoğlu et al. / Earth and Planetary Science Letters 452 (2016) 157–170 167Fig. 10. 3-D modelled stresses resulting from tectonic compression from north to south. Applied tensile and compressive boundary loads are 5 and excess magmatic pressure 
is 5 MPa in each chamber in all the models. (a)–(b) Magnitudes of the minimum principal compressive (maximum tensile) stress (σ3). (c)–(d) Magnitudes of von Mises shear 
stress, σ1–σ3.increasing the symmetry of local stresses, and in doing so concen-
trating both tensile and shear stresses vertically above the deeper 
magma reservoir.
6. Discussion
Over the past decades many studies have focused on under-
standing better the mechanical principles that control dyke prop-
agation paths through the Earth`s crust (e.g. Druitt and Sparks, 
1984; Martí et al., 1994; Acocella et al., 2004; Geyer et al., 
2006; Gudmundsson, 2006; Martí et al., 2008; Hurwitz et al., 
2009; Gerbault, 2012; Gudmundsson, 2012; Le Corvec et al., 2013;
Karaoğlu, 2014). Although some studies have attempted to un-
derstand how faults affect magma ascent (Magee et al., 2014; 
Browning and Gudmundsson, 2015; Gudmundsson, 2015) many 
aspects of fault-magma path interactions remain poorly under-
stood. Our work focuses on the mechanism of dyke propagation 
through a highly heterogeneous, anisotropic, and intensely faulted 
crust of the KTJ. It is widely accepted that the region has expe-
rienced N–S directed crustal shortening. We have also taken into 
consideration the inversional tectonic regime, i.e., a successive N–S 
directed extension and compression during the past 3 Ma, an idea 
based on the results of recent field studies (Karaoğlu et al., in 
press). We further accounted for dyke propagation under either 
E–W compressional, or E–W extensional tectonic regimes (Fig. 4), 
as well as strike-slip regimes.
The numerical results presented demonstrate that the initia-
tion of a dyke is influenced by the geometries and depths of 
magma chambers as well as the local stresses in the heteroge-
neous, anisotropic, and faulted crust. The overall process of dyke 
initiation and propagation may be affected by at least three dis-
tinct factors, namely (i) the geometry and attitude of the associ-
ated faults; (ii) the heterogeneity and anisotropy of the crust; and (iii) stress concentrations around, and stress (mechanical) interac-
tions between, magma chambers. Here we discuss our numerical 
analysis of two different tectonic regimes, namely inversion tec-
tonics using N–S and E–W-striking profiles in order to better un-
derstand dyke propagation under different stress conditions at the 
Karlıova-Varto region.
6.1. Magma transport in the absence of tectonic stresses
Our numerical models indicate that the mechanical properties 
of a heterogeneous and anisotropic crust substantially influence 
the local stresses and thus the potential dyke propagation paths 
(e.g. Chaussard and Amelung, 2014; Le Corvec et al., 2015) (Fig. 4). 
The initial stage of dyke propagation is magma-chamber roof rup-
ture leading to the initiation of a dyke (e.g. Clements and Mawer, 
1992; Gerbault, 2012). One of the most common reasons for the 
generation of excess pressure within a shallow magma chamber is 
likely recharge from parental magma at depth that has accumu-
lated in a deeper reservoir or chamber (e.g. Chestler and Grosfils, 
2013). It is only when a sufficient volume of magma accumulates 
within a shallow chamber that it can reach the conditions of likely 
rupture (Eq. (4); Browning et al., 2015). Dyke propagation at great 
depths requires suitable stress interactions between the shallower 
and the deeper magma chambers or reservoirs (Fig. 4a). Our nu-
merical results show that layering affects local stresses and many 
aspects of fault-dyke path interactions (Figs. 4c, d). For all loadings 
considered (compression, extension, and shear), tensile and shear 
stresses concentrate around, and particularly at the margins of the 
deep magma chambers (Fig. 4).
While the 4 km wide EAF is one of the most remarkable struc-
tural elements along the E–W profile (Fig. 4c), the conditions for 
dyke propagation through and along a fault are only observed at 
the much smaller VFZ primarily due to the faults orientation and 
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the EAF (Figs. 4c, d). Tensile stress along the VFZ likely creates 
favourable conditions for dyke propagation along the previously 
dissected fault at the northern margin of the deeper reservoir. This 
result suggests that deep and shallow magma chamber stress in-
teractions may play an important role in dyke propagation which 
is strongly influenced by faults and other crustal heterogeneities 
and layering (Fig. 4).
6.2. Magma transport under regional tectonic stresses
The magmatic systems in this part of Turkey evolve partly as a 
result of tectonic deformation, generally and in the context of pro-
cesses associated with the KTJ. Recently, this area has experienced 
N–S directed compression and E–W directed extension (e.g. Ak-
tug et al., 2013). In the E–W profile, shallow dyke injection, some 
reaching the surface to erupt, appears possible during both exten-
sional and compressional tectonic loading in and around the Varto 
caldera (Figs. 5e, g). Deep and shallow magma chamber interac-
tions may result in magmatism that becomes partly channelised 
through the EAF, thereby encouraging volcanic eruptions in the 
Varto region. Our results demonstrate that fault zones may facil-
itate magma transport during different tectonic loadings. The ef-
fects of these faults on potential magma paths is more prominent 
for compressional (Figs. 5g, h) than extensional loading (Figs. 5e, f).
While tensile and shear stresses concentrate mostly at the 
margins of the shallow magma chambers, shear stresses concen-
trate also above the central parts of the deeper chambers/reser-
voirs (Fig. 5h), as well as at caldera ring-faults (e.g. Annen and 
Sparks, 2002; Marti et al., 1994). Our models indicate how magma 
transport and regional tectonics may interact in an intensely frag-
mented and mechanically layered crust (e.g. Spence et al., 1987;
Tibaldi et al., 2008), in particular through the cross faults of the 
VFZ (Figs. 5b, d). The vertical stress patterns between the two 
magma chambers observed in the N–S profile support the view 
that fault zones can act as magmatic paths (Fig. 5d). Even during 
a N–S compressional phase the results suggest that dykes may be 
injected, resulting in possible dyke propagation from the deeper 
source to the shallow magma chamber (Fig. 5d). In the case of N–S 
extension (Fig. 6), the youngest fault, which is a normal fault as 
shown in Fig. 2a, plays a crucial role for shear stress concentration 
(Figs. 5a–d and Fig. 6). We show that the interaction between these 
fault systems, of various ages, encourages dyke injection from the 
central part of a deeper magma reservoir, and therefore acts as a 
potential vertical dyke path (Fig. 5b).
6.3. Numerical models in the Karlıova geological context
In the 2-D models, Varto caldera is represented by steeply dip-
ping inward zones of soft material, as is commonly observed in 
eroded ring-faults of calderas (e.g. Martíet al., 2008; Browning and 
Gudmundsson, 2015). The Varto caldera is 8 km in diameter and 
with a semi-circular shape. The Varto fault is the most seismically 
active segment of the VFZ, a N70◦W-striking fault that offsets the 
southern part of the Varto caldera (Fig. 1). Several distinct dyke 
locations have previously been reported, the dykes being primar-
ily composed of trachy-basalt, both inside and around the Varto 
caldera. Those dykes mostly display NW–SE, and rarely NE–SW, 
orientations. Strike orientation values range from 205◦ to 300◦
with some indicating the presence of cross-cutting (polyphase) 
dykes. Our numerical results indicate the potential for multi-stage 
dyke injections during transtensional to compressional tectonic 
phases (e.g. inversion tectonic regime) resulting principal stress ro-
tation (Fig. 5). Although radiometric data of Varto caldera yields 
ages from 3.1 to 2.6 Ma (Hubert-Ferrari et al., 2009), which might 
represent the duration of the volcanism, magma propagation in the crust has probably continued up to the latest eruptions, based on 
our numerical results (Fig. 5). Recent block rotations around the 
KTJ based on GPS data (Fig. 1) indicate an intense crustal deforma-
tion via successive extensional and shear loading (e.g., Le Corvec 
et al., 2013; 2015). Long-lived volcanic activity is possible at Varto 
caldera and in the KTJ in general.
Zones of tensile stress concentration indicate potential magma 
propagation paths from the shallow magma chambers to the sur-
face of Turnadağ volcano (Fig. 5e). Magma transfer under E–W-
oriented compression is unlikely (Figs. 5g, h). Dyke-fed eruptions 
at Turnadağ volcano are most likely when the magma cham-
ber feeding the volcano is subject to an E–W-directed extension 
(Fig. 5e). On account of the westward extrusion of the Anatolian 
plate since 12 Ma, an E–W-directed tectonic regime seems most 
favourable for eruptions in the Turnadağ volcano (Figs. 1, 5e).
In the Özenç volcanic area our numerical models suggest that 
volcanic activity is more likely under E–W-directed extension than 
N–S-directed extension, and may occur under E–W-directed com-
pression as well. We suggest that some, perhaps most, of the 
feeder dykes may have originated from the deeper magma cham-
ber (Figs. 5c, d). In particular, 3-D modelling results suggest that 
the deeper magma chamber largely controls the local stress field 
and, thereby, dyke propagation and resultant eruptions (Figs. 7, 8, 
9).
Our 3-D models show the potential for subtle changes in 
magma propagation paths and eventual eruption resulting from 
the differences in the boundary loads. While all-round extension 
has the likely effect of shifting volcanism to the south-east (Ap-
pendix 3), strike-slip type loading can either concentrate volcanism 
directly above a deep magma system or extend the zone of volcan-
ism substantially to the east, depending on the loading direction 
(Figs. 7, 8, 9). All results show that the most likely paths for dyke 
propagation to the surface are from the eastern margin of either 
the deeper chamber or, possibly, the eastern margin of the shallow 
(Varto) chamber.
6.4. Relationships between local stress fields in Karlıova and volcanic 
eruptions
Studies indicate that most volcanic unrest periods do not cul-
minate in an eruption (Dzurisin, 2006). Only during comparatively 
rare periods do dykes propagate all the way to the surface and 
erupt. For eruptions to occur, the local stresses between the source 
and the surface along the potential dyke path must be uniform, 
that is, homogenised (Gudmundsson and Philipp, 2006).
Crustal heterogeneity and anisotropy as well as fault attitude 
and mechanical properties are the main parameters which in-
fluence the local stresses and thereby the magma paths (e.g. 
Gudmundsson and Philipp, 2006; Browning and Gudmundsson, 
2015). Our models suggest that, for many loadings, regional tec-
tonic stresses encourage dyke propagation to the surface.
Since the development of the NAFZ and EAFZ, at around 6 Ma, a 
strike-slip tectonic regime has dominated the province. Westward 
extrusion of the Anatolian plate led to a stress field suitable for 
magmatism at the extremity of the KTJ. The wedge extrusion ac-
commodated by high strain encouraged magmatic paths as feeders 
for the volcanism. The period represented the initiation of the mi-
nor volcanic activity caused by major extension at a local scale. The 
first volcanic activity commenced with regional stress induced by 
KTJ tectonics at around 3 Ma. The swarm of parallel dykes in the 
southern part of KTJ, particularly Özenç volcanic area (Fig. 2), show 
a stress field with σ1 in a N–S direction and σ3 in the E–W direc-
tion (Karaoğlu et al., in press). The strain direction associated with 
this dyke emplacement confirms that volcanism was controlled by 
a NEE–SWW-trending zone of weakness, particularly in the Özenç 
volcanic area and at the Turnadağ volcano.
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We document numerical results on the mechanism of magma 
propagation paths under a variety of tectonic loadings in the crust. 
We particularly explore the relationship between tectonics and 
magma propagation in the tectonic settings at the Karlıova Triple 
Junction (KTJ) of Eastern Turkey. The interpretation of our numer-
ical models suggests that Turnadağ volcanism at the western part 
of the KTJ has been fed by a shallow magma chamber located 
at about 8 km depth during E–W extension. Also, that the Varto 
caldera is fed by a shallow magma chamber at a similar depth. 
More specifically, the numerical results show that if the region was 
subject to an E–W-oriented compressional stress (σ1), then magma 
propagation and associated volcanic eruptions would most likely 
come to an end. Magma transfer between the magma chambers of 
Varto volcano and Özenç volcanic area exhibits complex stress in-
teractions (Figs. 4, 5). The pattern of local stress changes from the 
eastern part of the triple junction to the western part. Even though 
the Özenç volcanic area has experienced N–S-directed compres-
sion, inversion tectonics encourage magma propagation through 
the crust. Hence, loading during inversion tectonics dramatically 
changes the orientation of σ1 and affects magma propagation 
more than the individual extension or compression regimes. Local 
stresses are dominated by a deep reservoir located at 15–18 km 
depth. It is this reservoir that largely controls the potential of in-
jected dykes reaching the surface and, additionally, the locations of 
the eventual eruptions. Our three-dimensional models, simulating 
the complex loading conditions at the KTJ triple junction, can be 
used (with suitable modifications) to advance our understanding 
of triple junctions worldwide.
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A B S T R A C T
The Karlıova triple junction (KTJ) in eastern Turkey has been subjected to incremental deformation resulting in
complex kinematic and mechanical interactions throughout the upper crust. These interactions have generated
tectonic inversions and uplift, extensive seismicity and volcanism. The regional tectonics generate local stresses,
some of which are favorable to magma transport and thermal water circulation throughout the lithosphere. Here
we evalauate hydrogeochemical, geological and numerical results relating to the mechanism of thermal fluid
circulation around the KTJ. Hydrogeochemistry of the samples indicates that the thermal water springs are
probably heated by steam. Volcanic rocks at the site appear to be the host rock owing to the enrichment of Na+
and Cl− ions in water and the abundance of these elements in minerals of the volcanic rocks. In addition, it is
clear that the thermal fluids are sourced from depth and migrate through permeable networks of faults. The
effects of crustal heterogeneities, in particular the geometry and mechanical properties of many faults and layers,
on thermal fluid circulation in relation to active magma chambers were investigated under a variety of different
mechanical conditions. The numerical results indicate very close relationships between the stress field causing
faulting and thermal fluid movement in the KTJ. The effect of thermal transfer was modeled with depth
throughout the crust and along the the crustal surface. The models show that some faults encourage thermal
fluid circulation below the Varto and Özenç volcanoes. Hydrogeochemical, geological and numerical results
suggest that magmas residing beneath both the Varto caldera and the Özenç volcano are the main heat source for
thermal fluid in the Varto region. Fluid-solid interactions and fluid circulation models show that the permeable
faults are important factors affecting heat transport and fluid circulation. In a series of thermal fluid flow models
we probe the mechanism for fluid and gas transport from the 900 °C ‘hot’ zone around the deep magma chambers
and investigate how heat is lost throughout the crust on the way to the surface and so eventually creates water
channels of temperatures between 50 to 60 °C.
1. Introduction
Faults and fractures which accommodate the deformation of large
sections of the upper crust have a significant impact on the physical
processes controlling heat transfer and fluid motion in the subsurface.
This is because they disturb the conformal succession of geological
layers (Press and Siever, 1995). In addition, the mechanical properties
of the rocks, the hydraulic characteristics of the rocks, and the geologic
and also geodynamic relations provide useful information about
thermal fluid circulation through the fractured upper crust. Numerical
modeling provides one approach to estimate the structural setting of the
subsurface and the mechanical processes controlling fluid and heat
transfer (e.g., Cherubini et al., 2013).
The emplacement of hot asthenospheric mantle into shallow levels
beneath the crustal materials of the Karlıova-type triple junction could
be expected to generate magmatism and possibly thermal water po-
tential. Consistent with this expectation, sequences of volcanic centers
have historically erupted along the triple junction within Karlıova (e.g.,
Furlong and Schwartz, 2004).
Geothermal systems are linked to magmatism in a variety of geo-
dynamic contexts in volcanic environments (i.e., island arcs, hot-spots,
middle oceanic ridges, sea-mounts, intraplate volcanism and intrusions)
https://doi.org/10.1016/j.geothermics.2019.05.003
Received 18 October 2017; Received in revised form 15 February 2019; Accepted 7 May 2019
⁎ Corresponding author.
E-mail address: ozgur.karaoglu@deu.edu.tr (Ö. Karaoğlu).
Geothermics 81 (2019) 168–184
0375-6505/ © 2019 Elsevier Ltd. All rights reserved.
T
(Caracausi et al., 2005). Thermal fluid circulation is affected by both
temporal variations in degassing and in the activity level of the mag-
matic systems supplying fluids and energy to the geothermal reservoirs
(Baker, 1995; Von Damm et al., 1995; Baker and Urabe, 1996;
Giggenbach, 1996; Caracausi et al., 2005). Active tectonics and very
recent volcanic activity have a strong impact on the geochemistry of the
circulating fluids (e.g., Italiano et al., 2013).
A triple junction that deforms the upper crust in a complex manner
is a site of special interest in which to study thermal and cold water
transportation. Geometric consequences of the motions of three plates,
following a collision between convergent plates, mostly result in ex-
trusion through crustal-scale transtensive faults. Triple junction tec-
tonics can produce surface uplift and crustal deformation, abundant
seismic activity, high heat flow, and the eruption of volcanoes on the
Earth’s surface (e.g., Furlong and Schwartz, 2004).
In order to better understand the source and thermo-mechanical
constraints on hydrothermal systems, the detailed geologic background
and geochemical analysis of the fluids, which in turn form a numerical
modeling approach, must first be evaluated. The young Karlıova-Varto
volcanic terrain provides an excellent opportunity to explore the re-
lationships between magmatic heat sources (i.e., magma chambers,
magma storage, magma plumes, hot spots) and geothermal fluids
throughout the upper crust.
The aim of the study is to demonstrate how hydrothermal systems
follow paths with different dimensions along these faults, and also how
a fluid behaves in this intensely deformed crust. The hydro-
geochemistry of geothermal springs around the Varto volcanic province
is documented in order to link geochemical constraints with thermo-
mechanical controls on fluids in the crust.
2. Tectonic and geologic setting
Eastern Turkey represents a particular part of the Mediterranean
region which is characterized by the presence of major continental
fragments and suture zones (e.g., Isik et al., 2014). The closure of the
Neotethyan Ocean along the BZSZ during the Cretaceous-early Paleo-
gene led to the formation of the Eastern Anatolian Accretionary Com-
plex (EAAC), which has subsequently acted as one of the major tectonic
units during the subsequent tectonic evolution of the region (Barka,
1992; Okay and Tüysüz, 1999; Bozkurt, 2001).
The Karlıova triple junction area is one of the best examples of an
active continental collision zone in the world (Fig. 1). The location,
timing and geochemical characteristics of volcanism result from the
complex interaction of the colliding Eurasian and Afro-Arabian plates.
Escape tectonics of the Anatolian plate to the west gave rise to strike-
slip motion along the North Anatolian Fault Zone (NAFZ) and East
Anatolian Fault Zone (EAFZ) after the closure of the Neotethyan Ocean
as a result of Arabia-Eurasian convergence (Barka, 1992; Okay and
Tüysüz, 1999; Bozkurt, 2001). The Varto Fault Zone (VFZ) presents a
structural continuation of the NAFZ starting from the KTJ (Fig. 2). The
VFZ is composed of sets of discontinuous faults with differential kine-
matics and associated sets of striae (Karaoğlu et al., 2017). The VFZ
extends for over 50 km and can be subdivided into six segments
(Fig. 1b). Fault planes from the VFZ commonly exhibit multiple sets of
striations, highlighting incremental and complex deformation of the
KTJ region since ˜6 Ma (Karaoğlu et al., 2017).
The northernmost segment of the VFZ, called the Tuzla Fault, is
mainly a thrust fault (Karaoğlu et al., 2017). The western part of these
faults is offset laterally by the EAFZ (Fig. 1b). The Varto fault is the
most seismically active segment of the VFZ, a N70 °W-trending-normal
fault that offsets the southern part of the Varto caldera (Fig. 1b) (or the
Bingöl caldera; Hubert-Ferrari et al., 2009), and was introduced for the
first time by Karaoğlu et al. (2017). Several destructive earthquakes
(Mw=6.8) shifting further south took place on the Varto fault in 1966
and on the Leylek Fault (Mw=6.2), and there was also a small
earthquake (Mw ≥ 3) on the Çayçatı Fault (Wallace, 1968; Ambraseys
and Zatopek, 1968).
The first volcanic activity began with high-silica obsidian flows at
Çatak on the EAFZ reflecting the southern branch of the triple junction,
and started at 6.06 Ma (Poidevin, 1998). Two composite volcanoes
were emplaced in the area at around 3 My ago. The Turnadağ volcano
located in the western part of KTJ was formed 2.3–2.8 Ma ago, but the
Varto caldera was active 2.6–3.1 Ma ago (Fig. 2) (see Pearce et al.,
1990; Hubert-Ferrari et al., 2009 for details about K/Ar whole rock and
40Ar/39Ar groundmass dating of the rocks). The two volcanic domes are
0.46 Ma and 0.73 Ma old (Hubert-Ferrari et al., 2009, see Fig. 2). Re-
cent tomographic image data shows the presence of active magma re-
servoirs throughout the crust around the Karlıova region (Salah et al.,
2011; Karaoğlu et al., 2018).
The Varto and Turnadağ volcanoes exhibit quite similar major or
trace element compositions. Volcanic rocks from the two volcanoes are
composed of high-K and shoshonitic series rocks including trachy-an-
desite to rhyolite with a small amount of basaltic trachy-andesite (Buket
and Temel, 1998; Hubert-Ferrari et al., 2009).
Italiano et al. (2013) stated that the release of volcanic fluids is a
common feature along the main active faults in Turkey, however the
local geological setting is responsible for the uprising of deep fluids
through tectonic discontinuities and the occurrence of shallow pro-
cesses affecting the original characteristics of the circulating fluids.
Moreover, the presence of carbonatic rocks, travertine deposits, meta-
morphic rocks and old volcanic rocks (Fig. 2) accounts for the different
nature of the circulating fluids and different fluid–rock interactions
(Italiano et al., 2013). Across the Karlıova-Varto area, a volcano-sedi-
mentary package, around 45m thick, interfingers with the effusive and
explosive-type volcanic rocks of the Bingöl group (Fig. 2). The former
volcano-sedimentary deposits display a well preserved subaqueous-
subaerial transition in a fluvio-lacustrine setting generated after some
volcanic eruptions. The deposits are composed of mud-poor sandstone,
sand-filled pebbles intercalated with the mudstone, which in turn are
exposed in restricted plains dissected by braided rivers in the western
part of the Varto caldera (Karaoğlu et al., 2017). Most of these volca-
niclastic successions have experienced an intense deformation parti-
cularly since 6 Ma. These deposits are overlain by lava stacks and ig-
nimbrite veneers of the Varto group. The Pleistocene lacustrine
sediments are mainly composed of marl, limestone, and tuff. Tectonic
activity has created a faint deformation within these deposits on the
plain near Teknedüzü and Yayıklı villages (Fig. 2). Fault complexity is
observed in strongly folded lacustrine sediments at a meter-scale, with
nearly horizontal axial planes, whose strikes are scattered around an
NNE-SSW direction (Fig. 1b). The youngest effusive and extrusive vol-
canism conformably overlies these sediments. A massive-type travertine
is exposed in the northern part of Karlıova, on a continuation of the EAF
to the northeast.
3. Fault kinematics
KTJ is a key area for understanding the deformation of Neogene
volcanoes in eastern Turkey because of their progressive inversion
tectonics. Structural analysis suggests that this volcano has undergone
incremental tectonic controls in eastern Turkey since the Upper
Miocene. Karaoğlu et al. (2017) documented 128-slip data points from
16 locations of two transpressional and transtensional deformational
fields which were collected for palaeostress analysis (Fig. 3). The fault
surfaces document that inversion tectonics dominated the area when
both extensional and transtensional deformational phases progresively
reversed over the past 3 My (Karaoğlu et al., 2017). Structural data
across the Varto Fault Zone (VFZ), obtained from six faults for which
kinematics indicate a range of shortening and extensional deformation
for 3 Ma (Fig. 3). Many fault surfaces show evidence of reactivation.
Particularly, the splays of the VFZ and the other segmented faults have
thrust to strike-slip fault components, indicating multiple reactivation
events. To establish the surface expressions of the deformation process,
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we present the kinematic data, which was previously published by
Karaoğlu et al. (2017), on each fault segment around the Varto region
(Fig. 3). The episodic deformation, which took place at Eryurdu, Tuzlu,
Varto, Teknedüzü, Leylekdağ, and Çayçatı faults, dominate the
southern part of the Varto Caldera (Fig. 3).
The Eryurdu Fault terminates the southern flank of the Varto
Caldera resulting in fault-related volcanic breccia deposits. This fault is
offset by the sinistral strike-slip Geyiksuyu Fault (GF) on the southern
margin of the Varto Caldera (Fig. 3). The Eryurdu Fault strikes N85 °W-
and is around 18 km long with mostly high-angle and oblique-slip
segments. This fault displays typical high-angle normal fault slick-
enlines (Fig. 3). Measurements indicate a well-preserved NNE–SSW-
trending extension which formed from deformation of the southern part
of the Varto caldera (Karaoğlu et al., 2017).
The Tuzla Fault is reported by Karaoğlu et al. (2017) as an active
fault due to recorded seismic activities on this fault (Fig. 3). This fault is
a thrust fault with a right-lateral component which extends laterally for
over 20 km (Fig. 3). Fault kinematics suggest that it underwent a NW-SE
directed compression with a maximum stress axis and that this com-
pression has dominated for circa 6 Ma. The Pliocene deposits have been
deformed by Tuzla Fault (Karaoğlu et al., 2017).
The N75 °W-striking Varto Fault is composed of three sub-parallel
segments which extend for 20 km (Fig. 3). A zone of distributed com-
pression affects Pleistocene lacustrine sediments, which accommodate
the deformation between the dextral faults. The easternmost segment of
the Varto Fault shows dextral offsets for around 1.5 km in the valleys.
Fig. 1. a) Regional map showing crustal deformation in the eastern Mediterranean and Anatolia (Armijo et al., 1999). NAFZ: North Anatolian Fault Zone, EAFZ: East
Anatolian Fault Zone, BZCZ: Bitlis–Zagros Collision Zone, CF: Çaldıran Fault, VFZ: Varto Fault Zone, YS: Yedisu Fault, KTJ: Karlıova Triple Junction; b) Shaded relief
basis map showing locations of water sampling in the Varto region. The main faults and seismicity around the Karlıova and Varto regions are modified from Herece
(2008); Karaoğlu et al. (2017). Seismicity data is obtained from KOERI.
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Westernmost segments display some releasing step-over structures. Ki-
nematic data for this fault poses oblique-slip normal fault surfaces
dipping 55 °S and with rakes of 35 °E (Fig. 3).
The Teknedüzü Fault exhibits typical thrust fault constraints of
N75 °W-striking in different curved strands. The horsetail shape bran-
ches deformed up to 20 km in length of the fault (Fig. 3). This fault is
regarded as one of the youngest faults because it cuts Pleistocene lava
flows as well as recent lacustrine and alluvial deposits (Karaoğlu et al.,
2017). The Teknedüzü Fault is represented by two main strands of The
Leylekdağ and Çaydağ reverse faults, both have minor dextral strike-
slip components (Fig. 3). The central part of the Leylekdağ Fault was
ruptured by an earthquake (Mw 6.2) 20 August 1966.
The Varto region, where the thermal and non-thermal springs are
most visible, has been subjected to intense deformation due to those
reactivated faults. Fault planes of F9 and F10 record a NE–SW-directed
contraction associated with a NW–SE extension, whilst a coeval phase
of F11 developed under NE–SW extension (Fig. 3; Karaoğlu et al.,
2017).
The Çayçatı Fault, which displays thrust fault kinematic morpho-
logical constraints, consists of two main segments. The western segment
shows a N70E°-striking thrust component on a 7-km-long transpres-
sional fault (Fig. 3). Evidence for the earthquake faulting scarps and
related deformation generated by the 1966 earthquake can still be
observed in this area. The kinematic data from F12 indicate that a
NW–SE-trending extension is associated with the NE–SW contraction
(Fig. 3; Karaoğlu et al., 2017).
Both extensional and transtensional dominated fault motions have
been documented on the extruded Anatolian block (Karaoğlu et al.,
2017) (Fig. 3). Measurements of stress tensors on the western part of
the KTJ indicate E–W-trending extension which is compatible with the
westward motion of the Anatolian block (Fig. 3). However, measure-
ments from point F14 on Fig. 3 indicate a NE–SW-trending extension
(Karaoğlu et al., 2017), point F13 on Fig. 3 indicates a sinistral strike-
slip fault motion with at least two phases of movement. Both fault
scarps suggest extensional tectonics along the East Anatolian Fault
(Fig. 3) (Karaoğlu et al., 2017).
4. Governing equations
We present three sets of governing equations used to create models
in COMSOL Multiphysics. They are mass balance, momentum and heat
transfer.
The momentum and mass balance equations are as follows:
− ∇⋅ ∇ + ∇ + + ∇ = −η
η
k
p β T Tu u u g( ( ) ) ( )T T c (1)
∇⋅ =u 0 (2)
where p is pressure, u is a vector of directional velocities, h is dynamic
viscosity, k is permeability, r is fluid density, g is gravity, βT is thermal
expansion coefficient, T is temperature from the heat transfer applica-
tion, and Tc is the initial temperature.
A buoyant lifting term links flow and heat:
∇⋅ − ∇ + =k T c ρTu( ) 0p (3)
where, T is temperature, Ke is effective thermal conductivity of the fluid
and solid medium, CL is fluid volumetric heat capacity, CL= cp r, cp is
fluid specific heat capacity, and u is a vector of directional fluid velo-
cities from the flow application (Versteeg and Malalasekera, 1995).
The heat transport in this paper is described by the heat transport
equation:
∂ ∂ + ∇ = ∇ ∇ + +ρC T t ρC u k T Q Q( ) / . . ( )p eq p eq geo (4)
Heat is balanced generally and it is transported by both conduction
and convection processes within a fault zone. Heat can be generated or
lost, which can be defined in the source term, Q. One special feature of
heat transfer at the porous medium interface is the hydrothermal hea-
tingfeature implemented, represented as a domain condition: Qgeo. It is
also possible to implement an average representation of rock thermal
Fig. 2. Geological map showing the main faults and seismicity around the Karlıova and Varto regions. Radiometric ages are given in Ma. Active faults are modified
from Herece (2008) and Karaoğlu et al. (2017). Thermal water signifies hot fluids that contain a variety and concentration of dissolved particles consistent with a
thermal origin. The surface temperature of thermal water is higher than 20 °C. Mineral water means that which contains various minerals such as salts and sulfur
compounds. These waters have temperatures lower than 20 °C. Spring water is defined as natural water that was collected from underground sources.
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parameters, comprising the rock structure and the underground water
using the matrix volume fraction, ϴ, as a weighting factor (for further
details see the COMSOL website, www.comsol.com).
In the case of volume averaging, the volumetric heat capacity in the
heat transport equation becomes:
∑ ∑= + −ρC θ p C θ ρC( ) ( ) (1 )p eq
i




and the thermal conductivity becomes:






Solving the heat transport properly generally requires incorporation
of a flow field. There are various situations in the subsurface which
require different approaches to describe the fluid flow mathematically
(Durbin, 1986). In this paper we focus on the macro-scale and also take
into consideration resolution of flow in pores. However, fully-saturated
and mainly pressure-driven flow in deep geothermal strata are suffi-
ciently described by Darcy’s law:




where the velocity field, u, depends on the permeability, κ, the fluid’s
dynamic viscosity, μ and is driven by a pressure gradient, P. Darcy’s law





pε pu Q( ) . ( )p m (8)
as our scenario concerns geothermal time scales, the time depen-
dence is due to storage effects on the flow and heat transfer from the
fluid to solid and vice versa. Therefore, the first term on the left-hand
side of the equation above vanishes because the density, ρ, and the
porosity, εp, can be assumed to be constant. Usually, the temperature
dependencies of the hydraulic properties are also negligible. In some of
our models, especially if the number of degrees of freedom is large, it
can make sense to utilize independence by splitting the problem into a
few time dependant and stationary sections for solution. In the fol-
lowing models, heat transfer from the fluid into solids is only due to
conduction (Taler and Duda, 2006). Fourier’s law also describes how to
define the conductive heat flux, q. This shall be proportional to the
temperature gradient:
= − ∇q k T (9)
∂
∂
= ∇ ∇ +ρC T
t
k T Q( ) . ( )p eq eq (10)
Fig. 3. a) Map showing dominant stress orientations. b) Lower hemisphere equal area projections and striations on the main faults around the Varto-Karlıova region
(data from Karaoğlu et al., 2017). Locations of the fluid measurement sites and kinematic stations are given in the map.




To explore the thermo-mechanical relationships of the fault activity,
hydrogeology, thermal and fluid circulation we carried out an extensive
field study around the Varto-Karlıova region (Fig. 1b). The sampling
strategy was developed based on the geological map, cross sections, and
also fault surfaces.
The sampling study was performed on five hot fluids and two mi-
neral water springs, together with cold waters in November 2008 in the
region shown in Fig. 1b. During the field surveys, some physical para-
meters of water, including pH, electrical conductivity (EC as μS/cm),
temperature (T as °C), redox potential (Eh as mV) and flow rate (Q as L/
s), were measured in–situ with a WTW Multi 340i/SETS. For water-
quality monitoring, four sets of samples were collected from each point:
a 500mL sample for major anions and cations; a 1000mL sample for
tritium isotopes; a 100mL sample for oxygen-18 (18O) and deuterium
(2H), and a 100mL sample for heavy metals and trace elements. To
prevent the complex formation of trace elements with oxygen, samples
were filtered with 0.45 μm filter paper, transferred to 50-mL poly-
ethylene bottles and stored at 4 °C.
5.2. Analytical methods
The heavy metals and trace elements were acidified to pH < 2
conditions by adding 0.5ml HNO3 to prevent the complex formation of
trace elements with oxygen and then analyzed by inductively coupled
plasma–mass spectroscopy (ICP-MS) at the ACME Laboratories in
Canada. Chlorine and HCO3− were determined volumetrically and
SO42− by a gravimetric method in the Hacettepe University in Ankara,
Turkey.
The concentrations of δ 2H, δ 3H and δ 18O isotopes in water samples
were determined in the isotope laboratories of the Hacettepe University
in Ankara, Turkey. The analysis was carried out in accordance with the
standards defined by the International Atomic Energy Agency
(Attendorn and Bowen, 1997). δ18O and δ 2H analyses were conducted
using an MS technique that had an uncertainty of± 0.05% and±
1.0%, respectively. These values are expressed conventionally in delta
notation as a per-mil deviation from the V-SMOW (Vienna Standard
Mean Ocean Water) (Verhagen et al., 1991). Tritium (δ3H) analysis was
conducted with a liquid scintillation counter after electrolytic enrich-
ment of the water samples with an error of± 0.8 tritium units (TU)
(Attendorn and Bowen, 1997).
The data handling was performed by the descriptive manner of
specifying water types (facies), their origins and average reservoir
(host) rock temperature calculation. Piper and Schoeller diagrams are
used to emphasize differences and similarities in terms of water types.
Isotope signatures of samples indicate their origins. Solute geotherm-
ometer equations were applied to calculate average reservoir rock
temperatures.
5.3. Hydrogeochemical properties of water resources
The preliminary evaluation of geological conditions at the site
provides some information regarding depths of water circulation,
bearing potential of the rocks and their influence on spring water
chemistry. To represent the chemistry of the site, twenty water points
were sampled, including five hot water springs, two mineral water
springs, and twelve spring water and surface water (cold water)
(Fig. 1b).
The average discharge of thermal springs ranges from 1 to 5 L/sec in
the study area (Fig. 1b) (Table 1). Surface temperatures of these springs
range from 22.5–32 °C, with electrical conductivity (EC) values from
2100 to 5775 μS/cm. The average discharges of mineral waters at that
site are between 0.5 and 2 L/sec. Surface temperatures were measured
as 13.2 and 14.8 °C. Their electrical conductivity values are also in the
range of 719–751 μS/cm. The average discharges of cold water springs
in the study area are between 1 and 150 L/sec. Surface temperatures of
these springs vary between 4.9 and 11.7 °C and electrical conductivity
values range from 51 to 199 μS/cm. Regarding pH values, water sam-
ples belonging to the site are entirely in the pH range of ˜5.4 - ˜6.2 for
hot and mineral waters, and ˜6.2 to ˜7.7 for cold waters. Thermal
springs have acid character, whereas pH values for cold water springs
change from slightly acid, neutral to slightly basic. The ranges of
physical parameters measured are affected by outcropping rocks and
structural features of the site allow different circulation depths.
Volcanic and sedimentary rocks outcrop in the vicinity of the study
area and the groundwater flow in the volcanic rocks appears to be
controlled by the presence of structural features. The information in-
dicating the circulation depth only arises from alignments of the
springs. Thermal, mineral and cold water springs discharge from rocks
of Upper Miocene and Upper Pliocene age (Yolüstü Formation of Upper
Pliocene, Kohkale Lava and Zırnak Formation of Upper Miocene in
Fig. 2).
These rocks include both volcanic rocks and intercalated volcanic
rocks with continental deposits such as sandstone; therefore, they are
water-bearing formations. In addition to this, the NAF in Upper
Miocene rocks which can outcrop in the study area controls ground-
water transport (see Fig. 1b). Shallow and deep flow paths for the
groundwater are reflected in the chemistry of the springs (Table 2). The
deep flow paths of groundwater resources consist of more ions than the
shallow flow groundwater paths.
On the basis of major ion chemistry, the Piper and Schoeller dia-
grams for the study area are shown in Fig. 4. Both diagrams give not
only information about different water types at the site but also their
evolution. According to the Schoeller diagram, cold waters can be
distinguished easily with low major cations and chloride when com-
pared with geothermal and mineral waters. According to the Piper
diagram and water type classification (Deutsch and Siegel, 1997),
thermal springs are of Na-HCO3-Cl and Mg-Na-HCO3 types; while mi-
neral and cold waters are of Ca-HCO3 type. To compare the thermal
waters with mineral and cold waters, a Cl-SO4-HCO3 a ternary plot was
used (Fig. 5). This diagram covers the entire spectrum of naturally
occurring waters from virtually pure chloride, over mixed chloride-
sulfate, to bicarbonate (Giggenbach, 1988; Nicholson, 1993). For the
hydrogeochemical data, relative portions of Cl-SO4-HCO3 cluster into
steam-condensates and dilute Cl-HCO3 sectors (Fig. 5); see the data
labeled 2. According to the scatter diagram each thermal fluid has
different concentration of SO42− ions (Fig. 6). Sample 2 has a high
SO42−concentration which comes from volcanic units.
The hydrogeochemical facies map of the area is shown in Fig. 7. As
seen in Fig. 7, the lower altitudes contain geothermal waters and the
zone of Na-HCO3-Cl. Cold waters discharge at higher altitudes and they
represent the zone of Ca-HCO3.
When taking account of the linear arrangement of plotted data in
Fig. 4 and the processes of steam condensates and dilution with
chloride acting upon them, water types change from dominant Ca2+
and HCO3− ions to dominant Na+ and Cl− ions as expressed in Eq.
(11).
Ca-HCO3 → Ca-Na-HCO3 → Na-HCO3-Cl (11)
Na+ and Cl− ions are obtained from the altered volcanic rocks.
Consequently, volcanic rocks at the site appear to be the likely host rock
owing to enrichment of Na+ and Cl− ions in the water and abundance
of those elements in minerals in the volcanic rocks. In addition, it is
clear that thermal waters have relatively deeper circulation routes than
cold water under the assumption that they are fluids ascending due to
deep processes (water-rock interaction, boiling, and steam heating; see
Nicholson, 1993 for details) which do not affect their isotope compo-
sitions and originate in descending cold waters.
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5.3.1. Isotope composition of water samples
δ18O (‰) and δ2H (‰) composition of the selected samples is es-
sential to explore whether or not they are meteoric or processed waters.
Craig (1961) demonstrated that the δ18O (‰) and δ2H (‰) ratios of
meteoric waters (precipitation, river and lake samples from various
countries) fit to a line known as the global meteoric water line (GMWL)
represented by the formula in Eq. (12).
δD=8δ18O+10 (12)
However, δ18O and δD values at any locality are strongly dependent
upon distance from the ocean (continental effect), latitude and altitude
(Nicholson, 1993). Thereby, regional (RMWL) and especially local
meteoric water lines (LMWL) are convenient references for under-
standing local groundwater isotope variations with reference to local
meteoric waters (Mazor, 2004). Isotope signatures of groundwater can
shift from meteoric water lines to schematic trends designating pro-
cesses; each process represents a shift in isotopic composition to the
extent that δ2H as well as δ18O enriched. Isotope processes can be se-
parated as surficial and deep processes including surface evaporation
for the former; and water-rock interaction, steam heating and boiling
for the latter respectively. Groundwater influenced by these processes is
defined as processed water mentioned in the first line of this section. To
explore whether the selected samples are processed or not, selected
RMWLs (Gat, 1983; Eisenlohr, 1995) and LMWLs (Sayın and Eyüpoğlu,




δD=8δ18O+10.00 (Global & Central Anatolia)
δD=8δ18O+11.36 (Dalbahçe-Erzurum)
δD=8δ18O+14.87 (Şenyurt-Erzurum) (13)
The data are separated as thermal and cold waters in the diagram
and clustered between the RMWL of Eastern Mediterranean and
Marmara. Isotope signatures of the site data do not show any trend
indicating processes.
The activity of δ3H indicates groundwater circulation time con-
sumed from recharge to discharge and can be simply stated that as the
Table 1
Physical properties of water resources around the study area.
No Easting Northing Elevation (m) Location T (OC) Q (l/s) Ec (μS/cm) pH Salinity (%) Type
1 712506 4339901 1573 Tas Cesme 11.6 3 187 6.22 0 Spring
2 708927 4337029 1465 Alagoztepe Kaplicasi 29.0 3–5 5775 6.04 3.3 Hot water
3 708625 4337352 1434 Alagoztepe Dere Kaplicasi 26.8 5 2100 6.09 1 Hot water
4 710407 4339752 1497 Dipsiz Gol Kaynagi 22.5 1-2 2845 6.19 1.4 Hot water
5 697835 4346054 1520 Guzelkent Koyu 28.2 1 2155 5.75 1 Hot water
6 699782 4352013 2072 TasliYayla 8.9 2 77 7.72 0 Spring
7 696479 4352499 2050 Hizir Cesme 8.6 50 61 7.09 0 Spring
8 694874 4339601 1472 Baskan Kaplicasi 32.0 2334 6.06 1.1 Hot water
9 694153 4337217 1524 Baskan Koyu Maden suyu 14.8 2 751 6.16 0.1 Mineral Water
10 711941 4341403 1659 Acarkent Koyu Kaynagi 11.0 1-2 136 6.50 0 Spring
11 711876 4343505 1848 Oglakci Koyu iki goze 1 10.3 2.5 115 6.54 0 Spring
12 712072 4343678 1910 Soguk Gol Kaynagi 7.2 60 6.68 0 Spring
13 711587 4344202 1857 Yali Golu- Oglakci Koyu 9.2 1 105 6.73 0 Spring
14 700947 4346658 1936 Seki Koyu Kaynagi 9.2 1.8 90 6.93 0 Spring
15 710297 4346997 2089 Cadir Baba Kaynagi 6.7 1 63 7.09 0 Spring
16 709989 4348552 2147 Seki Koyu Seker Kaynagi 4.9 51 7.34 0 Spring
17 717689 4342614 1940 Deregolluk Kaynaklari 7.5 1.5 87 7.11 0 Spring
18 717105 4343680 1901 Kamerkomu Maden suyu 13.2 0.5 719 5.41 0.1 Mineral Water
19 717105 4343680 1901 Hotan Deresi 6.0 150 63 7.30 0 Surface Water
20 713930 4344827 2120 Hotan Kaynagi 5.4 1.5 52 6.42 0 Spring
Table 2
Major anion and cations in water resources around the study area.
NO Na+ K+ Mg2+ Ca2+ Cl− NO2− NO3− PO43− SO4= CO3− HCO3− Li+ F− Br−
mg/L mg/L mg/L mg/L mg/L mg/L mg/L mg/L mg/L mg/L mg/L mg/L mg/L mg/L
1 6.34 2.44 7.82 25.03 2.55 0.00 6.56 0.00 4.40 0.00 110.91 0.00 0.05 0.00
2 970.00 77.15 177.38 218.69 1076.99 0.00 4.22 0.00 38.70 0.00 1971.72 1.26 0.13 0.91
3 335.25 30.35 83.48 100.42 208.93 0.16 0.49 0.00 15.26 0.00 1139.04 0.50 0.38 0.12
4 269.07 25.78 182.74 189.52 77.31 0.00 0.51 0.00 0.86 0.00 2069.68 0.75 0.17 0.07
5 269.04 30.99 118.06 115.20 102.94 0.00 0.39 0.00 11.89 0.00 1391.91 0.60 0.21 0.16
6 3.85 0.84 2.67 26.49 0.55 0.01 6.02 0.00 1.56 0.00 89.34 0.00 0.06 0.00
7 2.64 1.14 2.10 7.08 0.27 0.00 2.06 0.03 0.86 0.00 33.89 0.00 0.04 0.00
8 225.05 34.00 131.36 200.65 37.44 0.00 0.00 0.00 20.09 0.00 1688.28 0.40 0.15 0.00
9 22.13 6.07 50.52 90.75 3.53 0.09 0.29 0.00 9.54 0.00 532.98 0.02 0.19 0.00
10 5.66 1.89 5.57 15.72 0.75 0.00 4.82 0.12 1.50 0.00 77.02 0.00 0.09 0.00
11 4.12 2.30 4.47 14.87 1.06 0.00 5.20 0.14 2.00 0.00 73.94 0.00 0.04 0.00
12 2.68 1.23 2.47 13.22 0.28 0.00 1.99 0.00 0.83 0.00 58.60 0.00 0.04 0.00
13 4.08 1.29 4.38 13.28 0.53 0.00 5.33 0.04 1.49 0.00 70.92 0.00 0.04 0.01
14 3.68 1.36 3.58 16.07 0.63 0.00 5.83 0.02 1.67 0.00 67.78 0.00 0.03 0.00
15 2.63 1.55 2.41 8.45 0.51 0.00 3.19 0.02 2.03 0.00 36.91 0.00 0.02 0.00
16 2.35 1.06 2.08 7.06 0.23 0.00 3.14 0.00 0.78 0.00 33.83 0.00 0.01 0.00
17 4.78 0.97 2.60 12.69 0.44 0.00 2.13 0.00 1.55 0.00 58.54 0.00 0.05 0.00
18 52.80 18.58 27.47 84.29 4.05 0.00 0.00 0.00 6.44 0.00 499.09 0.06 0.21 0.00
19 3.24 1.38 2.08 7.53 0.29 0.04 1.33 0.00 0.85 0.00 36.91 0.00 0.05 0.00
20 2.59 1.34 1.61 8.08 0.29 0.00 3.01 0.00 0.99 0.00 33.89 0.00 0.04 0.00
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lower the δ3H activity in groundwater, the older it is or it has taken a
longer route. This statement is applicable under the assumption of the
piston flow model (no dispersion or mixing between different aged flow
paths; see Kazemi et al., 2006 for details). In this model, the passage of
time through which the activity of 3H decreases can be calculated by
the decay law in Eq. (14) (Kresic, 2007).
3Hs = 3Hoe−λt (14)
where H3 s is the amount of 3H in the sample, H3 o is the activity of 3H in
precipitation, and λ is the decay constant of tritium of 0.056 year−1. In
this equation, the most important point is to determine the δ3H activity
in precipitation, essentially needed for the use of δ3H as a tracer of
groundwater circulation time. Therefore, the activity of δ3H atoms in
precipitation water should be measured to determine peak values of
natural δ3H activity. These types of measurements are related to
thermonuclear testing begun in 1952 (Kazemi et al., 2006). During the
tests, large quantities of tritium were released into the atmosphere;
hence, natural δ3H in precipitation between 5 and 20 tritium units (TU)
stated by Kaufmann and Libby (1954) reached up to several thousand
TU in precipitation (Mazor, 2004). To sum up, in the year 1952 the start
of thermonuclear tests provided an indicator to determine pre and post-
1952 recharge entering into aquifers. To estimate pre and post-1952
recharge at the site, δ3H values in Table 3 are used.
The results indicate that δ3H values lower than 6 TU indicate mixing
of pre and post-1952 recharges, whereasvalues higher than 6 TU are a
sign of post-1952 recharge. Except for the spring labeled 1 which in-
dicates cold water (post-1952), all thermal waters are mixed with cold
waters. In conclusion, although thermal water samples cluster in steam-
heated/condensates and dilute Cl-HCO3 sectors on the Cl-SO4-HCO3
ternary plot (Fig. 9) they do not shift from meteoric water lines.
Fig. 4. a) Piper and b) Schoeller diagrams for the water resources in the study area. The red dots: thermal water, green dots: spring water, yellow dots: mineral water
and blue dots: cold water (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.).
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Therefore, steam-heated conditions are available for the site but for
robust checking, solute geothermometers were used. It was expected
that the host rock temperature is lower than that at steam condensate
conditions.
5.3.2. Application of geothermometers to the site data
Chemical analyses of geothermal fluids can be used to estimate
subsurface reservoir temperature. The results are given in Table 4. For
robust checking, appropriate solution geothermometers given are ex-
plained by providing Giggenbach (1988) and SI diagrams (Reed and
Spycher, 1984). The ternary plot of Na/1000–K/100–Mg1/2 of
Fig. 5. Cl-SO4-HCO3 Ternary diagram for the water resources in the study area.
Fig. 6. Scatter diagram and trend lines for the water resources in the study area.
Ö. Karaoğlu, et al. Geothermics 81 (2019) 168–184
176
Fig. 7. Hydrogeochemical facies map of the site.
Table 3
Isotope values of the selected samples.
Sample No δ18O (‰) δ2H (‰) δ3H Values (TU)
1 −10.59 −65.86 6.40
3 −12.51 −82.50 0.40
4 −12.48 −78.47 0.00
5 −12.17 −79.81 0.95
8 −12.50 −80.41 0.20
Fig. 8. δ18O versus δD diagram for the thermal waters in the study area.
Fig. 9. Thermal waters on Na-K-Mg Triangle diagram for the study area.
Table 4
Reliable solute geothermometers results.
Geothermometers Reference *2 *3 *4 *5 *8
Silica (β-Cristobalite) Fournier (1991) 54 55 55 70 80
Li-Mg Kharaka and Mariner (1989) 66 54 54 54 44
* All calculated values are in ºC.
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Giggenbach (1988) is a method to discriminate mature waters which
have attained equilibrium with relevant hydrothermal minerals from
immature waters and waters affected by mixing and/or re-equilibration
at low temperatures during their circulation (Fig. 9). All samples
plotted in the immature water zone in Fig. 9. Reservoir temperature
values estimated by this method are invalid because thermal waters mix
with some proportions of both cold and mineral waters. Na-K geo-
thermometers thus provide unacceptable results for groundwater sam-
ples from this site.
A different approach to geothermometry (Reed and Spycher, 1984)
is illustrated in Fig. 10, where SI (Saturation Indices) are computed as a
function of temperature. In the calculation of the mineral saturation
indices, the PhreeqC code (Parkhurst and Appelo, 1999) was used. It is
easy to note that thermal waters are saturated with respect to dolomite,
calcite and aragonite between 50 °C and 80 °C, thus suggesting this
range of temperature as reliable for the deep geothermal reservoir
temperature (Baba et al., 2010).
5.4. Thermal numerical modeling setup
In order to investigate magma heat transfer and fluid circulation a
series of models is created that replicate the heat from a crustal shallow
magma chamber which is overlain by a series of faults. The geometry of
the models is based, as closely as possible, on the geology of the region.
The various mechanical properties that are input into the models are
investigated to obtain the most realistic outputs in terms of surface
water temperatures. In the first set of models, shown in Fig. 11, vertical
fault zones are simulated, each with a different permeability (k). The
fault connects a magma chamber with an internal temperature of 900 °C
to the surface, the geometry of the magma chamber is not generated
and so we simply assign a ‘hot’ boundary. The surface temperature in
this model is defined as with atmospheric conditions and so is 25 °C.
The bottom of the model is defined with magma chamber conditions
and so the given pressure and temperature conditions in this area are
10MPa and 900 °C respectively, based on an intermediate magma
composition (Murase and McBirney, 1973). The lower boundary is
fixed, and both the left and right boundaries have no additional load
but they are allowed to deform. The upper boundary is a free surface (a
region free from shear stress). We present four models of this type
(Fig. 11 a,b,c and d) to show the effect of permeability which varies
across a narrow range (from 1×10−15 in part a to 4.3× 10−15 in part
d) of fluid velocities. Fluid rises in this model as we impose a tem-
perature gradient of 25 °C / km. As such the body temperature in the
model varies over distance according to the equation T = (D.x) + 25.
In Fig. 12 we extend the results from Fig. 11 to investigate the ef-
fects of both fault width and fault permeability on heat transfer within
the fault. In total we present 18 models, with six different perme-
abilities (1.0× 10−15 m2 – 4.3× 10-15 m2) and three different fault
widths (1 m, 5m and 10m). The models are designed with permeability
steps of 0.1× 10−15 m2 and fault width steps of 0.1m between the
minimum and maximum ranges. In total, 430 different permeabilities
over 100 different fault widths were investigated, here we present 18
representative model results from the full suite of model runs. We run
the models to obtain a surface temperature of around 50 °C so as to
Fig. 10. Changes in the selected mineral saturations of thermal waters at different temperatures in the Varto Geothermal Region.
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compare with the field results.
In Fig. 13 we present a series of linear elastic stress models. These
models consider the effects of regional tectonic loading on the fault
zones of the KTJ. We imported a surface plan view of the faults from
geological maps (Karaoğlu et al., 2016) (Fig. 12a), and then assigned a
boundary horizontal extension (Fig. 13b) or compression (Fig. 13c) of
5MPa. The resulting models (Figs. 13b and 13c) show the concentra-
tion and linkage of tensile stresses around the faults.
In the next set of models (Figs. 14,15) we use the results from the
baseline models presented in Figs. 11–12 and combine these with the
geological setting of the Karliova region (Fig. 13). The faults in plan
view (Fig. 13) are extrapolated throughout the crust based on a contant
dip, and interactions are inferred (Karaoğlu et al., 2016). The boundary
conditions in Fig. 15 are fixed with a constraint on the horizontal edges,
a set pressure and temperature on the lower boundary and a free sur-
face on the upper boundary. The deepest fault inferred is around 10 km,
and so we set a pressure gradient of 10MPa/km, and a temperature
gradient of 25 °C/km. A porous medium with a very low permeability
was defined as the host rock in order to prevent fluid leakage from the
fault to the host rock. The system cannot model fluid losses and so heat
transfer takes place only from the fluid to the solid. This happens while
the fluid is passing within the fault as the model edges are fixed for any
Y direction movements. For this reason, this model will not be affected
by the fault zone to the right or left side of the model or by any effect
from these two sides of the medium.
In Fig. 15, we plot the fluid velocity field in several orientations
although the fracture network that creates the permeability is assumed
to be isotropic. This is a limitation that we seek to investigate further in
the future as it is well known that fault zones in complex tectonic re-
gimes may be overprinted with anisotropic fracture networks (e.g.,
Browning et al., 2018).
6. Results
6.1. Fluid and solid interactions
In order to better understand fluid and heat transport throughout
crustal structures such as permeable faults, we created models to in-
vestigate the effects of fluid and heat transfer (Figs. 11 and 12). In
Fig. 11 we show how fluid velocity changes within the fault zones as a
function of permeability. These models represent fluid at pressures of
10MPa injected into the fault (Fig. 11). The fault zone has a fixed size
but the permeability varies by a factor of four. Permeability values are
1×10−15 m2 to 4.3×10−15 m2. In all the models the fastest velocities
are found in the centre of the fault (assuming a homogenous fracture
network), simulating a Poisuelle like flow. In the faults with the lowest
Fig. 11. Fluid velocities as a function of permeability change. The fault in a) has a permeability of 1.0× 10−15 m2 in part b) has a permeability of 2.1×10-15 m2, in
part c) has a permeability of 3.2×10-15 m2 and in part d) has a permeability of 4.3×10-15 m2. In the model we also impose a temperature gradient from 900 °C at
the base of the model to 25 °C at the surface. The maximum velocity field is found in the fault with the largest permeability as expected.
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Fig. 12. Fluid heat loss in the modelled fault as a function of fault width (L), and permeability (k). The three different fault widths shown are 1m, 5m and 10m. The
six different permeabilities (k) shown are 1) 1.0×10−15 m2, 2) 1.5×10−15 m2, 3) 2.1× 10−15 m2 4) 2.7×10−15 m2, 5) 3.2×10−15 m2, and 6) 4.3× 10−15 m2.
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permeabilities (Fig. 11a and b) the initial fluid velocity decreases al-
most immediately after fluid injection and is sustained for a maximum
of 40% of the fault length. However, when the permeability is increased
(even if only by a factor of 4) the initial injection fluid velocity is
sustained for almost the entire length of the fault (Fig. 11c and d).
The rate at which fluids can pass through the fault network
obviously has impllications for how quickly heat within the fluid and/
or gas is transferred to the surrounding rocks. Essentially when a fluid
or a gas is flowing with a high velocity, there will be less interactions
with the rock body so less heat is transferred to the porous medium. In
Fig. 12 we consider this problem by presenting models that investigate
how the temperature of the fluid with an initial magma temperature of
900 °C interacts with the body (crustal rocks) while it moves vertically
through the fault to the surface (Fig. 12). Over the 10 km of the fault the
fluid loses almost allit’s heat, around 875 °C depending on the perme-
ability of the fault. We find, in all cases, that fault width has little effect
in changing the temperature distribution. It is clear that the hot zone in
part A5 (Fig. 12) is 4 times higher than A1 (Fig. 12). In A1 (Fig. 12), the
temperature decreases rapidly to 700 °C (within a few tens of metres).
In Fig. 12, part A6, the fluid remains with a temperature of 900 °C for
almost 50% of the fault length. The body (crust) of the model medium
uses the elastic parameters of Young Modulus (E) 40 GPa, Poisson’s
ratio 0.25 and a density of 3300 kg/m3. The fluid thermal conductivity
is 6[W/(m*K)], the fluid ratio of specific heat is 1, and the fluid heat
capacity at constant pressure is 4200[J/(kg*K)]. The heat transfer
coefficient, heat convection and heat conduction will all affect the fluid
flow in the fault.
Both these models show that the properties of the material within
the fault and their respective damage characteristics have significant
effects on controlling the movement of both fluid and heat.
6.2. Stress intensity around the Karlıova triple junction
In order to better understand the mechanical relations between
stress intensity and thermal fluid discharge to the surface, a series of
stress models were created (Fig. 13). These models are very important
in terms of identifying the location of thermal fluid outflow points as
tensile stress intensity may indicate areas of fracture and fault dilation
and hence increased permeability. The stress concentration models
show that the main faults (e.g. NAF, EAF and VFZ) are zones of max-
imum stress concentration and are thereby likely to control the majority
of fluid flow within the region (Fig. 13). During periods of regional
extension associated to extrusion of the Anatolian plate we find that the
main result is that a NE-SW strike is dominant for the main crustal
strain deformation (e.g., Karaoğlu et al., 2017, Fig. 3 and b). During
periods of regional compression we find a N–S compressional de-
formation is the main driving deformation process in the Karlıova
Triple Junction (e.g., Karaoğlu et al., 2017, Fig. 3 and c).
6.3. Fluid circulation models in the KTJ
To investigate fluid circulation throughout the upper crust for the
specific case of the KTJ, some additional models were developed (based
on heat transfer and velocity considering the geological setting around
the KTJ, Figs. 14 and 15). In this model, velocity changes were observed
in the fault zone based on permeability changes. The velocity changes
in each fault show how it is possible to have fluid flowing inside that
fault. It is very important to determine why hot fluid concentrates in
some areas and not in others. Rivers are fed by both hot and cold waters
sourced from underground but the situation is even more complex as
some of the rivers are relatively close to each other. This is one of the
challenges that we attempt to deal with using geomechanical rationale
which highlights why both hot and cold fluids can form over very
narrow areas (Fig. 2). The origin of hot waters can then be discussed but
for this discussion it is necessary to return and use model setups from
the model series A–C (A1-6) (Fig. 12).
In Fig. 15 we present the pressure changes within the faults (Fig. 15
A1-B1), the resulting fluid velocities (Fig. 15 A2-B4), and the tem-
perature field (Fig. 15 A5-B5). In Fig. 15 A1-B1 we note that pressure
concentrations around the faults increase from this deformative fault
zone at outer province. This pressure value reaches to 6MPa through
the upper crust where the western part of the KTJ is (Fig. 13 A1-B1).
Fig. 13. a) Surface view of the model setup where the lineations simulate faults
based on the geological setting along the Karlıova Triple Junction region. The
only loading in these models is regional horizontal extension or compression. b)
Modelled minimum principal compressive stresses induced from regional hor-
izontal extension of 5MPa. c) Modelled minimum principal compressive
stresses induced regional horizontal compression of 5MPa. NAFZ: North
Anatolian Fault Zone, EAFZ: East Anatolian Fault Zone, VFZ: Varto Fault Zone,
KTJ: Karlıova Triple Junction.
Fig. 14. A two dimensional vertical cross-section through a N–S striking profile
of the faulted region around Varto caldera. The fault geometry is used as the
model setup where each fault is assigned a different permeability. In all cases
the top surface is unconstrained, whereas the x and lower y boundaries are
fixed. The lower boundary of the model is assigned a starting temperature of
900 °C and the upper surface (free surface) is set at an atmospheric temperature
of 25 °C.
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The minimum pressure value of 1MPa (maximum) is characteristic for
the fault zone (Fig. 13 A1-B1).
In Fig. 15 A2-B4 we compare the effects of different permability
values on fluid velocity. The main finding is that increasing the per-
meability increases the fluid velocity at faults (Fig. 15 B2-B4). Applying
a value of the 4.3× 10−15 m2 rather than 1×10−15 m2, which is in
the total velocity field, clearly demonstrates the effect of the fluid ve-
locity within these faults. We note that a fault placed at the eastern side
of the section show a value from 5.0 to 5.6× 103 μm/s (Fig. 15 A2-B2).
Such an effect can be observed in all faults (Fig. 15 A2-B2). In Fig. 15
A3-B5 in the E–W profile we apply vertical and horizontal fluid velocity
cases. We note again that there is a substantial incremental change
between vertical (Fig. 15 A3-B3) and horizontal cases (Fig. 15 A4-B4).
While this fluid velocity value is around 5.4×103 μm/s (Fig. 15 B3),
the values around 4.4× 103 μm/s (Fig. 15 B4).
Our numerical model indicate that the temperature field show
markedly greater values around the fault zone (Fig. 15 A5-B5). These
value reach to 900 °C particularly in the deeper zone, whilst the tem-
perature show a decrease (between 100–300 °C) where the cross faults
interact to each other (Fig. 15 A5-B5). We note that there is no sub-
stantial effect of the changing of permability values on temperature
field (Fig. 15 A5-B5).
In this model, it can be observed that pressure is relatively constant
at different permeabilities and so the temperature does not change
dramatically. The temperature inside the fault zone changes similar to
the model in Fig. 15 (A5 and B5). The model also displays how per-
meability in the fault zone affects fluid circulation, while there is no
substantial impact on the solid porous matrix.
7. Discussion and conclusions
Kinematic data is a very useful tool to better understand the epi-
sodic deformational fields and fluid circulation interactions throughout
the crust underneath the KTJ region (Fig. 3). Field studies coordinated
with kinematic data show that the complexity of these fault deforma-
tions indicate variations in the local stress field following initial activity
of a westward extrusion of the Anatolian plate since 6 Ma. The direction
of the compressive principal stress (σ1) has been shifted during this
deformational period. This direction and local stress fields imply major
controls of both magmatic fluids on magma propagation as an in-
dividual volcano, or fluid circulation throughout the crust in the region
(Fig. 3).
Since Late Miocene, deformation of the KTJ has been controlled by
the combined effects of continuing compressional tectonics due to a
Fig. 15. Fluid circulation in the fault zones around the Karlıova region. A1) regional pressure at permeability 1× 10−15 m2, B1) regional pressure at permeability
4.3× 10−15 m2, A2) Fluid velocity within a fault of permeability 1× 10-15 m2, B2) Fluid velocity within a fault of permeability 4.3×10−15 m2, displaying the total
velocity field in both cases. A3) Fluid velocity within a fault of permeability 1× 10-15 m2, B3) Fluid velocity within a fault of permeability 4.3×10−15 m2,
displaying only the x direction (horizontal) flow in both cases. A4) fluid velocity within a fault of 1×10−15 m2, B4) fluid velocity within a fault of permeability
4.3× 10−15 m2, displaying only the fluid velocity in the y direction (vertical) in both cases. A5) temperature field at permeability of 1× 10−15 m2, B5) temperature
field at permeability of 4.3×10-15 m2.
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regional shortening of Eastern Anatolia. This shortening is represented
by a local stress field, and the westward displacement of Anatolia,
which has kinematically responded through a local extensional stress
field and coincides with transtensional tectonics (Fig. 3). In this fra-
mework, a successive and reactive tectonic motion has caused the in-
cremental complex movement of numerous fault blocks which have
resulted in mostly non-thermal but rarely thermal fluid circulation
within intensely-deformed crustal materials. This is illustrated by the
local stress fields and thermal and non-thermal spring points (Fig. 3).
We note that non-thermal fluids are likely concentrated around zones of
high minimum principal compressive (maximum tensile) stress (σ3)
(Fig. 3). Although these zones are expected as sources for thermal
waters, the non-thermal waters like thermal waters tend to also circu-
late within the upper crust. These non-thermal waters may therefore be
circulating in open fractures and faults in the upper level of the crust,
but have not yet been subject to heating processes. Thus, these non-
thermal waters may be temporally younger than other thermal water
sources.
The fault stations of F3, 5, 8, 11, 15 and 16 show that an extensional
regime agrees well with the location of non-thermal waters (Fig. 3).
However, both non-thermal and thermal waters are found to circulate
not only in extensional but also in compressional regimes (Fig. 3). So,
the combined field and numerical studies show that crustal hetero-
geneity in the form of faults, as well as fault attitude and mechanical
properties of both the crust and crustal faults, below the KTJ encourage
fluid circulation in the region.
Field data and results from a suite of numerical modeling tests in-
dicate that thermal water transport is influenced by the depth of in-
truded magmas and the permeability of crustal faults in the upper crust.
Magma chamber location plays a prominent role in the surface
discharge of hot water around the Varto region (Fig. 1b). The thermal
water discharge points are located just between the Varto caldera to the
north, and the Özenç volcano to the east (Fig. 2). Numerical models
indicate that maximum tensile and shear stresses concentrate at the
lateral margins of magma chambers and at the Earth’s surface above the
magma chamber (see Karaoğlu et al., 2016). These stress accumulation
zones are directly associated with thermal water circulation through the
crust (Fig. 13). So, these thermal water locations in the region might be
related to this stress intensity and fluid interaction. In volcanoes
worldwide, the thermal water cycle might be used to indicate the lat-
eral margins of magma chambers as zones of increased faulting and
fracturing.
Hydrogeochemistry of the samples indicates that thermal water
springs are likely heated by steam. Field studies, hydrogeochemical
data and numerical models suggest that the magma systems beneath
both the Varto caldera and the Özenç volcanoes are the main heat
source for thermal water in the Varto region.
The results reveal that most water in the study area comes from the
outcropping volcanic rocks in the Varto Region. The rocks demonstrate
typical characteristics of water resources which originate in highly
fractured volcanic formations where water seeps through cracks and
faults and flows to the surface at lower elevations. On the basis of major
ion chemistry, the Piper and Schoeller diagrams (Fig. 4) show that the
majority of the cold water resources are of the Ca-HCO3 type and the
thermal water of the Na-HCO3-Cl type. As the fractures allow a deep
circulation of groundwater and a dominant NA–Cl component, we infer
that the waters have a volcanic origin. However, the hot waters have
the same recharge area as the cold waters. Reliable reservoir tem-
perature ranges for hot waters were obtained with Li-Mg and β-Cris-
tobalite geothermometers as 44–66 °C and 54–80 °C, respectively. These
values were also checked with Saturation Indices (SI) vs T diagrams.
Results of SI vs T diagrams indicate equilibration with calcite and
aragonite. The result shows that jointed volcanic rocks are a reservoir
for the geothermal system and that the heat source for the geothermal
fluid is the magma chamber.
Fluid and solid interactions and fluid circulation models show the
role of fault permeability on heat loss during fluid circulation. Also
Fig. 12 illustrates what happens to fluid heat loss when the fault per-
meability and fault width changes. The main boundary condition is the
constant injection pressure of 10MPa. As the pressure is constant and
dependent on the injecting boundary, fault width has no obvious effect.
The permeability ranged from 1×10−15 to 4.3× 10-15 m2. When the
fault permeability increases, heat loss from 900 °C to 50 °C takes place
over a longer distance. In Fig. 15, the model is a combination of two
previous models. The same effect of changing permeability of the fault
was investigated in a porous medium. The model illustrated that in-
creasing permeability from 1×10−15 to 4.3× 10-15 m2 can sig-
nificantly affect the fluid pressure drop. Fluid injected at pressure de-
clines from 10MPa to atmospheric pressure over a smaller distance
when the permeability is very low. The additional physical parameters
added to Fig. 15 is the porous medium body temperature, and also the
effects of stress and strain on fluid circulation in the porous medium
where observed. These effects usually have little or no impact. How-
ever, those effects are very substantial and visible near the boundary
area of the fault zone and the porous medium. In these models the
detailed structural geology and fault zone are presented to illustrate
how a relatively small permeability variation from 1×10−15 to
4.3×10-15 m2 can significantly affect fluid circulation in fault zones.
The result is important as the permeability of fault zones can be het-
erogeneous (Mitchell and Faulkner, 2009) and so for a proper under-
standing of geothermal resources and hot water fluid circulation this
must be considered.
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 Over view of critical evaluation, limitations and 
future directions 
 
 Finite elements for cohesive cracks 
 
Moës and Belytschko (2002a, b) presented first implementation of cohesive cracks in 
XFEM. This method was applied for modeling of arbitrary cohesive cracks propagation, 
whereas propagation of the cohesive zone was dependent to the amount of stress 
intensity factors at the tip of the crack. Crisfield and Alfano (2002) described a method 
for modelling delamination in fibre-reinforced composite structures with the aid of a 
decohesive zone model and interface elements. In this study, the elements around the 
softening process zone were enriched with hierarchical polynomial functions. Zi and 
Belytschko (2003) developed an extended finite element method scheme for a static 
cohesive crack with a new formulation for elements containing crack tips. All cracked 
elements were enriched by the sign function so that no blending of the local partition 
of unity would be required. A methodology for the simulation of quasi-static cohesive 
crack propagation in quasi-brittle materials was presented by Mariani and Perego 
(2003), where a cubic displacement discontinuity, able to reproduce the typical cusp-
like shape of the process zone at the tip of a cohesive crack can propagate without any 
need to modify the background finite element mesh. Belytschko et al. (2003a) 
developed a methodology for switching from a continuum to a discrete discontinuity 
where the governing partial differential equation loses hyperbolicity. Larsson and 
Fagerström (2005) presented a theoretical and computational framework, which 
covers both linear and non-linear fracture behaviors. Analysis of three-dimensional 
crack initiation and propagation for the quasi-static cases has been the issue for a study 
by Areias and Belytschko (2005a). Xiao et al. (2007) illustrated modulus iteration 
scheme which is an incremental secant using the extended or generalized finite 
element method. This method was used to simulating of crack propagation and 
initiation process in only quasibrittleness materials. Asferg et al. (2007) also employed 
a new method by partly cracking the XFEM element for cohesive crack propagation 
with extra enrichments to the cracked elements. This part work with the extra 
enrichments, therefore the element include the crack-tip becomes capable to model 







Figure 7.1 crack opening and crack mouth opening relation during dynamic fluid driven fracture 
propagation 
Hence also capable enough to model when symmetric stresses are present on the side 
of the crack wing. Bordas et al. (2007) had present a library for XFEM , which provides 
a tool for computations in geomechanical and geoscience system. Benvenuti et al. 
(2008) introduced continuous to discontinuous displacements just by regularizing 
XFEM model for the transition form. the regularized solution is defined in a layer where 
the mechanical work spent within it can be interpreted as an interface work provided 
that a spring-like constitutive law is adopted. Later Benvenuti (2008) employed this 
approach specifically for embedded cohesive interfaces. Deb and Das (2010) 
represented an XFEM model for the analysis of discontinuities in rock masses, where 
strong discontinuities in 3 and 6 nodded triangular elements are investigated with 
single and multiple discontinuities. In a study by Xu and Yuan (2011), the cohesive zone 
model with a threshold is introducing and applying this method for simulating different 















































Figure 7.2. Stresses, pressure and displacement of hydraulic fracturing 
Campilho et al. (2011b) preformed a study on strength prediction of single- and 
double-lap joints. Campilho et al. (2011a) studied fracture characterization of adhesive 
joints in pure mode I. In this work XFEM is used to predict the fracture behavior of a 
thin layer of adhesive between stiff and compliant adherends. Mougaard et al. Zamani 
et al. (2012) performed a comprehensive study on the use of higher-order terms of the 
crack tip asymptotic fields as enriching functions for XFEM for both cohesive and 
traction-free cracks. Zhang et al. (2013) performed seismic cracking analysis of 
concrete gravity dams with initial faults by using the XFEM. In this study the cracking 
process and final crack profile of Koyna dam during the 1967 Koyna earthquake are 
simulated. Mougaard et al. (2013) introduced a complete tangent stiffness for XFEM 
by including crack growth parameters, which is based on the virtual work together with 
the constitutive conditions at the crack tip. 
 





Composite structures have been of great concern for possessing advantages of 
multiple materials resulting in substantial economic benefits. Material 
inhomogeneities result in discontinuous displacement gradient which is referred to as 
weak discontinuities. Sukumar et al. (2001) studied this issue in the context of XFEM 
for the first time and proposed a methodology to model arbitrary holes and inclusions 
without meshing the internal boundaries. The introduced method couples the XFEM 
to the level set method, which is used for representing the location of holes and 
material interfaces. Chessa et al. (2003) developed an enhanced strain formulation 
which leads to good performance, in which the optimal rate of convergence is 
achieved. Yvonnet et al. (2008) presented an efficient numerical approach to dealing 
with the interface effects described by the coherent interface model and to 
determining the size-dependent effective elastic moduli of nanocomposites. Ventura 
(2008) developed a new technique, based on mapping the enrichment functions onto 
polynomials with applications to cracks and dislocations, in which the location of the 
singularity/discontinuity is accounted for via the equivalent polynomial coefficients. 
Gracie et al. (2008a) developed a new method for modeling of dislocations, which is 
improved by adding enrichments about the dislocation core. Zhang and Li (2009) 
studied the mechanical responses of viscoelastic materials with inclusions. In this 
research the full integration scheme is used for the low Poisson ratio problem and the 
selective integration scheme treating the volumetric locking for problem high Poisson 
ratio often encountered in viscoelastic materials. Dréau et al. (2010) studied XFEM 
enrichment to handle material interfaces with higher orders, which is used to improve 
the geometrical representation of surfaces. Aragon et al. (2009) presented new 
enrichment functions which allow solving problems with multiple intersecting 
discontinuity lines, such as those found at triple junctions in polycrystalline materials 
and in actively cooled microvascular materials with complex embedded networks. 
Nouy and Clement (2010) proposed an extended stochastic finite element method for 
the numerical simulation of heterogeneous materials with random material Interfaces, 
which is based on a marriage between the XFEM and spectral stochastic methods. 
Oswald et al. (2009) represented a model for dislocations based on the XFEM, which is 
developed for thin shells such as carbon nanotubes and thin films. In this study singular 
enrichments are proposed which allow the Peach-Koehler force to be computed 
directly from the stress field along the dislocation line. Later, Oswald et al. (2011) 









Figure 7.3. A uniformly reinforced plate with circular fibers. 
FEM STD XFEM 
   
Figure 7.4. Normal stresses σx contours of a composite material with circular fibers example 
Hiriyur et al. (2011) represented an extended finite element method coupled with a 
Monte Carlo approach to quantify the uncertainty in the homogenized effective elastic 
properties of multiphase materials. (2011) developed a multiple level set strategy to 
prevent numerical artefacts in complex microstructures with nearby inclusions within 
XFEM. According to this research work, whenever the distance between two inclusions 
is small enough to be comparable with the mesh size, an improved algorithm will be 
activated which improves convergence and accuracy of the numerical solution. Curiel 
Sosa and Karapurath (2012) presented an application of the XFEM for simulation of 
delamination in fibre metal laminates. An important issue in practical application has 
been crack initiation/propagation phenomenon occurring in composite Medias. 
Sukumar et al. (2003b) presented a numerical model of microstructural effects in 
brittle fracture, with an aim towards the understanding of toughening mechanisms in 
polycrystalline materials such as ceramics. Later Sukumar et al. (2004) extended this 

























Figure 7.5. A composite material with unidirectional longitudinal fibers: Problem definition.  
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Figure 7.6. Normal stresses 𝜎𝑥 contours of a reinforced plate with unidirectional longitudinal fibers. 
In this study, new crack-tip enrichment functions are chosen as those that span the 
asymptotic displacement fields for an interfacial crack. Liu et al. (2004) developed a 
XFEM formulation to directly evaluate mixed mode stress intensity factors (SIFs) 
without extra post-processing for homogeneous materials as well as for bimaterials. 
Ventura (2006) proposed an algorithm to eliminate quadrature subcells for 
discontinuous functions in the XFEM. Hettich and Ramm (2006) investigated a detailed 
geometric modeling of multi-phase materials, as well as at a local mechanical modeling 
of material interfaces and interfacial failure. Yan and Park (2008) applied the extended 
finite element method for the simulation of near-interfacial crack propagation in a 
metal-ceramic layered structure. Huynh and Belytschko (2009) represented methods 
for treating fracture in composite material by XFEM, where both full 12 function 
enrichments and approximate enrichments for bimaterial crack tips are employed. 
Singh et al. (2011) represented the numerical simulation of 
inhomogeneities/discontinuities (cracks, holes and inclusions) in functionally graded 
materials (FGMs) using extended finite element method. Menk and Bordas (2011) 























the one of the finite element matrices without any enrichment. This is of great 
importance since the resulting stiffness matrices from XFEM can become ill-
conditioned, which ends in iterative solvers need a large number of iterations to obtain 
an acceptable solution. Pathak et al. (2012) simulated bi-material interfacial cracks by 
using element free Galerkin method (EFGM) and XFEM under mode-I and mixed mode 
loading conditions. Wang et al. (2012) presented a numerical simulation of crack 
growth in brittle matrix of particle reinforced composites. Jiang et al.  
 
  Thermal effect of magmatic intrusions 
 
The thermal effect of sills on a sedimentary basin is a complex topic, with many factors 
to consider, for example, how the sill diffuses heat can be different depending on the 
type of material the sill is formed of. Also how well the host rock absorbs the heat from 
the sill may impact whether source rock is matured or over-matured. The COMSOL 
models show how the heat diffuses out from the sill body as the sill is solidifying. The 
temperature is naturally lower, the further away from the sill. The quicker the 
solidification rate, the quicker the cooling rate, inferring that diffusion of heat to the 
surrounding rock happens quickly.  
 
Figure 7.7 - Schematic representing convective heat flow in columns in a sill (Source: Budkewitsch and 
Robin, 1994). 
A longer solidification may result in the sill not cooling down, increasing the likelihood 
that the sill will evolve into a shallow magma chamber. Thus, learning about how sills 
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evolve and cool has wider implications, in that information can be learnt about shallow 
magma chamber formation and consequently help in volcanic eruption prediction 
(Gudmundsson, 2012). This is a very basic model. There are several other factors which 
have not been considered, such as thermal conductivity, magma heat capacity, magma 
density, crystallisation heat, density of host rock and sill composition. Also, the host 
rock temperature and sill temperature will vary, which will change cooling times. How 
well the surrounding host rock absorbs the heat and how it impacts the potential 
organic matter can be judged on vitrinite reflectance (VR) data. VR is a method of 
measuring how much organic matter is in a material. This process can be done when 
solidification is complete (Fjeldskaar et al, 2008). Fjeldskaar et al (2008) suggest that a 
120m thick-sill produces a theoretical VR value 0.8% 100m away from the sill. 
Representing how these thick sills play an important role in influencing the organic 
matter. Hence, why the sills collected in this study have positive associations with 
maturation of the basin. For instance, the Faroe- Shetland basin, Vøring basin, Bight 
basin, and Greenland basin to name a few have all reported sills increasing the 
maturation of organic matter with associated higher VR values (Eide et al, 2016; Rateau 
et al 2013; Schofield and Totterdell, 2008). The sill itself can also be broken down 
further. From published literature, we know that the sill is broken into segments. These 
segments in the field can be seen as cooling joints. The sill will be split into columns 
and these will be perpendicular to the direction of maximum tensile stress 
(Budkewitsch and Robin, 1994). Heat loss will occur in both conductive and convective 
ways (Budkewitsch and Robin, 1994). 
 
Figure 7.8. Thermal effect of vertical intrusions (Dike) during solidification process 
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The solidification times suggest that the larger the sill, the longer it will take the sill to 
cool. This study has only really concentrated on sills as individuals, but they can occur 
in clusters and as a cluster, they can create a higher ambient temperature too, as 
indicated by the COMSOL models. Sills also have a local thermal impact (Fjeldskaar et 
al, 2008). Around the sill is an aureole and depending on the size of the sill, it will have 
varying impacts. Fjeldskaar et al (2008) implies the thermal maturity effect 30-50% of 
the sill thickness. Temperatures generated by the sills are extremely high, as the initial 
temperature of the sill can be between 1000-1200°C (Gudmundsson, 1990). In 
addition, the COMSOL models suggest that multiple sills will create a higher 
temperature profile (Fig 8.7). To produce oil from organic matter the temperature 
needs to be raised to above 60°C and for gas up to 225°C (Stonely, 1995). Over this 
temperature will cause over-maturation. Therefore, it is clear how sills can cause over-
maturation of source rock because of the intense initial temperature. 
  
Figure7.9. Heat transfer between dike and host rock and investigating the phase change 
However, it would depend on how quickly the sill cools (thus size of sill) and how far 
away the source rock is, as well as the timing of events in the basin. If vertical 
displacement increases with the size of the sill, as is suggested by the collected data, 
then this would increase the likelihood of fractures developing in the overlying strata. 
However, these measurements are based on a diameter that considers the sill does 
not have a complex structure and does not consider the different shapes of the sill. For 
instance, a sill may taper towards its end. If this sill tapers gently from a maximum 
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thickness in the middle to a very thin outer rim, the monocline created will also be 
gentle. Iceland relies significantly on geothermal systems for energy, it is vital to study 
them from every possible angle to maximize the efficiency and sustainability of the 
energy production. Important components of the geothermal systems to study are the 
shallow magmatic intrusions that are the driving forces of high-temperature systems 
(Arnórsson, Axelsson & Sæmundsson, 2008). They are however inaccessible for direct 
studies in active systems but, eroded intrusions can give important information to 
enhance our understanding of heat sources in geothermal systems. Studying the 
details of solidified intrusions, which are directly accessible, can improve 
interpretations of data from geothermal exploration. Data that is collected at the 
surface to reconstruct the sub-surface formations in geothermal systems is generally 
collected with geophysical and geochemical methods (Van der Meer et al., 2014). 
Results from the methods are then of great use as input parameters when it comes to 
evaluating production capacities or forecasting the behavior of geothermal systems 
with numerical models (Franco & Vaccaro, 2014). Numerical models have been used 
by the geothermal industry for reservoir modeling since the 1980s and the most 
common software used is TOUGH2 (O’Sullivan, Pruess & Lippmann, 2001). Geothermal 
areas in Iceland have been modeled with this software to simulate the behavior of the 
systems under production (e.g. Björnsson, 1999; Björnsson et al., 2003; Gunnarsson, 
Arnaldsson & Oddsdóttir, 2011). However, models like that do not include the heat 
source of the geothermal fields, the solidifying intrusions. They are assumed to be out 
of the depth range of the models and are compensated by setting the boundary 
conditions of the bottom layer according to that. 
Events confirming this have occurred in geothermal areas at Krafla. Magma reached 
the depth of production wells during the Krafla fires and even erupted from one 
borehole (Larsen, Grönvold & Thorarinsson, 1979) and magma has been intersected 
during drilling in the area (Elders et al., 2011). It is therefore important to include the 
geometry of the magmatic heat source in geothermal models. Studies performing 
numerical modeling of fluid flow around magma bodies were first published in the late 
1970s (Norton & Knight, 1977; Cathles, 1977). Most studies model plutons geometries 
on a kilometer scale (e.g. Hayba & Ingebritsen, 1997; Eldursi et al., 2009), which is not 
representative for shallow geothermal systems where most of intrusions are  dikes and 
sills (e.g. Kennedy et al., 2018). Therefore, there is a gap in research that needs to be 
bridged by modeling shallow geothermal systems including the geometry of their heat 
sources (Gunnarsson & Aradóttir, 2015). There has been a lot of research on the 
192 
 
thermal effects of sills in sedimentary basins. There appears to be an overall theme 
that sills can enhance the geothermal gradient and thus improve petroleum 
prospectivity within a sedimentary basin (Eide et al., 2016; Gressier et al., 2010; 
Schofield and Totterdell, 2008). As mentioned previously, sills typically emplace within 
organic shale formations, which, when heated, produces hydrocarbons (Spacapan et 
al., 2018). The heat transfer from the sill to the surrounding host rock depends on the 
thickness and temperature of the sill and whether the cooling is convective or 
conductive (Barnett, 2015; Lee et al, 2006). Syndes et al (2018) explain that after sill 
emplacement, thermal effect is initially located in the immediate vicinity of the sill but 
with time, the heat is dissipated and will therefore affect a larger area around the sill. 
 
 Four dimensional modeling 
 
Solidification times have been calculated. However, numerical modeling of dike 
solidification or sill solidification in non-homogeneous area is one of the areas that I 
have already made my numerical modeling for and it will be on our table to go ahead 
for publishing. This shows that larger sills will take longer to cool, meaning that large 
sills may affect a basins geothermal profile for a longer period. This leading to either 
maturation or over-maturation, depending on source rock distance from sill. Further 
data collection on timing and depth could be added to the catalogue. COMSOL 
modelling and one-dimensional thermal models could be developed to improve this 
study. An increase data collection on intrusion dimensions and fracture frequency is 
needed. There have been a few assumptions made throughout this study and there 
are there a range of associated uncertainties. Such as crack wings, contacts, friction, 
cohesion and heat transfer related parameters. If I try to change this assumption to 
the real-life modeling, this will need a fast computer but also there are lot to learn 
from them. I have already mage fair bit of 3D models which our plan is to publish and 
get them all out as soon as possible. To receive some ideas of reviewers on our new 
method of verifying the surface measurement with the movement of faults and 
magma chamber inflation/deflation and their shapes. 
Later working on three dimensional problems and cases with layering that comes from 
Fourier law can be very useful and very realistic, this direction with addition to the 
dynamic propagation of intrusions in layers geometry can be very useful to predict and 
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investigate the magma eruptions. This is still one of them mail unknown problems in 
the field of volcanotectonics. Finally, I believe that the fate of the eruption can only 
get closer to estimation with better understanding of 3D model and fully implementing 
the layering and their contacts. 
Figure 7.10. Three-dimensional time dependent of faults and magma chamber combination, fully 
single-phase solid mechanic model 
 Limitations and uncertainty in field data and 
COMSOL modeling 
Compiling this new catalogue was difficult in terms of gathering as much data from 
individual published authors. There are limitations in collecting this data through 
inaccuracy of seismic and fieldwork collection. Therefore, many sills might be missed 
off which could potentially affect results. The data set could potentially be larger and 
that would decrease uncertainty. Furthermore, sills do not necessarily occur as 
individual bodies, the can form a complex system (Hansen, 2015) and the catalogue 
has not taken this into account either. In addition, the time and depth of emplacement 
has not been recorded. These two parameters can also play key role in determining 
how sills affects a basin (Senger et al, 2017). 
When it goes to the modeling part of work, we had software such as MATLAB, 
COMSOL, Mathematica, and FORTRAN in hand to play with. One boundary element 
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software BEASY unfortunately got out of access in the very early stage of my PhD. Plus, 
as my source code in fluid drive fracture was still incapable of modeling the non-
homogeneous zones. Then most of the geological features could have been ignored by 
using that type of models. However, luckily COMSOL 5.1 was available for me. The 
COMSOL results has its own uncertainties, such as some of the features of this 
software is look like lack box unless you open it up and try to add your own code and 
equations with mathematical physics that is already included. 
COMSOL has difficulties, which are opening the source of it and make your own 
codding inside of it. It does need its own regulations and definitions to understand 
your ideas. After that, this software is very big with many graphical features; when we 
want more resolution in some areas, this make the model very heavy and the running 
process very long and very expensive. Sometimes some of the idea you have it been 
not that easy to implement in to COMSOL, it requires loads of reading to make sure 
your new feature is not going to interact with other physics and present confusing 
results. Sometimes I wished I could have just been able to open the COMSOL, write 
one-line code in MATLAB format, and make it work. Another limitation I had during my 
PhD was having a slow computer for numerical modeling over the first two years of 
my study. This really pulled me back for using COMSOL in geologically realistic models 
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Ş engör,  A.M.C.,  Tüysüz,  O.,  Imren,  C.,  Sakınç,  M.,  Eyidogan,  H.,  Görür,  N.,  Le  Pichon, X., Rangin, 
C., 2004. The North Anatolian Fault: a  new  look.  Annu.  Rev.  Earth  Planet.  Sci.  33, 37–112. 
Salah, M.K., Sahin, S., Aydin, U., 2011. Seismic velocity and Poisson’s ratio tomography of the crust 
beneath east Anatolia. J. Asian Earth Sci. 40,  746–761. 
Sayın, M., Eyüpoğlu, S.Ö., 2005. Determination of the Local Meteoric Water Lines Using Stable Isotope 
Contents of Precipitation In Turkey (in Turkish). Proceedings, II. National Symposium of Isotopic Methods 
in Hydrology, General Directorate of State Hydraulic Works, İzmir. pp.   323–344. 
Scholz, C.H., 1990. The Mechanics of Earthquakes and Faulting. Cambridge, Cambridge University Press. 
Segall, P., 2010. Earthquake and Volcano Deformation. Princeton University Press, Princeton. 
Siler, D.L., Karson, J.A., 2009. Three-dimensional structure of inclined sheet swarms: Implications for crustal 
thickening and subsidence in the volcanic rift zones of Iceland. J. Volcanol. Geotherm. Res., 18, 333-346.  
Scholz, C.H., 1990. The Mechanics of Earthquakes and Faulting. Cambridge, Cambridge University Press. 
Segall, P., 2010. Earthquake and Volcano Deformation. Princeton University Press, Princeton. 
Sigmundsson, F., Hreinsdottir, S., Hooper, A., Arnadottir, T., Pedersen, R., Roberts, M.J., Oskarsson, N., Auriac, A., 
Decriem, J., Einarsson, P., Geirsson, H., Hench, M., Ofeigsson, B.G., Sturkell, E., Sveinbjörnsson, H., and Feigl, 
K.L., 2010. Intrusion triggering of the 2010 Eyjafjallajökull explosive eruption. Nature, 468, 426-430, 
doi:10.1038/nature09558. 
Sigmundsson, F., Hooper, A., Hreinsdottir, S., Vogfjord, K.S., Ofeigsson, D.G., Heimisson, E.L., Dumont, S., Parks, 
M., Spaans, K., Gudmundsson, G.B., Drouin, V., Arnadottir, T., Jonsdottir, K., Gudmundsson, M.T., Hognadottir, 
T., Fridriksdottir, H.M., Hensch, M., Einarsson, P., Magnusson, E., Samsonov, S., Brandsdottir, B., White, R.S., 
Agustsdottir, T., Greenfield, T., Green, R.G., Hjartardottir, A., Pedersen, R., Bennett, R., Geirsson, H., La Femina, 
P.C., Bjornsson, H., Palsson, F., Sturkell, E., Bean, C.J. , Mollhoff, M., Braiden, A.K., and Eibl, E., 2015. Segmented 
lateral dyke growth in a rifting event at Barðarbunga volcanic system, Iceland. Nature, 517, 191-U158, 
doi:10.1038/nature14111. 
Santos, R.V., et al. 2009. Geochemical and thermal effects of a basic sill on black shales and limestones of the 
Permian Irati Formation. Journal of South American Earth Sciences, 28 (1), 14-24. doi: 
10.1016/j.jsames.2008.12.002 
Saxby, J.D. & Stephenson, L.C. 1987. Effect of an igneous intrusion on oil shale at Rundle (Australia). Chemical 
Geology, 63 (1-2), 1-16. 
Schofield, N., et al. 2017. Regional magma plumbing and emplacement mechanisms of the Faroe-Shetland Sill 
Complex: implications for magma transport and petroleum systems within sedimentary basins. Basin Research, 
29, (1), 41-63. doi: 10.1111/bre.12164 
Schofield, N. & Totterdell, J. 2008. Distribution, timing, and origin of magmatism in the Bight and Eucla basins. 
Geoscience Australia. 
Schofield,  N.  &  Jerram,  D.A.  2016.  Sills  in  sedimentary  basins  and  petroleum  systems. 
Advances in Volcanology. doi: 10.1007/11157_2015_17. 
Senger, K., et al. 2015. Fracturing of doleritic intrusions and associated contact zones: Implications for fluid flow in 
volcanic basins. Journal of African Earth Sciences, 102, 70-85. doi: 10.1016/j.jafrearsci.2014.10.019. 
Senger K., et al. 2017. Effects of igneous intrusions on the petroleum system: a review. 
Volcanic Basin Petroleum Research, Norway. 35 
Shutter, S.R. 2003. Occurrences of hydrocarbons in and around igneous rocks. Geological Societ,  214, 35-68. doi: 
10.1144/GSL.SP.2003.214.01.03. 
Simoneit, B.R. 1994. Organic matter alteration and fluid migration in hydrothermal systems. Geological Society, 
London, Special Publications, 78 (1), 261-274. doi: 10.1144/GSL.SP.1994.078.01.18 
Spacapan, J.B., et al. 2018. Thermal impact of igneous sill-complexes on organic-rich formations and implications 
for petroleum systems: A case study in the northern Neuquén Basin, Argentina. Marine and Petroleum Geology, 
91, 519-531. doi: 10.1016/j.marpetgeo.2018.01.018 
Sloane, D.J., 1991. Some Physical Properties of Dolerite. Tasmania Department of Resources and Energy: Division 
of Mines and Mineral Resources. 
Sruoga, P. & Rubinstein, N. 2007. Processes controlling porosity and permeability in volcanic reservoirs from the 
Austral and Neuquén basins, Argentina. AAPG Bulletin, 91, 115-129. doi: 10.1306/08290605173  
Stemmerik, L. et al., 1993. Depositional history and petroleum geology of the Carboniferous to Cretaceous 
sediments in the northern part of East Greenland. Norwegian Petroleum Society Special Publications, 2, 67-87. 
doi: 10.1016/B978-0-444-88943-0.50009-5 
Stephens T.L., et al. 2017. Igneous sills record far-field and near-field stress interactions during volcano 





Stoneley, R. 1995. An introduction to petroleum exploration for non-geologists. Oxford University Press, Oxford, 
U.K. pp 119. 
Sydnes, M., et al. 2018. The importance of sill thickness and timing of sill emplacement on hydrocarbon maturation. 
Marine and Petroleum Geology, 89 (2), 500-514. doi: 10.1016/j.marpetgeo.2017.10.017. 
Svensen, H. & Jamtveit, B. 2010. Metamorphic Fluids and Global Environmental Changes. 
Elements, 6 (3), 179-182. doi: 10.2113/gselements.6.3.179. 
Svensen, H., et al. 2010. Sandstone dikes in dolerite sills: Evidence for high-pressure gradients and sediment 
mobilization during solidification of magmatic sheet intrusions in sedimentary basins. Geosphere. 6 (3), 211-
224. doi: 10.1130/GES00506.1 
Scholz, C. H. 1990. The Mechanics of Earthquakes and Faulting, Cambridge University Press, Cambridge, UK 
Sibson, R.H., Robert, F., and Poulsen, K.H. 1988. High-angle reverse faults, fluidpressure cycling, and mesothermal 
gold-quartz deposits: Geology, v. 16, p. 551–555, doi:10.1130/0091-7613(1988)0162.3.CO;2 
Simmenes ,T. H. 2002. Fracture systems, fault development and fluid transport in Vaksdal, West Norway. MSc 
thesis, University of Bergen. 
Skar, T., Beekman, F.2003. Modelling the Influence of Tectonic Compression on the In-Situ Stress Field with 
Implications for Seal Integrity; the Haltenbanken Area, Offshore Mid-Norway. Geological Society, London, 
Special Publication 212, pp. 295–311. 
Skogseid, J., Planke, S., Faleide, J.I., Pedersen, T., Eldholm, O., and Neverdal, F. 2000. NE Atlantic continental rifting 
and volcanic margin formation: Geological Society, London, Special Publications, v. 167, pp. 295–326. 
Stein, R. and Yeats, R. 1989. Hidden earthquakes, Sci. Am., 260, 48-57 
Torabi, A., Berg, S.S. 2011. Scaling of fault attributes: a review. Mar. Pet. Geol. 28, 1444– 1460. 
Townsend, J., and M. D. Zoback .2000. How faulting keeps the crust strong, Geology, 28, 399 – 402. 
Thorey, C. & Michaut, C. 2016. Elastic-plated gravity currents with a temperature-dependent viscosity. Journal of 
Fluid Mechanics, 805, 88-117. doi: 10.1017/jfm.2016.538 
Trosdtorf, I., et al. 2018. Phanerozoic magmatism in the Parnaìba Basin: characterization of igneous bodies (well 
logs and 2D seismic sections), geometry, distribution and sill emplacement patterns. Geological Society, 
London. doi: 10.1144/SP472.10 
Tarasewicz, J., White, R.S., Woods, A.W., Brandsdottir, B., Gudmundsson, M.T., 2012. Magma mobilization by 
downward-propagating decompression of the Eyjafjallajökull volcanic plumbing system. Geophys. Res. Lett., 
39, doi:10.1029/2012GL053518. 
Townsend, M.R., Pollard, D.D., Smith, R.P., 2017. Mechanical models for dikes: A third school of thought. 
Tectonophysics, 703-704, 98-118. 
Tuschida, E., Nakahara, I., 1979. Three-dimensional stress concentration around a spherical cavity in a semi-infinite 
elastic body. Japan Soc. Mech. Engng Bull., 13, 499-508. 
Tibaldi., A, Pasquarè, F.A., Rust, D., 2011. New insights into the cone sheet structure of the Cuillin Complex, Isle of 
Skye, Scotland. J. Geol. Soc., 168, 689-704. 
Tibaldi, A., Bonali, F., Pasquaré, F.A., Rust, D., Cavallo, A., D’Urso, A., 2013. Structure of regional dykes and local 
cone sheets in the Midhyrna-Lysuskard area, Snaefellsnes Peninsula (NW Iceland). Bull. Volcanol., 75: 764, doi 
10.1007/s00445-013-0764-8. 
Townsend, M.R., Pollard, D.D., Smith, R.P., 2017. Mechanical models for dikes: A third school of thought. 
Tectonophysics, 703-704, 98-118. 
Taler, J., Duda, P., 2006. Solving Direct and Inverse Heat Conduction Problems.  Springer. 
Tabatabaian, M., 2014. COMSOL for Engineers. Mercury Learning and Information, Boston. 
Tan, O., Tapırdamaz, M.C., Yörük, A., 2008. The earthquake catalogues for Turkey. Turk. J. Earth Sci. 
17 (2),    405–418. 
Tarhan,   N.,   1991.   Hınıs–Varto–Karlıova   (Erzurum–Muş –Bingöl)   dolayındaki   neojen volkanitlerinin 
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