Plant biology is becoming a data-driven science. Highthroughput technologies generate data quickly from molecular to ecosystem levels. Statistical and computational approaches enable describing and interpreting data quantitatively. We highlight the purpose, common problems, and general principles in data analysis. We use RNA sequencing (RNAseq) analysis to illustrate the rationale behind some of the choices made in statistical data analysis. Finally, we provide a list of free online resources that emphasize intuition behind quantitative data analysis.
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Big data analysis Advances in digital, information, and communications technologies generate enormous amounts of data -coined big data -in all sectors of our society [The Economist (2010) http://www.economist.com/node/15557443]. To gain insight from big data, we need to aggregate, manipulate, manage, analyze, find patterns, and visualize the data. By 2018, demand for the needed talent to capitalize on big data is estimated to exceed the supply by 50-60% (http://www.mckinsey.com/insights/business_technology/ big_data_the_next_frontier_for_innovation). The needed talent will be educated in science, technology, engineering, and mathematics (STEM), and well versed in statistics, computer science, and applied mathematics.
Big data has infiltrated most scientific fields ranging from climate science, astronomy, neuroscience, biomedicine, and genomics to plant biology. Big data refers to datasets that are: (i) too large to be stored and manipulated through a relational database on a single computer; or (ii) too complex to be analyzed and understood easily [1] . Without the necessary mindset and tools to find patterns in the data holistically, we cannot capitalize on the copious amounts of data that are readily accessible to us today.
Data analysis is an approach that combines statistics and programming to explore, make inferences from, and make predictions about data. It transforms data into statistical evidence to support or reject hypotheses. This may sound daunting for many plant biologists who have not been trained formally in data analysis concepts and techniques. Fortunately, the ubiquity of big data has created many online resources and tools to suit people at all levels of training and to help scientists acquire the necessary data analysis skills. In this Techniques and Applications article, we introduce the basic concepts of data analysis and provide useful free online books and courses that can help lower the barrier for thinking quantitatively and performing data analysis with ease.
Common problems in data analysis
Many problems in data analysis arise from limited understanding of fundamental concepts in data analysis. In this section, we highlight a few problems that occur frequently in plant biology publications, and address them in more detail in the next section.
How to compare two or more variables is a good example of misuse of data analysis concepts and methods. For example, to ask whether a gene's mRNA level is significantly changed after a treatment, we measure the gene's mRNA level multiple times before and after the treatment. We want to compare the results using a statistical test, but how do we choose the correct test to use? Also, after we get a significance level in the form of a P value, how do we interpret it? Specifically, does a P value of 0.05 mean we have a 5% chance of making a wrong conclusion?
Another common problem scientists encounter is how to find correlations among variables. For example, highly correlated mRNA levels of two genes across multiple treatments or developmental stages could imply potential gene function association. In order to detect correlation, Pearson's and Spearman's correlation coefficients are widely used. What are the strengths and weaknesses of each choice, which one should be used, and when? If we obtained a correlation coefficient between two genes that is significantly higher than the average level using randomly chosen gene pairs or the entire sample space, does it mean that the two genes are highly correlated in their expression?
We need to make many choices and interpretations when analyzing data quantitatively. In order to address these problems appropriately, we need to understand the fundamental principles behind data analysis methods.
Key concepts in data analysis
Understanding key principles of data analysis can help analyze data appropriately and efficiently. In this section, we discuss a few general concepts in data analysis that are useful in common tasks, including selecting statistical tests, interpreting the results, and conducting multiple tests.
Distribution patterns of data
It is important to understand how the data is distributed before deciding how to analyze it quantitatively. Distribution refers to all possible values that a measurement could take, and the probabilities of each possible value. It describes the range and shape of the data quantitatively. Many statistical methods make assumptions about data distribution. Results from statistical analyses could only make sense when all the assumptions are (at least approximately) true. For example, Pearson's correlation coefficient assumes normally distributed variables and no significant outliers. Spearman's correlation coefficient can be used when these assumptions are violated at the cost of lower sensitivity. It transforms data points into rank order, and thus produces relatively robust results for different distributions. An appropriate distribution assumption is also important in RNAseq analysis (Box 1). Visualizing the data by graphing them (e.g., scatter plot, bar chart, box plot, etc.) can help explore data distributions as well as find potential patterns and outliers.
Statistical hypothesis testing
A statistical test allows decisions to be made about the data. A biological hypothesis is transformed into null and alternative hypotheses, in order to distinguish the two possibilities statistically. A null hypothesis (H 0 ) often refers to an assumption that the experimental observations (e.g., difference, correlation, enrichment, etc.) are obtained purely by chance. An alternative hypothesis (H 1 ) is an assumption of non-random effects in the observations compared to the background or control. These assumptions may or may not be true. Statistical tests are procedures to determine only whether we should reject the null hypothesis. Statistical hypothesis tests are widely used to compare large-scale data; for example, to find differentially expressed genes from RNAseq data and enriched biological functions in groups of differentially expressed genes (Box 1).
Test statistic and null distribution
A statistical test starts with choosing a test statistic and deriving its null distribution. The test statistic is a variable defined to quantify the population difference. The choice of the test statistic depends on the type of population difference to be tested. For example, for normally distributed numerical data (such as length or weight), we could quantify the mean difference between populations from which samples are drawn using the t-statistic. For categorical data (such as positive or negative response to treatment), we could quantify the frequency difference between groups using the chisquare statistic. The distribution of the test statistic under the null hypothesis is called the null distribution, which represents the background level of the population difference. If the chance of obtaining the observed data's test statistic value (or even more extreme values) from the null distribution is rare, the null hypothesis is likely to be rejected.
Assumptions in a statistical test
Many statistical tests make assumptions about data distribution and sample size because the null distribution depends on these parameters [2] . If the assumptions are not satisfied, the null distribution may not represent the correct background level of the test statistic, and the statistical test may produce biased results.
What if we are not sure what the data distribution is? The answer depends on the sample size. When the sample size is large, we can assume the null distribution to be normal because of the central limit theorem [3] . When the sample size is small (as is the case for many biological experiments with 3-6 replicates), statistical tests assuming normal distribution may generate misleading results.
Box 1. RNAseq as a case study for applying key concepts in data analysis
RNAseq is a powerful method for measuring transcript abundance of all genes in a sample. How to analyze RNAseq data is a good example of applying key data analysis concepts discussed in this article to real data. In this section, we briefly describe the main strategy used in RNAseq data analysis, and highlight the rationale behind the common statistical methods that are used.
The main strategy of analyzing RNAseq data is to count the number of sequence reads for each gene and infer differentially expressed genes across experimental groups [8, 9] . We divide the data analysis process into six steps, as shown in the flow chart ( Figure I) .
The first four steps aim to count the number of reads for each gene [9, 10] . First, sequence quality control analysis eliminates sequencing errors. High-quality reads are then mapped to a reference genome by sequence alignments. The number of mapped reads is counted. The gene counts should be normalized to account for sample or gene specific biases caused by factors such as different sequencing depth across samples or different gene lengths.
Differential gene expression analysis identifies genes with significantly changed expression levels using statistical tests. As described in the main text, a correct assumption of data distribution is critical for reliable parametric statistical tests. The negative binomial (NB) distribution has been shown to be a good model for count data [10] . Several popular tools like edgeR [11] and DESeq [12] are based on NB distribution. Nonparametric approaches such as SAMseq [13] do not assume a specific distribution and is appropriate only with moderate or large sample size (at least 12 replicates). Multiple hypothesis testing is needed because we often test differential expression of multiple genes. Therefore, it is important to control the false discovery rate (FDR). Currently, no single differential expression analysis method outperforms all others, and pros and cons of the methods should be considered when choosing a method [14] . An RNA-seq analysis exercise using Galaxy [15] may be useful to get a hands-on experience (https://usegalaxy.org/u/jeremy/p/galaxy-rna-seqanalysis-exercise).
Gene function analysis assigns biological significance to genes identified from differential gene expression analysis. The strategy is to label genes with annotations and test for over-(or under-) representation of annotations compared to an appropriate background. For example, Gene Ontology (GO) enrichment analysis is commonly used to detect enrichment or depletion of functions in the gene groups of interest [16] . Instead, empirically derived data distributions or nonparametric (distribution-free) alternative tests should be used (Box 1). Even if the data distribution is known, careful examination of outliers is needed. Data outliers may dramatically shift the sample means, especially when sample size is small.
Meaning of a P value
A statistical test returns a P value that refers to the probability of the data's test statistic being observed from the null distribution when the null hypothesis is true. A P value is widely used as an indicator to make decisions about statistical significance. When the P value is below a certain threshold, usually 0.05 or 0.01 for historical reasons [4] , we reject the null hypothesis and accept the alternative hypothesis. Recent research suggests that this conventional threshold is too optimistic, and a 0.005 or 0.001 level of significance is more appropriate for conducting reproducible studies [5] .
The P value says nothing about the probability of H 0 . Therefore, a P value of 0.05 does not mean a 5% chance of having false positive results. Rather, it means the test statistic value (or even more extreme values) can be observed at a 5% probability purely by chance. The actual false positive rate could be much higher [6] . A P value can be used only to reject the H 0 , but not to accept it. A high P value does not mean the H 0 is true, or that there is no difference between the samples; it simply means that the evidence is not strong enough to reject H 0 at the specified significance level.
Statistical significance represented by P values may not necessarily predicate biological importance [6] . Minor differences between samples can be deemed statistically significant given large enough sample size. For example, a Pearson's correlation coefficient that is significantly different from zero does not necessarily imply a strong correlation. The degree of correlation depends on the value of the correlation coefficient itself rather than the significance level.
Controlling for false positive rates
The number of statistical tests performed in an analysis affects the number potential false positives. When testing multiple hypotheses, the P value is no longer a good measure of significance because of high cumulative false positive results. Each test has a certain probability of getting a false positive result. Therefore, the number of total false positive results could be high if thousands of hypothesis tests are conducted, such as differential expression analysis using microarrays or RNAseq data (Box 1). Two approaches to address this problem are family-wise error rate control and false-positive rate control [7] .
These fundamental concepts are just a few examples of ideas and approaches commonly used in data analysis. More theoretical and practical skills can be obtained from books, courses, and online resources.
Resources for gaining skills in data analysis
The Internet is the best source for getting one's feet wet into data analysis. Some structured learning about basic statistical concepts and methods could help. There are several online books and Massive Open Online Courses (MOOCs) that we found particularly helpful for providing a solid background in statistics (Table 1) . However, these are just a few courses out of many others that we have not evaluated. Therefore, we encourage the readers to explore the MOOC space to find the next level courses or other introductory courses. If one comes across a problem that is not readily accessible from the resources suggested here, we encourage taking advantage of local help. For example, most universities have open office hours in the Statistics or Applied Mathematics departments.
