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Abstract
A one parameter family of iterative methods for the simultaneous approximation of simple complex zeros of a polynomial,
based on a cubically convergent Hansen–Patrick’s family, is studied. We show that the convergence of the basic family of the
fourth order can be increased to ﬁve and six using Newton’s and Halley’s corrections, respectively. Since these corrections use the
already calculated values, the computational efﬁciency of the accelerated methods is signiﬁcantly increased. Further acceleration
is achieved by applying the Gauss–Seidel approach (single-step mode). One of the most important problems in solving nonlinear
equations, the construction of initial conditions which provide both the guaranteed and fast convergence, is considered for the
proposed accelerated family. These conditions are computationally veriﬁable; they depend only on the polynomial coefﬁcients, its
degree and initial approximations, which is of practical importance. Some modiﬁcations of the considered family, providing the
computation of multiple zeros of polynomials and simple zeros of a wide class of analytic functions, are also studied. Numerical
examples demonstrate the convergence properties of the presented family of root-ﬁnding methods.
© 2007 Elsevier B.V. All rights reserved.
MSC: 65H05
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1. Introduction
Problem of solving nonlinear equations is one of the most important problems in numerical mathematics and
applied scientiﬁc disciplines. Among many root solvers, the design of iterative methods for the simultaneous ap-
proximation of polynomial zeros is a particularly interesting task both from the theoretical point of view and for the
application. This class of numerical methods appeared in the sixties of the last century to overcome difﬁculties of
successive removal of linear factors (deﬂation) and gained signiﬁcant practical importance with the rapid development
of digital computers, including parallel implementation. For more details, we refer the reader to [11] and to the URL
http://www.elsevier.nl/homepage/sac/cam/mcnamee/index.html, where an extensive list of references concerned with
the polynomial root ﬁnding problem can be found.
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The aim of this paper is to construct a new one parameter family of iterative methods for the simultaneous ap-
proximation of polynomial zeros that possesses both the very fast convergence and a high computational efﬁciency
(Section 2). The increase of computational efﬁciency is attained by accelerating the convergence of the basic method
using Newton’s and Halley’s corrections, without any additional calculations. This approach was ﬁrst applied in [15]
(method of the order four) and [27,35] (methods of the order four, ﬁve and six). The presented family is more general
and contains all those methods as special cases. Other families of simultaneous methods were recently constructed in
[26] (of the order four) and [24] (of the order four, ﬁve and six). The proposed family contains the ﬁrst of them as a
special case, and it is more efﬁcient than the second one.
The higher order of convergence of the presented family does not shrink the domain of convergence. could be posed
having in mind the high order of convergence of the presented family. Theoretical results and numerical experiments
show that involved corrections, increasing the convergence order to ﬁve and six, do not worsen the initial conditions
for the guaranteed convergence compared with the basic fourth order family. The domain of convergence is not smaller
than the domain of methods with cubic and quadratic convergence. Finally, it is worth noting that the proposed family
can be easily modiﬁed for ﬁnding multiple zeros of polynomials as well as simple zeros of a wider class of analytic
functions. The above facts qualify the new family as an advance in the theory and practice of iterative methods for
solving algebraic equations. Another contribution to the topic is the presented analysis of the guaranteed convergence
of the family under computationally veriﬁably initial conditions.
The derivation of the new accelerated family is based on a suitable modiﬁcation of the third order Hansen–Patrick’s
family of iterative methods
zˆ = z − (+ 1)(z)
′(z) + [′(z)2 − (+ 1)(z)′′(z)]1/2 (1)
for approximating a single zero of an analytic function , see [5]. Here  (= −1) is a (real or complex) ﬁxed
parameter, z is a current approximation and zˆ is a new approximation to the wanted zero. In Section 2 we prove
that the proposed family has the order four, ﬁve or six, depending on the type of the applied corrections. It is interesting
to note that all previous simultaneous methods with corrections were constructed starting from suitable ﬁxed point
relations, which is a standard principle. In our case we have used “asymptotic” ﬁxed point relation which approaches
the proper ﬁxed point relation in a limiting process (see Remark 2). This is another speciﬁc feature of the proposed
family.
In Section 3we study another important problem concernedwith the construction of initial computationally veriﬁable
conditions which guarantee the convergence of the proposed family of simultaneous methods. These conditions depend
only on available data—polynomial coefﬁcients, its degree and initial approximations z(0)1 , . . . , z
(0)
n to the zeros.
This approach, carried out in the light of Smale’s “point estimation theory” [32,33], overcomes difﬁculties of the
traditional convergence analysis based on “sufﬁciently close approximations” (without any quantitative characterization
of their closeness) or estimation procedures based on some unknown parameters, including even the unknown roots of
equation.
In Section 4 we point to some further modiﬁcations of the proposed family, as single-step variant (Gauss–Seidel
approach), the approximation of multiple zeros of polynomials and the determination of simple zeros of a class of
analytic functions. Numerical results are given in Section 5.
2. Family of iterative methods for simple zeros
Let  ≡ f be a monic polynomial of order n,
f (z) = zn + a1zn−1 + · · · + an−1z + an,
with (real or complex) simple zeros 1, . . . , n, and let z1, . . . , zn be their approximations. Obviously, the zeros of f
coincide with the zeros of the rational function
W ∗i (z) = f (z)
/
n∏
j=1
j =i
(z − zj ) . (2)
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The rational function W ∗i (z) was applied in [26,30] for constructing two simultaneous methods of the fourth order for
ﬁnding simple zeros of polynomials.
In order to construct a higher order one parameter family of iterative methods for the simultaneous determination
of polynomial zeros, we use improved approximations zj,k instead of zj in (2). Therefore, in what follows, we will
consider the rational function
Wi(z) = f (z)
/
n∏
j=1
j =i
(z − zj,k) , (3)
instead of W ∗i (z). To provide a high computational efﬁciency, it is necessary to use such approximations zj,k that
accelerate the convergence of the family but, at the same time, do not require additional calculations.
Let In := {1, . . . , n} denote the index set and let us introduce the abbreviations
q,i = f
(q)(zi)
f (zi)
, S
(k)
q,i =
n∑
j=1
j =i
1
(zi − zj,k)q (q = 1, 2).
When the sum S(k)q,i is involved in the mth iteration, then we will write (S
(m)
q,i )k . Applying the logarithmic derivative to
(3), we ﬁnd
(Wi(z))
′
Wi(z)
∣∣∣∣
z=zi
= 1,i − S(k)1,i ,
(Wi(z))
′′
(Wi(z))
′
∣∣∣∣
z=zi
= 1,i − S(k)1,i +
2,i − 21,i + S(k)2,i
1,i − S(k)1,i
. (4)
Let us rewrite (1) (with f instead of ) in the form
zˆ = z − + 1

f ′(z)
f (z)
+
[(
f ′(z)
f (z)
)2
− (+ 1)f
′(z)
f (z)
· f
′′(z)
f ′(z)
]1/2
∗
. (5)
Let us substitute f ′(z)/f (z) by (Wi(z))′/Wi(z) and f ′′(z)/f ′(z) by (Wi(z))′′/(Wi(z))′, evaluated at the point z = zi ,
and apply formulas (4) into (5). In this way we obtain the iterative formula
zˆi = zi − + 1
(1,i − S(k)1,i ) + [(+ 1)(21,i − 2,i − S(k)2,i ) − (1,i − S(k)1,i )2]1/2∗
(i ∈ In), (6)
where zˆi is a new approximation to the zero i .
Remark 1. Since the (complex) square root in (6) gives two values, a “proper” sign in front of the square root has to
be chosen, which is indicated by the symbol ∗. If the approximations are reasonably close to the corresponding zeros,
then an analysis similar to that presented in [28] shows that the following criterion has to be applied:
The argument of the square root in the denominator of (6) is to be chosen to differ by less than /2 from the argument
of 1,i − S(k)1,i .
Applying formula (6) we conclude that the computational cost could be decreased if the approximations zj,k use
the already calculated values f (zj ), f ′(zj ) and f ′′(zj ). For this reason, we will consider the following types of
approximations:
zj,1 = zj (current approximation),
zj,2 = zj − Nj (Newton′s approximation),
zj,3 = zj − Hj (Halley′s approximation).
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The Newton and Halley approximations appear in the classic iterative methods
zˆj = zj − Nj = zj − f (zj )
f ′(zj )
= zj − 1
1,j
(Newton′s method, order 2),
zˆj = zj − Hj = zj − f (zj )
f ′(zj ) − f (zj )f
′′(zj )
2f ′(zj )
= zj − 21,j
221,j − 2,j
(Halley′s method, order 3).
Instead of Halley’s method, we can also take other third order methods like Chebyshev, Laguerre, Ostrowski or Euler’s
method.
Let m=0, 1, . . . be the iteration index.According to (6) and Remark 1, we can construct the following one parameter
family of iterative methods for the simultaneous approximation of simple zeros of a polynomial f :
z
(m+1)
i = z(m)i −
+ 1
((m)1,i − (S(m)1,i )k) + [(+ 1)(((m)1,i )2 − (m)2,i − (S(m)2,i )k) − ((m)1,i − (S(m)1,i )k)2]1/2∗
(7)
for m = 0, 1, . . . and every i ∈ In. The sums at the mth iteration are deﬁned by
(S
(m)
q,i )k =
n∑
j=1
j =i
1
(z
(m)
i − z(m)j,k )q
(q = 1, 2; k = 1, 2, 3; m = 0, 1, 2 . . .).
For k = 1 (the use of current approximations), the iterative method reduces to the fourth order method proposed
in [26]. For k = 2 and 3 the iterative formula (7) deﬁnes new families of simultaneous methods with accelerated
convergence and a very high computational efﬁciency.
Remark 2. The basic principle that led to the improved methods given by (7) is as follows: if the approximations zj,k
in (3) are better, then zˆi , given by (6), is closer to the zero i . Indeed, if zj,k → j , then Wi(zi) → zi − i , W ′i (zi) →
1, W ′′i (zi) → 0, so that (having in mind (5))
zˆi → zi − + 1
/(zi − i ) +
√
1/(zi − i )2
= i .
This means that the family of iterative methods (6) arises from a relation that approaches in a limit process to a ﬁxed
point relation.
In the sequel we will often omit the iteration index for simplicity. The approximations z(m)1 , . . . , z
(m)
n of the zeros at
the mth iterative step will be brieﬂy denoted by z1, . . . , zn, and the new approximations z(m+1)1 , . . . , z
(m+1)
n , obtained
by some simultaneous iterative method, by zˆ1, . . . , zˆn, respectively. The similar denotation will be applied to other
quantities.
Theorem 1. If the initial approximations z(0)1 , . . . , z(0)n are sufﬁciently close to the respective zeros 1, . . . , n of f ,
then the order of convergence of the iterative method (7) is k + 3 (k = 1, 2, 3).
Proof. Let us introduce the abbreviations
εi = zi − i , 1,i =
n∑
j=1
j =i
1
zi − j , 2,i =
n∑
j=1
j =i
1
(zi − j )2
.
We will use the following identities:
1,i =
n∑
j=1
1
zi − j =
1
εi
+ 1,i , 21,i − 2,i =
n∑
j=1
1
(zi − j )2
= 1
ε2i
+ 2,i . (8)
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Using (8) we ﬁnd the errors zj,k − j in terms of εj :
k = 1 : zj,1 − j = zj − j = εj = j,1εj ,
k = 2 : zj,2 − j = zj − Nj − j =
ε2j1,j
1 + εj1,j = j,2ε
2
j ,
k = 3 : zj,3 − j = zj − Hj − j =
ε3j (
2
1,j + 2,j )
2 + 2εj1,j + ε2j (21,j + 2,j )
= j,3ε3j .
Thus, these errors can be written in the unique form zj,k − j = j,kεkj (k = 1, 2, 3), where the meaning of j,k is
obvious from the above expressions.
Let us introduce the notation
A
(k)
ij =
j,k
(zi − j )(zi − zj,k) , B
(k)
ij = −
(2zi − zj,k − j )j,k
(zi − j )2(zi − zj,k)2
.
It is easy to ﬁnd
1,i − S(k)1,i =
1
εi
⎛⎝1 − εi∑
j =i
A
(k)
ij ε
k
j
⎞⎠ , 21,i − 2,i − S(k)2,i = 1
ε2i
⎛⎝1 + ε2i ∑
j =i
B
(k)
ij ε
k
j
⎞⎠
. (9)
For two complex numbers z and w we will write z = OM(w) if |z| = O(|w|) (the same order of their modulus). In
our analysis we will use Taylor expansion for sufﬁciently small |z|√
1 + zE + z2F = 1 + Ez
2
+ 1
2
(
F − E
2
4
)
z2 + 1
4
(
E3
4
− EF
)
z3 + OM(z4). (10)
We will also assume that all differences ε1, . . . , εn have the modulus of the same order, that is, εi = OM(εj ) for any
pair i, j ∈ {1, . . . , n}. If we deﬁne 	= max1 jn |εj |, we will also write |εj | = O(	).
From (6) we have
εˆi = zˆi − i = εi − + 1
εi
(1 − εi∑j =iA(k)ij εkj ) + Li,k , (11)
where we put
Li,k =
√
(+ 1)(21,i − 2,i − S(k)2,i ) − (1,i − S(k)1,i )2.
Using (9) we ﬁnd
Li,k =
√√√√√(+ 1) 1
ε2i
⎛⎝1 + ε2i ∑
j =i
B
(k)
ij ε
k
j
⎞⎠−  1
ε2i
⎛⎝1 − εi∑
j =i
A
(k)
ij ε
k
j
⎞⎠2
= 1
εi
√√√√√√1 + εi
⎛⎝2∑
j =i
A
(k)
ij ε
k
j
⎞⎠+ ε2i
⎡⎢⎣(+ 1)∑
j =i
B
(k)
ij ε
k
j − 
⎛⎝∑
j =i
A
(k)
ij ε
k
j
⎞⎠2
⎤⎥⎦.
Let us take
Ei = 2
∑
j =i
A
(k)
ij ε
k
j , Fi = (+ 1)
∑
j =i
B
(k)
ij ε
k
j − 
⎛⎝∑
j =i
A
(k)
ij ε
k
j
⎞⎠2,
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and apply (10) having in mind that 14 (E3i /4 − EiFi)ε3i = OM(ε2k+3i ). We get
Li,k = 1
εi
⎧⎪⎨⎪⎩1 + εi
∑
j =i
A
(k)
ij ε
k
j +
ε2i
2
⎡⎢⎣(+ 1)∑
j =i
B
(k)
ij ε
k
j − (+ 1)
⎛⎝∑
j =i
A
(k)
ij ε
k
j
⎞⎠2
⎤⎥⎦+ OM(ε2k+3i )
⎫⎪⎬⎪⎭ .
Returning this expression to (11), we obtain
εˆi = εi − εi
1 + ε
2
i
2
∑
j =iB
(k)
ij ε
k
j −
ε2i
2
(
∑
j =iA
(k)
ij ε
k
j )
2 + OM(ε2k+3i )
=
ε3i
[
1
2
∑
j =iB
(k)
ij ε
k
j −

2
(
∑
j =iA
(k)
ij ε
k
j )
2
]
+ OM(ε2k+4i )
1 + ε
2
i
2
∑
j =iB
(k)
ij ε
k
j −
ε2i
2
(
∑
j =iA
(k)
ij ε
k
j )
2 + OM(ε2k+3i )
.
The quantities A(k)ij and B
(k)
ij are bounded and the absolute values of all errors εj (j = 1, . . . , n) are of the same order,
that is, |εj | = O(	). Besides, the denominator is bounded and tends to 1 when 	 → 0. According to these facts, from
the last relation we have
|	ˆ| = O(	k+3) (k = 1, 2, 3).
Therefore, applying the Newton approximations in (7) we obtain the family of methods with the convergence order
ﬁve, while the Halley approximations produce the family of the six order. 
It is worth noting that the increase of the convergence order to ﬁve (k = 2, Newton’s approximations) and six (k = 3,
Halley’s approximations) is attained without additional numerical operations. This means that the family (7) with
corrections possesses a high computational efﬁciency.
The family (1) includes various methods with the cubic convergence for a ﬁnite  and, as a limiting case ( → ∞),
the quadratically convergent Newton method. For example, for a speciﬁc choice of the parameter , from (1) we obtain
Ostrowski’s method ( = 0), Laguerre’s method ( = 1/(
 − 1)), Euler’s method ( = 1) and Halley’s method (in
a limiting process when  → −1). Consequently, the corresponding methods obtained from the family (7) for the
same choice of  can be regarded as Ostrowski-like simultaneous method ( = 0), presented in [27], Laguerre-like
simultaneous method (= 1/(n − 1)), and so on. Halley-like method
zˆi = zi −
2(S(k)1,i − 1,i )
2,i − 221,i + 21,iS(k)1,i + S(k)2,i − (S(k)1,i )2
(i ∈ In) (12)
is obtained from (7) for  → −1 applying a limiting operation. The accelerated method (12) was studied in [35]. The
basic Halley-like method (k = 1, zj,k = zj,1 = zj ) was derived in a quite different manner in [31] using the Padé
approximation.
Remark 3. If  → ∞, then the family (7) reduces to the iterative method
zˆi = zi − 1
f ′(zi)
f (zi)
−∑j =i (zi − zj,k)−1 (i ∈ In). (13)
For k = 1 we obtain the well-known Ehrlich–Aberth’s method of the third order, when k = 2 (the application of
Newton’s correction) there follows the Nourein method [15] of the fourth order, and for k = 3 (the application of
Halley’s correction) one obtains the ﬁfth order method which possesses the smaller computational efﬁciency since
Halley’s correction requires additional calculation of the second derivative of P at the points z = zj (j = i) at each
iteration.
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3. Guaranteed convergence of the accelerated family
In the previous section we prove that the family (7) possesses the convergence order k + 3 (k = 1, 2, 3). We have
applied a qualitative analysis assuming that initial approximations are close enough to the sought zeros, but without
quantitative estimate of that closeness.As mentioned in Introduction, a signiﬁcant advance in this topic was achieved by
developing point estimation theory in 1981 [32], which treats convergence conditions using only available data. In the
case of algebraic polynomials of the form f (z)= zn + a1zn−1 + · · · + an−1z + an it is assumed that initial conditions
are some functions of the polynomial coefﬁcients a1, . . . , an, its degree n and initial approximations z(0)1 , . . . , z
(0)
n .
This kind of initial conditions is obviously computationally veriﬁable, which is of evident importance in practice.
In this section we state computationally veriﬁable initial conditions that guarantee the convergence of the considered
family (7) with corrections. More details on the point estimation theory applied to the simultaneous methods for ﬁnding
polynomial zeros can be found in [19–21], and the references cited therein.
Remark 4. Following other authors, we consider only sufﬁcient conditions for the convergence. Actually, as often
emphasized in the literature, stating explicit necessary conditions is a very difﬁcult task even in trivial cases, and most
frequently it is impossible to state them. On the other side, sufﬁcient convergence conditions established in theoretical
analysis can be relaxed in practice to a certain extent, see Remark 6.
Most iterative methods for the simultaneous approximation of polynomial zeros can be expressed in the form
z
(m+1)
i = z(m)i − Ci(z(m)1 , . . . , z(m)n ) (i ∈ In; m = 0, 1, . . .), (14)
where the term Ci is the iterative correction. As before, for simplicity, we will omit sometimes the iteration index m
and denote quantities in the next (m + 1)th iteration bŷ (“hat”).
Let us assume that corrections Ci can be expressed as
Ci(z1, . . . , zn) = f (zi)
Fi(z1, . . . , zn)
(i ∈ In) (15)
in a neighborhood (i ) of the zero i (i ∈ In), where the function (z1, . . . , zn) 	→ Fi(z1, . . . , zn) satisﬁes the
following conditions for each i ∈ In:
1. Fi(1, . . . , n) = 0,
2. Fi(z1, . . . , zn) = 0 for distinct approximations zi ∈ (i ),
3. Fi(z1, . . . , zn) is continuous in Cn.
In our convergence analysis we will use the real function t 	→ g(t) deﬁned on (0, 1) by
g(t) =
⎧⎨⎩
1 + 2t, 0< t 12 ,
1
1 − t ,
1
2 < t < 1.
The following theorem has the key role in the convergence analysis of simultaneous methods for ﬁnding polynomial
zeros of the form (14).
Theorem 2. Let the iterative method (14) have the correction term of the form (15) for which the conditions 1–3 hold,
and let z(0)1 , . . . , z
(0)
n be distinct initial approximations to the zeros of f . If there exists a real number  ∈ (0, 1) such
that the following two inequalities:
(i) |C(m+1)i ||C(m)i | (i ∈ In; m = 0, 1, . . .),
(ii) |z(0)i − z(0)j |>g()(|C(0)i | + |C(0)j |) (i = j ; i, j ∈ In),
are valid, then the iterative method (14) is convergent.
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The proof of this theorem is similar to that given in [21] and will be omitted. Let us note that the part (i) of Theorem
2 asserts that the sequences {C(m)i } (i ∈ In) monotonically converge to 0.
Studying the convergence analysis of the methods (7) with Newton’s and Halley’s corrections, we will consider both
cases simultaneously. We emphasize that, in the situation when the iteration index is omitted, the superscript index k
will denote the corresponding method, as before. Since the guaranteed convergence of the basic method of the fourth
order (k = 1) was studied in [22], we restrict our analysis to k = 2 and 3, that is, to the accelerated methods (7) with
corrections.
Let
Gk,i = + 1
+ [1 − (+ 1)tk,i]1/2∗
, tk,i = 1 + (2,i − 21,i + S(k)2,i )(1,i − S(k)1,i )−2.
Then the iterative formula (7) can be rewritten in the form
zˆi = zi −
(+ 1)(1,i − S(k)1,i )−1
+ [1 − (+ 1)(1 + (2,i − 21,i + S(k)2,i )(1,i − S(k)1,i )−2)]1/2∗
= zi −
(+ 1)(1,i − S(k)1,i )−1
+ [1 − (+ 1)tk,i]1/2∗
,
that is,
zˆi = zi − Gk,i(1,i − S(k)1,i )−1 (i ∈ In). (16)
Let us introduce
W(zi) = Wi = f (zi)∏
j =i (zi − zj )
, w = max
1 in
|Wi |, d = min
1 i,j  n
j =i
|zi − zj |.
Some necessary estimates are given in the following lemma.
Lemma 1. Let the inequality
w<cnd, cn = 13n + 3 (17)
hold. Then
(i)
10
7
>
∣∣∣∣∣ (1,i − S
(k)
1,i )Wi
Gk,i
∣∣∣∣∣> 2945 ;
(ii) |zˆi − zi | = |Ck,i |< 4529 |Wi |;
(iii) |Ŵi |< 13 |Wi |;
(iv) ŵ < cndˆ.
The proof of the above assertions uses extensive estimation procedures including circular complex arithmetic for
bounding complex quantities, similar to that used in [25]. Although the proof is elementary and technical, it is vo-
luminous and tedious and we omit it to save the space. The complete proof can be found in [18] or on the URL
http://www.miodragpetkovic.com/download/HP-appendix.pdf. It was proved there that some quantities will be well
deﬁned only if |+1|n,k under the condition (17), where n,k30 for all n3 and k=2, 3. Therefore, the parameter
 must belong to the interior of the disk Dn,k = {z : |z + 1|n,k} (k = 2, 3) centered at −1 with the radius n,k
(Fig. 1). Instead of the complicated explicit expression for n,k (given in [18]), we display in Fig. 2 the dependence of
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Fig. 1. The range of .
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Fig. 2. The dependence of the radius n,k on n.
the radius n,k as a function of n. The limitation of  could not be regarded as a restriction since a large  gives the
methods with decreased convergence rate, see Remark 3 and the iterative method (13).
Sufﬁcient initial conditions that guarantee the convergence of the accelerated family (7) are stated in the following
theorem.
Theorem 3. Let n3 and  ∈ Dn,k . Then the one parameter family of iterative methods (7) is convergent under the
condition
w(0) < cnd
(0), cn = 13n + 3 . (18)
Proof. According to Lemma 1(iv) we have the implication
w<cnd ⇒ wˆ < cndˆ, cn = 13n + 3 .
We prove by induction that the condition (18) (that coincides with (17)) implies the inequality w(m) < cnd(m) for each
m = 1, 2, . . . . Therefore, all assertions of Lemma 1 hold for each m = 1, 2, . . . if the initial condition (18) is valid. In
particular, the following inequalities:
|W(m+1)i |< 13 |W(m)i | (19)
and
|C(m)k,i | = |z(m+1)i − z(m)i |< 4529 |W(m)i | (20)
hold for i ∈ In and m = 0, 1, . . . .
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From the iterative formula (16) for  = −1 we see that the corrections Ck,i are expressed by
C
(m)
k,i = G(m)k,i ((m)1,i − (S(m)1,i )k)−1. (21)
To prove that the iterative process (16) (that is, (7)) is well deﬁned in each iteration, it is sufﬁcient to show that the
function Fk,i(z1, . . . , zn) = f (zi)/Ck,i (k = 2, 3), appearing in (15), cannot be 0. From (21) we have
Fk,i =
f (zi)(1,i − S(k)1,i )
Gk,i
= Wi(1,i − S
(k)
1,i )
Gk,i
∏
j =i
(zi − zj ).
According to Lemma 1(i) and the inequality∣∣∣∣∣∣
∏
j =i
(zi − zj )
∣∣∣∣∣∣ dn−1 > 0
we obtain by (20)
|Fk,i(z1, . . . , zn)| =
∣∣∣∣∣Wi(1,i − S
(k)
1,i )
Gk,i
∣∣∣∣∣∏
j =i
(zi − zj )|> 2945 · d
n−1 > 0.
Now we prove that the sequences {|C(m)k,i |} (i ∈ In) are monotonically decreasing.
Using the assertions (i)–(iii) of Lemma 1, from (21) we ﬁnd
|Ĉk,i |< 4529 |Ŵi |<
45
29
· 1
3
|Wi | = 1529 |Wi | =
15
29
|Gk,i(1,i − S(k)1,i )−1|
∣∣∣∣∣ (1,i − S
(k)
1,i )Wi
Gk,i
∣∣∣∣∣
= 15
29
|Ck,i |
∣∣∣∣∣ (1,i − S
(k)
1,i )Wi
Gk,i
∣∣∣∣∣< 1529 · 107 |Ck,i |< 0.74|Ck,i |.
Therefore, the constant  which appears in Theorem 2 is equal to = 0.74. In this way we have proved the inequality
|C(m+1)k,i |< 0.74|C(m)k,i |, which holds for each i = 1, . . . , n, m = 0, 1, . . . and k = 2, 3.
The quantity g() appearing in (ii) of Theorem 2 is equal to g(0.74)= 1/(1 − 0.74) ≈ 3.85. It remains to prove the
disjunctivity of the inclusion disks
Sk,1 = {z(0)1 ; 3.85|C(0)k,1|}, . . . , Sk,n = {z(0)n ; 3.85|C(0)k,n|}
(assertion (ii) of Theorem 2). By virtue of Lemma 1(ii) we have |C(0)k,i |<( 4529 )w(0) for all i = 1, . . . , n, and k = 2, 3. If
we choose the index p ∈ In such that
|C(0)k,p| = max1 in |C
(0)
k,i |,
then
d(0) > (3n + 3)w(0) > 29
45
(3n + 3)|C(0)k,p|
29(n + 1)
30
(|C(0)k,i | + |C(0)k,j |)> g(0.74)(|C(0)k,i | + |C(0)k,j |)
since
29(n + 1)
30
3.867>g(0.74) ≈ 3.85
for all n3. This means that
|z(0)i − z(0)j |d(0) > g(0.74)(|C(0)k,i | + |C(0)k,j |) = rad Sk,i + rad Sk,j .
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Hence, according to a simple geometric construction, it follows that the inclusion disks Sk,1, . . . , Sk,n are disjoint,
which completes the proof of Theorem 3. 
Remark 5. A measure of the closeness of initial approximations is suitably expressed by the quantity w(0), while
the minimal distance d(0) between initial approximations is a convenient approximative measure of separation of
polynomial zeros. For these facts, sufﬁcient convergence condition of the form (18), which involves w(0) and d(0), is a
reasonable choice. We note that Wang and Zhao [36], applying Smale’s point estimation theory to the Durand–Kerner
method (37), established in a natural way an initial condition of the form (18). Numerous subsequent papers (cited,
e.g., in [19]) have substantiated that initial conditions of this form are also suitable for other simultaneous methods.
We emphasize that (18) is computationally veriﬁable condition, which is of evident practical interest.
4. Some modiﬁcations
More rapid convergence of the total-step iterative method (7) can be achieved by calculating the new approxima-
tions zˆi serially, using the already calculated approximations zˆ1, . . . , zˆi−1 as soon as they are available (the so-called
Gauss–Seidel approach). In this manner we obtain the accelerated (single-step) method
zˆi = zi − + 1
(1,i − S˜(k)1,i ) + [(+ 1)(21,i − 2,i − S˜(k)2,i ) − (1,i − S˜(k)1,i )2]1/2∗
(i ∈ In), (22)
where the sums are deﬁned as
S˜
(k)
q,i =
i−1∑
j=1
1
(zi − zˆj )q +
n∑
j=i+1
1
(zi − zj,k)q (q = 1, 2; k = 1, 2, 3).
Let OR(21, ) denote the R-order of convergence of the single-step family of methods (22) with the limit point
= (1, . . . , n). Let {z(m)i } (i ∈ In) be the sequences of approximations to the zeros, generated by the family (22), and
let h(m)i be a multiple of the error |ε(m)i | = |z(m)i − i | (i ∈ In; m = 0, 1, . . . ). After a labor but elementary analysis,
the following relations can be derived for the family (22):
h
(m+1)
i 
1
n − 1 (h
(m)
i )
3
⎛⎝∑
j<i
h
(m+1)
j +
∑
j>i
(h
(m)
j )
k
⎞⎠ (i ∈ In; m = 0, 1, . . .). (23)
Then, using a technique developed in [2] (see, also, [17, Chapter 1]), the following assertion can be proved:
Theorem 4. Assume that the initial approximations z(0)1 , . . . , z
(0)
n are chosen so that
h
(0)
i h = max1 in h
(0)
i < 1.
Then the R-order of convergence of the iterative method (22), for which the relations (23) are valid, is given by
OR(21, )3 + n(k),
where n(k)> k is the unique positive root of the equation
n − kn−1 − 3kn−1 = 0 (k = 1, 2, 3).
The entries of the lower bounds of OR(21, ) are given in Table 1.
The family of Hansen–Patrick’s type (7) can be easily modiﬁed to ﬁnd multiple zeros of a given polynomial f ,
assuming that the multiplicities 1, . . . , r of the multiple zeros 1, . . . , r (rn) of f are known. Considering the
function 1/m instead of  in (1), the following one parameter family for a zero of the multiplicity m of a function 
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Table 1
The lower bounds of the R-order of convergence of the family (22)
n 3 4 5 6 7 8 9 10 Very large n
k = 1 4.672 4.453 4.341 4.274 4.229 4. 196 4.172 4.153 → 4
k = 2 5.862 5.586 5.443 5.357 5.299 5.257 5.225 5.201 → 5
k = 3 6.974 6.662 6.503 6.404 6.339 6.291 6.255 6.228 → 6
is constructed:
zˆ = z − m(+ 1)(z)
′(z) + [(m(+ 1) − )′(z)2 − m(+ 1)(z)′′(z)]1/2∗
. (24)
The zeros of the polynomial f coincide with the zeros of the rational function
Vi(z) = f (z)∏r
j=1
j =i
(z − yj,k)j ,
where y1,k, . . . , yr,k are some approximations to the zeros 1, . . . , r of f (obtained, for instance, by Newton’s and
Halley’s modiﬁed method for multiple zeros). Applying the function V and its derivatives V ′ and V ′′ to (24) in a
similar way as in the case of simple zeros (Section 2), we can derive the accelerated family of iterative methods for the
simultaneous approximation of multiple zeros. Details on this family and its convergence properties will be considered
in the forthcoming paper.
Following the idea presented in [7,23,26], the family of iterative methods (7) can be easily adapted for the determi-
nation of simple zeros of a wide class of analytic functions. Let z 	→ (z) be an analytic function inside and on the
simple smooth closed contour , without zeros on  and with the known number n of simple zeros inside . Then,
following [7,34],  can be represented in the form
(z) = exp(Y (z))
n∏
j=1
(z − j ) (25)
inside, where 1, . . . , n are the zeros of (inside).Y is also an analytic function insidewhich can be represented
by the curvilinear integral along the contour  as
Y (z) = 1
2i
∫

log[(w − )−n(w)]
w − z dw, (26)
where  is an arbitrary point inside such that() = 0. If(0) = 0, then we can take =0 without loss of generality.
Starting from (26) and applying an integration by parts, we ﬁnd
Y ′(z) = 1
2i
∫

′(w)
(z)
dw
w − z (27)
and
Y ′′(z) = 1
2i
∫

′(w)
(z)
dw
(w − z)2 (28)
(see [34]). Furthermore, using the argument principle, the number of zeros n of  inside  may be calculated by the
formula
n = 1
2i
∫

′(w)
(w)
dw = 1
2
[arg (w)]w∈. (29)
Let Y ′i = Y ′(zi) and Y ′′i = Y ′′(zi). The algorithm (7) can be applied to the product appearing in (25); in this way we
obtain the iterative formula of the form (6) where the sums S(k)1,i and S(k)2,i have to be replaced by S(k)1,i +Y ′i and S(k)2,i −Y ′′i ,
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respectively, that is,
zˆi = zi − + 1
(1,i − S(k)1,i − Y ′i ) + [(+ 1)(21,i − 2,i − S(k)2,i + Y ′′i ) − (1,i − S(k)1,i − Y ′i )2]1/2∗
(30)
(see, e.g., [26]). The values Y ′i , Y ′′i and the number of zeros n, given by formulas (27)–(29) of the same structure, are
evaluated by numerical integration; efﬁcient quadrature rules for contour can be found, for instance, in [4,10].
The basic method (without corrections, k = 1) was considered in [26]. If  → +∞, then the family (30) reduces to
the third order method
zˆi = zi − 1
′(zi)/(zi) − Y ′(zi) −∑nj=1
j =i
(zi − zj )−1
(i ∈ In), (31)
proposed in [7].
5. Numerical examples
To illustrate the convergence speed and behavior of some methods from the proposed families (7), (22) and (30), we
have tested a large number of algebraic polynomials and analytic functions. In order to save all signiﬁcant digits of the
produced approximations, we have implemented the considered methods using the programming packageMathematica
5 with multiple precision arithmetic. For the selection between the two values of the square root we have applied the
criterion given in Remark 1. The tested numerical examples showed that this criterion ensures quite satisfactory results
even for the rough initial approximations.
The realized numerical experiments demonstrated very fast convergence of the methods belonging to the families
(7), (22) and (30). To illustrate their effectiveness, among many tested algebraic polynomials and analytic functions
we report the results of the three selected examples. All tested methods started with the same initial approximations.
As a measure of accuracy of the obtained approximations, we have calculated Euclid’s norm
e(m) := ‖z(m) − ‖2 =
(
n∑
i=1
|z(m)i − i |2
)1/2
(m = 0, 1, . . .). (32)
Example 1. The total step methods (7){k=1,2,3} and the single-step methods (22){k=1,2,3} have been applied to approx-
imate simultaneously the zeros of the polynomial
f (z) = z20 − (7 − 4i)z19 + (38 − 28i)z18 − (164 − 132i)z17 + (472 − 516i)z16
− (1364 − 1228i)z15 + (2506 − 2876i)z14 − (4078 − 3884i)z13 + (3923 − 1932i)z12
+ (6319 − 3728i)z11 − (32176 − 34936i)z10 + (76298 − 110064i)z9
− (193516 − 130512i)z8 + (230732 − 223744i)z7 − (259168 − 270368i)z6
+ (467944 + 82048i)z5 − (86880 − 519936i)z4 + (736320 − 757760i)z3
− (371200 − 345600i)z2 + (432000 + 2304000i)z + 2880000
= (z − 4)(z + 1)(z4 − 16)(z2 + 9)(z2 + 2z + 5)(z2 + 2z + 2)(z2 − 2z + 2)(z2 − 4z + 5)
× (z2 − 2z + 10)(z − i)(z + 5i).
We have taken the following parameters:  = 0 (Ostrowski-like method),  = 1/(n − 1) (Laguerre-like method),
= 1 (Euler-like method), = −1 (Halley-like method), = 12 and = 1000. For comparison purpose, we have also
tested the Nourein method [14]
zˆi = zi − Wi
1 +∑nj=1
j =i
Wj
zi − Wi − zj
(i ∈ In) (33)
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Table 2
Euclid’s norm of errors: the three ﬁrst iterations
Methods (7)k=1 (7)k=2 (7)k=3 (22)k=1 (22)k=2 (22)k=3
= 0 e(1) 4.66(−3) 3.01(−3) 1.38(−3) 4.28(−3) 2.33(−3) 9.48(−4)
e(2) 2.46(−11) 1.21(−14) 2.58(−19) 1.31(−11) 9.00(−16) 1.05(−20)
e(3) 9.62(−44) 7.72(−71) 2.44(−113) 6.90(−45) 2.05(−77) 2.74(−121)
= 1
n−1 e
(1) 4.71(−3) 3.01(−3) 1.38(−3) 4.29(−3) 2.33(−3) 9.48(−4)
e(2) 2.60(−11) 1.23(−14) 2.59(−19) 1.36(−11) 9.08(−16) 1.05(−20)
e(3) 1.25(−43) 8.83(−71) 2.49(−113) 7.72(−45) 2.14(−77) 2.75(−121)
= 1 e(1) 6.02(−3) 3.08(−3) 1.40(−3) 4.58(−3) 2.35(−3) 9.53(−4)
e(2) 8.74(−11) 1.86(−14) 2.75(−19) 2.44(−11) 1.22(−15) 1.08(−20)
e(3) 2.11(−41) 9.76(−70) 3.52(−113) 5.07(−44) 6.57(−77) 2.94(−121)
= −1 e(1) 4.26(−3) 2.95(−3) 1.37(−3) 4.17(−3) 2.33(−3) 9.43(−4)
e(2) 1.53(−11) 9.28(−15) 2.42(−19) 7.18(−12) 9.25(−16) 1.03(−20)
e(3) 5.71(−45) 8.54(−72) 1.73(−113) 6.63(−46) 2.65(−77) 2.58(−121)
= 1/2 e(1) 5.23(−3) 3.04(−3) 1.39(−3) 4.41(−3) 2.34(−3) 9.50(−4)
e(2) 4.44(−11) 1.48(−14) 2.66(−19) 1.80(−11) 1.01(−15) 1.06(−20)
e(3) 1.32(−42) 2.76(−70) 2.92(−113) 1.94(−44) 3.48(−77) 2.83(−121)
The method (33): e(1) = 1.88(−2), e(2) = 8.72(−9), e(3) = 7.65(−34). The method (34): e(1) = 1.56(−2), e(2) = 8.25(−9), e(3) = 2.64(−33).
of the fourth order, and the Börsch–Supan method with Newton’s correction
zˆi = zi − 11/Ni −∑nj=1
j =i
(zi − zj + Nj)−1
, Nj = f (zj )
f ′(zj )
(i ∈ In) (34)
of the fourth order [15]. Note that (34) is the iterative formula (13) for k = 2. The both methods (33) and (34) belong
to the most efﬁcient methods for the simultaneous determination of polynomial zeros.
The entries e(m) (m= 1, 2, 3) are given in Table 2, where A(−q) means A× 10−q . In the presented example for the
initial approximations we have e(0) = 0.80.
Example 2. The choice of initial approximations has an important role in the application of simultaneous methods
for ﬁnding polynomial zeros. One of the most convenient approach consists of generating the so-calledAberth’s initial
approximations
z(0)
 = −
a1
n
+ r0 exp(i
), i =
√−1, 
 = 
n
(
2
− 3
2
)
(
= 1, . . . , n) (35)
(see [1]), equidistantly spaced on the circle of the radius r0. In this selection we use the fact that all zeros of a polynomial
f (z) = a0zn + a1zn−1 + · · · + an−1z + an (a0, an = 0) lie inside the annulus {z ∈ C : r < |z|<R}, where r and R
are calculated as
r = 1
2
min
1kn
∣∣∣∣ anan−k
∣∣∣∣1/k, R = 2 max1kn
∣∣∣∣aka0
∣∣∣∣1/k (36)
(see [6, Theorem 6.4b, Corollary 6.4k]). The radius r0 in (35) is then chosen to satisfy r < r0 <R.
Simultaneous methods are usually applied starting with approximations given by (35). However, in the case of
methods with corrections it is preferable to apply ﬁrst some slowly convergent method until the required accuracy is
attained (satisfying, for instance, the criterion max1 in|f (z(m)i )|< , or max1 in|W(m)i |< , for a given tolerance
) and then apply a method with fast convergence when the corrections are sufﬁciently improved. This combination
is presented in this example where the methods of the family (7) are combined with the well-known Durand–Kerner
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Table 3
Results of the combined total-step methods
Methods (7)k=1 (7)k=2 (7)k=3
= 0 e(1) 3.68(−4) 7.54(−5) 7.49(−6)
e(2) 1.65(−14) 2.41(−21) 8.35(−31)
= 1
n−1 e
(1) 3.69(−4) 7.54(−5) 7.49(−6)
e(2) 1.68(−14) 2.42(−21) 8.36(−31)
= 1 e(1) 3.91(−4) 7.57(−5) 7.52(−6)
e(2) 2.14(−14) 2.45(−21) 8.46(−31)
= −1 e(1) 3.47(−4) 7.51(−5) 7.47(−6)
e(2) 1.29(−14) 2.40(−21) 8.24(−31)
= 50 e(1) 1.86(−3) 9.84(−5) 9.03(−6)
e(2) 1.25(−11) 8.77(−20) 1.67(−30)
= 500 e(1) 2.26(−3) 2.09(−4) 3.17(−5)
e(2) 5.25(−11) 5.60(−18) 1.24(−27)
The method (33): e(1) = 1.78(−4), e(2) = 1.25(−15). The method (34): e(1) = 2.84(−4), e(2) = 5.02(−14).
method [3,9]
zˆi = zi − f (zi)∏n
j=1
j =i
(zi − zj ) (i ∈ In) (37)
of the second order. Practical experiments have shown that this method converges for almost all initial approximations
(see [8]).
The described algorithm was applied to the polynomial
f (z) = z15 + z + 2
of Mignotte’s type. According to (36), we have found that all zeros of this polynomial lie in the annulus {z :
0.524< |z|< 2.095} and we have taken r0 = 1. We have ﬁrst applied the Durand–Kerner method (37) with the Aberth
approximations given by (35) (with n=15, a1 =0, r0 =1). The given criterion maxi in|W(m)i |< 0.25 was satisﬁed
after six iterations, and the obtained approximations were taken as starting approximations in the implementation of
total-step methods of the family (7) and the fourth order methods (33) and (34). The results are given in Table 3.
The total-step methods (7) as well as the single-step methods (22) with the Newton and Halley corrections, presented
in this paper, use the already calculated values f, f ′, f ′′ at the points z1, . . . , zn so that the convergence rate of these
iterative methods is accelerated without the increase of computational cost. Evidently, the employed approach provides
high computational efﬁciency of the proposed methods with corrections.
From Tables 2 and 3 and a number of tested polynomial equations we can conclude that the proposed methods
are competitive with existing methods of the same convergence rate or even better (for instance, compare the results
of (7)k=1, (33) and (34) given in Table 2). Numerical experiments show that the methods of the families (7) and
(22) converge very fast, especially those with corrections. The accelerated methods (7)k=2 and (7)k=3, improved by
negligible number of additional operations, produce considerably more accurate approximations than the methods (33)
and (34).
Two iterative steps are usually sufﬁcient in solving most practical problems when initial approximations are rea-
sonably good and polynomials are well-conditioned. The third iteration demonstrates spectacularly fast convergence
producing approximations of very high accuracy (see Table 2), rarely required in practice at present. However, we
include the third iteration to illustrate both the very fast convergence of the new families of root-ﬁnding methods and
good matching of their orders of convergence with those given in Theorems 1 and 4.
Remark 6. As it was mentioned in [19], implementing the simultaneous methods for computing the zeros of algebraic
polynomials in practice, the multiplier cn, involved in the initial condition (18), can be taken greater than the one given
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Table 4
Euclid’s norm of errors: the application to the function (z) = e3z + 2z cos z − 1
= 0 = 1 = −1 = 1/(n − 1) = 1000 Method (38)
Methods without corrections
e(1) 4.88(−2) 6.49(−2) 3.88(−2) 5.34(−2) 0.11 0.55
e(2) 3.64(−7) 1.63(−6) 1.18(−7) 5.87(−7) 1.61(−4) 9.9(−2)
e(3) 2.92(−23) 3.23(−22) 5.82(−25) 1.36(−22) 7.32(−14) 1.79(−3)
Methods with Newton’s corrections
= 0 = 1 = −1 = 1/(n − 1) = 1000
e(1) 3.93(−2) 4.53(−2) 3.49(−2) 4.11(−2) 6.51(−2)
e(2) 2.06(−8) 3.37(−8) 1.70(−8) 2.34(−8) 9.63(−6)
e(3) 3.69(−27) 1.82(−26) 3.70(−27) 4.69(−27) 3.11(−17)
Methods with Halley’s corrections
= 0 = 1 = −1 = 1/(n − 1) = 1000
e(1) 8.21(−3) 8.18(−3) 8.25(−3) 8.20(−3) 1.63(−2)
e(2) 2.52(−10) 2.39(−10) 2.67(−10) 2.47(−10) 1.32(−7)
e(3) 1.22(−32) 9.53(−32) 1.57(−32) 1.12(−32) 8.58(−23)
in the convergence theorems and both guaranteed and fast convergence will be still preserved. A number of numerical
examples, including the presented ones, conﬁrms this fact. However, the range of values of cn providing guaranteed
and fast convergence depends on many parameters and can be approximately estimated only by practical experiments.
More details are given in [19].
Example 3. Iterative methods with/without corrections of the family (30) were applied for approximating the zeros
of the analytic function
(z) = e3z + 2z cos z − 1
inside the contour ={z ∈ C : |z| = 2} (considered in [10, p. 43]). Applying the numerical integration along the circle
= {z : |z| = 2} we ﬁrst found that the number of zeros inside this circle is n = 4, and then we calculated the values
Y ′(zi) and Y ′′(zi) (i ∈ In) in the course of iterative process. The following initial approximations:
z
(0)
1 = 0.3 − 0.3i, z(0)2 = 0.7 + 1.0i, z(0)3 = 0.7 − 1.0i, z(0)4 = −1.3 − 0.4i
were used, yielding e(0)=0.956.The zeros of are 1=0, 2,3=0.53089449 . . .±i1.33179187. . .,4=−1.84423395. . . .
Using an asymptotic approach, it was shown in [26] that the main part of the family (7) without corrections (k = 1)
is the well-known Chebyshev’s method of the third order
zˆi = zi − (zi)
′(zi)
[
1 + 
′′(zi)(zi)
2′(zi)2
]
. (38)
For comparison purpose, we have also tested this method for single zeros. The errors e(m), calculated by (3) for all
tested methods, are given in Table 4.
We observe from Table 4 that the convergence is not so fast as in the case of algebraic polynomials. This is the
consequence of errors of numerical integration applied for calculating the values Y ′i (zi) and Y ′′i (zi). As in the case of
Examples 1 and 2, we note that the methods of the family (7) for small (in magnitude)  produce approximations of
almost the same accuracy. If  is large, then the convergence rate decreases since the family (7) behaves as the method
(13) (see, also, Table 3,  = 500). Finally, the third order Chebyshev’s method (35) shows very slow convergence in
the ﬁrst iterations.
The studied methods from the families (7) and (22), as the majority of iterative methods with similar structure, work
verywell when the sought zeros are simple and their measure of separation (given bymini =j |i−j | ormini =j |zi−zj |)
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is not very small entry. A precise quantitative measure of separation is given in Section 3. A more difﬁcult problem
of ﬁnding clusters of zeros was not considered in this paper. A direct application of numerical iterative methods, in
general, is not efﬁcient for the calculation of clusters of zeros without the help of some other auxiliary procedures such
as a detection, localization, enclosure, splitting and, in ﬁnal step, a reﬁnement, see, e.g., [12,13,16,29].
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