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Abstract
By use of monotone functionals and positive linear functionals, a generalized Riccati transforma-
tion and the general means technique, some new oscillation criteria for the following self-adjoint
Hamiltonian matrix system{
X′(t) = A(t)X(t)+ B(t)Y (t),
Y ′(t) = C(t)X(t)− A∗(t)Y (t) (E)
are obtained. The results obtained improve and complement that of Kumari et al. (2000) on Kamenev
type theorems. Moreover, these results generalize and improve earlier results due to Meng (2002)
for (E), Erbe et al. (1993), Meng et al. (1998) and Wang (2001) for (P (t)X′(t))′ + Q(t)X(t) = 0 or
its special cases, and Wong (2001) for the scalar system x′′(t)+ q(t)x(t) = 0.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Self-adjoint linear Hamiltonian matrix systems arise in many dynamic problems and
have been studied by many authors (e.g., see [1–20] and the references quoted therein). In
this paper, we consider linear self-adjoint matrix Hamiltonian systems of the form
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{
X′(t) = A(t)X(t)+B(t)Y (t),
Y ′(t) = C(t)X(t) −A∗(t)Y (t) (1.1)
where A(t),B(t) = B∗(t) > 0 and C(t) = C∗(t) are n×n real continuous matrix functions
on the interval I = [t0,∞). Here and in the sequel, the transpose of matrix M is denoted
by M∗ and its positive definiteness is denoted by M > 0.
A solution (X(t), Y (t)) of the system (1.1) is said to be nontrivial if detX(t) = 0 for at
least one t ∈ [t0,∞). A nontrivial solution (X(t), Y (t)) of (1.1) is said to be prepared or
self-conjugate if
X∗(t)Y (t) − Y ∗(t)X(t) = 0, t  t0.
System (1.1) is said to be oscillatory on [t0,∞) if there is a nontrivial prepared solution
(X(t), Y (t)) of (1.1) such that detX(t) vanishes at least once on [T ,∞) for each T  t0.
Otherwise, it is said to be nonoscillatory. It is well known [15, Theorem 8.1, p. 303] that if
the system (1.1) is oscillatory then every nontrivial prepared solution (X¯(t), Y¯ (t)) of (1.1)
has the property that det U¯(x) vanishes at least once on [T ,∞) for every T > t0.
Oscillatory properties of (1.1) are important in optimization of certain functionals as-
sociated with (1.1). Therefore, such properties have been studied quite extensively. In
particular, let A(t) ≡ 0, P (t) = B−1(t) and Q(t) = −C(t). System (1.1) reduces to the
self-adjoint system(
P(t)X′(t)
)′ +Q(t)X(t) = 0, (1.2)
and to
X′′(t) +Q(t)X(t) = 0, (1.3)
if in addition P(t) is the identity matrix En. In these cases, for the matrix system (1.1) and
less general systems (1.2) as well as (1.3), oscillation property has been the subject studied
by several authors for many years, which can be found in [1–4,10–12,17,20,21] and other
references contained therein.
An important tool in the study of oscillatory behavior of solution for (1.2) and (1.3) is
the averaging technique which goes back as far as the classical papers of Wintner [18] and
Hartman [5] giving sufficient oscillation conditions for
x ′′(t) + q(t)x(t) = 0. (1.4)
In 1949, Wintner [18] showed that (1.4) is oscillatory if
lim
t→∞
1
t
t∫
0
( s∫
0
q(u) du
)
ds = ∞.
The criterion is the first result based on integral averages.
In a different direction, in 1952, Hartman [5] showed that (1.4) is oscillatory in case
−∞ < lim inf
t→∞
1
t
t∫ ( s∫
q(u) du
)
ds < lim sup
t→∞
1
t
t∫ ( s∫
q(u) du
)
ds ∞.0 0 0 0
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was given by Kamenev [8] who showed that if for some positive integer m> 2,
lim sup
t→∞
1
tm−1
t∫
0
(t − s)m−1q(s) ds = ∞
then Eq. (1.4) is oscillatory.
Oscillation results based on Kamenev type criterion for (1.4) can be found in earlier
papers by Philos [13], Li [7] and Wong [19] and in other references contained therein.
Other Kamenev’s theorem has also been extended by Philos [14] for (1.4) using general
averaging, which was further extended to the matrix differential systems (1.2) by Erbe et al.
[4] as follows.
Theorem A. Let H(t, s) and h(t, s) be continuous on D = {(t, s) | t  s  t0} such that
H(t, t) = 0 for t  t0 and H(t, s) > 0 for t > s  t0. Suppose further that the partial
derivative ∂H(t, s)/∂s is nonpositive and continuous for t  s  t0, and h(t, s) is defined
by
∂H(t, s)/∂s = −h(t, s)H 1/2(t, s), (t, s) ∈ D.
If
lim sup
t→∞
1
H(t, t0)
λmax
[ t∫
t0
(
H(t, s)Q(s)− 1
4
h2(t, s)P (s)
)
ds
]
= ∞,
where λmax(A) stands for the maximal eigenvalue of the matrix A, then (1.2) is oscillatory.
In 1998, Meng et al. [12] employed the idea of generalized Riccati transformation to
obtain an oscillation criterion for (1.2) and extended an earlier result of Erbe et al. [4].
Their work was subsequently generalized by Wang [17] in 2001, Meng [11] in 2002 and
Yang [21].
In 2000, Kumari and Umamaheswaram [10] obtained oscillation theorems for (1.1),
which extends that of Wintner [18] and Kamenev [8]. Other oscillation results based on
Wintner type criterion for (1.1) and the special system (1.2) can also be found in the recent
paper of author et al. [20] as well as other references contained therein.
Very extensive literature also exists (see [1–4,6,12,17] and the references therein) for
the oscillation theory of system (1.2), but we have found that these results are not always
comparable to the results for (1.1) and the corresponding theory for (1.1) is less developed.
This situation motivated us to study further system (1.1).
In this paper, by means of monotone functionals and positive linear functionals on a
suitable matrix space, generalized Riccati transformation as well as the general means
technique, we establish some new oscillation criteria for the system (1.1), which as special
cases include many earlier results for (1.1) and (1.2), and even for self-adjoint second order
differential systems. The results obtained in the articles can be regarded as generalizing and
improving the well-known results by Kamenev in the scalar case. By appropriate choice
of the functional L and functions µ, θ, φ, ρ and H used below, we can present a series
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This paper is organized as follows.
In Section 2 we state some of the preliminary definitions and lemmas.
In Section 3, by considering monotone functionals on a suitable matrix space, we obtain
Kamenev type oscillation criteria (Theorems 3.1–3.4) for the system (1.1) which include
Meng [11, Theorems 1 and 2] and analogue of Kumari et al. [7, Theorems 2.3–2.9] for
(1.1), and results of Meng et al. [12], of Erbe et al. [4, Theorems 1–7] and Wang [17,
Theorems 1, 2] for (1.2).
In Section 4 we approach our goal by considering the positive linear functional and by
employing the ideas of Wong [19] as well as the function H(t, s)ρ(s) in which H(t, s) may
have a nonnegative partial derivative on D0 = {(t, s): t > s  a} with respect to the second
variable. We will obtain six oscillation theorems. As we will see, the subsequent results
are generalizations of the analogue of Kumari and Umamaheswaram’s oscillation criterion
[10, Theorems 2.3–2.9] for the system (1.1), as well as generalization and improvements
of Li [7], Philos [13,14] and Kamenev [8] for (1.4).
Several examples that dwell upon the importance of our results are included in Section 5.
2. Lemmas
For the sake of convenience, we now state some of the preliminary definitions and lem-
mas.
Definition 2.1. Let D = {(t, s): t0  s  t} and D0 = {(t, s): t0  s < t}, H ∈ C1(D,R)
and λ ∈ C1(D0,R). A pair of real-value functions (H,λ) ∈H if there exist a continuous
and sufficiently smooth kernel function H(t, s) on D, such that the following conditions
are satisfied:
(H1) H(t, s) 0 and H(t, t) = 0 for t0  s  t .
(H2) For each s  t0, limt→∞ H(t, s) = ∞, and there exist positive constants k0 and K0
such that
0 < k0  lim
t→∞
H(t, s)
H(t, t0)
K0 < ∞ for s  t0.
(H3) 0−∂H(t, s)/∂s = λ(t, s)H(t, s) and ∂λ(t, s)/∂s  0 for (t, s) ∈ D0.
Lemma 2.1 [19]. Let (H,λ) ∈H, ρ ∈ C1([t0,∞), (0,∞)), and the integral operator Aρτ
be given by
Aρτ (g; t) =
t∫
τ
H(t, s)g(s)ρ(s) ds, t  τ  t0,
where g ∈ C[t0,∞). Then the kernel function H(t, s) and the integral operator Aρτ have
the following properties:
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∫ t
t0
H(t, s)g(s) ds = 0 if g ∈ C[t0,∞) and g ∈ L1[t0,∞).
(P2) limt→∞ 1H(t,t0)
∫ t
t0
H(t, s)g(s) ds = 0 if g ∈ C[t0,∞) and limt→∞
∫ t
t0
g(s) ds = ∞.
(P3) 1
H(t,t0)
∫ t
t0
H(t, s)g(s) ds is nondecreasing in t if g ∈ C[t0,∞) and g(s)  0 on
[t0,∞).
(P4) Aρτ (αg1 + βg2; t) = αAρτ (g1; t)+ βAρτ (g2; t) for α,β ∈ R and g1, g2 ∈ C[t0,∞).
(P5) Aρτ (g; t) 0 for g ∈ C[t0,∞) and g(t) 0 for t ∈ [t0,∞).
(P6) Aρτ (g′; t) = −H(t, τ )g(τ )ρ(τ )+Aρτ ([λ− ρ−1ρ′]g; t) for g ∈ C1[t0,∞).
In what follows, S denotes the linear space of all n × n real symmetric matrices and
En ∈ S the identity matrix.
Definition 2.2. A functional p :S→ R is said to be subhomogeneous if p[λK] λp[K]
whenever K ∈ S and λ 0. Such a functional is said to be monotone (or nondecreasing)
if J −K  0 implies p[J ] p[K] for J,K ∈ S .
The first part of Definition 2.1 is found in Hartman [6, p. 328]. Note that because of
the classical minimal characterization of the eigenvalues of matrix in S , the functional
p[K] = λmax[K] is a monotone subhomogeneous functional which is traditionally called
the “eigenvalue” functional. On the other hand, it is readily verified that if P  0 in S ,
then the nonlinear functional p[K] = λmax[K + P ] is also a monotone functional and
λmax[K + P ] λmax[K]. Furthermore, it is easy to see that the nonlinear trace functional
on S defined by p[K] = tr[K +En] is also a monotone functional.
Definition 2.3 [6]. A linear functional L :S→R satisfying
L[K + J ] = L[K] +L[J ], L[λK] = λL[K]
for K,J ∈ S , λ ∈R, is said to be “positive” if L[K] > 0 whenever K ∈ S and K > 0.
Lemma 2.2 [16]. Let L be a positive linear functional on S , then for all A,B ∈ S,[
L
(
A∗B
)]2  L(A∗A)L(B∗B).
Lemma 2.3 [20]. Let L be a positive linear functional on S . If R ∈M and B > 0, then for
all v ∈ C((t0,∞), (0,∞))
L
[
v−1R∗BR
]

{
vL
[
B−1
]}−1{
L[R]}2.
Lemma 2.4. Let L be a positive linear functional on S . Then for all A,B ∈ S,
L
[
(A +B)2] 2(L[A2]+L[B2]).
Proof. By Lemma 2.2 and the inequality 2ab a2 + b2, we obtain
L[AB] (L[A∗A]L[B∗B])1/2 = (L[A2]L[B2])1/2  1
2
(
L
[
A2
]+L[B2]),
which imply the desired conclusion. 
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Then system (1.1) is oscillatory if and only if

U ′(t) = A(t)U(t)+ φ(t)
θ(t)
B(t)V (t)+ 12
(φ′
φ
+ θ ′
θ
)
(t)U(t),
V ′(t) = C1(t)U(t) −A∗(t)V (t) + 12
(φ′
φ
+ θ ′
θ
)
(t)V (t)
(2.1)
is oscillatory, where
C1(t) = θ(t)
φ(t)
{
C + (B−1A +A∗B−1)+(α
θ
B−1
)′
− α
2
θ2
B−1
}
(t), (2.2)
with
α(t) = θ(t)
2
(
φ′
φ
− θ
′
θ
)
(t) = θ(t)
{
1
2
[
ln
φ(t)
θ(t)
]}′
.
Proof. Let us make a change of unknown variables
U(t) = (φX)(t), V (t) = (θY + αB−1X)(t),
then the system (1.1) becomes (2.1).
We denote by Φ(t) a fundamental matrix of linear equation x ′ = A(t)x . Throughout
this paper, we let functions φ, θ,µ,ρ ∈ C1([t0,∞), (0,∞)). Define functions as follows
Λ(t, s) = λ(t, s)− µ
′(s)
2µ(s)
− ρ
′(s)
ρ(s)
, N(t, s) = λ(t, s)√
H(t, s)ρ(s)
− µ
′(s)
µ(s)
and matrix functions
C2(t) = −
(
µΦ∗C1Φ
)
(t),
B2(t) =
(
µ−1φθ−1Φ−1B
[
Φ∗
]−1)
(t), for t ∈ [t0,∞),
where C1(t) is given by (2.2). 
Lemma 2.6. Let (U(t),V (t)) be a nontrivial solution of (2.1) and detU(t) = 0 for t ∈
[t0,∞). Suppose further function µ ∈ C1([t0,∞), (0,∞)). Then the matrix function
W(t) = (µΦ∗VU−1Φ)(t) (2.3)
satisfies the Riccati equation
W ′(t) =
(
−C2 + µ
′
µ
W −WB2W
)
(t). (2.4)
Proof. From (2.1), it follows that
W ′(t) = (µ′Φ∗VU−1Φ +µΦ∗A∗VU−1Φ +µΦ∗[VU−1]′Φ +µΦ∗VU−1AΦ)(t)
=
(
µ′
µ
W +µΦ∗A∗VU−1Φ +µΦ∗VU−1AΦ
+µΦ∗
[
C1 −A∗VU−1 − VU−1A− φVU−1BVU−1
]
Φ
)
(t)θ
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(
µ′
µ
W −C2 − φ
θ
µΦ∗VU−1BVU−1Φ
)
(t)
=
{
µ′
µ
W −C2 −
(
µΦ∗VU−1Φ
)
B2
(
µΦ∗VU−1Φ
)}
(t). 
Remark 2.1. Note that the ratios α/θ and φ/θ involved in coefficients of (2.2), and
α(t) = θ(t)
{
1
2
[
ln
φ(t)
θ(t)
]}′
.
Thus, let a(t) = θ(t)/φ(t) = exp{−2 ∫ t
t0
f (s) ds} where f ∈ C1([t0,∞),R), then α(t)/
θ(t) = f (t), α(t)/φ(t) = a(t)f (t) and C1(t) in (2.2) becomes
C1(t) = a(t)
{
C + f (B−1A+A∗B−1)+ (fB−1)′ − f 2B−1}(t).
3. Oscillation criteria in terms of nonlinear functionals
In this section, by means of monotone functional on a suitable matrix space, we es-
tablish some new oscillation criteria for the system (1.1), which as special cases include
many earlier results for (1.1) and (1.2), and even for self-adjoint second order differential
systems.
Theorem 3.1. Let (H,λ) ∈ H. Suppose that there exists a monotone subhomogeneous
functional p on S satisfying
lim sup
t→∞
1
H(t, t0)
p
[
A
ρ
t0
{
C2 − 14Λ
2B−12
}]
= ∞, (3.1)
where Λ = λ− µ′2µ − ρ
′
ρ
the operator Aρτ :S→ S is the linear operator defined by
Aρτ (N; t) =
t∫
τ
H(t, s)ρ(s)N(s) ds, t  τ  t0. (3.2)
Then the system (1.1) is oscillatory.
Proof. Suppose that there exist a prepared solution (X(t), Y (t)) of the system (1.1) which
is not oscillatory. Without loss of generality, we may assume that detX(t) = 0 for t  t0.
From Lemma 2.5, we can define a matrix function W(t) on [t0,∞) by (2.3), then by
Lemma 2.6, W(t) satisfies the Riccati equation (2.4). Let R(t) = [B2(t)]1/2 and S(t) =
(RWR)(t). It follows from (2.4) that
W ′(t) =
{
−C2 + µ
′
µ
R−1(RWR)R−1 −R−1(RWR)(RWR)R−1
}
(t)
=
{
−C2 −R−1
(
µ′2
4µ2
En − µ
′
µ
S + S2
)
R−1 +R−1 µ
′2
4µ2
R−1
}
(t)
=
{
−C2 −R−1
(
S − µ
′
En
)2
R−1 + µ
′2
2 R
−2
}
(t).2µ 4µ
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W ′ +C2 +R−1
{
S − µ
′
2µ
En
}2
R−1 − µ
′2
4µ2
R−2
)
(t) = 0. (3.3)
Now applying the operator Aρτ to (3.3), in view of the properties of the operator Aρτ , we
then have
H(t, τ )ρ(τ )W(τ) = Aρτ
([
λ − ρ
′
ρ
]
W
)
+Aρτ
(
R−1
{
S − µ
′
2µ
En
}2
R−1
)
−Aρτ
(
−C2 + µ
′2
4µ2
R−2
)
. (3.4)
This implies
H(t, τ )ρ(τ )W(τ) = Aρτ
(
R−1
{
S − µ
′
2µ
En
}2
R−1 +R−1R
[
λ− ρ
′
ρ
]
WRR−1
)
+Aρτ
(
C2 − µ
′2
4µ2
R−2
)
= Aρτ
{
R−1
({
S − µ
′
2µ
En
}2
+
[
λ − ρ
′
ρ
En
]
S
)
R−1
}
+Aρτ
(
C2 − µ
′2
4µ2
R−2
)
= Aρτ
{
R−1
[(
S − µ
′
2µ
En
)
+ 1
2
(
λ− ρ
′
ρ
)
En
]2
R−1
}
−Aρτ
{
R−1
[
1
4
(
λ − ρ
′
ρ
)2
En + µ
′
2µ
(
λ− ρ
′
ρ
)
En
]
R−1
}
+Aρτ
(
C2 − µ
′2
4µ2
R−2
)
.
Let T = S − µ′2µEn, then
H(t, τ )ρ(τ )W(τ) = Aρτ
{
R−1
[
T + 1
2
(
λ − ρ
′
ρ
)
En
]2
R−1
}
+Aρτ
{
C2 − 14Λ
2B−12
}
. (3.5)
If we drop the nonnegative definite term in (3.5), then
Aρτ
{
C2 − 14Λ
2B−12
}
H(t, τ )ρ(τ )W(τ).
Hence, by Definition 2.2 of monotone subhomogeneous functional p on S , we obtain
p
[
Aρτ
{
C2 − 1Λ2B−12
}]
H(t, τ )ρ(τ )p
[
W(τ)
]
. (3.6)4
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[
H(t, t0)
]−1
p
[
Aρτ
{
C2 − 14Λ
2B−12
}]
 ρ(t0)p
[
W(t0)
]
, (3.7)
which is contrary to our assumption (3.1). This completes the proof. 
Let p[K] = λmax[K] for K ∈ S , under a modification of the hypotheses of Theorem 3.1
we can obtain the following result.
Theorem 3.2. Let condition (3.1) in Theorem 3.1 be replaced by
lim sup
t→∞
1
H(t, t0)
λmax
[
A
ρ
t0{C2}
]= ∞ and
lim sup
t→∞
1
H(t, t0)
λmax
[
A
ρ
t0
{
Λ2B−12
}]
< ∞
with the other conditions unchanged. Then any prepared solution of (1.1) is oscillatory on
[t0,∞).
Note that the result of Erbe et al. stated in the first section does not require H(t, s)
to satisfy conditions (H2) and (H3) in the Definition 2.1 of (H,λ) ∈ H. Therefore, it is
necessary to derive another oscillation criterion as follows.
The following theorem is an extension to the system (1.1) from Theorem 1 of Erbe
et al. [4], Theorem 1 of Meng et al. [12] for (1.3), and Theorem 1 of Wang [17] for the
special case of the form (1.2).
Theorem 3.3. Suppose that H(t, s) and λ(t, s) are continuous on D = {(t, s) | t  s  t0}
such that H(t, t) = 0 for t  t0 and H(t, s) > 0 for t > s  t0. Suppose further that the
partial derivative ∂[H(t, s)]/∂s is nonpositive and continuous for t  s  t0, λ(t, s) is
defined by
∂
[
H(t, s)ρ(s)
]
/∂s = −λ(t, s)[H(t, s)ρ(s)]1/2, (t, s) ∈ D,
and the operator Aρτ defined by (3.2). If there exists a monotone subhomogeneous func-
tional p on S such that
lim sup
t→∞
1
H(t, t0)
p
[
A
ρ
t0
{
C2 − 14N
2B−12
}]
= ∞, (3.8)
where N = λ√
Hρ
− µ′
µ
, then the system (1.1) is oscillatory.
Proof. Suppose that there exist a prepared solution (X(t), Y (t)) of the system (1.1) which
is not oscillatory. Without loss of generality, we may assume that detX(t) = 0 for t  t0.
From Lemma 2.5, we can define a matrix function W(t) on [t0,∞) by (2.3), then by
Lemma 2.6, W(t) satisfies (2.4). On multiplying (2.4) (with t replaced by s) by H(t, s)ρ(s)
and integrating with respect to s from T to t (T  t0), we obtain
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T
H(t, s)ρ(s)C2(s) ds
= −
t∫
T
H(t, s)ρ(s)W ′(s) ds −
t∫
T
H(t, s)ρ(s)
(
µ′
µ
W
)
(s) ds
−
t∫
T
H(t, s)ρ(s)(WB2W)(s) ds
= H(t, T )ρ(T )W(T )−
t∫
T
[
− ∂
∂s
(
H(t, s)ρ(s)
)− µ′(t)
µ(t)
H(t, s)ρ(s)
]
W(s) ds
−
t∫
T
H(t, s)ρ(s)(WB2W)(s) ds
= H(t, T )W(T )−
t∫
T
h(t, s)
[
H(t, s)ρ(s)
]1/2
W(s) ds
−
t∫
T
H(t, s)(ρWB2W)(s) ds, (3.9)
where h(t, s) = λ(t, s)− µ′(s)
µ(s)
[H(t, s)ρ(s)]1/2. Let
Z(s) = [H(t, s)ρ(s)]1/2(RWR)(s) + 1
2
h(t, s)En
with R(t) = [B2(s)]1/2. Then (3.9) can be written as
t∫
T
H(t, s)ρ(s)C2(s) ds
= H(t, T )ρ(t0)W(T )+ 14
t∫
T
h2(t, s)B−12 (s) ds −
t∫
T
(
R−1Z2R−1
)
(s) ds
H(t, T )ρ(T )W(T )+ 1
4
t∫
T
H(t, s)ρ(s)N2(t, s)B−12 (s) ds.
Thus we obtain
A
ρ
T
{
C2 − 1N2B−12
}
H(t, T )W(T )ρ(T ), T  t0. (3.10)4
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p
[
A
ρ
t0
{
C2 − 14N
2B−12
}]
 p
[
H(t, t0)W(t0)ρ(t0)
]
H(t, t0)p
[
W(t0)ρ(t0)
]
.
Dividing both sides by H(t, t0) and taking the superior limits as t → ∞, we have
lim sup
t→∞
1
H(t, t0)
p
[
A
ρ
t0
{
C2 − 14N
2B−12
}]
 p
[
W(t0)ρ(t0)
]
< ∞,
which contradicts the condition (3.8). The proof is complete. 
Let p[K] = λmax[K] for K ∈ S , under a modification of the hypotheses of Theorem 3.3
we can obtain the following result.
Theorem 3.4. Let condition (3.8) in Theorem 3.3 be replaced by
lim sup
t→∞
1
H(t, t0)
λmax
[
A
ρ
t0{C2}
]= ∞ and
lim sup
t→∞
1
H(t, t0)
λmax
[
A
ρ
t0
{
N2B−12
}]
< ∞
with the other conditions unchanged. Then any prepared solution of (1.1) is oscillatory on
[t0,∞).
Remark 3.1. Assume that K, P ∈ S and P > 0. Let p(K) be λmax[K] in Theorem 3.1
with the other conditions unchanged, then the system (1.1) is oscillatory.
Furthermore, in Theorem 3.1, suppose in addition that lim inft→∞ H(t, s) 1 for suffi-
ciently large s ∈R. Let the monotone subhomogeneous functional p on S be replaced with
monotone functional q :S → R satisfying q[λK]  λq[K] whenever K ∈ S and λ  1,
while the other conditions of Theorem 3.1 unchanged. Then the system (1.1) is oscilla-
tory. In fact, the proof of Theorem 3.1 may be easily modified to yield a proof of the new
statement. Moreover, here the conditions in Theorem 3.3 may also be repeated by that of
Theorem 3.1. Note that q[K] may be chosen as λmax[K + P ] or tr(K +En).
Remark 3.2. Let p[K] = λmax[K] for k ∈ S . By Theorems 3.3 and 3.4, and Remark 2.1,
if we choose two appropriate smooth function f (t) and µ(t), the results of this section
improve analogue of Kumari et al. [10, Theorems 2.3–2.9] for (1.1) and generalize Meng
[11, Theorems 1 and 2] for (1.1) as well as results of Erbe et al. [4, Theorems 1–7], Meng
et al. [12] and Wang [17, Theorems 1, 2] for (1.2).
The results in this section involve the Kamenev’s type conditions and improve analogue
of Wong [19, Theorem 1] and extend the results of Li [7, Theorems 1 and 2], Philos [13,14]
and Kamenev [8].
4. Oscillation criteria in terms of positive linear functionals
In this section, by using positive linear functional we establish new oscillation criteria.
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further that there exists a linear positive functional L on S such that
lim sup
t→∞
1
H(t, t0)
L
[
A
ρ
t0
{
C2 − 14Λ
2B−12
}]
= ∞, (4.1)
where Λ is defined as Theorem 3.1. Then the system (1.1) is oscillatory.
Proof. Suppose that there exists a prepared solution (X(t), Y (t)) of the system (1.1)
which is not oscillatory. Without loss of generality, we may assume that detX(t) = 0 for
t  t0. Furthermore, we can define a matrix function W(t) on [t0,∞) by (2.3), then, by
Lemma 2.6, W(t) satisfies the Riccati equation (2.4). As in the proof of Theorem 3.1, we
obtain (3.5). If we drop the nonnegative definite term in (3.5), then
Aρτ
{
C2 − 14Λ
2B−12
}
H(t, τ )ρ(τ )W(τ),
which implies
L
[
Aρτ
{
C2 − 14Λ
2B−12
}]
H(t, τ )ρ(τ )L
[
W(τ)
]
. (4.2)
Setting τ = t0 in (4.2) and divide the resulting inequality by H(t, t0), we obtain[
H(t, t0)
]−1
L
[
Aρτ
{
C2 − 14Λ
2B−12
}]
 ρ(t0)L
[
W(t0)
]
, (4.3)
which is contrary to our assumption (4.1). This completes the proof. 
Under a modification of the hypotheses of Theorem 4.1 we can obtain the following
theorem.
Theorem 4.2. Let condition (4.1) in Theorem 4.1 be replaced by
lim sup
t→∞
1
H(t, t0)
L
[
A
ρ
t0{C2}
]= ∞ and lim sup
t→∞
1
H(t, t0)
L
[
A
ρ
t0
{
Λ2B−12
}]
< ∞
with the other conditions unchanged. Then any prepared solution of (1.1) is oscillatory on
[t0,∞).
When the condition (4.1) in Theorem 4.1 fails, we further have the following criterion.
Theorem 4.3. Suppose (H,λ) ∈ H and the operator Aρτ is defined by (3.2). Let
B−12 (t)  En. Suppose further that there are ψ1, ψ2 ∈ C([t0,∞),R) and a linear pos-
itive functional L on S satisfy
lim sup
t→∞
1
H(t, t0)
L
[
Aρτ (C2)
]
ψ2(τ ), τ  t0, (4.4)
lim
1
L
[
Aρτ
{
Λ2B−12
}]
ψ1(τ ), τ  t0, (4.5)t→∞ H(t, t0)
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lim
t→∞
1
H(t, t0)
t∫
τ
H(t, s)ρ−1(s)
[
ψ2(s) − 14ψ1(s)
]2
+
ds = ∞, τ  t0, (4.6)
where Λ is defined as Theorem 3.1 and ψ+(t) = max{ψ(t),0}. Then the system (1.1) is
oscillatory.
Proof. Suppose that there exists a prepared solution (X(t), Y (t)) of the system (1.1) which
is not oscillatory. Without loss of generality, we may assume that detX(t) = 0 for t  t0.
From Lemma 2.5, we can define a matrix function W(t) on [t0,∞) by (2.3). Then by
Lemma 2.6, W(t) satisfies (2.4). As in the proof of Theorem 3.1, we can obtain (3.5). If
we now divide (3.5) by H(t, t0) and drop the nonnegative definite term, we obtain
1
H(t, t0)
Aρτ (C2)−
1
4H(t, t0)
Aρτ
(
Λ2B−12
)
 H(t, τ )
H(t, t0)
ρ(τ )W(τ). (4.7)
Applying the positive functional L to (4.7) and then taking the superior limits as t → ∞,
we have
lim sup
t→∞
1
H(t, t0)
L
[
Aρτ (C2)
]− lim
t→∞
1
4H(t, t0)
L
[
Aρτ
{
Λ2B−12
}]
 lim sup
t→∞
H(t, τ )
H(t, t0)
ρ(τ )L
[
W(τ)
]
.
In view of (4.4), (4.5) and the condition (H2) in Definition 2.1,
ψ2(τ )− 14ψ1(τ )K0ρ(τ)L
[
W(τ)
]
.
This and Lemma 2.3 imply[
ψ2(τ )− 14ψ1(τ )
]2
+
K20
[
ρ(τ)
]2{
L
[
W(τ)
]}2  L[En]K20 [ρ(τ)]2L[(W(τ))2],
that is,
[
ρ(τ)
]−2[
ψ2(τ )− 14ψ1(τ )
]2
+
 L[En]K20L
[(
W(τ)
)2]
.
But in view of (4.6), we then have
lim
t→∞
1
H(t, t0)
L
[
A
ρ
t0
(
W 2(t)
)]= ∞. (4.8)
On the other hand, if we let τ = t0 in (3.5), then dividing the resulting equation by H(t, t0),
we see that
ρ(t0)W(t0) + 1
H(t, t0)
A
ρ
t0
{
1
4
Λ2B−12
}
= 1 Aρt0
{
R−1
[
T + 1
(
λ − ρ
′)
En
]2
R−1
}
+ 1 Aρt0(C2).H(t, t0) 2 ρ H(t, t0)
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lim
t→∞
1
H(t, t0)
L
[(
A
ρ
t0
{
R−1
[
T + 1
2
(
λ − ρ
′
ρ
)
En
]2
R−1
})]
K0ρ(t0)L
[
W(t0)
]+ψ2(t0)− 14ψ1(t0).
Finally, note that
W = R−1
[
T + 1
2
(
λ − ρ
′
ρ
)
En
]
R−1 − 1
2
R−1ΛR−1.
It is easy to see
R−1
[
T + 1
2
(
λ − ρ
′
ρ
)
En
]
R−1 ∈ S and 1
2
R−1ΛR−1 ∈ S.
According to B−12 (t)En and Lemma 2.4, we now have
L
[
A
ρ
t0
(
W 2
)]
 2L
[
A
ρ
t0
(
R−1
{
T + 1
2
[
λ − ρ
′
ρ
]
En
}2
R−1
)]
+ 2L
[
A
ρ
t0
(
1
4
R−1Λ2R−1
)]
, (4.9)
so that
lim
t→∞
1
H(t, t0)
L
[
A
ρ
t0
(
W 2(t)
)]
< ∞.
This is contrary to (4.8). The proof is complete. 
Note that the result of Erbe et al. stated in the first section does not require H(t, s) to
satisfy conditions (H2) and (H3) in (H,λ) ∈H. Therefore, it is necessary to derive another
oscillation criterion. Next we give several new oscillation criteria for the system (1.1) by
another generalized mean technique.
Theorem 4.4. Suppose that H(t, s) and λ(t, s) are continuous on D = {(t, s) | t  s  t0}
such that H(t, t) = 0 for t  t0 and H(t, s) > 0 for t > s  t0. Suppose further that the
partial derivative ∂[H(t, s)]/∂s is nonpositive and continuous for t  s  t0, and λ(t, s)
is defined by
∂
[
H(t, s)ρ(s)
]
/∂s = −λ(t, s)[H(t, s)ρ(s)]1/2, (t, s) ∈ D.
Let the operator Aρτ be defined by (3.2). If there exists a linear positive functional L on S
satisfying
lim sup
t→∞
1
H(t, t0)
L
[
A
ρ
t0
{
C2 − 14N
2B−12
}]
= ∞, (4.10)
where N = λ√ − µ′ . Then the system (1.1) is oscillatory.
Hρ µ
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is not oscillatory. Without loss of generality, we may assume detX(t) = 0 for t  t0. Define
a matrix function W(t) on [t0,∞) by (2.3), then by Lemma 2.6, W(t) satisfies (2.4). On
multiplying (2.4) (with t replaced by s) by H(t, s)ρ(s) and integrating with respect to s
from t0 to t , we obtain (3.10). It follows from (3.10) that
L
[
A
ρ
t0
{
C2 − 14N
2B−12
}]
 L
[
H(t, t0)W(t0)ρ(t0)
]
.
Dividing both sides by H(t, t0) and taking the superior limits as t → ∞, we have
lim sup
t→∞
1
H(t, t0)
L
[
A
ρ
t0
{
C2 − 14N
2B−12
}]
 L
[
W(t0)ρ(t0)
]
< ∞,
which is contrary to condition (4.10). The proof is complete. 
Under a modification of the hypotheses of Theorem 4.4, we can obtain the following
result.
Theorem 4.5. Let condition (4.10) in Theorem 4.4 be replaced by
lim sup
t→∞
1
H(t, t0)
L
[
A
ρ
t0{C2}
]= ∞ and lim sup
t→∞
1
H(t, t0)
L
[
A
ρ
t0
{
N2B−12
}]
< ∞
with the other conditions unchanged. Then any prepared solution of (1.1) is oscillatory on
[t0,∞).
If the condition (4.10) in Theorem 4.4 fails, we further have the following criterion.
Theorem 4.6. Let functions H, h, ρ, µ, C1, Φ and the operator Aρτ be the same as in
Theorem 4.4. Let
0 < inf
st0
[
lim inf
t→∞
H(t, s)
H(t, t0)
]
∞. (4.11)
Suppose that there exists a linear positive functional L on S such that
lim inf
t→∞
1
H(t, t0)
L
[
A
ρ
t0{C2}
]
> −∞ (4.12)
and
lim sup
t→∞
1
H(t, t0)
L
[
A
ρ
t0
{
N2B−12
}]
< ∞. (4.13)
Suppose further that there exists a function ψ ∈ C([t0,∞),R) satisfying
lim sup
t→∞
t∫
t0
ψ2+(s)
ρ(s)L[B−12 (s)]
ds = ∞, (4.14)
and for every T  t0
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t→∞
1
H(t, T )
L
[
A
ρ
T
{
C2 − 14N
2B−12
}]
ψ(T ), (4.15)
where N = λ√
Hρ
− µ′
µ
and ψ+(s) = max(0,ψ(s)), then the system (1.1) is oscillatory.
Proof. Suppose that there exist a prepared solution (X(t), Y (t)) of the system (1) which
is not oscillatory. Without loss of generality, we may assume that detX(t) = 0 for t  t0.
Define W(t) as (2.3). As in the proof of Theorem 3.1, we can obtain (3.10). Then by (3.10)
we have for all t > T  t0
1
H(t, T )
L
[
A
ρ
T
{
C2 − 14N
2B−12
}]
 L
[
W(T )ρ(T )
]
. (4.16)
From (4.15), (4.16) and Lemma 2.3, we have for T  t0
ψ(T ) L
[
ρ(T )W(T )
]
or ψ2+(T )ρ−1(T ) ρ(T )L[En]L
[{
W(T )
}2]
. (4.17)
Let
F1(t) = 1
H(t, t0)
L
[
A
ρ
t0{WB2W }
]
, G(t) = 1
H(t, t0)
L
[
A
ρ
t0{NW }
]
for t > t0. By (3.9), we obtain
F1(t) +G(t) = L
[
ρ(t0)W(t0)
]− 1
H(t, t0)
L
[
A
ρ
t0{C2}
]
which implies lim supt→∞[F1(t) +G(t)] < ∞. Let
F(t) = 1
H(t, t0)
A
ρ
t0
{ {L[W ]}2
L{B−12 }
}
.
It follows from Lemma 2.3 that
F1(t) = 1
H(t, t0)
A
ρ
t0
{
L[WB2W ]
}
 1
H(t, t0)
A
ρ
t0
{ {L[W ]}2
L[B−12 ]
}
= F(t),
for t  t0. Thus lim supt→∞[F(t)+G(t)] lim supt→∞[F1(t)+G(t)] < ∞ and there ex-
ist a sequence {tk}∞k=1 in (t0,∞) such that limk→∞ tk = ∞ and limk→∞[F(tk)+G(tk)] =
limk→∞[F(tk)+G(tk)] < ∞. Hence, there exists K > 0 such that
F(tk)+G(tk)K, k = 1,2,3, . . . . (4.18)
Now, we claim that
∞∫
t0
ρ(s){L[W(s)]}2
L[B−12 (s)]
ds < ∞. (4.19)
Suppose, contrary to our claim, that
∞∫
ρ(s){L[W(s)]}2
L[B−12 (s)]
ds = ∞. (4.20)
t0
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inf
st0
[
lim inf
t→∞
H(t, s)
H(t, t0)
]
> η > 0. (4.21)
It follows from (4.20) that for any number ν > 0 there exists t1  t0 satisfying
∞∫
t0
ρ(s){L[W(s)]}2
L[B−12 (s)]
ds  ν
η
for all t  t1. (4.22)
Thus, for t  t1, we obtain
F(t) = 1
H(t, t0)
t∫
t0
H(t, s)d
{ s∫
t0
ρ{L[W ]}2
L[B−12 ]
du
}
= 1
H(t, t0)
t∫
t0
[
−∂H(t, s)
∂s
]{ s∫
t0
ρ{L[W ]}2
L[B−12 ]
du
}
ds
 1
H(t, t0)
t∫
t1
[
−∂H(t, s)
∂s
]{ s∫
t0
ρ{L[W ]}2
L[B−12 ]
du
}
ds
 ν
η
1
H(t, t0)
t∫
t1
[
−∂H(t, s)
∂s
]
ds = ν
η
H(t, t1)
H(t, t0)
. (4.23)
By (4.21) we have lim inft→∞ H(t, t1)/H(t, t0) > η > 0, so there exists t2  t1 such that
H(t, t1)/H(t, t0) η for all t  t2. Therefore by (4.23), F(t)  ν for all t  t2 and since
ν is arbitrary constant, we conclude that
lim
t→∞F(t) = ∞ and limk→∞F(tk) = ∞. (4.24)
Hence, this and (4.18) yield
lim
k→∞G(tk) = −∞, (4.25)
and for large values of k, G(tk)/F (tk) + 1 < ε, where ε ∈ (0,1) is a constant. Therefore,
G(tk)/F (tk) < ε − 1 < 0 for k large enough. This and (4.25) imply that
lim
k→∞
G2(tk)
F (tk)
= ∞. (4.26)
On the other hand, by the Schwarz inequality, for large enough number k
G2(tk) = 1
H 2(tk, t0)
{ tk∫
t0
[
H(tk, s)ρ(s)
]
N(tk, s)L
[
W(s)
]
ds
}2

{
1
H(tk, t0)
tk∫
H(tk, s)ρ(s)
{L[W ]}2
L[B−12 ]
ds
}
t0
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{
1
H(tk, t0)
tk∫
t0
[
H(tk, s)ρ(s)
]
N2(tk, s)L
[
B−12
]
ds
}
 F(tk)
{
1
H(tk, t0)
tk∫
t0
[
H(tk, s)ρ(s)
]
N2(tk, s)L
[
B−12
]
ds
}
,
and therefore, we have for large enough k
G2(tk)
F (tk)
 1
H(tk, t0)
tk∫
t0
[
H(tk, s)ρ(s)
]
N2(tk, s)L
[
B−12
]
ds.
From (4.26), it follows that
lim
k→∞
1
H(tk, t0)
tk∫
t0
[
H(tk, s)ρ(s)
]
N2(tk, s)L
[
B−12
]
ds = ∞. (4.27)
Hence, we obtain
lim sup
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)ρ(s)
]
N2(t, s)L
[
B−12
]
ds
= lim sup
t→∞
1
H(t, t0)
L
[
A
ρ
t0
{
N2B−12
}]= ∞,
which contradict (4.13). Hence (4.19) holds. Then by (4.17) we obtain
∞∫
t0
ψ2+(s)
ρ(s)L[B−12 (s)]
ds  L[En]
∞∫
t0
ρ(s){L[W(s)]}2
L[B−12 (s)]
ds < ∞,
which contradict (4.14). Therefore, the system (1.1) is oscillatory. The proof is com-
plete. 
Remark 4.1. Theorems 4.1–4.6 are new even for self-adjoint second order differential sys-
tems. Furthermore, Theorems 4.1–4.3 improve analogue of Wong [19, Theorems 1 and 2].
From Theorems 4.4–4.6 and Remark 2.1, if we choose two appropriate smooth func-
tions f (t) and µ(t), Theorems 4.4–4.6 improve analogue of Kumari et al. [10, Theo-
rems 2.3–2.7], Meng [11, Theorems 1 and 2] for (1.1) as well as results of Erbe et al. [4,
Theorems 1–7], Meng et al. [12, Theorem 1] and Wang [17, Theorem 1] for (1.2).
The results in this section involve the Kamenev’s type conditions and improve and ex-
tend the results of Li [7], Philos [13,14] and Kamenev [8].
Remark 4.2. From theorems in Sections 3 and 4, we can derive different explicit sufficient
conditions for the oscillation of (1.1) by appropriate choice of functions H(t, s), ρ(s),
µ(s), φ(t) and θ(t). For instance, if we choose H(t, s) = (t − s)α, H(t, s) = [R(t) −
Q. Yang, Y. Tang / J. Math. Anal. Appl. 295 (2004) 355–377 373R(s)]α or H(t, s) = [logU(t)/U(s)]α, or H(t, s) = [∫ ts 1w(z) dz]α, etc., for t  s  t0,
then k(s) and ρ(s) may be chosen 1 and s, respectively, etc., and α > 1 is a constant,
R(t) = ∫ tt0 ds/u(s) and U(t) = ∫∞t ds/u(s) < ∞ for t  t0. Also w ∈ C([t0,∞), (0,∞))
satisfies
∫∞
t0
dz/w(z) = ∞.
5. Examples
We first give an example to illustrate Theorem 3.3 and the nonapplicability of results of
[1–9,12].
Example 5.1. Let b 0, β > γ > 0 and β > 1/4, consider the system (1.1) where
A(t) = [0]2×2, B(t) = t−b−2E2,
C(t) = −tb diag[β + b(b + 1)/4, γ + b(b + 1)/4], t  1.
It is easy to see Φ(t) = E2 for t  1. Choose f (t) = (b + 1)/(2t), then a(t) = 1/tb+1,
B−1(t) = tb+2E2,
C1(t) = a(t)
{
C + f (B−1A+A∗B−1)+ (fB−1)′ − f 2B−1}(t)
= −t−1{diag(β, γ )−E2/4},
C2(t) = −C1(t) and B−12 (t) = tE2. Further, let p[K] = λmax[K] for K ∈ S , κ > 1,
H(t, s)= (t − s)κ , k(s) = µ(s) = ρ(s) = 1, it follow that
t∫
1
(t − s)κ−2s ds =
(
t
κ(κ − 1) −
1
κ
)
(t − 1)κ−1 (5.1)
and λ in Theorem 3.3 satisfies λ(t, s) = κ(t − s)κ/2−1. Note that
N(t, s) = λ(t, s)√
H(t, s)ρ(s)
− µ
′(s)
µ(s)
= κ(t − s)−1
for t > s  1 and (t − s)κ  tκ − κtκ−1 for t  s  1. Then by Remark 2.1 and Theo-
rem 3.3, we obtain
lim sup
t→∞
1
H(t, t0)
λmax
[
A
ρ
t0
{
C2 − 14N
2B−12
}]
= lim sup
t→∞
1
(t − 1)κ
t∫
1
{(
β − 1
4
)
(t − s)κ
s
− κ
2
4
(t − s)κ−2s
}
ds

(
β − 1
4
)
lim sup
t→∞
1
tκ
t∫
1
tκ − κstκ−1
s
ds − κ
4(κ − 1)
=
(
β − 1
)
lim sup
[
ln t − κ(t − 1)
]
− κ = ∞.4 t→∞ t 4(κ − 1)
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However, let b = 0, the corresponding system (1.1) becomes the equation [t2X′(t)]′ +
diag(β, γ )X(t) = 0. In the case, theorems in [1–9,12] are not applied to the example.
The following example illustrates Theorem 4.1. It is easy to see that Theorem 2.3 of
[10] is not applicable in our example. Furthermore, the results in [1–4,6,12,17] are also not
applicable since A(x) ≡ 0.
Example 5.2. Let b 0, consider the system (1.1) where
A(t) =
[
0 0
b 0
]
, B(t) =
[
1 bt
bt b2t2 + 1
]
,
C(t) =
[− sin t − b2t2 cos t bt cos t
bt cos t − cos t
]
, t  1.
It is easy to see
Φ(t) =
[
1 0
bt 1
]
and Φ∗(t) =
[
1 bt
0 1
]
for t  1.
Choose f (t) = 0, then a(t) = θ(t)/φ(t) = 1 and C1(t) = a(t){C + f (B−1A+A∗B−1)+
(fB−1)′ − f 2B−1}(t) = C(t). Further, let κ > 1, H(t, s) = (t − s)κ , µ(s) = s2, ρ(s) =
s−1, it follow that (5.1) holds and λ in Definition 2.1 satisfies λ(t, s) = κ/(t − s). After
simple computations, it follow that
Λ(t, s) = λ(t, s)− µ
′(s)
2µ(s)
− ρ
′(s)
ρ(s)
= κ/(t − s),
C2(t) = −
(
µΦ∗CΦ
)
(s) = s2 diag(sin s, cos s) and
B−12 (t) =
(
µθφ−1Φ∗B−1Φ
)
(s) = s2E2.
Let L[R] = tr[R]. Then by Remark 2.1 and Theorem 4.1, we obtain
lim sup
t→∞
1
H(t, t0)
L
[
A
ρ
t0
{
C2 − 14Λ
2B−12
}]
= lim sup
t→∞
1
(t − 1)κ tr
[ t∫
1
(t − s)κ s
{[
sin s 0
0 cos s
]
− κ
2
4(t − s)2
[
1 0
0 1
]}
ds
]
= lim sup
t→∞
1
(t − 1)κ
t∫
1
(t − s)κs(sin s + cos s) ds − κ
2(κ − 1) = ∞.
Thus all the assumptions of Theorem 4.1 are satisfied. By Theorem 4.1 the system (1.1) is
oscillatory. However, if b = 0, the oscillation cannot be demonstrated by known criteria in
[1–21].
Q. Yang, Y. Tang / J. Math. Anal. Appl. 295 (2004) 355–377 375Example 5.3. Let βi (i = 1,2, . . . , n) be constants and β1 > 1/4. Consider the system
(1.1) where
A(t) = [0]n×n, B(t) = En, C(t) = −diag
[
β1
t2
,
β2
t2
, . . . ,
βn
t2
]
, t  1.
It is easy to see Φ(t) = En for t  1. Choose f (t) = −1/(2t), then a(t) = t, f ′(t) = 1/t2,
B−1(t) = En,
C1(t) = a(t)
{
C + f (B−1A+A∗B−1)+ (fB−1)′ − f 2B−1}(t)
= −t−1{diag(β1, β1, . . . , β1)−En/4}.
C2(t) = −C1(t) and B−12 (t) = tEn. Furthermore, letting L[K] = k11 for K = [kij ] ∈ S ,
H(t, s) = (t − s)κ (κ > 1), µ(s) = ρ(s) = 1, it is easy to see that (5.1) holds and λ in
Theorem 4.4 satisfies λ(t, s) = κ(t − s)κ/2−1. Note that
N(t, s) = λ(t, s)√
H(t, s)ρ(s)
− µ
′(s)
µ(s)
= κ(t − s)−1 for t > s  1
and (t − s)κ  tκ − κtκ−1 for t  s  1. Then by Remark 2.1 and Theorem 4.4, we obtain
lim sup
t→∞
1
H(t, t0)
L
[
A
ρ
t0
{
C2 − 14
{
λ√
Hρ
− µ
′
µ
}2
B−12
}]
= lim sup
t→∞
1
(t − 1)κ
t∫
1
{(
β1 − 14
)
(t − s)κ
s
− κ
2
4
(t − s)κ−2s
}
ds ∞.
Thus all the assumptions of Theorem 4.4 are satisfied. The system (1.1) is oscillatory.
However, let n = 1, the corresponding system (1.1) becomes the Euler equation x ′′(t) +
(β1/t2)x(t) = 0. In the case, theorems in [1–21] are also not applied to the example.
In the following example, Theorem 4.6 is applicable whereas Theorem 4.4 is not.
Example 5.4. Consider the system (1.1) where
A(t) =
[
0 1
0 0
]
, B(t) =
[
t2 + 1 t
t 1
]
,
C(t) =
[− cos t t cos t
t cos t t2 cos t − sin t
]
, t  1.
It is easy to see
Φ(t) =
[
1 t
0 1
]
and Φ∗(t) =
[
1 0
t 1
]
for t  1.
Choose f (t) = 0, then a(t) = θ(t)/φ(t) = 1 and C1(t) = a(t){C + f (B−1A+A∗B−1)+
(fB−1)′ − f 2B−1}(t) = C(t). Further, let H(t, s) = (t − s)2, ρ(s) = s and µ(s) = s−1,
it follow that λ in Theorem 4.4 satisfies λ(t, s) = 2√s − (t − s)/√s and
N(t, s) = λ(t, s)√ − µ
′(s) = 2 .H(t, s)ρ(s) µ(s) t − s
376 Q. Yang, Y. Tang / J. Math. Anal. Appl. 295 (2004) 355–377After simple computational, it follow that C2(t) = −(µΦ∗CΦ)(s) = s−1 diag(cos s, sin s)
and B−12 (t) = (µθφ−1Φ∗B−1Φ)(s) = s−1E2.
Let L[R] = tr[R]. Then lim inft→∞ H−1(t, t0)L[Aρt0{C2}] = cos 1 − sin 1 > −∞ and
lim sup
t→∞
1
H(t, t0)
L
[
A
ρ
t0
{
N2B−12
}]= 0 < ∞
imply that (4.12) and (4.13) hold. Further, for every T  t0, we have
lim sup
t→∞
1
H(t, T )
L
[
A
ρ
T
{
C2 − 14N
2B−12
}]
= lim sup
t→∞
1
(t − T )2
t∫
T
{
(t − s)2(cos s + sin s) − 2}ds
= −(sinT − cosT ) = −√2 sin
(
T − π
4
)
, T  t0.
Set ψ(T ) = −√2 sin(T − π/4), then there exists an integer N such that (2N + 1)π +
π/2 > t0. When n  N and (2n + 1)π + π/2 < T < (2n + 1)π + 3π/4, we obtain 1 
ψ(T )
√
2 and
lim sup
t→∞
t∫
t0
ψ2+(s)
ρ(s)L[B−12 (s)]
ds 
∞∑
n=N
(2n+1)π+ 3π4∫
(2n+1)π+ π2
1
s 2
s
ds = ∞.
Thus by Remark 2.1, we obtain that all the assumptions of Theorem 4.6 are satisfied. By
Theorem 4.6 the system (1.1) is oscillatory.
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