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Abstract
We study density correlation functions for an impenetrable Bose gas in a finite box, with Neu-
mann or Dirichlet boundary conditions in the ground state. We derive the Fredholm minor determi-
nant formulas for the correlation functions. In the thermodynamic limit, we express the correlation
functions in terms of solutions of non-linear differential equations which were introduced by Jimbo,
Miwa, Moˆri and Sato as a generalization of the fifth Painleve´ equations.
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1
1 Introduction
In the standard treatment of quantum integrable systems, one starts with a finite box and imposes
periodic boundary conditions, in order to ensure integrability. Recently, there has been increasing
interest in exploring other possible boundary conditions compatible with integrability.
With non-periodic boundary conditions, the works on the Ising model are among the earliest. By
combinatorial arguments, McCoy and Wu [1] studied the two-dimensional Ising model with a general
boundary. They calculated the spin-spin correlation functions of two spins in the boundary row.
Using fermions, Bariev [2] studied the two-dimensional Ising model with a Dirichlet boundary. He
calculated the local magnetization and derived the third Painleve´ differential equations in the scaling
limit. Bariev [3] generalized his calculation to a general boundary case. In the Neumann boundary
case, he also derived the third Painleve´ differential equations in the scaling limit. Sklyanin [4] began
a systematic approach to open boundary problems, so-called open boundary Bethe Ansatz. Jimbo
et al [5] calculated correlation functions of local operators for antiferromagnetic XXZ chains with a
general boundary, using Sklyanin’s algebraic framework and the representation theory of quantum
affine algebras.
Sklyanin [4] explained the integrability of the open boundary impenetrable bose gas model, using
boundary Yang Baxter equations. In this paper, we will study field correlation functions (density
matrix) for an impenetrable bose gas with Neumann or Dirichlet boundary conditions. Schultz [6]
studied field correlation functions for an impenetrable bose gas with periodic boundary conditions.
He discretized the second quantized Hamiltonian and found that the discretized Hamiltonian was
the isotropic XY model Hamiltonian. He diagonalized the discretized Hamiltonian by introducing
fermion operators. Using the N particle ground state eigenvector for the discretized Hamiltonian,
Schultz derived an explicit formula of correlation functions for an impenetrable bose gas in the
continuum limit. Lenard [7] pointed out that Schultz’s formula could be written by Fredholm minor
determinants. Therefore this formula is called Schultz-Lenard formula. In this paper, we will derive
Schultz-Lenard type formula for Neumann or Dirichlet boundary condition. Following Schltz, we
employ two devices. We consider the N particle ground state of the discretized Hamiltonian. We
then fermionize the discretized N particle system by using the Jordan-Wigner transformation. In
the continuum limit, we derive the Fredholm minor determinant formula for correlation function,
which has the integral kernel :
π
2L
{
sin 2N+12L π(x− x
′)
sin 12Lπ(x− x
′)
+ ε
sin 2N+12L π(x+ x
′)
sin 12Lπ(x+ x
′)
}
, (1.1)
2
(L : box size, N : the number of particles, ε = + : Neumann, ε = − : Dirichlet.)
Jimbo, Miwa, Moˆri and Sato [8] developed the deformation theory for Fredholm integral equation
of the second kind with the special kernel sin(x−x
′)
x−x′
. They introduced a system of nonlinear partial
differential equation, which becomes the fifth Painleve´ in the simplest case. They showed that
the correlation functions without boundaries was the τ -function of their generalization of the fifth
Painleve´ equations. In this paper, we express the correlation functions for Neumann or Dirichlet
boundaries in terms of solutions of Jimbo, Miwa, Moˆri and Sato’s generalization of the fifth Painleve´
equations, hereafter refered to as the JMMS equations. In the thermodynamic limit (N,L→∞, N
L
:
fixed), we reduce the differential equations for correlation functions with Neumann or Dirichlet
boundaries to that without boundaries, using the reflection relation between two integral kernels
sin(x−x′)
x−x′
+ ε sin(x+x
′)
x+x′ and
sin(x−x′)
x−x′
. The two point correlation function with Neumann boundary is
described by the equation (2.29) and (2.30). In the case with boundary, the differential equation
for the two point correlation function cannot be described by an ordinary differential equation. We
need three variable case of the JMMS equations.
Physically, the long distance asymptotics of the correlation function are interesting. The long
distance asymptotics of the ordinary differential Painleve V is known. But, for many variable case,
the asymptotics of the JMMS equations are not known. Therefore we cannot describe the long
distance asymptotics of the correlation functions with boundary in this paper. To evaluate the
asymptotics of the solution of the JMMS equation is our future problem.
Now a few words about the organization of the paper. In section 2, we state the problem and
summarize the main results. In section 3, we derive an explicit formula for the correlation functions
in a finite box. In section 4, we write down the differential equations for the correlation functions
in the thermodynamic limit.
2 Formulation and results
The purpose of this section is to formulate the problem and summarize the main results. The
quantum mechanics problem we shall study is defined by the following four conditions. Let N ∈
N, (N ≥ 2), L ∈ R, ϑ0, ϑL ∈ R.
1. The wave function ψN,L = ψN,L(x1, · · · , xN |ϑ0, ϑL) satisfies the free-particle Schro¨dinger equa-
tion for the motion of N particles in one dimension (0 ≤ (xi 6= xj) ≤ L). Here the variables
x1, · · · , xN stand for the coordinates of the particles.
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2. The wave function ψN,L is symmetric with respect to the coordinates.
ψN,L(x1, · · · , xN |ϑ0, ϑL) = ψN,L(xσ(1), · · · , xσ(N)|ϑ0, ϑL), (σ ∈ SN). (2.1)
3. The wave function satisfies the open boundary conditions in a box 0 ≤ xj ≤ L, (j = 1, · · · , N)(
∂
∂xj
− ϑ0
)
ψN,L(x1, · · · , xN |ϑ0, ϑL)
∣∣∣∣∣
xj=0
= 0, (j = 1, · · · , N), (2.2)
(
∂
∂xj
+ ϑL
)
ψN,L(x1, · · · , xN |ϑ0, ϑL)
∣∣∣∣∣
xj=L
= 0, (j = 1, · · · , N). (2.3)
4. The wave function ψN,L vanishes whenever two particle coordinates coincide.
ψN,L(x1, · · · , xi, · · · , xj , · · · , xN |ϑ0, ϑL) = 0, for xi = xj . (2.4)
In this paper we shall be concerned with the ground state. The wave function is given by
ψN,L(x1, · · · , xN |ϑ0, ϑL) =
1√
VN,L(ϑ0, ϑL)
∣∣∣∣ det1≤j,k≤N (λj cos (λjxk) + ϑ0 sin (λjxk))
∣∣∣∣ . (2.5)
Here the momenta 0 < λ1 < · · · < λN are determined from the boundary condition for ψN,L which
amounts to the equations
2Lλj + θϑ0(λj) + θϑL(λj) = 2πj, (j = 1, · · · , N), (2.6)
where we set θd(λ) = ilog
(
id+λ
id−λ
)
. We take the branch −π < θd(λ) < π, (d ≥ 0). Here VN,L(ϑ0, ϑL)
is a normalization factor defined by
VN,L(ϑ0, ϑL) =
N !
22N
det
1≤j,k≤N

 ∑
ε,ε′=±
(λj + εϑ0)(λk + ε
′ϑ0)
∫ L
0
ei(ελj−ε
′λk)ydy

 . (2.7)
The wave function is not translationally invariant and has the normalization,
∫ L
0
· · ·
∫ L
0
dy1 · · · dyNψN,L(y1, · · · , yN |ϑ0, ϑL)
2 = 1. (2.8)
The following equation holds for any parameter λ,(
∂
∂x
− ϑ0
)
(λ cos(λx) + ϑ0 sin(λx))
∣∣∣∣
x=0
= 0. (2.9)
The following equivalent relation holds,(
∂
∂x
+ ϑL
)
(λ cos(λx) + ϑ0 sin(λx))
∣∣∣∣
x=L
= 0 ⇔ e2iLλ =
(λ+ iϑL)(λ+ iϑ0)
(λ− iϑL)(λ− iϑ0)
. (2.10)
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¿From (2.9), (2.10) and Girardeau’s observation on fermions and impenetrable bosons correspon-
dence in one dimension [9], we can show that the wave function ψN,L satisfies the above four condi-
tions. We shall be interested in the field correlation functions (density matrix) given by
ρn,N,L(x1, · · · , xn|x
′
1, · · · , x
′
n|ϑ0, ϑL)
=
(n+N)!
N !
∫ L
0
· · ·
∫ L
0
dyn+1 · · · dyn+Nψn+N,L(x1, · · · , xn, yn+1, · · · , yn+N |ϑ0, ϑL)
× ψn+N,L(x
′
1, · · · , x
′
n, yn+1, · · · , yn+N |ϑ0, ϑL). (2.11)
In this paper, following [6], we reduce our problem to that of discrete M intervals. Set ǫ = L
M+1 .
Let |v1〉 =

 1
0

 , |v2〉 =

 0
1

 be the standard basis of V = C2. Let 〈vi|, (i = 1, 2) be the dual
basis given by 〈vi|vj〉 = δi,j, (i, j = 1, 2). The action of O ∈ End
(
C2
)
on 〈vi|, (i = 1, 2) is defined
by (〈vi|O) |vj〉 := 〈vi| (O |vj〉) , (j = 1, 2). Set |Ω0〉 = |v1〉
⊗M and 〈Ω0| = 〈v1|
⊗M . Set
φ+ =

 0 0
1 0

 , φ =

 0 1
0 0

 , σz =

 1 0
0 −1

 . (2.12)
Following the usual convention, we let φ+j , φj , σ
z
j signify the operators acting on the j−th tensor
component of V ⊗M . Introduce fermion operators ψ+m, ψm by the Jordan-Wigner transformation
ψ+m = σ
z
1 · · · σ
z
m−1φ
+
m, ψm = σ
z
1 · · · σ
z
m−1φm, (m = 1, · · · ,M). (2.13)
The fermion operators have the anti-commutation relations
{ψ+m, ψn} = δm,n, {ψm, ψn} = {ψ
+
m, ψ
+
n } = 0. (2.14)
Here we use the notation {a, b} = ab+ ba. Set
|ΩN,M(ϑ0, ϑL)〉 =
√
1
N !
M∑
m1,···,mN=1
ψN,L(ǫm1, · · · , ǫmN |ϑ0, ϑL)φ
+
m1
· · ·φ+mN |Ω0〉 (2.15)
=
1√
N ! VN,L(ϑ0, ϑL)
N∏
j=1
M∑
mj=1
(λj cos(ǫmjλj)− ϑ0 sin(ǫmjλj))ψ
+
m1
· · ·ψ+mN |Ω0〉,
〈ΩN,M(ϑ0, ϑL)| =
√
1
N !
M∑
m1,···,mN=1
ψN,L(ǫm1, · · · , ǫmN |ϑ0, ϑL)〈Ω0|φm1 · · ·φmN (2.16)
=
1√
N ! VN,L(ϑ0, ϑL)
N∏
j=1
M∑
mj=1
(λj cos(ǫmjλj)− ϑ0 sin(ǫmjλj)) 〈Ω0|ψm1 · · ·ψmN .
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Using the above vectors, we can calculate correlation functions in the continuum limit as
ρn,N,L(x1, · · · , xn|x
′
1, · · · , x
′
n|ϑ0, ϑL)
= lim
M→∞
(
L
M
)N
〈Ωn+N,M(ϑ0, ϑL)|φs1φs2 · · ·φsnφ
+
t1
φ+t2 · · ·φ
+
tn
|Ωn+N,M(ϑ0, ϑL)〉, (2.17)
where we take the limit M → ∞ in such a way that ǫsj → xj , ǫtj → x
′
j , (L : fixed). The equation
(2.17) follows from (2.18) and (2.19).
n2(N+nCn)
2N !
N∏
j=1
M∑
mj=1
mj 6=t1,···,tn,s1,···,sn
〈Ω0|φm1 · · ·φmNφ
+
m1
· · ·φ+mN |Ω0〉
× ψn+N,L(ǫt1 · · · ǫtn, ǫm1 · · · ǫmN |ϑ0, ϑL) ψn+N,L(ǫt1 · · · ǫtn, ǫm1 · · · ǫmN |ϑ0, ϑL)
=
N+n∏
i=1
M∑
mi=1
N+n∏
j=1
M∑
lj=1
〈Ω0|φm1 · · · φmn+Nφs1 · · ·φsnφt1 · · ·φtnφl1 · · ·φln+N |Ω0〉
× ψn+N,L(ǫm1 · · · ǫmn+N |ϑ0, ϑL) ψn+N,L(ǫl1 · · · ǫln+N |ϑ0, ϑL), (2.18)
〈Ω0|φm1 · · ·φmNφ
+
m1
· · ·φ+mN |Ω0〉 = 1. (2.19)
This formula (2.17) is our standing point. The case ϑ0, ϑL = 0 corresponds to Neumann boundary
condition and the case ϑ0, ϑL = ∞ to Dirichlet boundary condition. In the sequel, we use the
following abbreviations.
ρn,N,L(x1, · · · , xn|x
′
1, · · · , x
′
n|+) = ρn,N,L(x1, · · · , xn|x
′
1, · · · , x
′
n|0, 0), (2.20)
ρn,N,L(x1, · · · , xn|x
′
1, · · · , x
′
n|−) = ρn,N,L(x1, · · · , xn|x
′
1, · · · , x
′
n|∞,∞). (2.21)
In the sequel, for simplicity, we consider two important case : Neumann boundary conditions and
Dirichlet boundary conditions.
Remark. There exists the simple relations between Neumann or Dirichlet boundaries and
periodic boundaries. We can embed the differential equations for n point correlation functions of
Neumann or Dirichlet boundaries, to the one for 2n or 2n − 1 point correlation functions without
boundaries.
In section 3, we derive the following formula.
Theorem 2.1 The correlation functions for an impenetrable bose gas with Neumann or Dirichlet
boundaries are given by the following formulas.
ρn,N,L(x
′
1, · · · , x
′
n|x
′′
1 , · · · , x
′′
n|ε) =
(
−
1
2
)n ∏
1≤j<k≤n
sgn(x′k − x
′
j) sgn(x
′′
k − x
′′
j )
6
× det

1− 2
π
Kˆε,N,Ip
∣∣∣∣∣∣
x′1, x
′
2, · · · , x
′
n
x′′1 , x
′′
2, · · · , x
′′
n

 , (2.22)
where ε = ± and 0 ≤ x′j , x
′′
j ≤ L, (j = 1, · · · , n). Here Ip is the union of n intervals Ip = [x1, x2] ∪
· · · ∪ [x2n−1, x2n], where 0 ≤ x1 ≤ · · · ≤ x2n ≤ L is the re-ordering of x
′
1, · · · , x
′
n, x
′′
1 , · · · , x
′′
n. The
symbol det

1− λKˆε,N,Ip
∣∣∣∣∣∣
x′1, x
′
2, · · · , x
′
n
x′′1, x
′′
2 , · · · , x
′′
n

 denotes the n-th Fredholm minor corresponding
to the following Fredholm type integral equation of the second kind.
((
1− λKˆε,N,Ip
)
f
)
(x) = g(x), (x ∈ Ip). (2.23)
Here the integral operator Kˆε,N,Ip is defined by
(
Kˆε,N,Ipf
)
(x) =
∫
Ip
π
2L
{
sin 2(n+N)+12L π(x− y)
sin 12Lπ(x− y)
+ ε
sin 2(n+N)+12L π(x+ y)
sin 12Lπ(x+ y)
}
f(y) dy. (2.24)
Using the above Fredholm minor formulas, we can take the thermodynamic limit for correlation
functions, i.e., N,L→∞, N
L
= ρ0 : fixed.
Corollary 2.2 The correlation functions for an impenetrable bose gas with Neumann or Dirichlet
boundaries are given by the following formulas in the thermodynamic limit.
ρn(x
′
1, · · · , x
′
n|x
′′
1 , · · · , x
′′
n|ε) = lim
N,L→∞, N
L
=ρ0
ρn,N,L(x
′
1, · · · , x
′
n|x
′′
1 , · · · , x
′′
n|ε) (2.25)
=
(
−
1
2
)n ∏
1≤j<k≤n
sgn(x′k − x
′
j) sgn(x
′′
k − x
′′
j ) det

1− 2
π
Kˆε,Ip
∣∣∣∣∣∣
x′1, x
′
2, · · · , x
′
n
x′′1 , x
′′
2, · · · , x
′′
n

 ,
where 0 ≤ x′j , x
′′
j < +∞, (j = 1, · · · , n). The symbol det

1− λKˆε,Ip
∣∣∣∣∣∣
x′1, x
′
2, · · · , x
′
n
x′′1 , x
′′
2, · · · , x
′′
n

 ,
represents the n-th Fredholm minor corresponding to the following Fredholm type integral equation
of the second kind, ((
1− λKˆε,Ip
)
f
)
(x) = g(x), (x ∈ Ip), (2.26)
where the integral operator Kˆε,Ip is defined by
(
Kˆε,Ipf
)
(x) =
∫
Ip
{
sin ρ0π(x− y)
x− y
+ ε
sin ρ0π(x+ y)
x+ y
}
f(y) dy. (2.27)
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In the sequel, we choose such a scale that πρ0 = 1.
In section 4, we derive the differential equations for the correlation functions. Jimbo, Miwa,
Moˆri and Sato [8] introduced the generalization of the fifth Painleve´ equations, hereafter refered to
as the JMMS equations. Their simplest case is exactly the fifth Painleve´ equation. We reduce the
differential equations for Neumann or Dirichlet boundary case to that for without-boundary case,
using the reflection relation in lemma 4.2. For n = 1 and Dirichlet boundary case :
ρ1(0|x|−) = 0. (2.28)
Next we explain n = 1 and Neumann boundary case. The differential equation for ρ1(0|x|+) is
described by the solutions of the Hamiltonian equations which was introduced in [8] as the special
case of the generalization of the fifth Painleve´ equations. We cannot describe the correlation function
ρ1(0|x|+) in terms of the fifth Painleve´ ordinary differential equation. We need the many variable
case of the JMMS equations.
d
dx
logρ1(0|x|+) = H2(−x, 0, x). (2.29)
Here H2(a0, a1, a2) is the coefficient of the following Hamiltonian
H = H0(a0, a1, a2)da0 +H1(a0, a1, a2)da1 +H2(a0, a1, a2)da2
= −
∑
j=0,2
1
2
(r+jr−1 − r+1r−j)(r˜+jr−1 − r+1r˜−j)dlog(aj − a1)
− (r+0r˜−2 − r˜+2r−0)(r˜+0r−2 − r+2r˜−0)dlog(a0 − a2) (2.30)
+ ir+1r−1da1 + i
∑
j=0,2
(r+j r˜−j − r˜jr−j)daj − dlog(a0 − a2).
Here the functions r±j = r±j(a0, a1, a2), (j = 0, 1, 2), r˜±0 = r˜±0(a0, a1, a2), r˜±2 = r˜±2(a0, a1, a2)
satisfy the Hamiltonian equations
dr±j = {r±j,H}, (j = 0, 1, 2), dr˜±0 = {r˜±0,H}, dr˜±2 = {r˜±2,H}. (2.31)
where the Poisson bracket is defined by
{r+1, r−1} = 1, {r+0, r˜−0} = {r˜+0, r−0} = 1, {r+2, r˜−2} = {r˜+2, r−2} = 1. (2.32)
This Hamiltonian H depends on odd number variables a0, a1, a2. In the case without boundary, the
differential equations for the correlation functions are described by the Hamiltonian equations which
depend on even number of variables [8]. Therefore this point is new for Neumann boundary case.
In the general case, we can embed the differential equations for n point correlation functions of
Neumann or Dirichlet boundaries, to the one for 2n or 2n − 1 point correlation functions without
boundaries.
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Theorem 2.3 In the thermodynamic limit, the differential equation for the correlation functions
becomes the following.
d log ρn(x
′
1, · · · , x
′
n|x
′′
1, · · · , x
′′
n|ε) = (1− n) ωε,Ip
(
2
π
)
+
n∑
j=1
∑
σ∈Sn
ω
(
x′j ,x
′′
σ(j)
)
ε,Ip
(
2
π
)
, (2.33)
where we denote by d the exterior differentiation with respect to x′1, · · · , x
′
n, x
′′
1 , · · · , x
′′
n. Here the dif-
ferential forms ωε,Ip(λ) and ω
(y,y′)
ε,Ip
(λ) are defined in Proposition 4.3 and Proposition 4.4, respectively.
The differential forms ωε,Ip(λ) and ω
(x′
j
,x′′
k
)
ε,Ip
(λ) are described in terms of solutions of the generalized
fifth Painleve´ equations which were introduced by M. Jimbo, T. Miwa, Y. Moˆri and M. Sato [8].
Both Neumann and Dirichlet boundary conditions, ωε,Ip(λ) and ω
(y,y′)
ε,Ip
(λ) are described by the same
solutions of the same differential equations.
Physically, it is interesting to derive the long distance asymptotics of correlation functions :
ρn(x
′
1, · · · , x
′
n|x
′′
1 , · · · , x
′′
n|ε). (2.34)
¿From the above theorem, we can reduce the evaluation of the asymptotics to the following two step
problem.
1. Evaluate the asymptotics of the solution of the generalized fifth Painleve´ introduced in [8]. (For
our purpose, we only have to consider the special solution related to the correlation functions
for the impenetrable Bose gas without boundary. )
2. Determine the asymptotic solutions of the differential equation (2.33) under the appropriate
initial condition. (The main point is to determine the constant multiple in the asymptotics. )
In the case reducible to an ordinary differential equation, the above two problems have been
already solved. Jimbo, Miwa, Moˆri and Sato [8] considered the problem 1 of the correlation functions
for the impenetrable Bose gas without boundary. McCoy and Tang [10] generalized the asymptotic
formulas [8] to the 2-parameter solution of Painleve´ V, which is analytic at the origin. Vaidya and
Tracy [11], [12] considered the problem 2 of two-point correlation functions for the impenetrable
Bose gas without boundary. (The pioneering work for Ising model was done by McCoy, Tracy and
Wu [13].) In our case, to evaluate the asymptotics of ρ1(0|x|+), we have to consider the case of three-
variables. However the asymptotics in many variable case is a non-trivial open problem. Therefore
the above two problems for many variables case are our future problems.
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3 Fredholm minor determinant formulas
The purpose of this section is to give a proof of Theorem 2.1. Set V = C2. For ε = ±, define
operators η+(θ, ε), η(θ, ε) acting on V ⊗M by
η+(θ, ε) =
M∑
m=1
(
e−imθ + εeimθ
)
ψ+m, (3.1)
η (θ, ε) =
M∑
m=1
(
eimθ + εe−imθ
)
ψm. (3.2)
In the sequel we use the notation θµ,M =
µ
M+1π. The operators η
+(θµ,M , ε), η(θµ,M , ε) have the
following anti-commutation relations for ε = ±, −M ≤ µ ≤M .
{
η+(θµ,M , ε), η
+(θν,M , ε)
}
= {η (θµ,M , ε), η (θν,M , ε)} = 0, (3.3){
η+(θµ,M , ε), η (θν,M , ε)
}
= 2(M + 1)(δµ,ν + εδµ,−ν). (3.4)
In the sequel we use the following abbreviations.
|ΩN,M (+)〉 = |ΩN,M(0, 0)〉, |ΩN,M (−)〉 = |ΩN,M (∞,∞)〉, (3.5)
〈ΩN,M (+)| = 〈ΩN,M (0, 0)|, 〈ΩN,M(−)| = 〈ΩN,M (∞,∞)|. (3.6)
Using the operators η+(θ, ε), η(θ, ε), we can write
|ΩN,M (ε)〉 =
√
1
(2εL)N
η+(θ1,M , ε)η
+(θ2,M , ε) · · · η
+(θN,M , ε)|Ω0〉, (3.7)
〈ΩN,M (ε)| = ε
N
√
1
(2εL)N
〈Ω0|η(θN,M , ε) · · · η(θ2,M , ε)η(θ1,M , ε). (3.8)
The operators η+(θµ,M , ε), η(θµ,M , ε) act on the vectors |ΩN,M (ε)〉, 〈ΩN,M (ε)| as follows.
For |µ| ≤ N, η+(θµ,M , ε)|ΩN,M (ε)〉 = 0, 〈ΩN,M (ε)|η (θµ,M , ε) = 0. (3.9)
For |µ| > N, 〈ΩN,M (ε)|η
+(θµ,M , ε) = 0, η (θµ,M , ε)|ΩN,M (ε)〉 = 0. (3.10)
Define operators pm, qm(m = 1, · · · ,M) by
pm = ψ
+
m + ψm, qm = −ψ
+
m + ψm. (3.11)
Set
p(θ) =
M∑
m=1
pme
−imθ, q(θ) =
M∑
m=1
qme
−imθ. (3.12)
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We have
p(θ) + εp(−θ) = η+(θ, ε)− η(θ, ε), (3.13)
q(θ) + εq(−θ) = η+(θ, ε) + η(θ, ε). (3.14)
The following relations hold for m ≥ 1.
M+1∑
µ=−M
p(θ−µ,M )e
imθµ,M = 0,
M+1∑
µ=−M
q(θ−µ,M )e
imθµ,M = 0. (3.15)
Therefore, pm and qm can be obtained by Fourier transformations.
pm =
1
2(M + 1)
M+1∑
µ=−M
(
η+(θµ,M , ε)− η (θµ,M , ε)
)
eimθµ,M , (3.16)
qm =
1
2(M + 1)
M+1∑
µ=−M
(
η+(θµ,M , ε) + η (θµ,M , ε)
)
eimθµ,M . (3.17)
We define
〈 ℘ 〉ε,N =
〈ΩN,M(ε)| ℘ |ΩN,M (ε)〉
〈ΩN,M(ε)|ΩN,M (ε)〉
, (3.18)
for ℘ ∈ End
((
C2
)⊗M)
. We call 〈 ℘ 〉ε,N the expectation value of the operator ℘.
Lemma 3.1 The expectation values of the two products of η+(θµ,M , ε) and η (θµ,M , ε) are given
by 
 〈η+(θµ,M , ε)η+(θν,M )〉ε,N 〈η+(θµ,M , ε)η (θν,M , ε)〉ε,N
〈η (θµ,M , ε)η
+(θν,M , ε)〉ε,N 〈η (θµ,M , ε)η (θν,M , ε)〉ε,N


= 2(M + 1)(δµ,ν + εδµ,−ν)

 0 θ1(N − |µ|)
θ2(|µ| −N) 0

 . (3.19)
where −M ≤ µ, ν ≤M and θ1(x), θ2(x) are the step function
θ1(x) =

 1 , x ≥ 00 , x < 0 θ2(x) =

 1 , x > 00 , x ≤ 0 (3.20)
Proposition 3.2 The expectation values of the products of pm, qm are given by
 〈 pl pm 〉ε,N 〈 pl qm 〉ε,N
〈 ql pm 〉ε,N 〈 ql qm 〉ε,N

 =

 δl,m −Kε,l,m
Kε,l,m δl,m

 . (3.21)
where l,m = 1, 2, · · · ,M and
Kε,l,m = δl,m −
1
M + 1


sin 2N+12(M+1)(l −m)π
sin 12(M+1)(l −m)π
+ ε
sin 2N+12(M+1)(l +m)π
sin 12(M+1)(l +m)π

 . (3.22)
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Proof. By direct calculation, we can check the following.
〈 pl qm 〉ε,N =
1
(2(M + 1)) 2
M+1∑
µ=−M
M+1∑
ν=−M
〈
(
η+ − η
)
(θµ,M , ε)
(
η+ + η
)
(θν,M , ε)〉ε,Ne
ilθµ,M eimθν,M
=
1
2(M + 1)
M+1∑
µ=−M
M+1∑
ν=−M
(δµ,ν + εδµ,−ν)ǫ+(N − |ν|)e
i(lθµ,M+mθν,M )
= −δl,m +
1
M + 1


sin 2N+12(M+1)(l −m)π
sin 12(M+1)(l −m)π
+ ε
sin 2N+12(M+1)(l +m)π
sin 12(M+1)(l +m)π

 . (3.23)
Here ǫ+(x) denotes the sign function ǫ+(x) =

 1 , x ≥ 0,−1 , x < 0. We have used the relation,
M+1∑
µ=−M
ǫ+(N − |µ|)e
isθµ = 2

(M + 1) δs,0 −
sin 2N+12(M+1)πs
sin 12(M+1)πs

 . (3.24)
✷
We prepare some notations. Choose 0 ≤ m1 < · · · < mn ≤M and 0 ≤ mn+1 < · · · < m2n ≤M .
Let m′1 ≤ m
′
2 ≤ · · · ≤ m
′
2n such that m
′
j = mσ(j) (σ ∈ S2n). Define the interval Ij,M and IM by
Ij,M = {l ∈ Z|m
′
2j−1+1 ≤ l ≤ m
′
2j}, IM = I1,M ∪I2,M ∪· · ·∪In,M . Define tm, tIM ∈ End
((
C2
)⊗M)
by tm = q1p1 · · · qmpm, tIM = tm′1 · · · tm′2n . Define Rε,ppIM (l,m), Rε,pqIM (l,m), Rε,qpIM (l,m) and
Rε,qqIM (l,m) by
 Rε,ppIM (l,m) Rε,pqIM (l,m)
Rε,qpIM (l,m) Rε,qqIM (l,m)

 = 1
〈 tIM 〉ε,N

 〈pl pm tIM 〉ε,N 〈pl qm tIM 〉ε,N
〈ql pm tIM 〉ε,N 〈ql qm tIM 〉ε,N

 , (3.25)
where l,m = 1, 2, · · · ,M . Define the matrix Kε,IM by (Kε,IM )j,k∈IM = 〈 qj pk 〉ε,N .
Lemma 3.3 The expectation value of tIM is given by
〈 tIM 〉ε,N = detKε,IM . (3.26)
For l,m = 1, · · · ,M, the following relation holds.
Rε,ppIM (l,m) +Rε,qqIM (l,m) = 0, Rε,pqIM (l,m) +Rε,qpIM (l,m) = 0. (3.27)
Furthermore Rε,ppIM (l,m), Rε,pqIM (l,m), Rε,qpIM (l,m) and Rε,qqIM (l,m) have simple formulas. For
l,m ∈ IM , the following relations hold.
 Rε,ppIM (l,m) Rε,pqIM (l,m)
Rε,qpIM (l,m) Rε,qqIM (l,m)

 =

 δl,m −(K−1ε,IM )l,m
(K−1ε,IM )l,m −δl,m

 , (3.28)
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Proof. From Wick’s theorem and 〈 pl pm 〉ε,N = δl,m, we obtain 〈 pl pm tIM 〉ε,N = 〈 tIM 〉ε,Nδl,m.
¿From this and Wick’s theorem, we can deduce
〈 tIM 〉ε,N δm,m′ = 〈 pm′ pm tIM 〉ε,N
= 〈 pm′ pm 〉ε,N 〈 tIM 〉ε,N +
∑
λ∈IM
〈 pm′ qλ 〉ε,N〈 pm qλtIM 〉ε,N −
∑
λ∈IM
〈 pm′ pλ 〉ε,N 〈 pm pλtIM 〉ε,N
=
∑
λ∈IM
〈 pm′ qλ 〉ε,N 〈 pm qλtIM 〉ε,N = −〈 tIM 〉ε,N
∑
λ∈IM
Rε,pqIM (m,λ)(Kε,IM )λ,m′ (3.29)
✷
We prepare some notations. Set
Kε,N(x, x
′) =
π
2L
{
sin 2(n+N)+12L π(x− x
′)
sin 12Lπ(x− x
′)
+ ε
sin 2(n+N)+12L π(x+ x
′)
sin 12Lπ(x+ x
′)
}
. (3.30)
Define the integral operator Kˆε,N,J by
(Kˆε,N,Jf)(x) =
∫
J
Kε,N (x, y)f(y)dy. (3.31)
Let us denote by det
(
1− λKˆε,N,J
)
and det

1− λKˆε,N,J
∣∣∣∣∣∣
x1, · · · , xn
x′1, · · · , x
′
n

 , the Fredholm deter-
minant and the n− th Fredholm minor determinant, respectively. Namely, we have
det
(
1− λKˆε,N,J
)
=
∞∑
l=0
(−λ)l
l!
∫
J
· · ·
∫
J
dx1 · · · dxlKε,N

 x1, · · · , xl
x1, · · · , xl

 . (3.32)
det

1− λKˆε,N,J
∣∣∣∣∣∣
x1, · · · , xn
x′1, · · · , x
′
n

 = ∞∑
l=0
(−λ)l+n
l!
∫
J
· · ·
∫
J
dxn+1 · · · dxn+l
× Kε,N

 x1, · · · , xn, xn+1, · · · , xn+l
x′1, · · · , x
′
n, xn+1, · · · , xn+l

 ,(3.33)
where we have used
Kε,N

 x1, · · · , xl
x′1, · · · , x
′
l

 = det
1≤j,k≤l
(
Kε,N(xj , x
′
k)
)
. (3.34)
Set
Rε,N,J(x, x
′|λ) =
∞∑
l=0
λl
∫
J
· · ·
∫
J
dx1 · · · dxlKε,N(x, x1)Kε,N (x1, x2) · · ·Kε,N(xl, x
′). (3.35)
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Define the integral operator Rˆε,N,J by
(Rˆε,N,Jf)(x) =
∫
J
Rε,N,J(x, y|λ)f(y)dy. (3.36)
The resolvent kernel Rε,N,J(x, x
′|λ) can be characterized by the following integral equation
(
1− λKˆε,N,J
) (
1 + λRˆε,N,J
)
= 1. (3.37)
Here we present a proof of Theorem 2.1.
Proof of Theorem 2.1 First, for simplicity, we show the n = 1 case. For s1 ≤ s2, (s1, s2 ∈
{1, 2, · · · ,M}), we have
〈 φs1 φ
+
s2
〉ε,N =
1
2
〈(φ+s1 + φs1)(φ
+
s2
+ φs2)〉ε,N =
1
2
〈(ψ+s1 − ψs1)σ
z
s1+1 · · · σ
z
s2−1(ψ
+
s2
+ ψs2)〉ε,N
=
1
2
(−1)s2−s1〈(qs1ps1+1)(qs1+1ps1+2) · · · (qs2−1ps2)〉ε,N (3.38)
Applying Wick’s theorem and 〈 pj pk 〉ε,N = δj,k and 〈 qj qk 〉ε,N = δj,k, we can write the above as
a determinant.
〈 φs1 φ
+
s2
〉ε,N =
1
2
det
s1≤j,k≤s2−1
(〈 pj+1 qk 〉ε,N ) . (3.39)
¿From (2.17), ρ1,N,L(x1|x
′
1|ε) = limǫ→0 ǫ
N 〈 φs1 φ
+
s2
〉ε,1+N holds, where ǫ =
L
M+1 and ǫs1 → x1, ǫs2 →
x′1. Set ν = s2 − s1. From Proposition 3.2, we obtain
ρ1,N,L(x1|x
′
1|ε) =
−1
2(x′1 − x1)
lim
ν→∞
ν det
1≤j,k≤ν
(
−δj+1,k +
1
ν
Gε
(
j + 1 + s1
ν
,
k
ν
))
, (3.40)
where we set
Gε(y, y
′) =
x′1 − x1
L
{
sin 2(1+N)+12L π(y + y
′)(x′1 − x1)
sin 12Lπ(y + y
′)(x′1 − x1)
+ ε
sin 2(1+N)+12L π(y − y
′)(x′1 − x1)
sin 12Lπ(y − y
′)(x′1 − x1)
}
. (3.41)
We apply the following relation to the above equation.
lim
ν→∞
ν det
1≤j,k≤ν
(
−δj+1,k +
1
ν
λH
(
j + 1
ν
,
k
ν
))
= −(−λ)H(0, 1) − (−λ)2
∫ 1
0
dy2H

 0, y2
1, y2

− · · ·
−(−λ)m+1
1
m!
∫ 1
0
· · ·
∫ 1
0
dy2 · · · dym+1H

 0, y2, · · · , ym+1
1, y2, · · · , ym+1

− · · · (3.42)
Here H(y1, y2) is a continuous function, and we use
H

 y1, · · · ym
y′1, · · · y
′
m

 = det
1≤j,k≤m
(
H(yj, y
′
k)
)
. (3.43)
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We can write down
ρ1,N,L(x1|x
′
1|ε) =
(
−
1
2
)(− 2
π
)
Kε,N(x1, x
′
1) +
(
−
2
π
)2 ∫ x′1
x1
dy2Kε,N

 x1, y2
x′1, y2

+ · · ·
+
(
−
2
π
)m+1 1
m!
∫ x′1
x1
· · ·
∫ x′1
x1
dy2 · · · dym+1Kε,N

 x1, y2, · · · , ym+1
x′1, y2, · · · , ym+1

+ · · ·

 . (3.44)
Now, we have proved n = 1 case. Next we shall prove the general case. ¿From Proposition 3.2 and
Lemma 3.3, we can deduce,
lim
M→∞
〈 tIM 〉ε,n+N = det
(
1− λKˆε,N,Ip
)∣∣∣
λ= 2
pi
. (3.45)
¿From Lemma 3.3, we see
∑
l∈IM
(Kε,IM )m,lRε,qpIM (l,m
′) = δm,m′ . Comparing this relation to the
relation
(
1− λKˆε,N,Ip
) (
1 + λRˆε,N,Ip
)
= 1, we can deduce the following.
lim
M→∞
(
M
L
)
Rε,qpIM (mj ,mk) = λ Rε,N,Ip(xj , xk|λ)
∣∣
λ= 2
pi
, (3.46)
for mj 6= mk,
L
M
mj → xj (j = 1, · · · , n). Choose 0 ≤ m1 < · · · < mn ≤ M and 0 ≤ mn+1 <
· · · < m2n ≤ M . Let m
′
1 ≤ m
′
2 ≤ · · · ≤ m
′
2n such that m
′
j = mσ(j) (σ ∈ S2n). Set m
′′
j =
 mj , σ(j) : odd,mj + 1 , σ(j) : even. ¿From the parity argument, we obtain
〈tm′1 · · ·φm′′j · · · φm
′′
k
· · · tm′2n〉ε,n+N = 0, 〈tm′1 · · ·φ
+
m′′
j
· · ·φ+
m′′
k
· · · tm′2n〉ε,n+N = 0. (3.47)
The expectation value 〈φm′′1φm′′2 · · ·φm′′nφ
+
m′′
n+1
φ+
m′′
n+2
· · ·φ+
m′′2n
〉ε,n+N can be written as Pfaffian. (See
p.967 of [?]). Furthermore, from (3.47), we can write the expectation value as a determinant.
〈φm′′1φm′′2 · · ·φm′′nφ
+
m′′
n+1
φ+
m′′
n+2
· · ·φ+
m′′2n
〉ε,n+N
〈 tIM 〉ε,n+N
= (−1)
1
2
n(n−1) det
1≤j,k≤n

〈tm′1 · · ·φm′′j · · · tm′′ntm′′n+1 · · ·φ+m′′n+k · · · tm′2n〉ε,n+N
〈 tIM 〉ε,n+N


=
(
−
1
2
)n
det
1≤j,k≤n
(
Rε,qpIM (m
′′
j ,m
′′
n+k)
)
. (3.48)
¿From the equations (3.45), (3.46), (3.48) , we can deduce
lim
M→∞
(
M
L
)n
〈φm′′1φm
′′
2
· · ·φm′′nφ
+
m′′
n+1
φ+
m′′
n+2
· · ·φ+
m′′2n
〉ε,n+N
= (−λ)n det
(
1− λKˆε,N,Ip
)
det
1≤j,k≤n
(
Rε,N,Ip(xj, x
′
k|λ)
)∣∣∣∣
λ= 2
pi
, (3.49)
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where L
M
m′j → xj ,
L
M
m′n+j → x
′
j, (j = 1, · · · , n), when M →∞. Using the Fredholm identity,
(−λ)n det
(
1− λKˆε,N,Ip
)
det
1≤j,k≤n
(
Rε,N,Ip(xj , x
′
k|λ)
)
= det

1− λKˆε,N,Ip
∣∣∣∣∣∣
x1, x2, · · · , xn
x′1, x
′
2, · · · , x
′
n

 .(3.50)
we can deduce the following.
lim
M→∞
(
M
L
)n
〈φm′′1φm
′′
2
· · ·φm′′nφ
+
m′′n+1
φ+
m′′n+2
· · ·φ+
m′′2n
〉ε,n+N
=
(
−
1
2
)n
det

1− 2
π
Kˆε,N,Ip
∣∣∣∣∣∣
x1, x2, · · · , xn
x′1, x
′
2, · · · , x
′
n

 (3.51)
This complete the proof of the general case. ✷
Fredholm minor series in this correlation function is a finite sum because
Kε,N

 x1, · · · , xl
x′1, · · · , x
′
l

 = 0 for m ≥ 2(n +N). (3.52)
To see this, define an m×M matrix AM (α|x1, · · · , xm) by
(AM (α|x1, · · · , xm))j,k = e
iαkxj , for j = 1, · · · ,m, k = −
1
2
(M − 1), · · · ,
1
2
(M − 1). (3.53)
Using this matrix, we obtain the following.
Kε,N

 x1, · · · , xl
x′1, · · · , x
′
l

 = ∑
ǫ1,···,ǫm=±
(ǫ1 · · · ǫm)
1−ε
2 det
1≤j,k≤m
(
π
2L
sin 2(n+N)+12L π(xj − ǫkx
′
k)
sin 12Lπ(xj − ǫkx
′
k)
)
(3.54)
=
(
π
2L
)m ∑
ǫ1,···,ǫm=±
(ǫ1 · · · ǫm)
1−ε
2 det
(
A2(n+N)+1
(
π
L
∣∣∣∣x1, · · · , xm
)
AT2(n+N)−1
(
−
π
L
∣∣∣∣ ǫ1x′1, · · · , ǫmx′m
))
.
Here AT represents the transposed matrix. ¿From elementary argument of linear algebra, we can
see det
(
AM (α| x1, · · · , xm)A
T
M (β|x
′
1, · · · , x
′
m)
)
= 0, for m ≥M + 1. Now we have proved (3.52).
4 Generalized fifth Painleve´ equation
The purpose of this section is to give a proof of Theorem 2.3. Following [8], we describe the correlation
functions in terms of the generalization of the fifth Painleve´ equations, which are given by Jimbo,
Miwa, Moˆri and Sato in the thermodynamic limit (N,L→∞, N
L
= ρ0 : fixed). Set
Kε(x, x
′) =
sin ρ0π(x− x
′)
x− x′
+ ε
sin ρ0π(x+ x
′)
x+ x′
. (4.1)
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Define the integral operators Kˆε,J by
(
Kˆε,Jf
)
(x) =
∫
J
Kε(x, y)f(y) dy. (4.2)
Set
Rε,J(x, x
′|λ) =
∞∑
l=0
λl
∫
J
· · ·
∫
J
dx1 · · · dxlKε(x, x1)Kε(x1, x2) · · ·Kε(xl, x
′). (4.3)
Define the integral operators Rˆε,J by
(Rˆε,Jf)(x) =
∫
J
Rε,J(x, y|λ)f(y)dy. (4.4)
The resolvent kernel Rε,J(x, x
′|λ) is characterized by the following integral equation,
(1 + λRˆε,J)(1 + λKˆε,J) = 1. (4.5)
Let us denote by det
(
1− λKˆε,J
)
and det

1− λKˆε,J
∣∣∣∣∣∣
x1, · · · , xn
x′1, · · · , x
′
n

 , the Fredholm determinant
and the n− th Fredholm minor determinant, respectively. Namely, we set
det
(
1− λKˆε,J
)
=
∞∑
l=0
(−λ)l
l!
∫
J
· · ·
∫
J
dx1 · · · dxlKε

 x1, · · · , xl
x1, · · · , xl

 . (4.6)
det

1− λKˆε,J
∣∣∣∣∣∣
x1, · · · , xn
x′1, · · · , x
′
n

 = ∞∑
l=0
(−λ)l+n
l!
∫
J
· · ·
∫
J
dxn+1 · · · dxn+l
× Kε

 x1, · · · , xn, xn+1, · · · , xn+l
x′1, · · · , x
′
n, xn+1, · · · , xn+l

 , (4.7)
where we have used
Kε

 x1, · · · , xl
x′1, · · · , x
′
l

 = det
1≤j,k≤l
(
Kε(xj, x
′
k)
)
. (4.8)
We set
ρn(x
′
1, · · · , x
′
n|x
′′
1, · · · , x
′′
n|ε) = lim
N,L→∞,N
L
=ρ0
ρn,N,L(x
′
1, · · · , x
′
n|x
′′
1 , · · · , x
′′
n|ε) (4.9)
Contrary to the case in a finite box, the Fredholm minor series in correlation functions is infinite
series and correlation function ρn(x
′
1, · · · , x
′
n|x
′′
1 , · · · , x
′′
n|ε) becomes a transcendental function. In the
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sequel, we shall study the differential equations for correlation functions in the thermodynamic limit.
In what follows we can choose such a scale that πρ0 = 1.
We prepare some notations. Let −∞ < a1 ≤ a2 ≤ · · · ≤ a2m < +∞. We denote by I the interval
defined by I = [a1, a2] ∪ · · · ∪ [a2m−1, a2m]. Set
L(x, x′) =
sin(x− x′)
x− x′
. (4.10)
Define the integral operators LˆI by
(LˆIf)(x) =
∫
I
L(x, y)f(y)dy, (4.11)
Set
SI(x, x
′|λ) =
∞∑
l=0
λl
∫
I
· · ·
∫
I
dx1 · · · dxlL(x, x1)L(x1, x2) · · ·L(xl, x
′). (4.12)
Define the integral operator SˆI by
(SˆIf)(x) =
∫
I
SI(x, y|λ)f(y)dy. (4.13)
The resolvent kernel SI(x, x
′λ) is characterized by the following integral equation,
(1 + λSˆI)(1 − λLˆI) = 1. (4.14)
Set
SI

 x1, · · · , xl
x′1, · · · , x
′
l
∣∣∣∣∣∣λ

 = det
1≤j,k≤l
(
SI(xj , x
′
k|λ)
)
, (4.15)
hI(x) =
1
2πi
log
{
(x− a1)(x− a3) · · · (x− a2n−1)
(x− a2)(x− a4) · · · (x− a2n)
}
. (4.16)
Set
SεI (x, x
′|λ) =
∞∑
l=0
λl
∫
CI
· · ·
∫
CI
dy1 · · · dyl
×
εeεi(x−y1)
2i(x − y1)
hI(y1)L(y1, y2)hI(y2) · · ·L(yl−1, yl)hI(yl)L(yl, x
′), (ε = ±), (4.17)
where the integration
∮
CI
dyµ is along a simple closed curve CI oriented clockwise, which encircle the
points a1, · · · , a2m. In (4.17), x is supposed to be outside of CI . We denote S˜
ε
I (x, x
′|λ) those obtained
by letting x inside of CI in (4.17). SI(x, x
′|λ) is an entire function in both variables x, x′. S˜εI (x, x
′|λ)
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is holomorphic except for a pole at x = x′. SεI(x, x
′|λ) has branch points at x = a1, · · · , a2m. The
singularity structure of SI(x, x
′|λ) is as follows.
SεI(x, x
′|λ)− S˜εI (x, x
′|λ) = επλhI(x)SI(x, x
′|λ). (4.18)
We set
Sε,I(x|λ) =
∞∑
l=0
λl
∫
CI
· · ·
∫
CI
dy1 · · · dyl
× L(x, y1)hI(y1)L(y1, y2)hI(y2) · · ·L(yl−1, yl)hI(yl)e
εiyl , (ε = ±), (4.19)
and
S ε
′
ε,I(x|λ) =
∞∑
l=0
λl
∫
CI
· · ·
∫
CI
dy1 · · · dyl
×
ε′eε
′i(x−y1)
2i(x− y1)
hI(y1)L(y1, y2)hI(y2) · · ·L(yl−1, yl)hI(yl)e
εiyl , (ε, ε′ = ±), (4.20)
In (4.20), x is supposed to be outside of CI . We denote by S˜
ε′
ε,I(x|λ) those obtained by letting x
inside of CI . The singularity structure of Sε,I(x, x
′|λ) is as follows.
S ε
′
ε,I(x|λ)− S˜
ε′
ε,I (x|λ) = ε
′πλhI(x) Sε,I(x|λ). (4.21)
We define the matrices YI(x), Y˜I(x) by
YI(x) =

 S+I(x|λ) S−+I(x|λ)
S−I(x|λ) S
−
−I(x|λ)

 , Y˜I(x) =

 S+I(x|λ) S˜−+I(x|λ)
S−I(x|λ) S˜
−
−I(x|λ)

 . (4.22)
¿From the relation (4.19), we obtain the following monodromy properties.
YI(x) = Y˜I(x)
{
(x− a1)(x− a3) · · · (x− a2m−1)
(x− a2)(x− a4) · · · (x− a2m)
}

 0 i2λ
0 0


. (4.23)
The matrix Y˜I(x) is holomorphic and det Y˜I(x) = 1. It is known that YI(x) satisfies the linear
differential equation (4.49). See [8]. We define the matrices Y
(a,a′)
I (x) and Y˜
(a,a′)
I (x) by
Y
(a,a′)
I (x) = (x− a)(x− a
′)

 SI(x, a|λ) S−I (x, a|λ)
SI(x, a
′|λ) S−I (x, a
′|λ)

 , (4.24)
Y˜
(a,a′)
I (x) =

 SI(x, a|λ) (x− a)(x− a′)S˜−I (x, a|λ)
SI(x, a
′|λ) (x− a)(x− a′)S˜−I (x, a
′|λ)

 . (4.25)
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¿From (4.17), we obtain the following formula.
Y
(a,a′)
I (x) = Y˜
(a,a′)
I (x)
{
(x− a)(x− a′)
}

 1 0
0 0

{
(x− a1)(x− a3) · · · (x− a2m−1)
(x− a2)(x− a4) · · · (x− a2m)
}

 0 i2λ
0 0


(4.26)
The matrix Y˜
(a,a′)
I (x) is holomorphic and
det Y˜
(a,a′)
I (x) =
a− a′
2i
SI(a, a
′|λ). (4.27)
Define the matrix Y˜
(a,a′)
I∞ (x) by
Y˜
(a,a′)
I∞ (x) = Y˜
(a,a′)
I (x)

 1 0
−1 1

 = (x− a)(x− a′)

 S+I (x, a|λ) S−I (x, a|λ)
S+I (x, a
′|λ) S−I (x, a
′|λ)

 . (4.28)
The matrix Y
(a,a′)
I,∞ (x) has the following local expansion at x =∞.
Y
(a,a′)
I,∞ (x) =
(
S
(a,a′)
I,∞ +O
(
1
x
))
x exp

x

 i 0
0 −i



 , (4.29)
where
S
(a,a′)
I,∞ =

 S−I(a|λ) S+I(a|λ)
S−I(a
′|λ) S+I(a
′|λ)



 − i2 0
0 i2

 . (4.30)
We set
Z
(a,a′)
I (x) = S
(a,a′)
I,∞
−1
Y
(a,a′)
I (x), Z˜
(a,a′)
I (x) = S
(a,a′)
I,∞
−1
Y˜
(a,a′)
I (x). (4.31)
Z
(a,a′)
I (x) is so normalized that the local expansion at x =∞ takes the form
Z
(a,a′)
I,∞ (x) =
(
1 +O
(
1
x
))
x exp

x

 i 0
0 −i



 . (4.32)
Here we start to consider our problem for correlation functions. Let 0 ≤ x′1 ≤ · · · ≤ x
′
n < ∞, 0 ≤
x′′1 ≤ · · · ≤ x
′′
n <∞. Let Ip the union of n intervals Ip = [x1, x2] ∪ · · · ∪ [x2n−1, x2n], where 0 ≤ x1 ≤
· · · ≤ x2n <∞ is the re-ordering of x
′
1, · · · , x
′
n, x
′′
1, · · · , x
′′
n. Set In = [−x2n,−x2n−1]∪· · ·∪ [−x2,−x1].
In the sequel, we consider the case m = 2n, a1 = −x2n, · · · , a2n = −x1, a2n+1 = x1, · · · , a4n = x2n.
We set I = Ip ∪ In.
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Lemma 4.1 The resolvent kernel has the following symmetries.
SεIp∪In(x,−x
′|λ) = S−εIp∪In(−x, x
′|λ), S˜εIp∪In(x,−x
′|λ) = S˜−εIp∪In(−x, x
′|λ), (4.33)
Sε,Ip∪In(−x|λ) = S−ε,Ip∪In(x|λ), (4.34)
Sε
′
ε,Ip∪In(−x|λ) = S
−ε′
−ε,Ip∪In
(x|λ), S˜ε
′
ε,Ip∪In(−x|λ) = S˜
−ε′
−ε,Ip∪In
(x|λ). (4.35)
The following is the key lemma.
Lemma 4.2 The resolvent kernel has the following linear relation.
Rε,Ip(x, x
′|λ) = SIp∪In(x, x
′|λ) + εSIp∪In(x,−x
′|λ), (ε = ±). (4.36)
Proof. The following characteristic relation holds,
SIp∪In(x, x
′|λ) + λ
∫
Ip
{SIp∪In(x, y|λ)L(y, x
′) + SIp∪In(x,−y|λ)L(−y, x
′)}dy = L(x, x′). (4.37)
¿From (4.37) and the relation ε2 = 1, we derive the following characteristic relation,
SIp∪In(x, x
′|λ) + εSIp∪In(x,−x
′|λ) (4.38)
+ λ
∫
Ip
(SIp∪In(x, y|λ) + εSIp∪In(x,−y|λ))(L(y, x
′) + εL(y,−x′))dy = L(x, x′) + εL(x,−x′).
This means the equation (4.36). ✷
Let us derive a formula for d log det
(
1− λKˆε,Ip
)
.
Proposition 4.3 We set ωε,Ip(λ) = d log det
(
1− λKˆε,Ip
)
. Then we have
ωε,Ip(λ) = trace

 2n∑
j=1
Y˜Ip∪In(xj)
−1 ∂
∂x
Y˜Ip∪In(x)
∣∣∣∣
x=xj

 0 λj
0 0

 dxj


−ε
1
2
trace

 2n∑
j=1
Y˜Ip∪In(xj)
−1Y˜Ip∪In(−xj)

 0 λj
0 0

 dxj
xj

 (4.39)
= trace

∑
δ=±
∑
1≤j<k≤2n
δλjλkA(xj)A(δxk) d log(xj − δxk)


−ε trace

 2n∑
j=1
λjA(xj)

A∞dxj + 12

 0 1
1 0

 dxj
xj
− λj
1
2
A(−xj)
dxj
xj



 . (4.40)
Here the matrix A(xj) is defined by
A(xj) = Y˜Ip∪In(xj)

 0 1
0 0

 Y˜Ip∪In(xj)−1, λj = (−1)j+1 iλ2 . (4.41)
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Proof. It is easy to see that
∂
∂xj
log det
(
1− λKˆε,Ip
)
= (−1)j+1λRε,Ip(xj , xj|λ) (4.42)
= (−1)j+1λ
{
SIp∪In(xj , xj) + εSIp∪In(xj ,−xj)
}
. (4.43)
¿From the definition, we can derive the following formula.
det

 S+I(x) S+I(x′)
S−I(x) S−I(x
′)

 = 2i(x− x′)SI(x, x′). (4.44)
Using this formula, we obtain
SI(x, x) =
i
2
det

 S+I(x) ∂∂xS+I(x)
S−I(x)
∂
∂x
S−I(x)

 (4.45)
=
i
2
trace

Y˜I(x)−1 ∂
∂x
Y˜I(x)

 0 1
0 0



 , (4.46)
SI(x,−x) =
1
4ix
det

 S+I(x) S+I(−x)
S−I(x) S−I(−x)

 (4.47)
=
1
4ix
trace

Y˜I(x)−1Y˜I(−x)

 0 1
0 0



 . (4.48)
Hence we have the first line (4.39). Substituting (4.22) into the differential equation,
dYI(x)YI(x)
−1 =
2m∑
j=1
λjA(aj) d log(x− aj) +A∞dx, (4.49)
which was derived in [8], and comparing the coefficients of dx at x = xj , we obtain the following.
∂
∂x
Y˜Ip∪In(x)
∣∣∣∣
x=xj
Y˜Ip∪In(xj)
−1 = A∞ +
∑
ε=±
2n∑
k=1
k 6=j
ε(−1)j+1
xj − εxk
A(εxk) +
(−1)j
2xj
A(−xj)
−Y˜Ip∪In(xj)


∑
ε=±
2n∑
k=1
k 6=j
ελk
xj − εxk
Lk −
λj
2xj
Lj

 Y˜Ip∪In(xj), (4.50)
where A∞ =

 i 0
0 −i

. Substituting this relation into the first line (4.39), we obtain the second
line (4.40). ✷
Remark. It is known that the matrices A(xj) are solutions of the generalized fifth Painleve´
equations introduced in [8].
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Let us derive a formula for d log det

1− λKˆε,Ip
∣∣∣∣∣∣
y
y′

. Let −∞ < y, y′ < +∞ , (y 6= y′). In
the sequel, we distinguish the following four cases.
1. y, y′ 6= x1, · · · , x2n.
2. y′ 6= x1, · · · , x2n, y = xj for some j.
3. y 6= x1, · · · , x2n, y
′ = xj′ for some j
′.
4. y = xj , y
′ = xj′ for some distinct j, j
′.
Set
1. J(y, y′) = {0, 1, · · · , 2n + 1}.
2. J(y, y′) = {0, 1, · · · , 2n + 1} \ {j}.
3. J(y, y′) = {0, 1, · · · , 2n + 1} \ {j′}.
4. J(y, y′) = {0, 1, · · · , 2n + 1} \ {j, j′}.
Here we set x0 = y, x2n+1 = y
′. Set K(y, y′) = J(y, y′) \ {0, 2n + 1}. Set the notations as follows.
Mj =

 0 1
0 0

 , (j = ±1, · · · ,±2n), M0 =M2n+1 =

 1 0
0 0

 . (4.51)
λ
(y,y′)
j = (−1)
j+1λ
i
2
(y − xj)(y
′ − xj), λ
(y,y′)
−j = (−1)
jλ
i
2
(y + xj)(y
′ + xj) , (j = 1, · · · , 2n),
λ
(y,y′)
0 = λ
(y,y′)
2n+1 = 1. (4.52)
Let us state the Proposition.
Proposition 4.4 We set ω
(y,y′)
ε,Ip
(λ) = d log det

1− λKˆε,Ip
∣∣∣∣∣∣
y
y′

. We denote by d the exterior
differentiation with respect to xj (j ∈ J(y, y
′)). Then we have
ω
(y,y′)
ε,Ip
(λ) =
∑
δ=±
δ
(
1 + ε
y − δy′
y + δy′
∆(y,δy
′)
)−1 (
Ω
(y,δy′)
1 − εΩ
(y,−δy′)
2 − dy − dy
′
)
. (4.53)
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Here we set
Ω
(y,y′)
1 = trace

 ∑
j∈J(y,y′)
λ
(y,y′)
j Z˜
(y,y′)
Ip∪In
(xj)
−1 ∂
∂x
Z˜
(y,y′)
Ip∪In
(x)
∣∣∣
x=xj
Mjdxj

 (4.54)
= trace

 ∑
i,j∈J(y,y′)
i<j
B
(y,y′)
i B
(y,y′)
j d log(xi − xj)
+
∑
i∈J(y,y′)
∑
j∈K(y,y′)
B
(y,y′)
i B
(y,y′)
−j
1
xi + xj
dxi +
∑
i∈J(y,y′)
B
(y,y′)
i A∞dxi

 , (4.55)
Ω
(y,y′)
2 = trace

 ∑
j∈K(y,y′)
i
2
λ
(y,y′)
j Z˜
(y,y′)
Ip∪In
(xj)
−1Z˜
(y,y′)
Ip∪In
(−xj)Mj
dxj
xj

 , (4.56)
= −∆(y,−y
′) (4.57)
× trace


∑
j∈K(y,y′)
(
S
(−y,y′)
Ip∪In,∞
B
(−y,y′)
j S
(−y,y′)
Ip∪In,∞
−1
+ S
(y,−y′)
Ip∪In,∞
B
(y,−y′)
j S
(y,−y′)
Ip∪In,∞
−1
)
M0
dxj
xj

 ,
where
∆(y,y
′) = det
(
S
(y,−y′)
Ip∪In,∞
−1
S
(y,y′)
Ip∪In,∞
)
, (4.58)
B
(y,y′)
j = λ
(y,y′)
j Z˜Ip∪In(xj)MjZ˜Ip∪In(xj)
−1, (j = ±1, · · · ± 2n, 0, 2n + 1). (4.59)
Proof It is easy to see that
∂
∂xj
log det

1− λKˆε,Ip
∣∣∣∣∣∣
y
y′

 = (−1)j+1λ
Rε,Ip

 y xj
y′ xj
∣∣∣∣∣∣λ


Rε,Ip(y, y
′|λ)
, (j 6= 0, 2n + 1). (4.60)
Then lemma 4.2 and the following imply the jth part of (4.54).
SIp∪In

 y xj
y′ xk
∣∣∣∣∣∣λ

 = (y − xj)(y′ − xk)
(y − y′)(xj − xk)
SIp∪In

 y y′
xj xk
∣∣∣∣∣∣λ

 . (4.61)
For j = 0, 2n + 1, the following imply the j − th part of (4.56).
∂
∂y
log det

1− λKˆε,Ip
∣∣∣∣∣∣
y
y′

 = ∂
∂y
logRε,Ip(y, y
′|λ). (4.62)
The second lines (4.55), (4.58) follows from the first ones by the same argument as in Theorem 4.3.
✷
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Remarks. It is known that the matrices B
(y,y′)
j and S
(−y,y′)
Ip∪In,∞
B
(−y,y′)
j S
(−y,y′)
Ip∪In,∞
−1
are solutions
of the generalized fifth Painleve´ equations in [8]. For special cases y = xi, y
′ = xj , we have the
following formula ∆(y,y
′);
xi − xj
xi + xj
∆(xi,xj) =
trace (A(xi)A(−xj))
trace

A(xi)A(xj)

 0 1
1 0




. (4.63)
Finally we give a proof of Theorem 2.3.
Proof of Theorem 2.3 Use the following formula
Rε,Ip

 y1 · · · yk
y′1 · · · y
′
k

 =
det

1− λKˆε,Ip
∣∣∣∣∣∣
y1 · · · yk
y′1 · · · y
′
k


(−λ)k det
(
1− λKˆε,Ip
) . (4.64)
and apply Proposition 4.3 and Proposition 4.4. ✷
For n = 1 and 0 = x′ < x case, because R[0,x](0, x|λ) = 2S[−x,x](0, x|λ), the differential equation
becomes simpler form.
d
dx
logρ1(0|x|+) =
∂
∂y
logS[−x,x](0, y|λ)
∣∣∣∣
y=x
= trace
({(
B0(0,−x.x) +
1
2
B1(0,−x, x)
)
1
x
+A∞
}
B0(0,−x, x)
)
− 1. (4.65)
Here A∞ =

 i 0
0 −i

. The 2 × 2 matrixes Bj = Bj(a0, a1, a2), (j = 0, 1, 2) depend on three
parameters a0, a1, a2 and satisfy the following differential systems that have the singularities at
y = a0, a1, a2,∞. We denote by d the exterior differentiation with respect to y, a0, a1, a2.
dZ
(a0,a2)
[a1,a2]
(y) = (B0dlog(y − a0) +B1dlog(y − a1) +B2dlog(y − a2) +A∞dy)Z
(a0,a2)
[a1,a2]
(y), (4.66)
where the 2× 2 matrices Z
(b1,b2)
[b3,b4]
(y) are defined in (4.31). The integrability condition
d
(
d Z
(a1,a2)
[a0,a2]
(y) Z
(a1,a2)
[a0,a2]
(y)−1
)
= dZ
(a1,a2)
[a0,a2]
(y) Z
(a1,a2)
[a0,a2]
(y)−1 ∧ Z
(a1,a2)
[a0,a2]
(y) Z
(a1,a2)
[a0,a2]
(y)−1, (4.67)
gives rise to the following closed differential equation.
dBi = −
2∑
j=0
j 6=i
[Bi, Bj ]d log(ai − aj)− [Bi, A∞]dai, (i = 0, 1, 2). (4.68)
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The eigenvalues of B0, B2 is (0, 1). The eigenvalues of B1 is (0, 0). The diagonal of B0 + B1 + B2
is (1, 1). ¿From the above matrix properties, we reduce (4.68) to the Hamiltonian equations (2.30),
(2.31) and (2.32) which was introduced in [8]. And we have the equation (2.29).
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