Abstract: A new global motion estimation technique for sprite coding systems is presented. The proposed system can accurately register frames to a sprite without referencing to the sprite. This allows the motion estimation process to be performed in an environment independent of the quality of the sprite. The frame having the highest resolution of the scene is determined and all other frames can be projected on to the space of this chosen frame such that information loss due to decimation can be avoided. The static sprite is strategically updated, according to the major camera motion during decoding, to alleviate the problem of error propagation from the sprite image. Experimental results indicate that the proposed technique is very accurate and robust, which makes it suitable for MPEG-4 sprite coding.
Introduction
A sprite is a high-resolution image which is composed of information belonging to an object visible throughout the video sequence. The core part of sprite coding modes [1] is the global motion estimation (GME). Generally speaking, there are several approaches to estimate the motion activities including phase correlation, optical flow estimation and iterative minimisation of displaced frame difference errors. Most of the motion estimation techniques can give a good motion estimation result between a pair of images. However, estimation error is inevitable, which can adversely affect the accuracy of registration of the subsequent frames and propagate to the rest of the frames. Moreover, there are restrictions. A static sprite image represents the background object of a scene correctly only if the background is really static and there are no variations of illumination during the time interval defined by the original video shot [2] .
In this paper, a new approach is proposed for the estimation of global motion parameters by directly estimating the relative motion between the current image and a chosen reference image. This approach manages to give an accurate, stable and robust estimate of the motion. It can also greatly alleviate the problem of error accumulation by isolating infrequent image registration errors and stopping errors from propagating to the rest of the frames. The estimation is performed in a hierarchical three-levels coarse-to-fine approach with three stages, which include a rough estimation of the initial registration matrix using a three-step search matching in the coarsest level and followed by the estimation of affine motion parameters in the intermediate and the highest resolution levels. Finally, motion parameters using higher order motion model can be obtained using the fast gradient approach. Moreover, we propose a new scheme that updates the content of the static sprite in appropriate times according to the motion information during decoding. This scheme can successfully alleviate the error propagation problem that spreads errors through the sprite during decoding. Our approach is extremely useful for sprite coding in MPEG-4 and provides an efficient and accurate approach for GME. This global motion information and the sprite image can also be used as a good description of the video content that can be used for video indexing purpose for MPEG-7 applications.
2
Overview of sprite coding scheme MPEG-4 is an object-based coding scheme that processes foreground objects and background objects separately [1, 3] . Sprite coding is one of the essential techniques for background coding and is classified into static and dynamic sprite categories [1, 2] . The static sprite is built off-line prior to the coding of individual frames [1] . During encoding process, global motion between the sprite and the current frame is estimated (long-term global motion parameters). Dufaux and Konrad [4] and Szeliski [5, 6] estimated global motion by an iterative minimisation of frame difference errors, and Smolic et al. [7] employed a recursive closed-loop prediction scheme to reduce the error accumulation problem. Lu et al. [8] considered both long-and short-term motion influences. Keller and Averbuch [9] proposed a fast gradient method cutting computational complexity up to 33-fold. After the estimation of global motion, frames are then projected to the space of the sprite and the projected frames are blended to form a single-layered sprite image. Generally speaking, there are different approaches for blending the projected frames: (i) a simple temporal average, (ii) a weighted temporal average, (iii) a temporal median filtering or (iv) updating with newly appearing content. Nicolas [10] used an analytical approach to determine the blending coefficients to increase the coding efficiency. For the dynamic sprite coding, the sprites are built dynamically in both encoder and decoder along with the coding of individual frames. Short-term motion parameters describing the global motion between the current frame and the previous frame are estimated and transmitted. The previous dynamic sprite is then warped to the coordinate system of the current frame using the estimated global motion and replaces the dynamic sprite contents. Subsequently, the current frame prediction is generated by simple copying operation (as it is in the current frame coordinate system) and used as a reference for predictive coding of the current frame. Finally, the dynamic sprite is updated using the decoded frame to form the current sprite [1, 2] .
Generally, the accuracy of GME is very sensitive to the quality of the sprite. For the static sprite coding, the sprite image is continuously updated along the coding process. The quality of the sprite would continuously deteriorate because of erroneous motion estimation, change of lighting condition and background object motions. Therefore using the sprite image for reference in motion estimation process causes error. For the dynamic sprite coding, concatenation of short-term motion parameters can accumulate errors and the quality of the sprite continuously decreases [7] . Therefore the reliability of the sprite prediction decreases.
Proposed system
We have noted that the registration error is highly related to the source of the reference for motion estimation. In our proposed system, instead of using the sprite to be the reference for motion estimation, we choose a particular frame in the history of time. In theory, if we choose a frame temporally far from the current frame, robustness of the motion estimation for the current frame can be enhanced. For example, assume that the estimated global motion of the previous frame was erroneous. We use this estimate as an initial guess of the current frame motion; however, the motion between the current frame and the chosen reference frame is directly estimated. Thus, the error can be compensated during motion estimation process and the scheme can stop it from propagating to the current frame. Hence, error accumulation can be greatly alleviated. However, a temporally far reference frame can imply a larger degree of difference in frame contents possibly because of a change of lighting conditions and motion activities of the background object. Furthermore, the overlapping area could also be smaller which does not favour GME. If we choose a reference frame temporally close to the current frame, error accumulation of the registration errors becomes significant, which is similar to the short-term registration scheme. Considering the possible motion activities of the background object, we propose to choose a common reference frame for a group of consecutive frames for motion estimation. If different reference frames are used for the registration of different frames, it is possible that the adverse influence from the motion activities of the background becomes larger. Therefore the first frame of a group is chosen to be the reference frame and a group is defined according to the overlapping area and the frame content similarity. An overview of the motion estimation algorithm is shown in Fig. 1 . Let frames m and k be the previous registered frame and the chosen reference frame respectively. A mk is the estimated registration matrix projecting frame m onto the space of frame k. To register the current frame, frame m þ 1, we first project it onto the space of frame k using registration matrix A mk to generate frame z. Then, motion parameters are estimated between frames k and z using short-term motion estimation techniques. Note that if there were errors in the estimation of matrix A mk , the errors can be compensated during the motion estimation between frames k and z. Therefore our proposed system is robust against errors, which manages to stop error propagation. Finally, the estimated parameters are concatenated to A mk to give A mþ1,k and A mþ1,k is again concatenated to the long-term motion parameters of reference frame k, A k1 , to result in the long-term motion parameters A mþ1,1 .
Initially, the reference frame is chosen to be the first frame of the sequence. The current frame will replace the reference frame if the following one of the two cases occurs. The first case is that the displaced frame difference between the registered current frame and the reference frame is large. This reflects that the reference frame is no longer appropriate for motion estimation. The second case is that the relative displacement between the current frame and the reference frame is large. This can be detected if either the overlapping area between the registered current frame and the reference frame is smaller than a threshold T 1 or the non-overlapping area is greater than a threshold T 2
where w and h are the width and height of the frame, respectively. Nr is a parameter defined between 0 and 1 controlling the value of the two thresholds. For each of the chosen reference frame, a number of pixel blocks are selected for block matching in the rear stages. The block selection technique employed is our earlier work on long-term GME [11] . The aim is to exclude blocks of pixels that mainly consist of texture areas or homogeneous areas from calculation to avoid aperture problem and to reduce the chance of being trapped into a local minimum. The proposed motion parameters estimation algorithm comprises three stages using a coarse-to-fine approach as shown in Fig. 1b . At the first stage, a rough estimation of the global motion between the reference frame and frame z in the coarsest resolution level is determined by a threestep matching algorithm. Then, the result is used as an initial guess of the solution in stage 2, and the motion Fig. 1 Block diagram of the global motion estimation algorithm a Frame mþ1 is projected to frame z using registration matrix A mk b Details of the motion estimation block in a parameters of the affine motion model are computed using the block-based matching technique. In the third stage, results of the previous stage are used as an initial guess of the motion parameters of a higher order motion model, like the perspective motion model, and the parameters are refined using gradient-based algorithm.
Motion model
In this paper, we choose to use the perspective motion model that can model planar perspective deformation well
where (x, y, k) T and (x 0 , y 0 , k 0 ) T denote the homogeneous coordinates of a point before and after transformation, respectively. Homogeneous coordinates (x, y, k)
T represent coordinates (x/k, y/k)
T on the image, where k can be any real value except zero. Elements a, b, c, d, e, f, g and h are the eight motion parameters to be determined, which denote the global motion activities.
To describe the motion between consecutive frames over a short period, the perspective motion model is generally sufficient. Higher order motion models can describe motion more loyally at the expense of higher computational load and is sensitive to noise [12] . Therefore in this paper, we choose to use the perspective motion model in our experiments.
Three-step matching algorithm
In this stage, a rough estimation of the motion activities between the reference frame and frame z, denoted as A zk , is performed. To increase the robustness of the global motion estimation, the estimator builds two three-level pyramids for frames k and z using the Gaussian down-sampling filter [1/4, 1/2, 1/4]. Subsequently, an initial translation is estimated at the top level of the pyramid using the three-step matching algorithm.
Block-matching algorithm
After the first stage, the partial distortion search algorithm [13] is employed to refine motion vector of pixel blocks using the result of the previous stage as the initial solution. Only the selected pixel blocks in the reference frame, as stated in Section 3, are used for motion estimation. This can substantially reduce the computational load, although the information obtained is sufficiently enough to describe the global motion [11] . Block-based motion estimation procedure is first conducted in the intermediate level of the pyramid with a search range of +2 and the resulting motion vectors are used to estimate a set of affine motion model parameters.
The relationship between the coordinates of the pixel block centre in the reference frame and the coordinates of the corresponding points in frame z, in the intermediate level, can be expressed using (2) (with parameters g and h set to zero) and can be rewritten to form the following equations.
T are two unknown vectors to be estimated and elements of these two vectors are motion parameters defined in (2) . The values of k and k 0 are arbitrarily set to unity for simplicity. Taking all corresponding point pairs into consideration, two overdetermined systems of linear equations can be established and are denoted as
where each row of matrix B and vectors X and Y corresponds to the spatial coordinates of the matched point pairs. The least squares solutions to the two systems are given [14] by
With the estimated motion parameters a, b, c, d, e and f, the registration matrix A z,k in the immediate level can be formed. Subsequently, a further refinement of the estimated result, using the same procedure as the intermediate level, is performed at the base level with a search range of +4. The provisional solution A mþ1,k in the base level is obtained by concatenating A m,k to the projected registration matrix A z,k . The projection of the registration matrix A z,k from the intermediate level to the base level can be achieved by multiplying a factor of 2 to parameters c and f. According to the computed provisional registration matrix A mþ1,k , the current frame, that is, frame m þ 1, is projected to form and replace frame z. Registration matrix A z,k is then estimated in the base level using the same procedure as the intermediate level.
The final result A mþ1,k in the form of affine motion model, in the base level, is obtained by concatenating A z,k to the provisional solution A mþ1,k .
Parameters estimation of high order motion model
If a higher order motion model like the perspective motion model is employed for motion description, refinement of the result of the previous stage in the base level can be performed using a gradient algorithm. In our system, we have made use of the fast gradient method proposed by Keller and Averbuch [9] . The gain in the computational speed is mainly achieved by the interpolation-free formulation of the gradient method and the selection of a small subset of the original image pixels in the estimation process. The refinement procedure is of recursive nature which iteratively refines the eight perspective motion parameters in the resulting registration matrix A mþ1,k of the previous stage. The maximum number of iterations is set to ten and the final registration matrix A mþ1,k is then concatenated to A k,1 to form a long-term registration matrix, A mþ1,1 .
Blending of frames
Since the estimation of the registration parameters does not involve the sprite, sprite-building process is not necessary to be performed along with the motion parameters estimation process. In our proposed system, the sprite is built after all the frames in the sequence are registered. During the process of estimating the registration parameters of frames, the first frame of the sequence is regarded as the base frame of the sprite. All the other frames are registered to the space of the base frame. If the sequence involves a variation in focal length, the resolution of the same part of the background can be different in view of different frames. Therefore after the registration of each frame, the area of the projected frame will be computed. Before the sprite-building process, the frame having the smallest projected area is chosen to be the new base frame, as the frame has the highest resolution in the sequence over a particular area of the background. Thus, we can avoid information loss due to the down-scaling operation when frames are projected. The area of the projected frame in the space of the base frame is computed by counting the number of pixels on an integer-pel grid lying within the projected area. After the determination of base frame, the inverse of the base frame's registration matrix is concatenated to all of the registration matrices. This operation is equivalent to projecting all the frames onto the space of the base frame, and the projection of the base frame is equivalent to direct copying from the frame to the sprite without distortion, as the registration matrix is an identity matrix. The next step is to determine the size of the sprite by computing the coordinates of the four corners of each projected frames. Subsequently, a transformation matrix of pure translation is computed, which can map all the projected frames onto the space of the base frame to a location such that all the coordinates of the pixels are positive. Then, the calculated matrix is concatenated to the registration matrix of all the frames. Finally, a sprite with the determined dimension is built by warping and blending all the frames onto it. A simple temporal average is employed in the blending process and a bilinear interpolation is carried out if the coordinates of projected pixels do not correspond to integer pixel.
5
Sprite update strategy
After the generation of static sprite, frames can be reconstructed by warping appropriate area from the sprite according to registration matrices. However, a sequence might have temporal variations in illumination over the same part of the background, and the background object might be modified in time. Therefore a single intensity value of a point in the sprite cannot coherently represent the intensity variation over the time interval defined by the video shot. Moreover, excluding the effect of illumination and background object variations, accumulation of the GME error in the sprite image can result in a blurred sprite image and this error can spread to other frames. For example, if a chosen reference frame has registration errors, the errors can inherit to the frames that make use of it as the reference frame for GME. Studying the generated intensity error of a particular point in a scene over time, we note that the distribution of errors can be classified into three categories and is closely related to the type of pixels, such as pixels from homogeneous area, simple edge area and texture area. For example, a sprite is built using 300 frames of sequence 'Stefan' and the panning motion [parameter c in (2)] is shown in Fig. 2. Figs 3a - c depict the intensity errors of three pixels in the sprite image of sequence 'Stefan'. Fig. 3a shows the distribution of the intensity error of an edge pixel from a simple edge area. The variation in error is generally not rapid over time and the error comes either from motion estimation or from variation in illumination. Comparing Figs. 2 with 3a, it is observed that the distribution of intensity error correlates roughly to the panning motion of the sequence as the panning motion is the major camera operation in sequence 'Stefan'. For example, frames 0 -50 correspond to the camera undergoing a rightpanning motion and the error tends to correlate to each other. For pixels from texture region and homogeneous area, the intensity error tends to distribute randomly around zero.
For example, consecutive frames having the same panning direction tend to have the same level of motion estimation error as the frames suffer from similar source of influencing factors, for example, blurring effect due to under-sampling. Thus, the errors tend to be clustered in the temporal domain. The motion estimation errors for texture and homogeneous areas tend to be dominated by the effect of the noise signal. In view of this, we propose to update the sprite according to the major camera motion so as to alleviate the error propagation problem and enhance the quality of the reconstructed frames.
For instance, according to the panning motion shown in Fig. 2 [(i.e. parameter c in (2)], we can update the sprite at frames 0, 51, 108, 174 and 206, where there is a change of panning direction or a significant change in panning speed. First, a sprite-sized buffer is constructed and the prediction error of all frames from, say, frame numbers 51-108, is blended to the buffer in a simple temporal average manner according to the registration matrix of each frame. Then, the buffer is encoded as an MPEG-4 I-VOP frame and transmitted to the decoder for frame reconstruction. The process is illustrated in Fig. 4 . With our proposed sprite update scheme, it can provide the system with an extra enhancement layer to enhance the visual quality of the reconstructed frame by updating the sprite image in the temporal domain to alleviate error propagation.
Experimental results
In this section, we will show some experimental results using our proposed system. Comparisons are made between systems using short-term [1] and long-term motion estimation algorithms [1, 7] . Three test sequences with CIF format were used, namely 'Stefan' (352 Â 240), 'Stefan' involves a fast panning motion with limited zoom operations and 'Foreman' is similar to a classical video conferencing situation which should share the greatest benefit from the sprite coding scheme. 'Coast Guard' involves a simple panning motion, although the content of the background object varies significantly throughout the sequence. All the sequences are provided with segmentation mask and the background objects of the sequences are encoded with various coders. Table 1 depicts the quality of the reconstructed frames generated by sprite coding systems with different motion estimation approaches. The first three sequences involve 150 frames, whereas the last sequence involves 300 frames. After the generation of a sprite, frames are reconstructed by warping appropriate area from the sprites controlled by the corresponding registration matrices. A comparison between the reconstructed frames and the original frames was done for each frame and the average peak signal-tonoise ratio (PSNR) was computed. The system proposed by the verification model (VM) of MPEG-4 [1] estimates the long-term global motion in a hierarchical structure using the gradient descent algorithm. The coder that uses the long-term motion estimation scheme with closed-loop prediction feature employs the techniques proposed by Smolic et al. [7] . All other coders employ the same interframe GME techniques as described in Section 3, although different coders may employ different reference sources for motion estimation. The coder using the short-term motion estimation scheme estimates motion activities between the current frame and the previous frame, whereas the longterm motion estimation scheme estimates motion activities between the sprite and the current frame. For the first five systems in Table 1 , they all employed the affine motion model and segmentation masks were provided for processing. A simple temporal average technique is employed for the sprite-updating process except the long-term scheme with closed-loop prediction feature in which the sprite was updated with newly appearing image content.
Note that our proposed system (with Nr ¼ 0.1) significantly outperforms the system with short-term motion estimation scheme which suffers from serious error accumulation problem (Figs. 5 and 6 ). For the systems with long-term motion estimation, the quality of sprite plays an important role in the motion estimation process, as the sprite image is used as a reference for motion estimation. However, because of various reasons, including motion-modelling error, motion-estimation error and low-pass filtering effect due to bilinear interpolation, the quality of sprite continuously deteriorates throughout the coding process and the reliability of the sprite for reference decreases (Figs. 7 and 8 ). Therefore the performances of long-term global motion estimators are sensitive to the propagation of registration error in terms of the quality of the sprite image. Our proposed system estimates motions by directly referencing to a chosen reference frame, which gives a more robust estimation and can avoid the adverse influence from the sprite. Hence, from the experimental results, our proposed system is more robust against error and outperforms all the other coders, except for the 'Coast Guard' sequence. The 'Coast Guard' sequence involves a constant variation in background contents which can influence the performance of the coders. Fig. 9 compares the prediction accuracy of 150 reconstructed frames of sequence 'Stefan'. Our proposed algorithm outperforms other algorithms in most of the frames. Similar results are obtained for the other two sequences.
Figs. 2 and 10, respectively, show the estimated global position and the scaling in x-and y-directions of each frame in the sprite for 300 frames of sequence 'Stefan' using our proposed coder. Fig. 2 also provides the information concerning the panning motion of the sequence and all these information can be used for a description of the sequence for video indexing purpose. Note that the scale factor of the first frame is slightly greater than 1 because it is not the frame having the highest resolution in the view of field. Only frame 118, the base frame, has scale factor equal to 1 and is copied directly to the sprite without distortion. All the other frames are scaled up and mapped to the space of frame 118. This can avoid information loss due to decimation operations.
Reconstruct next N frame from the sprite Compute the N error frames Blend the N error frames into a sprite-sized buffer (the sprite update frame)
Encode and send the sprite update frame to the decoder Fig. 4 Sprite update process in the encoder Table 1 : Comparison of the quality of the reconstructed frames generated with different systems The numbers 150 and 300 in parentheses denotes that the sequences involve 150 and 300 frames, respectively. We have produced two sequences 'ZoomIn' and 'ZoomOut', both of which contain 150 frames and involve a large variation in camera focal length. All frames of the two sequences are identical except that frames in 'ZoomOut' are in the reverse order of that in 'ZoomIn'. Figs. 11b and c show two frames of the 'ZoomIn' sequence, and Fig. 11a shows the static sprite generated by our proposed system. Table 2 depicts the quality of the reconstructed frames and Figs. 12a and b show the scale factor in x-direction of each frame. Both coders estimate the long-term motion parameters. Our proposed coder indirectly estimates the global registration matrix, whereas the conventional coder performs the estimation directly. Note that the coder that directly estimates the long-term motion parameters always uses the first frame as the base frame (scale factor equal to 1) and projects all other frames onto the space of the first frame to construct the sprite. Fig. 12a shows that a number of frames have a scaling factor less than 1 which implies that these frames are decimated for motion estimation. Information could be lost during the decimation process and it adversely affects the accuracy of the motion estimation. Experimental results in Table 2 show that our proposed system provides a more accurate GME giving better reconstructed frames for the sequence 'ZoomIn'. For sequence 'ZoomOut', the system employing the approach of direct long-term motion parameters estimation provides better result because direct registration of the up-sampled current frame with the sprite favours motion estimation. Although the long-term motion estimation is sensitive to the quality of the sprite causing error in motion estimation, the favourable condition outweighs the shortcoming of the algorithm. In contrast, our proposed system always has slight accumulation error. Fig. 13 shows the relationship between the quality of the reconstructed frames and parameter Nr defined in (1). The sequence used is 'Stefan' with 150 frames and is encoded with our proposed system. For Nr ¼ 0, the previous frame is always chosen to be the reference frame for motion estimation which is equivalent to short-term motion estimation (see description in Section 3). It is observed that the quality of the reconstructed frames using our proposed system with different values of Nr is better than the system concatenating estimated short-term motion parameters. The problem of error accumulation has been greatly alleviated. For a large value of Nr, the chosen reference frame would be temporally far away from the current frame. This can provide more accurate motion estimation as less error can be accumulated. However, a large Nr might also lead the system to confront the problem of larger temporal variations in the background object and smaller overlapping area. In general, a value around 0.1 can give a very good result in most of the sequences.
To reconstruct the background objects from the sprite, error is inevitable. Recall that Figs. 3a -c show typical errors of video sequence 'Stefan'. The error signals have certain degree of local correlation and correlate to the camera-panning motion of the sequence as shown in Fig. 2 . As the camera-panning motion changes direction, the magnitude of the prediction error tends to change to a new level and let us refer it to as 'error jump'. However, similar characteristic cannot be observed in pixels from texture and homogeneous areas. By considering all the pixels from the sprite, the pixels having 'error jump' greater than 30 is counted for each frame and the result is shown in Fig. 3d . For a large count value, it implies that there are a large number of pixels having its prediction error changing to a new level. Comparing Figs. 3d with 2, it can be observed that there is a certain degree of correlation between the 'error jump' count and the panning motion in sequence 'Stefan', as the panning motion is the major motion of the sequence. As the camera-panning motion changes direction, there is a high count of error jump. In view of this, we propose to update the sprite according to the panning motion as it is the major motion found in sequence 'Stefan'. For sequence 'ZoomIn', as the sequence involves a considerable amount of zooming operations, a correlation can be observed between the scaling factor and the error jump count. A vivid phenomenon is observed as expected from Figs. 12a and c, and Fig. 12c indicates a large amount of error jumps at the temporal position where the camera starts the zooming. Table 3 depicts the quality of the reconstructed frames with different sprite update strategies (Section 5). Note that the sprite updating can effectively increase the quality Fig. 7 Sprite generated using the method proposed by MPEG-4 VM of the reconstructed frames without encoding individual frame residue. For the same number of frame update operations, considering sequence 'Stefan' with 300 frames, updating the sprite at frames 0, 51, 108, 174 and 206 (according to the panning motion) can further increase the quality of the reconstructed frames when compared with the strategy of updating the sprite at regular time interval such as at frames 0, 60, 120, 180 and 240. All the sequences can be benefited from our proposed sprite-updating strategy except the 'Foreman' sequence, as it does not have a vivid camera operation.
In order to test further the efficiency of our motion estimator, simple experiments have also been done to apply the proposed GME scheme to the dynamic sprite coding mode. Instead of estimating the short-term global motion in conventional dynamic sprite coding mode as described in Section 1, we chose a frame in the past frames for reference as described in Section 3 to estimate the long-term global motion. The sprite image was then updated using temporal average strategy. Another modification is that in order to avoid the sprite image degradation because of the frequent sprite warping, we kept the sprite image not to be warped throughout the coding process. Therefore we projected the frames using the estimated long-term global motion and built the dynamic sprite. The current frame prediction was generated by warping, which made use of the estimated long-term global motion. Experimental results show that the dynamic sprite coding scheme using the proposed motion estimation scheme achieves a better coding efficiency when compared with the conventional one. This demonstrates that our motion estimation scheme manages to improve the quality of estimated global motion when compared with short-term GME scheme. Interestingly, we have also tested the global motion compensation (GMC) coding mode suggested by the MPEG-4 VM, which estimates the short-term global motion. It shows a better performance than the two dynamic sprite coding modes mentioned above. Instead of generating the prediction of the current frame using the sprite, the GMC coding mode warps the previous frame to give the prediction and it does not build the sprite during the whole process. This is a good approach, but the coding method is different from the conventional dynamic sprite coding and there can be missing data on the boundary of the frame etc. details of which are outside the scope of the present study.
Conclusion
In this paper, we have presented a new technique to estimate the global motion between frames. The proposed motion estimation scheme directly registers the current frame with a chosen reference frame. This approach is robust against individual motion estimation error and manages to prevent the error from propagating to subsequent frames. Besides, as our proposed system does not involve the sprite for reference purpose during the GME, the encoder is free from a blind estimation of the buffer size for the storage of the sprite. In addition, the separation of the spritebuilding process and the motion estimation process allows a user to have various post-processing tasks to be done before the construction of the sprite. For example, the encoder can determine which of the frame within the sequence has the highest resolution and project all the frames on to the space of the chosen frame. This manages to avoid the loss of information due to the decimation process during the projection of frames. Moreover, the dimension of the sprite can be computed accurately prior to the building of the sprite. In order to alleviate the propagation of error, in terms of blurred sprite image, during decoding stage, we propose to update the static sprite according to the major motion of the sequence. From experiments, we note that there is a certain degree of correlation between the major camera motion and the variation in frame reconstruction errors. Therefore according to the estimated global motion, the encoder can insert a sprite update frame when there is a large change of camera operation. This can effectively enhance the quality of reconstructed frames, although the amount of extra bits sent to the decoder is limited.
Furthermore, our system can also be slightly modified and applied to the dynamic sprite coding scheme. Experimental results show that our system manages to increase the reliability of the sprite for predictive coding. In summary, our proposed system is characterised by its great robustness and high accuracy which are very suitable for MPEG-4 sprite coding. In addition, the sprite images and the estimated motion information can also be used to describe video sequences for video indexing purpose. This is an interesting subject for further research. 
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