A review has been done on the growth and improvement of solution of non linear programming problems under various factors. The mathematical work of Kuhn-Tucker, Fritz John, Mangasarian, Wolfe, Vond, Kanniappan has been traced and compared. 
INTRODUCTION
Mathematical Programming is a branch of optimization. It is used in various fields of man's activity where it is necessary to choose one course of action from several possible courses. Due to the rapid increase in size and complexity of problems the use of systematic approach to problem solving is stimulated. Nonlinear programming presents different perspective on mathematical programming problems in which the objective function and the constraint functions are not necessarily linear. The optimization problems in optimal control, structural design, mechanical design, electrical circuits, and stochastic resource allocation can be formulated as nonlinear programs. There are many real world problems which have more than one conflicting objective functions. Such programming problems are called multi objective programming problems. In mathematical programming it is customary to distinguish linear and convex programming. In nonlinear programming the objective function becomes nonlinear if one or more of the constraints inequalities have non-linear relationship or both. Non-linear programming which has the problem of minimizing a convex objective function in the convex set of points is called convex programming where the constraints may taken to be non-linear. 
II. HYPOTHESES FORMULATION (a)

III. ANALYSIS
The best-known necessary optimality criterion for a mathematical programming problem is the KuhnTucker criterion [2] . In order for the Kuhn-Tucker criterion to hold, one must impose a constraintqualification on the constraints of the problem. However, the Fritz-John criterion [3] , is more general.
In order for the Kuhn-Tucker criterion to hold, one must impose a constraint-qualification on the constraints of the problem. Moreover, the Fritz John criterion itself can be used to derive a form of the constraint qualification for the Kuhn-Tucker criterion, so no such constraint qualification is required. 
Here f is a convex function on R n and h i 's are concave functions .f and h i are of course assumed differentiable. A duality theorem of P. Wolfe for nonlinear differentiable programming is extended to the non differentiable case by replacing gradients by sub gradients [5] .The dual pair is further simplified in the case that non differentiability enters only in the objective functions and then only through a positively homogeneous convex function.
The given programming problem was considered by BERTRAM VOND [6] 
Where f and g are differentiable functions from R n into R and R m respectively, and B is an n x n symmetric positive semi definite matrix. If B = 0 then F is differentiable and (P) is the usual nonlinear programming problem. Special cases of (P), with F not differentiable, were also discussed.
The necessary and sufficient conditions were given for the existence of an M optimal solution, dual problem to (P) was formulated and appropriate duality theorems were established.
To do so Fritz-John conditions rather than KuhnTucker conditions were used to discuss the advantages of using Fritz-John conditions rather than KuhnTucker conditions to prove converse duality.
The results of this paper are easily extended to programming problems with objective function of the form Where is positive semi-definite and symmetric. Extensions to complex programming are also possible.
In [7] SHINJI TANIMOTO discusses a more general class of non differentiable functions and duality theory for the programming problems involving such functions is considered. The objective functions we treat here are of the type Where is a continuous function with continuous derivative with respect to and is a specified compact subset in notice that is not differentiable in general and that is a convex function whenever is a convex function of x for each .
The primal problem is as follows:
Where is the function defined by (1) and is a convex and differentiable function. We assume that is non empty.
The purpose of this paper is to formulate two dual problems to Problem (P) and then to establish duality relationships. One of them has an extra restrictive condition, while the other does not. We obtain a duality theorem for each dual problem and converse duality is also discussed .
Later the concept of pareto optimality was used for multiobjective programming problem [8] .Optimization problems with vector valued cost criteria or programming problem with several objectives conflicting with one another have been of considerable interest particularly in economics .In (necessary conditions for optimality of non differentiable convex multiobjective programming by P.Kanniappan) multiobjective programming problem which is also known as vector minimization problem isreduced to system of scalar minimization problems and then using the known results in convex programming necessary condition of fritz & Kuhn tucker type for pareto optimality were derived by introducing constraint qualification of slaters type ,the theorem of Schechter.
For scalar values objective functions was used for this purpose. Later on by using a distinct approach, Lai and Liu [9] established the necessary and sufficient conditions for Pareto optimality of the multiobjective function without constraint qualification of Salter's condition.
Minami worked on topological space in his paper [10] , he discussed the non differentiable multiobjective convex program on a locally convex linear topological space in the case where the objective functions and the constraint functions are continuous and convex, but not necessarily Geateaux differentiable.
Applying the Dubovitskii-Milyutin separation lemma, he showed that the generalized Kuhn-Tucker conditions given by a sub differentiable formula are necessary and sufficient for weak Pareto-optimal solutions. Furthermore, he discussed the non differentiable multiobjective program on a Banach space in the case where the objective functions and the constraint functions are locally Lipschitzian, but not necessarily convex; he gave Kuhn-Tucker forms, given by Clarke's generalized gradients, as necessary conditions for weak Pareto-optimal solutions.
And then using the results he worked on the non differentiable multiobjective program with equality and inequality constraints on a Banach space and give necessary conditions for weak Pareto-optimal solutions.
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