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Training Sequence Design for Feedback Assisted
Hybrid Beamforming in Massive MIMO Systems
Song Noh, Michael D. Zoltowski, and David J. Love
Abstract—The use of large-scale antenna systems in
future commercial wireless communications is an emerging
technology that uses an excess of transmit antennas to
realize high spectral efficiency. Achieving potential gains
with large-scale antenna arrays in practice hinges on
sufficient channel estimation accuracy. Much prior work
focuses on TDD based networks, relying on reciprocity
between the uplink and downlink channels. However, most
currently deployed commercial wireless systems are FDD
based, making it difficult to exploit channel reciprocity. In
massive MIMO FDD systems, the problem of channel esti-
mation becomes even more challenging due to the attendant
substantial training resources and feedback requirements
which scale with the number of antennas. In this paper,
we consider the problem of training sequence design that
employs a set of training signals and its mapping to the
training periods. We focus on reduced-dimension training
sequence designs, along with transmit precoder designs,
aimed at reducing both hardware complexity and power
consumption. The resulting designs are extended to hybrid
analog-digital beamforming systems, which employ a lim-
ited number of active RF chains for transmit precoding,
by applying the Toeplitz distribution theorem to large-
scale linear antenna systems. A practical guideline for
training sequence parameter selection is presented along
with performance analysis.
Index Terms—Massive MIMO systems, channel estima-
tion, training sequence design, hybrid beamforming
I. INTRODUCTION
Multiple-input multiple-output (MIMO) technology
has been demonstrated to be effective in providing
reliable wireless links; the advantages of MIMO com-
munications are widely recognized [2]. MIMO systems
utilizing a large number of antennas at the base station,
referred to as massive MIMO systems, are emerging as
a key technology for the design of high throughput and
energy efficient systems for future wireless communi-
cations. Massive MIMO represents a paradigm shift in
system configuration, wherein the power per antenna
is reduced by a factor roughly equal to the number
of transmit antennas, and only relatively simple signal
processing is performed, e.g., spatial matched filtering
[3]. This is all enabled by exploiting advantageous as-
sumptions about the propagation environment that arise
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from asymptotic random matrix analysis The large size
of the transmit antenna array relative to the number
of serviced users mitigates thermal noise, fast channel
fading, and some forms of interference, all drawing in
part at least from the law of large numbers [3], [4].
However, the potential gains of massive MIMO in
practical systems are limited by channel estimation accu-
racy [5]. In contrast to current MIMO systems equipped
with a few antennas at each base station, the training
signal overhead required for channel estimation in a
massive MIMO system can be overwhelming, since the
number of time slots for transmitting orthogonal training
signals must be at least as large as the number of
antennas. In addition, an important issue regarding the
cost of implementation is that the number of active
RF chains required for channel sounding and transmit
precoding is limited relative to the number of antennas
[2]. As a result, channel estimation schemes that are
reliable and require a low training overhead and low-
complexity are important in order to efficiently utilize
the large antenna array gains.
To tackle the challenge of channel estimation, much of
the prior work focused on time-division duplex (TDD)
operation assuming channel reciprocity [3], [4], [6] to
acquire channel state information (CSI) at the base
station under the assumption of time-invariant channels
within the coherence time. In a TDD mode, the uplink
channel sounding enables downlink channel estimation
by using channel reciprocity that requires proper cal-
ibration of the hardware chains between the terminal
uplink and downlink chains [7]. In addition, in a multi-
cell environment with a high frequency reuse factor,
pilot contamination induced by the use of non-orthogonal
uplink training signals in neighboring cells leads to
imperfect channel estimation causing severely degraded
system performance [5].
In most wireless systems that employ a frequency-
division duplex (FDD) mode, the problem of channel
estimation becomes more challenging because downlink
channel estimation requires substantial overhead, such
as feedback and dedicated times for channel sounding
which scales with the number of antennas. In an FDD
mode, it was shown that the overhead for channel
estimation does not scale with the number of antennas
in conjunction with underlying channel statistics, the
spatial sparsity, and the specific antenna arrangement
2[8]–[15]. Note that antenna correlations are observed
in experimental investigations [16], [17] and analytical
studies that consider a very high angular resolution due
to its large antenna aperture have been presented [18],
[19]. In order to efficiently support multiple users in a
massive MIMO cellular system, a technique called joint
spatial division and multiplexing (JSDM) was introduced
with hybrid analog/digital beamforming under the as-
sumption that the effective channel rank is known to
the system [12]. Low complexity algorithms to solve
the user scheduling problem were presented in [13],
[14]. In addition, there has been work on channel state
information feedback based on limited feedback [10],
[20] and compressive sensing [21], [22] by considering
the sparsity features of the channel matrices. Recently,
initial work on channel estimation in massive MIMO
systems has been proposed. One approach is pilot beam
pattern design based on channel statistics aimed at
minimizing channel mean square error (MSE) [8], [9]
and leveraging a received SNR [15]. The other approach
is adaptive codebook selection based on a received
SNR or the channel MSE [11]. However, the existing
researches generally addressed beamforming design and
channel estimation technique separately. In particular,
the pilot beam patterns proposed in [9] inherently lie
in a high-dimensional space and also make a closed-
form performance analysis intractable due to the greedy
sequential search of the dominant eigenmodes.
In this paper, we consider the design of a training
scheme that properly specifies the training signals and
its mapping to the corresponding training period for
downlink channel estimation in FDD massive MIMO
systems. We refer to this scheme as using a training
sequence. Under a Kalman filtering framework, the
proposed training sequence is designed to minimize
the steady-state channel mean square error (MSE) to
leverage channel estimation performance. In addition,
we focus on a reduced-dimensionality training sequence
and transmit precoding design aimed at reducing the
cost of implementation and power consumption [2]. We
then extend the low-dimensional constraint to hybrid
analog-digital beamforming scheme that uses a limited
number of available RF chains for digital baseband
precoding by applying the Toeplitz distribution theorem
to an uniformly spaced linear array (ULA) at the base
station. For performance analysis, we adopt a deter-
ministic equivalent technique [6] to handle the case of
large antenna arrays and provide a practical guideline for
training sequence parameters.
Our main contributions are summarized as follows:
• We propose a periodic training sequence framework
that enables a reduced dimensionality design of
the training sequence and transmit precoding. We
remark that by considering the steady-state chan-
nel MSE, the effective channel rank required for
transmit precoding can be obtained, even when the
channel has continuous power (azimuth) spectrum.
• By analyzing the monotonicity property in the
steady-state channel MSE, a reduced-complexity
suboptimal algorithm that minimizes the maximum
steady-state MSE without much loss in performance
is proposed. For large-scale linear antenna arrays,
the proposed method can extend to a hybrid analog-
digital beamforming scheme that requires a limited
number of active RF chains for transmit beamform-
ing.
• We derive a closed-form expression for the steady-
state mean square error (MSE) and the SINR under
spatial matched filtering, which is close to the exact
value obtained from numerical simulations. Our
results show that the proposed method yields good
performance, even with an imperfect knowledge of
channel statistics.
Notations: Vectors and matrices are written in bold-
face with matrices in capitals. All vectors are column
vectors. For a matrix A, AT , AH , and tr(A) indicate the
transpose, Hermitian transpose, and trace of A, respec-
tively. A⊙B denotes the Hadamard product between A
and B. [A]p,q represents the element in the p-th row and
the q-th column of A. diag(d1, · · · , dn) is the diagonal
matrix composed of elements d1, · · · , dn. IN stands for
the identity matrix of size N ; 1M×N and 0M×N denote
an M × N matrix composed of all-ones and all-zeros,
respectively. For a vector a, ‖a‖p represents the p-norm.
For a matrix A, ‖A‖F denotes the Frobenious norm.
x ∼ CN (µ,Σ) means that the random vector x is com-
plex Gaussian distributed with mean µ and covariance
matrix Σ. E{·} denotes statistical expectation. N and C
denote the sets of natural numbers and complex numbers,
respectively.
II. SYSTEM MODEL
We consider a downlink massive MIMO system with
Nt transmit antennas and a single receive antenna op-
erating over flat Rayleigh-fading channels, as shown
in Fig. 1. We focus on the single-user case first and
then point out the multiple-user case in Section IV. We
assume block transmission with M consecutive symbols
for one block composed of a pilot transmission period
of Mp symbols and a data transmission period of Md
symbols, i.e., M = Mp + Md. (We will refer to the
M consecutive channel transmissions composed of the
training period and the data transmission period as a
block.) The received signal at the k-th symbol time is
given by
yk = h
H
ℓ sk + wk, for k = ℓM +m, (1)
where ℓ = 0, 1, . . . and 1 ≤ m ≤M so that k = 1, 2, . . ..
Here, sk ∈ CNt is the transmitted symbol vector with
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Fig. 1: Massive MIMO system model for the symbol time k =
ℓM +m.
power constraint E{‖sk‖22} = ρ and hℓ ∈ CNt is the
channel vector with additive noise wk ∼ CN (0, 1). The
transmit vector sk represents a training signal vector
during the training period (i.e., k = ℓM + m where
1 ≤ m ≤ Mp). On the other hand, during the data
transmission period (Mp < m ≤ M ), sk denotes a
precoded data vector constructed by mapping the data
symbols xk = [x1,k, · · · , xU,k]T ∈ CU to the transmit
antenna array using the multi-dimensional beamformer
Vk ∈ CNt×U , i.e., sk = Vkxk. We first consider a
single data stream transmission (U = 1) in which a
rank-one beamformer is denoted as vk ∈ CNt , and then
extend to the case of U > 1.
We assume that the channel is block-fading and that
the channel remains constant during the ℓ-th block. The
channel temporal variation across the blocks is modeled
using a state-space framework as a first-order stationary
Gauss-Markov process [23] with
hℓ+1 = ahℓ +
√
1− a2bℓ+1, (2)
where a ∈ (0, 1) denotes the temporal fading correlation
coefficient,1 bℓ denotes process noise for the ℓ-th block
time index where bℓ ∼ CN (0,Rh), and the channel
spatial correlation is given by Rh = E{hℓhHℓ } for all
ℓ. The channel model can represent a spatially correlated
channel by considering rank(Rh) = r where r ≤ Nt.
An eigen-decomposition (ED) of Rh is given by
Rh = UΛU
H , (3)
where U = [u1, · · · ,ur] ∈ CNt×r and Λ =
diag(λ1, · · · , λr) is composed of the non-zero eigenval-
ues of Rh in descending order. Throughout the paper,
we assume that the channel statistics (a,Rh) are known
to the system.2
During the ℓ-th training period, the received signal in
1In Jake’s model [24], a = J0(2pifD(TsM)) where J0(·) is the
zeroth-order Bessel function, fD = vfcc is the maximum Doppler
frequency shift, v denotes a mobile speed, Ts is the symbol time
interval, and each block is composed of M symbols.
2Wireless channels are usually characterized by local quasi-
stationarity [25]. Experimental investigations have confirmed that the
local quasi-stationarity well describes time-varying channels in an
urban macrocell scenario [26]. This means that within local quasi-
stationary time periods, the proposed method can operate with the
channel statistics of low-mobility users updated from a window-based
average. Please see [9] for a discussion of a practical estimation
approach in massive MIMO systems.
Initialization:
hˆ0|−1 = 0 and P0|−1 = Rh (5)
while ℓ = 0, 1, · · · do
Measurement update:
hˆℓ|ℓ = hˆℓ|ℓ−1 +Kℓ(yℓ,pilot − SHℓ hˆℓ|ℓ−1) (6)
Pℓ|ℓ = Pℓ|ℓ−1 −KℓSHℓ Pℓ|ℓ−1 (7)
Time update:
hˆℓ+1|ℓ = ahˆℓ|ℓ
Pℓ+1|ℓ = a
2Pℓ|ℓ + (1− a2)Rh (8)
end while
TABLE I: Channel estimation based on Kalman filtering [27]
(1) can be rewritten in vector form as
yℓ,pilot = S
H
ℓ hℓ +wℓ, (4)
where Sℓ = [sℓM+1 · · · sℓM+Mp ] denotes the trans-
mitted training signals subject to an average trans-
mit power constraint E{‖Sℓ‖2F } = ρMp, yℓ,pilot =
[yℓM+1, · · · , yℓM+Mp ]H , and wℓ is similarly defined.
We focus on minimum mean square error (MMSE)
channel estimation based on the current and all previous
received training signals given by hˆℓ|ℓ = E{hℓ|y(ℓ)pilot},
where y(ℓ)pilot = {yℓ′,pilot|ℓ′ ≤ ℓ} denotes all received
training signals up to the ℓ-th training period. From (2)
and (4), the system can be viewed as a state-space model,
and then optimal channel estimation is given by Kalman
filtering, as shown in Table I. Here, (Pℓ|ℓ,Pℓ|ℓ−1) are
the estimation and prediction error covariance matrices,
and Kℓ denotes the Kalman gain matrix defined as
Pℓ|ℓ′ = E
{(
hℓ − hˆℓ|ℓ′
)(
hℓ − hˆℓ|ℓ′
)H |y(ℓ′)pilot}
Kℓ = Pℓ|ℓ−1Sℓ(S
H
ℓ Pℓ|ℓ−1Sℓ + IMp)
−1.
In this paper, we employ the concept of a training
frame. A training frame is the joint design of the training
signals sent over G consecutive blocks. This means for
each i, SiG,SiG+1, . . . ,S(i+1)G−1 are jointly designed.
We assume G = 2s for s ∈ {0, 1, 2, . . .} for simplicity,
which will be revisited later.
During the ℓ-th data transmission period (i.e., channels
uses satisfying k = ℓM + m with Mp < m ≤ M ),
we assume that the data symbol xk is transmitted with
a rank-one beamformer vk ∈ CNt . To realize a low-
complexity solution for the beamformer design, we
assume the beamformer vk is restricted to a subspace
of dimension nd which should be optimized to meet
the effective channel rank. Then, we can write vk as
a hybrid precoding vk = Fdk, i.e., vk lies in column
space of F ∈ CNt×nd with its linear combination of
dk ∈ Cnd where nd ≤ Nd. Here, Nd denotes some
system constraint with 1 ≤ Nd ≤ Nt (e.g., the number of
available RF chains in the case of hybrid analog-digital
beamforming in Section III-D).
4In a hybrid beamforming scenario, our goal is to
design the pre-beamforming matrix F that supports
a spatial matched filter transmit beamforming (e.g.,
vk = hˆℓ|ℓ/‖hˆℓ|ℓ‖2)3 by using channel statistics and
training signal design. Here, the pre-beamforming matrix
F is optimized offline and the post-beamforming dk is
determined with respect to (w.r.t.) transmit beamforming
schemes by using the current channel estimate.
A. Review of Prior Work
We briefly review other work on the sequential design
of the pilot beam pattern for channel estimation in
massive MIMO systems. The channel mean square error
(MSE) tr(Pℓ|ℓ) in (7) depends on the current training
signal Sℓ and the prediction error covariance Pℓ|ℓ−1 that
is a function of all previous training signals Sℓ−1 and
the channel statistics (a,Rh) by the Kalman recursion
in (7) and (8). Thus, given the previous training signal
Sℓ−1, the channel MSE can be minimized by properly
designing the pilot beam pattern Sℓ. The following
proposition presents a property of pilot beam pattern.
Proposition 1: [9] Given all previous pilot signals
Sℓ′ (ℓ′ < ℓ), the pilot beam signal Sℓ at the ℓ-th training
period minimizing tr(Pℓ|ℓ) is given by a properly scaled
version of the Mp dominant eigenvectors of the Kalman
prediction error covariance matrix Pℓ|ℓ−1 for the ℓ-th
training period.
Proposition 1 states that the use of the Mp dominant
eigenvectors of Pℓ|ℓ−1 for training signals minimizes
the channel MSE at the ℓ-th training period. Under
this pilot beam pattern design, all the Kalman matri-
ces (Pℓ|ℓ,Pℓ|ℓ−1) and the channel spatial covariance
Rh are simultaneously diagonalizable, i.e., given the
ED of Rh in (3), we have Pℓ|ℓ = UΛ¯(ℓ)UH and
Pℓ|ℓ−1 = UΛ
(ℓ)UH where Λ¯(ℓ) and Λ(ℓ) denote
diagonal matrices composed of the eigenvalues of Pℓ|ℓ
and Pℓ|ℓ−1, respectively. This yields that all the eigen-
vectors of Pℓ|ℓ−1 over time are selected from the set
of eigenvectors of Rh defined by {u1, . . . ,ur} in (3).
However, the pilot beams patterns considered in this
approach are inherently obtained in a high-dimensional
space and makes a closed-form performance analysis
intractable due to the greedy search of the dominant
eigenvectors of Pℓ|ℓ−1.
III. PROPOSED TRAINING SEQUENCE FRAMEWORK
In this section, we first focus on the design of a
reduced dimensionality training sequence that has a
suitable mapping to training signals used during the
training periods. We next provide a hybrid analog-digital
beamforming method that exploits the limited number of
available RF chains relative to the number of antennas.
3The results can be straightforwardly generalized for any linear
transmit beamformings.
A. Motivation for Proposed Scheme
Because of the optimal training signals’ properties
mentioned in Proposition 1, we assume that each training
matrix Sℓ is a scaled version of Mp eigenvectors of
Rh in (3) to satisfy the power constraint.4 From (6),
the channel estimate at the ℓ-training period is a lin-
ear combination of all previously used training signals
Sℓ := {Sℓ′ : ℓ′ ≤ ℓ} by Kalman recursion in (7) and (8),
i.e., the channel estimate hˆℓ|ℓ lies in the column space
of Sℓ. That is, in the hybrid beamforming structure of
vk = Fdk, we require that the pre-beamforming matrix
F spans the subspace spanned by the training signal Sℓ
for subspace sampling of the channel estimate. There-
fore, the training signal Sℓ should be suitably designed to
capture the nd dominant channel eigenmodes under the
nd ≤ Nd dimensionality constraint where the variable nd
should be properly optimized to account for the effective
channel rank. Note that the pre-beamforming matrix F
is then determined by a set of nd distinct eigenvectors
of Rh used in the training signals Sℓ.
Alternatively, based on applying the Toeplitz distri-
bution theorem to the channels of large-scale linear
antenna arrays, the eigenvectors of the correlation matrix
Rh are well approximated by columns of a unitary
discrete Fourier transform (DFT) matrix. Then, the pre-
beamformer can be designed using some columns of
the DFT matrix used in the training signals, as later
discussed in Section III-D.
The Mp columns of each Sℓ ∈ CNt×Mp are repre-
sented by a 1 ×Mp index vector where the i-th entry
of the vector equals to the index of the eigenvector of
Rh that defines the i-th column of Sℓ. For example, if
S0 =
√
ρ[u1,u2,u4] and S1 =
√
ρ[u1,u3,u5] are given
for Mp = 3, those training signals are characterized by
the index vectors of [1, 2, 4] and [1, 3, 5], respectively.
By collecting G consecutive training periods to define
the training signal SG−1 = {Sℓ : 0 ≤ ℓ < G}, we can
then succinctly define the training signal SG−1 by an
index matrix C ∈ CG×Mp with each row representing
the eigenvector indices used during the corresponding
training period. For example, Fig. 2(b) shows G consec-
utive blocks starting from ℓ = 0 where the training signal
matrix Sℓ will be transmitted at the ℓ-th training period
where 0 ≤ ℓ < G. An example of the index matrix with
G = 4 and Mp = 3 in Fig. 2 is given by
C =

 1 1 1 12 3 2 3
4 5 4 6


T
, (9)
4Note that, if each of the training signals is a linear combination
of the eigenvectors of Rh, the eigenvectors of Pℓ|ℓ−1 do not remain
the same throughout the training, i.e., they change over time by the
Kalman recursion. This implies that the ED of Pℓ|ℓ−1 at each training
period is required to compute the dominant eigenvectors, and this can
be computationally expensive since Nt is assumed to be large for
massive MIMO systems.
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then we have the ℓ-th training signal matrix Sℓ =√
ρ[u[C]ℓ+1,1 ,u[C]ℓ+1,2 , · · · ,u[C]ℓ+1,Mp ].
We have discussed how the index matrix C defines
the training signals {Sℓ : 0 ≤ ℓ < G} where we will
refer to C as the training sequence (index) matrix. In
the next subsections, we present a systematic approach
to the training sequence optimization.
B. Problem Formulation
To construct the training sequence C, we need to
define how the selected nd eigenvectors should be
allocated in the G consecutive training periods. We
assume that each of the selected eigenvectors will not be
transmitted more than once within each of the training
periods in order to allocate the training signals across G
consecutive training periods. Note that in this case each
training signal matrix Sℓ is composed of Mp distinct
eigenvectors. Therefore, for each ℓ, SHℓ Sℓ = IMp . For
1 ≤ i ≤ nd and 0 < gi ≤ G, denote the block time-
wise interval used for the training signal ui allocation
across G blocks by gi, where if ui is firstly used as
a training signal at symbol time ℓ′M + m for some
0 ≤ ℓ′ < G and 1 ≤ m ≤ Mp, the training signal
corresponding to ui will be re-transmitted at symbol time
{(ℓ′ + q · gi)M + m : for 1 ≤ q < G/gi}. (For the
example of g3 = 2 in Fig. 2, u3 is firstly transmitted at
symbol time M + 2, and re-transmitted at symbol time
3M +2.) For nd < i ≤ Nt, we set gi = 0 because ui is
not used as a training signal. An example with g1 = 1,
g2 = g3 = g4 = 2, g5 = g6 = 4, and nd = 6 is shown
in Fig. 2(a), where we omit the illustration for g5 and
g6 for the brevity.
The dimension of the offline-designed precoder, de-
noted as nd, is clearly constrained by the system. First,
the training signal construction allows the transmitter to
sound at least Mp different subspace dimensions. There-
fore, nd should be restricted to be at least Mp in order to
span as large of a subspace as possible. In the same way,
the transmitter structure (e.g., hybrid precoder structure)
means that the precoder must satisfy nd ≤ Nd and
nd ≤ r where rank(Rh) = r in (3). Second, there are at
most GMp different dimensions in the training sequence
C. Thus, nd ≤ GMp. Therefore, we notice that the
number of distinct eigenvectors (nd) used in the training
sequence should satisfy Mp ≤ nd ≤ min{GMp, Nd, r}.
The unknown parameter nd should be jointly optimized
with {gi}, which defines the training sequence C. We
then consider the following condition for the design of
training sequence.
Condition (C.1): For each i (1 ≤ i ≤ nd), the block
time-wise interval gi is a divisor of G, i.e., gi ∈ IG :=
{dj |(G)dj = 0 for 1 ≤ dj ≤ G and dj < dj+1}, then
we have an integer of G/gi.
Here, (·)b denotes the integer modulo b. Condition (C.1)
guarantees that once the training sequence C ∈ NG×Mp
is designed with nd and {gi}, the training sequence can
be used for all subsequent training frames due to the
periodic pilot allocation patterns, i.e., we transmit the
training signals Sℓ = S(ℓ)G where ℓ = 0, 1, . . .. Note
that, when G = 2s for some nonnegative integer s, the
set of divisors of G is given by
IG = {1, 2, . . . , 2s−1, 2s}. (10)
Given the block time-wise vector g =
[g1, g2, · · · , gnd ]T satisfying (C.1), the training
signal vectors {ui : 1 ≤ i ≤ nd} are interspersed
corresponding to the block time-wise intervals {gi}
across G consecutive training periods. Then, we evaluate
the channel estimation performance by deriving the
minimum steady-state channel MSE for 1 ≤ i ≤ nd
given by
λ
(∞)
i,gi
:= lim
ℓ→∞
λ¯
(ℓ)
i
=
(
a2giλ
(∞)
i,gi
+ (1− a2gi)λi
)
ρ
(
a2giλ
(∞)
i,gi
+ (1− a2gi)λi
)
+ 1
=
λi(
1
2 (1 + λiρ)
)
+
√(
1
2 (1 + λiρ)
)2
+ a
2gi
1−a2gi
λiρ
,
(11)
from the Riccati equation [28]
λ¯
(ℓ)
i =
(
a2gi λ¯
(ℓ−gi)
i + (1− a2gi)λi
)
ρ
(
a2gi λ¯
(ℓ−gi)
i + (1− a2gi)λi
)
+ 1
, (12)
6where λ¯(ℓ) = [λ¯(ℓ)1 , · · · , λ¯(ℓ)r ]T := diag(Λ¯(ℓ)) and
λ = [λ1, · · · , λr ]T := diag(Λ) denote the eigenvalues
of Pℓ|ℓ and Rh, respectively. Note that λ
(∞)
i,gi
represents
the minimum steady-state channel MSE because it is
the steady-state response obtained from the measurement
step in (7) when the training signal corresponding to ui
is transmitted according to the block time-wise interval
gi at each training period. A closed-form expression for
the right-hand side of (11) can be derived by algebraic
manipulation of the Riccati equation in a steady-state
condition which is a linear second-order equation in
λ
(∞)
i,gi
.
Once the training signal corresponding to ui is trans-
mitted, the training signal is not transmitted during the
next gi − 1 successive blocks where the channel MSE
along the direction of ui monotonically increases by (8)
for 1 ≤ i ≤ nd. Note that the (vector) prediction step
in (8) can be decomposed into a set of scalar equations
by its projection to the eigenvectors U (i.e., Λ(ℓ+1) =
a2Λ¯
(ℓ)
+ (1− a2)Λ), where we use Pℓ|ℓ = UΛ¯(ℓ)UH ,
Pℓ|ℓ−1 = UΛ
(ℓ)UH , and Rh = UΛUH . Thus, during
the gi − 1 blocks, the minimum steady-state channel
MSE λ(∞)i,gi grows according to (8) because the Kalman
filter predicts the channel state along the direction of the
training signal. In this case, the maximum steady-state
MSE of the training signal (denoted as λ(∞)i,gi ) is reached
after the gi − 1 blocks and is given by
λ
(∞)
i,gi
:= a2(gi−1)λ
(∞)
i,gi
+ (1− a2(gi−1))λi, (13)
where 1 ≤ i ≤ nd. Note that the steady-state channel
MSEs of the unused eigenvectors in the training se-
quence remain constant over time, i.e., limℓ→∞ λ(ℓ)i =
λi for nd < i ≤ r.
Remark 1: From (11) and (13), the steady-state chan-
nel MSE is bounded by
diag
(
λ(∞)g
)  lim
ℓ→∞
Pℓ|ℓ  diag
(
λ(∞)g
)
, (14)
where λ(∞)g = [λ
(∞)
1,g1
, · · · , λ(∞)nd,gnd , λnd+1, · · · , λr]T
and λ(∞)g is similarly defined. A  0 denotes a positive
semidefinite matrix. The gap between upper and lower
bounds for the steady-state channel MSE tr(Pℓ|ℓ) is
given by
∑nd
i=1(1− a2(gi−1))
(
λi − λ(∞)i,gi
)
.
Note that the trace of the steady-state channel MSE is
bounded by ‖λ(∞)g ‖1 in (14), then we formulate the op-
timization problem that designs the training sequence by
minimizing an upper bound on the steady-state channel
MSE, which is formally stated as follows.
Problem 1 (MMSE upper bound minimization): Given
the parameters (G,Mp, Nd, r), solve for g∗ and n∗d such
that
min
g,nd
‖λ(∞)g ‖1 (15)
subject to (C.1) and Mp ≤ nd ≤ min{GMp, Nd, r},
nd∑
i=1
1/gi = Mp. (16)
The nonlinear constraint (16) yields a total training
resource constraint in the G × Mp training sequence
C. That is, for 1 ≤ i ≤ nd, each training signal ui
is transmitted according to the block time-wise interval
gi across the G consecutive training periods where the
training signal on ui is transmitted G/gi times during
the training periods. Then the total number of channel
uses for sounding the nd training signals should be
equal to GMp, i.e.,
∑nd
i=1G/gi = GMp. Thus, the
constraint (16) guarantees that all the entries of C can be
constructed with a proper allocation scheme, which will
be discussed in Proposition 3 of the next subsection. The
nonlinear inequality (16) and the periodicity condition
of (C.1) make solving Problem 1 extremely difficult,
particularly because the optimization variables g and nd
are interconnected.
C. Training Sequence Design
To tackle the challenge of this problem, we first
consider an exhaustive search in a finite search space
that arises from the integer constraint of Problem 1. In
this case, it is important to reduce the computational
complexity of the exhaustive search, and thus we derive
a property of the objective function in (15).
Proposition 2: λ(∞)i,gi is a monotonic increasing func-
tion of gi, i.e., λ(∞)i,g′
i
≤ λ(∞)i,gi if 1 ≤ g′i ≤ gi.
Proof: See Appendix A.
Proposition 2 shows that the maximum steady-state
channel MSE of λ(∞)i,gi is monotonically reduced with
decreasing gi (i.e., MSE is reduced by transmitting the
training signal corresponding to ui more frequently).
Thus, we assume that the block time-wise interval g is
arranged in ascending order such that gi ≤ gj for i ≤ j
in order to effectively minimize the dominant channel
MSE of λ(∞)g that corresponds to the dominant channel
directions. It is numerically confirmed that the assump-
tion of the ordered g is consistent with the result of the
exhaustive search and yields a much simpler implemen-
tation compared to the initial number of trials for the
exhaustive search O(|IG|min{GMp,Nd,r}). Furthermore,
by exploiting the monotonicity in Proposition 2, we pro-
pose an efficient algorithm for training sequence design
that sequentially minimizes the maximum upper bound
of the steady-state channel MSE. The corresponding
algorithm is summarized in Algorithm 1, which requires
substantially less computational complexity O(GMp)
7while achieving most of the performance gain compared
to the exhaustive search.
Algorithm 1 Min-Max Training Sequence Design
Require: Perform the ED of Rh = UΛUH . Store λ =
diag(Λ).
1: Set g = (G + 1)1Nt×1, q = 0Nt×1, λ(∞)g = λ,
Nd = {1, · · · , Nd}, and Nblk = GMp.
2: while Nblk > 0 do
3:
(
i′ = argmaxi∈Nd λ
(∞)
i,gi
d∗ = maxj:dj<gi′ dj where dj ∈ IG
4: if (Nblk + qi′ ·G/gi′) ≥ G/d∗ then
5: Nblk ← (Nblk + qi′ ·G/gi′)−G/d∗
6: gi′ ← d∗ and qi′ = 1
7: Compute λ(∞)i′,gi′ (See (11))
8: λ(∞)i′,gi′ = a
2(gi′−1)λ
(∞)
i′,gi′
+ (1 − a2(gi′−1))λi′
(See (13))
9: else
10: Nd ← Nd \ {i′}
11: end if
12: end while
13: g = g(q)
In Step 3 of Algorithm 1, we select the eigenvector
index i′ corresponding to the largest maximum steady-
state MSE and choose the largest value d∗ among the
subset of elements of IG that are smaller than the pre-
defined block time-wise interval gi′ (where gi′ is a
design variable updated during iteration). In this case,
λ
(∞)
i′,gi′
can be reduced by replacing gi′ by d∗ because
λ
(∞)
i′,d∗ ≤ λ(∞)i′,gi′ if d∗ ≤ gi′ from Proposition 2. Thus,
the idea of Algorithm 1 is to sequentially reduce the
largest maximum steady-state MSE among {λ(∞)i,gi } by
allocating a small block time-wise interval. We then
check whether it is possible to allocate the index i′
corresponding to d∗ in the available resources (i.e.,
Nblk + qi′ ·G/gi′ ) in Step 4. After that, if the condition
in Step 4 is satisfied, λ(∞)i′,gi′ is updated through Steps
5-8. Otherwise, the index i′ is excluded from the set
Nd. Step 13 is to select some entries of g corresponding
to the non-zero elements of q (i.e., the block time-wise
intervals obtained by Algorithm 1).
Since the design of the block time-wise interval g and
nd is complete, we finish this subsection by explaining
the construction of C from the optimized intervals
{gi : gi = 2ki ∈ IG in (10), 1 ≤ i ≤ nd} which
uses the assumption that G = 2s. Note that, given a
set of {g1, . . . , gnd}, there can be several (row-wise and
column-wise) permutated versions of a training signal
allocation in the training sequence C. However, they
have the same steady-state performance, with only minor
changes during the transient phase. Thus, we present an
efficient method for construction of C which is done
iteratively.
A new variable Uj represents the number of undeter-
mined entries of the j-th column of the matrix C, which
is initially set to Uj = G for 1 ≤ j ≤ Mp. Denote by
q the row index of the matrix C for 1 ≤ q ≤ G. First,
we set the initial values as q = 1, and Iq = 1, and then
we loop over all row indices q in order to determine the
entries of C as follows.
Step (1) Given q, Iq , and Uj , select a column index j′ ∈
{1, . . . ,Mp} of C such that [C]q,j′ is not determined
while {[C]q,1, . . . , [C]q,j′−1} are all determined by some
eigenvector indices in the previous step (e.g., j′ = 1 at
the first iteration). We then allocate the eigenvector index
of iq,j := Iq+(j−j′) at the j-th column with a row-wise
mapping giq,j . Mathematically, this means
[C]q,j = [C]giq,j+q,j = · · · = [C](G/giq,j−1)giq,j+q,j = iq,j,(17)
where j′ ≤ j ≤Mp. Note that G/giq,j entries of the j-
th column are determined using a row-wise allocation of
iq,j while leaving its Uj−G/giq,j undetermined entries.5
For the next step, we update the variables given by
Iq+1 = Iq +Mp − j′ + 1, Uj = Uj −G/giq,j , and
q = q + 1. (18)
Step (2) Repeat Step (1) until all entries of C are
determined, i.e., Uj = 0 for all j.
Proposition 3: Given the constraints of Problem 1 and
the arranged block time-wise interval g in ascending or-
der, if G = ps for some prime number p and nonnegative
number s, a training sequence C can be constructed.
Proof: See Appendix B.
D. Hybrid Analog-Digital Beamforming
We assume that the antennas are uniformly spaced in
a one-dimensional or two-dimensional grid at the base
station. In this case, the channel covariance matrix Rh
can be well approximated by a Toeplitz matrix under the
virtual channel representation and a far-field assumption
[29].6 It is known that when the size of a Toeplitz
matrix is large, the Toeplitz matrix can be decomposed
by a DFT matrix, referred to as the Toeplitz distribution
theorem (TDT) [31], [32], i.e.,
Rh = E{hℓhHℓ } ≈ F˜ΛF˜H , (19)
5If all entries of the q-th row of C are determined, we complete
Step (1) by updating Iq+1 = Iq and q = q + 1 with the same Uj .
6The focus of the paper is not on near-field analysis in physically
large antenna arrays but training sequence and beamforming design
for the antenna array located in a finite area. When the antennas are
spaced over a rectangular aperture for the same number antennas of
the linear aperture, a far-field approximation is still appropriate because
the largest dimension of the rectangular aperture will be significantly
less than the length of the linear aperture, thereby lowering the far-field
distance (Fraunhofer distance). A theoretical channel model based on
a physically large scale MIMO is available in [30].
8where F˜ = [f˜1, · · · , f˜r] ∈ CNt×r denotes a matrix
of distinct columns of the Nt-point DFT matrix
and Λ = diag(λ1, · · · , λr) is a matrix of the
non-zero eigenvalues of Rh in descending order.
Note that the k-th column of F˜ is given by
[1, ej1ψk2π/Nt , ej2ψk2π/Nt , · · · , ej(Nt−1)ψk2π/Nt ]H/√Nt.
This is simply the transmit steering vector for the
physical angle θk = sin−1(ψkλ/d),7 and thus the
diagonal matrix Λ can be viewed as the channel power
spectral density corresponding to the virtual angular
domain.
Then, the channel dynamics in (2) can be rewritten by
a parametric channel model [33], [34]
hℓ+1 = ahℓ +
√
1− a2F˜Λ1/2b˜ℓ+1, (20)
where the entries of b˜ℓ are i.i.d., i.e., b˜ℓ ∼ CN (0, Ir).
This yields that the channel vector is characterized by
a random linear combination of the columns of F˜ and
channel estimation can be viewed as estimation of the
linear combination coefficients corresponding to the set
of basis vectors F˜. Thus, we use the DFT-based training
signal (i.e., Sℓ ⊂ {f˜i}) during the training period because
the columns of DFT are approximated eigenvectors of
Rh in (19).
During the ℓ-th data transmission period (i.e., k =
ℓM + m and Mp < m ≤ M ), we assume that the
data symbol sequence {xu,k} is transmitted with the
multi-dimensional transmit beamformer Vk ∈ CNt×U .
Here, we assume that the base station is equipped with
1 ≤ ND ≤ Nt available RF chains for digital baseband
precoding of Dk ∈ Cnd×U , given by Vk = FDk where
a pre-beamforming matrix F ∈ CNt×nd is implemented
by analog beamforming techniques (e.g., use analog
phase shifters with constant magnitude entries) [35]. The
variable nd ≤ Nd denotes the number of used RF chains
to have a low-dimensional solution while capturing the
effective channel rank aimed at enabling low-complexity
and energy-efficient system implementation.
As explained in Section II, the ℓ-th channel estimate
hˆℓ|ℓ lies in the column space of all the used training
signal Sℓ composed of the DFT columns. Then, the pre-
beaforming F will span the subspace of the training
signal Sℓ, i.e., the pre-beamforming matrix is determined
by the distinct DFT columns used in the construction of
the training sequence that specifies the training signals.
Therefore, we focus on the design of the DFT-based
training sequence under the constraint of the Nd avail-
able RF chains. To meet the constraint on the number
of RF chains, we restrict the number of distinct DFT
columns (nd) used in the training sequence to be less
than or equal to Nd. Such a design is obtained from
7The virtual angle ψk is related to the physical angle θk by ψ =
d
λ
sin(θk), i.e., if d/λ = 1/2, −π2 ≤ θk ≤
π
2
corresponds to − 1
2
≤
ψk ≤
1
2
, where d and λ denote the antenna spacing and the carrier
wavelength, respectively [9].
the proposed methods of Problem 1 by substituting the
eigenvalues Λ of (19) into (11) and (13). Simulations
will be presented in Section V where the training signals
are approximated by DFT vectors without much loss in
performance.
IV. EXTENSION TO MULTIUSER MASSIVE MIMO
SYSTEMS
A. System Set-Up
Consider the downlink of a cellular system serving
U single antenna users. Let hu,ℓ ∈ CNt be the channel
vector of user u at the ℓ-th block symbol time where
1 ≤ u ≤ U . In line with (2), we consider a state-
space model for hu,ℓ with the channel covariance matrix
Rhu = E{hu,ℓhHu,ℓ} such that rank(Rhu) = ru. Define
Hℓ = [h1,ℓ, · · · ,hU,ℓ] ∈ CNt×U as the combined
channel matrix for a block length of M channel uses.
Denote by xk = [x1,k, · · · , xU,k]T ∈ CU be the data
symbols at the symbol time k = ℓM + m to service
U user terminals with the same average transmit power
of ρ so that E{|xu,k|2} = ρ. We assume that the base
station uses the multi-dimensional transmit beamformer
Vk = [v1,k, · · · ,vU,k] ∈ CNt×U to map xk to the
transmit antennas, i.e., sk = Vkxk. Denote by nd,u
the number of disjoint training signals used in the
construction of the training sequence to service the user
u.
For channel estimation, a training sequence for each
user is designed by the proposed algorithm in Section
III, where the obtained training sequences among users
are generally different. During the training period, we
assume that the training sequences of different users are
sounded over non-overlapping time intervals, i.e., UMp
out of over M channel uses is allocated for training.
Then, a quantized (or analog) version of the received
signal yu,k ∈ C is fed back over some sort of control
channel to enable channel estimation at the base station.
On the other hand, we assume that the beamformed data
signals are sent simultaneously to analyze the effect of
the downlink channel estimation error and the inter-user
interference.
The collection of received symbols for all U users
at the ℓ-th data transmission period (i.e., channels uses
satisfying k = ℓM+m with UMp < m ≤M ) is denoted
as
yk = H
H
ℓ Vkxk +wk
=


hH1,ℓv1,k h
H
1,ℓv2,k · · · hH1,ℓvU,k
hH2,ℓv1,k h
H
2,ℓv2,k · · · hH2,ℓvU,k
.
.
.
.
.
. · · · ...
hHU,ℓv1,k h
H
U,ℓv2,k · · · hHU,ℓvU,k

xk +wk,
(21)
where yk = [y1,k, · · · , yU,k]T and wk ∼ CN (0, IU ) is
the additive white Gaussian noise vector. Focusing only
9on the received signal for user u, we have
yu,k = h
H
u,ℓvu,kxu,k +
∑
u′ 6=u
hHu,ℓvu′,kxu′,k + wu,k
(a)
= αuh
H
u,ℓhˆu,ℓ|ℓxu,k
+
∑
u′ 6=u
αu′h
H
u,ℓhˆu′,ℓ|ℓxu′,k + wu,k
(b)
= αuhˆ
H
u,ℓ|ℓhˆu,ℓ|ℓxu,k + αuh˜
H
u,ℓhˆu,ℓ|ℓxu,k
+
∑
u′ 6=u
αu′h
H
u,ℓhˆu′,ℓ|ℓxu′,k + wu,k, (22)
where (a) follows the matched filtering precoder vu,k =
αuhˆu,ℓ|ℓ and (b) holds by h˜u,ℓ := hu,ℓ − hˆu,ℓ|ℓ. Here,
αu denotes the power normalization per user such that
tr(VHk Vk) = 1, defined as αu = 1/(‖hˆu,ℓ|ℓ‖2
√
U) for
1 ≤ u ≤ U .
Applying the method in [36], a lower bound on the
training-based capacity is obtained by considering the
worst-case uncorrelated additive noise. From (22), we
have
SINRu,ℓ :=
ηu,ℓ
σ2u,ℓ
, (23)
where the desired signal power (scaled by 1α2uρ ) is given
by ηu,ℓ = |hˆHu,ℓ|ℓhˆu,ℓ|ℓ|2, and the interference plus
noise power is given by σ2u,ℓ = 1α2uρ + |h˜
H
u,ℓhˆu,ℓ|ℓ|2 +∑U
u′=1:u′ 6=u(α
2
u′/α
2
u)|hHu,ℓhˆu′,ℓ|ℓ|2.
B. Performance Analysis
In order to find a convenient expression for the
SINR in (23), we focus on the asymptotic results when
Nt →∞ in [6]. For simplicity, we assume a symmetric
scenario with the same number nd,u = nd for users. The
results proposed here, however, extends immediately to
the general case. The following proposition provides a
closed-form expression of the SINR.
Proposition 4: Under a Kalman filtering framework
and spatial matched filtering, the deterministic equivalent
SINR of (23) is given by
SINRu,ℓ − SINRu,ℓ a.s.−−−−−→Nt→∞ 0, (24)
where SINRu,ℓ is given by SINRu,ℓ =
Au,ℓ/
(
1/(α2uρ) +Bu,ℓ + Cu,ℓ
)
with
Au,ℓ =
∣∣tr(Λu − Λ¯(ℓ)u )∣∣2
Bu,ℓ = tr
(
Λ¯
(ℓ)
u (Λu − Λ¯(ℓ)u )
)
, and
Cu,ℓ =
U∑
u′ = 1
: u′ 6= u
α2u′
α2u
tr
(
ΛuU
H
u Uu′(Λu′ − Λ¯(ℓ)u′ )UHu′Uu
)
.
(25)
Given the ED of Rhu = UuΛuUHu where Uu ∈
CNt×ru and Λu = diag(λu,1, · · · , λu,ru) composed of
the non-zero eigenvalues in descending order, the estima-
tion error covariance matrix Pu,ℓ|ℓ is eigen-decomposed
by Pu,ℓ|ℓ = UuΛ¯
(ℓ)
u U
H
u .
Proof: See Appendix C.
The three terms in the denominator of (24) char-
acterize the following effects: 1/(αρ) for the post-
processed (average) transmit signal-to-noise power ratio,
Bu,ℓ for the imperfect channel estimation, and Cu,ℓ for
the inter-user interference from the other users sharing
the same time-frequency slot. Proposition 4 provides
some intuition about how the SINR can be analyzed
in training-based channel estimation. First, in order to
maximize Au,ℓ of (25), the diagonal entries of Λ¯(ℓ)u
should be minimized according to the absolute values
of the diagonal entries of Λu. Note that the proposed
training sequence design can be leveraged to increase
Au,ℓ because the training sequence C reduces the n∗d
dominant eigenvalues of Λ¯(ℓ)u by using its n∗d dominant
eigenvectors of Rhu as training signals corresponding to
the block time-wise interval g∗. Here, g∗ and n∗d denote
the minimizers of Problem 1 obtained by the proposed
algorithm. On the one hand, Bu,ℓ of (25) can be viewed
as a weighed version of Au,ℓ where we can constrain
Bu,ℓ through the training sequence design by reducing
the dominant entries of Λ¯(ℓ)u . Second, Cu,ℓ of (25) can be
reduced when the users serviced simultaneously on the
same time-frequency are scheduled so that the dominant
eigenvectors of the users are orthogonal to each other.
Here, user scheduling techniques can be applied w.r.t.
the angle-of-arrival range and angle spread [13], [14].8
For performance metric analysis, the expression of
(41) can be precomputed before the Kalman filter is run
and the achievable throughput for user u at the ℓ-th block
is given by [6]
Ru,ℓ =
(
1− UMp
M
)
· log(1 + SINRu,ℓ), (26)
where the pre-log factor (1 − UMp/M) is needed be-
cause UMp out of over M channel uses is allocated for
training. Based on the closed-form expressions for the
steady-state channel MSE in (11) and (13), we further
8For the case of the macro cellular (tower-mounted) base station,
there can be scatterers surrounding the mobile terminals without
significant scattering around the base station [37]. In this case, we
can jointly service the angular-separated users [12].
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derive a closed-form lower bound of (24), given by
SINRu = lim
ℓ→∞
SINRu,ℓ
≥ ∥∥λu − λ(∞)gu ∥∥21
(
1
α2uρ
+
∥∥λ(∞)gu ⊙ (λu − λ(∞)gu )∥∥1
+
∑
u′ 6=u
α2u′
α2u
tr
(
ΛuU
H
u Uu′ (Λu′ −Λ(∞)gu′ )UHu′Uu
)
−1
.
(27)
A complete derivation of (27) is available in Appendix
D.
V. NUMERICAL RESULTS
In this section, we provide numerical results to eval-
uate the performance of the proposed algorithms. We
consider two different base station antenna arrays, i.e.,
a ULA with Nt = 32 antenna elements and a 15 × 25
UPA with Nt = 375 antenna elements. For the time-
varying channel model in (2), we set fc = 2.5GHz
carrier frequency and Ts = 100µs for each symbol du-
ration corresponding to a mobile speed v = 3km/h. We
consider channel estimation performance using the nor-
malized mean square error (NMSE), given by NMSE =
tr(Pℓ|ℓ)/tr(Rh). The channel estimation performance for
each of the considered methods was averaged over 500
Monte Carlo runs.
We adopt the one-ring channel model to generate
each channel realization during simulation [12], [37].
The channel spatial correlation is characterized by angle
spread (AS: ∆), angle-of-arrival (AoA: θ), and antenna
geometry. Based on the one-ring channel model, we
considered a 15 × 25 uniform planar array at the base
station. Then, the channel covariance matrix Rh is given
by Rh = RH ⊗ RV where RH ∈ CNH×NH and
RV ∈ CNV×NV denote the horizontal and vertical
covariance matrices, respectively. Each of the spatial
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where Nt = 375, M = 10, Nd = GMp, ds = 100m, AS=
16.7◦, and v = 3km/h.
correlation matrices is defined by
[Rt]p,q =
γ
2∆
∫ θ+∆
θ−∆
e−jπ(p−q) sin(ξ)dξ, (28)
where t ∈ {H,V } and γ denotes propagation path
loss between the transmitter and the receiver given by
γ = (1+(dsd0 )
α0)−1, where the path loss exponent is set
to α0 = 3.8, ds is the distance from the transmitter in
meters, and d0 is the reference distance set to d0 = 30m
[12]. We assume that the transmit antenna is located at an
elevation of h = 60m and the local scattering ring around
the user has radius dr = 30m. Then, the parameters
for the channel covariance matrices RV and RH are
given by ∆V = 12
(
arctan(ds+drh )− arctan(ds−drh )
)
,
θV =
1
2
(
arctan(ds+drh ) + arctan(
ds−dr
h )
)
, ∆H =
arctan(drds ), and θH ∈ (−π3 , π3 ) for a sector in a cell.
A. Practical Guidelines for Training Sequence
In this subsection, a practical guideline for training
sequence parameters is developed with quantitative anal-
ysis.
First, we can improve channel estimation performance
by choosing the row length of C large enough to incor-
porate more dominant eigen-directions of the channel in
the G ×Mp training sequence. Intuitively, the channel
MSE of the nG ×Mp training sequence (n ∈ N) is at
least equal to those of the G×Mp training sequence by
n times repetition of the shorter version of the training
sequence. Fig. 3 shows the closed-form expressions of
the upper and lower bounds in (11) and (13). It is seen
that increasing G is indeed beneficial in terms of the
channel MSE, but the effect becomes marginal when
G is too large. That is, the proposed training sequence
can operate in a finite G regime and achieve reasonably
good channel estimation performance, which implies that
increasing the training period length Mp also has similar
effect on the channel MSE due to the increased training
sequence size.
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Second, though the increased Mp enables large beam-
forming gain by leveraging channel estimation perfor-
mance, an increment of Mp can degrade achievable data
rate because the remaining M −Mp channel uses are
only available for downlink data transmission. Therefore,
we examine the trade-off of spectral efficiency in (26)
corresponding to the value of Mp, which was obtained
by using Algorithm 1 for simplicity. In Fig. 4, when
the value of G is small, the spectral efficiency benefits
from the slightly increased Mp since increasing Mp
enables the G × Mp training sequence to incorporate
more dominant directions of the channel for channel
estimation accuracy. However, increasing Mp over some
threshold limits the spectral efficiency due to the shorter
length of data transmission period, as expected from
the pre-log factor in (26). The tension between channel
estimation accuracy and achievable data rate yields that
the value of Mp should be properly selected under given
system parameters. Instead of this nontrivial choice, we
can again increase the (vertical) sequence size G for
channel estimation accuracy without affecting the pre-
log term. Fig. 4 shows that the increased G makes the
spectral efficiency quite insensitive w.r.t. Mp for the
practical range of the value of G.
Furthermore, we focus on the optimal number of
dimensionality variable n∗d (or the number of active RF
chains in the case of hybrid precoding) obtained from the
proposed method. The reduced dimensionality n∗d used
for training sequence and transmit beamforming design
provides insight into the (effective) dominant channel
rank considered for transmitting multiple data streams
or the beamforming gain. Fig. 5 shows the magnitude
of the eigenvalues of Rh, which is rank-deficient due
to insufficient scatterers around a tower-mounted base
station and a high angular resolution due to its large
aperture. The rank of Rh is determined by a few
dominant eigenvalues and the number of less significant
eigenvalues. Fig. 6 shows that, at high SNR, more
training beam patterns are used to incorporate sufficient
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32, Nd = GMp, and ds = 150m.
channel gains by subspace sampling in a sufficient broad
space. On the other hand, a small number of training
beamforming vectors are required to account for the most
dominant eigen-directions of the channel, in the low-
SNR regime. In addition, the user’s mobility also affects
the value of n∗d because the estimated channel is more
likely outdated in the fast-mobility case. Thus, one can
mitigate the channel aging effect on the most dominant
eigen-directions by properly reducing the dimension of
the sampling subspace of the channel, i.e., properly
reduce the number of unique training beam patterns nd.
This result indicates the influence of the various system
parameters such as channel spatial correlation, angular
spread, transmit power, and user terminals’ mobility on
the effective channel rank based on the proposed method.
B. Performance Evaluation of Training Techniques
We compare the performance of the proposed methods
to those of several downlink training techniques [38]–
[40]. For all considered channel sounding methods, we
use Kalman filtering for channel estimation. Fig. 7 shows
the performance comparison with several training signal
design methods [38]–[40] with Nt = 375 (NV =
15, NH = 25), Nd = 64, θH =
π
6 , and ds = 100m.
Orthogonal and random training signals are chosen at
the beginning of simulation and used in a round-robin
manner. These methods are ineffective in terms of the
amount of training duration for achieving reasonable
channel estimation accuracy since such training signal
patterns cannot effectively capture the dominant channel
directions over all the Nt-dimensional space at each
training period. The training signal composed of the
fixed Mp dominant eigenvectors of Rh can only mini-
mize the channel MSE in the limited subspace spanned
by the fixed Mp training vectors. Thus, the fixed training
signal approach saturates quickly. We also consider the
modified scheme that initially selects the Nd dominant
eigenvectors of Rh and transmits Mp training signals
12
10 20 30 40 50 60
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
ℓ
N
M
SE
10 20 30 40 50 60
−10
−5
0
5
10
15
ℓ
R
ec
ei
ve
d 
SN
R 
(dB
)
 
 
Orthogonal
Random
Mp eigenvectors
Nd eigenvectors
Proposed (Exhaustive)
Proposed (Min−Max)
Perfect CSIT
Analytical (Exhaustive)
Analytical (Min−Max)
(a) Channel estimation (same legend as in (b)) (b) Received SNR
Fig. 7: NMSE and received SNR versus block time index ℓ where Nt = 375, M = 5, Mp = 2, G = 32, Nd = 64, ρ = 10,
AS= 16.7◦, and v = 3km/h.
among the chosen Nd training signal patterns across G
consecutive training periods where Nd = GMp. The Nd
fixed training scheme shows the best performance up
to the initial 7 blocks and becomes inefficient for the
remaining duration. This result indicates that about 14
eigen-directions contain the most dominant channel gain
which is not known a priori.
The proposed methods with the optimal number of
training signal patterns n∗d = 24 substantially reduce the
training duration necessary to achieve good channel es-
timation accuracy. This yields that the proper use of less
dominant eigen-directions of the channel indeed lever-
ages channel estimation performance. Within the first
few blocks, the min-max approach in Algorithm 1 shows
better performance than the exhaustive approach in Fig.
7(a). This is because the min-max training sequence is
designed to sequentially minimize the dominant steady-
state channel MSE, thus this approach shows a slightly
steeper initial slope on the channel MSE. As a matter of
fact, the exhaustive approach will eventually provide the
best channel estimation performance, but only a marginal
performance difference is observed in comparison with
the min-max approach as shown in Table II. The pro-
posed methods outperform other methods over almost all
of transmission periods in terms of the channel MSE and
the received SNR.9 Our simulation results also matches
the analytic result of (41) very well in Fig. 7(b).
Fig. 8 shows the performance of the proposed hy-
brid precoding design, where the DFT-based training
sequence is used by exploiting the approximated chan-
nel spatial correlation Rh in (19). It is seen that the
proposed hybrid precoding method that uses imperfect
9Note that the performance gain of the proposed method is due to
a well-designed training sequence and transmit precoder by exploiting
all available redundancy in space and time (i.e., spatio-temporal cor-
relation). For the case of idealized independent identically distributed
(i.i.d.) channel coefficients, the performance gain can be reduced since
it is difficult to estimate the long channel vector within a constrained
training time.
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Method NMSE Received SNR (dB)
Orthogonal 0.13 13.8
Random 0.13 13.8
Mp eigenvectors 0.74 9.3
Nd eigenvectors 0.05 14.9
Proposed (Exhaustive) 0.03 15.3
Proposed (Min-Max) 0.04 15.3
Proposed (Exhaustive: hybrid) 0.04 15.2
Proposed (Min-Max: hybrid) 0.05 15.2
Perfect CSIT 0.00 15.8
TABLE II: Steady-state performance: Comparison of several
methods
channel correlation knowledge yields almost the same
performance as the method with perfectly known Rh
during the transient phase in Fig. 8, and also shows
a negligible performance difference in the steady-state
phase as shown in Table II. An observation of practical
importance is that the proposed hybrid precoding method
based on a rough estimation of Rh by using the DFT
vectors seems to work well in FDD massive MIMO sys-
tems even with a limited number of RF chains for trans-
mit beamforming. Due to space limitations, simulation
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(dB) where Nt = 32, M = 10, Mp = 1, AS= 4.6◦, and
G = 32 in the multi-user case.
results for a ray-based channel model are not provided,
but our simulations using ray-based channel models have
also yielded good channel estimation performance.
Finally, we evaluated the proposed method in the
multiple-user situation with the ULA (Nt = 32) at the
base station to service U users in a sector of a cell for the
same setup as before in the one-ring model. We assume
that users are uniformly distributed in a sector {θu ∈
(−π/2, π/2) : 1 ≤ u ≤ U} with dr = 8m, ds = 100m,
and U = 5. Here, the SNR is defined as γρ to account
for the signal transmit power and the propagation path
loss in (28). Fig. 9 shows that the performance of the
lower bound on sum spectral efficiency in (27) under
the several parameters of the dimensionality constraints
Nd and the terminal velocity. The performance of perfect
CSIT case is shown as the performance reference. In Fig.
9, the proposed method achieves close performance of
full CSIT with the reasonably increased dimensionality
constraint.
VI. CONCLUSION
We considered a reduced dimensionality training se-
quence and transmit precoder design aimed at enabling
low-complexity and energy-efficient system implemen-
tation. We proposed a new method for training sequence
design that leverages steady-state channel estimation
performance in conjunction with Kalman filtering. The
low-dimensionality constraint on training sequence and
transmit precoding extends to a hybrid analog-digital
precoding scheme that uses a limited number of ac-
tive RF chains for transmit precoding by applying the
Toeplitz distribution theorem with specific antenna con-
figurations. We derived some necessary conditions for
the optimal solution and provide a practical guideline
for selecting the training sequence parameters along with
performance analysis. The proposed method can provide
a way to realize energy-efficient large-scale antenna
systems.
APPENDIX
A. Proof of Proposition 2
Given gi ≥ g′i = gi − c for some 0 ≤ c ≤ gi − 1, we
have
a2gi
1− a2gi ≤
a2g
′
i
1− a2g′i =
a2gi
1− a2gi γc, (29)
where γc := 1−a
2gi
a2c−a2gi
≥ 1. From (11) and (29), the
channel MSE λ∞i,gi is increasing on gi as
λ
(∞)
i,gi
=
λi(
1
2 (1 + λiρ)
)
+
√(
1
2 (1 + λiρ)
)2
+ a
2gi
1−a2gi
λiρ
≥ λi(
1
2 (1 + λiρ)
)
+
√(
1
2 (1 + λiρ)
)2
+ a
2gi
1−a2gi
γcλiρ
= λ
(∞)
i,g′
i
In (13), λ(∞)i,gi is a convex combination of λ
(∞)
i,gi
and λi
satisfying λ(∞)i,gi < λi and thereby an increasing func-
tion as gi increases. Since the composite of increasing
functions is increasing:
λ
(∞)
i,g′
i
= a2(g
′
i−1)λ
(∞)
i,g′
i
+ (1− a2(g′i−1))λi
≤ a2(gi−1)λ(∞)i,g′
i
+ (1− a2(gi−1))λi
≤ a2(gi−1)λ(∞)i,gi + (1− a2(gi−1))λi = λ
(∞)
i,gi
,
we have the claim. 
B. Proof of Proposition 3
For the proof of Proposition 3, it suffices to show that
the matrix C of size G×Mp is constructed (i.e., Uj = 0
for 1 ≤ j ≤ Mp) by allocating the nd eigenvector
indices corresponding to the block time-wise interval
{g1, . . . , gnd} since
∑nd
i=1G/gi = GMp in (16).
The proof is by induction, where the notations follow
those of Step (1) and Step (2). When q = 1, let Uj =
G = ps be the initial value for 1 ≤ j ≤Mp where given
{g1, . . . , gnd} ∈ IG = {1, p, . . . , ps} as in (10). For any
1 ≤ q ≤ G, if Uj 6= 0, suppose that the unused Uj entries
at the j-th column can be described by the nj disjoint
sets of equi-spacing giq,j = p
kiq,j ∈ IG, i.e., Uj =
nj · ps−kiq,j for some nonnegative integers nj and kiq,j .
This means that the unused Uj entries can be viewed
as a collection of nj disjoint sets where the entries of
each set are equi-spaced with giq,j = p
kiq,j
. Thus, after
inserting the index of iq,j with a row-wise allocation at
Step (1), Uj is updated as Uj = (nj − 1) · ps−kiq,j .
In the subsequent iteration, if Uj 6= 0, there exist some
row index q′ > q such that we need to allocate the index
of iq′,j using a row-wise mapping giq′,j starting from
[C]q′,j as shown in (17). Note that, by the assumption, it
follows that giq′ ,j ≥ giq,j . Since each set of equi-spacing
giq,j = p
kiq,j at the preceding step can be separated by
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the giq′ ,j/giq,j = p
ki
q′ ,j
−kiq,j disjoint subsets of equi-
spacing giq′ ,j = p
ki
q′ ,j , the remaining Uj entries can be
viewed as the (nj − 1)pkiq′ ,j−kiq,j disjoint sets of equi-
spacing giq′ ,j , i.e., Uj = ((nj−1)p
ki
q′,j
−kiq,j )·ps−kiq′ ,j .
Therefore, it is possible to allocate the index of iq′,j into
one of the disjoint sets of equi-spacing giq′ ,j . We then
update nj = (nj − 1)pkiq′,j−kiq,j and Uj = (nj − 1) ·
p
s−ki
q′
,j
. Since this process repeats until Uj 6= 0 for all
j, we have the claim. 
Lemma 1: During the ℓ-th training period, the channel
estimate hˆu,ℓ|ℓ based on Kalman filtering is characterized
by E{hˆu,ℓ|ℓ} = 0 and E{hˆu,ℓ|ℓhˆHu,ℓ|ℓ} = Rhu −Pu,ℓ|ℓ.
Proof: For notational simplicity, we omit the lower
index u. From (5) and (6), the channel estimate hˆℓ|ℓ for
ℓ = 0 is given by
hˆ0|0 = P0|−1S0(S
H
0 P0|−1S0 + IMp)
−1y0,pilot, (30)
where recall that yℓ,pilot = [yℓM+1, · · · , yℓM+Mp ]T
denotes the ℓ-th received training symbols and Su,ℓ =
[su,ℓM+1 · · · su,ℓM+Mp ] denotes the ℓ-th training sym-
bols, as shown in (4). Since E{y0,pilotyH0,pilot} =
SH0 P0|−1S0 + IMp , we have
E{hˆ0|0hˆH0|0} = P0|−1S0(SH0 P0|−1S0 + IMp)−1SH0 P0|−1
(a)
= Rh −
(
P0|−1 −P0|−1S0
(SH0 P0|−1S0 + IMp)
−1SH0 P0|−1
)
= Rh −P0|0,
where (a) holds by P0|−1 = Rh. Here, E{hˆ0|0} = 0
from E{y0,pilot} = SH0 E{h0}+ E{w0} = 0.
During the ℓ-th training period, the channel estimate
hˆℓ|ℓ is given by from (6) and (8):
hˆℓ|ℓ = ahˆℓ−1|ℓ−1 +Pℓ|ℓ−1Sℓ(S
H
ℓ Pℓ|ℓ−1Sℓ + IMp)
−1
(yℓ,pilot − SHℓ ahˆℓ−1|ℓ−1). (31)
Denote by eℓ ∈ CMp the innovation process of Kalman
filter given by
eℓ = yℓ,pilot − SHℓ (ahˆℓ−1|ℓ−1)
=
(
SHℓ hℓ +wℓ
)− SHℓ (ahˆℓ−1|ℓ−1) (32)
(a)
=
(
SHℓ
(
a(hˆℓ−1|ℓ−1 + h˜ℓ−1) +
√
1− a2bℓ
)
+wℓ
)
− SHℓ ahˆℓ−1|ℓ−1
= SHℓ
(
ah˜ℓ−1 +
√
1− a2bℓ
)
+wℓ, (33)
where (a) holds by (2) and h˜ℓ := hℓ− hˆℓ|ℓ. Note that eℓ
is independent of hˆℓ−1|ℓ−1 due to the orthogonality prop-
erty of the MMSE estimation and an independent process
noise bℓ, then we have that eℓ has zero mean and co-
variance matrix E{eℓeHℓ } = SHℓ Pℓ|ℓ−1Sℓ + IMp . Thus,
we obtain E{hˆℓ|ℓ} = aE{hˆℓ−1|ℓ−1} +KℓE{eℓ} = 0.
From (31), E{hˆℓ|ℓhˆHℓ|ℓ} is given by
E{hˆℓ|ℓhˆHℓ|ℓ}
= a2E{hˆℓ−1|ℓ−1hˆHℓ−1|ℓ−1}+KℓE{eℓeHℓ }KHℓ (34)
= a2(Rh −Pℓ−1|ℓ−1)
+
(
Pℓ|ℓ−1Sℓ(S
H
ℓ Pℓ|ℓ−1Sℓ + IMp)
−1SHℓ Pℓ|ℓ−1
)
(35)
= a2Rh −
(
Pℓ|ℓ−1 − (1− a2)Rh
)
+
(
Pℓ|ℓ−1Sℓ(S
H
ℓ Pℓ|ℓ−1Sℓ + IMp)
−1SHℓ Pℓ|ℓ−1
)
(36)
= Rh −
(
Pℓ|ℓ−1 −Pℓ|ℓ−1Sℓ(SHℓ Pℓ|ℓ−1Sℓ + IMp)−1
SHℓ Pℓ|ℓ−1
)
= Rh −Pℓ|ℓ, (37)
where the equality (36) follows (8). Since this Kalman
recursion repeats, we have the claim. 
C. Proof of Proposition 4
To derive the deterministic quantity for SINRu,ℓ in
the limit of Nt →∞, we use the analysis technique [6].
Applying Lemma 1, we have
1
N2t
|hˆHu,ℓ|ℓhˆu,ℓ|ℓ|2 −
1
N2t
|tr(Rhu −Pu,ℓ|ℓ)|2 a.s.−−−−−→Nt→∞ 0,
(38)
where a.s.−→ denotes the almost sure convergence. If u 6=
u′, then hu,ℓ and hˆu′,ℓ|ℓ are mutually independent, thus
we have using Lemma 1 as
1
N2t
|hHu,ℓhˆu′,ℓ|ℓ|2−
1
N2t
tr
(
Rhu(Rhu′ −Pu′,ℓ|ℓ)
) a.s.
−−−−−→
Nt→∞
0,
(39)
Since h˜u,ℓ is independent of hˆu,ℓ|ℓ by the orthogonality
property of the MMSE estimate, we obtain by using
Lemma 1 and h˜u,ℓ|ℓ ∼ CN (0,Pu,ℓ|ℓ) as
1
N2t
|h˜Hu,ℓhˆu,ℓ|ℓ|2−
1
N2t
tr
(
Pu,ℓ|ℓ(Rhu −Pu,ℓ|ℓ)
) a.s.
−−−−→
Nt→∞
0.
(40)
Substituting (38), (39), and (40) into (23) with α2u =
(tr(Rhu − Pu,ℓ|ℓ))−1 for 1 ≤ u ≤ U , we have the
deterministic equivalent SINR, given by
SINRu,ℓ = |tr(Rhu −Pu,ℓ|ℓ)|2(
1
α2uρ
+ tr
(
Pu,ℓ|ℓ(Rhu −Pu,ℓ|ℓ)
)
+
U∑
u′=1:u′ 6=u
α2u′
α2u
tr
(
Rhu(Rhu′ −Pu′,ℓ|ℓ)
)
−1
.
(41)
Note that the estimation error covariance matrixPu,ℓ|ℓ
has the same set of eigenvectors of Rhu over all ℓ
when we use its eigenvectors as the training signals [9].
That is, given the ED of Rhu = UuΛuUHu , Pu,ℓ|ℓ
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is eigen-decomposed by Pu,ℓ|ℓ = UuΛ¯
(ℓ)
u U
H
u . From
tr(ABC) = tr(BCA), the terms in (41) are then given
by
tr(Rhu −Pu,ℓ|ℓ) = tr(Λu − Λ¯(ℓ)u ) (42)
tr
(
Rhu(Rhu′ −Pu′,ℓ|ℓ)
)
= tr
(
ΛuU
H
u Uu′
(Λu′ − Λ¯(ℓ)u′ )UHu′Uu
) (43)
tr
(
Pu,ℓ|ℓ(Rhu′ −Pu′,ℓ|ℓ)
)
= tr
(
Λ¯
(ℓ)
u (Λu − Λ¯(ℓ)u )
)
(44)
By substituting (42), (43), and (44) into (41), the SINR
expression is rewritten as (24). 
D. Derivation of the lower bound in (27)
By substituting gu ∈ Nnd into (11) and (13), we can
derive λ(∞)gu and λ
(∞)
gu
. From an inequality of (14), it
follows that ∥∥λu − λ(∞)gu ∥∥1 ≤ limℓ→∞
∥∥λu − λ¯(ℓ)gu∥∥1
lim
ℓ→∞
∥∥λ¯(ℓ)gu ⊙ (λu − λ¯(ℓ)gu )∥∥1 ≤
∥∥λ(∞)gu ⊙ (λu − λ(∞)gu )∥∥1
lim
ℓ→∞
tr
(
ΛuU
H
u Uu′(Λu′−Λ¯(ℓ)gu′ )UHu′Uu
)
≤ tr(ΛuUHu Uu′ (Λu′ −Λ(∞)gu′ )UHu′Uu
)
,
(45)
where Pu,ℓ|ℓ = UuΛ¯
(ℓ)
u U
H
u with Λ¯
(ℓ)
u = diag(λ¯
(ℓ)
gu
),
Λ(∞)gu′ = diag(λ
(∞)
gu′
), and the initial conditions (5). By
applying the inequalities (45) to (24), we obtain the
closed-form lower bound on the steady-state SINR, as
shown in (27). 
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