Total radiative thermal neutron-capture γ-ray cross sections for the 182,183,184,186 W isotopes were measured using guided neutron beams from the Budapest Research Reactor to induce prompt and delayed γ rays from elemental and isotopically-enriched tungsten targets. These cross sections were determined from the sum of measured γ-ray cross sections feeding the ground state from low-lying levels below a cutoff energy, Ecrit, where the level scheme is completely known, and continuum γ rays from levels above Ecrit, calculated using the Monte Carlo statistical-decay code DICEBOX. The new cross sections determined in this work for the tungsten nuclides are: σ0( 182 W) = 20.5 (14) 186 W) that are consistent with our prompt γ-ray measurement. The cross-section measurements were found to be insensitive to choice of level density or photon strength model, and only weakly dependent on Ecrit. Total radiative-capture widths calculated with DICEBOX showed much greater model dependence, however, the recommended values could be reproduced with selected model choices. The decay schemes for all tungsten isotopes were improved in these analyses. We were also able to determine new neutron separation energies from our primary γ-ray measurements for the respective (n,γ) compounds:
I. INTRODUCTION
Neutron-capture decay-scheme data from the Reference Input Parameter Library (RIPL) [1] are required for nuclear-reaction calculations that are used to generate the Evaluated Nuclear Data File (ENDF) [2] . These data play a valuable role for both nuclear applications and basic research into the statistical properties of the nucleus including level densities and photon strengths. They also provide a wealth of structural information including discrete level spins and parities J π and γ-ray branching ratios. In addition, information on neutroncapture cross sections may also be obtained. Preliminary capture γ-ray cross sections were previously measured on natural elemental targets and published in the Evaluated Gamma-ray Activation File (EGAF) [3] . For many elements only data for the isotopes with the largest cross sections and/or abundances could be obtained with natural targets. This paper describes a new campaign to improve the EGAF database by measuring isotopicallyenriched targets. * Electronic address: AMHurst@lbl.gov Traditional methods for determining the total radiative thermal neutron-capture cross section, σ 0 , include neutron-transmission and pile-oscillator measurements, both of which require precise knowledge of the neutron flux, and activation measurements which require an accurate decay-scheme normalization. Large corrections due to epithermal (1 eV to 10 keV), fast ( 10 keV), and high-energy neutrons ( 1 MeV) are typically necessary to determine thermal-capture cross sections. In this work we apply a newer method to determine the total radiative thermal neutron-capture cross sections for the tungsten isotopes using partial thermal neutroncapture γ-ray cross sections, σ γ , measured with a guided thermal-neutron beam, combined with statistical-model calculations to account for unresolved continuum γ-rays, as described previously for the palladium [4] , potassium [5] , and gadolinium isotopes [6] . The prompt neutroncapture γ-rays were measured using both isotopicallyenriched 182,183,186 W targets and a natural elemental sample, to determine neutron-capture decay schemes for the compound tungsten nuclides 183,184,185,187 W. This information was then used to normalize Monte Carlo simulations for the corresponding neutron-capture decay schemes calculated with the statistical-decay code DICE-BOX [7] . The neutron-capture γ-ray cross sections directly populating the ground state (GS) from low-lying levels were summed with the smaller, calculated, quasicontinuum contribution feeding the GS from higher levels to determine σ 0 for each tungsten isotope. Comparison of the simulated and experimental neutron-capture γ-ray cross sections populating and depopulating each excited state was also used to improve the tungsten decay schemes with the augmentation of more-complete data: determination of accurate γ-ray branchings, assessment of multipolarity and γ-ray mixing ratios (δ γ ), placements of new γ-ray transitions, resolution of ambiguous (or tentative) energy-level and J π assignments, and neutronseparation energies (S n ) determined from the observed primary γ-ray data for 183,184,185,187 W. Also, as a validation of the current approach, the γ-decay emission probabilities, P γ , were determined from the activation γ-ray cross sections corresponding to 187 W β − decay. These measurements were found to be consistent with the adopted values, reported in the Evaluated Nuclear Structure Data File (ENSDF) [8] , that are based on the work of Marnada et al. [9] .
II. EXPERIMENT AND DATA ANALYSIS
Isotopically-enriched stable and natural tungsten targets were irradiated with a supermirror-guided nearthermal neutron beam (T ∼ 120 K; E beam ∼ 4.2 meV) at the 10-MW Budapest Research Reactor [11, 12] . The isotopic compositions of the enriched samples are shown in Table I and were determined by comparison with the ratios of peak intensities of strong, well-resolved transitions from the different tungsten isotopes in an elemental sample after accounting for their natural abundances. All enriched samples were oxide powders (WO 2 ) that were suspended in the evacuated neutron beam line in Teflon bags. During bombardment the thermal-neutron flux at the Prompt Gamma Activation Analysis (PGAA) target station was approximately 2.3 × 10 6 n · cm −2 · s −1 . The PGAA facility is located ∼ 35 m from the reactor wall in a low-background environment. The observed deexcitation γ rays from the A W(n,γ) A+1 W reactions were recorded in a single Compton-suppressed n-type highpurity germanium (HPGe) detector with a closed-end coaxial-type geometry, positioned ∼ 23.5 cm from the target location. The PGAA facility is described in de- (10) tail in Refs. [13, 14] . Energy and counting-efficiency calibrations of the HPGe detector were accomplished using standard radioactive and reaction sources covering an energy range from approximately 0.05 − 11 MeV . The non-linearity and efficiency curves were generated using the γ-ray spectroscopy software package HYPERMET-PC [15] , which was also used to perform peak-fitting analysis of the complex capture-γ spectra.
Singles γ-ray data were collected in these (n,γ) measurements and peak areas for unresolved doublets, and higher-order multiplets, were divided based on branching ratios reported in the ENSDF [8] . Internal conversion coefficients for all transitions were calculated with the BRICC calculator, which is based on the Band Raman prescription [16] .
A. Standardization Procedure
Partial neutron-capture γ-ray cross sections were derived from the measured peak intensities of the tungsten capture-γ lines using an internal-standardization procedure where the observed γ-ray intensities are normalized by scaling to well-known comparator lines [17] . Here we used tungstic acid (H 2 WO 4 ) for standardization [18] where hydrogen was used as the comparator with σ γ (2223 keV) = 0.3326(7) b [17] with a stoichiometric 2 : 1 H to W atomic ratio. The cross sections of the standardized tungsten transitions are listed in Table II. Cross sections for the more intense tungsten γ-ray transitions were measured with a natural elemental WO 2 target and then normalized to the standardized, strong, well-resolved cross sections from the standardization measurement using the well-known natural abundances [10] . Weaker γ-ray transitions were measured in irradiations of enriched targets and similarly standardized. Since the tungsten isotopes and the calibration standard cross sections have a pure 1/v dependence near thermal neutron energies i.e. increasing cross section with lower incident-neutron energy, no correction was necessary for the neutron-beam temperature.
B. Determination of the Effective Thickness
Since the WO 2 powders used in these measurements have a density of 10.8 g/cm 3 , the intensity of low energy γ-rays must be corrected for self attenuation within the sample. To make this correction it is necessary to determine the effective sample thickness and calculate the intensity-attenuation coefficients as a function of γ-ray energy based on the prescription outlined in Ref. [19] using data from XMUDAT [20] . For irregular-shaped targets with non-uniform surfaces, such as the oxide powders used here, it is difficult to measure the sample thickness directly. Thus, to determine the effective WO 2 target thicknesses we compared the thin, lower-density (5.6 g/cm 3 ), attenuation-corrected tungstic acid target standardization-cross-section data, listed in Table II , to the attenuated cross sections of these same transitions in the WO 2 targets. We then iteratively varied the sample thickness of the WO 2 targets until the calculated attenuation converged with the observed values for all transitions. An attenuation correction was then applied to all γ-rays in the spectrum.
III. STATISTICAL MODEL CALCULATIONS
The Monte Carlo statistical-decay code DICEBOX [7] was used to simulate the thermal neutron-capture γ-ray cascade. DICEBOX assumes a generalization of the extreme statistical model, proposed by Bohr [21] in the description of compound-nucleus formation and its subsequent decay. In thermal neutron capture the compound nucleus is formed with an excitation energy slightly above the neutron-separation energy threshold where particle evaporation is negligible. Within this theoretical framework, the DICEBOX calculation is constrained by the experimental decay scheme known up to a cut-off energy referred to as the critical energy, E crit , where all energies, spins and parities, and γ-ray deexcitations of the levels are regarded as complete and accurate. The code generates a random set of levels between E crit and the neutron-separation energy according to an a priori assumed level density (LD) model ρ(E, J π ). Transitions to and from the quasi continuum to low-lying levels are then determined according to a choice of an a priori assumed photon strength function (PSF), f (XL) , where XL denotes the multipolarity of the transition. Selection rules are used to determine allowed transitions between all possible permutations of pairs of initial (E i ) and final (E f ) states given by E γ = E i − E f . The partial radiation widths, Γ XL if , of the corresponding transition probabilities for non-forbidden transitions are assumed to follow a Porter-Thomas distribution [22] , centered on a mean value according to the expression
Internal conversion is accounted for using BRICC [16] . The corresponding simulated decay schemes are called nuclear realizations.
Statistical fluctuations in the Porter-Thomas distributions are reflected in the variations between nuclear realizations and provide the uncertainty in the simulation inherent in the Porter-Thomas assumption. In these calculations we performed 50 separate nuclear realizations, with each realization comprising 100,000 capture-state γ-ray cascades.
The experimental γ-ray cross sections depopulating the low-lying levels below E crit , can then be used to renormalize the simulated population per neutron capture, from DICEBOX, to absolute cross sections feeding these levels. The total radiative thermal neutron-capture cross section σ 0 is determined as
where σ exp γ (GS) represents the sum of experimental γ-ray cross sections feeding the ground state in direct single-step transitions, either via a primary GS transition or secondary transition from a level below E crit . The simulated contribution from the quasi continuum above E crit feeding the ground state, σ sim γ (GS), may also be written as the product of σ 0 and the simulated groundstate population per neutron capture, P (GS), given by DICEBOX as shown in Equation 2.
IV. ADOPTED MODELS
The simulated population of the levels below E crit depends upon the assumed experimental decay scheme, the capture-state spin composition, J = 1/2 + for even-even targets and J = J gs (target) ± 1/2 for odd-odd and odd-A targets, and the choice of adopted phenomenological LD and PSF models.
A. Level Densities
The constant temperature formula (CTF) [24] and the back-shifted Fermi gas (BSFG) [24, 25] models were considered in this work. Both models embody a statistical procedure describing the increasing cumulative number density of levels N (E) with increasing excitation energy such that,
where ρ(E) represents the level density at an excitation energy E. In the CTF model, a constant temperature is assumed over the entire range of nuclear excitation energy that may be explicitly stated as The nuclear temperature T may be interpreted as the critical temperature necessary for breaking nucleon pairs. The energy backshift related to proton-and neutronpairing energies is given by E 0 . The temperature and backshift-energy parametrizations used in this work are taken from von Egidy and Bucurescu [23] and listed in Table III . A spin-distribution factor f (J) [24] is introduced in Equation 4 and assumed to have the separable form of Ref. [24] f
where σ c = 0.98 · A 0.29 denotes the spin cut-off factor [26] .
The BSFG level density model is based on the assumption that the nucleus behaves like a fluid of fermions and may be written as
Here, the spin cut-off factor σ c is defined with an energy dependence given by
Since fermions exhibit a tendency to form pairs, the extra amount of energy required to separate them is accounted for by the introduction of the level density parameter, E 1 , in Equation 6, above. This parameter corresponds to the back-shift in excitation energy, while a represents the shell-model level density parameter that varies approximately with 0.21 · A 0.87 MeV −1 [27] . As with the CTF, the adopted BSFG parameters used in this work have also been taken from von Egidy and Bucurescu [23] and are presented in Table III . In that work, the level density parameters were treated as adjustable and determined by fitting the functional forms of Equations 4 and 6, above, to experimentally-observed neutron resonance spacings in the region of the capture state above the neutron-separation energy.
B. Photon Strength Functions
The dominant decay following thermal neutron capture is by E1 primary γ-ray transitions. The E1 photon strength is dominated by the low-energy tail of the giant dipole electric resonance (GDER). Theoretical models of the PSF describing the GDER are typically based on parametrizations of the corresponding giant resonance, observed in photonuclear reactions, whose transition probabilities are well described as a function of γ-ray energy [4] . Total photonuclear cross-section data derived from 186 W photoabsorption measurements [28] can be used to test the validity for a variety of PSFs near the GDER. These data [28] can be transformed to experimental PSF values f (E1) (E γ ) using the empirical relationship of Ref. [29] 
where the constant 1 3(π c) 2 = 8.68 × 10 −8 mb · MeV −2 , the photoabsorption cross section σ abs is in units of [mb] , and the γ-ray energy is in [MeV] . The results of this transformation for 186 W are shown in Fig. 1 . The Brink-Axel (BA) model [30, 31] and the enhanced generalized Lorentzian (EGLO) model [33] [34] [35] were used [28] . The calculated curves represent different theoretical models of the PSF based on the BA [30, 31] , GLO [32] , and EGLO [33] [34] [35] formalisms assuming different k0 enhancement factors. 
The resonance shape-driving parameters in Equation 9 are represented by the terms E Gi [MeV], the centroid of the GDER resonance, Γ Gi [MeV], the width of the resonance, and σ Gi [mb], the cross section of the resonance. The adopted experimental parametrizations for the tungsten isotopes were taken from RIPL [1] and are listed in Table IV . The corresponding BA PSF based on this parametrization is also shown in Fig. 1 where it is compared to the experimental photoabsorption data. Although these data are only available above E γ 9 MeV, they demonstrate excellent agreement with the Brink hypothesis [30] in this region. The EGLO model is derived from the idea of the generalized Lorentzian (GLO) model and was originally proposed by Kopecky and Uhl [32] , with the analytic form
In this model a value of 0.7 has been used for the Fermiliquid parameter F K [37] . This factor, together with the remaining terms of the first quotient in the parentheses of Equation 10 , represent a correction to the Lorentzian function in describing the electric dipole operator in the limit of zero energy (as E γ → 0). This form of the PSF is a violation of the Brink hypothesis since there is an additional dependence on the nuclear temperature Θ, which may be written as a function of excitation energy
where E ex is the excitation energy of a final state, and ∆ is the pairing energy. The pairing correction has been determined according to the following convention: for even-even nuclei ∆ = +0.5 · |P d | = 0.763 ( 184 W); for odd-A nuclei ∆ = 0 ( 183,185,187 W); and for odd-odd nuclei ∆ = −0.5 · |P d |. The deuteron-pairing energy, P d is tabulated in Ref. [23] . Consequently, GDERs built on excited states may differ vastly in both shape and size to those built on the ground state since the width of the resonance is also a function of the nuclear temperature according to
In the EGLO version of this model, the term Γ Gi (E γ , Θ) has been modified by an enhancement factor given by an empirical generalization of the width [33] [34] [35] 
EGLO (E γ , Θ). A fixed value of E 0 = 4.5 MeV has been adopted for the referenceenergy [34, 35] and is found to have only a weak influence on the overall enhancement. The parameter k 0 was then varied to optimize agreement with the absorption data of Ref. [28] . Figure 1 shows that for k 0 = 3.5 the EGLO PSF follows closely the experimental data for E γ 17 MeV. Beyond this regime the PSF is heavily damped, however, these γ-ray energies are not of interest in thermal capture. The GLO model is also plotted in Fig. 1 along with an EGLO PSF using the empirically-determined value of k 0 from the mass-dependent model of Ref. [35] where was found to reproduce the data better for the even-even 184 W. Other models, such as the scissors [38] and spinflip [39] models, were also be considered, however a lack of experimental evidence for a giant dipole magnetic resonance (GDMR) in the tungsten isotopes and the relative insignificance of these transitions in the calculations [40] , make the SP model a practical approach. A giant quadrupole electric resonance (GQER) model has been used to describe the PSF for E2 multipoles. This model is represented by a single-humped Lorentzian (cf. the standard Lorentzian in Equation 9) to describe an isoscalar-isovector quadrupole-type vibration. A global parametrization has been used to determine the set of resonance parameters, listed in Table IV . The following convention was adopted in determining this parametrization:
0.012A MeV [42] , and σ G = 1. [42] . Quadrupole strength contributes far less than the dipole strengths. Transitions corresponding to higher multipoles, including M 2, are not considered in modeling capture-state decay in this work.
V. RESULTS
Thermal neutron-capture (n,γ) γ-ray cross sections depopulating levels in the 183,184,185,187 W compounds, from irradiations of the isotopically-enriched 182,183,186 W targets and a natural tungsten target for 184 W(n,γ), are discussed below. Only the primary γ rays from the capture state or secondary γ rays depopulating levels below E crit are included in this paper. The complete decay scheme determined in these measurements will be available in the EGAF database.
All combinations of PSF and LD models described earlier, were used in the DICEBOX calculations and compared to experimental data by plotting the simulated population against the experimental depopulation for each level below E crit in population-depopulation plots. For model combinations invoking the EGLO PSF we assumed a k 0 = 3.5 enhancement factor. Uncertainties in the population along the vertical axis correspond to Porter-Thomas fluctuations from independent nuclear realizations, while those along the horizontal axis are due to the experimental uncertainty in the measured cross sections depopulating the levels. The vertical axis shows the calculated population per neutron capture to a given level, determined by DICEBOX, and the experimental depopulation of the corresponding level along the horizontal axis is normalized to the total radiative thermal-capture cross section according to
where N denotes the number of γ rays depopulating the level.
The population-depopulation plots compare the intensity balance through all states up to E crit . Scatter around the population = depopulation line is a measure of the quality and completeness of the experimental data and provides a test of the ability of the statistical model to simulate the experimental decay scheme. Model dependence in the population-depopulation plot is indicated by either smooth or spin dependent deviations, and isolated deviations for individual levels are indications of problems with the experimental J π assignments or other decay-scheme data.
In this work, we also investigated the parity dependence π(E) on the overall LD assuming its separable form ρ(E, J, π) = ρ(E) · f (J) · π(E). The π(E) dependence may be described by a Fermi-Dirac distribution parametrized according to Ref. [49] . In this framework, at large excitation energies π(E) = 0.5. As E → 0: π(E) → 1 for even-even nuclei; π(E) → 0(1) for odd-A nuclei for which the odd nucleon is in an odd-parity (even-parity) orbit; and, π(E) ≈ 0.5 for odd-odd and 
FIG. 2: (Color online) Simulated populations to low-lying levels in
187 W assuming a parity-independent (black) and paritydependent (red) BSFG LD combined with the EGLO PSF. The π(E) dependence observed here is representative for all tungsten isotopes considered in this study. TABLE V: Experimental partial γ-ray cross sections, corresponding to both primary and secondary γ-ray transitions, measured in this work from thermal neutron capture on 182 W. Quantities in brackets represent tentative assignments. Multipolarities, XL, in square brackets were assumed based on ∆J angular-momentum selection rules; other values were taken from ENSDF [43] . odd-A nuclei if the Fermi level is occupied by nearly degenerate positive-and negative-parity orbits. Adopting an additional parity dependence in the LD models,
, the simulated populations for the odd-A isotopes 183,185,187 W and even-even 184 W were found to yield statistically consistent results with the parity-independent LD models, ρ(E, J) = ρ(E)·f (J); a representative comparison is illustrated in Fig. 2 . A parity-independent approach was, therefore, considered adequate for modeling the LD in these analyses.
A.
182 W(n,γ) 183 W A 182 WO 2 target was irradiated for a 2.46-h period. The current analysis and previous information in ENSDF [43] implies that for 183 W the level scheme is complete up to a level at 485.1 keV and we have set E crit = 490.0 keV, which includes an additional level over the value given in RIPL [1] . A total of 12 levels in 183 W are below E crit with spins ranging from 1/2 ≤ J ≤ 13/2, deexcited by 33 γ rays and fed by four primary γ rays, shown in Ta polarities in Table V are taken from ENSDF [43] where available, or assumed based on angular-momentum selection rules, and the conversion coefficients were recalculated with BRICC [16] . Figure 3 shows the population-depopulation balance for 183 W using the corresponding σ γ information from Table V calculated with various LD and PSF models. These plots show little statistical-model dependence in the population of most excited states except for the highspin 11/2 + , 11/2 − , and 13/2 + states at 309.5, 475.2, and 485.1 keV, respectively, that appear to be better reproduced using the EGLO PSF. This is also shown in Fig. 4 where the difference in the DICEBOX-modeled population (P sim L ) for a variety of PSF/LD combinations and the experimental depopulation (P exp L ) is model independent and insensitive to cut-off energies, E c , above 300 keV. Figure 4 shows excellent consistency between the models at each value of E c .
The total-capture cross section, σ 0 , determined for the different PSF/LD combinations, is also independent of E crit for various model combinations as seen in Fig. 5 . For E crit = 100 keV, with only three low-lying levels, σ 0 remains nearly constant although the systematic uncertainty is larger. This rapid convergence is due to the dominant ground-state feeding from experimental transitions deexciting low-lying levels that dominates the calculation. We adopt the value σ 0 = 20.5(14) b corresponding to the EGLO/CTF combination. Of the ∼ 7 % uncertainty on our value, the systematic uncertainty from the simulated cross section is 4.3 % and γ-ray self attenuation accounts for 3.2 %. The statistical and normalization errors are far less significant with each only contributing 2 %. The result for the total radiative thermal-capture cross section for 182 W(n,γ) 183 W is consistent with the recommended value of 19.9(3) b [48] and previous experimental investigations [44] [45] [46] [47] listed in Table VI.
The choice of PSF and LD combination has a pronounced effect on the calculated capture-state total radiative width. The EGLO/CTF result, Γ 0 = 0.040(3) eV, agrees best with the recommended value of Γ 0 = 0.051(4) eV. For the EGLO/BSFG and BA/CTF combinations somewhat poorer agreement is obtained with Γ 0 values of 0.071(3) and 0.076(6) eV respectively. 20.7(5) S. J. Friesenhahn [46] 19.6(3) K. Knopf [47] 20.0(6) V. Bondarenko [44] 19.9(3) Atlas [48] [keV] The BA/BSFG combination gives much poorer agreement with Γ 0 = 0.138 (7) (Table I) in the measured sample. The total intensity of the triplet is ∼ 15(2) % of the 209.69-keV γ-ray intensity deexciting the 308.95-keV level, which is significantly larger than 7.4(4) % observed from the same level in 183 Ta β − decay [43] . Assuming the excess intensity, after the additional correction for the 186 W impurity (see Section V D), comes from the isomer transition, we get σ γ (102.48) = 0.0049(19) b. Accounting for internal conversion this gives an experimental depopulation of 0.197(76) b which is consistent with the observed total γ-ray intensity feeding the metastable isomer, σ 11/2 + ( 183 W m ) = 0.177(18) b, from the 485.72-and 622.22-keV levels which are deexcited by transitions at 175.89 and 312.72 keV, respectively. The combined intensity of these transitions yields σ exp γ (11/2 + ) = 0.177(18) b and the DICEBOX-modeled population of the 309.49-keV isomer is P (11/2 + ) = 0.00154(97). The experimental depopulation of the 309.49-keV level is consistent with the simulated population from our DICE-BOX calculations to within 3 σ as indicated in the loglog space of Fig. 3 . The current measurement supports the proposed J π = 13/2 + assignment for the 485.72-keV level that was previously reported in reaction experiments [52] . Our simulations also support the inclu-TABLE VII: Experimental partial γ-ray cross sections, corresponding to both primary and secondary γ-ray transitions, measured in this work from thermal neutron capture on 183 W. Quantities in brackets represent tentative assignments. Multipolarities, XL, in square brackets were assumed based on ∆J angular-momentum selection rules; other values were taken from ENSDF [50] . b Transition not observed in this work; intensity normalized to ENSDF-reported branching ratio [8] .
c Doublet resolved using ENSDF-reported branching ratios [8] . sion of a new, highly-converted, 17.2-keV E2 transition deexciting the 308.95-keV level with a total intensity of ∼ 180 mb feeding the 291.72-keV level that improves the agreement between population and depopulation for both levels. The 17.2-keV transition is below the detection threshold of our HPGe detector.
The next level above E crit at 533 keV is reported in ENSDF [43] with J π = (1/2, 3/2). The 533-keV level was only reported as populated by primary γ-rays in a resonance (n,γ) experiment [53] and not seen in our work or later (n,γ) or reaction experiments. The existence of this level is considered doubtful; certainly the proposed J π assignment is highly questionable since these states are expected to be strongly populated in s-wave capture on 182 W (see Fig. 3 ). Raising the cut-off energy to 625-keV and including the next three levels at 551.1, 595.3, and 622.22 keV leads to poorer agreement in the population-depopulation balance for several levels as shown in Fig. 3(c) . We observe the transitions from these three levels, but since the statistical model gives better agreement for E crit = 490 keV, it is likely that the decay-scheme information is incomplete between the 490 and 622.22 keV.
B.
183 W(n,γ) [48] indicates that 1 − capture-states account for 78.3 % of the observed total-capture cross section, 7.4 % is from 0 − capture states, and the remaining 14.3 % of the cross section is attributed to a negative-parity bound resonance at E 0 = −26.58 eV (with respect to the separation energy) with unknown spin.
The population-depopulation plots in Figs. 6(a) and (b) show that σ 0 is insensitive to both the 0 − /1 − composition of the capture state and the choice of PSF and LD combinations. Figure 7 shows the dependence of the (52) b, increases the derived cross section significantly, demonstrating the necessity to include as many experimentally known low-lying levels as possible in the simulation. For E crit = 1370.0 keV, with a total of 17 levels (not including the tentative 1282.7-keV level, see later), we get σ 0 = 9.37(38) b, which is comparable at 2 σ with the recommended value of 10.4(2) b [48] and previous measurements shown in Table VIII . We also find that the total thermal-capture cross section is statistically insensitive to the J π composition of the capture state as illustrated in Fig. 8 . The overall uncertainty on our adopted value for σ 0 of 4.0 % is dominated by the 3.4 % systematic uncertainty in the simulation and the 1.7 % statistical uncertainty. Uncertainties due to γ-ray self attenuation and normalization are much lower, each contributing < 1.0 %.
The capture-state width, Γ 0 , is strongly dependent on the choice of PSF/LD combination, but is only weakly influenced by the capture-state spin composition, as shown in Fig. 9 : Γ 0 is nearly constant up to ∼ 65-% 0 − contribution, and only gradually increases up to ∼ 80 %. The EGLO/CTF model combination, with a 78.3-% 1 − capture-state composition ( Fig. 6(b) ), gives Γ 0 =0.066(2) eV, in agreement with the adopted value of 0.073(6) eV [48] . For the model combinations: EGLO/BSFG, Γ 0 = 0.129(3); BA/CTF, Γ 0 = 0.121(3); and BA/BSFG, Γ 0 = 0.242(6); all are substantially higher than the adopted value. The effect of the capturestate composition is most sensitive to the modeled population of the 0 + and J ≥ 4 low-lying levels. For 0 − capture-state compositions of 7.4 % (Fig. 6(a) ) and 21.7 % (Fig. 6(b) ), the EGLO results give excellent agreement with experiment. If the 0 − capture-state composition increases to 85 % (Fig. 6(c) ), the predicted population of 0 + and high-spin states is much poorer. The 85-% 0 − composition also gives Γ 0 values of 0.348(8) for the EGLO/BSFG model combination and 0.178(5) eV for the EGLO/CTF combination that are considerably higher than the adopted value. To determine the most likely J π capture-state composition we varied this parameter and calculated the corresponding reduced χ 2 , using the population-depopulation data for the weakly populated states (circled in Fig. 6 ), as
where P exp L is the expectation value. Figure 10 shows that χ 2 approaches 1.0 for capture-state compositions with J π (0 − ) < 10 %. Indeed, the simulated populations to these levels is more than 3 σ away from the expectation value assuming J π (0 − ) ≈ 22 %. This result implies a likely capture-state composition J π (0 − ) 7 %, and hence, J π = 1 − is the most probable assignment for the bound resonance at −26.58 eV [48] . Thus, an overall fractional distribution of J π = 0 − (7.4 %) + 1 − (92.6 %) is consistent with the capture-state composition of Ref. [48] .
Our analysis confirms the decay scheme for 184 W reported in ENSDF [50] except for the 161.3-keV γ ray depopulating the 1282.71-keV (1, 2)
− level, which we did not observe. This level assignment was tentative and the 161.3-keV γ-ray was placed twice in the level scheme (also depopulating the 6 − level at 1446.27 keV). Since this level is expected to be strongly populated, we conclude that it most likely does not exist (or has a considerably different J π ) and have removed it from our analysis. We have also assigned a new γ ray at 65.36 (19) keV, depopulating the 1360.38-keV level. Another 9.94-keV γ ray depopulating the 1294.94-keV level is proposed based on the population-depopulation balance. The 504.03-keV γ ray deexciting the 1252.20-keV 8 + level was not firmly identified although we can set an experimental limit of σ γ < 0.16 mb which is consistent with statistical-model predictions of 0.1(1) mb.
Some γ rays from levels below E crit were not observed in our data and their relative cross sections were taken from ENSDF [50] , normalized to the cross sections of (observed) stronger transitions from those levels, as indicated in Table VII . An unresolved doublet centered at 769 keV γ-ray deexcites the 1133.85-and 1775.34-keV levels and was resolved using the ENSDF-adopted branching intensities from both levels. Doublets centered around 215 and 996 keV, depopulating levels at 1221.31 and 1360.38 keV, respectively, were also resolved in a similar manner, as indicated in Table VII . The 1285.00-keV level is an 8.33-µs isomer with J π = 5 − , and is populated with a cross section σ 5 − = 24.7(55) mb from beneath E crit ; transitions from above E crit known to feed the isomer were not observed in this work.
C.
184 W(n,γ) 185 W A nat WO 2 target was irradiated for 11.52 h. Comparison of the DICEBOX-population calculations with the experimental-depopulation data for the 185 W compound sets E crit = 392.0 keV. This value is higher than in RIPL where E crit = 243.4 keV which includes eight levels. Table IX lists 11 levels beneath the cut-off energy, deexcited by 25 secondary γ rays, and populated by three primary γ rays. These data were measured with a natural tungsten sample and supplemented with data from Bondarenko et al. [54] that was renormalized to our cross sections. Ten levels below E crit have negative parity with spins ranging from 1/2 − to 9/2 − , and there are two positiveparity levels at 197.43 (11/2 + , T 1/2 = 1.67 min) [55] and 381.70 keV (13/2 + ) [54] that are high-spin with no γ rays observed deexciting them. We have used the total cross section populating the 197.43-keV level from higher-lying levels in 185 W from Ref. [54] , σ 11/2 + = 6.2(16) mb, to determine the γ-ray cross sections deexciting this isomer. This cross section is substantially larger that than the recommended value, σ 0 = 2(1) mb [48] . The positiveparity levels below E crit play only a small role in our simulations and do not limit the choice of E crit . The mixing ratios and multipolarities in Table IX were taken from ENSDF [55] where available or assumed based on selection rules associated with the ∆J transitions.
We determined the thermal-capture cross section, σ 0 = 1.43(10) b, for 184 W(n,γ). The result is largely insensitive with respect to PSF/LD combinations and comparable to the adopted value σ 0 = 1.7(1) b [48] . Table X shows the comparison of our value with other reported measurements. For the EGLO/BSFG model combination, shown in Fig. 11 , σ 0 is statistically independent of E crit . The uncertainty in σ 0 is 7 %. Several low-energy γ rays contribute significantly to σ 0 but were not observed by experiment and were, instead, estimated from statistical-TABLE IX: Experimental partial γ-ray cross sections, corresponding to both primary and secondary γ-ray transitions, in 185 W. The energies are from Ref. [54] . Intensities from Ref. [54] were normalized to cross sections using data measured on a natural tungsten sample in this work. Quantities in brackets represent tentative assignments. Multipolarities, XL, in square brackets were assumed based on ∆J angular-momentum selection rules; other values were taken from ENSDF [55] . model calculations. The systematic uncertainty in the ground-state feeding from the simulation is 4.7 %. A statistical uncertainty of 3.2 % and an uncertainty of 2.4 % in the normalization also contribute. The data from Ref. [54] were measured with a very thin target so no correction due to γ-ray self attenuation was required.
The total radiative width of the capture state in 185 W varies widely depending on the choice of PSF/LD models. The EGLO/BSFG combination generates a total width Γ 0 = 0.052(3) eV that is in excellent agreement with the adopted value, Γ 0 = 0.052(4) eV [48] . Other combinations show poorer agreement: Γ 0 = 0.034(3) eV for EGLO/CTF; Γ 0 = 0.069(6) eV for BA/CTF; and, Γ 0 = 0.108(7) eV for the BA/BSFG combination.
Here we report more precise energies for the 301.13 and 332.11-keV levels than are in ENSDF [55] . No γ rays were previously reported deexciting these levels. Our DICE-BOX calculations support the results of Bondarenko et al. [54] where six new γ rays were identified depopulating these levels. Two new, low-energy γ rays are proposed deexciting levels at 187.88 (E γ ≈ 14 keV) and 390.92 keV (E γ ≈ 58 keV) based on the population-depopulation intensity balance. The ∼ 58-keV γ-ray transition is highly XI: Experimental partial γ-ray cross sections, corresponding to both primary and secondary γ-ray transitions, measured in this work from thermal neutron capture on 186 W. Quantities in brackets represent tentative assignments. Multipolarities, XL, in square brackets were assumed based on ∆J angular-momentum selection rules; other values were taken from ENSDF [59] . e Transition inferred by coincidence data [60] ; cross section deduced from observed intensity feeding the 401.06-keV level and statistical-model predictions. f Weak evidence for transition in this work; intensity normalized to ENSDF-reported branching ratio [8] . g Newly-identified level. h Newly-identified γ ray based on experimental observation. i Multiplet transition resolved using experimental data and statistical-model calculations. j Primary γ ray observed by Bondarenko et al. [60] . converted and obscured by a strong tungsten X ray at 57.98 keV, making a γ ray of this energy difficult to observe. Both new transitions were assumed to have M 1 multipolarity. The improvement by including these transitions is shown in Fig. 12 . The 185 W γ rays deexciting the first three excited states at 23.55, 65.85, and 93.30 keV were not observed in either this work or that of Bondarenko et al. [54] . The transition cross sections depopulating these levels were determined from the simulated cross section populating those levels, using the EGLO/BSFG model combination and the branching ratios from ENSDF [55] , as shown in Fig. 12 . Our DICEBOX-simulated population per neutron capture to each of these levels is: 23.55 keV, 0.178 (28) (17) . The difference between simulation and Ref. [54] for the 65.85-keV level implies there is a substantial contribution from the quasi continuum that is not observed experimentally. Four levels were previously reported with tentative J π assignments [55] . For three of these levels, our simulations are consistent with the assignments of 9/2 − , 7/2 − , and 9/2 − to the 301.13-, 332.11-, and 390.4-keV levels, respectively. The agreement between modeled population and experimental depopulation by assuming these J π -level assignments is illustrated in the population-depopulation plot of Fig. 12(b) . Those assignments are also consistent with the distorted-wave Born approximation (DWBA) calculations described in Ref. [54] .
D.
186 W(n,γ) 187 W A 186 WO 2 target was irradiated for 2.03 h. Comparison of the DICEBOX-population calculations with the experimental-depopulation data for 187 W sets E crit = 900.0 keV. This value is substantially higher than in RIPL where E crit = 145.9 keV and includes only three levels. Table XI lists 40 levels below E crit = 900.0 keV, deexcited by 121 secondary γ rays and populated by 16 primary γ rays, with a range of spins from 1/2 ≤ J ≤ 15/2. The capture state has J π = 1/2 + . Multipolarities and mixing ratios are taken from ENSDF [59] where available or assumed according to ∆J and ∆π selection rules.
As was the case for the other tungsten isotopes investigated in this study, Γ 0 shows a strong dependence on PSF/LD. The EGLO/BSFG models give Γ 0 = 0.058(3) eV, which compares well with the adopted value of Γ 0 = 0.051(5) eV [48] . For the EGLO/CTF combination Γ 0 = 0.038(2) eV, BA/CTF gives Γ 0 = 0.083(6) eV, and BA/BSFG gives Γ 0 = 0.127(7) eV.
A total thermal-capture cross section σ 0 = 33.33(62) b was determined for the 186 W(n,γ) reaction. Figure 13 shows the stability of this value with increasing cut-off energy, where σ 0 is nearly insensitive to E crit even when as few as three levels are included. For three levels and E crit = 200 keV ,we get σ 0 = 34.7(32) b. Adopting E crit = 900 keV, with 40 levels in the decay scheme, σ 0 barely changes although the uncertainty is reduced by a factor of five. The overall uncertainty of 1.9 % is dominated by a 1.7 % uncertainty in the simulated cross section with all other errors contributing less than 1 %. In Table XII we compare our result with other measurements in the literature and the value adopted by Mughabghab of σ 0 = 38.1(5) b [48] . That value was based on an older activation decay-scheme normalization. The literature values in Table XII have been corrected for the decay-scheme normalization from our activation measurement, described in Section V E, where possible. Figure 14 (a) shows excellent agreement between modeled population and experimental depopulation data for all levels except the 364.22-keV level. This level was reported in ENSDF to be deexcited by 162.7-and 286.9-keV γ rays [59] . The DICEBOX-simulated population is much larger than the experimentally observed depopulation of this level. Since the experimental data for all other levels compares well with their modeled populations over a range of five orders of magnitude, it is evident that the statistical model is an accurate simulation tool for the 187 W capture-γ decay scheme and discrepancies with the experimental intensity suggest incomplete experimental level or transition data. The J π = 9/2 − assignment is firmly established for this level [59] , so new γ rays depopulating the 364.22-keV level were sought. In Fig. 14(b) we show that including a ∼ 14-keV transition populating the 350.43-keV level considerably improves agreement between experiment and theory. An additional low-energy γ ray at 19.6 keV depopulating the 350.43-keV level is also suggested based on the statisticalmodel calculation. These newly proposed γ-ray transitions were also inferred from the coincidence data of Bondarenko et al. [60] .
In an earlier ENSDF evaluation of 187 W [76] two additional levels were reported at 493.41 and 551 keV that were removed in the latest evaluation [59] . We see tentative evidence for the 143.2-keV γ ray depopulating the 493.41-keV level. The statistical model simulations imply a J π = 9/2 − assignment for this state. There is insufficient evidence to support a level at around 551 keV, although there is a strong transition at 551.6 keV in the prompt capture-γ spectrum. This transition is also present in the delayed 187 W → 187 Re + β − beta-decay spectrum and can be attributed to the decay of 187 Re. We propose an additional 135.1-keV γ ray depopulating the 775.60-keV level from the observed spectrum and consistency with statistical-model predictions. An additional low-energy transition at 16.20 keV, with likely E1 The statistical-model simulations were also used to test uncertain J π assignments for levels in 187 W. The majority of the tentative J π assignments, for energy levels beneath E crit , were found to be consistent with the current ENSDF assignments, and 19 J π assignments for 187 W [59] could be confirmed in our analysis (see Table XI ). A recent investigation of the J π assignments in 187 W using polarized deuterons incident upon a natural tungsten foil to measure the (d,p) reaction [60] compared the observed particle angular distribution with DWBA calculations and determined J and l-transfer values utilizing the CHUCK3 code [77] . Our results are consistent with most of the J π assignments from (d,p) analysis except for an excited state at 884.13 keV. The (d,p) analysis suggests a value of J π = 7/2 + for this state, but we find that J π = 5/2 + is in agreement with our (n,γ) data, as illustrated in the population-depopulation plots in Fig. 15 . The 884.13-keV state decays by a 474.02-keV transition, an assumed E2 quadrupole, to the 1.38-µs isomer at 410.06 keV, implying a likely J π = 9/2 + assignment for this bandhead. Consequently, all other members of the rotational sequence built on this level will have spin values increased by one unit of angular momentum, as shown in Fig. 15 . The previous J π = (11/2 + ) [59] assignment for the 410.06-keV isomer was based on the systematics of neighboring odd-A tungsten isotopes. Since only a few DWBA fits have been published, it would be instructive to see how well DWBA calculations for the lower-spin sequence would compare with the (d,p) data, Atlas [48] a Revised using the decay-scheme normalization determined in this work, Pγ (685.7 keV) = 0.352(9), see Section V E.
b Weighted average from Table XIII . c Based on earlier decay-scheme normalizations.
as the shapes of experimental angular distributions are often well described by more than one set calculations, especially where counting statistics may be poor. We did not observe the 45.8(3) keV, presumed E1 transition [59] , deexciting 410.06-keV 1.38-µs isomer, that was reported by Bondarenko et al. [60] on the basis of delayed coincidences with the 474.02-keV γ-ray deexciting the 884.13-keV level. Bondarenko et al. also postulated a second, ∼ 59-keV transition, based on delayed coincidences with γ rays deexciting the 350.43-keV, 7/2 − level. This transition is of the same energy as the strong tungsten K α1 X rays that obscure it in the spectrum. Bondarenko et al. speculated the existence of the 59-keV γ-ray as unlikely since it required an M 2 multipolarity assuming an 11/2 + assignment for the 410.06-keV level. Our new J π = 9/2 + assignment for the 410.06-keV level implies an acceptable E1 transition for this 59-keV γ ray. However, the existence of the 59-keV γ-ray still remains in doubt since the proposed 13.80-keV transition deexciting the 364.22-keV level would also explain the coincidence results. We observed two γ-rays populating the 410.06-keV isomer from higher levels below E crit . The experimental intensity feeding the isomer, σ exp γ (9/2 + ; 410.06 keV) = 0.394(16) b, together with the DICEBOX-modeled contribution from the quasi continuum, P (9/2 + ; 410.06 keV) = 0.0145 (14) , yields a radiative thermal-capture cross section for the isomer σ 9/2 + = 0.400(16) b. This lower limit is consistent with our simulated population for J π = 9/2 + and inconsistent with J π = 11/2 + (Fig. 15) The same 186 W target used in the prompt γ-ray measurements was later analyzed, offline, to determine the activation cross sections, σ γ , for γ rays emitted following 187 W decay. Since this measurement was performed in the same experiment, the decay γ-ray cross sections could be determined proportionally to the cross sections of the prompt γ rays. These activation γ-ray cross sections, together with their γ-decay emission probabilities, P γ , independently determine the total radiative neutroncapture cross section, σ 0 .
The decay γ rays were observed in both the prompt spectrum, where the background from prompt γ rays was high, and after bombardment, when the background was much lower. To determine the activation γ-ray cross sections, they must be corrected for saturation during bombardment, decay following bombardment and before counting begins, and decay during the counting interval. The decay γ rays, measured in the prompt spectrum, can be corrected with an in-beam saturation factor (B) defined as
where λ = ln(2)/T 1/2 is the decay constant and t S is the irradiation period. This expression is valid assuming a constant neutron flux. Monitoring showed little power variation at the Budapest Research Reactor [78] during our measurements. The corrected activation γ-ray cross sections, measured in the prompt spectrum, are then given by
where σ γ is the uncorrected cross section observed during bombardment. When the sample is analyzed offline the γ-ray cross sections in the delayed spectrum must also be corrected for [59] based on decay-scheme normalization by Marnada et al. [9] .
d From Szentmiklósi et al. [72] . e Calculated using σγ , Ref. [72] , and Pγ from this work.
f From De Corte and Simonits [70] . g Calculated using σγ , Ref. [70] and Pγ from this work. h Determined in prompt measurement. i Statistical uncertainty is from a weighted average of all values plus an average 2.9 % systematic error from our decay-scheme normalization.
saturation corresponding to in-beam exposure according to the factor S = 1 − exp(−λt S ). The decay time t D following bombardment until analysis commences, introduces a further correction factor D = exp(−λt D ). In addition, decay during the counting interval t C is corrected by a factor C = [1 − exp(−λt C )]/(λt C ). The overall correction factor accounting for saturation, decay, and counting intervals can then be applied to the cross sections of the decay γ-rays observed in the delayed spectrum as
In this work the irradiation time was t S = 7536 s, and the source decayed for a time t D = 64859 s before being counted for t C = 11645 s. The activation γ-ray cross sections for the most intense transitions in the prompt and delayed spectra are shown in Table XIII . The prompt and delayed γ-ray cross sections were consistent. We can then determine the γ-ray emission probabilities, P γ = σ γ /σ 0 , using σ 0 = 33.33(62) b from our prompt γ-ray measurement. These probabilities are also listed in Table XIII and are consistent with the P γ values from ENSDF [59] , based on the decay scheme normalization of Marnada et al. [9] . Using the P γ values from our activation data, we can then find independent total radiative thermal neutron-capture cross sections, σ 0 = σ γ /P γ , based on the delayed-transition cross sections reported in the activation measurements of Szentmiklósi et al. [72] and De Corte and Simonits [70] . In this approach, we find that our prompt measurement, σ 0 = 33.33(62) b, compares well with the weighted average of Szentmiklósi et al. [72] , σ 0 = 33.4(11) b, and also, with that of De Corte and Simonits [70] , σ 0 = 32.8(10).
VI. NEUTRON SEPARATION ENERGIES
A byproduct of our analysis is the determination of neutron separation energies, S n , for 183,184,185,187 W from the (n,γ) primary γ-ray energy measurements and the final-level energies taken from ENSDF. These results, corrected for recoil, are shown in Table XIV where they are compared with the recommended values of Wang et al. [79] . We present more precise determinations of S n for 184,185 W.
VII. SUMMARY
The total radiative thermal neutron-capture γ-ray cross sections, σ 0 , for the four major tungsten isotopes are summarized in Table XV . The cutoff energies, E crit , partial γ-ray cross sections, σ exp γ , simulated continuum GS feedings, P (GS), and simulated cross sections, σ sim γ , and an error budget are also given in Table XV . Our new cutoff energies exceed the RIPL-suggested E crit values [1] for all isotopes. These analyses have established that σ 0 is nearly independent of the assumed value of E crit , which is consistent with our earlier results for the palladium isotopes [4] . Several combinations of photon strength function and level density formalisms were compared to the experimental data. Total radiative widths of the capture state were found to be very model dependent. For the compound 183,184 W capture states, we could best reproduce the mean-adopted width Γ 0 [48] with the EGLO/CTF model combination. In the cases of 185,187 W, Γ 0 was best reproduced assuming the EGLO/BSFG combination. All combinations involving BA gave much poorer agreement with the adopted Γ 0 .
This analysis proposes several changes to the decay schemes for the compound tungsten isotopes 183 + bandhead assignment at 410.06 keV that was previously assigned (11/2 + ). In addition, we reintroduced the 493.4-keV level, from an earlier ENSDF evaluation [76] , and a new γ ray depopulating this level based on tentative evidence in the capture-γ spectrum. There is also tentative evidence for a new transition at around 135.1 keV, depopulating the 775.60-keV level. Our 187 W simulations support inclusion of four new low-energy γ rays, three of which were previously inferred in the work of Bondarenko et al. [60] . The 410.06-keV, 1.38(7)-µs, 11/2 + isomer in 187 W was populated with a cross section of 0.400 (16) b. An analysis of the β − -delayed γ-ray spectrum provided an independent decay-scheme normalization based on a new set of P γ measurements that compare well to the ENSDF decay-scheme normalization [59] , adopted from the earlier work of Marnada et al. [9] . Independent values of σ 0 , consistent with our prompt measurement, were then determined based on our activation-data decay-scheme normlaization, thus providing confirmation of our approach.
The decay-scheme improvements suggested in this work will be used to improve the ENSDF nuclearstructure evaluations [8] , that contribute to the RIPL nuclear-reaction database [1] . The new thermal-capture (n,γ) data will be added to the EGAF database [3] . These new data will also be used to help produce a more extensive and complete thermal-capture γ-ray library for the ENDF [2] neutron-data library. Additional measurements of capture γ-rays from the rare isotope 180 W(n,γ) are in progress and will complete our knowledge of the tungsten isotopes and resolve discrepancies in the measured σ 0 for this nucleus. are the total experimental and simulated partial γ-ray cross sections directly feeding the ground state from levels below and above Ecrit, respectively. The DICEBOX-modeled population, per neutron capture feeding the ground state from the quasi continuum, is P (GS). The individual contributions to the overall error budget are: δA, the statistical uncertainty from experiment; δB, the systematic uncertainty from the γ-ray self-attenuation correction; δC , the systematic uncertainty from the normalization of the experimental cross sections; and δD; the systematic uncertainty from Porter-Thomas fluctuations in the DICEBOX simulations. The error δD includes the correlations between the uncertainties in σ exp γ and P (GS) (see Equation 2 ). The errors δA, δB, and δC, were combined in quadrature to give the overall uncertainty on σ exp γ .
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