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Abstract 
Research about cultural impact on information security management has shown that “unintentional 
sharing of confidential information” is a common problem for subsidiaries of large investor 
countries. By focusing on this problem, this research aims to establish an automatic detection 
technique to prevent it. More specifically, to develop an abnormal behavior detection tool sensitive 
to cultural background.  
In order to do so, it was required to find out if “unintentional sharing of confidential information” 
depends on cultural background.  
A survey was conducted in several countries to clarify to what extent an individual's attitudes 
towards intentionally sharing information are affected by culture. Results of this survey show that 
“unintentional sharing” is caused by attitudes that are affected by culture. In the case of Japan, 
“Sharing information for a reward” may be unintentional and in the case of the other surveyed 
countries “Sharing information with close groups” is considered unintentional as well. 
Furthermore it was found that, e-mail communication is the preferred sharing method on the 
countries surveyed.  
Based on these findings, a detection tool is proposed by using a Support Vector Machine used to 
classify abnormal behavior and implemented to validate its effectiveness.  
A web system was developed for a company dedicated to the daycare of elderly people. The 
proposed detection system was placed within this web system so that users’ actions could be 
monitored and classified in real time. 
  
 
By using training data sets with and without consideration of country-specific data in the form of 
Level of Potential scores calculated with Japan as a pivot country, an experiment was conducted 
to evaluate the accuracy of the proposed detection tool. The experiment consisted of the simulation 
of a real business environment and the participants of the simulation were considered employees 
of the company for which the web system was build. Based on the company’s internal regulation 
policies, the participants were given a brief explanation of the system and the capabilities, as well 
as a small description of appropriate work behavior for the company’s staff. 
The experiment also included a survey to gather feedback about the system and its cultural impact 
as well as improvements that could be made to the experiment itself. This survey consisted of 
items to which the participants would answer by choosing between Strongly Agree, Agree, 
Disagree or Strongly Disagree. 
Based on the objectives of this research, it was concluded that culture affects the meaning of 
“unintentional sharing of information”.  
The detection tool proposed, an SVM classifier, was tuned up through a set of exhaustive 
parameter search and cross validations of the training data set for each of the available kernels. For 
the SVM classifiers that contained LoP scores, a polynomial kernel of 1st degree (lineal kernel) 
was the most appropriate one for a high detection of abnormal behavior. As for the SVM classifiers 
that did not contain LoP scores, an RBF kernel was the most appropriate choice based on the 
accurate classification of abnormal behavior as well. After deciding on the kernel, the SVM 
classifier for each training data set was ready to be evaluated. 
The evaluation of the detection tool showed that an SVM classifier like the one applied for the 
detection of abnormal behavior, which includes login information for the users’ sessions and 
  
 
cultural data in the form of LoP Scores, has the highest rate of detecting cases of abnormal behavior 
even if the system users have different cultural backgrounds. 
The evaluation of the detection tool showed that an SVM classifier like the one applied for the 
detection of abnormal behavior, which includes login information for the users’ sessions and 
cultural data in the form of LoP Scores, has the highest rate of detecting cases of abnormal behavior 
even if the system users have different cultural backgrounds. 
By comparing it to a similar detection tool that didn’t include such cultural data, it was observed 
that the SVM classifier that did not include cultural data had a lower precision on the classification 
task, furthermore, the number of alerts shown on the riskiest cases classified by the tool was low 
as well, thus, making it inappropriate for this kind of detection. 
Similar results were gotten on the cases the SVM classifiers did not handle login information. On 
this cases, the precision of the classifier that included the LoP scores on its vectors showed an 
improvement in the precision measurement compared to the SVM classifier that handled login 
information. However, there is a drop on the recall of such tool because of the misses on the 
detection of risky behavior cases by the classifier.  
It can be said that even though an SVM classifier without cultural information showed high 
precision when detecting abnormal behavior, the omissions made by the classifier at the moments 
when an alarm should have been shown represent the inadequacy of this type of tool for the 
purposes of this research. On contrast, it can be said that by adding the LoP scores as data part of 
the vectors used by the SVM classifier, the tool becomes a viable monitoring solution that may 
help detecting cases of “unintentional sharing of confidential information”. Finally it can be said 
that even if the SVM classifier proposed is implemented without the data concerning the login 
information, it may still be appropriate for detecting abnormal behavior to a certain extent.  
  
 
Concerning a survey conducted to evaluate the simulation on which the SVM classifier was tested, 
most of the users found this tool to be helpful to monitor users’ behavior and protect confidential 
information. The respondents of the survey felt comfortable being monitored by making use of 
this kind of tool since they didn’t feel the presence of the system monitoring them during their 
work. 
Keywords: information security management, human-related problem, cultural difference, 
cultural dimension, theory of LoP.  
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Chapter 1 
1. Introduction 
 
 
 
1.1 Introduction and Background of Human-related Problems on Information Security 
Management 
Corporations value information, like trade secrets and customer's personal information as very 
important assets. Studies like the one conducted by Bean (2006) state that 80% of identified causes 
of information leakages are due to human errors. Thus, it is considered that human behavior must 
be the most important point of concern regarding information security.  
Since human behavior is influenced by national culture. It is considered that cultural 
differences can lead to unintentional security breaches in cross-cultural environments. Shin, 
Ishman and Sanders (2007) established culturally related factors on which information security 
management depends. They state that “In essence, the development of strong ties based on mutual 
trust is a function of the resources employed, including the amount of time, the level emotional 
intensity, mutual intimacy, and reciprocal services”. On the other hand, authors like Schneier (2008) 
explain that most people feel secure as long as no threat is visible. As people act on their 
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perceptions which may be influenced by their culture, it is natural to think that culture may have 
some relations with human errors, especially in cross-cultural environments.  
Extensive studies have been carried out on the cultural impact in the way of business in several 
fields like organizational behavior and human resources management. Most of these have been 
carried out using the cultural dimensions proposed by Hofstede's theory.  
An example is the study case of Thailand's regulation concerning cybercrime. This case 
analyzed by Ciganek and Francia (2009) has shown how strict Thai people can be compared to the 
Americans when establishing regulations concerning cybercrime. Ciganek and Francia’s study, 
based on Hofstede’s theory of cultural dimensions, has shown the relation between the cultural 
dimensions scores of Thailand and its newly established regulations (2007 Computer Crime Act). 
One of the objectives on this particular field of information security management (ISM) is to 
better understand the reasons behind employees’ reactions.  
Asai and his collaborators’ (Waluyan, Blos, Siripukdee, Noguera, Fernando, Hakizabera, Qin, 
Caibutendaorijii and the author of the present work, 2008 to 2012) studies have focused on ISM 
in cross-cultural environments. Asai and Waluyan have studied the cultural impact on ISM and 
measured its magnitude by applying a newly developed measure called Level of Potential (LoP).  
Based on their work, on the next subsection, the previous study conducted by the author on the 
area of information security management in cross-cultural environments will be explained. 
1.2 Previous collaboration by the author 
Since it was found that most problems of information security exist because of human errors, 
it was considered by the author that understanding human behavior must be the main concern in 
information security planning because unintentional security breaches can easily occur in cross-
cultural environments where cultural differences may exist but are neglected. Thus the author 
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proposed a study to find the respective riskiest problem for Japanese, American and British 
overseas subsidiaries through the use of the proposed theory of LoP. Furthermore, the author 
proposed to measure, on an investor country-wise way, the relation between the logical predictions 
of the severities for each potential problem studied and the actual severities found through the 
survey conducted in the investee countries. In order to do that, potential problems based on the 
theory of LoP which is derived from Hofstede’s framework of cultural dimensions were studied 
by analyzing data from surveys conducted in 8 investee countries. These potential problems were 
studied to confirm if their severity was predicted by the theory of LoP. Success of the prediction 
of severities by the theory of LoP was measured by analyzing the proximity between the logical 
LoP and the surveyed LoP on Japan (JP), United States (US) and United Kingdom (UK), countries 
chosen as investors.  
By conducting a country-wise analysis of surveys in 8 countries, results showed that the riskiest 
problems for Japanese, American and British overseas subsidiaries are “unintentional sharing of 
confidential information” and “employees’ use of confidential information of their companies after 
moving to another company”. The accuracy of these findings is related to the overall predictability 
of the theory of LoP.  
The original contribution made by the author on this previous work was the introduction of an 
investor country-wise analysis based on the predecessors’ studies for each investee country. In 
contrast with studies conducted an investee country-wise analysis based only on surveyed 
severities, this investor country-wise analysis conducted by the author on this past contribution 
was based on the correspondence between the logical predicted severities and the surveyed ones. 
Furthermore, this analysis corroborated the predictability of the LoP theory globally for the 
investor countries studied. 
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The previous study by the author (Castillo, 2012) has pointed out the impact that culture has 
on the way of doing business, especially on information security management by measuring the 
impact that the cultural gap between investor and investee countries has on information security 
management. The author has shown that problems such as: unintentional sharing of confidential 
information and employees' use of confidential information of their companies after moving on to 
another company, have their root on cultural differences concerning two of Hofstede's cultural 
dimensions: Individualism and Long Term Orientation. 
On the current research, "unintentional sharing of confidential information" has been picked 
up as the problem to be considered for this study.  
1.3 Purpose 
The present work aims to develop a detection system for unintentional sharing of confidential 
information. Based on this purpose, the following objectives are set. 
• General Objective 
Develop a detection tool for unintentional sharing of confidential information 
sensitive to cultural background. 
• Specific Objectives 
 Find out if “unintentional sharing of confidential information” depends on cultural 
background. 
 Develop a detection tool according to the results of the previous point. 
 Evaluate the detection tool through an experiment. 
1.4 Organization 
In this paper, Chapter 2 describes the framework used to find out the extent of the influence of 
cultural background on information sharing attitudes, Chapter 3 elaborates on a survey conducted 
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to evaluate this influence; Chapter 4 discusses the findings and their relevance to the current study. 
In Chapter 5, the considerations and reasons for the proposed detection tool are explained in detail. 
Chapter 6 discusses the evaluation planned for the detection tool based on a simulation of a real 
business environment. Chapter 7 explains the basis of the simulation by discussing the 
implementation of a system to gather behavioral data of a real business environment. To finalize, 
in Chapter 8 the conclusions of this work are shown and in Chapter 9 the future work recommended 
to be done is explained. 
1.5 Contribution 
Similar studies conducted by other authors have confronted the problem of abnormal behavior 
from the management point of view. Studies like the one of Fernando (2014) have shown that one 
way of correcting abnormal behavior within a company may be the use of training and behavioral 
profiling. 
Such tools may be found to be useful in the case of attacking the internal risks concerning 
information security management, however, they are based on human criteria for profile analysis 
by managers and a rule based system. Problems correctly defining such rules may lead to the 
inadequate protection of the information security policies by the proposed system, thus, it is 
considered that the proposed machine learning tool that this research discusses is a valuable way 
to prevent such problem. 
This research applies a commonly used machine learning method for the problem of behavioral 
analysis of users’ actions on an internal company system. Such type of use, may allow the timely 
detection of a leakage from within a company automatically by means of an alarm that the 
respective information security authority would witness. 
The proposed system on this research is thought to be useful not only because of its detection 
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abilities, but also because it does the monitoring based on previously observed behavior. Because 
of it, the system does not mainly rely on rules set by humans that may show a bias or prejudice or 
ambiguity. Furthermore, the system conducts the monitoring on a transparent way for the users 
within the company and does not disturb the flow of work within the company. 
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Chapter 2 
2. Cultural Influence on Information Sharing Attitudes 
 
 
 
As mentioned in the previous chapter, the main focus of the current research is the problem of 
"unintentional sharing of confidential information". Since this problem is based on human 
behavior, more specifically on information sharing attitudes, it is worth finding out which 
particular attitudes may be the cause for this problem to represent a real risk on the business 
environment of any company.  
Based on previous studies conducted by Asai (2008 to 2012), it is found that this problem has 
been previously linked to the cultural dimension called Individualism. In order to comprehend the 
effect of culture on this problem and the attitudes behind it, a new cultural study closely related to 
this research is found to be necessary. Thus, following Asai's research framework, a new survey 
was conducted to evaluate the potential attitudes that may be behind the problem of "unintentional 
sharing of confidential information". 
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2.1 Survey Approach 
For this survey, and to logically deduce information sharing attitudes, the following 
methodology was used: 
1. Study Hofstede's framework of cultural dimensions to learn more about "Individualism". 
2. Literature survey was conducted in order to find related studies concerning cultural influence 
on information security and its related attitudes. This literature survey showed a relation between 
information security attitudes and culture. By confirming this statement, further work was planned 
in order to clarify this relation. 
3. Based on surveyed literature and results, attitudes concerning information sharing were 
logically deduced to be the main focus of this paper. The attitudes were deduced based on the 
characteristics or definitions of Hofstede's cultural dimensions and the author interpretation of such 
characteristics on his own way of thinking. Other factors proven in other studies were involved as 
well on the logical deduction of the attitudes concerning information security that were to be 
targeted by this study. 
4. Survey items were developed in form of affirmations to which the respondents would agree 
or disagree to a certain extent. Each of these affirmations reflect a positive or negative attitude 
concerning information sharing, such attitude is also relevant to the cultural dimension of 
individualism. 
5. Countries were chosen to conduct a survey concerning the attitudes to study. The selection 
of the countries was based on the previous study conducted by Asai and Castillo (2012). A pivot 
country (Japan in this case) was selected as an investor country to be studied and other investee 
countries (Venezuela, Malaysia and Indonesia) were selected based on their risk level based on the 
theory of LoP.  
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6. The survey was analyzed and approved by a clinical psychologist before it was applied. 
After some revision, the survey was conducted on electronic format, over the internet, and 
countries with the biggest number of answers were picked up. 
7. Respondents were given a variety of answers for each attitude from Strongly Agree, Agree, 
Disagree, and Strongly Disagree. From the data gotten from the responses to the survey, risky 
attitudes were picked up based on the percentage value of risky answers for each item. If the survey 
item had a positive connotation, for example: “I restrict the access to my personal information” 
then the chosen answers to calculate the percentage value are Strongly Disagree and Disagree, 
since they represent the negative aspect of the attitudes. On the case the item has a negative 
connotation, Strongly Agree and Agree were chosen. 
The percentages were calculated according to the number of responses for each country.  If an 
item got more than 50% of risky answers, it was picked up as a risky attitude. Other risky attitudes 
were picked up based on the significant difference between the risky answers gotten for each 
studied country.  
8. Finally, from the risky attitudes gotten, a comparison is made between the studied countries 
and the attitudes are classified as intentional or unintentional based on the percentage of answers 
to the negative attitudes surveyed. 
2.2 Survey Scope 
This survey is used to define which information sharing attitudes are carried out intentionally 
or unintentionally depending on the respondents’ answers to the items throughout the 
questionnaire. 
Being the goal of the survey to identify the intentionality towards sharing information, without 
being specifically related to any particular kind of information, the scope of this survey includes 
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all kinds of information into the attitudes surveyed, from daily work-related topics to personal 
matters, including trade secrets, customers’ information, work reports, even gossip amongst 
coworkers. 
Furthermore, this survey also includes on its scope the information sharing means or 
technologies commonly used by the respondents, since it is a topic of interest for the global scope 
of the current research. The means studied include means that vary from social networking sites 
to Email communications, including short mail services or other types of means commonly 
available as well. 
2.3 Reasons to use this approach 
 This approach is selected based on the idea that it easily relates the cultural dimension of 
Individualism to the surveyed attitudes. 
 This approach also manages to establish information sharing attitudes related to the 
problem of unintentional sharing of confidential information. 
From now on, Hofstede's framework of cultural dimensions will be explained in order to 
understand a little bit more about Individualism and its possible cultural effects on people's 
behavior. 
2.4 Hofstede’s framework of cultural dimensions 
There are many studies concerning cultural differences. Studies like the ones of Hofstede and 
Hofstede (2004), Hall (1976), Straker (2002) and House (2004) are examples of the importance of 
studying cultural differences and the interest academia has taken on it. Hofstede’s framework of 
cultural differences is adopted because is the most comprehensive study concerning culture, it 
analyzed a large database which covered the cultural differences in all of the major countries. In 
this chapter Hofstede’s framework of cultural dimensions will be explained. This framework is the 
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basis for the level of potential theory used in the current research. Hofstede’s framework measures 
a culture by giving it scores in 5 different dimensions. These dimensions are Power Distance Index 
(PDI), Individualism (IDV), Masculinity (MAS), Uncertainty Avoidance Index (UAI) and Long 
Term Orientation (LTO). Each cultural dimension has a specific meaning and represents a different 
aspect of a culture. From this point forward, each cultural dimension will be explained according 
to Hofstede’s framework. Tables 1 to 5 are based on the summary made by Yates (2006) of the 
cultural dimensions defined by Hofstede. 
a. Power Distance Index. 
This cultural dimension refers to the inequality in a society. Power is not always equally 
distributed amongst the members of a society; this cultural dimension measures the difference 
between the most powerful individual and the least powerful individual in a society. In Table 1, 
characteristics concerning this cultural dimension can be found for its highest level and its lowest 
level as well. 
 
Table 1 PDI Definition for Extreme Levels 
Level PDI Definition 
High 
The members expect that some individuals wield larger amounts of power than 
others 
Low Reflects the view that all people should have equal rights 
 
b. Individualism. 
This cultural dimension refers to the degree in which the individuals of a society are 
integrated in groups. In Table 2, we can find expected characteristics from a high individualistic 
society and a low individualistic society. 
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Table 2 IDV Definition for Extreme Levels 
Level IDV Definition 
High Ties between individualism are loose 
Low Ties between individualism are tight 
 
c. Masculinity. 
  This cultural dimension refers to the assertiveness and competitiveness in the members of 
a society. In Table 3, we can find expected characteristics from a high masculine society and a low 
masculine society. 
Table 3 MAS Definition for Extreme Levels 
Level MAS Definition 
High 
Stress on equity, competition and performance. Managers are expected to be 
decisive and assertive. 
Low 
Stress on equality, solidarity and quality of work life. Managers use intuition 
and strive for consensus. 
 
d. Uncertainty Avoidance Index. 
This cultural dimension deals with a society’s tolerance of uncertainty and ambiguity. It 
indicates the degree in which a culture makes its members feel comfortable or not about 
unstructured situations. In Table 4, we can find expected characteristics from a society with high 
uncertainty avoidance and one with a low uncertainty avoidance index. 
Table 4 UAI Definition for Extreme Levels 
Level UAI Definition 
High Many rules and low tolerance of deviant ideas; resistance to change. 
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Low Few rules and high tolerance of deviant ideas. 
 
e. Long Term Orientation. 
  This cultural dimension deals with values such as perseverance through time. In Table 5, 
we can find expected characteristics from a long term oriented society (high score in this cultural 
dimension) and a short term oriented society (low score on this cultural dimension). 
Table 5 LTO Definition for Extreme Levels 
Level LTO Definition 
High Persistence, ordering relationships by status, thrift and having a sense of shame. 
Low 
Personal steadiness and stability, protecting your face, respect for tradition and 
reciprocation of greeting. 
 
2.5 Criticisms to this framework 
As many theories face their detractors, there have been many criticisms directed towards this 
framework. Fernando (2011) has summarized these criticisms as found on Table 6. From this table, 
it can be seen that the answers to the criticisms made are reasonable and extend from criticisms 
made towards the way of collecting data until the criticisms of the framework itself. These 
criticisms made are good measures of the importance of this framework, indicating that it has been 
widely reviewed and it has not been taking lightly, thus the answers given make the framework 
more trustworthy as a basis for any cultural analysis to be made. 
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Table 6 Summary of Criticisms and Responses to Criticisms for Hofstede’s Cultural Framework 
Critic Criticism Reply by Hofstede (2002) 
McSweeney (2002), 
Shwartz (1999) 
Surveys are not suitable for 
measuring cultural differences 
Surveys should not be the only way 
McSweeney (2002), 
Baskerville (2003), 
DiMaggio (1997), 
Dorfman (1988), 
Lindell (1996) 
Nations are not the best units 
for studying cultures 
Available units are better than nothing 
McSweeney (2002), 
Sondergaard (1994) 
A company’s subsidiaries 
cannot represent entire nation 
Functionally equivalent sets can reveal 
differences between national cultures 
McSweeney (2002), 
Baskerville (2003), 
Jones (2007) 
IBM data are old and obsolete 
Dimensions are assumed to have 
centuries-old roots & data remained 
stable across 2 surveys and were 
validated by new studies (Merritt, 2000) 
McSweeney (2002), 
Jones (2007) 
Four or five dimensions are 
not enough 
Conceptually and statistically 
independent and validated additional 
dimensions are welcome 
*Source: Fernando (2011) 
2.6 Reasons to use this framework 
 Hofstede’s framework is one of the most comprehensive studies realized globally. It 
reaches more than 70 countries around the world. 
 This framework offers a numerical measurement and assigns scores to cultures based on 
those measurements which may be used to easily compare different countries between 
each other. 
 The criticisms met by this framework have been logically contended and answered 
satisfactorily by its author’s judgment. 
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From Hofstede's cultural framework (Hofstede and Hofstede, 2008), Individualism is defined 
as: "...a preference for a loosely-knit social framework in which individuals are expected to take 
care of themselves and their immediate families only." 
On Table 7, the values for individualism for the countries studied, according to Hofstede's 
framework of cultural dimensions, can be seen. The values have been classified on their respective 
categories as defined by Asai and Waluyan (2008) on their study. 
Table 7 Individualism values for studied countries  
Countries Indonesia Malaysia Japan Venezuela 
Individualism 14 26 46 12 
Level[3] Very Low Low Moderate Very Low 
*Source: Asai, Waluyan (2008) 
Japan's moderate value on this cultural dimension as shown on Table 7 is considered to 
indicate that the Japanese may remain balanced when pursuing their own interests while 
maintaining close social relations with their peers. In contrast, countries like Indonesia and 
Venezuela with very low values on this cultural dimension are expected to place priorities to 
friendships and other social relations rather than individualistic behavior. This may mean that 
instead of caring for their own individual progress they may place priority on friendship rather 
than rules. Malaysia has a low value on this cultural dimension, which in contrast to Japan places 
it more on the collectivist side of this category. Thus, it is expected that somehow social ties may 
influence the attitudes of the Malays. 
From these characteristics and based on the findings of studies conducted concerning the 
theory of LoP (Asai et al, 2008 to 2012), it can be expected that attitudes concerning information 
sharing may be influenced by low individualism. Low individualism can affect an individual's 
behavior by making him prioritize friendship rather than rules, it can also make that individual 
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prioritize belonging to a group rather than anything else. 
In the following chapter the discussion concerning the survey, its results and conclusions will 
be explained.  
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Chapter 3 
3. Survey of Information Sharing Attitudes 
 
 
 
As mentioned earlier, for the current study an internet survey was conducted to compare the 
attitudes of people from Indonesia, Malaysia, Japan and Venezuela concerning information sharing. 
The survey was conducted between the months of November 2012 and January 2013. 
 
A set of 20 items concerning several attitudes related to information sharing, use of social 
networking sites (SNS's) and personal views on information were asked. Using the Spanish version 
of the survey, a clinical psychologist evaluated the validity of the instrument before its application. 
Afterwards, this questionnaire was then translated by the author from Spanish to Japanese as well 
as English. 
 
From here on, tables concerning the characteristics of the respondents will be shown. On 
Tables 8, 9 and 10 the profile of the survey respondents can be seen. 
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Table 8. Gender and Age of the Respondents by Country 
  Indonesia Malaysia Japan Venezuela 
Gender 
Male 15 12 27 15 
Female 10 11 10 14 
Total  25 23 37 29 
Age 
20-29 15 21 35 19 
30-39 9 2 2 6 
40-49 0 0 0 2 
50-59 0 0 0 2 
60 or older 1 0 0 0 
Total  25 23 37 29 
 
As it can be seen on Table 8, most of the respondents were male. The gender difference was 
mostly balanced in Malaysia and Venezuela. Most of the respondents were in their 20's and 30's 
in almost all countries. The sample shown on Table 8, reflects the focus of this survey on the 
behavior of locally hired employees of overseas subsidiaries, since most of them are on their 20’s 
or 30’s. On Table 9, the religion of the respondents is shown. As it can be also seen on this table, 
the sample sizes for each country are as follows: Indonesia 25 respondents, Malaysia 23 
respondents, Japan 37 respondents and Venezuela 29 respondents. 
Table 9. Religion of the Respondents 
  Indonesia Malaysia Japan Venezuela 
Religion 
Islam 20 5 0 0 
Buddhist 5 15 12 1 
Christian 0 3 0 17 
Agnostic 0 0 5 5 
Atheist 0 0 10 4 
Shintoism 0 0 2 0 
Other 0 0 8 2 
Total  25 23 37 29 
 
From Table 9, it can be seen that in Indonesia, most of the respondents believe in Islam, the 
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proportion for Islamists on this country is of 86.1% according to the World Fact Book (2013), 
which makes the distributions of respondents religions for this country accurate to the situation on 
the country. In the Malaysia, most of the respondents were Buddhists, sadly, this does not 
correspond to the actuality since in Malaysia 60% of the people are Islamists. On Japan, the 
respondents were divided mostly between Buddhists and Atheists, on this country most people are 
Buddhists and/or Shintoists as shown on the World Fact Book. Finally in Venezuela, the 
respondents were in their majority Christians, which concurs with the fact that 96% of the 
population are Roman Catholics (a subset of Christians). On Table 10, the occupation of the 
respondents is shown for each country. 
Table 10. Occupation of the Respondents by Country 
  Indonesia Malaysia Japan Venezuela 
Occupation 
Student 7 17 24 5 
Employee 15 6 11 20 
Self-Employed 2 0 0 2 
Unemployed 1 0 2 2 
Total  25 23 37 29 
 
As it can be seen on Table 10, in Indonesia and Venezuela, most of the respondents were 
employees. In the case of Malaysia and Japan, most of them were Students. This sample represents 
a set of the people from this country, which is educated enough to join a company in the future 
and will be allowed to handle sensitive information on their own. Thus, it can be said that they 
represent a risky segment of the population of these countries that need to be surveyed to find out 
their attitudes towards information sharing. On Table 11, the preferred means for information 
sharing of the respondents is shown. This was a multiple selection question, so the numbers may 
not add to the total surveyed for each country. 
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Table 11. Preferred Means for Information Sharing by Country 
  Indonesia Malaysia Japan Venezuela 
Preferred 
Information 
Sharing 
Means 
Email 25 18 33 28 
Social Networks 16 18 34 19 
File Sharing Sites 6 5 10 12 
Portable Devices 2 4 10 15 
Text Messaging 10 12 13 19 
Internet Chatting 8 13 18 15 
 
As it can be seen on Table 11, Email and Social Networks are the most attractive means for 
sharing information across all the countries surveyed. In the cases of Japan and Venezuela, other 
means like Text Messaging and Internet Chatting are important as well. Since communication 
means are increasing every day, it was important to know whether the sample surveyed used any 
of the new means (such as SNS) available to share information or not, however, on the real 
business environment of foreign companies, such technologies are not allowed on the work 
premises. Thus, based on this table (Table 11), communications via Email are picked up as the 
focus of information sharing attitudes since it is mean commonly used on the business environment 
of any company. Social networks, even though are one of the preferred means of communication, 
are not picked up as relevant for the overall scope of this research since they are not allowed to be 
accessed within any company. On Table 12, the preferred social networking sites of the 
respondents are summarized. This question was a multiple selection question as well. 
Table 12. Preferred Social Networking Sites by Country 
 SNS Indonesia Malaysia Japan Venezuela 
Preferred Social Network Site 
Facebook 24 23 32 24 
Twitter 13 5 20 14 
Foursquare 1 0 0 1 
Instagram 6 3 0 2 
Mixi 0 0 14 0 
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As it can be seen on Table 12, Facebook is the most preferred social networking site (SNS) 
for all countries. Twitter is the second most popular social network and Mixi is only popular in 
Japan. On the following table, the number of hours dedicated by the respondents to social 
networking for each surveyed country is shown. 
Table 13. Hours Dedicated to Social Networks by Country 
 Countries Indonesia Malaysia Japan Venezuela 
Hours Dedicated 
to SNS 
1 Hour 14 1 19 11 
2 - 3 Hours 5 8 12 12 
3 - 5 Hours 2 7 2 0 
more than 5 hours 2 7 1 0 
None 2 0 3 3 
Total  25 23 37 29 
 
As it can be seen on Table 13, most of the survey respondents dedicate at least 1 hour a day 
to Social Networking, it is worth noticing that in the case of Malaysia, the respondents were more 
disperse on their daily use of these sites. On this case, most of the respondents use social 
networking sites at least 3 hours a day. 
After analyzing the characteristics of the respondents for each country, on the next subsection, 
the riskiest attitudes and the findings associated to them will be shown. 
3.1 Findings concerning information sharing attitudes 
On this subsection, the survey findings will be summarized and explained on a question by 
question basis. On Table 14, the riskiest attitudes and the percentages of responses based on each 
countries sample size will be shown. The percentages correspond to the answers that made the 
attitude be perceived as risky. For example, if it was a positive question or attitude such as: I avoid 
taking risks as much as possible (Q16), then the sum of the values corresponding to Strongly 
Disagree and Disagree to that statement were added up. If in the opposite case, it was a negative 
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question or statement, then values concerning Strongly Agree and Agree were added up. 
Table 14. Riskiest Attitudes and Percentages of Negative Values for Surveyed Country 
Countries Indonesia Malaysia Japan Venezuela 
Questions Percentages of Negative Values 
Q1 I restrict the access to my personal information 4.17 0.00 2.70 0.00 
Q2 Keep confidential information on restricted place 4.17 4.35 0.00 6.90 
Q3 Share information for reward 33.33 39.13 51.35 10.34 
Q4 Store information on insecure places 25.00 56.52 21.62 27.59 
Q5 Avoid accessing confidential information 
on public places 
12.50 17.39 2.70 24.14 
Q6 Share everything I know with family 45.83 60.87 21.62 44.83 
Q7 Share everything with closest group 29.17 60.87 29.73 44.83 
Q8 I fulfill security parameters established, even if it  
means working overtime 
20.83 8.70 2.70 3.45 
Q9 All information has the same value 29.17 56.52 27.03 6.90 
Q10 Prefer to confront coworkers, rather   
than acting incorrectly 
25.00 21.74 10.81 34.48 
Q11 Normal to break rules if coworkers do it 29.17 47.83 2.70 17.24 
Q12 Important for me to be part of a group 70.83 91.30 75.67 68.97 
Q13 Help others even while working overtime 83.33 91.30 81.08 86.21 
Q14 Own interests are top priority 58.33 69.57 70.27 51.72 
Q15 Respect rules considered necessary 91.67 100.00 40.54 93.10 
Q16 Avoid taking risks as possible 25.00 30.43 5.41 27.59 
Q17 Uses own name on SNS's 91.67 78.26 24.32 82.76 
Q18 Doesn't upload own picture to SNS's 75.00 47.83 51.35 75.86 
Q19 Doesn't share personal information  on   
SNS’s that are not work related 
25.00 34.78 16.22 17.24 
Q20 Doesn't reveal location by "check-in" on SNS 25.00 26.09 32.43 10.35 
 
Based on the data summarized on Table 14, it can be said that Malaysia is the country that 
possesses the highest number of risky attitudes (9 out of 20 items were found to have over 50% of 
negative values). Malaysia is followed by Indonesia and Venezuela with 6 attitudes picked up as 
risky and on the last place is Japan with 5 out of 20. This last result of Japan as the least risky 
country is expected based on the scores concerning Individualism since Japan is the country with 
a highest score on this cultural dimension and the surveyed items are mostly expected to appear 
on low individualism countries.  
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On a country-wise analysis conducted the following can be stated: 
About the attitudes of the Japanese respondents, it can be said that because of their moderate 
level of individualism their answers present a contrast in their information sharing attitudes. A first 
example of this contrast are the attitudes of "sharing information for a reward"(Q3) and "interests 
are a top priority over anything else"(Q14) which is expected because of the ambition of young 
Japanese students. However, these two attitudes show only the individualistic part of their way of 
thinking. Other attitudes on which the behavior of Japanese people is considered risky, show their 
collectivistic way of thinking as well (contrasting side). These attitudes are: "It is important for me 
to be part of a group"(Q12) and "I like to help others even if it implies working overtime"(Q13). 
Another attitude like "I don't usually upload pictures of my face to social networks" (Q18) shows 
a contrast with “Uses own name on SNS’s” (Q17) indicating that even though Japanese people 
value their own privacy by not revealing their name, they don’t do the same with their image.  
Next with a low level on individualism, Malaysian respondents’ attitudes are examined. It is 
found based on Table 14 that more than half of the Malay respondents consider “all information 
has the same value” (Q9). This is a very risky attitude since by not discerning which information 
may be confidential or of high value to a company, there is a chance that the treatment given to 
such information is careless and may lead to leakages. This is supported by the fact that the 
respondents also agreed to the question of “store information on insecure places” (Q4) and they 
agreed with “use own name on SNS's” (Q17) as well. Concerning their low individualism, 
Malaysian attitudes like “Share everything I know with family” and “Share everything with closest 
group” imply that they are open to sharing information based on their social surroundings, this is 
related to the respondents agreeing to “Important for me to be part of a group” (Q12) on which 
most of the respondents agreed to the negative values of this attitude. Low individualism also 
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seems to affect the answers in the profile question of “Time Spent on SNS's” for this country. It is 
the country on which the respondents have the highest average time using SNS’s on a day. Other 
attitudes that stand out are "I like to help others even if it implies working overtime" (Q13), which 
is related to group belonging attitudes on which the benefit of the majority is put over the 
individual’s. On the other hand, attitudes on which the respondents put their "Own interests as a 
top priority over anything else"(Q14) and “Respect rules considered necessary” shows their 
individualistic way of thinking.  
On the lowest level of individualism, the attitudes of the Venezuelan respondents as well as 
Indonesian respondents show a common trait with Malaysia in most of the attitudes picked up. 
However Indonesia and Venezuela show a high response rate on the attitude of “Doesn't upload 
own picture to SNS's” (Q18), this may be related to Islamic and Christian values. 
Overall, it can be said that the countries with low individualism surveyed have the riskiest 
attitudes concerning information sharing. Japan on the other hand, possesses conservative attitudes. 
However, it is the riskiest country when it concerns to sharing information for a profit. 
It can be seen from the survey of countries with low individualism, the effect that culture has 
on their information sharing attitudes, especially, when it comes to their family group and their 
closest social group. 
In general, it can be said, that as a finding from the survey, it was confirmed that in countries 
with low individualism, culture has an impact on the information sharing attitudes of their people, 
especially, when it comes to their family and closest social group. 
On the next subsection, further discussion of this results and a linkage to the objectives of 
this research will be explained. 
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3.2 Discussion and Relevance of Survey Findings 
In the last subsection, results concerning a survey conducted in low individualism countries 
and Japan (a moderate individualism country) were explained. Japan is picked up as a pivot country 
since this research was based and conducted from within this country. Other countries such as US 
and the UK were considered for this study (since they are also in the top investors among low 
individualism countries), however, it was difficult to find respondents from these countries. The 
results imply a close cultural influence of the low individualism in Malaysia, Indonesia and 
Venezuela on their attitudes towards group association and information handling related to groups. 
Attitudes like “Share everything I know with family” and “Share everything with closest group” 
are common among these countries. These attitudes combined with other risky attitudes, for 
example in the case of Malaysia where respondents consider that “all information has the same 
value” (Q9) and usually “store information on insecure places” (Q4), create high risk scenarios 
that may lead to information leakages. 
It can also be said that, these kind of attitudes reflect the intentionality of information sharing 
on these countries. On the following table, the intentionality of the negative attitudes will be shown 
for each country. This table reflects the fact that people that agreed to the negative values given to 
each attitude, would intentionally behave that way in their daily life, while if most of them did not 
agree with the surveyed attitude then it is considered it would only unintentionally happen. 
Based on this, Table 14 can be represented as a new Table 15, showing the attitudes which 
are intentional and the ones that are not. Attitudes with grey background are those negative 
attitudes on which the respondents were expected to answer “Strongly agree” or “Agree” in order 
to be considered a risk. 
  
39 
 
Table 15. Intentionality based on Culture of Surveyed Countries 
Countries Indonesia Malaysia Japan Venezuela 
Questions Percentages of Negative Values 
Q1 I restrict the access to my personal information I I I I 
Q2 Keep confidential information on restricted place I I I I 
Q3 Share information for reward I I U I 
Q4 Store information on insecure places I U I I 
Q5 Avoid accessing confidential information 
on public places 
I I I I 
Q6 Share everything I know with family I U I I 
Q7 Share everything with closest group I U I I 
Q8 I fulfill security parameters established, even if it  
means working overtime 
I I I I 
Q9 All information has the same value I U I I 
Q10 Prefer to confront coworkers, rather   
than acting incorrectly 
I I I I 
Q11 Normal to break rules if coworkers do it I I I I 
Q12 Important for me to be part of a group U U U U 
Q13 Help others even while working overtime U U U U 
Q14 Own interests are top priority U U U U 
Q15 Respect rules considered necessary U U I U 
Q16 Avoid taking risks as possible I I I I 
Q17 Uses own name on SNS's U U I U 
Q18 Doesn't upload own picture to SNS's U I U U 
Q19 Doesn't share personal information  on   
SNS’s that are not work related 
I I I I 
Q20 Doesn't reveal location by "check-in" on SNS I I I I 
 
On Table 15, the intentionality or unintentionality of the attitudes surveyed is shown. Based 
on Table 14, it can be said that if more than 50% of the respondents agree to a certain attitude 
negative values, then it is considered that such attitude is unintentionally present on the studied 
country. Meaning that since it is natural for a person to think that way, such attitude may be carried 
out naturally without showing any extra intentionality. For an outsider, some attitudes may seem 
unintentional for a certain country, but in reality they are intentionally based on the other countries’ 
way of thinking.  
Based on the nature of these attitudes and its close relation with human behavior, it is 
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considered that these kinds of risks may only be detected by behavior analysis, and classification 
of what is appropriate and what isn’t.  
Since it has also been confirmed that some information sharing is done intentionally based 
on cultural differences and based on other survey results that show that E-mail usage for 
information sharing is the preferred method in all of the surveyed countries, then it is also 
considered that any solution must be able to monitor e-mail activity and classify abnormal behavior 
taking into consideration cultural background. Concerning information sharing, this survey 
handles information on a broad meaning, not restricting it to confidential information or trade 
secrets, which are the ultimate focus of this research. However, the survey results show that risky 
attitudes like “All information has the same value” are present in surveyed countries like Malaysia. 
Such attitudes negatively impact confidential information handling and links this survey to it. 
In the next chapter, considerations concerning the proposed tool will be made based on this 
discussion and some other findings in literature surveyed will be explained. 
  
  
41 
 
 
Chapter 4 
4. Considerations concerning Detection Tool 
 
 
 
Based on the survey findings and the discussion on the past chapter, a basis has been 
established on the requirements that the tool to be proposed must fulfill. In the current chapter, 
further discussion concerning this tool will be made. 
4.1 Basic Requirements 
As a basis mentioned on the last chapter, the tool must provide a way to analyze human 
behavior. That will be the main emphasis or purpose of the tool. Another one of the requirements 
derived from the survey is that the tool must offer some kind of e-mail monitoring. This is based 
on the choices made by the respondents of all surveyed countries which selected e-mail as their 
first mean they use to share information with someone. 
Besides the before mentioned requirements, the following requirements will be taken into 
consideration as well: 
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a. Impartial. 
It must decide fairly based on data in order to avoid any kind of misunderstanding. 
Sometimes managerial decisions are taken based on factors outside the scope of the inquiry 
(business impact, resources consumption, among others), on the field of information security, 
especially on the case of human management, personal input and criteria are affected by cultural 
backgrounds and human errors are common, thus by ensuring that the tool proposed is impartial 
when making data based decisions, a better compliance of the security standards to prevent the 
problem of “unintentional sharing of confidential information” may be secured. A research paper 
about “Managerial Responsibilities and Procedural Justice” by Folger and Bies (1989) quotes a 
Fortune 500 company manager that states the importance of being impartial and consistent when 
making decisions, especially because it affects his relationship with the employees. 
b. Internal. 
Since the risk posed by the problem studied relates to the way of thinking of employees 
within a company, it is important that the tool proposed be an internal monitoring mechanism for 
people with or without access to sensitive information. This system then will handle the monitoring 
of the behavior of all of the employees within a company to prevent possible internal leakages. 
c. Prevent bias or double standards. 
It is the experience of the author that sometimes rules are applied thoroughly to certain 
people, mostly by those in the position of power. It falls in what Japanese people may call “Power 
harassment” or simply corruption in the case of public officials. In the case of the author, in 
Venezuela the statement “This rule applies to you but not to me” is quite often used by policemen 
and within companies, by managers or other figures of authority. In the research by Folger and 
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Bies, it is stated that in order for employees to perceive “procedural justice”, suppressing biases 
falls within the responsibilities of the managers. Thus, the tool, since it will be under the control 
of figures of authority within the company, must be developed in such a way that it suppresses any 
biases it may have. 
d. Evaluate based on behavior, not rules. 
Based on the study previously (Folger and Bies, 1989) mentioned as well as on the nature 
and characteristics of the problem that this research is trying to prevent, an evaluation based on 
behavior and not on rules is considered necessary. Since rules may be misinterpreted or applied 
arbitrarily, the classification of users’ behavior must be made based on the observation of users’ 
behavior and not on any rules or human decision. 
e. Don’t hamper business. 
This is a necessary requirement on any control system. Many technological solutions may 
fail or cause errors that can delay or even deny access to important information on any given time. 
Thus, it is considered important that the tool proposed does not interrupt normal business activities 
while monitoring the behavior of employees. 
f. Take into consideration cultural background measurements: 
Since the problem of “unintentional sharing of confidential information” has been proven 
to be related to the way of thinking of people which is affected by their national culture, the tool 
proposed must take into consideration the cultural measurements provided either by Hofstede’s 
framework of cultural dimensions or the theory of LoP. Such scores, may help differentiating the 
employees’ way of action and provide the system with more information about the user’s behavior 
or what is expected of the employees with certain values. 
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4.2 Detection System Selection 
By taking into consideration the previously mentioned requirements, a search of different 
methods to classify or detect abnormal behavior on information systems was made. Based on 
previous studies on the field of abnormal behavior detection, the following methods were found to 
be relevant for the current research: 
a. Behavioral Profiling 
Other researchers on the field of behavior classification have incurred into what is called 
Behavioral Profiling, which in its general meaning is “a behavioral and investigative tool that is 
intended to help investigators to accurately predict and profile the characteristics of unknown 
criminal subjects or offenders” (Maor, 2013).  
Based on this definition, Fernando (2014) used this kind of profiling techniques to implement 
a managerial solution to the problem of “improper sharing of information by authorized insiders 
with outsiders or unauthorized insiders”. The problem tackled by this author is found to be closely 
related to the problem that is the main focus on the current research (“unintentional sharing of 
confidential information”). Fernando proposes on her research a managerial solution that relies 
both on “technological and social techniques to achieve internal control of information and 
communications within an organization”. 
Fernando’s solution uses a rule-based inference system to confront this problem. This kind 
of approach, based on the basic requirements explained in the previous subsection, is not found to 
be optimal based on the premise that rule-based systems may be biased or have double standards. 
In the case of user behavioral profiling on computer systems, computer behavioral profiling 
systems are focused on identifying normal user patterns. On this case, Maor explains: “the 
suspected cybercriminal cannot be visually seen and/or analyzed for a long period, which is not 
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the case in the physical world. This means that online behavioral profiling is based purely on a 
limited set of user actions collected by detection systems. That is why current detection systems 
have opted to analyze normal user behavior, define a normal user profile and then raise a red flag 
if an action outside of that “normal” profile occurs. This approach should sound familiar, it’s called 
white-listing.” 
Maor then lists the problems with white-listing by mentioning techniques that cybercriminals 
familiar with this approach use to circumvent it. 
One example of such studies is the one conducted by Yang (2010) on her paper “Web user 
behavioral profiling for user identification”. This study offers a mathematical approach to detect 
users’ behavior based on their pattern of actions. It creates user profiles capturing the strength of 
users' behavioral patterns, which can be used to identify users. Their study is used to identify users 
by looking at the data gathered through their sessions on a web system. This kind of study is found 
to require a great amount of input data to accurately identify the users based on their behavior and 
it is also found that it doesn’t consider cultural measurements on their profiling. In the case of the 
current research, the user’s behavior is already recorded on the access log of any company and, 
furthermore, it is guaranteed to a certain extent that each user logs or uses the system with their 
right credentials. Thus, the approach given by this study is not suitable as it doesn’t really apply to 
the problem at hand. 
b. Machine Learning Techniques used on Behavioral Analysis 
Machine Learning is the scientific field on which the construction and study of algorithms 
that learn from data is carried out. This is a subfield of computer science that derives from artificial 
intelligence research it is strongly tied to statistics and mathematical optimization. This field is 
commonly used on a range of computing tasks where rule-based algorithms are not appropriate. 
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Since it has been discussed previously that the current research must not rely on rule based systems, 
this field is explored to find a solution or approach that may allow even people that are not experts 
on this field to create a classification tool that may help to detect abnormal behavior within a 
company. 
Classification: 
There are several ways of classifying machine learning tasks. A first type of classification 
divides the machine learning tasks based on the type of learning signal or feedback the learning 
system has available as follows: 
 Unsupervised Learning: 
On this kind of machine learning techniques, the input of the algorithm is not given 
any particular kind of label, giving the algorithm the option to find the structure it 
may find on this input. 
This kind of learning can be used to find hidden structure or patterns on data or it can 
also be used for a particular goal. 
Based on the characteristics of this kind of learning, it is thought to be unsuitable for 
the current research, as in this case, the training data required for the machine learning 
can be easily classified and, given that feedback, a supervised learning can be easily 
conducted. 
 Supervised Learning: 
On this case, the algorithm receives specified inputs and desired outputs for each of 
the input data given. The goal of this case is that the algorithm “learns” a certain 
pattern based on these examples and is then able to perform predictions based on the 
learned rule. 
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 Reinforcement Learning: 
On this final case, the algorithm interacts with a dynamic environment to reach a 
certain goal. For this particular case, the algorithm is not instructed on its performance, 
meaning no feedback is given to it. Applications of this kind of tasks include: driving 
a vehicle or learning to play a game by playing against an opponent.  
Based on the previously explained techniques, literature was surveyed in order to find the 
most suitable and easy to apply machine learning technique for the problem of classifying 
abnormal behavior. Literature surveyed implied that the most common cases used are: Hidden 
Markov Model, Support Vector Machines, and Neural Networks. 
Hidden Markov Model: 
The Hidden Markov Model (HMM) is an unsupervised machine learning technique based on 
statistical tool for modeling sequences that can be characterized by an underlying process 
generating an observable sequence. 
Other researchers have used this kind of approach to detect or classify the users’ behavior on 
different kinds of systems.  
Zheng, Yang, Wang and Guo (2009) on their paper “Access Model of Web Users Based on 
Multi-chains Hidden Markov Models” used an HMM to detect abnormal behavior in a specific 
time frame and in the case of Distributed Denial of Service (DDoS) attacks. They seek to find out 
the major differences between abnormal access and normal access in the application layer. They 
applied tests on simulation data that indicate this model can simplify web users’ access behavior 
to a certain extent thus being able to discern abnormal access. 
This paper however, is applied for external attacks, which does not fall in the scope of the 
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current research. Also it is found that the kind of web system being implemented influences the 
complexity of the model, thus making the probabilities used for the detection extremely small. 
A similar application is used by Xie and Yu (2009) on their paper “A Large-Scale Hidden 
Semi-Markov Model for Anomaly Detection on User Browsing Behaviors”. Since their approach 
is also used for external attacks and doesn’t consider cultural measurements or allows them in, this 
kind of approach was considered but not adopted for the tool proposed. 
It is found that most of the applications related to Hidden Markov Models are closely linked 
to the field of intrusion detection when talking about user behavior analysis. 
This kind of technique is useful for pattern detection on currently available data, as the 
previous explanation of unsupervised learning applies to it, however, the difficulty of setting 
parameters and the amount of knowledge required to set it up for the current problem, does not 
make this a viable solution for the business environment. A solution that is simpler to apply and at 
the same time accurate is preferred for the current research. 
Neural Networks: 
Neural networks are a type of statistical machine learning technique used to estimate or 
approximate functions that depend on a large number of inputs and are generally unknown. On 
literature surveyed, neural networks are used “to detect the existence of anomalous and unknown 
intrusions against a software system using the anomaly detection approach” as Ghosh, Wanken 
and Charron (1998) explain in their study. They apply this kind of technique for the detection of 
external attacks, more specifically of intrusions, based on misuse detection or anomaly detection. 
Ghosh has also conducted research on the same topic (Ghosh, Schwartzbard and Schatz, 1999) 
by applying different types of neural networks to a similar problem. As explained on their paper, 
they present “three anomaly detection techniques for profiling program behavior that evolve from 
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memorization to generalization”. They start by using an equality matching algorithm, evolving to 
a feed-forward backpropagation neural network and finally an Elman network. However, their 
research focuses on behavior observation in order to detect intrusions into a system. Their research 
also does not specify the kind of data used and training conducted on the neural networks. It is 
often found that this kind of method is difficult to train and does not correctly classify data in non-
lineal spaces. Thus, this kind of method although considered is not applied on the current research. 
Classifier based on a Support Vector Machine: 
As a final choice, another machine learning technique that is commonly used in behavioral 
analysis is explored as a solution. It is the technique of a Support Vector Machine. “Support Vector 
Machines are based on the concept of decision planes that define decision boundaries. A decision 
plane is one that separates between a set of objects having different class memberships.  
Support Vector Machine (SVM) is primarily a classier method that performs classification 
tasks by constructing hyper-planes in a multidimensional space that separates cases of different 
class labels. SVM supports both regression and classification tasks and can handle multiple 
continuous and categorical variables.” 
As stated by Shon and Moon (2007), “the Support Vector Machine (SVM) is known to be 
one of the best machine learning algorithms to classify abnormal behaviors. The soft-margin SVM 
is one of the well-known basic SVM methods using supervised learning.” 
The advantages of using an SVM classifier are enumerated by Auria and Moro (2008) on 
their study called “Support Vector Machines (SVM) as a Technique for Solvency Analysis”. The 
advantages they enumerate that are of relevance for this research can be summarized as follows: 
1. Auria and Moro (2008) mention that: “By introducing the kernel, SVMs gain flexibility in 
the choice of the form of the threshold separating different classes of data”. 
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2. They also mention that: “SVMs provide a good out-of-sample generalization. By choosing 
an appropriate generalization grade, SVMs can be robust, even when the training sample has some 
bias”. 
3. And finally, they mention that: “SVMs deliver a unique solution, since the optimality 
problem is convex. This is an advantage compared to Neural Networks, which have multiple 
solutions associated with local minima and for this reason may not be robust over different 
samples”. 
This machine learning technique is found to allow the definition and decision of the 
characteristics used to classify any kind of behavior. 
Studies have been found to apply this technique on the classification of human behavior on 
many different ways. For example, the classification of human behavior based on visual input and 
also the classification of e-mail behavior, or written information based on predefined parameters.  
Reasons for using this approach: 
 It is considered that this kind of technique is flexible to different kinds of input, such 
as the cultural scores of Hofstede or the theory of LoP and also any kind of input from 
the managers that set the policies within a company.  
 It is also found that this kind of system allows training for automatic classification 
and the training data set needed could be easily expanded to add new instances 
whenever needed. Thus, it could always improve whenever a classification error is 
made.  
 It is also found that the setting up and training of this kind of system is easy for those 
that are not familiar even with the theory behind them. There are many commercial 
solutions that make it available and easy to use for anyone. 
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 Tuning up of the parameters for this kind of solution can be easily conducted 
depending on the data structure and the kernel used for the classification task. 
Based on the benefits and versatility of this kind of system, it is chosen for the current 
research. It will be applied in such a way that it will analyze the database of a system used in any 
company and based on the log of user’s information it will detect whether the behavior of a user 
of the system is correct or an potential leakage may be in process.  
On the next chapter, further discussion on the specific details of the support vector machine 
proposed and the system used to test its effectivity will be made. 
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Chapter 5 
5. Proposal of the Detection System and Evaluation through 
Simulation 
 
 
 
On the previous chapter, a given set of conditions based on the actual data gathered through 
a survey on low individualism countries and on surveyed literature indicated the kind of tool to be 
proposed and the requirements it must meet. The chosen technique to apply for the tool proposed 
is a support vector machine (SVM), a machine learning technique used for different kind of 
problems, including the one that is the main focus of this research, the problem of classifying data. 
Figure 1 shows a rough draft of how the proposed classification system would work. 
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Figure 1 Proposed Tool Action Flow 
On this chapter, a more profound description as to the specific kind of data that the proposed 
tool will be classifying and the description of how the training data required for its training was 
obtained, as well as the evaluation of the classification tool through a simulation conducted based 
on a real life business environment application. 
First, let us start by discussing about the SVM, its application, the kind of data sets created 
for its training, the labels used for classification and the kind of inputs received for classification. 
On the case of interest for this research, the SVM used was developed by using the JAVA library 
called JAVA-ML (JAVA Machine Learning). This library offers the programmer many different 
machine learning techniques and an easy to use data representation format to handle data sets. 
In order to apply the SVM classifier, another kind of system that feeds the classifier with new 
data and activates its subroutine at a specific condition was developed. 
This system would also define, based on certain conditions, the characteristics that would be 
included on the vectors that would be created for the training and classifying data sets, as well as 
the conditions on which the classification would be applied. 
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5.1 The Main System 
In order to gather real life business data to prove the validity and utility of the proposed tool, 
a partnership with two companies from Niigata prefecture in Japan was made to develop a web 
system that would collect the needed data to use on this research. 
The author was approached initially by a company called Orue (株式会社 オルエ) in order 
to develop an application for one of its clients, a company called Furumai (株式会社生活サポー
ターふるまい). The latter, is a company that provides support and care services for elderly people 
in Mitsuke city in Niigata Prefecture. 
Based on the specifications received from Orue, a web information system was developed 
for Furumai, this web system among other things would handle the following: 
• Customer’s information. 
• Personal Information. 
• Daily Attendance 
• Monthly Attendance Schedule 
• Daily Vital Signs and other readings. 
• Staff Information 
• Staff Information. 
• Staff Schedule. 
• Business Information 
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• Reports on number of customers. 
• Staff Attendance and Activities. 
• Internal communications. 
On Figure 2, the use case diagram for the system is shown. 
 
 
Figure 2 Use Case Diagram for the Main Web System for Furumai 
This web system was developed based on the JAVA technology, with JSP (Java Servlet 
Pages) as the web interface and PostgreSQL as its database management system. 
The database, besides containing the information used by the system, would also contain the 
system user’s information and an activity log that would help in the observation of the user’s 
behavior. 
The activity log is created on the form of a table like the following: 
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Table 16. Example of the System’s Log. 
Serial Username Date Time Page 
6987 "malay" "2014-11-12" "18:36:24" "1" 
6988 "malay" "2014-11-12" "18:36:24" “2” 
6989 "malay" "2014-11-12" "18:36:28" "3" 
 
As it can be seen on the table, the system’s log would contain very specific and useful data 
that once processed would become the vectors used by the SVM classifier for its work. 
On table 16, several fields can be seen. The field called “Serial” is used as a primary key for 
the database management system to differentiate between each registry. The field “Username” 
registers to which user the observation belongs to. The fields “Date” and “Time” record the specific 
date and time of the observation and lastly, the “Page” field, registers the number of the page that 
the user visited on that determined date and time. For each JSP file that the user could see, a number 
was given to identify that page, that way the path of pages seen by a user could be represented by 
a list of numbers. For example: 1, 2, 3, 4, 4, 5, 5, 6, etc. This kind of representation would help in 
the processing of any particular session to count instances or detect certain kind of transitions that 
may be of interest when creating the SVM’s data vectors. 
5.2 SVM Classifier  
As mentioned before, the SVM requires the definition of vectors in order to classify data. 
The vectors used are groups of characteristics that are evaluated and quantified for classification. 
On this case, based on consultations with the management staff of Furumai, 2 kinds of vectors 
would be defined in order to represent the data of a user session. A short vector that doesn’t contain 
login information and a long version that contains the login information of the session. A session 
on this case is the path a user travels through the system between each login and logout instance. 
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5.3 SVM Vector’s Characteristics 
From now on, the characteristics definition for the short vector will be explained: 
• Number of Searches. 
The web system developed for Furumai, works with a series of searches that allow the 
access and manipulation of the customers’ data. Searches help the user look for the 
customers’ daily chart, the personal information, past day’s charts, attendance information, 
etc. This kind of information, which is considered confidential by the staff of Furumai is 
the objective to protect from any kind of internal leakage, thus searches conducted on the 
system for this kind of information must be counted based on the management’s policy. 
• Number of Emails 
Since e-mail monitoring is one of the requirements on the current research, this feature is 
implemented by counting the number of e-mails sent by a user on a determined session. In 
combination with other characteristics that will be explained shortly, this is one of the 
forms on which the e-mail monitoring is conducted. 
• Number of Errors 
For the Furumai staff, counting the number of errors registered by the system was also 
important. These errors may vary from, mistaken input (in the case of inputting 
alphanumeric values on a numeric field or the other way around), repeated inputs on a 
registered customer, among other errors that the system would register. 
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• Number of Steps 
Represents the number of transitions from the moment a user logs into the system until the 
user logs out of it. In the case of a session like: 1, 2, 3, 3, 4, 4, 3, 3, 60; the number of steps 
would be counted as 9. 
• Number of Good Patterns 
This characteristic, combined with the next one (Number of bad patterns) and the one that 
counts the number of e-mails, are one of the main tools of this classification problem. For 
each user, certain patterns corresponding to the usage of the web system developed for 
Furumai, were specified as accepted by the management of Furumai. Those patterns are 
based on the transitions conducted on the web system that are accepted by the staff as a 
regular day activity that they carry out when handling the system. 
• Number of Bad Patterns 
This characteristic specifies the transitions that are not accepted by the management and 
staff of Furumai as a natural transition when using the system. This characteristic mainly 
counts the number of times a user sends an e-mail after looking for determined information. 
A distinction is made here my Furumai management, which required this characteristics’ 
processing to be more detailed. Furumai management considered that e-mail sending is a 
daily activity that most of its staff conducts, however, at the time of defining the bad 
patterns that would be counted for each of the countries involved on this simulation, they 
decided to be stricter on the transitions towards sending an e-mail conducted by foreign 
staff. Meaning, while Japanese staff were allowed to freely send e-mails after a certain 
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search, in the case foreign staff would do the same activity, it would be registered as a bad 
pattern. 
This kind of arbitrary measure was taken by Furumai after being explained the results of 
the survey conducted. They considered that the intentionality of information sharing in 
other countries to be a problem when dealing with this kind of functionality (e-mail). Thus, 
in order to avoid any kind of problem, they would restrict foreigners’ e-mail sending 
functionality after a search to accept the cases of sending an e-mail only when the daily 
report of a user (it is a report that resumes the daily activity a user had on the premises). 
This kind of report is common to leave the company without much thought, so, for the 
Furumai staff it was acceptable to lower the confidentiality level given to it. 
• Level of Potential Information 
Since the system is being applied in Japan and under Japanese management rules, it was 
considered by the author that the level of potential scores would be appropriate measures 
to use as the other tool used by the classifier, cultural information. Since the level of 
potential scores mostly exist for 4 of the 6 dimensions currently present in Hofstede’s 
framework, the scores for those 4 dimensions will be added to the SVM characteristics’ 
vector. 
The values added will be the level of potential for power distance index (PDI), 
individualism (IDV), masculinity (MAS) and uncertainty avoidance index (UAI). This will 
allow for future developers to take into consideration not only problems related to 
individualism as the current research does, but also problems related to other cultural 
dimensions as well. The use of the 4 dimensions mentioned also helps differentiating 
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between countries, since it serves as a kind of composed key to differentiate between the 
countries of each system user. On the case of Japan, the values used for these 4 
characteristics of the vector would be 0 because it is the pivot country used on this research. 
The previously explained characteristics are used to construct the SVM vectors used for the 
classification of user behavioral data. On the next table (Table 17), an example of a short SVM 
vector will be shown. 
Table 17. Example of a Short SVM Vector for a Japanese User 
# 
Searches 
# 
Emails 
# 
Errors 
# 
Steps 
# 
Good 
# 
Bad 
LoP 
PDI 
LoP 
IDV 
LoP 
MAS 
LoP 
UAI 
1 1 0 3 1 0 0 0 0 0 
 
The previous table shows the short SVM vector for a Japanese user’s session. The user on 
that session conducted 1 search, sent 1 email and, from the time the user logged into the system, 
to the time the user logger out, he conducted 3 transitions. Since the e-mail was sent after searching 
for an allowed report or kind of information (a use case on which the company’s security policy 
allowed sending an e-mail afterwards), the number of good patterns is set to 1. As mentioned 
before since the pivot country is Japan, the level of potential scores assigned to this vector because 
the user is Japanese is 0. 
On the case of the long SVM vectors, login information is added. To add such information, 
two new characteristics are added as follows: 
• Number of Login 
The number of logins characteristic indicates the number of times in a day a user logs into 
the system. This number is cumulative on a daily basis, meaning after end of business hours, 
it would reset to 0 to accumulate again during the next business day. 
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• Number of Logout 
Same as the past characteristic, this one counts the number of times a user logs out of the 
system within a day. 
The reason behind adding both of these characteristics is that sometimes users may leave 
their terminals logged into the system unattended, thus a session timeout may occur and a disparity 
between the number of times a user logged into the system and the number of times a user logged 
out would be detected. On such scenarios, another user may use the unattended terminal to share 
confidential information or to extract it. Since this may help prevent this kind of human error 
because of the users’ carelessness, the characteristics were added to the SVM vector. 
The following table (Table 18) represents the longer form of an SVM vector which includes 
the lastly explained characteristics. 
Table 18. Example of a Long SVM Vector for a Japanese User 
# 
Login 
# 
Logout 
# 
Searches 
# 
Emails 
# 
Errors 
# 
Steps 
# 
Good 
# 
Bad 
LoP 
PDI 
LoP 
IDV 
LoP 
MAS 
LoP 
UAI 
1 1 1 1 0 3 1 0 0 0 0 0 
 
On the example shown above, the Japanese user to which session corresponds this vector 
logged in once and logged out once according to the register shown in the vector. The following 
table (Table 19) will show an example of another user that during the day let a session timeout 
occur because of leaving the computer unattended. 
Table 19. Example of a Long SVM Vector for a Japanese User with Login disparity 
# 
Login 
# 
Logout 
# 
Searches 
# 
Emails 
# 
Errors 
# 
Steps 
# 
Good 
# 
Bad 
LoP 
PDI 
LoP 
IDV 
LoP 
MAS 
LoP 
UAI 
3 1 56 5 0 90 5 0 0 0 0 0 
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Based on the example above, it can be seen the kind of login disparity a user can incur during 
a business day. On this kind of cases, the SVM that handles this kind of vector is supposed to 
throw an alert letting the ISO know of the mistake by the staff. 
5.4 SVM Training Data Set Construction 
Now that the parameters are set for the proposed system and the application that will be using 
it for behavior monitoring is developed, it is required to gather training data for the SVM classifier 
to use. 
Real life behavioral gathering was conducted on location at Furumai. Once the web system 
was fully developed, usage data was collected from the database’s log and processed to get the 
instances of the data set used for training the SVM. 
The processing was done automatically by a subroutine on the main system in charge of 
creating the SVM vectors, based on the conditions for each characteristic, for analysis after each 
session logout. 
The simple characteristics that required calculating the number of times a determined event 
occurred during the session were gotten by SQL queries directed to the database based on the 
user’s information and date and time of the logout. 
The LoP scores for each user were assigned after getting their nationality from the User’s 
database and the LoP scores from the LoP scores’ database. 
The two characteristics that required a more intricate process to calculate are those that count 
the number of good or bad patterns on any given session. 
These characteristics depend mainly on the event of sending an e-mail after conducting any 
kind of search. Thus, for each session, the following algorithm was followed to calculate such 
values: 
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1. Get all the events on a given session. 
By using a SELECT query, all of the instances logged in the database for that user on 
that given date and were searched. 
2. Convert the instances of each page number (see database log explanation) into an array 
that keeps the same order of events as the database log. 
3. Since each page on the web site (GUI for the main system) has its own page number 
assigned as an identifier, go through the array sequentially and for each page number that 
indicates a search result page, stop and go to the next array value and compare to check 
if it the value represents the page on which an e-mail is sent. 
4. If the value in fact reflects an e-mail was sent after getting the search result, based on the 
company’s security policy, count as a good pattern if the user is indeed allowed to send 
an e-mail after a determined search or as a bad one if not. 
By following the previously explained algorithm, instances of the training data set were 
constructed for Japanese users. These instances were then classified both as correct and incorrect 
user behavior based on the employees experience. Furthermore, instances of behavior that the 
company’s policy would not allow a foreigner to conduct were simulated as well by the company’s 
staff and included on the training data set. 
This process was repeated on the course of one business day on which staff members 
participated on the data collection task. 
It is worth mentioning that at the same moment, 2 different data sets were being constructed, 
one that did not include login information (for the short vector SVM classifier) and one that 
included it (for the long vector SVM classifier). 
Both of them at the same time were divided into two as well. One that included LoP 
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information as cultural background and one that did not include it, in order to create a baseline for 
comparison. 
Each training data set contained 144 labeled instances after concluding the data gathering 
task. In order to provide a tool that is accurate on the predictions or classifications it’s meant to 
conduct, the tool’s model must be validated. In order to conduct such validation, any number of 
techniques exist, either exhaustive or non-exhaustive. 
From these, an exhaustive method, a 10-fold cross validation was conducted on each of the 
training data sets constructed based on the behavior of the staff of Furumai. 
This cross validation was conducted on the training data sets with the use of the software 
WEKA. It is a tool used for working with different machine learning methods that provides a 
simple graphical user interface for conducting tests and evaluations of different techniques. 
The 10-fold cross validation was conducted at the same time of a grid search for tuning up 
the parameters of the SVM to be created based on each training data set. 
This will be discussed further on section 6, on the discussion of the SVM tuning for optimal 
results for this research. 
5.5 SVM Interaction with Users and Main System 
From now on, the interaction of the users with the main system and how it relates to the use 
of the SVM classifier for abnormal behavior detection is explained. 
The following figure (Figure 3), graphically shows the data flow to be followed by users of 
the main system (Furumai’s web system) and how it interacts with the database and SVM classifier. 
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Figure 3. User interaction with Main System and the SVM Classifier 
On Figure 3, the general data flow for a user session is shown. It shows how user’s requests 
for determined pages influence the input towards the database log, which at a certain point, will 
feed the SVM with the vector created based on that user’s session log. 
On Figure 4, the detection flow conducted by the proposed SVM classifier is shown. 
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Figure 4 SVM Detection Flow 
Based on Figure 4, it can be seen how from the database, the user session log and other 
information such as the user’s nationality is extracted for the vector constructor, which counts the 
relevant information and, with the help of the pattern analyzer and the LoP calculator, creates the 
vector to be classified. This vector is then fed to the SVM classifier that uses the corresponding 
training set (with the previously classified vectors constructed based on the users’ log for the 
Furumai system) to establish the classifying function that will decide whether this newly 
constructed vector correspond to normal or abnormal behavior. And lastly, it throws a 
classification result which may be of an “OK” label indication a correct use of the system by the 
user on that day, or an “ALERT” label indicating that until that point, the user had conducted some 
abnormal behavior and there is a high probability of information being leaked.  
By using the tool proposed, an experiment based on a simulation of a real business 
environment was conducted. The following chapter will elaborate more on this simulation, which 
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serves as the evaluation of the effectivity of this proposed tool, and its results will be shown and 
discussed. Furthermore, as a survey was conducted for feedback by the simulation participants its 
results will also be discussed.  
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Chapter 6 
6. Performance Evaluation of the Detection System 
 
 
 
On the previous chapter, the proposal of a behavior classification tool based on a support 
vector machine was discussed and explained in detail. This chapter will begin by discussing the 
evaluation methods proposed for the classification tool and then it will show and discuss the results 
concerning the behavioral classification implemented through the proposed SVM. Furthermore, it 
will discuss the results of a survey conducted to obtain feedback in several aspects of the simulation, 
including the systems’ way of handling cultural diversity. 
6.1 Simulation of a Real Business Environment for Testing 
In order to find out whether the proposed SVM classifier would work on the business 
environment of an actual company, and that it would actually be able to pick up the cases on which 
abnormal behavior, or in this case, behavior that is not accepted by the company based on cultural 
background, a simulation was conducted on experimental conditions to test and evaluate the tool. 
The simulation was made to conduct individual tests of the system’s monitoring capacity by 
collecting data on its classification capacity. Furthermore, a survey was conducted after the 
simulation in order to gather: feedback concerning the interaction with the system and the classifier, 
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feedback concerning the experiment and feedback concerning cultural impact felt during the 
simulation. 
During the simulation, each user assumed they were employees working for Furumai. A 
small explanation was given before starting, it consisted on training the simulation participants on 
some basic system usage (by showing some of the system functionalities) and explaining the 
expected behavior that an employee must have according to company policies. 
Since no similar experimental conditions were found on literature surveyed, it is assumed 
that no actual baseline exists for comparison, thus, in order to create such a baseline, the simulation 
was conducted in 2 ways: one by making use of cultural data (level of potential scores as 
information of the participants’ countries) and one without for contrast. 
The simulation participants were mainly students of Nagaoka University of Technology and 
based on their nationalities they are divided in groups of: 5 Japanese Students, 5 Venezuelan 
Students and 4 Malaysian Students. These students are considered a valid sample since they have 
the same education level that is expected of employees in real business environments, also, they 
have the same education level as most of the survey respondents mentioned previously. 
After the simulation explanation was given and the participants were shown the system 
functionalities, they were allowed to carry out 15 sessions within the system. Each session would 
constitute a test case. For each test case the following steps were followed: 
1. The users would login and logout once.  
2. The users would then conduct their run through the system, by making searches, sending 
e-mails and simulating what they would do if they were employees of the company. 
3. After they logged out, the system would calculate and generate the vector corresponding 
to the session. 
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4. The vector would be analyzed by the system and a result would be given according to the 
training data set that was fed to the SVM classifier. 
5. The user was asked to then point out if they were trying to behave within the policy 
parameters of the company or to show any sign of abnormal behavior. 
6. Both the system’s result (classification of the user’s behavior on that session) and the 
user’s response were tabulated. 
7. Lastly, the database was cleared to remove the log entries concerning the session and the 
participant would start again. 
It is important to point out that a control number (registry number generated automatically for 
each case) was set by the database for each vector that was created and the result was also saved 
on the same database. It is worth pointing out that at the same time 2 databases were being used, 
one for single login session (1 time login and 1 time logout) which was the one being cleared as 
shown on step 7, and one that was cumulative, meaning that it was only cleared when a new user 
would start the simulation (this was done to test the scenarios on which the user conducted several 
sessions on the same day). 
For each participant 15 test cases were conducted. Each test case was evaluated as follows: 
1. If the user pointed out that they were trying to behave within policy parameters, then the 
SVM classifier was expected to not show any alert or classify it as good behavior. 
2. On the case that the user pointed out they were trying to misbehave, then the classifier 
was expected to show an alert. 
After each participant concluded their test cases, as mentioned previously, a survey was 
conducted. The survey items included profile questions concerning the participant’s gender, age, 
and nationality and 11 questions in the form of affirmations to which the respondents would answer 
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Strongly Agree, Agree, Disagree or Strongly Disagree. 
Survey items were comprised of affirmations concerning the user’s simulation experience, their 
sensation concerning the activities flow (whether they felt if the system was annoying or impeded 
somehow their workflow), if they felt somehow that they were being monitored while conducting 
the tests and their opinions concerning the system. 
Table 20 shows the survey answered by the simulation participants and the choices given to each 
of the items on it. 
Table 20. Survey concerning Simulation 
Survey #  Nationality JP VE MY ID 
Gender Male Female Age 20-29 30-39 40-49 50-59 60+ 
Number Question 
Strongly 
Agree 
Agree Disagree 
Strongly 
Disagree 
1 
The explanation about the system was easy to 
understand 
    
2 
The objective of the test was clear from the 
beginning 
    
3 
My activity was disturbed by the system during 
the test 
    
4 I felt I was being monitored during the test     
5 
I felt difference in the treatment given to my 
work by the system because of my cultural 
background 
    
6 The system was easy to use     
7 
I could use the system even if it is from a 
business field different than mine 
    
8 
I feel this system protects confidential 
information 
    
9 This system detected my mistakes as an user     
10 
I am comfortable with my activity being 
monitored this way 
    
11 The system should be more flexible     
 
Same as the survey mentioned in previous chapters, the items on this survey also consisted 
on affirmations that have positive or negative connotations. On Table 20, the attitudes with 
negative connotations are shown on gray background. 
Concerning the simulation, questions 1 and 2 are made in order to evaluate if the amount of 
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information given to the participants was sufficient. Questions 3 to 11 were made to evaluate the 
participant’s opinion concerning the system and their interaction with it. Questions 3, 4 and 5 are 
made to evaluate the participant’s input concerning the SVM classifier and the possible effects it 
may have on their workflow. Questions 6 and 7 relate to usability and questions 8 to 11 relate to 
the participant’s opinion on the effectivity of the SVM classifier. 
6.2 Classification Task 
From now on, the results concerning the classification of abnormal behavior by the SVM 
classifier will be shown and explained. 
In order to evaluate the results of the simulation, for each test case, the result given by the 
SVM classifier and the expected result were compared. Based on those results, the following table 
(Table 21) was made for each country showing the results in terms of good and bad behavior 
scenarios and the number of alerts shown or not for each of the cases. This table represents a 
confusion matrix, where the rows correspond to actual classes and columns correspond to the 
predicted classes. 
Table 21. Generalization of Classifier Results for Test Scenarios 
TEST SCENARIOS ALERT SHOWN ALERT NOT SHOWN 
GOOD 
# Good cases given alert was 
shown  
# Good cases given alert was not 
shown  
BAD #Bad cases given alert was shown  
#Bad cases given alert was not 
shown  
 
Based on Table 21, results are organized for each of the countries involved in the simulation. 
The results are divided in two categories, those results of the SVM that classified behavior with 
the long type of vector (the one that includes login information) and the SVM classifier with short 
vectors (the one that didn’t include login information). For the confusion matrix, the precision and 
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recall of the SVM classifier was calculated based on the following formulae: 
Formula 1. Precision measurement for the SVM Classifier 
Precision = 
# Bad Cases given Alert was shown
# of Cases Alert was Shown  
                                                                          (1) 
Formula 2. Recall measurement for the SVM Classifier 
Recall = 
# Bad Cases given Alert was shown 
# of Bad Cases
                                                                              (2) 
Formula 1 is used to calculate the precision of the SVM classifier. On this case, the precision 
reflects the percentage of relevant cases that the classifier accurately detected among the total 
percentage of cases to which it gave an alert, whether it was accurate or not. 
Formula 2 is used to calculate the recall of the SVM classifier. On this case, the recall reflects 
the percentage of cases on which the classifier detected with accuracy the relevant cases (cases on 
which it was expected to show an alert because of an abnormal behavior). 
6.3 Tuning of the SVM Parameters 
As mentioned on the previous chapter, in order to validate the model to be used for the SVM, 
a 10-fold cross validation was conducted with the help of the software WEKA. This cross 
validation was carried out at the same time a grid search was performed to find the best parameters 
on each kernel to be used for the SVM. Based on this cross-validation and an experimental 
comparison by means of a grid search, the selection of the kernel of the SVM proposed is 
conducted. 
Selection of a Kernel 
Amongst the kernels that their study discuss, the following kernels and their functions 
(Formulas 3 to 6) are described as the basic ones that appear in any documentation concerning 
SVM’s as follows: 
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Formula 3. Linear Kernel for the SVM Classifier 
Linear: 𝐾(𝑥𝑖  , 𝑥𝑗  )  =  𝑥𝑖
𝑇𝑥𝑗                                                                                                                (3) 
Formula 4. Radial Basis Function (RBF) Kernel for the SVM Classifier 
Radial Basis Function:  𝐾(𝑥𝑖  , 𝑥𝑗) = exp (−γ ||𝑥𝑖 − 𝑥𝑗||
2
) , γ > 0                                            (4) 
Formula 5. Polynomial Kernel for the SVM Classifier 
Polynomial: 𝐾(𝑥𝑖 , 𝑥𝑗) = (γ𝑥𝑖
𝑇𝑥𝑗 + 𝑟)
𝑑 , γ > 0                                                                                 (5) 
Formula 6. Sigmoid Kernel for the SVM Classifier 
Sigmoid: 𝐾(𝑥𝑖 , 𝑥𝑗) = tanh (γ𝑥𝑖
𝑇𝑥𝑗 + 𝑟)                                                                                                (6) 
In order to select the kernel with the correct parameters for the training data, a grid search 
was conducted. The grid search was conducted initially on the polynomial kernel. The data used 
for the grid search were the training data sets constructed for each of the four cases this research 
is focused on (with and without LoP and for each of these with and without login information). 
This kernel’s relevant parameters are the error cost variable C and the degree of the function that 
will express the plane that will classify the data. When the degree of the polynomial kernel has a 
value of 1, it is the same as the case of a linear kernel. 
On the following tables (Tables 22 to 25), the grid search for the training sets constructed on 
the current research are shown.  
Although the usual values to conduct any grid search are the precision (1) and recall (2), or 
their combination (F value), for the purposes of this research, the most important parameter to be 
used is the recall. The recall is selected because it indicates the cases on which bad behavior was 
correctly detected by the SVM. Thus, the values on the tables are those who are most relevant to 
the current research, the recall for the label that indicates that abnormal behavior was detected. 
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Table 22. Grid Search for Polynomial Kernel on Training Set for SVM with Login Information 
and LoP Scores 
 C values 
 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 
Degree= 1 0.87 0.739 0.739 0.739 0.806 0.754 0.739 0.797 0.754 0.754 
Degree= 2 0.68 0.681 0.71 0.754 0.754 0.754 0.739 0.754 0.754 0.739 
Degree= 3 0.725 0.725 0.71 0.71 0.71 0.725 0.725 0.739 0.739 0.739 
Degree= 4 0.69 0.696 0.725 0.725 0.725 0.725 0.725 0.71 0.71 0.71 
 
Table 23. Grid Search for Polynomial Kernel on Training Set for SVM without Login 
Information and with LoP Scores 
 C values 
 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 
Degree= 1 0.884 0.899 0.87 0.826 0.812 0.812 0.812 0.812 0.812 0.812 
Degree= 2 0.783 0.768 0.768 0.783 0.783 0.783 0.812 0.812 0.812 0.812 
Degree= 3 0.754 0.768 0.768 0.754 0.739 0.768 0.768 0.739 0.754 0.754 
Degree= 4 0.739 0.739 0.768 0.768 0.725 0.725 0.725 0.739 0.739 0.739 
 
Table 24. Grid Search for Polynomial Kernel on Training Set for SVM with Login Information 
and without LoP Scores 
 C values 
 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 
Degree= 1 0.275 0.42 0.42 0.42 0.42 0.435 0.464 0.493 0.493 0.522 
Degree= 2 0.217 0.232 0.232 0.232 0.232 0.232 0.246 0.246 0.246 0.246 
Degree= 3 0.159 0.217 0.232 0.232 0.232 0.232 0.232 0.232 0.232 0.232 
Degree= 4 0.145 0.159 0.159 0.174 0.217 0.217 0.232 0.232 0.232 0.217 
 
Table 25. Grid Search for Polynomial Kernel on Training Set for SVM without Login 
Information and without LoP Scores 
 C values 
 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 
Degree= 1 0.275 0.391 0.42 0.406 0.42 0.42 0.42 0.435 0.478 0.493 
Degree= 2 0.217 0.232 0.232 0.232 0.232 0.232 0.246 0.246 0.246 0.246 
Degree= 3 0.159 0.217 0.232 0.232 0.232 0.232 0.232 0.232 0.232 0.232 
Degree= 4 0.145 0.159 0.159 0.174 0.217 0.217 0.232 0.232 0.232 0.217 
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Based on the past tables, a summary table (Table 26) is created on which the two most 
optimal values for the highest recall (degree and C value), as well as the recall rate obtained for 
each training set is shown. In order to compare with other kernels, another grid search was also 
conducted on an RBF kernel. The grid search is conducted based on the algorithm used by Hsu, 
Chang and Lin. This algorithm conducts an automatic grid search and plots it, giving out as a result 
the best C and Gamma values for the data set used. Those values are shown on the same table for 
comparison. 
Table 26. Parameter Comparison  for Polynomial Kernel and RBF Kernel on Training Sets 
Kernel Type Polynomial RBF 
Training Set Degree C value Recall C value Gamma Recall 
With Login and With LoP 1 0.5 0.87 2048 0.00048828125 0.754 
With Login and Without LoP 1 5 0.522 0.5 8.0 0.812 
Without Login and With LoP 1 0.5 0.884 512 0.0001220703125 0.87 
Without Login and Without LoP 1 5 0.493 0.5 8.0 0.841 
 
Based on this table, the highest recall value allows us to decide the kernel and the values 
more suitable for training on each case. As it can be seen, on the cases for the SVM with LoP 
scores, the polynomial kernel is the most appropriate one, since the recall is highest than on the 
RBF kernel. On the other case, the SVM without LoP scores is best suited to work with the RBF 
kernel. This can be explained by the complexity of the data. Data that is easier to handle is easily 
classified by a low degree polynomial function. As explained before, since the best degree for the 
polynomial kernel is the degree 1, it can be said that for these training data sets, a linear kernel is 
the most appropriate option to find a high recall value for the label that indicates abnormal behavior. 
On the other case, more complex data needs to be mapped to other planes, thus making the 
RBF kernel a better choice. This must be evaluated on a case by case basis, every time a new 
training set is created for any of the future implementations of this proposed tool. 
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Now that the kernels and parameters are set for each of the training sets, the following 
subsection will explain how the SVM classifier will interact with the users and the main system to 
classify abnormal behavior. 
6.3 Classification Results for SVM with Login Information 
As mentioned earlier, the classifier proposed was tested to measure its efficacy. By 
organizing the results of the simulation for each country based on the Table 21, Tables 27 to 34 
are created. On the following tables the results obtained through the simulation conducted will be 
shown. The results shown on this subsection are those concerning the SVM classifier that handled 
login and logout information with a vector that included more detailed information. On the 
following table (Table 27), the results concerning the simulation conducted with the help of 
Japanese participants will be shown. It shows for comparison the results of two different classifiers 
that included login information, one with LoP scores as cultural background measurement and one 
without the LoP scores. 
Table 27. Results of SVM Classifier with Login Information for Japan 
JAPAN Without LoP Scores  JAPAN With LoP Scores 
 Alert Non Alert   Alert Non Alert 
Good 22 24  Good 5 41 
Bad 17 12  Bad 21 8 
Precision 0.44   Precision 0.81  
Recall 0.59   Recall 0.72  
 
Based on the results shown on Table 27, it can be seen that in the case of the SVM classifier 
that did not include the LoP scores as cultural background data, there was a higher number of false 
positives (22) than the number of false positives in the case of the SVM with the LoP scores (5), 
furthermore, the latter one shows a higher number of risky cases detected (21) in comparison with 
the former (17). Based on these results, the comparison between the two SVM classifiers shows 
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an improvement in both precision and recall from 0.44 to 0.81 in the case of the precision for the 
SVM with LoP scores and from 0.59 to 0.72 in the case of the recall. This shows that by adding 
the LoP scores for behavior classification, both the precision and the recall for detecting abnormal 
behavior in the case of Japan was increased. 
On the following table (Table 28), the results concerning the same SVM classifiers in the 
simulation conducted with the help of Venezuelan students is shown. 
 
Table 28. Results of SVM Classifier with Login Information for Venezuela 
VENEZUELA Without LoP Scores  VENEZUELA With LoP Scores 
 Alert Non Alert   Alert Non Alert 
Good 15 22  Good 18 19 
Bad 25 13  Bad 38 0 
Precision 0.63   Precision 0.67  
Recall 0.66   Recall 1.00  
 
Based on the results shown on the previous table (Table 28), it can be seen that the results 
for Venezuela are similar to those of Japan, furthermore, it can be seen that for the risky cases 
simulated the SVM classifier that included the LoP scores as cultural background measurements 
had a perfect score detecting the abnormal behavior. However, the increase in the detection 
analysis prove to generate also a high percentage of false positives. Such mistakes in detection can 
cause some problems when applying this kind of classifying tool on the real business environment 
of any company, but, if dealt with properly, they can be used as tuning cases to be added to the 
training data set further improving the classifier. 
On Table 29, results concerning the SVM classifiers for Malaysia will be shown. 
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Table 29. Results of SVM Classifier with Login Information for Malaysia 
MALAYSIA Without LoP Scores  MALAYSIA With LoP Scores 
 Alert Non Alert   Alert Non Alert 
Good 10 14  Good 11 13 
Bad 25 11  Bad 35 1 
Precision 0.71   Precision 0.76  
Recall 0.69   Recall 0.97  
 
In the case of Malaysia, the results show similar detection capabilities as that of Venezuela. 
It can be seen how the SVM classifier without LoP scores almost maintains the results shown in 
the case of Venezuela. Furthermore, it can be added that in the case of the simulation done with 
the help of Malaysian students, the precision increased compared to the simulation with 
Venezuelan students from 0.67 to 0.76, however it can be seen that the recall rate fell from 1.00 to 
0.97. It can also be seen that in comparison to the Venezuelan simulation, the false positives rate 
also diminished from 18 to 11. 
Table 30 will show the overall results of both SVM classifiers for all countries. 
Table 30. Overall Results of SVM Classifier with Login Information 
OVERALL Without LoP Scores  OVERALL With LoP Scores 
 Alert Non Alert   Alert Non Alert 
Good 47 60  Good 34 73 
Bad 67 36  Bad 94 9 
Precision 0.59   Precision 0.73  
Recall 0.65   Recall 0.91  
 
On the previous table (Table 30), the overall results for the simulations conducted with the 
help of Japanese, Venezuelan and Malaysian students are shown. Based on these results, it can be 
said that the SVM classifier that includes the LoP Scores and login information presents a higher 
recall rate than the SVM classifier that does not include the LoP Scores. This means that it is a 
much more effective tool for detecting the cases on which abnormal behavior is observed and 
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showing an alert accordingly. This recall rate is seen to improve from 0.65 to 0.91 comparing it 
with the results of the SVM classifier without LoP scores. Concerning the precision measurement, 
it can be seen that since the SVM classifier with LoP scores generated some false positives (34), 
the precision of this tool is as low as 0.74, however this is an improvement from the other case on 
which the precision is lower (0.59). It is considered that by adding this false positives to the training 
data with their correct label, the precision measurement will increase and the number of false 
positives will decrease in a similar manner. 
On the next subsection, the simulation results concerning the SVM classifiers with and 
without LoP scores that did not include login information will be explained. 
6.4 Classification Results for SVM Login Information 
On the following tables the results obtained through the simulation conducted will be shown 
for the SVM classifier that did not handle login and logout information. The following table (Table 
31) shows the results concerning the simulation conducted with the assistance of Japanese students. 
Table 31. Results of SVM Classifier without Login Information for Japan 
JAPAN Without LoP Scores  JAPAN With LoP Scores 
 Alert Non Alert   Alert Non Alert 
Good 23 24  Good 2 45 
Bad 16 12  Bad 18 10 
Precision 0.41   Precision 0.9  
Recall 0.57   Recall 0.64  
 
On the results presented by the previous table (Table 31), it can be seen that in the case of 
the SVM with LoP scores there was an increase in the precision of the classifier from 0.41 (for the 
SVM without LoP scores) to 0.9, as well as an increase in the recall rate from 0.57 to 0.64. 
However the number of cases that were not detected properly for this tool (10) shows an increase 
comparing it to the SVM classifier that includes login information (8 cases, Table 27). This may 
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mean that in the case of Japan, more information being used by the SVM classifier will increase 
the detection capabilities of this tool. On the following table (Table 32), the results for Venezuela 
will be shown. 
 
Table 32. Results of SVM Classifier without Login Information for Venezuela 
VENEZUELA Without LoP Scores  VENEZUELA With LoP Scores 
 Alert Non Alert   Alert Non Alert 
Good 15 21  Good 10 26 
Bad 25 14  Bad 39 0 
Precision 0.62   Precision 0.80  
Recall 0.64   Recall 1.00  
 
Concerning the results of the simulation conducted with Venezuelan students, it can be seen 
that the SVM classifier that includes the LoP scores shows an improvement of the recall rate from 
0.64 to 1.00 compared to the SVM classifier that did not include the LoP scores. The next table 
(Table 33) will show the results concerning Malaysia for this SVM simulation. 
Table 33. Results of SVM Classifier without Login Information for Malaysia 
MALAYSIA Without LoP Scores  MALAYSIA With LoP Scores 
 Alert Non Alert   Alert Non Alert 
Good 12 14  Good 6 20 
Bad 23 11  Bad 33 1 
Precision 0.66   Precision 0.85  
Recall 0.68   Recall 0.97  
 
On Table 33, the results concerning the simulation for Malaysia with the SVM classifiers 
without login information are shown. It can be seen here that similar results to the ones shown for 
Venezuela have been obtained. However, in comparison with Venezuela, even if the precision of 
the SVM classifier increased, the recall rate fell to 0.97. This occurred because there were some 
cases of abnormal behavior (1) on which an alert was not shown by the system. According to 
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previous recommendations, it is thought that by adding the false alarms as well as these undetected 
cases, the precision and recall will increase. On the following table (Table 34), the overall results 
by grouping all the countries are shown. 
Table 34. Overall Results of SVM Classifier without Login Information 
OVERALL Without LoP Scores  OVERALL With LoP Scores 
 Alert Non Alert   Alert Non Alert 
Good 50 59  Good 18 91 
Bad 64 37  Bad 90 11 
Precision 0.56   Precision 0.83  
Recall 0.63   Recall 0.89  
 
On the previous table, the overall results of the simulation on the case that the SVM classifier 
implemented does not include login information are shown. Based on the results shown by the 
table, it can be seen that the SVM classifier without the LoP scores had a lower precision rate of 
0.56. Furthermore, the recall rate which implies the number of relevant cases detected by the 
classifier is 0.63. In contrast, the precision of the SVM classifier that did include the LoP scores is 
a higher than that of the other SVM. Moreover, a significant improvement is noticed on the recall 
rate for this SVM as well. Meaning that this SVM accurately predicted most of the relevant cases. 
The fell of the precision rate is explained by the number of false positives that the tool showed.  
In order to better compare these values for each of the countries that were used in the 
simulation and the overall results as well, based on the use of Formula 1 and 2, and the data of all 
the tables generated based on the results of the simulation and the application of the generalization 
explained on Table 21, the following tables are constructed for all of the countries. Table 35 shows 
the result of the SVM Classifier for all the countries on the test scenarios that included results with 
login information. The results for precision and recall for each country are divided on two cases, 
one for the scenarios on which the SVM classifier didn’t process any cultural background 
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information (the case on which the vector didn’t have the LoP scores) and one for the scenarios on 
which it did for comparison. 
Table 35. Precision and Recall of the SVM Classifier for Long Vector Test Cases 
Country 
Precision Recall 
Without LoP With LoP Without  LoP With LoP 
Japan 0.44 0.81 0.59 0.72 
Venezuela 0.63 0.67 0.66 1.00 
Malaysia 0.71 0.76 0.69 0.97 
Overall 0.59 0.73 0.65 0.91 
 
On Table 35, it can be seen how the precision for of the SVM classifier on all of the cases is 
greater when the LoP scores are included on the vectors characteristics for analysis. Furthermore, 
it can be seen that on the same table that the recall measurement, which implies the accurate display 
of an alert on the case abnormal behavior is detected, is higher on the cases the LoP scores are 
added to the characteristics of the vectors analyzed. This implies that the LoP scores, as a form of 
cultural background measurement, helps improve the recollection of relevant cases for the detector 
to show. 
On Table 36, the results of the SVM Classifier for all the countries on the test scenarios that 
included results without login information is shown. 
Table 36. Precision and Recall of the SVM Classifier for Short Vector Test Cases 
Country 
Precision Recall 
Without LoP With LoP Without LoP With LoP 
Japan 0.41 0.90 0.57 0.64 
Venezuela 0.62 0.80 0.64 1.00 
Malaysia 0.66 0.85 0.68 0.97 
Overall 0.56 0.83 0.63 0.89 
 
The results on the case that the SVM didn’t analyze login information, show an improvement 
on the precision for the classifier when includes the LoP scores in its vectors. On this case, the 
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precision increased from 0.41 to 0.90 in the case of Japan, from 0.62 to 0.80 in the case of 
Venezuela, from 0.66 to 0.85 in the case of Malaysia and an overall increase from 0.56 to 0.83. 
Furthermore, it can be seen that the recall measurement increases as the overall recall of this SVM 
classifier is 0.89 compared to the 0.63 of the overall recall for the SVM without LoP scores. By 
comparing the results of the SVM classifier with LoP scores shown on Table 36 with the classifier 
without the scores, it can be seen similar results than those of Table 35. 
On the next subsection, the second evaluation of the proposed classifying tool will be 
explained. Such evaluation was made in form of a survey conducted on the students that 
collaborated during the simulation conducted. 
6.5 Survey Results 
From this point forward the results of the survey conducted after the simulation for the 
evaluation of the proposed classifier of abnormal behavior is going to be explained. First a country-
wise analysis of the survey results will be conducted based on the nationality of the simulation 
participants. Finally an overall analysis will be conducted concerning all of their opinions 
regarding the simulation and the system used to test it as well. 
Country-wise Analysis of Survey Results 
The country-wise analysis of survey results is conducted from this part on. The order on 
which the results are shown by country does not have any significance whatsoever on the results 
shown. 
Venezuela 
On the following table (Table 37), the results expressed in percentages of answers concerning 
the survey are shown for the simulation on which Venezuelan students were involved.  
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Table 37. Simulation Related Survey Results for Venezuela 
# Question Item SA A D SD 
1 The explanation about the system was easy to understand 40 40 20 0 
2 The objective of the test was clear from the beginning 40 60 0 0 
3 My activity was disturbed by the system during the test 0 0 60 40 
4 I felt I was being monitored during the test 0 20 60 20 
5 
I felt difference in the treatment given to my work by the system 
because of my cultural background 0 20 20 60 
6 The system was easy to use 40 60 0 0 
7 
I could use the system even if it is from a business field different than 
mine 40 60 0 0 
8 I feel this system protects confidential information 20 60 20 0 
9 This system detected my mistakes as an user 20 80 0 0 
10 I am comfortable with my activity being monitored this way 0 40 20 40 
11 The system should be more flexible 40 40 0 20 
 
As it can be seen on Table 37, the Venezuelan students that participated in the simulation to 
test the proposed SVM classifier thought that the experiment was well organized (80% agreed to 
question 1, 100 % to question 2), they also disagreed on the items related to the system being a 
nuisance while they executed their work task or even that they felt they were being monitored 
while doing the simulation. The participants didn’t feel any different treatment because of their 
cultural background and thought that the system was easy to use, as well as being comfortable with 
this kind of system being used as a tool to monitor them. They felt this system to be able to protect 
confidential information and that it detected their mistakes. As a final remark, it could be said that 
the Venezuelan students thought the system should be more flexible, it is thought that this is natural 
because the monitoring is restricting some of their cultural behavior as beings of a low 
individualistic culture, thus they may think this way.  
Japan 
On the following table (Table 38), the results expressed in percentages of answers concerning 
the survey are shown for the simulation on which Japanese students were involved.  
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Table 38. Simulation Related Survey Results for Japan 
# Question Item SA A D SD 
1 The explanation about the system was easy to understand 60 40 0 0 
2 The objective of the test was clear from the beginning 40 0 40 20 
3 My activity was disturbed by the system during the test 20 0 20 60 
4 I felt I was being monitored during the test 0 0 20 80 
5 
I felt difference in the treatment given to my work by the system 
because of my cultural background 0 0 20 80 
6 The system was easy to use 60 20 0 20 
7 
I could use the system even if it is from a business field different 
than mine 100 0 0 0 
8 I feel this system protects confidential information 60 20 20 0 
9 This system detected my mistakes as an user 40 60 0 0 
10 I am comfortable with my activity being monitored this way 40 60 0 0 
11 The system should be more flexible 20 60 20 0 
 
Based on the results shown on the previous table, it can be said that most of the Japanese 
students that answered the survey felt in a similar way as the Venezuelan students which answers 
were explained previously. However, there are some differences worth noticing, for example, in 
the case of the Japanese, some of them thought that the objective of the test was not clear from the 
beginning,, also some of them thought the system was not easy to use (referring to the main system 
made for Furumai) and that it may not protect confidential information. It is worth mentioning that 
these users do not represent the majority of the respondents, and only on question 2 the percentage 
is 40%. It is found that most of the Japanese think that the system should be more flexible, this 
may be attributed as a reaction to the number of false positives shown by the system. 
Malaysia 
The following table (Table 39) will show the survey answers of the Malaysian students that 
joined the simulation on which the SVM classifier implemented was tested. 
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Table 39. Simulation Related Survey Results for Malaysia 
# Question Item SA A D SD 
1 The explanation about the system was easy to understand 75 25 0 0 
2 The objective of the test was clear from the beginning 50 50 0 0 
3 My activity was disturbed by the system during the test 0 0 25 75 
4 I felt I was being monitored during the test 0 0 50 50 
5 
I felt difference in the treatment given to my work by the system 
because of my cultural background 0 0 50 50 
6 The system was easy to use 75 25 0 0 
7 
I could use the system even if it is from a business field different 
than mine 75 25 0 0 
8 I feel this system protects confidential information 75 25 0 0 
9 This system detected my mistakes as an user 25 75 0 0 
10 I am comfortable with my activity being monitored this way 25 75 0 0 
11 The system should be more flexible 0 25 75 0 
 
Based on Table 39, it can be said that besides showing more defined opinions concerning the 
system, for the Malaysian students involved in the simulation, the system should be as flexible as 
it is now. Only a small percentage of the participants felt that it should be more flexible, but they 
did not strongly agree with this item. On this case, it can be said that the students felt that the 
explanation of the system was easy to understand and the objective of the test was clear from the 
beginning. They didn’t feel at all disturbed by the system during the test or monitored during the 
simulation. They also didn’t feel any different treatment because of their country of origin and felt 
the system was easy to use. Finally they said that the system is valuable for protecting confidential 
information as it detected their mistakes as users and felt comfortable to have this system monitor 
their behavior. 
Based on the previously shown results for all of the surveyed participants on the simulation, 
it can be said that the proposed system not only accomplished its goal of classifying behavior to a 
certain extent, but it did so with very low impact shown in the business. Furthermore, it can be 
said that the way the system is set up was also evaluated by the users and it was found to be a 
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comfortable way of being monitored. This was also supported by the fact that the users did not feel 
treated differently because of their cultural background. 
On the following chapter the conclusions to this research will be presented as a summary of 
the results gotten through the main and specific objectives set at the beginning. 
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Chapter 7 
7. Conclusions 
 
 
 
The present chapter will finalize the discussion concerning the SVM classifier developed as 
a machine learning based tool to prevent the problem of “unintentional sharing of confidential 
information”. 
Based on findings concerning intentionality on information sharing attitudes and the impact 
that cultural differences have on this topic, a detection tool for unintentional sharing of confidential 
information sensitive to cultural background was developed. 
The findings, logically deduced from the results of a survey conducted on low individualism 
countries and a moderate individualism country, showed that the problem of “unintentional sharing 
of confidential information” depends on cultural background to a certain extent. Based on the 
differences found on information sharing attitudes because of cultural differences, it was 
determined that the best way of identifying possible threats of information leakages within a 
company was to monitor and classify the behavior of users with access to confidential information. 
Thus, a detection tool was developed to classify and alert of abnormal behavior of users on 
a web system designed for a company that deals with the medical information of elderly people on 
their business on a daily basis. 
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The proposed detection tool was evaluated through a simulation of a real business 
environment by using the same web system of the company previously mentioned and with the 
collaboration of students from the countries previously surveyed. 
The evaluation was conducted on different versions of the SVM classifier, by changing the 
amount of data they would handle in their vectors. There were in total 4 types of SVM classifiers 
used for this evaluation, they were: two SVM classifiers that did not handle login information, one 
with LoP Scores and one without them, as well as other two SVM classifiers that handled login 
information, one without LoP Scores and one with them. 
The detection tool proposed, an SVM classifier, was tuned up through a set of exhaustive 
parameter search and cross validations of the training data set for each of the available kernels. For 
the SVM classifiers that contained LoP scores, a polynomial kernel of 1st degree (lineal kernel) 
was the most appropriate one for a high detection of abnormal behavior. As for the SVM classifiers 
that did not contain LoP scores, an RBF kernel was the most appropriate choice based on the 
accurate classification of abnormal behavior as well. After deciding on the kernel, the SVM 
classifier for each training data set was ready to be evaluated. 
All four of the SVM classifiers were tested under the same simulation scenarios and 
comparisons were made between similar machines. For example, the SVM classifiers that did not 
handle login information were compared with each other, same case occurred with the ones that 
did handle login information. 
The evaluation of the detection tool showed that an SVM classifier like the one applied for 
the detection of abnormal behavior, which includes login information for the users’ sessions and 
cultural data in the form of LoP Scores, has the highest rate of detecting cases of abnormal behavior 
even if the system users have different cultural backgrounds. 
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By comparing it to a similar detection tool that didn’t include such cultural data, it was 
observed that the SVM classifier that did not include cultural data had a lower precision on the 
classification task, furthermore, the number of alerts shown on the riskiest cases classified by the 
tool was low as well, thus, making it inappropriate for this kind of detection. 
Similar results were gotten on the cases the SVM classifiers did not handle login information. 
On this cases, the precision of the classifier that included the LoP scores on its vectors showed an 
improvement in the precision measurement compared to the SVM classifier that handled login 
information. However, there is a drop on the recall of such tool because of the misses on the 
detection of risky behavior cases by the classifier.  
It can be said that even though an SVM classifier without cultural information showed high 
precision when detecting abnormal behavior, the omissions made by the classifier at the moments 
when an alarm should have been shown represent the inadequacy of this type of tool for the 
purposes of this research. On contrast, it can be said that by adding the LoP scores as data part of 
the vectors used by the SVM classifier, the tool becomes a viable monitoring solution that may 
help detecting cases of “unintentional sharing of confidential information”. Finally it can be said 
that even if the SVM classifier proposed is implemented without the data concerning the login 
information, it may still be appropriate for detecting abnormal behavior to a certain extent.  
Concerning a survey conducted to evaluate the simulation on which the SVM classifier was 
tested, most of the users found this tool to be helpful to monitor users’ behavior and protect 
confidential information. The respondents of the survey felt comfortable being monitored by 
making use of this kind of tool since they didn’t feel the presence of the system monitoring them 
during their work. 
Based on their cultural background, some of the simulation participants felt that the tool 
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should have been a little bit more flexible on its analysis, this is thought to be related to their 
cultural background due to the low individualism of some of their countries.  
Furthermore, they found that the SVM classifier proposed did not disrupted the work carried 
out during the simulation and that the tool did not show any bias based on their cultural background. 
7.1 Projections 
As the importance of this work has been explained previously, it can be said that its scope 
could be increased to reach many other countries. Further applications of this tool should include 
cultural data for the countries that possess scores on Hofstede’s framework of cultural dimensions. 
Such data may be of help to apply this tool in any part of the world, as long as it is adjusted to the 
needs of the company that implements this kind of system. 
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Appendices 
Appendix A: Instrument Used for Simulation Data Collection 
 
 
JP VE MY ID
Result Number Result Number In/Out Difference?
1 Good
2 Good
3 Good
4 Good
5 Good
6 Bad
7 Bad
8 Bad
9 Bad
10 Bad
11 Random
12 Random
13 Random
14 Random
15 Random
1 Good
2 Good
3 Good
4 Good
5 Good
6 Bad
7 Bad
8 Bad
9 Bad
10 Bad
11 Random
12 Random
13 Random
14 Random
15 Random
Gender Male Female Age 20-29 30-39 40-49 50-59 60+
Number
Strongly 
Agree
Agree Disagree
Strongly 
Disagree
2
3
4
5
6
7
8
9
10
11 The system should be more flexible
This system detected my mistakes as an user
I am comfortable with my activity being 
I could use the system even if it is from a 
I feel this system protects confidential 
I felt difference treatment because of my 
The system was easy to use
My activity was obstaculized during the test
I felt I was being monitored during the test
The objective of the test was clear from the 
1
The explanation about the system was easy 
to understand
Question
Cu
m
m
ul
at
ive
With Login
 N
ot
 C
um
m
ul
at
ive
Number Type
W/O Login
Survey # Respondent Nationality
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Appendix B: Raw Data of Database Log for Normal Behavior 
Session Log Instance of User “malay” Recorded during the Simulation 
SERIAL USERNAME DATE TIME PAGE 
NUMBER 
PAGE 
6987 malay 2014-11-12 18:36:24 1 loginOK 
6988 malay 2014-11-12 18:36:24 2 Main Page 
6989 malay 2014-11-12 18:36:28 3 Search Daily 
6990 malay 2014-11-12 18:36:34 4 Daily Result 
6991 malay 2014-11-12 18:36:37 7 Search User 
6992 malay 2014-11-12 18:36:40 8 User Result 
6993 malay 2014-11-12 18:36:44 54 Logout 
 
SVM Log for the Detection Correspondent to the Previously Shown Session 
SERIAL USERNAME DATE TIME Result Vector 
950 malay 2014-11-12 18:36:44 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 
50.0, 20.0, 45.0, 22.0];null} 
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Appendix C: Raw Data of Database Log for Abnormal Behavior 
Session Log Instance of User “malay” Recorded during the Simulation 
SERIAL USERNAME DATE TIME PAGE NUMBER PAGE 
6995 malay 2014-11-12 18:37:00 1 loginOK 
6996 malay 2014-11-12 18:37:00 2 Main Page 
6997 malay 2014-11-12 18:37:05 45 Search Employee 
6998 malay 2014-11-12 18:37:08 46 Search Employees 
Schedule 
6999 malay 2014-11-12 18:37:08 47 Employees Schedule 
7000 malay 2014-11-12 18:37:12 61 Email Sent 
7001 malay 2014-11-12 18:37:15 54 Logout 
 
SVM Log for the Detection Correspondent to the Previously Shown Session 
SERIAL USERNAME DATE TIME RESULT VECTOR 
950 malay 2014-11-12 18:37:15 ALERT {[6.0, 1.0, 0.0, 14.0, 0.0, 1.0, 50.0, 
20.0, 45.0, 22.0];null}                                                                                                                                           
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Appendix D: Raw Data of Database Log for SVM Classification of Simulation Scenarios 
SVM Log Used during the Simulation for All Test Scenarios 
SERIAL USER DATE TIME RESULT VECTOR 
250 japan 0:44:44 11/12/2014 OK {[3.0, 1.0, 0.0, 11.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
251 japan 0:44:44 11/12/2014 OK {[1.0, 1.0, 3.0, 1.0, 0.0, 11.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
252 japan 0:46:28 11/12/2014 OK {[4.0, 0.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
253 japan 0:46:28 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
254 japan 0:48:10 11/12/2014 OK {[1.0, 1.0, 0.0, 8.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
255 japan 0:48:10 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 8.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
256 japan 0:49:27 11/12/2014 OK {[3.0, 1.0, 0.0, 18.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
257 japan 0:49:27 11/12/2014 ALERT  {[2.0, 2.0, 3.0, 1.0, 0.0, 18.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
258 malay 0:50:22 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 3.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
259 malay 0:50:22 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 3.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
260 japan 0:52:16 11/12/2014 OK {[2.0, 0.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
261 japan 0:52:16 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
262 japan 0:53:49 11/12/2014 OK {[3.0, 0.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
263 japan 0:53:49 11/12/2014 OK {[1.0, 1.0, 3.0, 0.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
264 japan 0:54:21 11/12/2014 OK {[3.0, 0.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
265 japan 0:54:21 11/12/2014 ALERT  {[2.0, 2.0, 3.0, 0.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
266 japan 0:55:20 11/12/2014 OK {[1.0, 1.0, 0.0, 10.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
267 japan 0:55:20 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 10.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
268 japan 0:56:56 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 6.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
269 japan 0:56:56 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 6.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
270 japan 1:00:26 11/12/2014 OK {[5.0, 1.0, 0.0, 11.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
271 japan 1:00:26 11/12/2014 OK {[1.0, 1.0, 5.0, 1.0, 0.0, 11.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
272 japan 1:01:29 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 6.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
273 japan 1:01:29 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 6.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
274 japan 1:02:15 11/12/2014 ALERT  {[0.0, 6.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
275 japan 1:02:15 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 6.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
276 japan 1:04:32 11/12/2014 OK {[2.0, 0.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
277 japan 1:04:32 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
278 japan 1:06:44 11/12/2014 OK {[4.0, 0.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
279 japan 1:06:44 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
280 japan 1:09:44 11/12/2014 OK {[3.0, 1.0, 0.0, 14.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
281 japan 1:09:44 11/12/2014 OK {[1.0, 1.0, 3.0, 1.0, 0.0, 14.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
282 japan 1:11:24 11/12/2014 OK {[2.0, 1.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
283 japan 1:11:24 11/12/2014 OK {[1.0, 1.0, 2.0, 1.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
284 japan 1:12:33 11/12/2014 OK {[1.0, 1.0, 0.0, 7.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
285 japan 1:12:33 11/12/2014 OK {[1.0, 1.0, 1.0, 1.0, 0.0, 7.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
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286 japan 1:14:08 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
287 japan 1:14:08 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
288 japan 1:15:42 11/12/2014 OK {[5.0, 0.0, 0.0, 19.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
289 japan 1:15:42 11/12/2014 ALERT  {[2.0, 2.0, 5.0, 0.0, 0.0, 19.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
290 japan 1:17:58 11/12/2014 ALERT  {[6.0, 1.0, 0.0, 33.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
291 japan 1:17:58 11/12/2014 ALERT  {[3.0, 3.0, 6.0, 1.0, 0.0, 33.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
292 japan 1:20:12 11/12/2014 ALERT  {[8.0, 2.0, 0.0, 40.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
293 japan 1:20:12 11/12/2014 ALERT  {[4.0, 4.0, 8.0, 2.0, 0.0, 40.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
294 japan 1:22:32 11/12/2014 ALERT  {[8.0, 2.0, 0.0, 43.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
295 japan 1:22:32 11/12/2014 ALERT  {[5.0, 5.0, 8.0, 2.0, 0.0, 43.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
296 japan 1:23:59 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 8.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
297 japan 1:23:59 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 8.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
298 japan 1:25:09 11/12/2014 ALERT  {[2.0, 1.0, 0.0, 13.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
299 japan 1:25:09 11/12/2014 ALERT  {[2.0, 2.0, 2.0, 1.0, 0.0, 13.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
300 japan 1:27:13 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
301 japan 1:27:13 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
302 japan 1:28:06 11/12/2014 OK {[3.0, 0.0, 0.0, 13.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
303 japan 1:28:06 11/12/2014 ALERT  {[2.0, 2.0, 3.0, 0.0, 0.0, 13.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
304 japan 1:30:37 11/12/2014 OK {[4.0, 0.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
305 japan 1:30:37 11/12/2014 ALERT  {[2.0, 1.0, 4.0, 0.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
306 japan 1:32:06 11/12/2014 OK {[5.0, 0.0, 0.0, 19.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
307 japan 1:32:06 11/12/2014 ALERT  {[3.0, 2.0, 5.0, 0.0, 0.0, 19.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
308 japan 1:32:54 11/12/2014 OK {[5.0, 0.0, 0.0, 22.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
309 japan 1:32:54 11/12/2014 ALERT  {[4.0, 3.0, 5.0, 0.0, 0.0, 22.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
310 japan 1:33:44 11/12/2014 OK {[2.0, 0.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
311 japan 1:33:44 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
312 japan 1:48:11 11/12/2014 OK {[0.0, 1.0, 0.0, 4.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
313 japan 1:48:11 11/12/2014 OK {[1.0, 1.0, 0.0, 1.0, 0.0, 4.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
314 ven 1:48:57 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
315 ven 1:48:57 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
316 ven 1:50:11 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
317 ven 1:50:11 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
318 ven 1:51:02 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 6.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
319 ven 1:51:02 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 6.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
320 ven 1:52:00 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
321 ven 1:52:00 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
322 ven 1:52:50 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 6.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
323 ven 1:52:50 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 6.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
324 ven 1:53:52 11/12/2014 OK {[6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
325 ven 1:53:52 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
326 ven 1:54:57 11/12/2014 ALERT  {[2.0, 1.0, 0.0, 6.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
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327 ven 1:54:57 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 1.0, 0.0, 6.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
328 ven 1:55:34 11/12/2014 ALERT  {[0.0, 9.0, 0.0, 12.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
329 ven 1:55:34 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 9.0, 0.0, 12.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
330 ven 1:56:10 11/12/2014 ALERT  {[2.0, 1.0, 0.0, 15.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
331 ven 1:56:10 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 1.0, 0.0, 15.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
332 ven 1:57:12 11/12/2014 OK {[7.0, 1.0, 0.0, 12.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
333 ven 1:57:12 11/12/2014 OK {[1.0, 1.0, 7.0, 1.0, 0.0, 12.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
334 ven 1:59:10 11/12/2014 OK {[6.0, 1.0, 0.0, 16.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
335 ven 1:59:10 11/12/2014 OK {[1.0, 1.0, 6.0, 1.0, 0.0, 16.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
336 ven 2:01:04 11/12/2014 OK {[12.0, 0.0, 0.0, 22.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
337 ven 2:01:04 11/12/2014 OK {[1.0, 1.0, 12.0, 0.0, 0.0, 22.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
338 ven 2:02:33 11/12/2014 ALERT  {[8.0, 8.0, 0.0, 24.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null} 
339 ven 2:02:33 11/12/2014 ALERT  {[1.0, 1.0, 8.0, 8.0, 0.0, 24.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null} 
340 ven 2:03:54 11/12/2014 ALERT  {[4.0, 5.0, 0.0, 15.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null} 
341 ven 2:03:54 11/12/2014 ALERT  {[1.0, 1.0, 4.0, 5.0, 0.0, 15.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null} 
342 ven 2:05:10 11/12/2014 OK {[6.0, 0.0, 0.0, 19.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
343 ven 2:05:10 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 19.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
344 ven 2:06:04 11/12/2014 OK {[8.0, 0.0, 0.0, 24.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
345 ven 2:06:04 11/12/2014 ALERT  {[2.0, 2.0, 8.0, 0.0, 0.0, 24.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
346 ven 2:06:57 11/12/2014 OK {[9.0, 0.0, 0.0, 31.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
347 ven 2:06:57 11/12/2014 ALERT  {[3.0, 3.0, 9.0, 0.0, 0.0, 31.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
348 ven 2:07:54 11/12/2014 ALERT  {[12.0, 1.0, 0.0, 43.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
349 ven 2:07:54 11/12/2014 ALERT  {[4.0, 4.0, 12.0, 1.0, 0.0, 43.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
350 ven 2:08:57 11/12/2014 ALERT  {[12.0, 1.0, 0.0, 48.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
351 ven 2:08:57 11/12/2014 ALERT  {[6.0, 5.0, 12.0, 1.0, 0.0, 48.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
352 ven 2:10:40 11/12/2014 OK {[5.0, 0.0, 0.0, 14.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
353 ven 2:10:40 11/12/2014 OK {[1.0, 1.0, 5.0, 0.0, 0.0, 14.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
354 ven 2:11:52 11/12/2014 ALERT  {[11.0, 2.0, 0.0, 28.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
355 ven 2:11:52 11/12/2014 ALERT  {[2.0, 2.0, 11.0, 2.0, 0.0, 28.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
356 ven 2:13:13 11/12/2014 OK {[6.0, 0.0, 0.0, 19.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
357 ven 2:13:13 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 19.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
358 ven 2:14:14 11/12/2014 ALERT  {[11.0, 1.0, 0.0, 42.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
359 ven 2:14:14 11/12/2014 ALERT  {[2.0, 2.0, 11.0, 1.0, 0.0, 42.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
360 ven 2:15:35 11/12/2014 ALERT  {[16.0, 1.0, 0.0, 54.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
361 ven 2:15:35 11/12/2014 ALERT  {[3.0, 3.0, 16.0, 1.0, 0.0, 54.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
362 ven 2:23:41 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
363 ven 2:23:41 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
364 ven 2:24:59 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
365 ven 2:24:59 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
366 ven 2:25:51 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
367 ven 2:25:51 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
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368 ven 2:26:53 11/12/2014 ALERT  {[2.0, 1.0, 0.0, 6.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
369 ven 2:26:53 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 1.0, 0.0, 6.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
370 ven 2:28:13 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 9.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
371 ven 2:28:13 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 9.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
372 ven 2:29:26 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
373 ven 2:29:26 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
374 ven 2:30:20 11/12/2014 ALERT  {[0.0, 15.0, 0.0, 18.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
375 ven 2:30:20 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 15.0, 0.0, 18.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
376 ven 2:31:09 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 6.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
377 ven 2:31:09 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 6.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
378 ven 2:31:52 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 6.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
379 ven 2:31:52 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 6.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
380 ven 2:32:39 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 6.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
381 ven 2:32:39 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 6.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
382 ven 2:33:52 11/12/2014 ALERT  {[4.0, 0.0, 0.0, 17.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
383 ven 2:33:52 11/12/2014 ALERT  {[1.0, 1.0, 4.0, 0.0, 0.0, 17.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
384 ven 2:35:43 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 14.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
385 ven 2:35:43 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 14.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
386 ven 2:36:21 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 4.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
387 ven 2:36:21 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 4.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
388 ven 2:37:34 11/12/2014 OK {[3.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
389 ven 2:37:34 11/12/2014 OK {[1.0, 1.0, 3.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
390 ven 2:38:34 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 8.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
391 ven 2:38:34 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 8.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
392 ven 2:39:51 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
393 ven 2:39:51 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
394 ven 2:40:55 11/12/2014 ALERT  {[3.0, 0.0, 0.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
395 ven 2:40:55 11/12/2014 ALERT  {[2.0, 2.0, 3.0, 0.0, 0.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
396 ven 2:41:51 11/12/2014 ALERT  {[0.0, 23.0, 0.0, 26.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
397 ven 2:41:51 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 23.0, 0.0, 26.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
398 ven 2:42:59 11/12/2014 ALERT  {[1.0, 24.0, 0.0, 32.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
399 ven 2:42:59 11/12/2014 ALERT  {[2.0, 2.0, 1.0, 24.0, 0.0, 32.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
400 ven 2:44:11 11/12/2014 ALERT  {[0.0, 1.0, 1.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
401 ven 2:44:11 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 1.0, 1.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
402 ven 2:45:03 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
403 ven 2:45:03 11/12/2014 ALERT  {[2.0, 1.0, 0.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
404 ven 2:46:17 11/12/2014 ALERT  {[2.0, 1.0, 0.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
405 ven 2:46:17 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 1.0, 0.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
406 ven 8:05:14 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
407 ven 8:05:14 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
408 japan 8:07:16 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
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409 japan 8:07:16 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
410 japan 8:08:11 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
411 japan 8:08:11 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
412 japan 8:09:51 11/12/2014 OK {[3.0, 0.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
413 japan 8:09:51 11/12/2014 OK {[1.0, 1.0, 3.0, 0.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
414 japan 8:10:37 11/12/2014 OK {[2.0, 1.0, 0.0, 6.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
415 japan 8:10:37 11/12/2014 OK {[1.0, 1.0, 2.0, 1.0, 0.0, 6.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
416 japan 8:11:35 11/12/2014 OK {[3.0, 0.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
417 japan 8:11:35 11/12/2014 OK {[1.0, 1.0, 3.0, 0.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
418 japan 8:12:50 11/12/2014 ALERT  {[3.0, 1.0, 0.0, 20.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
419 japan 8:12:50 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 1.0, 0.0, 20.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
420 japan 8:13:50 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 6.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
421 japan 8:13:50 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 6.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
422 japan 8:15:21 11/12/2014 OK {[4.0, 1.0, 0.0, 10.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
423 japan 8:15:21 11/12/2014 OK {[1.0, 1.0, 4.0, 1.0, 0.0, 10.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
424 japan 8:16:36 11/12/2014 OK {[3.0, 1.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
425 japan 8:16:36 11/12/2014 OK {[1.0, 1.0, 3.0, 1.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
426 japan 8:17:26 11/12/2014 ALERT  {[0.0, 3.0, 0.0, 6.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
427 japan 8:17:26 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 3.0, 0.0, 6.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
428 japan 8:18:38 11/12/2014 ALERT  {[4.0, 3.0, 0.0, 12.0, 1.0, 2.0, 0.0, 0.0, 0.0, 0.0];null} 
429 japan 8:18:38 11/12/2014 ALERT  {[1.0, 1.0, 4.0, 3.0, 0.0, 12.0, 1.0, 2.0, 0.0, 0.0, 0.0, 0.0];null} 
430 japan 8:19:54 11/12/2014 OK {[3.0, 0.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
431 japan 8:19:54 11/12/2014 OK {[1.0, 1.0, 3.0, 0.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
432 japan 8:21:02 11/12/2014 OK {[3.0, 0.0, 0.0, 14.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
433 japan 8:21:02 11/12/2014 OK {[1.0, 1.0, 3.0, 0.0, 0.0, 14.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
434 japan 8:22:16 11/12/2014 OK {[3.0, 1.0, 0.0, 16.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
435 japan 8:22:16 11/12/2014 OK {[1.0, 1.0, 3.0, 1.0, 0.0, 16.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
436 japan 8:23:20 11/12/2014 OK {[3.0, 2.0, 0.0, 9.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
437 japan 8:23:20 11/12/2014 OK {[1.0, 1.0, 3.0, 2.0, 0.0, 9.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
438 japan 8:24:19 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
439 japan 8:24:19 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
440 japan 8:24:58 11/12/2014 OK {[3.0, 0.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
441 japan 8:24:58 11/12/2014 ALERT  {[2.0, 2.0, 3.0, 0.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
442 japan 8:25:26 11/12/2014 OK {[3.0, 1.0, 0.0, 16.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
443 japan 8:25:26 11/12/2014 ALERT  {[3.0, 3.0, 3.0, 1.0, 0.0, 16.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
444 japan 8:26:13 11/12/2014 ALERT  {[5.0, 5.0, 0.0, 25.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
445 japan 8:26:13 11/12/2014 ALERT  {[4.0, 4.0, 5.0, 5.0, 0.0, 25.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
446 japan 8:26:44 11/12/2014 ALERT  {[6.0, 6.0, 0.0, 34.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
447 japan 8:26:44 11/12/2014 ALERT  {[5.0, 5.0, 6.0, 6.0, 0.0, 34.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
448 japan 8:27:15 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
449 japan 8:27:15 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
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450 japan 8:27:58 11/12/2014 ALERT  {[3.0, 1.0, 0.0, 13.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
451 japan 8:27:58 11/12/2014 ALERT  {[2.0, 2.0, 3.0, 1.0, 0.0, 13.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
452 japan 8:29:00 11/12/2014 OK {[4.0, 0.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
453 japan 8:29:00 11/12/2014 ALERT  {[2.0, 1.0, 4.0, 0.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
454 japan 8:34:41 11/12/2014 OK {[6.0, 0.0, 0.0, 14.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
455 japan 8:34:41 11/12/2014 ALERT  {[3.0, 2.0, 6.0, 0.0, 0.0, 14.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
456 japan 8:36:27 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
457 japan 8:36:27 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
458 japan 8:37:27 11/12/2014 OK {[2.0, 0.0, 0.0, 6.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
459 japan 8:37:27 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 6.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
460 japan 8:40:54 11/12/2014 OK {[4.0, 0.0, 0.0, 15.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
461 japan 8:40:54 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 15.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
462 japan 8:41:32 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
463 japan 8:41:32 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
464 japan 8:42:26 11/12/2014 OK {[1.0, 1.0, 0.0, 6.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
465 japan 8:42:26 11/12/2014 OK {[1.0, 1.0, 1.0, 1.0, 0.0, 6.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
466 japan 8:43:30 11/12/2014 ALERT  {[2.0, 1.0, 0.0, 8.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
467 japan 8:43:30 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 1.0, 0.0, 8.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
468 japan 8:44:45 11/12/2014 OK {[5.0, 1.0, 0.0, 17.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
469 japan 8:44:45 11/12/2014 OK {[1.0, 1.0, 5.0, 1.0, 0.0, 17.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
470 japan 8:46:57 11/12/2014 OK {[7.0, 1.0, 0.0, 21.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
471 japan 8:46:57 11/12/2014 OK {[1.0, 1.0, 7.0, 1.0, 0.0, 21.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
472 japan 8:47:50 11/12/2014 ALERT  {[0.0, 9.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
473 japan 8:47:50 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 9.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
474 japan 8:48:15 11/12/2014 OK {[0.0, 0.0, 0.0, 3.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
475 japan 8:48:15 11/12/2014 OK {[1.0, 1.0, 0.0, 0.0, 0.0, 3.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
476 japan 8:48:35 11/12/2014 OK {[0.0, 0.0, 0.0, 6.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
477 japan 8:48:35 11/12/2014 ALERT  {[2.0, 2.0, 0.0, 0.0, 0.0, 6.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
478 japan 8:51:03 11/12/2014 ALERT  {[11.0, 3.0, 0.0, 24.0, 0.0, 3.0, 0.0, 0.0, 0.0, 0.0];null}  
479 japan 8:51:03 11/12/2014 ALERT  {[1.0, 1.0, 11.0, 3.0, 0.0, 24.0, 0.0, 3.0, 0.0, 0.0, 0.0, 0.0];null}  
480 japan 8:52:33 11/12/2014 ALERT  {[3.0, 4.0, 0.0, 25.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
481 japan 8:52:33 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 4.0, 0.0, 25.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
482 japan 8:53:38 11/12/2014 OK {[1.0, 1.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
483 japan 8:53:38 11/12/2014 OK {[1.0, 1.0, 1.0, 1.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
484 japan 8:54:23 11/12/2014 OK {[4.0, 2.0, 0.0, 9.0, 2.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
485 japan 8:54:23 11/12/2014 OK {[1.0, 1.0, 4.0, 2.0, 0.0, 9.0, 2.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
486 japan 8:56:25 11/12/2014 OK {[5.0, 1.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
487 japan 8:56:25 11/12/2014 OK {[1.0, 1.0, 5.0, 1.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
488 japan 8:58:13 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 13.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
489 japan 8:58:13 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 13.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
490 japan 9:00:05 11/12/2014 OK {[2.0, 0.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
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491 japan 9:00:05 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
492 japan 9:01:15 11/12/2014 OK {[4.0, 1.0, 0.0, 16.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
493 japan 9:01:15 11/12/2014 ALERT  {[2.0, 2.0, 4.0, 1.0, 0.0, 16.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
494 japan 9:04:23 11/12/2014 OK {[7.0, 1.0, 0.0, 27.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
495 japan 9:04:23 11/12/2014 ALERT  {[3.0, 3.0, 7.0, 1.0, 0.0, 27.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
496 japan 9:06:08 11/12/2014 OK {[11.0, 2.0, 0.0, 41.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
497 japan 9:06:08 11/12/2014 ALERT  {[6.0, 4.0, 11.0, 2.0, 0.0, 41.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
498 japan 9:07:53 11/12/2014 OK {[16.0, 2.0, 0.0, 55.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
499 japan 9:07:53 11/12/2014 ALERT  {[7.0, 5.0, 16.0, 2.0, 0.0, 55.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
500 japan 9:24:05 11/12/2014 OK {[18.0, 2.0, 0.0, 60.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
501 japan 9:24:05 11/12/2014 ALERT  {[8.0, 6.0, 18.0, 2.0, 0.0, 60.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
502 japan 9:25:55 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
503 japan 9:25:55 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
504 japan 9:27:01 11/12/2014 OK {[0.0, 0.0, 0.0, 6.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
505 japan 9:27:01 11/12/2014 OK {[1.0, 1.0, 0.0, 0.0, 0.0, 6.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
506 japan 9:28:17 11/12/2014 OK {[1.0, 0.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
507 japan 9:28:17 11/12/2014 OK {[1.0, 1.0, 1.0, 0.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
508 japan 9:29:14 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 11.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
509 japan 9:29:14 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 11.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
510 japan 9:30:58 11/12/2014 OK {[0.0, 0.0, 0.0, 6.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
511 japan 9:30:58 11/12/2014 OK {[1.0, 1.0, 0.0, 0.0, 0.0, 6.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
512 japan 9:32:16 11/12/2014 OK {[1.0, 0.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
513 japan 9:32:16 11/12/2014 OK {[1.0, 1.0, 1.0, 0.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
514 japan 9:32:47 11/12/2014 OK {[3.0, 0.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
515 japan 9:32:47 11/12/2014 OK {[1.0, 1.0, 3.0, 0.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
516 japan 9:33:42 11/12/2014 ALERT  {[4.0, 0.0, 0.0, 37.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
517 japan 9:33:42 11/12/2014 ALERT  {[1.0, 1.0, 4.0, 0.0, 0.0, 37.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
518 japan 9:34:46 11/12/2014 ALERT  {[0.0, 16.0, 0.0, 20.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
519 japan 9:34:46 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 16.0, 0.0, 20.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
520 japan 9:35:26 11/12/2014 ALERT  {[2.0, 1.0, 0.0, 7.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
521 japan 9:35:26 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 1.0, 0.0, 7.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
522 japan 9:36:10 11/12/2014 OK {[0.0, 1.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
523 japan 9:36:10 11/12/2014 OK {[1.0, 1.0, 0.0, 1.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
524 japan 9:37:32 11/12/2014 OK {[3.0, 1.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
525 japan 9:37:32 11/12/2014 OK {[1.0, 1.0, 3.0, 1.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
526 japan 9:38:46 11/12/2014 OK {[3.0, 1.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
527 japan 9:38:46 11/12/2014 OK {[1.0, 1.0, 3.0, 1.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
528 japan 9:39:43 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 15.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
529 japan 9:39:43 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 15.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
530 japan 9:40:37 11/12/2014 OK {[10.0, 0.0, 0.0, 13.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
531 japan 9:40:37 11/12/2014 OK {[1.0, 1.0, 10.0, 0.0, 0.0, 13.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
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532 japan 9:41:42 11/12/2014 OK {[9.0, 0.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
533 japan 9:41:42 11/12/2014 OK {[1.0, 1.0, 9.0, 0.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
534 japan 9:42:06 11/12/2014 OK {[9.0, 0.0, 0.0, 18.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
535 japan 9:42:06 11/12/2014 ALERT  {[2.0, 2.0, 9.0, 0.0, 0.0, 18.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
536 japan 9:42:37 11/12/2014 OK {[11.0, 0.0, 0.0, 24.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
537 japan 9:42:37 11/12/2014 ALERT  {[3.0, 3.0, 11.0, 0.0, 0.0, 24.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
538 japan 9:43:30 11/12/2014 OK {[0.0, 0.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
539 japan 9:43:30 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
540 japan 9:44:08 11/12/2014 OK {[6.0, 0.0, 0.0, 17.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
541 japan 9:44:08 11/12/2014 ALERT  {[2.0, 2.0, 6.0, 0.0, 0.0, 17.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
542 japan 9:44:34 11/12/2014 OK {[6.0, 0.0, 0.0, 20.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
543 japan 9:44:34 11/12/2014 ALERT  {[3.0, 3.0, 6.0, 0.0, 0.0, 20.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
544 japan 9:45:37 11/12/2014 OK {[2.0, 0.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
545 japan 9:45:37 11/12/2014 ALERT  {[2.0, 1.0, 2.0, 0.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
546 japan 9:46:09 11/12/2014 ALERT  {[4.0, 1.0, 0.0, 13.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
547 japan 9:46:09 11/12/2014 ALERT  {[3.0, 2.0, 4.0, 1.0, 0.0, 13.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
548 japan 9:47:09 11/12/2014 OK {[1.0, 1.0, 0.0, 9.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
549 japan 9:47:09 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 9.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
550 japan 9:48:19 11/12/2014 ALERT  {[2.0, 3.0, 0.0, 22.0, 2.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
551 japan 9:48:19 11/12/2014 ALERT  {[2.0, 2.0, 2.0, 3.0, 0.0, 22.0, 2.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
552 japan 13:30:53 11/12/2014 ALERT  {[2.0, 3.0, 0.0, 27.0, 2.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
553 japan 13:30:53 11/12/2014 ALERT  {[4.0, 3.0, 2.0, 3.0, 0.0, 27.0, 2.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
554 malay 13:32:22 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
555 malay 13:32:22 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
556 malay 13:34:12 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
557 malay 13:34:12 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
558 malay 13:34:57 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 4.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
559 malay 13:34:57 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 4.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
560 malay 13:35:40 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 4.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
561 malay 13:35:40 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 4.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
562 malay 13:36:49 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
563 malay 13:36:49 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
564 malay 13:38:27 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 12.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
565 malay 13:38:27 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 12.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
566 malay 13:39:33 11/12/2014 ALERT  {[3.0, 6.0, 0.0, 23.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
567 malay 13:39:33 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 6.0, 0.0, 23.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
568 malay 13:40:46 11/12/2014 OK {[7.0, 0.0, 0.0, 19.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
569 malay 13:40:46 11/12/2014 OK {[1.0, 1.0, 7.0, 0.0, 0.0, 19.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
570 malay 13:42:10 11/12/2014 ALERT  {[3.0, 0.0, 0.0, 17.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
571 malay 13:42:10 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 0.0, 0.0, 17.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
572 malay 13:42:58 11/12/2014 ALERT  {[3.0, 3.0, 0.0, 29.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
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573 malay 13:42:58 11/12/2014 ALERT  {[2.0, 2.0, 3.0, 3.0, 0.0, 29.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
574 malay 13:44:10 11/12/2014 OK {[7.0, 0.0, 0.0, 15.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
575 malay 13:44:10 11/12/2014 OK {[1.0, 1.0, 7.0, 0.0, 0.0, 15.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
576 malay 13:44:46 11/12/2014 OK {[4.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
577 malay 13:44:46 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
578 malay 13:45:36 11/12/2014 ALERT  {[3.0, 0.0, 0.0, 12.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
579 malay 13:45:36 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 0.0, 0.0, 12.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
580 malay 13:46:12 11/12/2014 ALERT  {[0.0, 14.0, 0.0, 19.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
581 malay 13:46:12 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 14.0, 0.0, 19.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
582 malay 13:46:46 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
583 malay 13:46:46 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
584 malay 13:47:38 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
585 malay 13:47:38 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
586 malay 13:48:05 11/12/2014 OK {[6.0, 0.0, 0.0, 12.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
587 malay 13:48:05 11/12/2014 ALERT  {[2.0, 2.0, 6.0, 0.0, 0.0, 12.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
588 malay 13:48:28 11/12/2014 OK {[6.0, 0.0, 0.0, 16.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
589 malay 13:48:28 11/12/2014 ALERT  {[3.0, 3.0, 6.0, 0.0, 0.0, 16.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
590 malay 13:48:53 11/12/2014 OK {[8.0, 0.0, 0.0, 22.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
591 malay 13:48:53 11/12/2014 ALERT  {[4.0, 4.0, 8.0, 0.0, 0.0, 22.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
592 malay 13:49:35 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
593 malay 13:49:35 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
594 malay 13:50:09 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 11.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
595 malay 13:50:09 11/12/2014 ALERT  {[2.0, 2.0, 2.0, 0.0, 0.0, 11.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
596 malay 13:50:43 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 14.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
597 malay 13:50:43 11/12/2014 ALERT  {[3.0, 3.0, 2.0, 0.0, 0.0, 14.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
598 malay 13:51:25 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
599 malay 13:51:25 11/12/2014 ALERT  {[2.0, 1.0, 1.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
600 malay 13:52:01 11/12/2014 ALERT  {[3.0, 0.0, 0.0, 13.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
601 malay 13:52:01 11/12/2014 ALERT  {[3.0, 2.0, 3.0, 0.0, 0.0, 13.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
602 malay 14:02:20 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
603 malay 14:02:20 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
604 ven 14:03:26 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
605 ven 14:03:26 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
606 ven 14:04:33 11/12/2014 OK {[3.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
607 ven 14:04:33 11/12/2014 OK {[1.0, 1.0, 3.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
608 ven 14:06:31 11/12/2014 ALERT  {[3.0, 0.0, 0.0, 12.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
609 ven 14:06:31 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 0.0, 0.0, 12.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
610 ven 14:08:09 11/12/2014 ALERT  {[0.0, 3.0, 0.0, 6.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
611 ven 14:08:09 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 3.0, 0.0, 6.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
612 ven 14:09:49 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
613 ven 14:09:49 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
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614 ven 14:11:28 11/12/2014 ALERT  {[0.0, 1.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
615 ven 14:11:28 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 1.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
616 ven 14:12:56 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
617 ven 14:12:56 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
618 ven 14:14:21 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 12.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
619 ven 14:14:21 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 12.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
620 ven 14:16:09 11/12/2014 ALERT  {[3.0, 0.0, 0.0, 14.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
621 ven 14:16:09 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 0.0, 0.0, 14.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
622 ven 14:18:09 11/12/2014 ALERT  {[5.0, 2.0, 0.0, 12.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null} 
623 ven 14:18:09 11/12/2014 ALERT  {[1.0, 1.0, 5.0, 2.0, 0.0, 12.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null} 
624 ven 14:19:07 11/12/2014 ALERT  {[2.0, 2.0, 0.0, 11.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
625 ven 14:19:07 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 2.0, 0.0, 11.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
626 ven 14:20:39 11/12/2014 ALERT  {[2.0, 10.0, 0.0, 15.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
627 ven 14:20:39 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 10.0, 0.0, 15.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
628 ven 14:22:26 11/12/2014 ALERT  {[3.0, 0.0, 1.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
629 ven 14:22:26 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 0.0, 1.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
630 ven 14:23:28 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 6.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
631 ven 14:23:28 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 6.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
632 ven 14:24:17 11/12/2014 ALERT  {[2.0, 1.0, 0.0, 6.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
633 ven 14:24:17 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 1.0, 0.0, 6.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
634 ven 14:25:16 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
635 ven 14:25:16 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
636 ven 14:26:03 11/12/2014 OK {[5.0, 0.0, 0.0, 15.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
637 ven 14:26:03 11/12/2014 ALERT  {[2.0, 2.0, 5.0, 0.0, 0.0, 15.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
638 malay 14:26:57 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 3.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
639 malay 14:26:57 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 3.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
640 ven 14:27:07 11/12/2014 ALERT  {[5.0, 0.0, 0.0, 20.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
641 ven 14:27:07 11/12/2014 ALERT  {[4.0, 3.0, 5.0, 0.0, 0.0, 20.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
642 ven 14:28:09 11/12/2014 OK {[9.0, 0.0, 0.0, 27.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
643 ven 14:28:09 11/12/2014 ALERT  {[5.0, 4.0, 9.0, 0.0, 0.0, 27.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
644 ven 14:29:44 11/12/2014 OK {[7.0, 0.0, 0.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
645 ven 14:29:44 11/12/2014 OK {[1.0, 1.0, 7.0, 0.0, 0.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
646 ven 14:30:39 11/12/2014 ALERT  {[8.0, 4.0, 0.0, 20.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
647 ven 14:30:39 11/12/2014 ALERT  {[2.0, 2.0, 8.0, 4.0, 0.0, 20.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
648 ven 14:31:21 11/12/2014 OK {[12.0, 4.0, 0.0, 27.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
649 ven 14:31:21 11/12/2014 ALERT  {[3.0, 3.0, 12.0, 4.0, 0.0, 27.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
650 ven 14:32:23 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 9.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
651 ven 14:32:23 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 9.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
652 ven 14:32:56 11/12/2014 ALERT  {[3.0, 1.0, 0.0, 14.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
653 ven 14:32:56 11/12/2014 ALERT  {[2.0, 2.0, 3.0, 1.0, 0.0, 14.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
654 japan 14:40:49 11/12/2014 OK {[7.0, 1.0, 0.0, 14.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
  
115 
 
655 japan 14:40:49 11/12/2014 OK {[1.0, 1.0, 7.0, 1.0, 0.0, 14.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
656 japan 14:44:27 11/12/2014 OK {[6.0, 1.0, 0.0, 10.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
657 japan 14:44:27 11/12/2014 OK {[1.0, 1.0, 6.0, 1.0, 0.0, 10.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
658 japan 14:46:48 11/12/2014 OK {[6.0, 1.0, 0.0, 16.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
659 japan 14:46:48 11/12/2014 OK {[1.0, 1.0, 6.0, 1.0, 0.0, 16.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
660 japan 14:47:47 11/12/2014 OK {[2.0, 1.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
661 japan 14:47:47 11/12/2014 OK {[1.0, 1.0, 2.0, 1.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
662 japan 14:48:42 11/12/2014 OK {[1.0, 1.0, 0.0, 9.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
663 japan 14:48:42 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 9.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
664 japan 14:49:42 11/12/2014 OK {[2.0, 1.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
665 japan 14:49:42 11/12/2014 OK {[1.0, 1.0, 2.0, 1.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
666 japan 14:50:54 11/12/2014 OK {[2.0, 1.0, 0.0, 11.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
667 japan 14:50:54 11/12/2014 OK {[1.0, 1.0, 2.0, 1.0, 0.0, 11.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
668 japan 14:53:04 11/12/2014 OK {[4.0, 0.0, 0.0, 15.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
669 japan 14:53:04 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 15.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
670 japan 14:54:58 11/12/2014 ALERT  {[2.0, 1.0, 0.0, 6.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
671 japan 14:54:58 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 1.0, 0.0, 6.0, 0.0, 1.0, 0.0, 0.0, 0.0, 0.0];null}  
672 japan 14:56:52 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
673 japan 14:56:52 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
674 japan 14:58:58 11/12/2014 ALERT  {[2.0, 3.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
675 japan 14:58:58 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 3.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
676 japan 15:00:15 11/12/2014 ALERT  {[0.0, 2.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
677 japan 15:00:15 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 2.0, 0.0, 9.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
678 japan 15:00:55 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
679 japan 15:00:55 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
680 japan 15:02:10 11/12/2014 OK {[3.0, 1.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
681 japan 15:02:10 11/12/2014 OK {[1.0, 1.0, 3.0, 1.0, 0.0, 8.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
682 japan 15:03:52 11/12/2014 OK {[5.0, 2.0, 0.0, 12.0, 1.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
683 japan 15:03:52 11/12/2014 ALERT  {[1.0, 1.0, 5.0, 2.0, 0.0, 12.0, 1.0, 1.0, 0.0, 0.0, 0.0, 0.0];null} 
684 japan 15:05:32 11/12/2014 OK {[5.0, 0.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
685 japan 15:05:32 11/12/2014 OK {[1.0, 1.0, 5.0, 0.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
686 japan 15:06:56 11/12/2014 OK {[7.0, 0.0, 0.0, 24.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
687 japan 15:06:56 11/12/2014 ALERT  {[2.0, 2.0, 7.0, 0.0, 0.0, 24.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
688 japan 15:07:51 11/12/2014 OK {[8.0, 0.0, 0.0, 29.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
689 japan 15:07:51 11/12/2014 ALERT  {[3.0, 3.0, 8.0, 0.0, 0.0, 29.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
690 japan 15:09:20 11/12/2014 OK {[1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
691 japan 15:09:20 11/12/2014 OK {[1.0, 1.0, 1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
692 japan 15:12:39 11/12/2014 OK {[3.0, 0.0, 0.0, 13.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
693 japan 15:12:39 11/12/2014 ALERT  {[3.0, 2.0, 3.0, 0.0, 0.0, 13.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
694 japan 15:13:44 11/12/2014 ALERT  {[0.0, 4.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
695 japan 15:13:44 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 4.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
  
116 
 
696 japan 15:14:34 11/12/2014 ALERT  {[2.0, 4.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
697 japan 15:14:34 11/12/2014 ALERT  {[2.0, 2.0, 2.0, 4.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
698 japan 15:15:21 11/12/2014 ALERT  {[0.0, 4.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
699 japan 15:15:21 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 4.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
700 japan 15:16:35 11/12/2014 OK {[2.0, 0.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
701 japan 15:16:35 11/12/2014 OK {[1.0, 1.0, 2.0, 0.0, 0.0, 7.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
702 japan 15:17:08 11/12/2014 ALERT  {[2.0, 2.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
703 japan 15:17:08 11/12/2014 ALERT  {[2.0, 2.0, 2.0, 2.0, 0.0, 12.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
704 japan 15:28:05 11/12/2014 OK {[3.0, 0.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
705 japan 15:28:05 11/12/2014 OK {[1.0, 1.0, 3.0, 0.0, 0.0, 10.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
706 japan 15:28:22 11/12/2014 OK {[7.0, 0.0, 0.0, 17.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
707 japan 15:28:22 11/12/2014 ALERT  {[2.0, 2.0, 7.0, 0.0, 0.0, 17.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null} 
708 malay 15:29:48 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
709 malay 15:29:48 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
710 malay 15:31:07 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
711 malay 15:31:07 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
712 malay 15:32:06 11/12/2014 ALERT  {[0.0, 3.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
713 malay 15:32:06 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 3.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
714 malay 15:34:35 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 10.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
715 malay 15:34:35 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 10.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
716 malay 15:36:03 11/12/2014 OK {[5.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
717 malay 15:36:03 11/12/2014 OK {[1.0, 1.0, 5.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
718 malay 15:37:02 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
719 malay 15:37:02 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
720 malay 15:38:43 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
721 malay 15:38:43 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
722 malay 15:39:37 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
723 malay 15:39:37 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
724 malay 15:40:48 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
725 malay 15:40:48 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
726 malay 15:42:10 11/12/2014 OK {[6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
727 malay 15:42:10 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
728 malay 15:42:57 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
729 malay 15:42:57 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
730 malay 15:44:01 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
731 malay 15:44:01 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
732 malay 15:44:40 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
733 malay 15:44:40 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
734 sysadmin 15:44:57 11/12/2014 OK {[0.0, 0.0, 0.0, 3.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
735 sysadmin 15:44:57 11/12/2014 OK {[0.0, 1.0, 0.0, 0.0, 0.0, 3.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0];null}  
736 malay 15:45:43 11/12/2014 ALERT  {[0.0, 3.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
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737 malay 15:45:43 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 3.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
738 malay 15:46:34 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
739 malay 15:46:34 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
740 malay 15:47:34 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 4.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
741 malay 15:47:34 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 4.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
742 malay 15:48:44 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
743 malay 15:48:44 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
744 malay 15:49:24 11/12/2014 OK {[6.0, 0.0, 0.0, 12.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
745 malay 15:49:24 11/12/2014 ALERT  {[2.0, 2.0, 6.0, 0.0, 0.0, 12.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
746 malay 15:50:03 11/12/2014 OK {[8.0, 0.0, 0.0, 17.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
747 malay 15:50:03 11/12/2014 ALERT  {[3.0, 3.0, 8.0, 0.0, 0.0, 17.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
748 malay 15:50:36 11/12/2014 OK {[8.0, 0.0, 0.0, 23.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
749 malay 15:50:36 11/12/2014 ALERT  {[4.0, 4.0, 8.0, 0.0, 0.0, 23.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
750 malay 15:51:16 11/12/2014 ALERT  {[8.0, 6.0, 0.0, 32.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
751 malay 15:51:16 11/12/2014 ALERT  {[5.0, 5.0, 8.0, 6.0, 0.0, 32.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
752 malay 15:52:08 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
753 malay 15:52:08 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
754 malay 15:52:46 11/12/2014 ALERT  {[4.0, 0.0, 0.0, 13.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
755 malay 15:52:46 11/12/2014 ALERT  {[2.0, 2.0, 4.0, 0.0, 0.0, 13.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
756 malay 15:53:43 11/12/2014 OK {[10.0, 0.0, 0.0, 22.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
757 malay 15:53:43 11/12/2014 ALERT  {[3.0, 3.0, 10.0, 0.0, 0.0, 22.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
758 malay 16:01:10 11/12/2014 OK {[12.0, 0.0, 0.0, 27.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
759 malay 16:01:10 11/12/2014 ALERT  {[4.0, 4.0, 12.0, 0.0, 0.0, 27.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
760 ven 16:05:59 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
761 ven 16:05:59 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
762 ven 16:06:59 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
763 ven 16:06:59 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
764 ven 16:07:59 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
765 ven 16:07:59 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
766 ven 16:09:20 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 11.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
767 ven 16:09:20 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 11.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
768 ven 16:10:37 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 18.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
769 ven 16:12:07 11/12/2014 ALERT  {[4.0, 3.0, 0.0, 15.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null} 
770 ven 16:12:07 11/12/2014 ALERT  {[1.0, 1.0, 4.0, 3.0, 0.0, 15.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null} 
771 ven 16:12:49 11/12/2014 ALERT  {[0.0, 0.0, 0.0, 12.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
772 ven 16:12:49 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 12.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
773 ven 16:13:39 11/12/2014 OK {[4.0, 0.0, 0.0, 12.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
774 ven 16:13:39 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 12.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
775 ven 16:14:38 11/12/2014 OK {[6.0, 0.0, 0.0, 16.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
776 ven 16:14:38 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 16.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
777 ven 16:15:42 11/12/2014 ALERT  {[4.0, 2.0, 0.0, 19.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null} 
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778 ven 16:15:42 11/12/2014 ALERT  {[1.0, 1.0, 4.0, 2.0, 0.0, 19.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null} 
779 ven 16:16:50 11/12/2014 ALERT  {[8.0, 4.0, 0.0, 16.0, 0.0, 2.0, 27.0, 34.0, 22.0, 16.0];null} 
780 ven 16:16:50 11/12/2014 ALERT  {[1.0, 1.0, 8.0, 4.0, 0.0, 16.0, 0.0, 2.0, 27.0, 34.0, 22.0, 16.0];null} 
781 ven 16:17:50 11/12/2014 OK {[7.0, 1.0, 0.0, 20.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
782 ven 16:17:50 11/12/2014 OK {[1.0, 1.0, 7.0, 1.0, 0.0, 20.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
783 ven 16:19:33 11/12/2014 ALERT  {[6.0, 0.0, 0.0, 25.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
784 ven 16:19:33 11/12/2014 ALERT  {[1.0, 1.0, 6.0, 0.0, 0.0, 25.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
785 ven 16:20:42 11/12/2014 OK {[6.0, 0.0, 0.0, 14.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
786 ven 16:20:42 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 14.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
787 ven 16:22:02 11/12/2014 ALERT  {[9.0, 0.0, 0.0, 33.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
788 ven 16:22:02 11/12/2014 ALERT  {[1.0, 1.0, 9.0, 0.0, 0.0, 33.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
789 ven 16:23:26 11/12/2014 OK {[6.0, 0.0, 0.0, 11.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
790 ven 16:23:26 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 11.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
791 ven 16:24:33 11/12/2014 OK {[9.0, 0.0, 0.0, 27.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
792 ven 16:24:33 11/12/2014 ALERT  {[3.0, 2.0, 9.0, 0.0, 0.0, 27.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
793 ven 16:25:38 11/12/2014 OK {[13.0, 0.0, 0.0, 41.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
794 ven 16:25:38 11/12/2014 ALERT  {[4.0, 5.0, 13.0, 0.0, 0.0, 41.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
795 ven 16:27:15 11/12/2014 ALERT  {[6.0, 0.0, 0.0, 26.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
796 ven 16:27:15 11/12/2014 ALERT  {[1.0, 1.0, 6.0, 0.0, 0.0, 26.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
797 ven 16:27:48 11/12/2014 ALERT  {[9.0, 0.0, 0.0, 35.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
798 ven 16:27:48 11/12/2014 ALERT  {[2.0, 2.0, 9.0, 0.0, 0.0, 35.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
799 ven 16:28:11 11/12/2014 ALERT  {[9.0, 0.0, 0.0, 47.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
800 ven 16:28:11 11/12/2014 ALERT  {[3.0, 3.0, 9.0, 0.0, 0.0, 47.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
801 ven 16:29:19 11/12/2014 OK {[7.0, 0.0, 0.0, 17.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
802 ven 16:29:19 11/12/2014 OK {[1.0, 1.0, 7.0, 0.0, 0.0, 17.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
803 ven 16:30:12 11/12/2014 OK {[15.0, 0.0, 0.0, 33.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
804 ven 16:30:12 11/12/2014 ALERT  {[2.0, 2.0, 15.0, 0.0, 0.0, 33.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
805 ven 16:31:05 11/12/2014 OK {[22.0, 1.0, 0.0, 54.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
806 ven 16:31:05 11/12/2014 ALERT  {[3.0, 3.0, 22.0, 1.0, 0.0, 54.0, 1.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
807 ven 16:37:53 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
808 ven 16:37:53 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
809 ven 16:38:49 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 6.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
810 ven 16:38:49 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 6.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
811 ven 16:39:52 11/12/2014 ALERT  {[0.0, 1.0, 0.0, 4.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
812 ven 16:39:52 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 1.0, 0.0, 4.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
813 ven 16:40:31 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
814 ven 16:40:31 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
815 ven 16:41:08 11/12/2014 OK {[7.0, 0.0, 0.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
816 ven 16:41:08 11/12/2014 OK {[1.0, 1.0, 7.0, 0.0, 0.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
817 ven 16:41:46 11/12/2014 ALERT  {[2.0, 13.0, 0.0, 18.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
818 ven 16:41:46 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 13.0, 0.0, 18.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
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819 ven 16:42:22 11/12/2014 ALERT  {[3.0, 1.0, 0.0, 19.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
820 ven 16:42:22 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 1.0, 0.0, 19.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
821 ven 16:43:15 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
822 ven 16:43:15 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 10.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
823 ven 16:43:48 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 6.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
824 ven 16:43:48 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 6.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
825 ven 16:44:37 11/12/2014 ALERT  {[0.0, 1.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
826 ven 16:44:37 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 1.0, 0.0, 5.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
827 ven 16:45:40 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 9.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
828 ven 16:45:40 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 9.0, 0.0, 1.0, 27.0, 34.0, 22.0, 16.0];null}  
829 ven 16:46:40 11/12/2014 ALERT  {[2.0, 3.0, 0.0, 17.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
830 ven 16:46:40 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 3.0, 0.0, 17.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
831 ven 16:47:47 11/12/2014 OK {[6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
832 ven 16:47:47 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
833 ven 16:49:03 11/12/2014 ALERT  {[3.0, 1.0, 0.0, 13.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
834 ven 16:49:03 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 1.0, 0.0, 13.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
835 ven 16:49:52 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
836 ven 16:49:52 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
837 ven 16:50:53 11/12/2014 OK {[14.0, 0.0, 0.0, 20.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
838 ven 16:50:53 11/12/2014 OK {[2.0, 2.0, 14.0, 0.0, 0.0, 20.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
839 ven 16:52:07 11/12/2014 OK {[19.0, 0.0, 0.0, 33.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
840 ven 16:52:07 11/12/2014 ALERT  {[3.0, 3.0, 19.0, 0.0, 0.0, 33.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
841 ven 16:52:55 11/12/2014 OK {[22.0, 1.0, 0.0, 57.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
842 ven 16:52:55 11/12/2014 ALERT  {[4.0, 4.0, 22.0, 1.0, 0.0, 57.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
843 ven 16:53:34 11/12/2014 OK {[24.0, 1.0, 0.0, 67.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
844 ven 16:53:34 11/12/2014 ALERT  {[5.0, 5.0, 24.0, 1.0, 0.0, 67.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
845 ven 16:54:25 11/12/2014 OK {[29.0, 1.0, 0.0, 78.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
846 ven 16:54:25 11/12/2014 ALERT  {[7.0, 6.0, 29.0, 1.0, 0.0, 78.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
847 ven 16:55:31 11/12/2014 ALERT  {[3.0, 0.0, 0.0, 15.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
848 ven 16:55:31 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 0.0, 0.0, 15.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
849 ven 16:56:34 11/12/2014 ALERT  {[8.0, 0.0, 0.0, 32.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
850 ven 16:56:34 11/12/2014 ALERT  {[2.0, 2.0, 8.0, 0.0, 0.0, 32.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
851 ven 16:56:56 11/12/2014 ALERT  {[8.0, 0.0, 0.0, 38.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
852 ven 16:56:56 11/12/2014 ALERT  {[3.0, 3.0, 8.0, 0.0, 0.0, 38.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
853 ven 17:41:12 11/12/2014 ALERT  {[8.0, 0.0, 0.0, 41.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
854 ven 17:41:12 11/12/2014 ALERT  {[4.0, 4.0, 8.0, 0.0, 0.0, 41.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null} 
855 ven 17:41:25 11/12/2014 ALERT  {[10.0, 0.0, 0.0, 46.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
856 ven 17:41:25 11/12/2014 ALERT  {[5.0, 5.0, 10.0, 0.0, 0.0, 46.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
857 ven 17:44:55 11/12/2014 ALERT  {[12.0, 0.0, 0.0, 51.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
858 ven 17:44:55 11/12/2014 ALERT  {[6.0, 6.0, 12.0, 0.0, 0.0, 51.0, 0.0, 0.0, 27.0, 34.0, 22.0, 16.0];null}  
859 malay 17:46:07 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
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860 malay 17:46:07 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
861 malay 17:47:14 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
862 malay 17:47:14 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
863 malay 17:48:16 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
864 malay 17:48:16 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
865 malay 17:49:08 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
866 malay 17:49:08 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
867 malay 17:50:31 11/12/2014 OK {[6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
868 malay 17:50:31 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
869 malay 17:52:06 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 12.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
870 malay 17:52:06 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 1.0, 0.0, 12.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
871 malay 17:53:33 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 15.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
872 malay 17:53:33 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 15.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
873 malay 17:54:20 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
874 malay 17:54:20 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
875 malay 17:55:51 11/12/2014 OK {[4.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
876 malay 17:55:51 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
877 malay 17:56:30 11/12/2014 ALERT  {[1.0, 3.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
878 malay 17:56:30 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 3.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
879 malay 17:57:23 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
880 malay 17:57:23 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
881 malay 17:58:08 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 10.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
882 malay 17:58:08 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 10.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
883 malay 17:58:40 11/12/2014 ALERT  {[0.0, 3.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
884 malay 17:58:40 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 3.0, 0.0, 6.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
885 malay 17:59:30 11/12/2014 ALERT  {[3.0, 0.0, 0.0, 15.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
886 malay 17:59:30 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 0.0, 0.0, 15.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
887 malay 18:00:04 11/12/2014 ALERT  {[3.0, 2.0, 0.0, 8.0, 0.0, 1.0, 50.0, 20.0, 45.0, 22.0];null}  
888 malay 18:00:04 11/12/2014 ALERT  {[1.0, 1.0, 3.0, 2.0, 0.0, 8.0, 0.0, 1.0, 50.0, 20.0, 45.0, 22.0];null}  
889 malay 18:01:02 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
890 malay 18:01:02 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
891 malay 18:02:02 11/12/2014 OK {[9.0, 0.0, 0.0, 15.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
892 malay 18:02:02 11/12/2014 ALERT  {[2.0, 2.0, 9.0, 0.0, 0.0, 15.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
893 malay 18:03:01 11/12/2014 OK {[6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
894 malay 18:03:01 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
895 malay 18:03:46 11/12/2014 OK {[8.0, 0.0, 0.0, 16.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
896 malay 18:03:46 11/12/2014 ALERT  {[3.0, 2.0, 8.0, 0.0, 0.0, 16.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
897 malay 18:05:05 11/12/2014 OK {[11.0, 1.0, 0.0, 27.0, 0.0, 1.0, 50.0, 20.0, 45.0, 22.0];null}  
898 malay 18:05:05 11/12/2014 ALERT  {[4.0, 3.0, 11.0, 1.0, 0.0, 27.0, 0.0, 1.0, 50.0, 20.0, 45.0, 22.0];null}  
899 malay 18:06:04 11/12/2014 OK {[8.0, 1.0, 0.0, 12.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
900 malay 18:06:04 11/12/2014 OK {[1.0, 1.0, 8.0, 1.0, 0.0, 12.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
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901 malay 18:06:57 11/12/2014 OK {[10.0, 4.0, 0.0, 23.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
902 malay 18:06:57 11/12/2014 ALERT  {[2.0, 2.0, 10.0, 4.0, 0.0, 23.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
903 malay 18:07:58 11/12/2014 ALERT  {[11.0, 9.0, 0.0, 40.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
904 malay 18:07:58 11/12/2014 ALERT  {[3.0, 3.0, 11.0, 9.0, 0.0, 40.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
905 malay 18:08:39 11/12/2014 ALERT  {[14.0, 9.0, 0.0, 46.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
906 malay 18:08:39 11/12/2014 ALERT  {[4.0, 4.0, 14.0, 9.0, 0.0, 46.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
907 malay 18:18:05 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
908 malay 18:18:05 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
909 malay 18:19:02 11/12/2014 ALERT  {[0.0, 4.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
910 malay 18:19:02 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 4.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
911 malay 18:20:02 11/12/2014 OK {[6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
912 malay 18:20:02 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
913 malay 18:20:55 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 10.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
914 malay 18:20:55 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 10.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
915 malay 18:21:53 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
916 malay 18:21:53 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
917 malay 18:22:52 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
918 malay 18:22:52 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
919 malay 18:23:34 11/12/2014 OK {[2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
920 malay 18:23:34 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 5.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
921 malay 18:24:26 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
922 malay 18:24:26 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
923 malay 18:25:28 11/12/2014 OK {[6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
924 malay 18:25:28 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
925 malay 18:26:12 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
926 malay 18:26:12 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
927 malay 18:27:09 11/12/2014 ALERT  {[2.0, 0.0, 0.0, 10.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
928 malay 18:27:09 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 0.0, 0.0, 10.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
929 malay 18:27:50 11/12/2014 ALERT  {[2.0, 1.0, 0.0, 6.0, 0.0, 1.0, 50.0, 20.0, 45.0, 22.0];null}  
930 malay 18:27:50 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 1.0, 0.0, 6.0, 0.0, 1.0, 50.0, 20.0, 45.0, 22.0];null}  
931 malay 18:28:30 11/12/2014 ALERT  {[1.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
932 malay 18:28:30 11/12/2014 ALERT  {[1.0, 1.0, 1.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
933 malay 18:29:07 11/12/2014 ALERT  {[0.0, 1.0, 0.0, 4.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
934 malay 18:29:07 11/12/2014 ALERT  {[1.0, 1.0, 0.0, 1.0, 0.0, 4.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
935 malay 18:30:06 11/12/2014 ALERT  {[2.0, 1.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
936 malay 18:30:06 11/12/2014 ALERT  {[1.0, 1.0, 2.0, 1.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
937 malay 18:31:48 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
938 malay 18:31:48 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
939 malay 18:32:28 11/12/2014 ALERT  {[5.0, 1.0, 0.0, 15.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
940 malay 18:32:28 11/12/2014 ALERT  {[2.0, 2.0, 5.0, 1.0, 0.0, 15.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
941 malay 18:33:21 11/12/2014 OK {[11.0, 1.0, 0.0, 24.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
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942 malay 18:33:21 11/12/2014 ALERT  {[3.0, 3.0, 11.0, 1.0, 0.0, 24.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
943 malay 18:34:26 11/12/2014 OK {[6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
944 malay 18:34:26 11/12/2014 OK {[1.0, 1.0, 6.0, 0.0, 0.0, 9.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
945 malay 18:35:08 11/12/2014 OK {[8.0, 0.0, 0.0, 16.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
946 malay 18:35:08 11/12/2014 ALERT  {[2.0, 2.0, 8.0, 0.0, 0.0, 16.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
947 malay 18:35:59 11/12/2014 OK {[8.0, 0.0, 0.0, 21.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
948 malay 18:35:59 11/12/2014 ALERT  {[4.0, 3.0, 8.0, 0.0, 0.0, 21.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
949 malay 18:36:44 11/12/2014 OK {[4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
950 malay 18:36:44 11/12/2014 OK {[1.0, 1.0, 4.0, 0.0, 0.0, 7.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
951 malay 18:37:15 11/12/2014 ALERT  {[6.0, 1.0, 0.0, 14.0, 0.0, 1.0, 50.0, 20.0, 45.0, 22.0];null} 
952 malay 18:37:15 11/12/2014 ALERT  {[2.0, 2.0, 6.0, 1.0, 0.0, 14.0, 0.0, 1.0, 50.0, 20.0, 45.0, 22.0];null} 
953 malay 18:37:52 11/12/2014 ALERT  {[6.0, 1.0, 0.0, 21.0, 0.0, 1.0, 50.0, 20.0, 45.0, 22.0];null} 
954 malay 18:37:52 11/12/2014 ALERT  {[3.0, 3.0, 6.0, 1.0, 0.0, 21.0, 0.0, 1.0, 50.0, 20.0, 45.0, 22.0];null} 
955 malay 19:45:27 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 3.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
956 malay 19:45:27 11/17/2014 ALERT  {[1.0, 1.0, 0.0, 0.0, 0.0, 3.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
957 malay 20:02:42 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
958 malay 20:02:42 11/17/2014 ALERT  {[3.0, 2.0, 0.0, 0.0, 0.0, 8.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
959 malay 20:04:10 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 11.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
960 malay 20:04:10 11/17/2014 ALERT  {[4.0, 3.0, 0.0, 0.0, 0.0, 11.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
961 malay 20:05:22 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 14.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
962 malay 20:05:22 11/17/2014 ALERT  {[5.0, 4.0, 0.0, 0.0, 0.0, 14.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
963 malay 20:06:29 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 17.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
964 malay 20:06:29 11/17/2014 ALERT  {[6.0, 5.0, 0.0, 0.0, 0.0, 17.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
965 malay 20:07:35 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 20.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
966 malay 20:07:35 11/17/2014 ALERT  {[7.0, 6.0, 0.0, 0.0, 0.0, 20.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
967 malay 20:08:46 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 23.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
968 malay 20:08:46 11/17/2014 ALERT  {[8.0, 7.0, 0.0, 0.0, 0.0, 23.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
969 malay 20:09:45 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 26.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
970 malay 20:09:45 11/17/2014 ALERT  {[9.0, 8.0, 0.0, 0.0, 0.0, 26.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
971 malay 20:10:36 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 29.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
972 malay 20:10:36 11/17/2014 ALERT  {[10.0, 9.0, 0.0, 0.0, 0.0, 29.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null}  
973 malay 20:11:17 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 32.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
974 malay 20:11:17 11/17/2014 ALERT  {[11.0, 10.0, 0.0, 0.0, 0.0, 32.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
975 malay 20:12:02 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 35.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
976 malay 20:12:02 11/17/2014 ALERT  {[12.0, 11.0, 0.0, 0.0, 0.0, 35.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
977 malay 20:12:39 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 38.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
978 malay 20:12:39 11/17/2014 ALERT  {[13.0, 12.0, 0.0, 0.0, 0.0, 38.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
979 malay 20:13:30 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 41.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
980 malay 20:13:30 11/17/2014 ALERT  {[14.0, 13.0, 0.0, 0.0, 0.0, 41.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
981 malay 20:14:31 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 44.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
982 malay 20:14:31 11/17/2014 ALERT  {[15.0, 14.0, 0.0, 0.0, 0.0, 44.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
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983 malay 20:14:59 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 47.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
984 malay 20:14:59 11/17/2014 ALERT  {[16.0, 15.0, 0.0, 0.0, 0.0, 47.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
985 malay 20:18:42 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 50.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
986 malay 20:18:42 11/17/2014 ALERT  {[17.0, 16.0, 0.0, 0.0, 0.0, 50.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
987 malay 20:20:09 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 53.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
988 malay 20:20:09 11/17/2014 ALERT  {[18.0, 17.0, 0.0, 0.0, 0.0, 53.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
989 malay 20:22:43 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 56.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
990 malay 20:22:43 11/17/2014 ALERT  {[19.0, 18.0, 0.0, 0.0, 0.0, 56.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
991 malay 20:23:36 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 59.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
992 malay 20:23:36 11/17/2014 ALERT  {[20.0, 19.0, 0.0, 0.0, 0.0, 59.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
993 malay 20:24:30 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 62.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
994 malay 20:24:30 11/17/2014 ALERT  {[21.0, 20.0, 0.0, 0.0, 0.0, 62.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
995 malay 20:25:10 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 65.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
996 malay 20:25:10 11/17/2014 ALERT  {[22.0, 21.0, 0.0, 0.0, 0.0, 65.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
997 malay 20:25:49 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 68.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
998 malay 20:25:49 11/17/2014 ALERT  {[23.0, 22.0, 0.0, 0.0, 0.0, 68.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
999 malay 20:26:20 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 71.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1000 malay 20:26:20 11/17/2014 ALERT  {[24.0, 23.0, 0.0, 0.0, 0.0, 71.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1001 malay 20:27:02 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 74.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1002 malay 20:27:02 11/17/2014 ALERT  {[25.0, 24.0, 0.0, 0.0, 0.0, 74.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1003 malay 20:27:34 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 77.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1004 malay 20:27:34 11/17/2014 ALERT  {[26.0, 25.0, 0.0, 0.0, 0.0, 77.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1005 malay 20:28:15 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 80.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1006 malay 20:28:15 11/17/2014 ALERT  {[27.0, 26.0, 0.0, 0.0, 0.0, 80.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1007 malay 20:29:08 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 83.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1008 malay 20:29:08 11/17/2014 ALERT  {[28.0, 27.0, 0.0, 0.0, 0.0, 83.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1009 malay 20:29:46 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 86.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1010 malay 20:29:46 11/17/2014 ALERT  {[29.0, 28.0, 0.0, 0.0, 0.0, 86.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1011 malay 20:30:25 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 89.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1012 malay 20:30:25 11/17/2014 ALERT  {[30.0, 29.0, 0.0, 0.0, 0.0, 89.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1013 malay 20:30:56 11/17/2014 ALERT  {[0.0, 0.0, 0.0, 92.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
1014 malay 20:30:56 11/17/2014 ALERT  {[31.0, 30.0, 0.0, 0.0, 0.0, 92.0, 0.0, 0.0, 50.0, 20.0, 45.0, 22.0];null} 
 
