All relevant data are within the paper and its Supporting Information files.

Introduction {#sec001}
============

Aquatic vegetation (coarsely structured macroalgae and vascular plants) are foundation organisms in shallow coastal areas, and sustain multiple ecosystem services including fish production \[[@pone.0181419.ref001], [@pone.0181419.ref002]\], sediment stabilization \[[@pone.0181419.ref003]\] and nutrient filtering \[[@pone.0181419.ref004]\]. Many large-scale field surveys suggest the distribution of aquatic vegetation is limited by high water turbidity \[[@pone.0181419.ref005]--[@pone.0181419.ref010]\], which in coastal ecosystems is primarily influenced by runoff from land that brings dissolved nutrients and suspended particles \[[@pone.0181419.ref011], [@pone.0181419.ref012]\]. Suspended particles increase turbidity by absorbing light, while nutrients increase the growth of phytoplankton, which also absorbs light and thereby increases turbidity \[[@pone.0181419.ref013]\]. In addition, particles can re-suspend from the seafloor through physical disturbance, such as wave action, water currents \[[@pone.0181419.ref013], [@pone.0181419.ref014]\], and boat-mediated wake and currents \[[@pone.0181419.ref015]\].

Many small-scale experiments show that aquatic vegetation can also reduce turbidity by i) stabilizing the seabed, thereby decreasing sediment resuspension \[[@pone.0181419.ref003]\], ii) decreasing water movement, leading to increased sedimentation \[[@pone.0181419.ref016]\], and iii) reducing the growth of phytoplankton, through competition for nutrients \[[@pone.0181419.ref004]\] and/or by releasing allelochemical substances \[[@pone.0181419.ref017]\]. Using causal modeling based on field survey data, van der Heide et al. \[[@pone.0181419.ref018]\] showed that the seagrass *Zostera marina* can locally increase light penetration, partly by taking up nitrogen, and partly by stabilizing sediments. These results indicate that the regulating effect of aquatic vegetation on turbidity may have been underestimated in many field surveys, due to a lack of proper statistical tools.

The effect of organisms on abiotic conditions and, therefore, the provisioning of ecosystem services like good water quality is likely to vary over time \[[@pone.0181419.ref019]\], due to seasonal changes in abundance and distribution of organisms. For example, the ability of aquatic plants to attenuate waves \[[@pone.0181419.ref020]\], regulate nutrients \[[@pone.0181419.ref021]\] and absorb CO~2~ \[[@pone.0181419.ref022]\] is strongest in summer, when plant cover and biomass peak. Additionally, disturbance or altered environmental conditions can have stronger effect on an ecosystem during certain seasons, i.e. when they occur during the reproduction period or the early life stages of organisms. For example, plants with floating leaves, e.g. *Nymphaea*, can grow well in turbid waters, but clear water is needed early in the growing season for new seedlings to establish \[[@pone.0181419.ref023]\]. Consequently, accounting for seasonal variability is central when assessing relationships between organisms and ecosystem services.

Spatial scale is also an understudied but important factor that is likely to influence the effect of organisms on their environment, including ecosystem services. A recent study based on data from a global field survey suggests that organism-environment relationships can vary in strength and even direction with spatial scales, and that simple bivariate plotting of net relationships may obscure actual relationships \[[@pone.0181419.ref024]\]. Theory and empirical studies show that species distributions are generally structured by abiotic factors at regional scales, while the effects of organisms on their environment are typically more local \[[@pone.0181419.ref025]\]. However, the effect of biota might have been underestimated in many studies, due to the predominant use of statistical methods that explore net relationships, while organism-environment interactions consist of networks of direct and indirect effects \[[@pone.0181419.ref024], [@pone.0181419.ref026]\]. One of the methods that can tease apart direct and indirect interactions is structural equation modeling (SEM) \[[@pone.0181419.ref027], [@pone.0181419.ref028]\]. In the best of worlds, cause-effect relationships should be assessed using experiments. However, in cases when experimental manipulations are logistically or ethically unfeasible, SEM can be fitted on correlative survey data, and when combined with prior knowledge on causal interactions, used to identify the direct and/or indirect paths that are most likely to govern the system. In cases when the direction of causality is uncertain or can change over time/space, SEM fitted on longitudinal data (multiple measures over time) increases the ability to identify the most plausible direction of causality \[[@pone.0181419.ref029]\].

The aim of this study was to explore the relationships between aquatic vegetation and turbidity and how these relationships vary with season and spatial scale, using field survey data combined with causal modeling. We conducted a large-scale field survey in 32 shallow bays along the central Swedish Baltic Sea coast, which together formed gradients in land-derived nutrient loading and topographic openness of the bays towards the sea. To assess the relationships between vegetation cover and turbidity at both local and regional scale (within and across bays), we sampled aquatic vegetation and turbidity in 6--8 stations per bay. To assess the direct and indirect relationships between land-derived nutrient load, particle load from run-off (salinity as proxy), turbidity and vegetation cover, we used piecewise structural equation modeling \[[@pone.0181419.ref030]\]. We hypothesized that aquatic vegetation reduces turbidity at both local and regional scale but more so in summer than in spring, due to seasonal variation in vegetation cover \[[@pone.0181419.ref031]\]. Our results show that the relationships between aquatic vegetation and turbidity differs between seasons and spatial scale of the analyses. We highlight the importance of combining experiments and field surveys encompassing multiple scales and seasons when investigating complex questions at ecosystem level.

Methods {#sec002}
=======

This study was made in accordance to the ethical regulation laid down in the Swedish ordinance SJVFS 2012:26, which is the Swedish implementation of the Directive 2010/63/EU of the European Parliament and of the Council on the protection of animals used for scientific purposes. The fish sampling procedures applied in the project, described under Survey design and in the Supporting Information, were also judged and approved by the Ethical Board on Animal Experiments of the County Court of Uppsala, Sweden, permit C 139/13. The fish died in the process of lifting the nets.

Study system {#sec003}
------------

The Baltic Sea is a temperate brackish marginal sea with strong seasonality in solar influx, temperature and biological production. The Baltic Sea is also heavily impacted by anthropogenic activities, most importantly eutrophication from land-based sources (e.g. \[[@pone.0181419.ref032]\]). A large part of the coastline consists of archipelago areas with shallow, sheltered bays dominated by sediment bottoms. Shallow bays typically harbor a high diversity of aquatic vegetation of both marine and freshwater origin (e.g. \[[@pone.0181419.ref033], [@pone.0181419.ref034]\]). Freshwater species include charophytes (*Chara* spp.) and rooted angiosperms such as pondweeds (*Stuckenia* and *Potamogeton* spp.), water milfoils (*Myriophyllum* spp.), naiads (*Najas marina*) and crowfoots (*Ranunculus* spp.). Marine species include macroalgae such as bladderwrack (*Fucus vesiculosus*), forkweed (*Furcellaria lumbricalis*) and filamentous algae, such as *Cladophora* spp. and *Pylaiella littoralis*.

The Baltic Sea has no tide, and water level fluctuations are mainly caused by air pressure. The topographic openness of shallow bays towards the sea is an important factor that changes over long timescales due to isostatic land uplift \[[@pone.0181419.ref035]\]. The openness in turn affects key abiotic variables like wave exposure and water retention time, which in turn affects many properties like sedimentation of particles, substrate characteristics, water temperature, and salinity \[[@pone.0181419.ref001], [@pone.0181419.ref035]\].

Survey design {#sec004}
-------------

To explore the relationships between aquatic vegetation and water turbidity, we conducted a field survey in 32 shallow bays situated along a 360 km stretch of the central Swedish Baltic Sea coast ([Fig 1](#pone.0181419.g001){ref-type="fig"}). Sampling was done twice; in spring (May), when the annual vegetation has just started to grow and most of the biomass consists of overwintering perennials, and in late summer (August), when the vegetation reaches it maximum cover and biomass \[[@pone.0181419.ref031], [@pone.0181419.ref036]\].

![Map of the central Baltic Sea coastline.\
The position of the 32 shallow bays is marked with black dots. Axis labels show latitude and longitude. The map was created in QGIS v. 2.12.3 \[[@pone.0181419.ref037]\], with background layers from DeLorme (Esri, Redlands, CA) and the global lakes and wetlands database (level 1) \[[@pone.0181419.ref038]\].](pone.0181419.g001){#pone.0181419.g001}

The 32 bays were chosen to together form a gradient in loads of land-derived nutrients (ton year^-1^) from watersheds surrounding each bay, based on fine-scale modelled data (derived from the Swedish Meteorological and Hydrological Institute's database "SVAR" \[version 2012_2\] and "S-HYPE" model \[version 2012_1\_2_1\] available at [http://www.smhi.se](http://www.smhi.se/); see \[[@pone.0181419.ref039]\]). Moreover, the bays were selected to mainly consist of areas shallower than 3 m (to reduce natural variability), and host aquatic vegetation (based on previous surveys of ca 90 percent of the sites). Five of the bays had been surveyed during 4--7 years in the past, and had relatively constant species composition during that period of time.

In each bay, 6--8 stations (higher number with increasing area of the bay) were randomly positioned at 0.5--3 m depth and at least 30 m apart. In total, we sampled 201 stations across the 32 bays. At each station, the percent cover of aquatic vegetation species within a 0.5 × 0.5 m frame was visually estimated by a snorkeler, at three random points in spring and five random points in summer, within a five m radius from each station. The cumulative cover of all submerged vegetation species (excluding filamentous algae) was calculated for each frame (hereafter "vegetation cover"). The measurements were then averaged to give a single value per station and season. Water was sampled at each station at 0.5 m depth for analyses of turbidity, phytoplankton fluorescence, salinity and dissolved nutrients. Water turbidity depends partly on phytoplankton fluorescence, and partly on suspended particles \[[@pone.0181419.ref013]\]. Since fluorescence is strongly affected by light and temperature, we stored the water samples dark and cold for ca 6 hours until measuring turbidity and fluorescence (three estimates per station), using a handheld turbidi- and fluorometer (Aquafluor®, Turner Designs, USA). Salinity was measured in the field using a Multi 340i voltmeter (WTW, Germany). Water for nutrient analysis was filtered through a 0.45 μm glass-fiber filter, stored dark and cold until freezing, and later analyzed through segmented flow colorimetric analysis \[[@pone.0181419.ref040]\], with the system ALPKEM FlowSolution IV, OI Analytical, after digestion with acid-persulphate at high temperature (modified after \[[@pone.0181419.ref041]\]). Our field measurements of dissolved phosphorus and nitrogen indicated that the majority of the bays were nitrogen limited, based on the Redfield ratio \[[@pone.0181419.ref042]\] (see also \[[@pone.0181419.ref043]\]). Hence, we chose to include nitrogen (and not phosphorus) in the models. We used the modeled land-derived nitrogen load (ton year^-1^) for two reasons: first, nutrient run-off from land is one of the major causes of eutrophication and high turbidity \[[@pone.0181419.ref044]\]; second, because it is an exogenous variable (i.e. a variable unaffected by other variables in the model in contrast to e.g. the measured nutrient concentrations which could be influenced by vegetation and phytoplankton), and these typically help identify solvable models. The modelled load of nitrogen and phosphorus were in our data highly correlated (Spearman rho = 0.96, p \< 0.0001).

Sediment re-suspension by benthivorous fish has been found to affect turbidity in shallow lakes. The density and activity of benthivorous fish and the sediment type affect resuspension and settling rate of the sediment and further the turbidity \[[@pone.0181419.ref045], [@pone.0181419.ref046]\]. To control for sediment re-suspension by benthivorous fish, four to five Nordic survey gillnets (European Union standardized method EN 14757:2005) were set out in each bay overnight in spring (see detailed description in Supporting Information). There was no correlation between the density of benthivorous fish (black goby, bream, crucian carp, European flounder, ide, roach, rudd and tench, kg/km^2^) and turbidity, but a negative correlation between the density of benthivorous fish and topographic openness ([S1 Table](#pone.0181419.s002){ref-type="supplementary-material"}).

Conceptual model {#sec005}
----------------

Many field surveys suggest that high turbidity reduces plant cover (e.g. by reducing light penetration), but on the other hand, many experiments show that high plant cover can reduce turbidity (e.g. by increasing sediment settlement and/or reducing sediment resuspension). To assess which of these relationships that best fitted our field survey data, and whether these relationships depended on season, we specified (and then evaluated, see below) four alternative conceptual models (model 1--4), each including one of the four possible combinations of directed relationships between vegetation and turbidity in spring vs. summer ([Fig 2](#pone.0181419.g002){ref-type="fig"}). For example, model 1 included an effect of vegetation on turbidity in both spring and summer, whereas model 4 included the reverse relationships. Based on prior system knowledge, turbidity was hypothesized to also increase with i) land-derived nitrogen load, due to increased growth of phytoplankton \[[@pone.0181419.ref047]--[@pone.0181419.ref049]\] and ii) low salinity, as a proxy of transfer of suspended inorganic particles with freshwater runoff \[[@pone.0181419.ref011]\]. Vegetation cover in summer was allowed to depend on vegetation cover in spring. Correlated errors between spring and summer salinity as well as turbidity were incorporated to account for potential temporal autocorrelation. The topographic openness of bays was included in initial model exploration, since several previous studies have shown that it is one of the most important factors structuring shallow bay biota, including plant assemblages \[[@pone.0181419.ref001], [@pone.0181419.ref035], [@pone.0181419.ref050]\]. However, since topographic openness did not affect turbidity, and because our relatively small bay-level (regional scale) sample size (N = 32) restricted the number of parameters that could be included, we excluded topographic openness from the final models.

![Conceptual model summarizing the four full models (1--4).\
The models were fitted and compared (using AIC) to assess the strength and direction of the relationships between cover of aquatic vegetation and turbidity in spring (grey box) and summer (white box). The four thicker arrows and respective number combination (1--4) indicate which paths and directions that were included in which model. Double-headed arrows are correlated errors.](pone.0181419.g002){#pone.0181419.g002}

Statistical analyses {#sec006}
--------------------

All statistical analyses were made in R v. 3.2.5 \[[@pone.0181419.ref051]\]. To achieve normally distributed data, the variables nitrogen load, turbidity and fluorescence were log~10~-transformed, while vegetation cover was square-root transformed. All predictor variables were tested for multicollinearity by i) calculating the variance inflation factor (less than 2) for each predictor \[[@pone.0181419.ref052]\], and the correlation coefficient (less than 0.6) for all predictor combinations.

To quantify the direct and indirect relationships between nitrogen load, salinity, cover of aquatic vegetation and turbidity, we ran path analyses \[[@pone.0181419.ref027], [@pone.0181419.ref028]\] using the *piecewiseSEM* package \[[@pone.0181419.ref030]\]. Model fit was assessed using the test of directional separation \[[@pone.0181419.ref053]\], which tests if there are any paths missing in the model, and if the model would improve by including the missing path(s) \[[@pone.0181419.ref054]\]. The models were simplified by stepwise removal of the non-significant path(s) in order after highest p-value. The relative fit of the four alternative models was assessed using Akaike's Information Criterion (AIC). Models with less than 4 units of difference in AIC were assumed to fit the data equally well \[[@pone.0181419.ref055]\]. To be able to compare the relative strength of the significant paths, standardized path coefficients (scaled by mean and variance) were calculated for the final models \[[@pone.0181419.ref056]\]. Marginal and conditional R^2^ were calculated for the local scale models (where "bay" was a random factor) (see \[[@pone.0181419.ref057]\]). Marginal R^2^ explains proportion of variance explained by the fixed factors alone while conditional R^2^ explains the proportion of variance explained by the fixed and random factors.

To assess whether the relationships changed with spatial scale, data were analyzed at two spatial scales; regional (using means per bay, N = 32) and local (using station-scale values \[N = 201\] including "bay" as random factor with 32 levels). To elucidate through which mechanisms vegetation might affect the turbidity, we then replaced turbidity with i) fluorescence (a proxy for phytoplankton abundance) and ii) sediment-driven turbidity (see below) respectively, and evaluated these models in the same way. Sediment-driven turbidity was estimated by first modeling the effect of fluorescence on turbidity using a simple linear regression (spring regional scale R^2^ = 0.32, p \< 0.001, summer regional scale R^2^ = 0.21, p \< 0.01). Thereafter, we extracted the residuals from the model (i.e. the variation in turbidity not explained by fluorescence), and used these as an estimate of sediment-driven turbidity.

We acknowledge that we have not measured the actual sediment-driven turbidity, but estimated it as the turbidity that is not explained by fluorescence (i.e. the residuals). The concentration of suspended particulate matter (SPM) can be estimated from turbidity measurements as ln(SPM) = 0.97\*Turbidity-- 0.081 \[[@pone.0181419.ref058]\]. However, in our case such approximation would be of little use as SPM is a linear transformation of turbidity values, and would therefore give the same results in our SEM models as when including turbidity.

To test if there were seasonal differences in the variables (excluding nutrient load, which was based on yearly model estimates), we ran a mixed model for each variable with "season" as fixed factor, and "bay" as random factor. Each model was tested against a simplified model without the fixed factor "season", using the anova function in R. We used the p-value from the likelihood ratio test to assess if the models differed significantly (p \< 0.05), in which case \"season\" was regarded as significant (shown in [S2 Table](#pone.0181419.s003){ref-type="supplementary-material"}).

Results {#sec007}
=======

Relationships at the regional (between-bay) scale {#sec008}
-------------------------------------------------

### Turbidity {#sec009}

Based on the test of d-separation and AIC value, two of the four models fitted the data best; model 1 (AIC: 43.88) and model 2 (AIC: 45.59) ([Fig 3A](#pone.0181419.g003){ref-type="fig"}, [S3 Table](#pone.0181419.s004){ref-type="supplementary-material"}). The two models shared four direct effects; a negative effect of vegetation cover on turbidity in spring (p = 0.023, [Fig 4A](#pone.0181419.g004){ref-type="fig"}), a positive effect of spring vegetation on summer vegetation (model 1 p = 0.003, [Fig 4B](#pone.0181419.g004){ref-type="fig"}; model 2 p = 0.015, [Fig 5A](#pone.0181419.g005){ref-type="fig"}), and positive effects of nitrogen load on turbidity in spring and summer (p = 0.003--0.014, Figs [4C, 4D](#pone.0181419.g004){ref-type="fig"} and [5B](#pone.0181419.g005){ref-type="fig"}). Consequently, the influence of aquatic vegetation on turbidity in spring appeared to be stronger than the effect of turbidity on vegetation. Model 1 also contained a direct negative effect of vegetation on turbidity in summer (p = 0.003, [Fig 4E](#pone.0181419.g004){ref-type="fig"}). Model 2 instead included the reverse relationship--a direct negative effect of summer turbidity on summer vegetation (p = 0.042, [Fig 5C](#pone.0181419.g005){ref-type="fig"})--but also a direct negative effect of spring vegetation on summer turbidity (p = 0.020, [Fig 5D](#pone.0181419.g005){ref-type="fig"}); a path not included in the initial model, but identified by the test of d-separation as a missing path needed to reach a good fit of the data. When combined, these two paths result in an *indirect* positive effect of spring vegetation on summer vegetation, mediated by summer turbidity. In other words, model 2 suggests high vegetation cover in spring fed back positively on itself over time, by reducing turbidity.

![**Path diagrams of the best-fitting regional scale models using a) turbidity and b) sediment-driven turbidity.** Variables within the grey vs. white box were measured in spring vs. summer, respectively. Solid lines indicate significant paths (p \< 0.05), while dashed lines indicate non-significant paths. Double-headed arrows show correlated errors. Standardized regression coefficients ± SE are shown for paths with p \< 0.1. Bold numbers within brackets show R^2^.](pone.0181419.g003){#pone.0181419.g003}

![Partial regression plots of the significant relationships from the regional scale analysis of turbidity.\
The relationships shown are from one of the two best fitting models (model 1). Turbidity and nitrogen load are log~10~-transformed, and vegetation cover is square-root transformed. (a) partial effect of vegetation cover in spring on turbidity in spring, given the effect of the co-variable nitrogen load; (b) effect of vegetation cover in spring on vegetation cover in summer; (c) partial effect of nitrogen load on turbidity in spring, given the effect of the co-variable vegetation cover in spring; (d) partial effect of nitrogen load on turbidity in summer, given the effect of the co-variable vegetation cover in summer; (e) partial effect of vegetation cover in summer on turbidity in summer, given the effect of the co-variable nitrogen load.](pone.0181419.g004){#pone.0181419.g004}

![Partial regression plots of the significant relationships from the regional scale analysis of turbidity.\
The relationships shown are from one of the two best fitting models (model 2). Turbidity and nitrogen load are log~10~-transformed, and vegetation cover is square-root transformed. (a) partial effect of vegetation cover in spring vegetation cover in summer, given the effect of the co-variable turbidity in summer; (b) partial effect of nitrogen load on turbidity in summer, given the effect of the co-variable vegetation cover in spring; (c) partial effect turbidity in summer on vegetation cover in summer, given the effect of the co-variable vegetation cover in spring; (d) partial effect of vegetation cover in spring on turbidity in summer, given the effect of the co-variable nitrogen load. [Fig 4A and 4C](#pone.0181419.g004){ref-type="fig"} were also significant in model 2.](pone.0181419.g005){#pone.0181419.g005}

### Fluorescence {#sec010}

When turbidity was replaced by fluorescence, the four models were identical after model simplification (AIC: 31.08; [S3 Table](#pone.0181419.s004){ref-type="supplementary-material"}). The only significant relationship was the link from spring vegetation to summer vegetation (p = 0.003, [Fig 4B](#pone.0181419.g004){ref-type="fig"}). There was also a trend to a positive effect of nitrogen load on spring and summer fluorescence (p = 0.070--0.072).

### Sediment-driven turbidity {#sec011}

When turbidity was replaced by sediment-driven turbidity, two of the four models fitted the data best; model 3 (AIC: 35.96) and model 4 (AIC: 33.07) ([Fig 3B](#pone.0181419.g003){ref-type="fig"}, [S3 Table](#pone.0181419.s004){ref-type="supplementary-material"}). The two models shared two direct effects; a negative effect of sediment-driven turbidity in spring on vegetation in summer (p = 0.011, Panel A in [S1 Fig](#pone.0181419.s006){ref-type="supplementary-material"}), and a positive effect of spring vegetation on summer vegetation (p = 0.021, Panel B in [S1 Fig](#pone.0181419.s006){ref-type="supplementary-material"}). The two best fitting models also shared two trends; a trend to a negative effect of sediment-driven turbidity in spring on vegetation cover in spring (p = 0.056, Panel C in [S1 Fig](#pone.0181419.s006){ref-type="supplementary-material"}), and a positive effect (or trend) of nitrogen load on sediment-driven turbidity in summer (model 3: p = 0.073, model 4: p = 0.048, Panel D and E in [S1 Fig](#pone.0181419.s006){ref-type="supplementary-material"}). Model 4 also contained a direct negative effect of summer vegetation on summer sediment-driven turbidity (p = 0.0061, Panel F in [S1 Fig](#pone.0181419.s006){ref-type="supplementary-material"}). When combined with the other significant paths (see above), the model indicates there was a positive *indirect* effect of sediment-driven turbidity in spring on sediment-driven turbidity in summer, mediated by vegetation cover in spring and summer. In other words, high sediment-driven turbidity in spring fed back positively on itself over time, by reducing vegetation.

Relationships at the local (within-bay) scale {#sec012}
---------------------------------------------

### Turbidity {#sec013}

After model selection and simplification model 1 and 4 were identical, and so were model 2 and 3. The two final models fitted the data equally well, i.e. AIC differed with less than 4 units; model 1 and 4 (AIC: 50.30) and model 2 and 3 (AIC: 48.86) ([Fig 6](#pone.0181419.g006){ref-type="fig"}; [S3 Table](#pone.0181419.s004){ref-type="supplementary-material"}). Both models identified a negative relationship between vegetation and turbidity, but with different directions of causality. Both models shared three direct effects; a positive effect of nitrogen load on spring turbidity (p = 0.034), a positive effect of vegetation in spring on vegetation in summer (p \< 0.001), and a negative effect of summer salinity on turbidity in summer (p = 0.001). Model 1 and 4 also contained a weak direct negative effect of vegetation on turbidity in summer (p = 0.016), while model 2 and 3 instead included the reverse relationship; a direct negative effect of summer turbidity on summer vegetation (p = 0.001).

![Path diagrams of the four best-fitting models using local-scale (station) data on turbidity.\
The path diagram to the left shows model 1 and 4, which became identical after model simplification. The path diagram to the right shows model 2 and 3, which also became identical after model simplification. Variables within the grey vs. white box were measured in spring vs. summer, respectively. Solid lines indicate significant paths (p \< 0.05) with standardized regression coefficients ± SE, while dashed lines indicate non-significant paths. Bold numbers within brackets show conditional R^2^.](pone.0181419.g006){#pone.0181419.g006}

### Fluorescence {#sec014}

When turbidity was replaced by fluorescence, the only significant relationship was a positive effect of spring vegetation on summer vegetation (p \< 0.001). However, there was a tendency to a positive effect of nitrogen load on spring and summer fluorescence (p = 0.076). Hence, the four models were identical after model selection (AIC: 37.67; [S3 Table](#pone.0181419.s004){ref-type="supplementary-material"}).

### Sediment-driven turbidity {#sec015}

When turbidity was replaced by sediment-driven turbidity, model 1 and 4 were identical after model selection and simplification, and so were model 2 and 3. The two final models fitted the data equally well, i.e. AIC differed with less than 4 units; model 1 and 4 (AIC: 16.55) and model 2 and 3 (AIC: 12.70) ([S3 Table](#pone.0181419.s004){ref-type="supplementary-material"}). The two final models contained a positive effect of spring vegetation on summer vegetation (p \< 0.0001). The only other significant path in the models was a negative effect of sediment-driven turbidity in summer on summer vegetation (p = 0.0026, model 2 and 3), i.e. the opposite relationship than at the regional scale.

Seasonal differences in endogenous variables {#sec016}
--------------------------------------------

Vegetation cover, salinity and fluorescence were higher in summer than in spring, at both local and regional scales ([S2 Table](#pone.0181419.s003){ref-type="supplementary-material"}). Meanwhile, there was no seasonal difference in turbidity at the regional scale or sediment-driven turbidity at either regional or local scale. Turbidity was slightly higher in summer than in spring, at local scale. The variable with the highest seasonal difference was vegetation cover (estimate of the fixed effect season 1.06 at regional scale and 1.22 at local scale, [S2 Table](#pone.0181419.s003){ref-type="supplementary-material"}). The ranges of the variables land-derived nitrogen and phosphorus load, dissolved nutrients (NH~4~, PO~4~ and sum of NO~2~ and NO~3~), salinity, turbidity, fluorescence and vegetation cover in spring and summer at regional scale (averages/bay) are shown in [Table 1](#pone.0181419.t001){ref-type="table"}.

10.1371/journal.pone.0181419.t001

###### Ranges of the measured and modelled variables at regional scale (averages/bay) in spring and summer respectively.

![](pone.0181419.t001){#pone.0181419.t001g}

  Variable           Description                                                                                                                                Season             Range
  ------------------ ------------------------------------------------------------------------------------------------------------------------------------------ ------------------ -----------------
  Load.N_ton/year    Modelled net nitrogen load (ton/year) exported to the sea from the watersheds surrounding the bay[\*](#t001fn001){ref-type="table-fn"}     one yearly value   0.1435--37.2628
  Load.P_ton/year    Modelled net phosphorus load (ton/year) exported to the sea from the watersheds surrounding the bay[\*](#t001fn001){ref-type="table-fn"}   one yearly value   0.0036--1.5483
  NH~4~              NH4-N μmol/l                                                                                                                               spring             0.23--2.84
  summer             0.22--2.41                                                                                                                                                    
  PO~4~              PO4-P μmol/l                                                                                                                               spring             0.04--0.30
  summer             0.02--0.69                                                                                                                                                    
  NO~2~ and NO~3~    (NO~2~+NO~3~)-N μmol/l                                                                                                                     spring             0.06--0.86
  summer             0.05--0.75                                                                                                                                                    
  Salinity           Measured salinity (PSU)                                                                                                                    spring             3.3--6.8
  summer             4.8--6.7                                                                                                                                                      
  Turbidity          Measured turbidity value (NTU)                                                                                                             spring             0.6--6.4
  summer             1.3--5.5                                                                                                                                                      
  Fluorescence       Measured fluorescence value (RFU)                                                                                                          spring             80.3--327.5
  summer             175.4--337.0                                                                                                                                                  
  Vegetation cover   Percentage of coverage of all submerged aquatic vegetation species excluding filamentous algae                                             spring             3--93
  summer             3--89                                                                                                                                                         

\*derived from the Swedish Meteorological and Hydrological Institute's database "SVAR" \[version 2012_2\] and "S-HYPE" model \[version 2012_1\_2_1\] available at [http://www.smhi.se](http://www.smhi.se/); see \[[@pone.0181419.ref039]\].

The most common vegetation species (occurring in most bays) in spring and summer was *Stuckenia pectinata*, followed by *Fucus vesiculosus* and *Chorda filum* in spring and *Potamogeton perfoliatus* and *Fucus vesiculosus* in summer ([Table 2](#pone.0181419.t002){ref-type="table"}).

10.1371/journal.pone.0181419.t002

###### Vegetation species recorded in spring and summer.

Average cover of each species over all 201 stations and standard deviation (SD) for spring and summer. Species are ordered after highest average cover over all stations in summer. Numbers below 1 are rounded to the closest decimal. The rightmost column shows the number of bays (out of the 32) that the species were recorded in, spring values are shown in brackets.

![](pone.0181419.t002){#pone.0181419.t002g}

  Species                                 Spring            Summer   Recorded in no. of bays   
  --------------------------------------- -------- -------- -------- ------------------------- ---------
  *Fucus vesiculosus*                     18       ± 31     15       ± 26                      22 (23)
  *Stuckenia pectinata*                   4        ± 11     8        ± 14                      29 (25)
  *Najas marina*                          0        ± 0      6        ± 22                      15 (0)
  *Potamogeton perfoliatus*               1        ± 3      3        ± 8                       24 (17)
  *Myriophyllum spicatum*                 0.6      ± 3      2        ± 6                       22 (8)
  *Ruppia cirrhosa*                       0.8      ± 3      2        ± 6                       11 (7)
  *Ceratophyllum demersum*                0.3      ± 3      1        ± 6                       14 (9)
  *Vaucheria dichotoma*                   0.7      ± 2      1        ± 11                      2 (2)
  *Monostroma balticum*                   3        ± 8      1        ± 8                       2 (4)
  *Chara baltica*                         0.2      ± 2      1        ± 6                       13 (5)
  *Ranunculus circinatus*                 0.7      ± 3      1        ± 5                       14 (11)
  *Myriophyllum sibiricum*                0.3      ± 1      0.9      ± 4                       11 (8)
  *Zannichellia palustris*                0.8      ± 4      0.5      ± 2                       14 (13)
  *Callitriche hermaphroditica*           0.2      ± 1      0.5      ± 2                       12 (7)
  *Chara tomentosa*                       0.3      ± 2      0.3      ± 2                       3 (2)
  *Chorda filum*                          3        ± 9      0.2      ± 1                       8 (20)
  *Furcellaria lumbricalis*               0.4      ± 4      0.2      ± 2                       3 (3)
  *Chara aspera*                          0.06     ± 0.8    0.2      ± 1                       3 (2)
  *Chara globularis*                      0.002    ± 0.02   0.05     ± 0.6                     3 (1)
  *Chara canescens*                       0        ± 0      0.02     ± 0.3                     1 (0)
  *Chara horrida*                         0        ± 0      0.007    ± 0.1                     1 (0)
  *Hippuris vulgaris*                     0.1      ± 1      0.006    ± 0.07                    1 (2)
  *Lemna trisulca*                        0        ± 0      0.005    ± 0.07                    1 (0)
  *Potamogeton pusillus*                  0        ± 0      0.005    ± 0.07                    1 (0)
  *Ranunculus peltatus* ssp. *baudotii*   0.09     ± 1      0.004    ± 0.05                    2 (3)
  *Monostroma grevillei*                  0.007    ± 0.09   0        ± 0                       0 (1)
  *Ruppia maritima*                       0.02     ± 0.2    0        ± 0                       0 (2)
  *Tolypella nidifica*                    0.06     ± 0.3    0        ± 0                       0 (6)

Discussion {#sec017}
==========

The aim of this study was to explore the direction and strength of the relationships between aquatic vegetation and water turbidity, and how these relationships vary with season (spring vs. summer) and spatial scale (regional vs. local). Based on field survey data collected along a 360 km coastline in the Baltic Sea, we found that structural equation models including a negative effect of spring vegetation cover on spring turbidity fitted the data better than models including the reverse relationship. Moreover, the best-fitting models suggested that summer vegetation either regulated summer turbidity, or that high spring vegetation cover, by upholding low turbidity during the season, could facilitate high summer vegetation cover; i.e. a positive feedback effect by vegetation on itself. The effect of vegetation on turbidity (-0.46) was comparable in strength to the effect of nitrogen load on turbidity (0.41) at regional scale. In models instead exploring the relationships between vegetation and sediment-driven turbidity, one of the best-fitting models at regional scale included a negative effect of sediment-driven turbidity in spring on vegetation cover in summer, which in turn had a negative effect on sediment-driven turbidity in summer, indicating a positive feedback of sediment-driven turbidity on itself. This suggests that high sediment-driven turbidity in spring decreased the growth of vegetation during the season, and thereby the regulating effect of summer vegetation on sediment-driven turbidity in summer. Another potential mechanism is that wind-induced turbidity in spring leads to burial of propagules and thereby a lower vegetation cover in summer \[[@pone.0181419.ref059]\]. However, in the present study, vegetation cover was higher in more exposed, than sheltered, bays in spring ([S4 Table](#pone.0181419.s005){ref-type="supplementary-material"})--hence, burial of propagules at exposed sites is not likely to affect vegetation cover in our study. We acknowledge that the relationship between wind exposure and turbidity might be more complex with an interacting effect of wave exposure, depth and substrate characteristics on vegetation cover, i.e. that wind exposure has a stronger effect on turbidity in shallow areas with finer sediment \[[@pone.0181419.ref013]\]. Yet, in our coastal ecosystem, the propagules are more likely to be affected by ice scoring and freshwater outflow that brings suspended particles (we used salinity as proxy in the models) than by wind-induced turbidity \[[@pone.0181419.ref011], [@pone.0181419.ref060]\].

Based on regional-scale data, the models including a negative effect of high vegetation cover on turbidity in spring fitted the data much better than models including the reverse relationship (AIC differed with more than 4 units). Consequently, the effect of aquatic vegetation on turbidity appears to be stronger than the reverse effect; a finding that contrasts with results found in many previous field surveys, where high turbidity has been argued to regulate aquatic vegetation (e.g. \[[@pone.0181419.ref007]--[@pone.0181419.ref010]\]). Our study is, however, not alone in suggesting a strong effect of aquatic vegetation on water quality. Several large-scale surveys and field experiments have shown that the marine plant eelgrass (*Zostera marina* L.) can be a considerable nutrient sink and stabilize sediments, and thereby improve water quality over large scales \[[@pone.0181419.ref018], [@pone.0181419.ref061], [@pone.0181419.ref062]\]. One potential explanation for the contrasting conclusions about the relationship between vegetation and turbidity in the past could be that many studies reporting a negative effect of turbidity on aquatic vegetation have used simple, bivariate statistical analyses that explores net relationships, and have not specifically assessed the direction of causality, or the strength of indirect (mediated) relationships. There are, however, correlative field studies and experiments where causation is clear; for example, turbidity has been found to limit the depth distribution of aquatic vegetation in lakes \[[@pone.0181419.ref063]\], the cover of aquatic vegetation has decreased over time, following increased turbidity due to eutrophication \[[@pone.0181419.ref009]\], and successful restoration of seagrass meadows has strongly reduced local turbidity \[[@pone.0181419.ref062]\]. Meanwhile, many of the studies that do explore the direction of causality find that also in field data, there appears to be a substantial effect of aquatic vegetation on turbidity, at least during periods of high growth. Therefore, we--as others before \[[@pone.0181419.ref024], [@pone.0181419.ref026]\]--encourage the use of targeted experiments and/or system-level analyses (including structural equation modeling) when addressing complex questions at ecosystem level, such as the dual relationship between aquatic vegetation and turbidity.

One of the best-fitting regional-scale models also contained an indirect positive effect of vegetation cover in spring on vegetation cover in summer; a positive (self-enhancing) feedback mechanism similar to those recently reviewed by Maxwell et al. \[[@pone.0181419.ref064]\] and Adams et al. \[[@pone.0181419.ref065]\]. Positive feedback mechanisms can play a pivotal role for seagrass ecosystem dynamics \[[@pone.0181419.ref064]\], and our results indicate that also submerged aquatic vegetation in the brackish Baltic Sea may positively affect its own conditions \[[@pone.0181419.ref050]\]. Meanwhile, the best-fitting models that instead included sediment-driven turbidity suggested that sediment-driven turbidity in spring either regulated summer vegetation, or that high sediment-driven turbidity in spring--by reducing vegetation in summer--increased sediment-driven turbidity in summer; i.e. a positive feedback of sediment-driven turbidity on itself. These two opposing yet complementary feedback mechanisms points to the possible existence of two alternative regimes or states in shallow coastal areas of the Baltic Sea; one in which high cover of vegetation is self-sustaining by reducing total turbidity, and one in which sediment-driven turbidity is self-sustaining by reducing vegetation cover. Such alternative regimes have previously been described in shallow lakes \[[@pone.0181419.ref066]\] and the Dutch Wadden Sea \[[@pone.0181419.ref067]\], and have also been proposed for shallow bays in the Baltic Sea \[[@pone.0181419.ref068]\]. Positive feedbacks are necessary for alternative regimes to be self-sustaining, but do not confirm their existence (for a recent review see \[[@pone.0181419.ref064]\]). Consequently, our results should be seen as an interesting indication, but further studies are needed to explore whether positive feedbacks can trigger shifts between alternative regimes in shallow coastal areas of the Baltic Sea. Such studies should in our view focus on identifying i) the exact mechanisms involved, ii) potential thresholds in vegetation cover and nutrient load, iii) if and how such threshold levels vary in space and over time, and iv) which vegetation traits that are most important for regulating turbidity.

In contrast to the models including turbidity and sediment-driven turbidity, we found no relation between fluorescence and vegetation. One reason could be that fluorescence is highly influenced by small-scale and short-term variability in light and temperature \[[@pone.0181419.ref069], [@pone.0181419.ref070]\]. Water temperature in our study system is higher during spring and summer in enclosed bays with high retention time \[[@pone.0181419.ref001]\], whereas spring vegetation cover is lower. In this study, retention time and/or bay openness could not be added to the regional scale models, due to the limited sample size (N = 32) and relatively complex models. However, studies from north European lakes suggest that phytoplankton do not contribute to more than 50 percent of the turbidity \[[@pone.0181419.ref066]\], and could be a reason for failing bio-manipulation in shallow lakes via top-down control \[[@pone.0181419.ref071]\]. The lack of strong relationships including fluorescence highlights the need to identify other factors that can influence turbidity and vegetation and their relation, using e.g. experiments.

Turbidity is not only influenced by phytoplankton fluorescence and suspended particulate matter (SPM), but also by colored dissolved organic matter (CDOM) or humic substances \[[@pone.0181419.ref072]\]. The brackish Baltic Sea has a relatively high CDOM concentration in relation to marine waters, but the concentration varies considerably within the Baltic Sea. For example, in our study area (coastal northern Baltic Proper) CDOM is lower and less variable than in the coastal Gulf of Bothnia \[[@pone.0181419.ref073]\]. CDOM was not measured in this study, and should be included in future studies to better assess the relative contribution of different sources to turbidity and plant-turbidity relationships. But since we measured turbidity at 530 nm, and CDOM mainly absorbs light at shorter wavelengths (the ultraviolet and blue regions of the electromagnetic spectrum), and the absorption declines exponentially with increasing wavelength \[[@pone.0181419.ref074]\], our turbidity measurements are not likely to be influenced by CDOM. Moreover, while CDOM can be an indicator of fresh water inflow or decay of organic matter in the littoral zone \[[@pone.0181419.ref075]\], we instead used salinity as a proxy for freshwater runoff. Salinity appeared to negatively influence turbidity at the local (within-bay) scale, but not at the regional (between-bay) scale. Together, these results indicate that while freshwater runoff (most likely including CDOM) can affect turbidity locally (for example near freshwater outlets), it is not a major contributor to turbidity across the studied bays.

The relatively clear relationships found in the regional scale analyses did not appear when we instead used local scale data (i.e. within bays). This difference could in theory be explained by several, not mutually exclusive mechanisms. First, environmental conditions are spatially heterogeneous even at small scale \[[@pone.0181419.ref076]\], which might be reflected by the high unexplained variability in our variables at local scale. In our system, the cover of aquatic vegetation is heterogeneous at small (within-bay) scales, and much of this heterogeneity is reduced in the regional scale analyses, since means per bay were used. Second, even though the influence of organisms on the surrounding environment is often spatially limited \[[@pone.0181419.ref076]\], the spatial scale at which an organism affects its environment varies strongly between species. We have, for example, recently found that the indirect positive effect of macroinvertebrate grazers on vegetation, through their grazing of ephemeral filamentous macroalgae, is limited to the local (within-bay) scale, while the indirect positive effect of large predatory fish on macroinvertebrate grazers, through their predation of mesopredatory fish, occurs at the regional (between-bay) spatial scale. This cross-scale interaction could entangle mechanisms for the observed decrease of ephemeral algae with increasing biomass of large predatory fish, and the positive relationship between mesopredatory fish and ephemeral algae, at the larger scale \[[@pone.0181419.ref077]\]. Consequently, it is possible that the relative importance of organisms also at larger (e.g. regional) scale has been underestimated in previous studies.

In summary, our results suggest that in spring, and possibly in summer, high cover of aquatic vegetation plays an important role by reducing water turbidity. Consequently, the mechanisms by which aquatic plants are known to regulate turbidity in small scale experimental studies \[[@pone.0181419.ref003], [@pone.0181419.ref004], [@pone.0181419.ref016], [@pone.0181419.ref017]\], may also hold across large spatial scale (see also \[[@pone.0181419.ref018]\]). From a coastal management perspective, this indicates that in addition to reducing nutrient loads into coastal areas, the protection and (if needed) restoration of submerged aquatic vegetation could help maintain high water quality in shallow coastal areas.

Supporting information {#sec018}
======================

###### Description of the gillnet fishing in spring and how the relationship between turbidity and benthivorous fish was tested.

(PDF)

###### 

Click here for additional data file.

###### Average CPUE over all bays of the fish species caught in gillnets in spring.

The species are sorted after the highest average CPUE. Benthivorous fish species are marked in bold.

(PDF)

###### 

Click here for additional data file.

###### Results from the analyses of seasonal differences in variables.

The table shows the likelihood ratio test statistic (LRT), its p-value, the estimate and standard error of the fixed effect "Season" (level: summer) of the mixed models, for all variables at regional scale (n = 32) and local scale (N = 201).

(PDF)

###### 

Click here for additional data file.

###### Results from the directional separation test for model 1--4 at local and regional scale.

At regional scale averages/bay were used. Bold numbers indicate the best fitting simplified models. Models that differ with less than 4 units of AIC are considered to fit the data equally well.

(PDF)

###### 

Click here for additional data file.

###### Correlation matrix for the regional scale data, with means per bay (n = 32).

Pearson correlation coefficients are shown below the diagonal, p-values are shown above the diagonal. Bold numbers show significant correlations. Topographic openness, retention time, nitrogen load, fluorescence and turbidity are log10-transformed, vegetation cover is square-root transformed.

(PDF)

###### 

Click here for additional data file.

###### Partial regression plots of the significant relationships and tendencies from the regional scale analysis of sediment-driven turbidity.

The sediment-driven turbidity is the residuals of turbidity predicted by fluorescence. The relationships shown are from the two best fitting models (model 3 and 4). Nitrogen load is log~10~-transformed, and vegetation cover is square-root transformed. (a)partial effect of sediment-driven turbidity in spring on vegetation cover in summer, given the effect of the co-variable vegetation cover in spring; (b) partial effect of vegetation cover in spring on vegetation cover in summer, given the effect of the co-variable sediment-driven turbidity in spring; (c) effect of sediment-driven turbidity in spring on vegetation cover in spring (p = 0.0563); (d) effect of nitrogen load on sediment-driven turbidity in summer in model 3 (p = 0.0730); (e) partial effect of nitrogen load on sediment-driven turbidity in summer, given the effect of the co-variable vegetation cover in summer in model 4; (f) partial effect of vegetation cover in summer on sediment-driven turbidity in summer, given the effect of the co-variable nitrogen load in model 4.

(TIF)

###### 

Click here for additional data file.

###### Original field data, including metadata.

Field data of vegetation cover, turbidity, fluorescence, salinity and dissolved nutrients at station level (N = 201) and bay level data (n = 32) of topographic openness, retention time and latitude. For more detailed descriptions of the variables see the metadata sheet in S1 Appendix.

(XLSX)

###### 

Click here for additional data file.
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