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Introduction
Magnetic resonance imaging (MRI) has become indispensable in diagnostics and research. However, conventional MRI datasets show mixed contrasts which depend on hardware and various protocol parameters (Cercignani et al., 2018) . In contrast, quantitative MRI (qMRI) measures tissue parameters such as the T1, T2 and T2* relaxation times and the proton density (PD). These parameter maps can provide information about diffuse or inconspicuous changes in cerebral tissue (Cercignani et al., 2018; Gracien et al., 2017; Gracien et al., 2016a; Hattingen et al., 2015) . A higher inter-site reproducibility has been observed for qMRI than for conventional MRI techniques (Weiskopf et al., 2013) . Calculation of qMRI parameter maps requires corrections for hardware effects (Baudrexel et al., 2009; Volz et al., 2012a; Volz et al., 2012b) . Ideally, hardware influences are completely eliminated, so qMRI results obtained on different scanner models are identical.
In the past, several studies assessed the reproducibility of qMRI mapping results across different scanners and/or sites. A study comprising three imaging centres, applying identical T1/T2 mapping protocols on 1.5 Tesla scanners from different vendors, reported an intra-site reproducibility of 6.4% for T1 and 6.8% for T2 (both values referring to the coefficient of variation, CoV) and an inter-site reproducibility of 7.9% for T1 and 8.3% for T2 (Deoni et al., 2008) .
In a multi-centre study on Alzheimer's disease, T2 values obtained with 1.5 Tesla scanners from three different vendors were compared, using comparable techniques but with slightly different acquisition parameters, in particular varying the effective TE (Bauer et al., 2010) : a significant vendor bias of up to 20-30 ms was observed.
Another study compared qMRI values (T1, T2*, PD and magnetization transfer ratio) acquired with the same scanner model at different sites (Weiskopf et al., 2013) . The CoV was less than 8%. Furthermore, the inter-site bias (referring to systematic offsets) did not exceed 3.1% for any parameter. In a more recent study (Lee et al., 2019) , identical T1 mapping protocols, albeit with different methods for the correction of inhomogeneities of the transmitted radiofrequency (RF) field B1, were implemented on 3 Tesla scanners from two different manufacturers, assessing the intra-scanner and inter-vendor reproducibility of results. While the scan-rescan bias with the same scanner was low (median around 1%), the inter-vendor bias attained values of up to 10%. A further recent study (Buonincontri et al., 2019) assessed the multi-site repeatability of an MR fingerprinting method for T1 and T2 mapping which had been implemented on 1.5 and 3 Tesla systems from the same vendor. The test/retest repeatability was found to be 2-3% for T1 and 5-8% for T2, the inter-site reproducibility was 3-8% for T1 and 8-14% for T2.
The goal of this study was to assess the stability of qMRI values acquired with two different scanner models (both 3 Tesla) from the same vendor, but based on substantially different hardware and software versions, provided the single acquisition techniques are carefully replicated, so exactly the same acquisition protocol can be used. This question, which is essential for example for multi-centre trials, was addressed in the study presented here for four qMRI parameters (PD, T1, T2, T2*).
The study was based on phantom and in vivo experiments (healthy subjects).
Furthermore, for the phantom experiment, gold standard methods for T1 and T2 mapping were used to provide reference values for comparison.
Participants and Phantom
7 healthy subjects were recruited for the study (3 female, mean age ± SD: 27.9 ± 6.8 years). All participants gave written informed consent before participation. The study was approved by the institutional ethics committee. The investigation followed the principles formulated in the declaration of Helsinki.
The phantom was a spherical glass container (diameter: 16.6 cm) with a homogeneous filling of agarose gel: 1.75% w/v agarose dissolved in 0.9% NaCl solution and doped with gadolinium diethylenetriamine pentaacetic acid (Gd-DTPA, 0.11 mmol/liter). It has been shown (Preibisch and Deichmann, 2009a ) that this combination yields T1 and T2 values approximately matching the respective relaxation times of brain tissue at 3 Tesla (ca. 900 ms for T1 and 60 ms for T2 in the current work).
Data Acquisition: General
The study comprised in vivo and phantom scans. All data were acquired on two different 3 Tesla MR scanners (Siemens Medical Solutions, Erlangen, Germany): a Trio system installed in late 2003 (software version VA35A) and a Prisma system installed in late 2017 (software version VE11C). On both scanners, RF transmission was performed with the respective scanner's body coil and signal reception with phased-array head coils (Trio: 8 channels, Prisma: 20 channels). For T2 mapping, including a gold standard method for the acquisition of T2 reference values for the phantom, release sequences provided by the manufacturer were used. All other sequences described below were developed in-house, using the manufacturer's software package. Importantly, the functionality of the different sequences was identical on both systems. Data were processed with custom-built programs written in MatLab (MathWorks, Natick, MA). Furthermore, data processing steps such as brain extraction, segmentation and realignment were performed via the respective functions of the software package FSL, version 5.0.7 (FMRIB, Oxford).
Data Acquisition: Protocols
During the set-up of the different protocols, care was taken to minimize secondary effects that are known to reduce the accuracy of measured qMRI parameters, such as insufficient spoiling of transverse magnetization in gradient echo (GE) sequences, inaccurate B1 mapping or the occurrence of secondary echoes in turbo spin echo (TSE) sequences. Thus, protocols were used that have been described in detail in the literature, but differ in spatial coverage and resolution. However, this did not pose a problem for the presented study as the reproducibility for each parameter was assessed separately.
B1 and B0 mapping
B1 mapping was based on a method described in (Volz et al., 2010) . In detail, two two-dimensional (2D) multi-slice GE data sets were acquired: one data set without, the other with magnetization preparation via a 45° RF pulse with a subsequent gradient spoiler, reducing the longitudinal magnetization and thus the signal level.
The quotient of both data sets yields the cosine of the preparation angle, and B1 is obtained by comparing the actual angle with the nominal value of 45°. This procedure requires that the signal intensity is proportional to the longitudinal magnetization at the start of the respective scan; therefore, centric phase encoding (PE) was employed. To reduce the influence of T1-dependent saturation effects during image acquisition, the scan duration per slice was kept short by acquiring slices sequentially rather than interleaved, i.e. collecting all PE data for a particular slice in a single block at a relatively short TR of 11 ms, yielding an acquisition time of 616 ms per slice for 56 PE steps. Furthermore, in a post-processing step, data were corrected for saturation effects. To this end, the reference images and the magnetization-prepared images were first segmented, yielding maps that indicate the probability that a certain pixel belongs to either white matter (WM), gray matter (GM) or cerebrospinal fluid (CSF). Subsequently, both the reference image and the magnetization-prepared image were split up into subimages containing mainly WM, GM or CSF by multiplication of the original images with the respective probability map. For each subimage, k-space lines were obtained via Fourier Transform. A correction for saturation effects was then performed in k-space, assuming the approximate respective T1 value (900, 1400 and 4500 ms for WM, GM and CSF) in the correction algorithm. The corrected k-space data derived from the different subsets were added and transformed back into image space. The final corrected image data were then used to calculate B1 as explained above. A detailed description of the process can be found in the literature (Volz et al., 2010) .
The acquisition parameters were: field of view (FoV): 256x224x160 mm 3 , matrix size 64x56, 40 sagittal slices with 4 mm thickness, no interslice gap, isotropic spatial resolution: 4 mm, TR/TE/FA=11ms/5ms/11°, readout bandwidth (BW): 260 Hz/pixel, two iterations, duration 1:45 min.
B0 mapping was based on a standard 2D multi-slice dual-echo GE sequence with export of magnitude and phase data, using interleaved slice acquisition, i.e. acquiring data for a certain PE step for all slices before moving on to the next PE step. The acquisition parameters were: identical geometrical parameters (FoV, spatial coverage, matrix size, slice number and thickness, spatial resolution) as for B1 mapping, TR/TE1/TE2/FA=560ms/4.89ms/7.35ms/60°, BW=200 Hz/pixel, duration 1:03 min.
T1 mapping
T1 mapping was based on the variable flip angle (VFA) method Deichmann, 2009a, 2009b; Venkatesan et al., 1998; Wang et al., 1987) , acquiring two three-dimensional (3D) RF-spoiled GE data sets with different excitation angles.
To increase the signal-to-noise ratio (SNR), two GEs with different phase encoding were acquired per excitation pulse. The acquisition parameters were: FoV and spatial coverage as above, matrix size 256x224x160, isotropic spatial resolution: 1 mm, TR/TE/FA1/FA2=16.4ms/6.7ms/4°/24°, BW=222 Hz/pixel, duration of each rectangular RF pulse=200µs, RF spoil increment: 50° (Preibisch and Deichmann, 2009a) , spoiler gradient moment: 25 (mT/m)*ms (Baudrexel et al., 2018) , total duration for both data sets 9:48 min. To avoid motion artifacts arising from lipids, water selective excitation pulses were used (Howarth et al., 2006) which are composites of two half-angle RF pulses, separated by 1.2 ms. The values of FA1 and FA2 were chosen according to a method described in the literature (Helms et al., 2011) for a target T1 of 1000 ms, thus optimizing the sequence for typical WM and GM T1 values at 3 Tesla. It should be noted that for measuring a broader T1 range, a third scan with a different FA could be added.
T2* correction for PD mapping (in vivo only)
For the derivation of PD maps from the VFA data, a correction of T2* related signal losses is required. For this purpose, two 2D multi-slice GE data sets with different TE were acquired. The acquisition parameters were: matrix size 128x112, 80 sagittal slices with 2 mm thickness, no interslice gap, isotropic spatial resolution: 2 mm, TR/TE1/TE2/FA=1336ms/4.3ms/11ms/50°, BW=292 Hz/pixel, duration 2:30 min for each data set. In particular, FoV and spatial coverage were chosen as above, thus yielding congruency of the T1 mapping and the T2* correction data. The TE difference of 6.7 ms matches the TE of the VFA scans, so the quotient of the two GE data sets yields the correction factor for compensating T2* related signal losses in the VFA data.
T2* mapping
T2* mapping was based on a method that reduces the impact of subject motion on the data (Nöth et al., 2014) . In detail, a 2D multi-slice multi-echo GE sequence was used, acquiring per excitation pulse eight consecutive GEs with increasing TE, induced via readout gradient oscillation. All echoes were sampled under positive readout gradient polarity. The acquisition parameters were: FoV=240x180 mm 2 , matrix size=192x144, isotropic in-plane resolution 1.25 mm, 40 axial slices with 2 mm thickness and 1 mm interslice gap, TR/FA=2400ms/30°, TE = [10, 16, 22, 28, 34, 40, 46, 52] ms, BW=299 Hz/pixel, duration: 5:46 min (i.e., 144*TR).
The sequence was repeated with 50% and 25% resolution in phase encoding direction, thus sampling only the central parts of k-space. These datasets were used to reduce motion artifacts as described in section 2.6.4. Each of the additional scans was preceded by six dummy scans (total duration 14.4 s) to achieve steady state conditions, yielding durations of 3:07 min and 1:41 min, respectively. Complex image data (modulus and phase) were exported for each data set.
T2 mapping
For T2 mapping, five 2D multi-slice TSE data sets were acquired with different TE.
The acquisition parameters were: FoV=256x176 mm 2 , matrix size=256x176, isotropic in-plane resolution 1 mm, 50 axial slices with 2.5 mm thickness, no interslice gap, TR/FA ex /FA refoc =10s/90°/180°, TE= [17, 86, 103, 120, 188] ms, turbo factor=11, BW=100 Hz/pixel, echo spacing=17.1 ms, duration: 2:52 min per data set.
T1 reference mapping (phantom only)
For obtaining reference T1 data on a phantom, 14 inversion recovery (IR) prepared 2D echo planar imaging (EPI) data sets with different inversion times TI were acquired, allowing for full spin relaxation before each scan. The acquisition parameters were: FoV=192x192 mm 2 , matrix size=64x64, isotropic in-plane resolution 3 mm, 6 coronal slices with 2 mm thickness and 2 mm interslice gap, A slice-selective adiabatic inversion pulse was used to optimize spin inversion.
Furthermore, the 6 slices were scanned at equidistant intervals of 5 s during the scan duration of 30 s which allows for full spin relaxation before each inversion pulse,
given an approximate T1 value of about 1 s. In this way, cross-talk between the slices due to imperfect pulse profiles or magnetization transfer (MT) effects is avoided.
T2 reference mapping (phantom only)
For obtaining reference T2 data on a phantom, three 2D spin echo (SE) EPI data sets with different TE were acquired, allowing for full spin relaxation before each scan. The acquisition parameters were: FoV=256x176 mm 2 , matrix size=128x88, isotropic in-plane resolution 2 mm, 11 axial slices with 2.5 mm thickness and 2.5 mm interslice gap, TR/FA=20s/90°, TE=[50, 90, 120] ms, BW=1302 Hz/pixel, duration: 20 seconds per data set.
Data Acquisition: Phantom Experiment
The phantom was scanned on both MR systems, applying all protocols described above. For assessing the scan-rescan stability, the phantom was scanned twice on each system, performing both runs in a single session, but moving the phantom out of the magnet bore between the runs. As relaxation times are temperature dependent, the phantom was stored inside the respective magnet room during the night preceding the scan to allow for full thermal accommodation and the temperature of the magnet room was measured before and after each experiment. Furthermore, the Larmor frequency was noted for each experiment as it influences relaxation times (Rooney et al., 2007) .
Data Acquisition: In vivo Experiment
Each subject was scanned on both MR systems (4 first on the Trio and 3 first on the Prisma scanner), applying the same protocols as for the phantom, apart from T1 and T2 reference mapping. For assessing the scan-rescan stability, each subject was scanned twice on each system on the same day, but subjects were asked to leave the scanner between the runs. For each subject, the time between data acquisition on Trio and Prisma was less than five weeks. The subject's body temperature was measured before each scan using a digital ear thermometer.
Data Analysis

B1 and B0 mapping
B1 maps were derived as described above. It should be noted that B1 values were normalized by attributing a value of 1.0 to areas where actual and nominal excitation angles were identical.
B0 maps (in radians per sec) were derived by unwrapping the phase difference data with the FSL tool PRELUDE and dividing the unwrapped phase differences between the two GE data sets by their TE difference of 2.46 ms.
T1 mapping
T1 maps were calculated as described in the literature (Venkatesan et al., 1998; Wang et al., 1987) , including a correction for insufficient spoiling of transverse magnetization according to (Baudrexel et al., 2018) . In detail, T1 was derived by plotting S(FA)/sin(FA) versus S(FA)/tan(FA) where FA is the excitation angle and S(FA) is the signal in the respective GE data set. This plot shows a linear dependence with the slope given by exp(-TR/T1) from which T1 can be obtained.
Before performing the plot, the following three correction procedures were carried out for the FA maps: (1) The local excitation angles were corrected for B1 non- where the correction factor C is calculated from FA (in deg) and TR (in ms) according to:
The required matrix elements P k,l are dimensionless numbers that can be obtained for different RF spoiler increments from the literature (Baudrexel et al., 2018) . Here, the values for an RF spoiler increment of 50° were chosen.
PD mapping (in vivo only)
The evaluation of PD maps was based on a method described in the literature (Volz et al., 2012a) . In detail, the VFA data set acquired with the lower excitation angle was corrected for any T1 and B1 bias and for T2* related signal losses, as described in section 2.3.3 above. The corrected data represent the product of the PD map, the receiver coil profile and an unknown scaling factor. The receiver coil profile bias was removed via bias field correction and the PD map was scaled to a value of 100 percent units (pu) in CSF.
T2* mapping
T2* mapping was performed as described in (Baudrexel et al., 2009) and (Nöth et al., 2014) . In detail, to reduce the influence of motion artifacts, the complex image data of the three data sets were first converted into k-space data via Fourier transform. As acquisitions had been performed with full, half and quarter spatial resolution in PE direction at constant FoV, k-space lines belonging to the central 50% of k-space had been acquired at least two times, with three acquisitions for the central 25%.
Consequently, these lines were available from different acquisitions, so lines affected by subject motion in one of these acquisitions can be suppressed or removed without compromising the entirety of k-space data. To achieve this goal, a weighted average of these data was obtained separately for each TE, choosing the weighting factors individually for each line in a way which suppresses data affected by subject motion.
The averaged k-space data were converted back into complex image space, B0 maps were derived from the phase data and modulus images were corrected for signal losses induced by macroscopic B0 distortions. For the corrected data, the TE dependence of the signal amplitude was fitted mono-exponentially, yielding maps of T2*.
T2 mapping
For deriving T2 values, the TE dependence of signal amplitudes in the acquired TSE data sets was fitted mono-exponentially. However, it should be noted that this procedure yields apparent T2 values T2(app) which can differ considerably from the true values (McPhee and Wilman, 2015) . This is due to the occurrence of stimulated and indirect echoes in TSE data which distort the signal decay curve in cases where the excitation and refocusing pulses differ from the ideal values of 90° and 180°, respectively, mainly due to B1 inhomogeneities and in particular to variations of the effective angles across the excited slice. Corrections of this effect were performed as described in (Nöth et al., 2017) . In detail, corrected T2 values were derived from T2(app) according to:
K2(B1) = P2(1)·(B1-1) 2 + P2(2)·(B1-1) + P2 (3) As in the study presented here a manufacturer's release TSE sequence with unknown RF pulses was used, the parameters P1(i) and P2(i) were derived for both scanners in a separate phantom experiment according to (Nöth et al., 2017) , yielding:
Trio Scanner: T1 reference values were obtained by mono-exponential fitting of the TI dependence of signal amplitudes in the IR-EPI data. In general, a 3-parameter fit is chosen for this purpose. It has been shown (Kellman and Hansen, 2014; Weingärtner et al., 2015) that using a 2-parameter fit may provide a significant gain of precision. However, there is a risk of reduced accuracy as a 2-parameter fit is sensitive to the inversion or saturation efficiency (depending on the sequence type) of the magnetization preparation pulses employed (Kellman and Hansen, 2014; Weingärtner et al., 2015) .
To address this issue, a 2-parameter fit was chosen with inclusion of the inversion efficiency as obtained via pulse simulations. Although an adiabatic inversion pulse was chosen which yields full spin inversion in the slice centre over a range of B1 values, the inversion efficiency may be reduced due to imperfect slice profiles. To assess this effect, both the excitation and the inversion profiles (i.e. the transverse magnetization M t after excitation and the longitudinal magnetization M z after inversion, respectively) were calculated numerically by solving the Bloch equations with a Runge-Kutta algorithm. Subsequently, M z was averaged, using M t as weighting factor, yielding a value of -0.964 which indicates a slightly reduced inversion efficiency. To account for this effect, the 2-parameter fit was performed according to:
T2 reference mapping (phantom only)
T2 reference values were obtained by mono-exponential fitting of the TE dependence of signal amplitudes in the SE-EPI data. It should be noted that no distortion correction was performed on the EPI data sets that were acquired for T1 and T2 reference mapping, as image distortions due to static magnetic field inhomogeneities are independent of the choice of TI and TE, thus having no effect on the T1 or T2 values in the resulting maps. Spatial distortions in the maps are not problematic since a homogeneous phantom was investigated.
Synthetic anatomies
Pseudo PD maps were obtained from T1 data as described previously in the literature (Volz et al., 2012b) . Synthetic T1/PD-weighted MP-RAGE anatomies for tissue segmentation in healthy subjects were derived from these pseudo PD maps and the T1 maps as explained previously (Gracien et al., 2019; Nöth et al., 2015) , assuming the following (virtual) acquisition parameters: TI/TR=900ms/1900ms, FA=9°, isotropic resolution: 1 mm, FoV: 256x224x160 mm³. The synthetic MP-RAGE data, rather than the original source images, were chosen for segmentation as they are already corrected for any bias imposed by B1 variations or inhomogeneities of the receive RF coil.
Analysis of phantom data
For each scanner and each run, values from the different parameter maps were collected across all pixels inside a phantom mask (derived by thresholding the respective source images, thus excluding background noise). To reduce the influence of outliers, the mean value of the parameter of interest and its standard deviation were determined across the phantom mask. Subsequently, only those pixels were considered for further analysis for which the respective parameter differed by not more than three standard deviations from the mean. This limit was chosen empirically, since for all measurements it resulted in the exclusion of spurious outliers only. For the T2* mapping data (and, to a certain degree, the T1 reference data), these outliers were located in areas of strong B0 distortions (in the phantom neck close to the air-gel interface). For the SE-EPI based T2 reference data, outliers occurred in the centre of the phantom where B1 was increased due to the refocusing pulse of 180°, yielding reduced SNR. Subsequently, the mean value and standard deviation of the parameter of interest were calculated across the remaining pixels.
Analysis of in vivo data
For comparison of qMRI values between scanners and time-points in vivo, WM and deep GM segmentations were performed similarly as described previously (Gracien et al., 2016a) for the data acquired on healthy subjects: To this aim, all datasets were first skull-stripped using FSL BET (Smith, 2002) . Then, WM maps were obtained from the synthetic anatomies with FAST (Zhang et al., 2001) . Furthermore, deep GM regions were identified with FIRST (Patenaude et al., 2011) . WM maps were modified by removing pixels inside deep GM masks and the cerebellum and voxels with a partial volume (PV) estimate less than 1. The deep GM masks with the most robust segmentation results (thalamus, putamen, caudate nucleus and globus pallidus) were eroded with a 3x3x3 mm 3 box kernel (twice for the thalamus) to remove the outermost voxels at the edge of the respective masks and, accordingly, minimize PV effects. Combined deep GM masks were obtained from these masks. ROIs in WM and deep GM were chosen because of their low susceptibility to PV effects.
The WM and combined deep GM masks were coregistered to the T2 and T2* maps by applying the coregistration matrices between the anatomies and the respective maps using nearest neighbor interpolation. The T1 and PD maps were already in alignment with the synthetic anatomies and, accordingly, with the masks. The WM and combined deep GM masks were applied to the qMRI maps to determine mean values in WM/deep GM.
Furthermore, for cortical analysis, cortical PV estimate (PVE) maps were derived from the GM PVE maps identified with FAST by removing voxels with a PVE < 0.95 and pixels in WM, deep GM, cerebellum and ventricle masks (Gracien et al., 2016b) .
Cortical mean values were determined for the parameter maps with a 1mm isotropic resolution (T1 and PD) which allows for an accurate analysis of the thin cortical layer because of the low susceptibility to PV effects. The relative differences between the second and first run for both scanners and the relative differences between Prisma and Trio of the mean values of both runs were calculated for each subject, for each region (WM, deep GM, cortex) and for all investigated qMRI parameters. Average values of both runs were chosen to reduce the effect of potential scan-rescan variations on the comparison between scanner models. Signed and unsigned relative differences were averaged across the group.
Statistical comparisons were performed via t-tests. P-values below 0.05 were considered significant.
Additionally, histograms were generated for each parameter (T1, PD, T2, T2*), each subject, each scanner model and each run, including only voxels with a GM or WM amplitude of 1.
To visualize the spatial distribution of qMRI parameter differences, all qMRI maps were coregistered to the datasets acquired during the first Trio scan for each subject.
Afterwards, mean values and standard deviations were determined within combined WM/GM-masks (identified with FAST and eroded with an 8 mm box kernel to reduce PV effects with CSF) and averaged across the group for each parameter. For the following analysis steps, only qMRI values that deviated by less than two standard deviations from the mean values, obtained as described above, were included.
These limits were chosen empirically to reduce PV effects with CSF. For visualization of focal changes, relative difference maps between the second and the first run for either scanner (denoting the respective scan-rescan deviation) and between the first runs from both scanners (denoting the inter-scanner deviation) were obtained for all non-zero voxels. Histograms of these difference maps were created, scaled in a way that the histograms had a peak amplitude of 1 and averaged across subjects.
Results
Phantom experiment
The temperature in the magnet rooms was 18°C for the Trio scanner and 21°C for the Prisma scanner and remained constant during the experiments, i.e. in each case, temperatures were identical before the first and after the second run. The Larmor frequencies were 123.2542 MHz on the Trio scanner and 123.2603 MHz on the Prisma scanner.
As shown in table 1, T1 and T2 values in the phantom experiment closely match the reference values (absolute values of relative deviations ≤ 1.27%). The scan-rescan stability in-vitro is high for both scanners (absolute values of relative deviations ≤ 1.47%). The relative deviations between scanner models (averaged qMRI values across both runs) were slightly higher (T1: 3.10%, T2*: -4.99%, T2: -2.46%). In the case of the uncorrected T2 (app), relatively large differences between the scanners were observed (8.14%), stressing the need to correct TSE based T2 values with scanner-specific parameters (Nöth et al., 2017) .
In-vivo experiment
The body temperature was slightly higher before the second run than before the first run and the temperatures were virtually identical for both scanners (Trio, run 1: 36.6±0.7 °C, run 2: 37.1±0.3 °C; Prisma, run 1: 36.5±0.4 °C, run 2: 37.1±0.3 °C). As demonstrated in table 2, the scan-rescan stability in-vivo was high for both scanners. For the Trio, the maximum deviation of a single parameter (given as the unsigned relative difference, averaged across subjects) was 2.14 % (the value refers to T2* in WM), for the Prisma 2.10 % (T1 in deep GM). Comparison of these scanrescan deviations between Trio and Prisma across all parameters and regions yielded higher values for Trio (1.56±0.29 %, Prisma: 1.23±0.40 %, paired t-test: p = 0.02), indicating an increased stability of the Prisma scanner. Table 3 presents the relative differences between both scanners across the group of healthy subjects as a measure for in-vivo inter-scanner-model reproducibility. For the uncorrected T2(app) values, large differences were observed, in particular in WM (≤ 7.83 %). After correction, these differences were reduced to 3.29 % in WM. Fig. 1 ). Strong deviations could be observed for T2(app) between scanner models, but not between scan and rescan. For the other parameters, differences are relatively low in most regions but in some areas slightly higher for the comparison between scanner models than between scan and rescan.
The Supplementary Figure 1 shows for each parameter, i.e. for PD, T1, T2*, T2 and T2(app), histograms of the voxel-wise relative parameter differences, averaged across the group. The blue/red histogram refers to the Prisma/Trio scan-rescan deviations, respectively, and the green line to the inter-scanner-model differences. T2: (Petrovic et al., 2015) ; T2*: (Baudrexel et al., 2009; Péran et al., 2007) ).
Discussion
The presented study evaluates intra-and inter-scanner model reproducibility for multiple qMRI parameters, comparing two scanner models from the same vendor, but with different hard-and software versions, using exactly the same acquisition protocol and analyses.
The intra-scanner variability was low, not exceeding 2.14 % for any scanner or parameter, both in vivo and in vitro. The in vivo deviations between scanner models manufactured by the same vendor did not exceed 5.21 % for PD, T1, T2* and T2. This is in line with previously reported findings (Lee et al., 2019) , where intra-scanner variabilities were low (1.4%), whereas substantial deviations between scanner models up to 10.0% were reported. However, it should be noted that in the latter study models from different vendors were compared. Furthermore, while the reported values in the present work are based on average values in ROIs, calculation of differences in the previous work by Lee at al. was performed voxel-wise before reading average differences within ROIs. While Lee et al. observed widespread focal T1 deviations between scanner vendors by up to 20-30% (Lee et al., 2019) , in the presented investigation focal T1 values showed relatively minor deviations in most regions (cf. Fig. 3 ). Still, in some regions, focal T1 differences equal to or exceeding +/-15 % could be observed. A potential reason for this discrepancy in results may be that in this previous study the correction for B1 inhomogeneities was performed with different methods, whereas in the present study, the same acquisition protocol was transferred from Trio to Prisma, yielding identical functionality for the older and the newer software versions. Likely, these efforts explain the high reproducibility in the presented study which is similar to values reported in a previous study which compared qMRI values acquired with the same scanner model at different sites (Weiskopf et al., 2013) . The higher scan-rescan stability observed for Prisma might be explained by the 14 years of difference between the installations of both scanners as the newer Prisma scanner can be expected to use advanced hardware components.
It should be noted that the relative inter-scanner differences as stated in Table 3 are for most comparisons larger than the respective intra-scanner differences in Table 2 .
The reason is that differences between the scanners arise both from the intrascanner stabilities and a systematic bias between the scanners.
In vitro, the presented T1 and T2 values closely matched the reference values (deviations ≤ 1.27 %). In contrast, a previous investigation observed higher T1 values with the VFA method than with the reference method (Stikov et al., 2015) . The authors discussed that incomplete spoiling of transverse magnetization and incorrect flip angle calibration might be potential sources of this discrepancy (Stikov et al., 2015) . In the presented study, correction for the incomplete spoiling of transverse magnetization was performed as described previously (Baudrexel et al., 2018) , yielding a marked reduction of deviations.
Phantom T1 values obtained with both the VFA and the reference methods were approximately 25 ms / 3 % higher for Prisma. This finding cannot be explained by the Larmor frequencies, which were virtually identical, but potentially by the temperature difference of 3 Kelvin between the scanner rooms. Previous studies observed that T1 increases by approximately 2.5 % per Kelvin (Nelson and Tung, 1987; Schwarzbauer et al., 1995) . Accordingly, a difference of 7.5 % between Trio and Prisma could be expected in the present study. However, the mentioned investigations reported values observed at different field strengths (Nelson and Tung, 1987; Schwarzbauer et al., 1995) . Additionally, the temperature dependence of T1 is material specific (Nelson and Tung, 1987) . Although similar material was used for the phantoms in the present study and in the previous investigation by Schwarzbauer et al., 1995 , the phantoms were not identical. Furthermore, in the current study, the temperature was measured in the scanner room, but not inside the magnet bore where gradient heating may have caused different temperature levels. Still, in vivo results imply that differences between the scanners might not be explained by the temperature only. In particular, this view is supported by the finding of similar T1 differences but virtually identical body temperatures in vivo.
In the case of the in vitro experiment, the question arises if gradient or RF heating might be the origin of the slightly higher T1 reference values in the second run at Trio (T1 difference of approximately 10 ms), especially because the first run was the first measurement in the morning and the scanner was still cold. As mentioned above, the room temperature did not change over the duration of both runs. Still, as the temperature was not measured directly inside the magnet bore, local heating cannot be wholly ruled out. For the Prisma, T1 reference values remained constant. A possible reason might be that the gradient cooling is more effective and/or that the room temperature was higher, so the effects of local gradient heating would be less noticeable.
Although the inter-scanner deviation of PD values according to Table 3 was on average about 2.8%, there are larger deviations up to 6.41% (listed maximum value in Table 3 ) for single subjects (e.g. subject 2 in Fig. 4, right column) . A potential reason may be the normalization of PD maps to 100 pu in CSF which can be problematic, in particular for small ventricles. As an alternative, it has been proposed to scale PD maps to 69 pu in WM (Weiskopf et al., 2013) , since homogeneous WM regions are in general larger than the ventricles. The Supplementary Figure 2 shows PD histograms for all subjects on the basis of PD maps that were scaled in this way, clearly reducing the variation between runs and scanners. However, scaling to a fixed value in WM may introduce a bias if pathologies or physiological changes affect the PD in a large area of WM (Weiskopf et al., 2013) . Alternatively, it has been proposed to use an external reference for scaling (Lorio et al., 2019) .
When comparing qMRI data obtained on different MR systems, it has to be taken into account that T1 depends crucially on the static magnetic field strength B0. According to the literature (Rooney et al., 2007) , this dependence can be approximately expressed as T1=0.583*(B0) 0.382 in WM and T1=0.857*(B0) 0.376 in GM, where T1 is given in seconds and B0 in Tesla. In the study presented here, the difference between Larmor frequencies amounted to about 50 ppm, the effect of which is negligible. However, a Larmor frequency of 123.6 MHz as measured for the Prisma scanner corresponds to a B0 of about 2.9 Tesla. Thus, comparison with data acquired on a system with a B0 of exactly 3.0 Tesla would yield a systematic T1 difference of 1.3% in WM and GM. This effect has to be considered when interpreting multi-centric quantitative T1 data.
A further potential bias in T1 mapping is the occurrence of MT effects. Although it has been suggested that MT effects are rather a problem in 2D multi-slice sequences, due to the irradiation of off-resonance RF pulses (Stikov et al., 2015) , recent studies have shown that on-resonance saturation effects in the bound proton pool are not to be neglected (Teixeira et al., 2019) . As a consequence, even when using 3D sequences, MT effects may lead to systematic errors in VFA based T1 mapping, in dependence on the B1 amplitude of the irradiated RF pulses (Teixeira et al., 2019) .
The resulting bias may be positive or negative, depending on RF pulse length and shape, with a relatively small bias for a pulse duration of 500 µs (Al-Abasse and Helms, 2016) . For the study presented here, the total duration of the fat-insensitive RF excitation (consisting of two rectangular RF pulses) was 400 µs, so a certain MT related bias can be expected. This is in line with the findings of a previous in vivo study (Preibisch and Deichmann, 2009b) where T1 values obtained with the identical VFA sequence and similar parameters (TR=15.9 ms, flip angles of 4 º and 25º) were about 5% larger than reference values obtained with IR-EPI. Still, when acquiring multi-centric quantitative T1 data, it is of vital importance that RF pulses of identical shapes and durations are used, so the MT induced bias is identical across the centers.
For PD, T1 and T2* mapping, identical imaging sequences developed in-house were used, adapting the respective codes from the older to the newer system. Only for T2 mapping, a manufacturer sequence was used to acquire TSE data, but the resulting T2 values were corrected with scanner-specific parameters (Nöth et al., 2017) . As a result, the corrected T2 values closely matched the reference values, whereas uncorrected T2(app) values were systematically too high. Furthermore, the uncorrected values differed between scanner models in vitro and in vivo (Fig. 3, last row), whereas there was no such discrepancy for the corrected values. Accordingly, in multi-center studies such correction is strongly advisable.
An important point meriting consideration when setting up a multi-center study employing qMRI methods is the fact that most qMRI techniques are based on the assumption of mono-exponential longitudinal or transverse relaxation behaviour.
While this is true for a homogeneous phantom, it is only an approximation for brain tissue. As an example, transverse relaxation in brain tissue shows a multiexponential behaviour (Bjarnason et al., 2005; Fischer et al., 1990; Laule et al., 2007; MacKay et al., 1994) , so mono-exponential fitting rather yields an "effective" T2 which depends on the choice of TE values (Nöth et al., 2017) . For this reason, identical TE values were chosen for both scanners in this study. Although effective parameter values do not provide accurate information on the multi-exponential characteristics of relaxation and mono-exponential fitting is rather a pragmatic simplification (Woermann et al., 2001) , the comparison of effective qMRI parameters is still useful as it helps to establish a consistent range of normal values, thus aiding the differentiation of normal from abnormal tissue (Boulby and Rugg-Gunn, 2003; Nöth et al., 2017) in a clinical environment. However, to ensure the comparability of results in multi-center studies, comparable acquisition techniques should be used and differences between acquisition parameters (such as the TE values chosen for T2 mapping or the TR value and excitation angles in VFA-based T1 mapping) should be kept to a minimum. T2* is always lower than T2, due to the effect of magnetic field distortions. However, in the phantom experiment, T2* values closely matched T2. This is most likely due to the relatively high magnetic field homogeneity of the homogeneous phantom and the correction for macroscopic B0 distortions in the T2* maps. Furthermore, relatively long TE values up to 188 ms were chosen in the T2 mapping protocol which allows for the measurement of a broad range of in vivo T2 values but may reduce the accuracy for a homogeneous phantom with a transverse relaxation time of about 60 ms.
The presented investigation assesses the reproducibility of qMRI methods between two scanner models of the same vendor with different software versions. However, it should be noted that a comparison between different qMRI protocols or different software versions on the same scanner or between scanner models from different vendors was not a part of this study. Furthermore, the sample size of the presented study is limited. The investigation of the interaction of different effects on qMRI reproducibility in a larger cohort with a broader age range might be a promising approach for future qMRI studies.
Conclusions
The presented data suggest that qMRI parameter deviations between different scanner models from the same vendor are low, provided identical sequences are used for all scanners. Consequently, multi-centre qMRI studies with different scanner models can be expected to yield comparable data if either the investigated biological effects exceed the observed systematic differences between scanners or if the comparison of data acquired on different scanner models considers additional phantom or healthy subject data to correct for scanner-dependent deviations. Tables   Trio, run 1  Trio, run 
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