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Abstract
Comparing different nuclear fuel cycles and assessing their implications require a fuel
cycle simulation model as complete and realistic as possible. In this thesis, method-
ological implications of modeling choices are discussed in connection with development
of the MIT fuel cycle simulation code CAFCA.
The CAFCA code is meant to find the recycling facilities deployment rate that min-
imizes the time by which spent fuel in storage today is used up in order to lead to a
nuclear fuel cycle with minimum inventory of transuranic elements. The deployment
is constrained by the recycling plants construction capacity and also by the economic
requirement that the recycling plants loading factor never drops below a certain level.
First, through a simplified fuel cycle model, it is analytically proven that an optimum
solution is to build recycling plants at full speed up to a certain point in time b, then
to suspend construction until interim storage gets completely depleted. The shape of
the optimum solution, parameterized by b, is injected into an algorithm based on a
complete model of the fuel cycle. An iterative process yields the value of b assuring
depletion and satisfactory loading factors. Besides providing rigorous optimization,
this analytical solution underpinning the CAFCA algorithm is expected to reduce
considerably the vulnerability of the results to numerical discontinuities.
Degradation of fuel quality with time in interim storage occurs due to the decay of
Pu241 into Am241. While an obvious approach to track such effects is to couple
the fuel cycle code with a neutronics/decay code (ORIGEN for example), it is more
efficient to derive explicit equations from a simplified irradiation and decay model,
allowing for analytical tracking of the fuel composition.
All fuel cycle simulation refinements do not present the same level of importance. One
should focus on the dominant parameters as those contributing the most to overall
results sensitivity. A novel U.S. thermal recycling scenario called CONFU is taken as
a reference case. The CONFU technology is introduced 15 years from now, with an
industrial capacity allowing the construction of one 1000 MT/year spent fuel separa-
tion plant every two years. Discharged CONFU batches remain in cooling storage for
6 years. Reactors have a 60 years lifetime and economic recovery period of 20 years,
and are half financed by equity with a rate of return of 15%. It is found that the cost
of electricity is most sensitive to the reactors lifetime, since taking it back to its initial
nominal value of 40 years would result in a 44% increase in the cost of electricity. Next
in importance is the financing structure of the fleet. The addition of three points to
the rate of return on equity would increase the cost of electricity by 14%. While scale
effects are locally very beneficial in that they substantially reduce recycling plants
operation costs, they prove to be of limited interest from an overall fuel cycle point
of view. Using the scale effect model in CAFCA-II, doubling the separation plants
capacity yields a 3% reduction of the cost of electricity. The fuel cycle presents good
robustness with respect to fuel decay time degradation. Increasing CONFU batches
cooling time to 18 years causes a 2% increase in the cost of electricity.
Thesis Supervisor: Professor Mujid S. Kazimi
Title: TEPCO Professor of Nuclear Engineering
Thesis Reader: Dr. Pavel Hejzlar
Title: Principal Research Scientist
Contents
1 Introduction 13
1.1 Fuel cycle simulation and modeling . .................. 13
1.2 Scope of this report ............................ 15
2 Back-end sustainability of the fuel cycle 17
2.1 Advanced technologies .......................... 20
2.2 Fuel cycle model ............................. 22
2.3 CAFCA input/output .......................... 25
2.4 CAFCA-III vs. previous versions . ............... . . . . 26
2.4.1 CAFCA-I: Unconstrained deployment . ............. 26
2.4.2 CAFCA-II: Feedback loop algorithm . ............. 26
2.5 CAFCA-III ................................ 30
2.5.1 Fuel cycle simplified model . .................. . 32
2.5.2 Model equations ......................... 32
2.5.3 Deployment algorithm ...................... 42
2.5.4 Sum m ary ............................. 51
2.5.5 Example ............ . ............... . 52
3 Fuel isotopic composition 55
3.1 Treatment of irradiation and decay . .................. 56
3.1.1 ORIGEN ............................. 57
3.1.2 Simplified irradiation and decay model . ............ 58
3.1.3 Equation of the model ...................... 63
5
3.1.4 Solution of the equation of the model . ............. 65
3.2 U235 enrichment ............................. 81
4 Economic analysis 85
4.1 Capital costs . ... ... ..... ... .... ... ... .. .... 86
4.1.1 Economic model ......................... 86
4.1.2 Capital cost module in CAFCA . ................ 87
4.2 Enrichment costs ............................. 95
5 Sensitivity analysis 97
5.1 Case 1 (Base case) ............................ 97
5.2 Cases 2-a & b: Advanced technology . ................. 98
5.3 Case 3: Separation plants size ...................... 112
5.4 Case 4: Cooling time ........................... 112
5.5 Case 5: Decay ............................... 115
5.6 Case 6: Burnup .................... .......... 116
5.7 Case 7: Partitioning ........................... 119
5.8 Case 8: Return on equity ......................... 121
5.9 Case 9: Reactors lifetime ......................... 123
6 Conclusions and recommendations 125
6.1 Conclusions ................................ 125
6.2 Recommendations for further study . .................. 126
List of Figures
Fuel cycle structure . . . . . . . . . . . .
Effect of resolution on depletion time . .
Cost of efficiency in number of iterations
(a) Number of separation plants; (b) HM
Fuel cycle simplified model . . . . . . .
Geometric interpretation.. . . . . . . . .
Amax(x)= k z x ..............
Introduction of a breaking point.....
Geometric evaluation of the sign of .F.
Proof that Aj is the optimized solution.
(in MT) in interim storage.
2-11 Optimized function Ai(x) for k = kmin(pi) and p = P . . . . . . . .
2-12 Two optimized functions with the same ODT . . . . . . . . . . . . .
2-13 ODT(k) for three values of p: pi < P2 < P3. . . . . . ............... .
2-14 Separation capacity over simulation period . . . . . . . . . . . . . . .
2-15 Loading factor over simulation period . . . . . . . . . . . . . . . . . .
2-16 Heavy metal in interim storage over simulation period . . . . . . . . .
3-1 Isotopes relevant from a neutronics point of view (downward arrow =
/3-decay, backward arrow = a-decay, half-life in years by default, i.
stands for instantaneous) [8] .......................
3-2 Irradiation and decay paths simplifications . . . . . . . . . . . . . . .
3-3 Simplified irradiation and decay pattern . . . . . . . . . . . . . . . .
3-4 Matrix A in terms of ao and al (Ei = a} + ) . . . . . . . . . . . . .
2-1
2-2
2-3
2-4
2-5
2-6
2-7
2-8
2-9
2-10
3-5
3-6
3-7
3-8
3-9
3-10
3-11
3-12
3-13
3-14
Matrix B in terms of Ai ........
Mass of U235 over irradiation period
Mass of Pu239 over irradiation period.
Mass of Pu240 over irradiation period.
Mass of Pu241 over irradiation period.
Mass of Am241 over irradiation period
Mass of Am243 over irradiation period
Mass of Cm244 over irradiation period
Mass of Pu241 over decay period . . .
Mass of Am241 over decay period . . .
.............. . 66
. . . . . . . . . . . . . . . 72
. . . . . . . . . . . . . . . 73
. . . . . . . . . . . . . . . 74
. . . . . . . . . . . . . . . 75
. . . . . . . . . . . . . . . 76
. . . . . . . . . . . . . . . 77
. . . . . . . . . . . . . . . 78
. . . . . . . . . . . . . . . 79
. . . . . . . . . . . . . . . 80
4-1 Total power capacity over simulation period
4-2
4-3
4-4
4-5
4-6
Number of reactors built every year over simulation period . .
Number of reactors decommissioned every year over simulation
Capital costs over simulation period . . . . . . . . . . . . . . .
Decommissioning costs over simulation period . . . . . . . . .
Construction costs over simulation period . . . . . . . . . . . .
period
5-1 Base case - Separation capacity over simulation period . . . . . . . .
5-2 Base case - Separation plants loading factor over simulation period .
5-3 Base case - Heavy metal (MT) in interim storage over simulation period
5-4 Base case - Power fraction in CONFU batches over simulation period
5-5 Base case - U0 2 spent fuel in cooling area (MT) over simulation period
5-6 Base case - TRU spent fuel in FFF cooling area over simulation period
5-7 Base case - TRU recycled every year from FFF over simulation period
5-8 Base case - U0 2 fuel (MT) in reactors over simulation period .....
5-9 Base case - TRU in FFF fuel in reactors over simulation period .
5-10 Cases 2-a & b - Separation capacity over simulation period (top, ABR
- bottom , GFR) ..............................
5-11 Cases 2-a & b - Heavy metal in interim storage over simulation period
(top, ABR - bottom, GFR) .......................
89
89
90
90
91
91
99
99
100
100
101
101
102
102
103
104
105
5-12 Cases 2-a & b - Power fraction of advanced technology over simulation
period (top, ABR- bottom, GFR) .................... 106
5-13 Cases 2-a & b - U0 2 spent fuel in cooling area over simulation period
(top, ABR- bottom, GFR) ....................... 107
5-14 Cases 2-a & b - TRU spent fuel in cooling area over simulation period
(top, ABR- bottom, GFR) ....................... 108
5-15 Cases 2-a & b - TRU recycled every year from FFF over simulation
period (top, ABR- bottom, GFR) .................... 109
5-16 Cases 2-a & b - U0 2 fuel in reactors over simulation period (top, ABR
- bottom, GFR) .............................. 110
5-17 Cases 2-a & b - TRU in FFF fuel in reactors over simulation period
(top, ABR- bottom, GFR) ....................... 111
5-18 Case 3: Heavy metal in interim storage over simulation period . . . . 113
5-19 Case 3: Separation capacity over simulation period . ......... 113
5-20 Case 3: Separation plants loading factor over simulation period . . . 114
5-21 Base case - Average CONFU batches enrichment over simulation period115
5-22 Case 4 - Average CONFU batches enrichment over simulation period 116
5-23 Base case - Average enrichment cost for CONFU batches over simula-
tion period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 117
5-24 Case 4 - Average enrichment cost for CONFU batches over simulation
period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 118
5-25 Case 5 - Average CONFU batches enrichment over simulation period 119
5-26 Case 5 - Average enrichment cost for CONFU batches over simulation
period .................................. 120
5-27 Case 6 - Average CONFU batches enrichment over simulation period 121
5-28 Case 6 - Average enrichment cost for CONFU batches over simulation
period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... 122
5-29 Case 7 - Average CONFU batches enrichment over simulation period 123
5-30 Case 7 - Average enrichment cost for CONFU batches over simulation
period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... 124

List of Tables
2.1 Traditional PWR batch mass parameters ................ 21
2.2 CONFU batch mass parameters ..................... 21
2.3 Equivalent ABR batch mass parameters . ............... 22
2.4 Equivalent GFR batch mass parameters . ............... 22
3.1 Short-lived isotopes and their half-lives [9] . .............. 60
3.2 Numerical values for b = Np239 or Am243 [10] . ............ 62
3.3 Isotopes indexation & neutron capture and fission cross sections (PWR-
UE ORIGEN library) ........................... 64
3.4 Cutoff for the determination of eta . .................. 70
3.5 Fuel composition (grams) over irradiation period (years) ....... 71
4.1 Typical shares of total cost of electricity [2] . .............. 86
4.2 Financing parameters taken as reference values ............. 86
5.1 Input parameters for base case ...................... 98
5.2 U0 2 spent fuel separation costs as a function of separation plant ca-
pacity [2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

Chapter 1
Introduction
1.1 Fuel cycle simulation and modeling
The announced expansion of nuclear energy in various countries and the prospect
for international collaborations in the fuel cycle have motivated the development of
simulation codes to compare different nuclear fuel cycle options and assess their im-
plications. A proper simulation is needed to quantify how good a fuel cycle option
can be in the presence of conflicting interests - e.g. economics vs. environmental
impact. A non-comprehensive list of fuel cycle simulation codes can be found on the
web site of the SINEMA Project (thesinema.org) of Idaho National Laboratory. It is
not surprising to notice that, given the complexity of the system and the difficulty to
produce a comprehensive simulation tool, different codes focus on different aspects
and/or dimensions of the fuel cycle.
CAFCA (Code for Advanced Fuel Cycles Assessment) is the simulation code that
has been under development at MIT. One of the important specificities of CAFCA
is to seek an optimized deployment of advanced technologies. Under the constraint
of a limited recycling capacity construction rate, the code is designed to find the de-
ployment (of recycling facilities and consequently of advanced reactors) that achieves
complete depletion of spent fuel interim storage as fast as possible. The first version
of the code was completed two years ago [1]. Two advanced technologies were com-
pared: the COmbined Non-Fertile and Uranium LWR assembly (CONFU) and the
lead-cooled Actinide Burning Reactor (ABR). A second version of the code, CAFCA-
II, followed one year later. A new technology was introduced (GFR). Also, the ability
to set a minimum loading factor for recycling plants was added for the sake of realism.
The present study aims for development of a third version of the code, CAFCA-III.
The main task assigned to the new code is the ability to track isotopic composition
through the fuel cycle in order to assess the impact of radioisotope decay on system
performance. For example, by how much is the total cost of electricity affected due to
extension of the cooling period of discharged batches from 6 to 18 years? The results
present an intrinsic value, but they may also influence the way we envision further
refinement in fuel cycle modeling. For example, if the degradation of fuel quality due
to decay is found to have a very small impact on overall fuel cycle performance, the
decision may be taken to suspend further elaboration on the physics of the system,
judging that more accuracy is useless if it is overshadowed by uncertainties of higher
amplitude.
Also, the specific nature of a fuel cycle simulation code does not usually receive enough
emphasis. In this regard, it is important to make a distinction between physical sim-
ulation codes and policy-making codes. A fluid dynamics code, for example, falls
into the first category. The purpose is to have a simulation tool that reproduces the
behavior of the real system as accurately as possible. In a sense, the developer of the
code is constrained by the necessity to stick to reality. By contrast, a fuel cycle code
offers much more freedom, and, interestingly, this does not necessarily simplify the
coding task. True, the developer has to respect a lot of physical specifications (reactor
physics data, economic feasibility, etc.). But, in the meantime, a lot of parameters
are not determined by the physics of the system but rather by policy decisions. The
question is then: what to do about the range of possibilities? Our experience is that
the flexibility of human decision processes is infinitely superior to the highest flexibil-
ity that a developer can reasonably hope to introduce in his code. In this context, it
is illusionary to believe that a fuel cycle code will be able to give the optimal policy.
More realistically, and to a large extent, it will only be able to assess the consequences
of a policy choice. Therefore, it is an important aspect of code development in this
field, and the present work discusses several practical issues in this regard.
1.2 Scope of this report
The optimization algorithm is at the heart of the CAFCA code. Chapter 2 describes
the new optimization method that has been implemented in CAFCA-III. Simplifica-
tions in the fuel cycle model and analytical resolution make the algorithm closer to
optimum, more robust and faster.
Chapter 3 is dedicated to a new CAFCA module, in charge of isotopic composition
tracking. Again, simplifications and mathematical methods are discussed in order to
prove that the development of an ad hoc tool can be sufficient without requiring any
coupling with external codes.
Chapter 4 deals with CAFCA's economic module. General cost trends involving
amortization, decommissioning and construction of reactors are derived. Also, en-
richment is used as an index to assess by how much fuel degradation due to decay
penalizes the economics of the fuel cycle.
Chapter 5 is a sensitivity analysis. The impact of "extensive" input parameters
(advanced technology choice, separation plant size, etc.) is compared with that of
"intensive" parameters (cooling time, decay, partitioning, etc.).

Chapter 2
Back-end sustainability of the fuel
cycle
As the first industrial revolution opened an unprecedented era of technological pros-
perity, it was also a turning point in the history of energy production. So far, human
activities had essentially relied on animal/human force or water and wind mills, all
renewable energies. When coal emerged in the nineteenth century as the first form of
"black gold", humanity initiated an exponential trend of energy production relying
heavily on fossile fuels, and it is only now that we may have to consider seriously
returning to energy suppliers that are more environment friendly as global warming
and more generally ecological concerns have an increasing weight in national and in-
ternational policies. In this context, nuclear energy has a unique position. On the
one hand, it is often presented as the best alternative to oil, gas and coal because
it does not produce greenhouse effect gas, but on the other hand, no one can ignore
that nuclear industry does produce wastes and that no permanent solution has been
found yet to take care of them. Also, nuclear energy is not renewable in the sense that
uranium resources are finite. In other words, in order to be credible and in particular
to counterbalance the public perception that it is a dangerous technology, nuclear
industry must reform itself by adopting a path of more sustainability. This concerns
the front-end as well as the back-end of the nuclear fuel cycle.
The current nuclear technology is known to extract only a very small part of the
energy contained in the fuel (no more than about 1%). The question has long been
debated as to whether the nuclear option is condemned to remain marginal or even
is threatened to become extinct in the short term because of the limited availability
of uranium. Classical responses to that concern have been:
* estimated uranium resources are an increasing function of the price one is willing
to pay. It may even be possible to extract uranium from see water, in which
case uranium resources become virtually infinite.
* uranium resources are indeed limited, but fission nuclear technology is also
planned to be limited in time. As the magnitude of global warming imposes
a quick and large adaptation of the energy field, one should not hesitate to
invest heavily in nuclear technology until even more sustainable options become
available or mature (renewable energies or fusion).
* thorium can be used instead of uranium as a nuclear fuel. Thorium resources
are estimated to be larger than uranium ones.
* current uranium resources are largely sufficient, even in the case of an ambitious
nuclear deployment worldwide, if the energy contained in U238 is also extracted.
This supposes the use of reactors with a high conversion ratio or even, in the
case of a high nuclear power growth rate, of breeder reactors.
However, and probably for legitimate reasons, the question of the front-end of the
nuclear fuel cycle has not been recently prioritized. Rather, more attention has been
given to the problem of nuclear waste, which is, from a political and technological
point of view, one of the two main obstacles to a large deployment of nuclear energy,
the other one being safety. Most efforts should then be done to make the back-end
of the fuel cycle more sustainable. In this domain, countries following the so-called
once-through option may be distinguished from those resorting to partial recycling.
In the first case, the U.S. for example, all transuranics, including plutonium, are
treated as waste and as such are to be disposed of. By constrast, France, for exam-
ple, has now accumulated a lot of experience in the recycling of plutonium in the
mixed oxide (MOX) form. In more advanced recycling schemes, not implemented yet
but currently under study, all transuranics may be recycled.
In light of the previous considerations, we propose the following terminology to de-
scribe the position of nuclear industry along the path of its increasing sustainability:
* level 0: this is the once-through cycle. This option is not sustainable for. both
the front-end and back-end parts of the fuel cycle.
* level 1: at least some recycling is done in order to make the back-end more sus-
tainable. In the front-end, energy is still extracted only from U235. Irradiation
of U238 produces waste that has to be recycled.
* level 2: More sustainability is also achieved in the front-end. High conver-
sions ratios are reached (possibly higher than 1) to extract more energy from
U238. Transuranics produced through transmutation of U238 are not regarded
as waste anymore, but as new fuel and are recycled as such.
This study is dedicated to the formalization and evaluation of advanced fuel cycle
options at level 1. This makes sense as chronologically level 1 is likely to happen
before level 2. Also, reducing the scope of the study to level 1 has important mod-
eling implications. In anticipation, let's say that it leads to a very convenient and
reasonable approximation, namely the "decoupling" of the energy production part
from the recycling part of the fuel cycle. This is not an intuitive result a priori as
the same reactors which are used to produce electricity are also used to irradiate the
recycled fuel, thus introducing a natural coupling between the two activities. How-
ever, a direct consequence of the fact that at level 1 transuranics are regarded more
as waste (to be recycled though) than as potential new fuel is that the major part of
the electricity production area still relies on U235. In this context, it is only a small
approximation to say that the rate at which nuclear waste is produced is the same
as in the once-through strategy (for a given nuclear power growth rate). Introducing
advanced reactors makes it possible to reduce the nuclear spent fuel inventory more
because they burn a lot of transuranics than because they produce less of them.
The purpose of this chapter is to:
* explain how the MIT fuel cycle code CAFCA models the fuel cycle.
* prove the result given above in anticipation and present the equations resulting
from this simplification.
* exploit these equations to find a kind of optimized recycling facilities deploy-
ment.
2.1 Advanced technologies
Before looking at the fuel cycle as a whole, let's briefly describe the "advanced"
technologies that will be covered in the present study. There are four of them. They
are well described in reference [2]. Here we only mention the most important features.
* CONFU (COmbined Non-Fertile and Uranium): a CONFU batch is a combina-
tion of traditional U0 2 pins and fertile free pins (FFF pins) containing recycled
transuranics (TRUs). The technology allows a net TRU destruction rate as
TRUs in FFF pins are burnt at least as fast as TRUs are produced in U0 2
pins [3], [4] Also, CONFU is said to be a flexible technology because traditional
PWRs can accommodate CONFU batches.
* MOX (Mixed oxide): MOX is also a thermal recycling scheme but, unlike
CONFU, has already been implemented in several countries. Only plutonium
is recycled whereas minor actinides (Np, Am, Cm) are disposed of. In addition,
MOX is usually a homogeneous option, meaning that advanced pins contain plu-
tonium mixed with uranium oxide. Another important difference with CONFU
is that so far MOX plutonium has usually been recycled (in a few countries,
such as France) once whereas in most CONFU studies, multirecycling of TRUs
is assumed.
* ABR (Actinide Burner Reactor): ABRs are fast reactors loaded only with non-
fertile material (plutonium and minor actinides) [5].
Table 2.2: CONFU batch mass parameters
Traditional pins Uranium 21.0 MTLoaded CONFU batch
FFF pins TRU 0.98 MT
Traditional pins Uranium 19.50 MT
Discharged CONFU batch TRU 0.29 MT
FFF pins TRU 0.65 MT
* GFR (Gas-cooled Fast Reactor): a gas-cooled fast reactor is a self-sustaining
fast reactor (conversion ratio = 1) initially loaded with batches containing TRUs
from U0 2 spent fuel separation and GFR spent fuel separation from fission
products [6].
Reference [2] gives detailed mass balances for each technology. However, to facilitate
the comparison between technologies, we give (Tables 2.1 to 2.4) mass balances for
LWR (traditional), CONFU, ABR and GFR options in a "standardized" form. Ev-
erything is normalized to a "reference" batch featuring a 333 MWe power and a 4.5
years irradiation time (which are actually the real numbers for the PWR and CONFU
batches). In each case, we are interested in the amount of U0 2 in traditional pins
and TRUs in FFF pins at the beginning of irradiation, and in the amount of U0 2
and TRUs in traditional pins and TRUs in FFF pins at discharge (end of irradiation).
Important note - The concept of equivalent batch also assumes heterogeneous TRU
recycling, meaning that TRUs are loaded in FFF pins. If in reality the advanced tech-
nology does not use FFF pins (as it is the case for GFR), one should understand this
assumption just as a convenient way to account for mass flows with a common spread
sheet structure.
"" - ~- ' -- "- -
Table 2.3: Equivalent ABR batch mass parameters
Traditional pins Uranium 0 MTLoaded ABR batch FFF pins TRU 6.34 MT
Traditional pins Uranium 0 MT
Discharged ABR batch TRU 0 MT
FFF pins TRU 5.19 MT
Table 2.4: Equivalent GFR batch mass parameters
Traditional pins Uranium 8.56 MTLoaded GFR batch FFF pins TRU 1.94 MT
Traditional pins Uranium 7.86 MT
Discharged GFR batch TRU 0.35 MT
FFF pins TRU 1.59 MT
2.2 Fuel cycle model
Now that we know what advanced technologies will be studied, let's see how CAFCA-
III represents the fuel cycle. Figure 2-1 shows the structure for the CONFU strategy.
The concept of "equivalent" batch that we have developed in the previous section
enables us to generalize this structure to other technologies (ABR and GFR).
Front-end
The front-end (mining, milling, conversion, enrichment) of the fuel cycle is treated
as a black box of an infinite capacity. There is no limit on the availability of fresh
uranium. Front-end plants are not explicitly modeled.
Electricity production area
By default, the reactor fleet is composed of a number of 1 GWe LWRs. After a certain
date, advanced reactors are introduced. The power demand is a driving parameter.
If one cannot build enough advanced reactors to meet the demand, traditional LWRs
are built instead.
Repository
r - - - - - - - - - - - - - - - -i
Figure 2-1: Fuel cycle structure
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Cooling and interim storage
After discharge, irradiated batches are sent to a cooling storage area before they
can be transferred to interim storage. For traditional batches, the cooling time is
usually 6 years. For advanced batches, two cooling times are compared: 6 years and
18 years. Then, batches are sent to an interim storage area, where they become
available for recycling. It is important to note that when an advanced batch is
composed of traditional and FFF pins, the extended cooling period applies to both.
Another assumption would be to have advanced batches dismantled six years after
discharge to allow recycling of traditional pins while the FFF pins stay in pools for
additional cooling. Although this second option may be more realistic, it does not
have a substantial impact on the fundamental outputs of the simulation.
Interim storage is divided into two areas. One for U0 2 spent fuel, the other one for
FFF spent fuel. An important assumption is that there is no age tracking. After
cooling, spent fuel is sent to interim storage where it is blended with old spent fuel.
A refinement to consider in the future would be to recycle spent fuel as a function of
age, for example saying that old fuel is recycled in priority.
Recycling plants
There are two types of recycling plants. Traditional U0 2 pins are sent to separation
plants, where TRUs are separated from uranium and fission products. FFF pins are
sent to reprocessing plants, where TRUs are separated from fission products only
(since there is no uranium). A precedence rule must be chosen to say which TRUs
are recycled in priority to constitute fresh FFF pins. CAFCA assumes that TRUs
coming from FFF pins are prioritized over TRUs coming from traditional U0 2 pins.
Fabrication plants
Separated TRUs are sent to fabrication plants where they are incorporated into fresh
FFF pins. Fabrication plants also produce traditional U0 2 pins. Fabrication plants
are not explicitly modeled in CAFCA. Rather, we make the simple assumption that
the number of FFF fabrication plants is proportional to the number of recycling
plants, in such a manner that any constraint on the loading factor of recycling plants
is automatically applied to the loading factor of fabrication plants as well.
2.3 CAFCA input/output
Simulation under several criteria is difficult. Here, by definition, a criterion is at-
tached to an output variable of the simulation. For example, a criterion can be the
levelized cost of electricity (COE), where it is understood that the levelized COE
is usually a result of the simulation. By contrast, the word constraint refers to an
input specification. For example, the user may choose to impose a minimum limit on
the capacity factor of recycling plants that will hold through the entire simulation.
Certain criteria may be prioritized over others, in which case the simulation becomes
an optimization under constraints. For example, one strategy is to minimize the final
spent fuel inventory. The levelized COE is then still a feature for assessing the whole
fuel cycle system, but it is not the quantity with highest priority.
CAFCA as a simulation tool can be described through a set of input constraints and
prioritized output variables.
Input - The user specifies:
* initial power level of the nuclear sector and power capacity growth rate
* type of available advanced reactor technology and its introduction date
* initial spent fuel inventory (including U235, U238 and TRU)
* recycling plants nominal capacity in terms of heavy material throughput and
industrial construction capacity (in terms of number of plants per year)
* minimum desired capacity factor of recycling plants.
Output optimization - Under the above specifications and constraints, the code min-
imizes the stored TRUs depletion time, defined as the time by which spent fuel mass
in interim storage is reduced to zero. Both the capacity factor constraint and the
optimization method in CAFCA are significant advances over previous versions of
the CAFCA code.
2.4 CAFCA-III vs. previous versions
2.4.1 CAFCA-I: Unconstrained deployment
In CAFCA-I, the capacity factor is unconstrained. The country/region within the
scope of simulation builds each year as many recycling plants as allowed by its pre-
scribed industrial construction capacity, in order to maximize spent fuel consumption
rate. However, after complete depletion of stored spent fuel, the total recycling ca-
pacity will exceed the annual production rate of spent fuel. Thus, the capacity factor
of the separation plants can drop to unacceptably low levels. Considering the U.S.,
with an initial power capacity of 100 GWe in 2005, a growth rate of 2.4%, and an
initial spent fuel legacy of 50,000 MT, recycling in LWRs via the CONFU technology
may be introduced 15 years from now. The industrial construction capacity of a 1,000
MT/year U0 2 spent fuel separation plant is assumed to be limited to one every two
years. The capacity of the non-fertile recycling plants is assumed to be 50 MT/yr,
and the industrial capacity to build them is one/yr. The lifetime of a recycling plant
is set to 40 years. This results in a depletion time of the interim storage inventory
of 37 years with a maximum number of separation plants before depletion of 12. Af-
ter depletion, the separation plants capacity factor drops to 0.27, an economically
unattractive level.
2.4.2 CAFCA-II: Feedback loop algorithm
The deployment algorithm implemented in CAFCA-II is based on the intuitive idea
that in order to deplete the interim storage as fast as possible, we should at each time
step try to build the maximum number of recycling plants. Thus, if the construc-
tion capacity is set to M recycling plants per year, the algorithm will first build M
recycling plants each year until the interim storage is entirely consumed - let Yi be
the depletion time. Then the code calculates the recycling plants loading factor LF1
at T = Y1. Most probably, LF1 will be very low, since many recycling plants were
built in the past and there is suddenly nothing more to recycle. To fix this problem,
CAFCA-II uses a feedback loop. Based on the value of LF 1, the code calculates the
number of plants in excess - let N1 be that number. It goes back in the past to the
time step - T, - when the first of those N1 plants was built. Let B1 be the number
of plants built in year T 1. B 1 is obviously lower or equal to N 1. The code decides to
cancel the construction of part of those plants. If D 1 is the number of plants that are
canceled, we have: 1 < D 1 < B 1 . Then, the code moves on to the next time step -
T1 + 1 - and reapplies the basic strategy of building as many plants as possible until
the next depletion time - Y2. Y2 is obviously greater than Y1. Due to the fact that
the nuclear power demand increases exponentially with time, the incoming flow of
TRUs into interim storage is higher at Y2 than at Y1, resulting generally in a higher
loading factor. If however LF 2 proves to be still inferior to the lowest acceptable limit
- LFin, a second feedback loop is called. The code moves back and forth, generat-
ing a sequence Yn of depletion times and a sequence LF, of loading factors until it
converges, which happens when LF, Ž> LFmin . By construction, the final solution
respects both constraints on construction capacity and loading factor.
When a feedback loop is activated, how many recycling plants should be canceled? In
other words, if dn = P is defined as the deconstruction ratio, how close to 1 should
dn be taken? Here, we have a conflict between running time and efficiency, where effi-
ciency denotes the ability of the code to provide a reasonably small depletion time. If
Dn is taken to be equal to 1, then Yn+I can be expected to be very close to Yn, since
the two deployment strategies differ by only one plant. On the contrary, choosing
a deconstruction ratio of the order of 1 results in a larger spacing between Yn and
Yn+1. If the average value of Y~+1 - Yn is small, the algorithm is said to have a good
resolution. The resolution is a decreasing function of the deconstruction ratio. As a
general trend, a better resolution provides a smaller depletion time but requires more
iterative steps, as illustrated on Figure 2-2.
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Figure 2-2: Effect of resolution on depletion time
Example - We use the feedback loop algorithm to simulate the following U.S. case:
* power growth rate = 2.4%
* fast recycling in a burner (ABR) introduced in 2040
* separation construction capacity = one 2,000 MT/year plant every 4 years
* reprocessing construction capacity = one 50MT/year plant every 2 years
* minimum loading factor = 0.6
* spent fuel legacy = 50,000 MT
Figure 2-3 shows the results for two different resolutions. Simulation 2 has a higher
resolution than simulation 1. Depletion occurs three years earlier, but the number of
iterations is multiplied by a factor of 3.
I
HM in interim storage (Ml as a function of time
Simulation 1:
-depletion::time = 2082
-numbeh r of iterations := 467
Simulation .2:
-depletion time = 2079
•-number of Iterations = 1581
Figure 2-3: Cost of efficiency in number of iterations
Although this feedback loop algorithm provides interesting results, it is not com-
pletely satisfactory for two main reasons:
* quantitatively, we do not know the relation between deconstruction ratio and
running time
* even for the smallest deconstruction ratio, the feedback loop algorithm is fun-
damentally not optimal
Example - We use the feedback loop algorithm to simulate the following U.S. case:
* power growth rate = 2.4%
* thermal recycling (CONFU) introduced in 2015
* separation construction capacity = one 1,000,MT/year plant every 2 years
* reprocessing construction capacity = one 50MT/year plant every 2 years
* minimum loading factor = 0.95
* spent fuel legacy = 50,000MT
a) b)
Figure 2-4: (a) Number of separation plants; (b) HM (in MT) in interim storage.
When a feedback loop is activated, only one plant is canceled. Figure 2-4a shows that
between two periods of active construction, no recycling plants are built from 2020
until 2040. We will see later that this kind of profile is essentially not optimal.
2.5 CAFCA-III
In CAFCA-III, more than an acceptable deployment profile is sought, we want the
best one. What are the different approaches?
Approach 1 - Equations are derived from the complete fuel cycle model. More specif-
ically, the amount of heavy metal in interim storage is expressed as a function of
time and of the recycling plants construction profile. The objective is then to find
the profile that minimizes the depletion time under constraints on construction and
loading factor.
The difficulty of this approach is that the fuel cycle is complex, and a lot of effects
have to be accounted for:
* separation and reprocessing plants are built simultaneously
* building or decommissioning a reactor has an impact on fuel streams
* at the end of its lifetime, a recycling plant must be decommissioned
Figure 2-5: Fuel cycle simplified model.
* discharged spent fuel must cool down for a certain time before being transferred
into interim storage
* the cooling time depends on the nature of the batch discharged - for example,
a distinction is made between young and old CONFU batches
Approach 2 - No equations are derived. A solution intuitively thought to be optimal
is directly implemented within the code. This approach is economical from a formal
point of view, but is not guaranteed to be optimal. It is precisely the point that we
made about the feedback loop algorithm.
Fuel cycle simplified model - With CAFCA-III, we have an intermediate approach.
We derive equations from a simplified fuel cycle model. Then, we perform a rigorous
optimization based on those equations.
2.5.1 Fuel cycle simplified model
Figure 2-5 shows the structure of the simplified fuel cycle model. Only U0 2 spent fuel
is tracked (for the LWR-ABR option, there is no U0 2 in ABRs but there is still a lot
of it in LWRs). Therefore, neither FFF interim storage nor reprocessing plants are
represented. Each year, 1/4.5 of all in-core batches are assumed to be discharged and
replaced. For the sake of simplicity, the effect of building or decommissioning a reactor
on that ratio is not accounted for. The fuel needed to feed the reactors is composed of
traditional batches - with fresh mined uranium only - and of advanced batches - with
fresh mined uranium plus transuranics recycled in separation plants. Right after being
manufactured, the fresh fuel is recirculated into the system for a fixed irradiation and
cooling period At, before being sent to interim storage. An advanced batch contains
less uranium than a traditional batch, therefore has a smaller contribution to the
accumulation of U0 2 spent fuel in interim storage. Thus, the amount of U0 2 spent
fuel coming into interim storage at time t depends on the number of separation plants
present in the system at time t - At. By contrast, the amount of spent fuel going
out of interim storage at time t is directly proportional to the number of separation
plants at time t, since the separation plants loading factor is always kept close to 1.
2.5.2 Model equations
To derive equations from this simplified model, we will use the following notations:
* pn is the total installed nuclear power in year n, expressed in GWe
* r is the annual nuclear power demand growth rate
* an is the number of separation plants built in year n
* LFn is the average loading factor of separation plants at time n
* a is the capacity of a separation plant, expressed in MT/year
* # is the capacity of a separation plant, expressed in GWe/year; in other words,
if m is the number of advanced batches that can be built from the annual TRU
production of a separation plant, 3 is the power generated by those m batches
when irradiated
* 71 is the traditional U0 2 spent fuel yield, expressed in
the amount of U0 2 spent fuel that is sent to interim
traditional batches is discharged
* 72 is the advanced U0 2 spent fuel yield, expressed in
the amount of U0 2 spent fuel that is sent to interim
advanced batches is discharged
MT/GWe; it represents
storage when 1 GWe of
MT/GWe; it represents
storage when 1 GWe of
* Y is the depletion time
Note - The advanced technology is precisely designed such that 7y2 < 7.
To make things more illustrative, we will use numerical values for the other pa-
rameters:
* the delay time At is of the order of 10 years
* the lifetime of a separation plant is 40 years
* the initial U0 2 spent fuel legacy is 50,000 MT
* the residence time in a reactor is 4.5 years
Definition - We define two functions f(Y) and g(Y) as follows:
Sf(Y) = Y - 40 for Y 40 and f(Y)= 0 for Y < 40
* g(Y) = Y - 50 for Y > 50 and g(Y) = 0 for Y < 50
Conservation of mass
Let's apply the conservation of mass to the interim storage.
Cumulative mass removed from year 1 to year Y
All the separation plants that were built before or during year f(Y) would have been
decommissioned by the beginning of year Y. All of them operated for 40 years and
if A is the cumulative amount, in MT, of U0 2 spent fuel that they removed from
interim storage, then:
f(Y)
A = 40a. E an (2.1)
n=1
Then, a plant built in year (f(Y) + 1) + d, with d comprised between 0 and 39, is
still in activity at the beginning of year Y, and at the end of year Y, it has operated
for 40 - d years. If B is the cumulative amount, in MT, of U0 2 spent fuel removed
from interim storage by those plants, then:
39
B = a. - (40 - d) - af(y)+l+d (2.2)
d=O
Therefore, the cumulative amount of spent fuel that has been removed from storage
is, in MT:
( f(Y) 39
a .40. E an + E(40 - d) - af(y)++d (2.3)
n=1 d=0
Cumulative mass brought in from year 1 to year Y
By assumption, an element of mass coming into interim storage in year t was manu-
factured 10 years before. Therefore, the cumulative amount of U0 2 spent fuel brought
into interim storage after being irradiated in advanced batches is directly correlated
to the total separation capacity of the system integrated from year 1 to year Y - 10.
Here again, we sort separation plants according to their age, and the cumulative sep-
aration capacity is, in GWe:
(40 g(Y) 39
3. 40 E an + E(40 - d) - ag()+l+d (2.4)
n=1 d=0
The cumulative amount of "advanced"
U0 2
spent fuel brought into interim storage is then, in MT:
(4 g(Y) 39(4
Y72) 3  40. · an + (40 - d) -ag(y)+l+d (2.5)
n=1 d=O
In the meantime, traditional batches were also introduced to adjust the total installed
capacity to the power demand. Their cumulative number is, in GWe:
Y-10 g(Y) 39
SP (1 + r)n-1 - " 40. a, + Z(40 - d). ag(Y)+1+d (2.6)
n=1 n=1 d=O
The cumulative amount of "traditional" U0 2 spent fuel brought into interim storage
is then, in MT:
Y-10 P n g(Y) 39 (2.7)
71 - - (1+r) - . 40. a+ n (40 - d) ag(Y)+l+d(2.7)
n=1 n=1 d=O
Therefore, the cumulative amount of spent fuel brought into interim storage is, in MT:
Y-10o (Y) 39
_'1 . E P (1 + r)n"- (1 - -y2) p 40- an +(40 - d). ag(Y)+l+d (2.8)
n=1 n=1 d=O
Since -y2 < yl, we verify that in the presence of an advanced technology, there is less
disposal of spent fuel into interim storage. By definition of Y, at the end of year Y,
the interim storage is empty. Therefore, the initial legacy plus what has been added
over time equals what has been removed:
50, 000 + -• E (1 + r) 1 - (yi -,2) .. p 40. E an + (40 - d) -ag(Y)+1+dE 4.5
n=l n=l d=0
= - (40- E an +E (40 - d) -af(y)+l+d (2.9)
n=1 d=0
It can be rewritten:
Y-10 f(Y) 39
50, 000 + Z - E -(1 + r)- = a. 40. · an+ 1(40 - d) af(y)+l+d
n=l n=l d=0
+(-i - -2) ). 40o. aE + E(40 - d) -ag(Y)+1+d (2.10)
n=1 d=0
Loading factor
We estimate the average loading factor of separation plants in year Y + 1. The interim
storage content is reduced to zero at the end of year Y. Therefore, in year Y + 1, sep-
aration plants have no more to recycle than what is sent into interim storage during
that year. That quantity is, in MT:
39
1 (1 +r) Y - lo - (Y1 -_ 2)' ag(y)+2+d (2.11)
d=O
In the meantime, the total separation capacity is, in MT/year:
39
a - ay-39 (2.12)
d=O
The loading factor after depletion, denoted by LFy , is then given by:
LFy =i . (1 + r) -10 (_ _ 2) 2 ag(Y)+2+d / a-39
4.5 d= o
(2.13)
Simplifications
From Tables 2.1 and 2.1, we can then calculate y' and 72, in MT/GWe:
yi7 = 3 x (23.81 + 0.42) = 72.69
72 = 3 x (19.50 + 0.29) = 59.37
In both cases, the proportion of TRU in U0 2 spent fuel is approximately 1.5%. Typ-
ically, a = 1,000 MT/year. Therefore, in one year, a separation plant produces 15
MT of TRU, that will be incorporated into 15/0.98 = 15.3 CONFU batches, repre-
senting a capacity of 15.3/3 = 5.1 GWe. In other words, # = 5.1 GWe/year. Thus,
(71 - 72) . -= (72.69 - 59.37) x 5.1 = 67.93 MT/year. Therefore:
('71 - '2) .3 67.93
-- = 7% (2.14)
a 1000
Then, in the right-hand side of 2.10, the second term can be neglected compared
to the first one with a relatively good approximation. In (2),.- (1 + r) y - 10 is the
power capacity replaced in year Y - 9 and P Z E9 ag(Y)+2+d is the total separation
capacity, expressed in GWe, in year Y - 9. CAFCA simulations usually show that,
at equilibrium, we have approximately the same number of traditional and advanced
batches, indicating that 3. E39 ag(Y)+2+d is about one half of - (1+r)Y-10. Thus:
( _1 - 12) . ag(Y)+2+d 1 72.69 - 59.37d- x 9% (2.15)
71i (1 + r)Y - 10  2 72.69
Therefore, in the right-hand side of 2.13, the second term of the numerator can be
neglected compared to the first one with a relatively good approximation. Our system
of equations becomes:
50, 000 +'y - E -(1+ r) = a. ( 40. E an + (40 - d) af(y)+l+d (2.16)
n=1 n=l d=O
S Pi . Y- ( 39  )LFy = i-4.5 (1+ r) / - 1 ay- 39  (2.17)
d=0
Note - The existence of an advanced technology reduces the accumulation of spent
fuel in interim storage in a double manner. First, spent fuel is directly removed from
storage to be recycled in separation plants. Second, the incorporation of FFF pins
into advanced batches reduces their U0 2 spent fuel yield at discharge. However, the
two simplifications that we just made tend to show that the second effect is less im-
portant than the first one. For CONFU and GFR options, this is due to the fact that
large amounts of uranium are still used in advanced batches. For ABR, the reason is
that in LWR-ABR simulations, the ABR power fraction (the rest being produced by
LWRs) is usually not more than about 10%. In other words, considerable masses of
freshly mined uranium are still introduced into the system, producing fission products
and transuranics through irradiation.
Let's work a little more on 2.16 and 2.17. We define two functions C1 and C2:
50, 000 +Y-1
Ce (Y) = 50,000 1 •v - (1 + r)n-1  (2.18)
a a n=1 4.5
C2 Y p  (1 + r)Y- 10 (2.19)
a 4.5
Both C, and C2 are increasing functions of Y, and we have from 2.16:
f(Y) 39
C (Y) = 40 -E a, + E (40 - d) -af(y)+l+d (2.20)
n=1 d=O
39
LFy = C2 (Y)/ ay-39 (2.21)
d=O
Continuous model
It will be analytically more convenient if we put those equations into an integral form.
For that purpose, we consider a continuous profile of construction. Let a(x) be the
separation construction rate at time x, expressed in MT/year/year, where x varies
continuously from 0 to Y. We have the following transpositions:
f(Y) f(Y)
E an f a(x)dx
n=1
39 40
E(40 - d) - af(y)+l+d -f (40 - x) -a(f(Y) + x)dx
d=O
39 40
d=0
50,000 Y -10 POC(Y) = P.(1 + r)xdx
a a o 4.5
C2(Y) = 7  Po (1 + r)0-10
a 4.5
Po is the initial power. We notice that d- = C2. If A(x) is defined as the cumulative
separation capacity built from 0 to x, then, by definition, fo (Y) a(x)dx = A(f(Y)),
and we have:
WfY))
Figure 2-6: Geometric interpretation.
j(40 - x) . a(f(Y) + x)dx = ((40 - x) . A(f(Y) + x))0° + o A(f (Y) + x)dx0
= -40A(f (Y)) + n A(x)dxf(Y) (2.22)
00 a(Y
Y
- z)dx = IJf(Y) a(x)dx = A(Y) - A(f(Y)) (2.23)
Our system becomes:
Cx(Y) = (Y A(x)dx (2.24)
(2.25)C2(Y)LFy =
A(Y) - A(f(Y))
Note - By definition, A(x) = fo a(t)dt, with a(t) > 0, therefore A(0) = 0 and
A(x) is an increasing function.
Reformulation of the optimization problem
As a reminder, the problem to solve is: "Given constraints on separation construction
capacity and loading factor, find the deployment profile with the smallest depletion
time". Let k denote the separation construction capacity, expressed in MT/year/year,
and LFmin the minimum loading factor. Let G be the set of the functions defined on
R+ that are derivable, increasing and zero at the origin, and E the following system,
in which A E G is the unknown:
dA
a(x) = < k (2.26)dx
3Y/C1(Y) -= A(x)dx (2.27)
2(Y)
LFmin LFy = C2 (Y) (2.28)A(Y) - A(f(Y))
S is the subset of the functions of G that satisfy E. If A E S, YA is called the depletion
time of A. Our problem can be analytically formulated as: "Find the element Aopt of
S such that YAo, = min{YA/A E S}".
Notation - YAoPt will be called the optimized depletion time and denoted ODT.
Assumption - For the rest of the discussion, we suppose that LFmin = 1.
:A(x).
K
Figure 2-7: Amax(x) = k -x
2.5.3 Deployment algorithm
Existence of a solution (proof that S is not empty)
Demonstration 1
Step 1 - First, we try the function Amax(x) = k -x (see Fig.2-7). In other words, we
build as many separation plants as possible. If the actinide inventory is never reduced
to zero, it means that k is too low, and there is no solution to the problem. Other-
wise, let Y1 be the depletion time. Let LFmax(Y1) be the loading factor at x = Y1. If
LFmax(Yi) = 1, then Amax E S. Otherwise, LFmax(Yi) < 1, and the algorithm goes
to step 2.
Step 2 - We introduce a variable "breaking point" Pb onto the segment [O, P]
(see Fig.2-8). Let b be its x-coordinate, with 0 < b < Y1. We introduce a function
Ab(x): for 0 < x < b,Ab(x) = Amax(x), and for x > b, Ab(x) is flat, indicating that
no more separation facilities are built.
Let's define a two-variable function F(b, Y):
YF(b, Y)F(b, Y) = C, (Y) - I Ab(x)dx (2.29)f (Y)
R(•)).>t CAD•
4(x)
*4(fYTb)))
Figure 2-8: Introduction of a breaking point.
The loading factor of separation plants at x = Y is given by:
LF(b, Y) = C( )) > 0
Ab(Y) - Ab((Y)) (2.30)
Note - If (b, Y) satisfies F(b, Y) = 0 with b < Y1, then b < Yi < Y. Otherwise, the
depletion time could be reduced by building less separation plants, which is inconsis-
tent.
Let's calculate the derivative of F with respect to Y:
,F dC ( ry
dY dYdY h(Y) Ab(x)dx) = C 2(Y) - [Ab(Y) - Ab(f(Y))]
= [Ab(Y) - Ab(f(Y))] - (LF(b, Y) - 1) (2.31)
As a result, we have the equivalence 2 < 0 - LF(b, Y) < 1. The derivative with
respect to b is:
OF dCO1  0 ( A
- a if(Y) Ab(x)dxab db b (y) = f (Yf) Ab(x)dxab fv
Geometric considerations, as illustrated on Fig.2-9, show that for b < Y, E< 0.b•-
(2.32)
Ab (x)
A-~ (b..+
b.F
Figure 2-9: Geometric evaluation of the sign of 9.
Let's evaluate F and 1-- at (b, Y) = (Y1, Yi):
8FF(Y1 , Y1) = C1 (Yi) -] Ay1 (x)dx = Ci (Y1 ) -] Amax(x)dx = 0 (2.33)U (Y, Y) = [Ay (Yi) - Ay (f(Yi))] - (LF(Yi, Y1) - 1)
= [Amax(Yi) - Amax(f(Yi))] - (LFma(Yi) - 1) (2.34)
Therefore, according to the implicit function theorem, there exist a real number
xl < Y1 and a function b -- Y(b) such that Vb E [Xl,Y 1 ], F(b,Y(b)) = 0 and
LF(b,Y(b)) < 1.
Note: For reasons which are similar to those expressed in the previous note, it is
quite clear that Y(b) is a decreasing function. We can also calculate the derivative:
db _ F/F/y. As proved in the previous note, Vb E [Xl,Yi[, b < Y1 _ Y(b), which
implies 2i< 0. And LF(b, Y(b)) < 1 = F < 0. Therefore, < 0.
44
Now, let's define a set X. X is a subset of [0, YI[ and x E X if and only if there exists
a function b -+ Y(b) defined on [x, Y1] such that Vb E [x, Yi], F(b,Y(b)) = 0 and
LF(b, Y(b)) < 0. X is not empty as we just proved that xl E X. So, we can define i
as the greatest lower bound of X. By definition, one can find a decreasing sequence
(xn) E X such that x, -+ j when n goes to the infinity. By construction:
1 > LF(, Y()) = C2(Y())(2.35)Axn (Y(xn)) - Ax, (f(Y(xn)))
From which we infer:
0 < C2(0) 5 C2(Y(x,)) < A, (Y(xn)) 5 k -.x, k -Yi (2.36)
From 0 < C2 (0) _ k -xn we conclude that 0 < H, and from C2(Y(xn)) 5 k - Yi we
conclude that Y(xn) is bounded. Furthermore, since Y(b) is a decreasing function
and (xn) a decreasing sequence, Y(xn) is an increasing sequence. From those two
properties, we deduct that Y(xn) converges: 3Y2 such that Y(xn) - Y2 when n goes
to the infinity. Taking the limit of the identity F(x,, Y(xn)) = 0 when n goes to the
infinity provides: F(2, Y2) = 0 . The last step is to prove that LF(Qc, Y2 ) = 1. If it
was not true, then we would have (2, Y2) < 0 and we could again apply the implicit
function theorem at (b, Y) = (i, Y2) to prove the existence of a strictly positive real
number 6 and a function Y(b) such that Vb E [s, - E, + E], F(b,Y(b)) = 0 and
LF(b, Y(b)) < 1, which would be in contradiction with the fact that , is the GLB of
X-
Conclusion
Ai E S. The depletion time is Y2.
Proof that At is the optimized solution (Aj = At)
Demonstration 2
We must prove that Y2 = min{YA/A E S}. For that purpose, let's prove that
VY E [0, Y2[, if a function A of G satisfies 2.26 and 2.28 with Y = Y, then 2.27
cA = C,(Y) =A,(Y~)-A!(f(Y~))
Figure 2-10: Proof that Ai is the optimized solution.
cannot be true.
Let Y E [0, Y2 (see Fig.2-10). Let A be a function of G that satisfies 2.26 and 2.28.
Integrating 2.26 from 0 to x yields A(x) 5 k -x, which means that Vx E [0, E], A(x)
is under At(x). In particular, at x = f(k), A(x) is under P1. According to 2.28,
A(Y) - A(f(Y)) = C2 (Y) < C2(Y 2) = A, which proves that at x = Y, A(x) is under
P3 . Since A(x) is an increasing function, A(x) is also under the straight line (P2P3 ).
To summarize, Vx E [0, Y], A(x) is under the broken line delimited by points O P2,
P3, which implies Vx E [0, Y], A(x) • At(x). It is then clear that YA, the depletion
time of A, is greater than Y2.
As a result, Y f YA. This proves that no function can have a depletion time strictly
inferior to Y2. In other words, Y2 = ODT = min{YA/A E S}.
Existence of a minimum construction capacity (kmin)
Demonstration 3
Back to the first step of the algorithm, we said that if the industrial capacity k is
too low, E has no solution. This suggests the existence of a minimum separation
construction capacity kmin, below which the interim storage cannot get depleted.
Let's treat the problem analytically. Let's rename Amax (x) into Ak(x) to indicate
that k is now a variable. F(k, Y) is now the two-variable function defined as:
F(k, Y) = C1 (Y) - Ak(x)dx (2.37)
The loading factor of separation plants at x = Y is given by:
C2(Y)LF(k, Y) = C2 (Y) > 0 (2.38)Ak(Y) - Ak(f(Y))
Given those definitions, we can apply the exact same reasoning that we used with
F(b, Y) and LF(b, Y). It first consists of realizing that LF gives us information on
the sign of ":
OF
= C2(Y) - [Ak(Y) - Ak(f(Y))] = [Ak(Y) - Ak(f(Y))] - (LF(k, Y) - 1) (2.39)
Therefore, - < 0 f LF(k, Y) < 1. And it is obvious that f< 0. If we start with
a large industrial capacity k0, we are sure to come to depletion at some point Yo in
time, and due to the large number of plants that we built in the past, the loading
factor at that time is strictly inferior to 1. That gives us the appropriate conditions
to apply the implicit function theorem and say that the depletion time is a decreasing
function Y(k) of the industrial capacity, first in a vicinity of ko, and then all the way
down to the GLB of a set appropriately defined, which GLB we identify to kmin. In
addition, LF(kmin, Y(kmin)) = 1, which means that Akmin is the optimized function
corresponding to k = kmin.
Existence of a maximum optimized depletion time (MODT)
Demonstration 4
The optimized depletion time is a function ODT(k) of the industrial capacity, defined
on the interval [kmin, +oo[. A demonstration very similar to Dem.2 can prove that
ODT(k) is a decreasing function, which is an intuitive result. The maximum of
the function, ODT(kmin), will be called the maximum optimized depletion time and
denoted MODT.
Introduction of an industrial capacity growth rate
So far, we have considered that the separation construction capacity does not change
over the years. It may be more realistic to say that, as part of the growing nuclear
industry, this capacity also increases with time. For example, we can say that it
follows an exponential trend:
k(x) = k - (1 + p)X (2.40)
k is the initial capacity and p is the construction capacity annual growth rate. Besides
the fact that p must be specified as an additional input parameter, everything that
we have done so far is unchanged. The optimization problem is the same as well as
the algorithm that we use to find the optimized solution. However, the quantities
that we introduced are now functions of p:
* the optimized depletion time: ODT(k, p)
* the minimum industrial capacity: kmin(P)
* the maximum optimized depletion time: MODT(p)
kmin(p) and MODT(p)
Demonstration 5
Let's prove that kmin(p) and MODT(p) are respectively decreasing and increasing
functions of p.
Let pl and p2 be two growth rates such that pi < P2. On Fig.2-11 is represented the
optimized function A,(x) for k = kmin(pi) and p = pi. Its depletion time is by defini-
tion MODT(pi). We know from a previous demonstration that Vx E [0, MODT(pl)],
dA~ = kmin(pl) -(1+pl)x, which implies that Al(x) itself is an exponential. Let A 2 ()
be the optimized function k = kmin(P 2) and p = P2. Similarly, YA2 = MODT(p2)
and dA = kmin( 2) (1 + p2)x. We want to prove that kmin(p 2) < kmin(pl) and that
MODT(p2) > MODT(pi).
A1(x)
Y(A1).
Figure 2-11: Optimized function Ai(x) for k = kmi,,(pl) and p = pi.
It is quite obvious that kmin(P 2) < kmin(Pi). Otherwise, A 2 (x) would be always
greater than AI(x) and since both Al(x) and A 2 (x) have a finite depletion time, it
would be also the case for every exponential profile comprised between Al(x) and
A 2(x), which would contradict the fact that A 2(x) has the smallest initial construc-
tion capacity for p = P2.
Let Y < YA1 . Let's suppose that Y = YA2 . We distinguish three cases:
* if A2 (f(Y)) > A,(f(Y)), then, we can find a profile A(x) with a smaller initial
construction capacity than A 2(x) but with the same growth rate such that
A(f(Y)) > Al(f(Y)). Due to the exponential nature of the functions, Vx >
f("), A(x) > Al(x), implying that Y >2 , f(y) A(x)dx > fy) Al(x)dx.
Therefore, A(x) also has a finite depletion time, which contradicts the fact that
A2 (x) has the smallest initial construction capacity for p = P2.
* therefore A2 (f(Y)) < A,(f(Y)). We must have A 2(Y) > Al(Y), otherwise we
could not have Y = YA2 . As a result, A 2(Y) - A2 (f(Y)) > A,(Y) - Al(f(Y)).
Most probably, we have A 1()-A 1 (f (k)) > C2(Y) because in order to consume
the spent fuel legacy, we must rapidly have a total separation capacity higher
than the annual amount of fuel discharged into interim storage. As a result,
A 2(Y) - A 2 (f(Y)) > C2(Y), which contradicts the statement Y = YA2.
To conclude, we have Y = YA2 . The depletion time of A 2 is therefore greater than
YA 1, which proves that MODT(p2) > MODT(pi).
ODT(k, p)
Demonstration 6
Let's prove that if ODT(kl, pi) = ODT(k2 , P2) = ODT with pi < P2, then kI > k2.
Let A, and A2 be the optimized functions for (k, p) = (ki, pi) and (k, p) = (k2 , p2)
respectively, with pl < P2. A1 and A2 have the same depletion time ODT (see
Fig.2-12).
rODT ODT(ODT) = f (ODT) A(x)d = (ODT) A 2 ()dx (2.41)
Jf(OT) Jf(ODT)
C2 (ODT) = A 1(ODT) - A,(f(ODT)) = A2 (ODT) - A2 (f(ODT)) (2.42)
* if A 2 (f(ODT)) > A,(f(ODT)), (dashed curve), then, according to 2.42, we
also have A 2 (ODT) > Ai(ODT), in which case 2.41 is clearly not true.
* therefore, A2 (f(ODT)) • A, (f(ODT)), which implies k2 < k1 . The second
deployment profile has a lower initial construction rate. We also have, still
according to 2.42, A 2(ODT) 5 A1 (ODT). Then, in the second strategy, the
cumulative number of separation plants is smaller.
Interpretation
We can think of three criteria to assess a deployment profile:
* the depletion time
* the maximum interim storage capacity required
* the cumulative number of recycling plants that are built
A2(x)
f(ODT). ODT x
Figure 2-12: Two optimized functions with the same ODT.
Introducing a construction capacity growth rate gives us two degrees of freedom. For
a given depletion time, we still have an infinity of pairs (k, p). A higher growth
rate will go with a smaller initial construction capacity, resulting in a higher interim
storage capacity requirement but a smaller cumulative number of recycling plants. It
is then possible to perform a trade-off on an economic basis.
2.5.4 Summary
Given a limited recycling plants construction capacity and a constraint on the recy-
cling plants loading factor, we want to find the deployment strategy that minimizes
the time needed to deplete the spent fuel inventory in interim storage. CAFCA-III
proposes an analytical-algorithmic approach as an optimization method. First, be-
cause of the system complexity, explicit equations have been derived from a simplified
fuel cycle model. Then, using those equations, we have analytically proven that the
optimum solution is to build recycling plants at full speed up to a certain point in time
b and then to suspend construction until interim storage gets completely depleted.
At this point, only the existence of b is known, not its value. The determination of b
is akin to a perturbation calculation. The shape of the optimum solution, parameter-
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Figure 2-13: ODT(k) for three values of p: Pi < p2 < P3.
ized by b, is injected into an algorithm based on a complete model of the fuel cycle.
An iterative process yields the value of b assuring depletion and satisfactory capacity
factors.
Fig.2-13 summarizes all the properties that we have demonstrated. These properties
are:
* the depletion time is a decreasing function of the recycling plants construction
capacity.
* there exists a minimum recycling plants construction capacity below which there
cannot be depletion of the spent fuel inventory.
* introducing a recycling plants construction capacity growth rate creates a new
degree of freedom.
2.5.5 Example
Figures 2-14, 2-15 and 2-16 show results of a simulation by CAFCA-III to solve the
same case as in Section 2.4.1, with the additional constraint of a minimum capacity
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Figure 2-14: Separation capacity over simulation period
factor of 0.7. Not surprisingly, complete depletion takes 50 years and the maximum
number of separation plants before depletion is reduced to 5.
Recycling plants have a finite lifetime - here, 40 years. This explains, as in Figure 2-14,
that the total recycling capacity can decrease, as recycling plants are decommissioned
without replacement. This effect can only be beneficial to the capacity factor.
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Figure 2-15: Loading factor over simulation period
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Figure 2-16: Heavy metal in interim storage over simulation period
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Chapter 3
Fuel isotopic composition
In chapter one, we did our calculations at equilibrium, meaning that mass flows per
batch did not depend on time. This enabled us to give a simplified account of the
optimization method that we use as well as to isolate the effects of "extensive" quan-
tities such as industrial construction capacity, separation plant capacity, CONFU
batch burning rate, etc. In this chapter, we will focus upon an "intensive" property,
which does not scale up with the size of the system, but affects its performance. This
property is the isotopic composition of the fuel as a function of time. The fuel com-
position is affected during in-core irradiation as a result of neutronic bombardment
and also at any step of the fuel cycle as a result of natural decay. Conversely, the fuel
composition governs reactor performance and, after discharge, spent fuel handling,
which is a matter of significant interest when evaluating the cost of reprocessing or
the proliferation resistance of the system.
Keeping track of the isotopic composition is of particular relevance in the case of
thermal recycling. The ratio L (fission cross section over capture cross section) of
actinides is lower in thermal than in fast spectrum. Also, the neutron yield per fission
of U235 is lower than that of Pu239. As a result of those two characteristics, it is
conceptually easier to burn actinides through fast reactors than through traditional
thermal reactors. In a simple design of a fast reactor, TRUs can for example be con-
fined to the periphery of the core, which essentially offers the considerable advantage
of decoupling neutronics of the bulk and depletion of actinides. By contrast, in a
CONFU type assembly, the arrangement of fertile free pins within the bulk is critical
to the reactor performance and safety and is dependent upon the isotopic composition
of the fuel or, equivalently, upon the number of recycles that the fuel has already gone
through. Also, the amount of TRU that a CONFU batch can accommodate decreases
with the number of recycles. In light of those considerations, we can base our present
investigation upon three main motivations:
* evaluate the impact of fuel composition on reactor performance.
* evaluate the impact of changing cooling times between two successive recycles.
* evaluate the impact of fuel composition on cost of reprocessing and proliferation
resistance.
Important note - All considerations and models in this chapter are for a thermal
neutron spectrum. Simplifications are performed based on numerical values of the
cross sections that may not hold in the case of fast spectra. However, the methodology
is exposed in its principles and could be used for future fast spectrum models.
3.1 Treatment of irradiation and decay
Before getting into details of actual implementation, we would like to point out the
fundamental difficulty arising from this new functionality. The complexity of a code
depends on a lot of parameters. Two of them seem to be of particular significance:
the flexibility and the range of the code. By flexibility we mean the freedom that is
given to the user to choose among a wide variety of options and parameters. By range
we understand the number of levels at which the code is meant to be relevant. For
example, a code can be dedicated only to the high level characteristics of a system,
typically the economics. By contrast, at a low level, the programmer can restrict
himself to the neutronics of the reactor. Obviously, more accuracy is achievable and
therefore expected as one reduces the scope of a study to smaller physical systems.
Usually, a code is of limited range in the sense that it focuses exclusively either on
high level or on low level characteristics. Here, by introducing decay and irradiation
in our fuel cycle code, we are stretching the range of our model and making it far
more difficult to handle.
A common argument that one frequently encounters is to that a lot of complication
can be avoided if the code is designed in a modular way. In this view, the code is
built as a set of boxes among which inter-relations are defined. To make the code
more flexible, one just adds one or several boxes. For more accuracy at low levels,
one just has to elaborate on the appropriate box. We believe that this argument,
although often true, must be considered carefully. First, for theoretical reasons. In
some cases, the overall structure of the code, in other words the way boxes interact
among themselves, is considerably affected by the level of elaboration within each box.
There are also practical reasons. Too much confidence in the flexibility and robustness
of modularity can lead to the dangerous conception that more details of the real
system can be transposed into a code without significant simplifications at a constant
programming cost per piece of information. Far from that conception, we believe that
making the guess of an exponential dependence would be more appropriate.
This is to say that modeling should be the object of a constant effort. The programmer
must know what he wants to do from the beginning to be able to tailor his model
around this specific purpose. We think that the discussion of what method should be
used to track irradiation and decay in CAFCA-III will be a good illustration.
3.1.1 ORIGEN
ORIGEN is a one-group reactor physics code with which it is possible to calculate
the isotopic composition of an homogeneous mass of fuel whether subject to in-core
irradiation or simply to natural decay. For irradiation, libraries provide one-group
averaged cross sections for specific reactor geometries and neutron spectra. For decay,
ORIGEN is simply based upon the Bateman equations [7].
Obviously, CONFU is not a homogeneous recycling strategy, since FFF pins are
separated from traditional U0 2 pins. However, this slight complication can be coped
with by running two ORIGEN calculations for each CONFU batch irradiation, one for
U0 2 pins and one for FFF pins, with a priori two different neutron fluxes. Otherwise,
introducing ORIGEN into our code is relatively straightforward as it is only a matter
of reading output files and editing input files.
At this point, we could say that enough has been done. However, we believe that the
use of ORIGEN is a good illustration of the strains or imbalances that can emerge
from introducing a tool that does not present the same level of accuracy as the
hosting structure. First, we can argue that ORIGEN is not accurate enough. It only
treats fuel homogeneously, and also does not allow for reactivity and safety margins
calculations. This means that one should independently develop correlations giving
the TRU mass load as a function of isotopic composition, and ORIGEN would use
those correlations as an input. Therefore, we could say that, taken alone, ORIGEN
is not much of an improvement as it only brings more accuracy within the premise or
promise of correlations to come. Interestingly, we can also claim that ORIGEN is too
detailed. An output file usually provides more than a hundred actinide isotopes, some
of which are not significant for any purpose. In this context, producing meaningful
results is likely to require some kind of a sorting process.
3.1.2 Simplified irradiation and decay model
In light of the previous discussion, we think that it is appropriate to develop a sim-
plified model to deal with irradiation and decay. More precisely, we see three reasons
of doing so:
* even-out the level of detail of our code by adapting the irradiation and decay
module to the high level of the other modules
* illustrate the modeling process
* foster simplicity by reducing our scope to significant isotopes
Now let's get started. First, we only keep track of actinide isotopes. When spent fuel
is recycled, fission products are separated and then sent to a repository. Therefore,
they are of no interest when it comes to evaluating the effect of isotopic composition
on the performance of the fuel cycle. On Figure 3-1, all isotopes between uranium and
curium and treated by the code CASMO as relevant to the neutronics of the reactor
are represented. Keeping track of the composition of the fuel is then equivalent to
knowing the quantity of each of those isotopes at any point in time. The question is
then: starting from a given initial composition, how do irradiation and decay affect
each one of those boxes? Irradiation may alter the total mass of an isotope by neu-
tron capture, represented by rightward arrows on the figure, and by fission. Decay
is essentially of two sorts: 3-decay, represented by downward arrows on the figure,
and a-decay, represented by backward arrows. To give an example of each nuclear
reaction, we see that U235 can be transmuted into U236 by neutron capture, U237
/-decays toward Np237, and Pu238 a-decays toward U234.
Important note - In Figure 3-1, the metastable form of Am242 (Am242m) is not
represented. Am242m is neglected in this model because we work in a thermal spec-
trum. However, this simplification should not be made for fast spectra.
First simplification
In theory, every isotope presents a nonzero neutron capture cross section and, for this
reason, should be followed by an arrow pointing to the next isotope. However, we have
omitted this arrow for seven isotopes: U237, U239, Np238, Np239, Pu243, Am242,
Am244. Figure 3-2a illustrates this simplification, where a is the isotope of interest.
It is not a coincidence if those isotopes are also connected to downward arrows - in-
dicating /-decay - with the notation i., standing for "instantaneous", meaning that
their half-life can be approximated to zero. To give a quantitative justification to
this statement, we have reported the half-lives of those seven isotopes in Table 3.1.
We see that they are of the order of a couple of days at most. The argument for
neglecting neutron capture in this case is two-fold.
Mass balance on "a" - Let aa and oa be respectively the capture and fission cross
sections of a. We also call g-/2 its half-life. Then the amount na of an isotope a
follows the equation:
(*) Cm 243:
Half-life = 29.1 years
Alpha to Pu 239 (99.71%)
EC to Am 243 (0.29%)
Figure 3-1: Isotopes relevant from a neutronics point of view (downward arrow =
,-decay, backward arrow = a-decay, half-life in years by default, i. stands for instan-
taneous) [8]
Table 3.1: Short-lived isotopes and their half-lives [9]
Isotope Half-life
U237 6.75 d
U239 23.45 min
Np238 2.117 d
Np239 2.3565 d
Pu243 4.956 h
Am242 16.02 h
Am244 10.05 h
a.
b. C.
Figure 3-2: Irradiation and decay paths simplifications
dna 
_ (ln (2)= a/2 SW- +  Oa+  .no (3.1)
In this equation, s(t) is a neutron source term, and q is the single-group irradia-
tion neutron flux. Neglecting the neutron capture process amounts to saying that
n()/2 << 1 or, equivalently, that ac << 2 For a typical flux or the order of
1014 cm - 2 . s - 1 and a half-life of the order of one day, this implies o~ << 8 - 104
barns. Here we deal with cross sections that are all smaller than 800 barns, so that
our simplification introduces an error smaller than 1%.
Mass balance on "b" - We also have to make sure that we do not alter the mass
balance of b significantly. We are looking at the following isotopes: U238, Np239,
Am243. Figure 3-2b illustrates the two possible source terms for b: either neutron
capture from a, either f-decay from d. Two cases can occur. In the first case, d does
not exist, then nb follows the equation:
C9
l C a
C
Table 3.2: Numerical values for b = Np239 or Am243 [10]
Isotope b aa/Ou ne/na
Np239 15 > 107
Am243 0.5 > 106
dnbd = -acna - g(t) (3.2)
Here, g(t) is a sink term. In that case, the justification for neglecting the neutron
capture would be that b exists in large quantity in the system and that the neutron
capture of a only adds negligible quantities of this isotope. U238 follows this descrip-
tion. In all other cases, d does exist but presents an instantaneous decay. If e is
an isotope that is transmuted into d by neutron capture (see Figure 3-2b), we can
reasonably say that nb follows the equation:
dnb
dt ana + Carne - g(t) (3.3)
In this context, neglecting the neutron capture of a is valid only if 'TL << 1, or
<< n For each value of b, Table 3.2 reports ratios 1 (taken from PWR-UE
aC aC
library of ORIGEN) and I (taken from ??).
Second simplification
Some isotopes are present in the system in very small quantities (less than 1% of the
total TRU mass). Therefore, from a mass point of view, they are negligible. However,
in order to allow ourselves not to track them, we also have to make sure that we do
not lose critical information for other isotopes. From this second point of view, it is
apparent that:
* U234 is negligible because the amount of U235 produced by U234 neutron cap-
ture is very small compared to the initial U235 load.
* Cm242 and Cm243 are negligible because:
- the amount of Pu238 (resp. Pu239) produced by Cm242 (resp. Cm243)
a-decay is very small (. 0.1%) compared to what is produced through the
U235 (resp. U238) neutron capture path
- the amount of Cm244 produced by Cm243 neutron capture is small (; 1%)
compared to what is produced through the Am243 neutron capture path
* U237, U239, Np238, Np239, Pu243, Am242 (ground state), Am244 are, as we
have seen, extremely short-lived isotopes. In practice, as they decay immedi-
ately, they do not build up in the system. If a is one of those isotopes, we can
replace the sequence s - a - c by the simpler one s - c (see Figure 3-2c).
Again, this is an acceptable simplification as we have demonstrated that decay
times of the order of one day are negligible with respect to fission and capture
characteristic times, which, for a neutron flux of about 1014/cm2s and for cross
sections up to a few hundred barns, are of the order of a hundred days.
Final model
Figure 3-3 gives a representation of our final model. 16 isotopes in total are tracked.
For convenience, we number each of the 16 isotopes as reported in Table 3.3.
3.1.3 Equation of the model
Let ni denote the amount of isotope i present in the system (it can be a batch, a
pin, ...) and let M be the vector of coordinates ni. M is then the vector in which
the isotopic composition of our system is stored. The time dependence of M when
the system is subject to irradiation and natural decay is rendered by the following
equation:
d = - M (3.4)dt
Mn
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Figure 3-3: Simplified irradiation and decay pattern
Table 3.3: Isotopes indexation & neutron capture and fission cross sections (PWR-UE
ORIGEN library)
Isotope ID number ac at
U235 1 8.910 37.75
U236 2 8.295 1.993 x 10-1
U238 3 8.546 x 10-1 9.685 x 10-2
Np237 4 30.31 5.163 x 10-1
Pu238 5 26.90 2.119
Pu239 6 57.53 99.22
Pu240 7 213.5 5.992 x 10-1
Pu241 8 33.63 101.3
Pu242 9 32.90 4.237 x 10-
Am241 10 83.03 1.054
Am243 11 2.434 4.138 x 10-1
Cm244 12 12.71 8.781 x 10-1
Cm245 13 21.04 125.2
Cm246 14 2.880 5.943 x 10-1
Cm247 15 16.04 24.92
Cm248 16 6.057 7.650 x 10-1
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Figure 3-4: Matrix A in terms of a4 and a ( = + )
The evolution matrix Q can be expressed as the sum of two components: Q = A + B.
A accounts for irradiation effects (fission and neutron capture) and is written in terms
of neutron flux ) and individual fission and neutron capture cross sections a} and ac
(see Figure 3-4). B accounts for natural decay, and can then be expressed in terms
of decay constants Ai (see Figure 3-5).
3.1.4 Solution of the equation of the model
Analytical solution
We know that analytically the solution to Equation 3.4 is simply given by:
M(t) = eta - Mo (3.5)
28 -io 0
Figure 3-5: Matrix B in terms of Ai
Mo is the initial isotopic composition. eto is, like Q, a 20 x 20 matrix, when M a
20-coordinate column vector. We also note that the exponential of a matrix N is
defined as:
N Nn
eN- E n (3.6)
i=O
This quantity is well defined as we work in a finite dimension space. In practice,
several methods exist to calculate this exponential. For example, one can simply
stick to the definition and make the summation 1 + N + N 2/2 + .... Of course,
the sum must be truncated at some point and the approximation that is made by
doing so must be evaluated. A convenient situation is the case of N being "strictly"
triangular (meaning triangular with a diagonal filled up with zeros) because then it
is easy to verify that for n > 20, N n = 0. This means that just adding up the first
20 terms of the series gives the exact value of the exponential. Another method is to
diagonalize N in an orthonormal base (which is always possible in a finite dimension
complex space) and to say that if N = PDP- 1, where D is a diagonal matrix, then
eN = PeDp- 1 (this can be easily demonstrated by going back to the definition).
And eD is easy to calculate since it is just a diagonal matrix whose elements are the
exponentials of the elements of D.
Numerical solution
A numerical approach is also possible in which the exponential of 0 does not need to
be evaluated. We proceed by small time steps At and we say:
M(t + At) ; M(t) + AtQM(t) (3.7)
At must be chosen sufficiently small for the the approximation that is made to be
acceptable.
Solution in CAFCA
Here we will use the first method that we have described. We must then find an
appropriate "cutoff' n to be able to say, within a good approximation:
e= (t (3.8)
i=o i
Before going further, let us define a matrix norm to quantify approximations. We
note that all norms are equivalent in finite dimension. For our discussion, it will be
convenient to define the norm of a matrix N (or a vector) simply as the greatest ab-
solute value of its elements, and we will use the simple notation INI. The notation M
is used for the exact solution to 3.4, and call M the approximate solution calculated
with the truncated sum. At time t, we have:
M(t) = etn .Mo = (! Mo (3.9)
i=0 "
1(t) = ( (  Mo (3.10)
Therefore, the error vector E(t) = M(t) - M(t) is given by:
(t (t) i n (tQ)i (tQ)"n+ 1 tQ (tQ)2
E(t) = i E i Mo= +  +  + ... -Mo
i= i!i= i! (n+ 1)! 1 n+ 2 (n + 3)(n +2) + (3.11)
Taking the norm, we find that the following inequality is true for each coordinate
E (t) of E(t):
<"tn+tlEln+l  1 Itsj It3 2+l2IEi(t)lj < IE(t)l < + + +... - IMo(n + 1)! 1 n + 2 (n + 3)(n + 2)
tn+llpln+l 1 t It2QI 2  tn+llQ]n+l
<+ ++... Mo = etin IMoI (3.12)(n + 1)! \1 2 3 x 2 (n + 1)!
We conclude that for each isotope the relative error Ei(t) = It)(t)-ni(t)[ is such that:n((t)
t"n+1 I|+1| IM0
e (t) (n+)! -etini .n(t) (3.13)
This inequality is actually extremely conservative and can be easily refined. Indeed,
in the right-hand side, the factor IMol can give the false impression that the system
propagates absolute errors when actually it only propagates relative errors. However,
this rough inequality is sufficient. In the worst case, we are dealing with a traditional
U0 2 pin. IMol is then the initial mass of U238 (roughly speaking 100% of the total
mass!) and ni(t) can be as small as 10-6% of the total mass for an curium isotope for
example. Then, the ratio is equal to 108, which implies that if we want a relative
ni(t)
error smaller than 1% for each isotope, we have to assure:
tn+llI2n+l, etln, < 10-10
(n + 1)!
A numerical investigation of Q shows that for a neutron flux around 3. 1014/cm2 -s,
the dominant term is the depletion of Pu240 by neutron capture and fission (total
cross section E7 = 214 barns). In other words, •1Q = i -E7 = 3 x 1014 x 214 x 10-24 .
6.42 x 10-8 s-1. We can then calculate, as a function of t, what the cutoff n must be
so that the relative error is smaller than 1%. The results are given in Table 3.4 for t
ranging from 1 to 20 years.
Example - Consider an initial fuel load of 100 grams, composed of 95% of U238
and 5% of U235. First, we irradiate it in a PWR-UE geometry under a neutron flux
of 3 x 1014 /cm 2 - s for 4.5 years. We calculate intermediate isotopic compositions
every 0.5 year. The results are given in Table 3.5. Also, Figures 3-6, 3-7, 3-8, 3-9,
Table 3.4: Cutoff for the determination of et'
t (years) Cutoff
1 18
2 27
3 35
4 42
5 50
6 57
7 65
8 72
9 79
10 87
11 94
12 101
13 109
14 116
15 123
16 131
17 138
18 145
19 152
20 160
70
Table 3.5: Fuel composition (grams) over irradiation period (years)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
U235 5 4.0096 3.2154 2.5785 2.0677 1.6581 1.3297 1.0663 0.8551 0.6857
U236 0 0.1852 0.3265 0.4327 0.5112 0.5677 0.6068 0.6321 0.6467 0.6529
U238 95 94.5733 94.1486 93.7257 93.3048 92.8858 92.4686 92.0533 91.6399 91.2283
Np237 0 0.0036 0.0126 0.0249 0.0389 0.0534 0.0677 0.0812 0.0935 0.1046
Pu238 0 0.0002 0.0012 0.0036 0.0074 0.0126 0.0191 0.0265 0.0347 0.0435
Pu239 0 0.2705 0.3982 0.458 0.4856 0.4979 0.5032 0.5051 0.5055 0.5053
Pu240 0 0.0298 0.0712 0.1006 0.118 0.1273 0.132 0.1343 0.1353 0.1357
Pu241 0 0.0097 0.0445 0.0884 0.1276 0.1571 0.1772 0.1899 0.1976 0.202
Pu242 0 0.0004 0.0044 0.0143 0.0299 0.0494 0.0711 0.0931 0.1146 0.1349
Am241 0 0.0001 0.0006 0.0017 0.0034 0.0051 0.0068 0.0082 0.0094 0.0103
Am243 0 0 0.0002 0.0008 0.0024 0.0051 0.0088 0.0135 0.0189 0.0249
Cm244 0 0 0 0.0001 0.0003 0.0008 0.0017 0.0031 0.005 0.0077
Cm245 0 0 0 0 0 0 0.0001 0.0001 0.0002 0.0004
Cm246 0 0 0 0 0 0 0 0 0 0.0001
Cm247 0 0 0 0 0 0 0 0 0 0
Cm248 0 0 0 0 0 0 0 0 0 0
3-10, 3-11, 3-12 provide the mass evolution during irradiation for a number of iso-
topes. After 4.5 years of irradiation, it appears that TRUs account for about 1% of
the total mass, and Pu239 alone for 0.5%. Am241 builds up relatively fast because it
is directly produced by P-decay of Pu241. By contrast, the isotopes of curium appear
later because they rely on neutron capture.
After discharge, we let the system cool down for 10 years. Decay considerably
affects the quality of spent fuel, as Am241 builds up through Pu241 3-decay (see
Figures 3-13 and 3-14).
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3.2 U235 enrichment
So far, we have treated in-core irradiation and decay assuming that we know the
initial fuel composition. In a once-through cycle, this is easy because fresh fuel is only
composed of U238 and U235, with a fixed enrichment adjusted to the final burnup
desired. In a closed cycle, things are incomparably harder because of the presence
of reprocessed TRUs in the fresh fuel. For a given TRU composition, the reactor
designer may play with three variables in his effort to assure satisfactory reactivity
and safety coefficients while also trying to optimize the reactor TRU burning rate.
These variables are:
* the TRU load.
* the geometric arrangement of fertile free fuel pins
* the enrichment of traditional U0 2 pins to compensate for the presence of high
isotopes that may act as neutron poisons or to reach higher burnups
Similar to ORIGEN, CAFCA is a "one-point" code in the sense that it does not
explicitly treat the reactor core in its dimensionality (however, CAFCA uses ORIGEN
cross section libraries that do reflect the particular geometry of the system). More
interesting to us is the TRU load and the enrichment. Since CAFCA is not a reactor
design code, it has to use input correlations that specify how much TRU can be
loaded and what enrichment must be provided as a function of cycle length, desired
burnup and, in the case of CONFU, TRU composition.
In this study, we want to develop a very simple model in order to investigate the
economics of the fuel cycle and its sensitivity to fuel degradation by natural decay.
We have two options:
* keep the enrichment constant and determine how much TRU can be loaded in
order to reach the required reactivity in the core,
* keep the TRU load constant and calculate the required enrichment to ensure a
good reactivity
The second option is more in line with the whole CAFCA philosophy, whose primary
goal is to reduce the spent fuel inventory. From that point of view, the TRU load
can be appropriately treated as an input, characteristic of the effort that is made to
make the fuel cycle sustainable. The choice of the TRU load has a direct impact on
enrichment requirements which, in turn, are an important part of fuel costs. In other
words, by favoring option 2, we focus our interest on the cost of sustainability, and
on how much this cost is sensitive to the physical phenomenon of radioactive decay
of the fuel components.
We know that in-core TRU utilization can be of two types: homogeneous or hetero-
geneous. Our reference thermal recycling scheme is the CONFU technology, which is
heterogeneous, and we have already discussed how a one-point irradiation code, such
as ORIGEN or CAFCA, would have to be run at least twice to render heterogeneity.
However, since our present purpose is to assess relative variations due to decay more
than to make absolute mass predictions, we will restrict ourselves to a homogeneous
treatment of the problem.
Let's consider a CONFU batch. We will use the following notations:
* mu = mass of traditional U0 2 fuel (in one CONFU batch)
* 6 = enrichment in U235
* vu = average fission neutron yield for uranium isotopes
* mF = mass of actinides in FFF pins (in one CONFU batch)
* wi = weight percent of isotope i in fertile free fuel
* vF = average fission neutron yield for transuranic isotopes
* k = multiplication factor at beginning of irradiation
* at = fission cross section of isotope i (see Table 3.3 for isotope indexation)
* Sigmas = fission plus capture cross section of isotope i
Note: It is understood that wl = w2 =3 = 0 since there is no uranium in FFF pins.
The multiplication factor ignoring leakage and parasitic absorptions other then in
the fuel can be expressed in terms of fission neutron yields, capture and fission cross
sections, and relative mass quantities:
Uamv[Sa} (- .)J0] + 1my. U3 E,6wi
k = (3.14)
m* - [SE1 + (1 - 6)Er] + mF E, 3 wiEi
This enables us to find 6:
k -(mUE3 + mF ' wi i) - VU aU(7 VFmF W i (3.i15)1 -3
' mu* [u -Irf a) - k= (3. -5)
In numerical applications, we will use the following values (for a batch):
* mu = 21 MT
* v = 2.5
* mF = 0.98 MT
* v = 2.9 [12]
k is fitted so that the value of 6 yielded by 3.15 for a traditional LWR batch is 4.2%
[1]. We find k = 1.39.

Chapter 4
Economic analysis
Now that we have at our disposal a tool rigorously optimized, we can look at proper-
ties of the fuel cycle without having to worry about possible numerical discontinuities
or odd results attributable to imperfect optimization. One of those important prop-
erties is the cost of electricity and will be the object of this chapter. It may be useful
to remember that essentially two methods exist to assess the economic viability of
an enterprise. The first one consists of taking the price of the commodity which is
exchanged (namely electricity) as an input (determined by the market) and to calcu-
late, based on the financial structure of the company, the return on equity (ROE). Of
course, the higher the ROE, the more attractive the enterprise. The second method
works the other way around. The cost of electricity is calculated based on a predeter-
mined level of the return on equity, and then the price of electricity must be at least
equal to the cost of electricity in order to actually reach this return on equity. The
first method is particularly relevant when dealing with ideal markets in which the
price is truly the driving parameter. However, the second method also makes sense
from the investor's point of view. Indeed, in practice, an investor will put money
only if his expected return on equity is high enough in consideration of uncertainties
attached to the outcome. If the price of electricity is too low to provide this rate of
return, no one will invest. In this study, we will use the second method.
The cost of electricity has three components: capital costs (CC), operation and main-
tenance costs (OMC) and fuel cycle costs (FCC). Table 4.1 shows a typical repartition
Table 4.1: Typical shares of total cost of electricity [2]
Capital costs OMC Fuel cycle costs
60% 20% 20%
Table 4.2: Financing parameters taken as reference values
Description Notation Value (order of magnitude)
Rate of return on debt rb 5%
Fraction of debt fb 0.5
Rate of return on equity r. 12%
Fraction of equity fs 0.5
Tax rate Ttax 38%
Low risk interest rate rblow 2%
Construction time Tco~, 4 years
Economic lifetime N 20 years
Physical lifetime Nphy 60 years
Overnight capital cost CC 2000 $/kWe
Cost of decommissioning P 320 $/kWe
of the total cost of electricity between those costs. Sections 4.1 and 4.2 explain how
capital costs and enrichment costs respectively are calculated in CAFCA-III. Other
costs are treated as in CAFCA-II [2] and a economic methodology can be found in
reference [11].
4.1 Capital costs
4.1.1 Economic model
The nuclear industry is very capital intensive as reactors are expensive to build. In
Table 4.2, we define all relevant parameters to determine the contribution of capital
to the cost (or price) of electricity. Additional quantities can be defined and expressed
in terms of these parameters:
* Apparent interest rate = r = rbfb + rsf 8 = 8.5%
* Tax equivalent interest rate = x = rsf, + (1 - -tax)rbfb = 7.55%
* Carrying charge factor = i = 12.2%
We suppose that new reactors are built in Tcon, years with constant expenditure of the
overnight capital cost. The real capital cost at the beginning of operation must take
into account interest accumulating over that period. Using a compounding model,
and calling Creai the real capital cost at beginning of life (in $/kWe), we have:
Tco0n CCCreal = E - (1 + (4.1)
i=1 cons
We suppose that the reactor is paid off after N equal yearly payments of Y dollars.
In that case, we have:
Crealt ( +Z) axY ) (4.2)
1 - [(1l+x)N NI
Also, money has to be saved in prevision of decommissioning. A yearly payment Yp
is made during the Nphy years of operation. The fund benefits from a low interest
rate rblou (here we suppose continuous compounding). To cover the cost of decom-
missioning, we must have (in $/kWe):
Yp = P.erbow (4.3)
e
r blow  - 1
4.1.2 Capital cost module in CAFCA
CAFCA has a capital cost module that calculates the part of capital costs in the cost
of electricity as a function of time. The cost over the entire fleet is not levelized in
order to illustrate how precisely construction and decommissioning of reactors affect
the price of electricity. In a typical U.S case, the initial fleet is composed of 100
LWRs of a capacity of 1 GWe each. We suppose that all those reactors have already
been paid off. At each time step of the simulation, the capital cost of electricity is
calculated as the sum of two terms: the cost of new reactors that have still to be paid
for (those reactors have been built either to replace decommissioned reactors or to
meet additional power demand) and the cost of decommissioning.
It is important to note that as long as we consider LWRs only, the contribution of
capital to the cost of electricity is the same whether we introduce the CONFU tech-
nology at some point in time or not. Indeed, the number of reactors that have to
be built every year is only a function of the power demand growth rate, and is not
affected by the fact that we have a once-through or a closed fuel cycle.
For the sake of illustration, let us consider the case of a once-through cycle, with an
initial capacity of 100 GWe and a power demand growth rate of 2.4%. Quantita-
tive results are produced using numerical values of Table 4.2. Figure 4-1 is the total
power capacity installed as a function of time. It is obviously directly proportional
to the number of reactors in operation. Figure 4-2 represents the number of reactors
that are built every year. The jump that occurs around year 60 is due to the fact
that reactors built in first year of simulation have completed their lifetime and must
be decommissioned. Therefore, more reactors need to be built in order to meet the
power demand. This appears clearly on Figure 4-3, where the number of reactors
decommissioned is plotted as a function of time. Before year 60, we have a constant
decommissioning rate (6 = 1.66% of initial fleet per year on average), corresponding
to the progressive replacement of the old initial fleet. Then, from year 60, the second
generation of reactors needs itself to be replaced, which explains the discontinuity.
Now, what about costs? Figure 4-4 reports capital costs (in mills/kWhe) as a
function of time. These costs are the sum of decommissioning costs Cdecom (Figure
4-5) and construction costs Cons (Figure 4-6). We see that decommissioning costs,
expressed per kWhe, are constant (e 0.32 mills/kWhe). This is easily understandable
as we have treated the cost of decommissioning as a constant payment made over the
entire lifetime of the reactor, then acting as a fixed overcost per kWhe produced.
More interesting is the cost of construction, defined as the sum of all payments made
to reimburse the cost of reactors, and calculated, again, on a kWhe basis. We see
a significant increase from t = 1 to t = 20. At the beginning, the cost is zero be-
cause the existent fleet has already been paid off. Then, the cost increases as new
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reactors are built which need to be amortized. Then, an interesting phenomenon oc-
curs. After year 20, the construction cost starts decreasing. Let's explain this effect
analytically. We call ni the number of reactors built in year i to meet additional
power demand. Pi is the total power capacity installed (in GWe) and p is the power
demand growth rate. If t < 60, 6P0 is the annual number of reactors that are built
to progressively replace the initial fleet. The total number of reactors built in year i
is ni + 6Po = pPi-1 + 6Po = PPo - (1 + p)i-1 + MPo. The total number vt of reactors
which, in year t, are not yet totally paid off is equal to the sum of all the reactors
that were built less than 20 years ago:
19
t = E nt- + 6Po - (t - f(t - 20)) (4.4)
i=O
Here, by convention, if t - i < 0, nt-i = 0. Also, if t < 20, f(t - 20) = 0 and if t > 20,
f(t - 20) = t - 20. The construction cost is, in $/kWhe:
yc , Y -y. a t-i + Po -(t - f(t - 20)))
cons,t = (4.5)Pt Pt
If t < 20, we have:
19 t
nt-i+Po-(t- f(t - 20)) ni + Pot = p - (Po + ... + Po - (1 + p)t- 1) + Pot
i=O i=1
= Po [(1 + p)t - 1 + 6t] (4.6)
And as a consequence:
YPo - [(1 + p)t - 1 + 6t] Y (6t - 1) (4.7)
Tk Sn Po d (1 + p)t (1 + p)t
Taking the derivative of this expression with respect to t shows that it is an increasing
function. By contrast, for t > 20, we have:
19 19
nt-i + P0 -(t - f(t-20)) = pPo- (1 + p)t . (1 + p) + 206P0
i=0 i=O
= Po [(1+ p)t-20. (1 + p) 20 - 1] + 206] (4.8)
Therefore:
Po [(1 + P)t-20 + p)20 - 1] + 206] =Y (1 + p)20 - 1 206 p)
coast Po -(1 + p)t (1 + p)20  + +)t(4.9)
This is clearly a decreasing function of time. The interpretation is that when the first
reactors of the second generation are totally paid off, the system begins to benefit
from a scale effect. The cost of new reactors is spread over the entire fleet so that
on average the construction cost expressed in $/kWhe decreases. Then, after year
60, we see that the cost goes up again, because a third generation of reactors is built
to replace the second one, and, as expected, the cost decreases again after year 80,
because the first reactors of the third generation have been totally amortized. As
we increase t, the amplitude of oscillations decreases and the capital cost converges
towards a value which is independent of the initial state of the fleet and which can be
expressed only in terms of Y, Nphy, N and p. Let's justify this statement analytically.
We call c(t) the total number of reactors built a time t (equivalent of ni + dPo in
previous discussion). We have:
c(t) = PPo - (1 + p)t-1 + c(t - Nphy) (4.10)
The first term correspond to the installation of additional power capacity, the second
term to the replacement of old reactors. If we are sufficiently far away the origin of
time, the system has "forgotten" its initial conditions and reached a "steady state".
c(t) can be itself expressed as an exponential: c(t) = C - (1 + p)t, where C needs to
be calculated:
C. (1 + p)t = PPo. (1 + p)t-1 + C. (1 + p)t-Nph& (4.11)
Dividing by (1 + p)t yields:
C. (1 -(1 + p)-Nph) = pPo" (1 + p)- (4.12)
This gives:
S= Po (1 + p)Nph-I (4.13)
(1 + p)Nphv - 1
Then, the number of reactor v(t) for which we still have to pay at time t is:
v(t) = C.(l+p)t-N+l.(1 + ... + (1 + p)N-1) = (l+p)t-N+1. [(1 + p)N _ 1] (4.14)
We conclude that the construction cost, in $/kWe, is:
Yu(t) (1 + p)Nphy-l (1 + p)N - 1
o Po (1 + p)t (1 + p)Nphv - 1 (1 + p)N-1
We also have to remember that Y itself is a function of financing parameters and of
the economic lifetime N. Keeping the same numerical values as previously, we find
that Ccon = 157 $/kWe = 17.93 mills/kWhe. This is indeed the value towards which
construction costs converge on Figure 4-6.
4.2 Enrichment costs
Enrichment is an important part of fuel costs. In this section, we briefly present the
way enrichment costs are calculated in CAFCA-III.
Let's define important quantities related to the enrichment process:
* xf = weight fraction of U235 in the feed material
* xP = weight fraction of U235 in the product (i.e., desired enrichment)
* x, = weight fraction of U235 in tailings (depleted uranium)
* F = number of kilograms of feed material
* P = number of kilograms of product enriched
* W = number of kilograms of uranium in tailings
We will take xf = 0.7% and x, = 0.3%. A mass balance analysis shows that:
F x -x,-
SXp -XXw
W xp -Xf
P xf - Xw,
(4.16)
(4.17)
If SF is the number of SWUs needed per unit mass of enriched uranium produced,
we have:
WSF = V(xp) + -V(x,) -P
FFV(xf)P (4.18)
By definition, V(x) = (2x- 1)lnl-_. Numerically, V(xf) = 4.885 and V(x,) = 5.771.
Typically, we will assume a price of $100 per SWU. This gives us everything we need
to calculate the Ce cost of enrichment as a function of the enrichment. Writing the
explicit formula, we have, in dollars per kilogram of enriched uranium:
C = 100(2xp - 1)ln X1 + 1442.8(100x~ - 0.7) - 1221.3(100x~ - 0.3) (4.19)
For example, for an enrichment xp of 5%, we find Ce = 730 $/kg.
Chapter 5
Sensitivity analysis
Sensitivity analysis is usually regarded as something the developer performs after
completion of the code. In the case of fuel cycle simulations, it is essential to do some
sensitivity analysis while the code is being developed. Indeed, given the complexity
of the system, one does not want to invest too much work into refinements that only
have a very small impact on the overall behavior of the system. The goal of this
chapter is to obtain an idea of the relative importance of different parameters in the
choice of an advanced fuel cycle.
The most common way to proceed is to define a base case serving as a reference for
all other cases. For the sensitivity analysis to be clear, any option under study should
differ from the base case by only one parameter.
Important note - Consequently to the note in the beginning of Chapter 3, sensitiv-
ity calculations involving isotopic composition considerations (sensitivity to burnup,
cooling time, radioactive decay) are valid only for a thermal spectrum.
5.1 Case 1 (Base case)
The base case is a typical U.S simulation, where the transition from a one-trough
cycle to a CONFU recycling strategy is investigated. Choice of parameters is listed
in 5.1.
Table 5.1: Input parameters for base case
Input parameter Value
Initial power 100 GWe
Power growth rate 2.4%
Spent fuel legacy 50,000 MT
Burnup of spent fuel legacy 50 GWd/MT
Introduction of recycling 15 years from now
Advanced batch mass flow See CONFU mass parameters
Partitioning mode All TRUs recycled
Cooling time 6 years
Separation construction capacity One 1,000 MT/year separation plant every 2 years
Minimum loading factor 0.7
Financing parameters See Table 4.2
Results for this simulation are plotted in Figures 5-1 to 5-9. We see that the
separation capacity needed to achieve spent fuel interim storage depletion is 5000
MT/year (Figure 5-1), and depletion time is about 50 years (Figure 5-3). Figure
5-2 also indicates that the constraint on loading factor is respected. Figure 5-4 is
interesting as it shows that at some point (around year 30), almost 100% of power is
produced by CONFU batches. At equilibrium, this proportion stabilizes around 55%.
Other figures show the amount of U0 2 and TRUs in cooling areas and in reactors.
This is important information as one should not only look at spent fuel interim storage
but also at the whole system to assess its ability to consume less U0 2 and produce
less waste.
Now, let us proceed with the sensitivity analysis. Each of the following sections
is devoted to one parameter.
5.2 Cases 2-a & b: Advanced technology
In Chapter 2, we have described two other advanced technologies: ABR and GFR.
Cases 2-a and b are similar to the base case with the substantial difference being that
CONFU is respectively replaced by ABR and GFR. Results are presented below.
It is interesting to note that regardless of the advanced technology in use, the
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Figure 5-6: Base case - TRU spent fuel in FFF cooling area over simulation period
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Figure 5-9: Base case - TRU in FFF fuel in reactors over simulation period
separation capacity required to achieve depletion of interim storage and the depletion
time itself are only functions of the separation construction capacity. For cases 1, 2-a
& b, the separation capacity to achieve depletion is about 5000 MT/year (Figures 5-1
and 5-10) and depletion occurs around 50 years (Figures 5-3 and 5-11). Differences
between advanced technologies appear through other output data. One of them is the
advanced technology power fraction at equilibrium. Whereas for CONFU this fraction
is 55% at equilibrium, for ABR and GFR it is 12% and 43% respectively (Figure 5-
12). The ABR ratio is significantly lower than the other two because the equivalent
ABR batch TRU load is large compared to others, thus needing less advanced batches
for the reduction of spent fuel interim storage.
103
C,Cu
I-
years
(I
years
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Figure 5-12: Cases 2-a & b - Power fraction of advanced technology over simulation
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U0 2 spent fuel in cooling area over simulation period
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Figure 5-14: Cases 2-a & b - TRU spent fuel in cooling area over simulation period
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Figure 5-15: Cases 2-a & b - TRU recycled every year from FFF over simulation
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Figure 5-16: Cases 2-a & b - U0 2 fuel in reactors over simulation period (top, ABR
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Table 5.2: U0 2 spent fuel separation costs as a function of separation plant capacity[2]
Plant capacity (MT/year) Price ($/kg)
500 1600
1,000 1300
2,000 1030
5.3 Case 3: Separation plants size
Fuel recycling costs may benefit from scale effects attached to the size of recycling
plants [13]. Table 5.2 reports the figures used in reference [2]. For example, it appears
that going from a separation plant capacity of 500 MT/year to a capacity of 2000
MT/year reduces the U0 2 spent fuel separation cost by no less than 35%. In practice,
two effects limit the plant size. The first one is a sort of convergence phenomenon,
meaning that beyond a certain size, scale effects vanish and there is no more economic
incentive to increase the size of the plant. The second reason is that maintaining the
loading factor of a large recycling plant at good economic levels throughout its lifetime
requires the assurance that the recycling demand will stay high for a long time. This
constraint can actually delay the construction of large plants, as we claim to illustrate
it with the following case.
Case 3 is similar to the base case with the exception that now one 2,000 MT/year
separation plant can be built every 4 years. The depletion time is slightly higher
(54 years, see Figure 5-18). More interesting is Figure 5-19. We see that a total
separation capacity of 6000 MT/year is required in order to achieve depletion. The
construction of the third separation plant is delayed by 19 years to respect the loading
factor constraint 5-20.
5.4 Case 4: Cooling time
In case 4, the cooling time of discharged CONFU batches is extended to 18 years
(against 6 initially). We can consequently expect the quality of spent fuel in storage
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Figure 5-18: Case 3: Heavy metal in interim storage over simulation period
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Figure 5-19: Case 3: Separation capacity over simulation period
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Figure 5-20: Case 3: Separation plants loading factor over simulation period
to degrade as PU241 decays into Am241. This effect results in higher enrichment
requirements, which increases fuel costs and overall cost of electricity. It is indeed
what we observe on Figures 5-21 and 5-22. The average enrichment at which uranium
must be loaded in CONFU batches is plotted against time. It is recalled from Chapter
2 that we use enrichment as an index to characterize the quality of TRUs loaded into
fresh FFF pins, as the accumulation of high isotopes (Am and Cm) results in higher
enrichment requirements. Figure 5-21 shows that for a 6 year cooling time, enrichment
in CONFU batches reaches an equilibrium value of about 5%. In the case of 18 years
cooling, this equilibrium value is brought up to 6.2% (Figure 5-22).
Enrichment costs are an important part of fuel cycle costs, and the impact of such an
increase must be evaluated. For the base case, Figure 5-23 indicates an equilibrium
enrichment cost of 750 $ per kilogram of enriched uranium in CONFU batches. For
the 18 years cooling time (Figure 5-24), this cost is 975 $. Fuel cycle costs are 9.7
mills/kWhe (against 9 mills/kWhe for base case), which corresponds to an increase
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Figure 5-21: Base case - Average CONFU batches enrichment over simulation period
of 8%. The total cost of electricity is increased by 1.9%.
5.5 Case 5: Decay
So far we have examined the effect of cooling time and multi-recycling. Decay in
interim storage was not accounted for. If we now allow decay in interim storage,
again we expect faster degradation of spent fuel quality and higher fuel cycle costs.
Case 5 is similar to case 4 with, in addition, decay in interim storage. Figures 5-25
and 5-26 give average enrichment and average cost of enrichment in CONFU batches
and must be compared to Figures 5-22 and 5-24 for case 4. We see that, for example,
Figures 5-22 and 5-25 present the same general behavior. Enrichment increases with
time as fuel quality degrades. A discontinuity corresponds to a new recycling of the
previous CONFU batches generation after cooling, which explains the occurrence of
a jump every 23 years (about 5 years of irradiation plus 18 years of cooling). In
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Figure 5-22: Case 4 - Average CONFU batches enrichment over simulation period
case 4, there is no decay in interim storage and therefore no fuel quality degradation,
which explains why in Figure 5-22 the curve is flat between two jumps. By contrast,
in Figure 5-25, enrichment increases between two jumps as a consequence of fuel
degradation in interim storage. The final enrichment is 7.2% against 6.2% in the case
without decay (case 4), and the price of enrichment in CONFU batches is 1175 $ per
kilogram of enriched uranium (Figure 5-26) against 975 in case 4. Fuel cycle costs
are increased by 5.5% and total cost of electricity by 1.5%.
5.6 Case 6: Burnup
Because of the variability of burnup within fuel and the increase in achievable burnup
over the years, the initial spent fuel legacy does not have the same discharge burnup.
However, in the base case, we make the simple assumption of a uniform discharge
burnup of 50 GWd/MT. Case 6 is similar to the base case with the exception of a
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Figure 5-24: Case 4 - Average enrichment cost for CONFU batches over simulation
period
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Figure 5-25: Case 5 - Average CONFU batches enrichment over simulation period
uniform discharge burnup of 33 GWd/MT in initial spent fuel legacy. Results are
plotted in Figures 5-27 and 5-28. It is not surprising to see in Figure 5-27 that
enrichment requirements and enrichment costs are lower due to lower concentrations
of americium and curium in the 33 GWd/MT fuel. However, numerically speaking,
the difference is quite small. We find in Figure 5-28 that fuel cycle costs are reduced
by 2.5% and total cost of electricity by 0.6%.
5.7 Case 7: Partitioning
The CONFU option usually assumes recycling of all TRUs. By contrast, in the MOX
technology, only Pu is recycled. Case 7 is similar to base case with the exception that
only plutonium is recycled, without minor actinides. We can already expect lower
enrichment requirements and enrichment costs, although the accumulation of even
atomic number isotopes (Pu240, Pu242) will leave the increasing trend unchanged.
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Figure 5-26: Case 5 - Average enrichment cost for CONFU batches over simulation
period
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Figure 5-27: Case 6 - Average CONFU batches enrichment over simulation period
Figure 5-29 shows that enrichment at equilibrium is 4.7%. Fuel cycle costs are reduced
by 2.5% and total cost of electricity by 0.6%.
5.8 Case 8: Return on equity
So far, we have used a rate of return on equity of 12%. This is a low value. A lot of
studies take an average value of 15%. 18% is used as a high value. Applying 4.15, we
can calculate the reactors construction costs at equilibrium for those two rates. We
find:
Cns(ROE = 15%) = 22.76mills/kWhe
C•o,(ROE = 18%) = 26.92mills/kWhe
The total cost of electricity is increased by 14%.
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Figure 5-28: Case 6 - Average enrichment cost for CONFU batches over simulation
period
122
0.05
0.045
0.04
0.035
0.03
0.025
0.02
0.015
0.01
0.005
0
0 10 20 30 40 50 60 70 80 90 100
years
Figure 5-29: Case 7 - Average CONFU batches enrichment over simulation period
5.9 Case 9: Reactors lifetime
What would happen if reactors had a lifetime of only 40 years? We calculate equilib-
rium construction costs for a rate of return on equity of 12% and a reactors lifetime
of 40 years. We find:
C,,on(ROE = 15%, lifetime = 40years) = 33.61mills/kWhe
The cost of electricity is then increased by 44%!
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Figure 5-30: Case 7 - Average enrichment cost for CONFU batches over simulation
period
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Chapter 6
Conclusions and recommendations
6.1 Conclusions
Nuclear fuel cycle simulations are complex because they involve very diverse phenom-
ena. At a high level, economic or environmental constraints must be accounted for.
At a low level, the impact of radioactive decay on fuel quality and system performance
may be of interest. In this study, we have tried to demonstrate that natural "coding
strains" originating from this variety of study levels may not be overcome by brute
force. Rather, a large amount of modeling must be done in order to make different
modules of the code compatible.
Optimization of fuel cycle systems under constraints is difficult. CAFCA-III seeks to
minimize the time by which the initial spent fuel in interim storage is used up under
constraints on recycling plants construction capacity and loading factors. A simplified
model may be used to derive explicit equations that are appropriate for analytical
optimization. Besides fostering more understanding of the system, this approach also
make the code more robust and more efficient.
Similarly, for assessing of the impact of radioactive decay on fuel quality and costs,
it is preferable to develop an ad hoc tool rather than to resort to a reactor physics
neutronics/decay code.
Sensitivity analysis is also an important part of code development since it informs
on what effects should receive most emphasis as those contributing to the largest
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uncertainties. In this study, we have compared the impact of so-called "extensive"
parameters (advanced technology, recycling plants size) and "intensive" paramaters
(cooling time, radioactive decay, burnup) as well as financing parameters (return on
equity, reactor lifetime). We can draw the following conclusions:
* To a first order, when construction of advanced reactors is not too constrained,
interim storage requirements and depletion time are independent of the ad-
vanced technology in use (CONFU, ABR of GFR) but are determined by the
separation construction capacity (how many recycling plants can be built every
year). In the case of the U.S., for an expected nuclear power growth of 2.4%
and if spent fuel recycling is introduced no later than 15 years from now, no
more than 5 separation plants with a capacity of 1000MT/year should be built
to reach depletion of spent fuel interim storage within 50 years.
* However, advanced technologies do differ with regard to fuel inventories in reac-
tors and cooling areas (cooling storage is not accounted for in interim storage).
This is of great importance since in-core fuel will also have to be taken care of
when advanced reactors are decommissioned.
* The cost of electricity is very sensitive to financing parameters. Changing the
return on equity from 12% to 18% increases the COE by 14%. Reducing the
reactors lifetime by 20 years (from 60 years to 40 years) increases the COE by
44%.
* The economics of the fuel cycle are robust with respect to fuel quality variability.
Whether affected by spent fuel cooling time, radioactive decay inside interim
storage or spent fuel burnup, the quality of the fuel is found to be responsible
for variations of the cost of electricity that never go beyond 2%.
6.2 Recommendations for further study
Optimization of the deployment of recycling facilities in order to minimize spent
fuel inventories has always been an important part of CAFCA. However, given the
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complexity of such an enterprise, the introduction of other technologies may require
reducing the emphasis on the time to deplete current inventory. It is preferable that
methods be sought to emphasize the minimum cost of the nuclear enterprise as the
optimization criterion.
A simplified decay/neutronics model has been tailored specifically for thermal spec-
tra. Using the same methodology, models for fast spectra as encountered in GFR and
ABR should be derived. As each technology has its specificities, one should try not
to develop a model capable of handling all of them right away, but to work step by
step.
The decay/neutronics module now available in CAFCA-III assumes homogeneous
TRU recycling. Introducing a second spectrum to account for heterogeneous recy-
cling of TRUs in FFF pins could be of interest to evaluate how much accuracy is lost
through the homogeneous simplification.
Economic performance has been used as the main criterion to assess the impact of
important input parameters. Other areas could be investigated (proliferation resis-
tance is one of them). In some cases, this may require to develop utility functions.
In this regard, coupling CAFCA with ongoing work by Lara Pierpoint (also in the
Department of Nuclear Engineering at MIT) on fuel cycles proliferation resistance
could be interesting as economic viability does not entail satisfactory security and
vice versa.
127
128
Bibliography
[1] T. Boscher, P. Hejzlar, M.S. Kazimi, N.E. Todreas, and A. Romano, Alternative
Fuel Cycle Strategies for Nuclear Power Generation in the 21st Century, MIT-NFC-
TR-070, CANES, MIT, June 2005
[2] A. Aquien, M.S. Kazimi and P. Hejzlar, Fuel Cycle Options for Optimized Recy-
cling of Nuclear Fuel, MIT-NFC-TR-086, CANES, MIT, June 2006
[3] E. Shwageraus, P. Hejzlar and M.S. Kazimi, Optimization of the LWR Nuclear
Fuel Cycle for Minimum Waste Production, MIT-NFC-PR-060, CANES, MIT,
October 2003
[4] M. Visosky, M.S. Kazimi and P. Hejzlar, Actinide Minimization Using Pressurized
Water Reactors, MIT-NFC-TR-085, CANES, MIT, June 2006
[5] A. Romano, P. Hejzlar and N.E. Todreas, Optimization of Actinide Transmuta-
tion in Innovative Lead-Cooled Fast Reactors, MIT-NFC-PR-059, CANES, MIT,
October 2003
[6] CEA Cadarache, CEA Saclay, Argonne National Laboratory, General Atomics,
Brookhaven National Laboratory, MIT, Development of Generation IV Advanced
Gas-Cooled Reactors with Hardened/Fast Neutron Spectrum, System Design Report
GFR023, February 2005
[7] A.G. Croff, "ORIGEN2: A Versatile Computer Code for Calculating the Nuclide
Compositions and Characteristics of Nuclear Materials", Nuclear Technology, Vol.
62, September 1983
129
[8] http://www.cea.fr/
[9] Table of Nuclides, http://yoyo.cc.monash.edu.au/ simcam/ton/
[10] Y. Shatilla, P. Hejzlar, and M.S. Kazimi, A PWR Self-Contained Actinide Trans-
mutation System, MIT-NFC-TR-088, CANES, MIT, September 2006
[11] S. Ansolabehere, E.S. Beckford, J. Deutch, M.J. Driscoll, P.E. Gray, J.P. Holdren,
P.L. Joskow, R.K. Lester, E.J. Moniz, N.E. Todreas, The Future of Nuclear Power
- An Interdisciplinary Study, MIT, 2003
[12] J.-L. Basdevant, J. Rich, M. Spiro, Energie Nucleaire, Les Editions de l'Ecole
Polytechnique, 2002
[13] B. Spencer, G. Del Cul, and E. Collins, Effect of Scale on Capital Costs of
Nuclear Reprocessing, Oak Ridge National Laboratory, 2003
130
