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ABSTRACT
The solubilities of argon and of three binary gas mixtures of
nitrogen and methane, 25%CH^ - 75*N 50%CHA - 50%N2 and 75%CH^ - 25%N2 , 
in water have been measured at a temperature of 323K for pressures up to
124.1 MPa.
The data have been correlated using the established forms of the 
Krichevsky-Kasarnovsky and Krichevsky-11inskaya equations and are in
agreement with previous studies. The performance of the Krichevsky- 
Ilinskaya equation has been improved by using Wilson's equation in 
place of the two-suffix Margules equation to predict the non-ideality 
associated with the solute gas in the solution. A simple predictive 
method for ternary mixtures, based on an extension of the Krichevsky- 
Kasarnovsky equation, has been proposed.
The thermodynamic properties of pure polar fluids, a preliminary to
the treatment of aqueous solutions, have been studied using statistical
mechanics. A perturbat ion theory us ing a nonspheri ca 1 reference 
potent ia 1 has been derived and resul ts have been compared to other 
perturbation theories and computer simulation studies. The extension 
of this theory to use a nonspherical reference fluid is described but 
remains as yet untested.
The thermodynamic properties of the reference fluids in the 
perturbation theories mentioned above have been determined by Monte 
Carlo computer simulation. A comparison of the results from the two 
sources suggests that the accuracy of the perturbation theories could 





Due to the inevitable depletion of existing reserves of energy the 
investigation of alternative, and hence usually obscure, sources is of 
great interest and practical importance. One such source currently
be i ng studi ed is the exploitation of the solubility of natural gas 
in brine solutions, a situation found in so called geothermal natural 
gas aquifers. The aquifers may be found at considerable distances
beneath the surface and hence will be subject to substantial overburden 
pressures. Estimates of the amount of recoverable natural gas range 
from a 6- to 50- year supply at current rates of consumption^^.
Obviously, any economic evaluation and estimation of the potential 
recovery from such aquifers requires an accurate and reliable prediction 
of the high pressure phase equilibria for such a natural gas-brine 
system and the effect of a second solute m  the solubility.
Experimental studies of such systems, and simple systems chosen 
to resemble the actual solutions, at conditions corresponding to those 
expected, are to say the least scarce, particularly at pressures
greater than 68.9 MPa. Therefore, as part of this study, the solu­
bilities of pure argon (chosen for its sphericity) in water and of 
three gas mixtures of methane and nitrogen in water have been 
determined at 323K for pressures up to 124.1 MPa. The gas mixtures 
were studied to gain some insight into the effect of the presence 
of one solute gas on the solubility of another similar gas in the same
solvent. The solubilities of both pure methane and pure nitrogen have
(2)been determined by a previous investigator
1
Experimental invest i gat ion is one of the three methods available
for studying the behavior and thermodynamic properties of fluids. In
addition, these properties may be studied using theoretica1 analyses
or by the technique of computer simulation, and the interrelation of
(3)all three methods can be conveniently illustrated by figure 1.1
The question of whether computer simulation ought to be regarded as
(3)a theoretical or an experimental investigation is constantly argued 
and is best answered when considering the use to which computer simu­
lation results are put. When comparing theoretical and computer simu­
lation studies, based on the same intermolecular potentia 1 model , the 
simulation can be regarded as providing "experimental” data with which 
to test the theoret i ca1 approxima t ions. Alternatively, in compa ring 
simulation with experimental results, the simulation acts an a "theory" 
and the comparison serves to test the model used for the intermo 1 ecular 
potential. It is the first of these applications, the use of computer 
simulation data as experimental results, that is employed in this study.
The prediction and correlation of high-pressure solubilities using 
macroscopic classical thermodynamics essentially involves determining 
the Poynting correction to a standard state Henry's law constant using 
expressions describing the effect of pressure on the fugacity. Such 
equations were first derived independently by Krichevsky and 
Kasarnovsky^^ and Dodge and N e w t o n I m p r o v e m e n t s  to the original 
Krichevsky-Kasarnovsky equation have been made by including a term for
the non- idea 1 behavi or of the dissolved solute^^ and a term for the
(2)compressibility of the partial molar volume of the solute gas
in the solution using the equation of Namiot^^.
Rather than use the two-suffix Margules equation to predict the 
solute non-i dea 1 i ty, as done by Krichevsky and Ilinskaya^^, the
3
SIMULATION
EXPERIMENT ----—  Theory + — --► THEORYPotential
Figure 1.1. Three methods of studying the thermodynamics of a fluid.
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Wilson equation for the excess Gibbs free energy has been used in a
( 81manner similar to that for solid solubilities Further, a modified
(4)form of the Krichevsky-Kasarnovsky equation has been extended and 
applied to the correlation of the solubility of binary gas mixtures in 
a pure solvent.
The equations described above, contain macroscopic thermodynamic 
properties and as such are independent of any intermolecular potential 
model chosen to describe interparticle interactions, and thereby do 
not fit the scheme described by figure 1.1. However one alternative 
to the treatment of gas solubility is to use a statistical mechani ca 1 
perturbation theory which has been an area of tremendous progress
primarily due to the recent development and availability of high-speed 
computers.
(9)First suggested over thirty years ago by Longuet-Higgins ,
perturbation theories have been successfully applied to non-polar
spherical fluids by Barker and Henderson^^ and Weeks, Chandler and
Anderson^^, with the biggest improvement of late being the
numerical solution of the Ornstein-Zernieke equations, under various
(12 13)closures, for "soft-sphere" potentials ’ . Unfortunately, attempts
to derive similar theories for polar fluids have not been as successful,
with problems particularly in the convergence of the perturbation 
expansion series. A perturbation theory that uses a nonspherical 
reference potential, thereby ensuring a non-zero first-order term in 
the expansion, has been developed that predicts the Helmholtz free 
energy of the polar fluid. Results of the theory are compared with 
existing computer simulation data and values from other perturbation 
theories. Literature values for computer simulation of the fluids
5
studied here are again scarce, and where neither Monte Carlo nor 
molecular dynamics simulation data were found, values have been 
generated using programs developed during the research.
Experimental data for the reference and perturbat ion cont ribut ions
to the total free energy, in addition to information about the structure 
of the reference fluids, has been obtained by substituting the same
perturbed intermolecular potential into the Monte Carlo simulations as 
is used in the perturbation theory. This therefore provides a valuable 
comparison not just of the overall performance of the perturbation 
theory when compared to "experimental" values but also of the accuracy 
of the perturbation theory in describing the reference and perturbation 
fluid contribut ions.
In an effort to determine the structural dependence of the 
reference fluids caused by the orientation dependent electropolar
contributions to the intermolecular potential, as well as the difference 
between the structures due to the full and that due to the reference
potent ials, the spherica1 harmonic coef f i cients have been ca1culated 
for both situations. The spherical harmonic expansion provides a 
description, in terms of one-dimensional coefficients, of the
multidimensional distribution function. This investigation ought to
provide some insight into the relative successes or failures of the
perturbation theories described in this study.
6
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THEORY
Whenever one considers the equilibrium distribution or solubility 
of a solute i, in our case a pure gas or one of a mixture of gases, 
between a liquid and vapor phase, by definition the fugacity of this 
component must be the same in both phases
fV = f£ (2.1)1 1
Therefore, the task of predicting and correlating the solubility 
of gases in liquids is, in essence, simply a question of determining 
the liquid and vapor phase fugacities of the solute i. Two approaches 
have been taken in solving this problem, using classical thermodynamics 
and statistical mechanics, and are discussed in detail in the following 
sect i ons.
2.1 Classica1 Theory of Gas Solubi1ity
£The fugacity of component i in the liquid phase, f , can be 
related to the activity coefficient y^ and the fugacity of pure i, 
f ° , by equat ion (2.2)^^
f£ = y .X .f° (2.2)l i l l
vand from the definition of the vapor phase fugacity coefficient, , 
a similar expression may be written for the vapor phase fugacity,
fV = 0VY.P (2.3)l l i
8
9
where P is the total system pressure. For a supercritical solute, that 
is a solute whose critical temperature is lower than the system 
temperature, a typical plot of fugacity against composition is shown 
in figure 2.1, where the composition dependence of f̂  and f^ is known 
for only part of the composition range. Since the value of the 
fugacity of the pure solvent as a liquid, f ° , is known, the ideal 
solution fugacity, *s hest given by the Lewi s-Randa 11 rule
fjd = f°X1 . (2.A)
However for the solute, component 2, no experimental value for f°, the 
fugacity of pure solute as a liquid, is known and suggests a super­
critical liquid. Alternatively, the tangent at X^-O is easily 
constructed giving the line referred to as Henry's Law. Therefore, 
the Lewis-Randall rule for ideal-solution behavior is not suitable, 
and Henry's Law is used instead
f2d = X2H2(TfP) (2,5)
where H (T,P) is the Henry's constant, and is best regarded as the 
fugacity of pure component 2 in a hypothetical liquid state.
One consequence of this is seen when applied to the definition
of activity coefficients, as in equation (2.6)
f .
Y - - “  (2.6)
1 fldi
The ideal fugacity, defined by the Lewis-Randall rule is
given by equation (2.4) written for component i and therefore substi­





Figure 2.1 Fugacity as a function of limited solubility of solute (2)
in a solvent (1).
with the accompanying condition that when X^ = l , ^j = ̂i anc* therefore 
Yi= l .0. However, when the ideal solution behavior for component i 
is defined according to Henry's Law, the following is obtained
q  < W
- x i :  = - R 7 —  (2-8)1 1  1
Therefore, when X^=0, Y j = l by L'Hopita 1's rule ,
(df . )
Lint (f ./X. ) = J-r~ J = H. (2.9)
X .->0 1 1 ( i )x. =0 1l i
This method of defining the activity coefficients of different species 
differently, is the so called "unsymmetric convention” and the fugacity 
of component i in the liquid phase is given by equation (2.10)
f£ = y*X.H. (2.10)l i l l
At low pressures the dependence of the Henry's constant on
pressure may be assumed negligible. However, at high pressures, the
effect is no longer negligible and it is then necessary to consider
the effects of pressure on H., obtained from the pressure dependence
£
of the fugacity f^, given by equation (2.11),
[31nf^) v.
 -? = —  (2.11)8P IT,X RT u  J
where v^ is the partial molar volume of solute i in the liquid phase. 
Integrating from a reference pressure Pf to the system pressure P,
12
r P v
lnfP = Inf P + f ^ d P  (2.12)i i pr RT
and combining equations (2.10) and (2.12) gives,
fi Pr *pI P C iIn ”  = InH + lny. + J jpfdP (2.13)a . i i „r hil P
As the solute concentration approaches zero, this system pressure
gapproaches the solvent saturation pressure P ̂ , and it is therefore 
convenient to use this pressure as the reference, and as such, 
equation (2. 13) can then be written as
f. P® ...P̂  P v.
In ^  = InH + lny" + J ^ d P  (2.14)A . 1 1 _S K  J
pi
From equation (2.1), we know that at equilibrium the fugacities of
component i in the liquid and vapor phases are equal, and f^ at the
system pressure may be obtained from equation (2.15),
f£ = fV = 0.Y.P (2.15)l l Ti i
where 0. and Y. are the fugacity coefficient and concentration ofl l
component i in the vapor phase respectively.
The activity coefficient, Iny^, is a partial molar property with
E *respect to the excess Gibbs free energy (g /RT) , both defined according
to the unsymmetric convention. However, the equations that correlate
* EIny^ are derived from expressions for g /RT defined according to the
symmetric convention. For a multicomponent system, the activity
coefficient is related to the excess Gibbs free energy by
13
RTlnVj = iE = j f ^ j  (2.16,
1 i*T,P,n. , .J?i
and may be more conveniently expressed using mole fractions as the 
independent variable,
RTlny. = gE - I * J ! (2.17)
k*i ( k h \ P , X ... ,
It has been shown^^ that the symmetric and unsymmetric activity
coefficients are related by equation (2.18),





and as such provides a connection between expressions for the excess 
Gibbs free energy and the unsymmetric activity coefficient , via y^ .
2.1.1 Binary Systems
For the case of a binary system of a gaseous solute(2) in a 
solvent(l), equation (2.14) may be written as
f PS ^PS P v
ln X? = lrV  + ln*2 1 + S s RfdP (219)
2 1
Assuming that the partial molar volume of the solute gas, v^, is equal
to the partial molar volume at infinite dilution, i.e.
v2 = v“ (2.20)
and further that






 (P-PS )RT (2.22)
,PS * 1By setting the activity coefficient, y^ , equa1 to unity in equation
(2)(2.22), Krichevsky and Kasarnovsky obtained
p if ps v“
In ^  = ln«2 1 + • (2.23)
(3 )Equation (2.23) was also derived independently by Dodge and Newton
From equation (2.17), the activity coefficient of the solute gas 
in the liquid may be written as
RTlny2 = gE - X ^ j  (2.24)
and if the two-suffix Margules equation is used to represent the molar 
excess Gibbs free energy as
gE = A 12X,X2 (2.25)
the symmetric activity coefficient, y^, is obtained by substituting 
equation (2.25) into equation (2.24).
15
RTlny2 = (2.26)
The corresponding unsymmetric activity coefficient is found by 
substituting equation (2.26) into equation (2.18)
lny* = !f(Xj - 1) . (2.27)
Substituting equation (2.27) into equation (2.22) gives the Krichevsky-
(4)Ilinskaya equation
f p s a
ln \  = ln«21 + ^ r (x? - •> * l b ~ (p - p*> ( 2 28 )
Alternatively, Wilson's equation^^ can be used to predict the molar 
excess Gibbs free energy and hence, through equations (2.24) and 
(2.18), the unsymmetri c activity coefficient whi ch is given be low as 
equation (2.29). The details of this derivation are given in appendix 
A.
A.| (X1A21+ V I .  v I 1 .2
If + \ , ,
2 12
lny2 - - lnj j " X 1 |X1 X„A „ " (2.29)
* 2 1   ( A 12 -
*21X 1 + X2 X 1
Upon substitution into equation (2.22) an express ion similar to 
equation (2.28) is obtained but is not given here. Krichevsky and
(4)Ilinskaya defined an apparent partial molar volume, v2 , such that
Ps
v >  - Pj) = v" X(P - P®) + A 12(X2 - l) (2.30)
16





the modified Krichevsky-Kasarnovsky equation (4) Kri chevsky and
Ilinskaya also measured the true partial molar volume at infinite
dilution of a solute gas in both water and methanol. It was observed
that these measured values differed from those obtained from a plot 
of experimenta 1 solubility data according to equat ion (2.23). Thi s 
discrepancy was thus attributed to the non-ideal behavior of the 
solute gas in the solvent, as predicted by equation (2.30).
Rather than assume the solute partial molar volume to be constant,
(6)Choi defined the pressure dependence of v^ to be that suggested by
Namiot^^ as in equation (2.32)
molar volume of the solute in solution. Substituting equation (2.32)
P
(2.32)
where p^ fhe coefficient of isothermal compressibility of the partial





2 lnl^ 1 + lny. (2.33)
the extended Krichevsky-11inskaya equation. A similar expression has
( 8 )been independently derived by Coco and Johnson . Equations (2.27) and
11
(2.29) may be substituted for equation (2.33) above with the
appropriate changes in the expression for the apparent partial molar
2.1.2. Ternary Systems
Equations (2.28) and (2.33) can easily be extend to ternary systems 
of a solvent (1) and two solute gases (2) and (3) by substituting the
appropriate recursive formulas for both the two-suffix Margules and
parameters to be determined can be as high as eight for the extended 
Kri chevsky-I 1i nskaya equat ion with the unsymmet ri c activity coefficient 
given by Wilson's equation. This would appear to prohibit the use of 
these equations to predict the solubilities of gas mixtures.
An interesting alternative is found upon recognizing that equation 
(2.31), the modified Krichevsky-Kasarnovsky equation, may be used for 
ternary as well as binary systems without any additional determination 
of parameters by assuming that the apparent partial molar volume, 
v ^ , is independent of the solute composition and is therefore the same 
in both binary and ternary systems, i.e.
volume -
J «
appropriate expression for anf* written from the











The gas phase fugacity of a binary system is taken to be that of
the solvent free, pure gas solute i, and therefore for the solutes used,
experimental P-V-T data can be used in its determination. In effect,
we may write for binaries
f. = f° (2.35)1 i
where f° represents the fugacity of pure i.
Equation (2.31) can be rearranged to be explicit in the liquid 
phase solubility of solute i as
f°
X. = --—  _i------ - (2.36)
Pi (v" )
H. expj^CP - Pj)j
which may be written as
PiX°(P) = f“ (P)lJi(Hi1,v“ ,P) (2.37)
Therefore, for the solutes (2) and (3), each in a binary system with 
a solvent (1), equations (2.34)a and b become,
Pi 'X°(P) = f°(P)4i(H2 ,v",P) (2.38)a
p®
X°(P) = f°(P)4.(H3J ,v“ ,P) . (2 . 38)b
Similarly, for a ternary system, the respective solubilities of solutes
(2) and (3) are
ps
X2 (P) = f2(P,Y2 )̂ )(H21 ,v*,P) (2 . 39) a
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P1 -*X3(P) = f3(PtY3)^(H31,v3fP) (2.39 )b
(9)The Lewis-Randa11 fugacity rule relates the fugacity of
component i in a mixture to the pure component fugacity and its 
composition in that mixture
f . = Y .f° . (2.40)i 1 1
Assuming equation (2.40) applies to the vapor phase of the systems being 
studied, again assumed solvent free, then upon substitution into 
equations (2.39)a and b, and further simplification using equation 
(2.38)a and b, one obtains
X2(P) = Y2X2 (P) (2.4])a
X3(P) = Y3X3(P) (2.41)b
Therefore, if the solubility data of the binary systems of each solute 
gas with the solvent, is fitted to some function, the solubility in 
the solvent of each solute gas of the ternary system can be readily 
determined.
The accuracy of the Lewis-Randa11 rule, equation (2.40), can be 
determined to some extent by obtaining the fugacity, f^, by some 
independent means such as an equation of state, and comparing the 
predicted values of X^ by each method.
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2.2 Perturbation Theory
The idea of using perturbation theory, that is the expansion of an
unknown real system about some known reference system, was first
suggested over thirty years ago by L o n g u e t - H i g g i n s w h o  related the
free energy of a non-ideal solution to that of an ideal one by
expanding the free energy in terms of a perturbation potential, and
independently by Barker^ ̂  who expanded the partition function of a
(12)polar fluid about that of isotropic molecules. Later Zwanzig showed
how the free energy of a dense atomic fluid, interacting with some 
isotropic pair potenti 1 U(r) could be related to that of a hard-sphere 
fluid with a potential U°(r) by performing a Taylor's series expansion 
of the canonical partition function of the system Qc
x'3NQc = -~y- Zc (2.42)a
Lwhere A = h/(2nmkT) and in particular on the configurational integral 
Zc
Zc = J ... J exp -pU(r) dr (2.43)
A review of Zwanzig's derivation is given in appendix B. Zwanzig 
obtained the following expression for the Helmholtz free energy of a 
fluid,
A = AO + (Np/2)/ uPCr)g°(r)dr ♦ [Hi8£ ' ^ ° rd" r { U - M )
where AO is the Helmholtz energy of the reference system, U^(r) is the 
perturbation potential, g°(r) is the radial distribution function of the 
reference system, N the number of particles, p is the number density and
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r is the intermolecular separation vector. The second term on the 
r.h.s. of equation (2.44) above, is the first-order expansion term A1 , 
and so on for higher terms, A 2 , A3, etc.
2.2.1 Perturbation Theory of Spherical Molecules
Initial attempts to apply Zwanzig's expansion to the perturbation
theory of spherical molecules were unsuccessful, except for the case
(13)of hot dense gases and proved to be due to the poor selection of the
reference and perturbation potentials. By recognizing the importance
of the repulsive part of any interaction potentia1 in determining the
structure of a fluid and by carefully choosing the reference potential
(14)to reflect this Barker and Henderson were able to obtain good
agreement with computer simulation data. For the case of the
(14)square-we 11 potenti al shown in f i gure 2.2, Barker and Henderson 
modified Zwanzig's expansion and obtained the following expression for 
the free energy of a square well fluid,
where e is the depth of the potential well, and A determines the width 
of the well in relation to the hard-core diameter o. The total
Ao ( Higher I 
jorder terms J (2.45)
potential was split into a reference or unperturbed potential, U°(r), 
and a perturbation potential, U^(r), according to the following
U°( r ) = + °d for r < CT (2.46)a




Figure 2.2. Potential for square-well interaction.
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UP (r) = 0 for r < o (2.46)c
= -e r < o < \a (2.46)d
= 0  r > \ o  (2.46)e
The success of this approach when compared to existing simulation data,
even at low temperatures, showed that the failure of previous approaches
(13)(e.g. HcQuarrie and Katz ) was indeed due to the separation of the 
total interaction potential into its reference (repulsive) and per­
turbation (attractive) parts and prompted Barker and Henderson^^ to 
apply their adaptation of Zwanzig’s expansion to fluids with 'soft- 
sphere* repulsive forces, given by the Lennard-Jones 12:6 potential, 
where the split of the potential is shown in figure 2.3 and described by 
equations (2.47)a-d.
U°(r) = U(r) if U(r) > 0 (2.47)a
UP (r) = 0 (2.47)b
U°(r) = 0  if U(r) < 0 (2.47)c
UP (r) = U(r) (2.47)d
The configurational integral was expanded in a double power Taylor 
series, in terms of an inverse steepness parameter a and a depth para­
meter y,
A = AO + ajl^l + v!|^! + . . . (2.A8)
where the parameter cr varies the steepness of a modified potential and y 




Figure 2.3 Split of total interaction potential into the perturbation 
(dashed line) and reference (solid line) terms according 
to Barker-Henderson.
- a2npd2g°(d)jd - / (1 - exp[-0U°(r)] )drj
♦ y2npP f g0(r)uP(r)r̂ dr ♦ |ord"‘EJ"mJ • U-«)
BHThe hard-sphere or Barker-Henderson diameter, d , is chosen so 
that the first-order expansion term in the inverse steepness parameter, 
a, is zero. This diameter is therefore given by
DU ^ n
d = f (1 - exp[-pU (r)])dr (2.50)
0
and is dependent only on the system temperature.
The higher order terms of equation (2.49) above, depend on three
and four-body distribution functions and as a simplification Barker
(15)and Henderson suggested two approximations for the second-order
terms, the mac roscopi c compressibility and the local compress ibi1i ty 
approximations, and indicated the latter to be the more appropriate. 
With this approximation of the second-order term, and using equation
(2.50) to define the equivalent hard-sphere diameter, Barker and 
Henderson obtained
00
N^T “ Nkt + 2npPf g°(r)UP (r)r2dr (2.51)
o
np^(!p) !plp-f g°(r)UP (r)2rzdr]
The values predicted by the above equation compared favorably with the 
existing molecular dynamics (MD) and Monte Carlo (MC) results, as well
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as experimental data for argon, for all fluid temperatures and
dens i t ies.
By recognizing fully the significance of the repulsive forces in 
determining the equilibrium structure of simple fluids, Weeks, Chandler
and Andersen^1^  proposed a first-order perturbation theory, neglecting
the contributions of multiple body interactions. In splitting the 
potential into its respective repulsive and attractive contributions, 
they assumed that the region of action of the repulsive (reference) 
forces was bounded by the location of the minimum of the potential,
rmin‘ The splitting is shown in figure 2.A and is described by equations
(2.51)a-d,
U ° ( r ) = U ( r ) + £  for r < r .  (2.51 )amin
= 0 r > r . (2 . 51) bmin
UP (r) = -e f o r r < r ,  (2.51) cmin
= U(r) r > r . (2.51)dmin
where e is the value of U(r) at the minimum and r is the locationmin
of this minimum.
Compared to the B-H split of the potential, the perturbation 
potential now varies slowly, particularly within the core of the 
unperturbed potential, with the result that the importance of 
fluctuations, and hence higher order terms, is diminished. Convergence 
is therefore much faster, and is assumed to occur after the first-order 
term. The free energy is then given by Zwanzig's expansion as
0O





Figure 2*4 Split of the total interaction potential into its 
perturbation (dashed line) and reference (solid line) 
terms according to Weeks-Chandler-Andersen.
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The biggest drawback of this method is that the properties of the refer­
ence system are not well known and AO and g°(r) were taken to be the 
properties of hard spheres,
AO = AHS (2.53)
g°(r) = exp J-pU°(r)J yHS (r) (2.54)
HSwhere y (r) is the background correlation function of the hard spheres 
defined by equation (2.54).
WCAThe equivalent hard-sphere diameter, d , is now dependent on
both temperature and density and is determined from a 'blip-expansion' 
of the soft-sphere system about an equivalent hard-sphere system 
defined by
WCA
J"yd (r) ]exp(-pu°(r)) - exp ( (  r) ) J dr = 0 (2.55)
and illustrated in figure 2.5.
This technique is based on the fact that the so called Mayer
f-functions, the product of the background correlation function and
the exponential of the Boltzmann weighted potential, of the reference 
and hard-sphere systems are similar. Equation (2.55) can also be
regarded as equating the compressibilities of the two systems. Again 
the results have been compared to simulation data, and shown to be as 
accurate as the second-order Barker-Henderson theory, equation (2.51).
Both the Barker-Henderson and the Weeks-Chand1er-Andersen 
theories have been extended to mixtures by Leonard, Henderson and 
B a r k e r ^ ^  and Lee and Levesq u e ^ ^  respectively. The first-order 








Figure 2.5 Illustration of blip-expansion to determine hard-sphere
(HS) diameter equivalent to reference (REF) fluid.
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Leonard-Barker-Henderson (LHB)
The first-order perturbation expansion for the free energy is of 
the form
NkT = NkT ” 4npXlX2d12g12td125(d12 " 6 12^
00
+ 2nppl X.X.J UP . (r)g° . (r)r2dr (2.56)i J a iJ !J
i
where
o .  .
<5. . = J jl - exp I-pU° . (r) ] j dr (2.57)
1J 0 ( 1J )
By putting
d .. = 6.. (2.58)11 11
the contribution of like attractions to the second term on the rhs 
of equation (2.56) cancel and the unlike hard-sphere diameter is then 
given by
d j £ = (du  + d22)/2 (2.59)
Lee and Levesque (LL)
f 1 O)
Lee and Levesque approximated the radial distribution function
of the referenee soft-sphere system by
g°.(r) = exp j-pU° . (r){ yd . ( r) (2.60)i J < iJ t ij
The equivalent hard-sphere diameters, d^ >  were again given by blip- 
expansions about hard-sphere systems, as in equation (2.55), and the 
free energy of the mixture is then given to first-order by
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SFr = Sir * Xi V d I*j<r)g?.<r>r’dr (2.61)
ij
One significant improvement in the perturbation theory of spherical
(19 20)molecules has been achieved by Fischer ’ who obtained a numerical
solution to the Percus-Yevick equations for soft-sphere reference
potentials of pure fluids and mixtures. This solution has also been
(21 )obtained independently by Monson . Therefore, this allows the 
reference system, and the corresponding properties, to be calculated for 
a reference potential chosen as either the BH or WCA part of the full 
potential and the distribution functions determined for this reference 
rather than an equivalent hard-sphere system. Therefore, by allowing 
the reference to resemble more closely the actual system, and in partic­
ular the respulsive part of the potential, the accuracy of the pertur­
bation theories ought to be significantly improved.
2 . 3 Perturba t ioii Theory of Nonspherical Molecules
2.3.1 Spherical Reference Potential
Perturbation expansions for molecular liquids were first suggested
(11) (22) as early as 1951 by Barker and later by Pople who both expanded
the free energy in powers of an anisotropic potential, , corresponding
to
U(r,u>j,w2) = U (r) + r|lr (r .Wj ,u>2) (2.62)
where r is the distance between molecular centres, in is the1
orientation of molecule i and q is the perturbation parameter. U°(r) 
is a spherically symmetric reference potential defined according to
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U«(r) = (2.63)
where U(r,U) ,u> ) is the full pair potential and <...> indicates
an unweighted average over the molecular orientations given by,
J _ f  I K r , ^  j U ^ J d u ^ d u ^
<U(r,u.|,»,2 )> =  J/'d^duTj------  <264)
and the normalizing factor by,
JJ duij du^ = 8n . (2.65)
Equation (2.63) is often referred to as the u-expansion.
An important consequence of this expansion is that the angle- 
averaged perturbation potential is zero and as a result the first-order 
perturbation term in the series expansion for the Helmholtz free energy 
is itself zero
<U^ ( r ,iw ,u> ) > = 0  (2.66 )a
1’ 2 LOjtlJLI2
A1 = 0 (2.66)b
The total Helmholtz free energy is then given by
A = AO + A2 + A3 + . . . (2.67)
The complex second-order term A2 involves integrals over two- and
three-body reference correlation functions and requies further
simplifying assumpt ions for its evaluaton. A detailed description of
(23 )this theory has been given by Gubbins and Twu and Twu and
(24)Gubbins .
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The third-order term, A3, has been found to be of similar
magnitude and of opposite sign to A2, and therefore must be maintained
in the perturbation expansion. Consequently the convergence of the
series is slow, particularly for strongly polar molecules. Stell 
(25 )et al.. have improved the convergence of the series by the use of a
Pad£ approximant
A = “  * (1 -AI v A2) (2'68)
and the results have been found to agree well with computer simulation
data for fluids with strong electrostatic forces provided that the 
molecules possess spherical or near-spherical cores. The theories of 
molecular fluids have been comprehensively reviewed in detail by Gray 
and Gubbins^^.
An alternative method of defining the reference potential U°(r) 
is to use an unwe ighted average of the Bol tzmann factor over all 
orientations
exp |-pU°(r ) j = <exp(-pU(r .tUj ,u»2 ))>w ^ (2.69)
Equation (2.69) above is called the f-expansion and is also 
referred to as the RAM (reference average Mayer function) theory and 
has the immediate advantage of giving the correct value of the second 
virial coefficient and includes an averaged contribution from the 
anisotropic part of the potential . However, the angle-averaged 
perturbation potential and hence the first-order term, Al , are still 
both zero as in equations (2.66) a and b.
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2.3.2 Nonspherical Reference Potential
Using spherical reference potentials for perturbation theories
appears unsatisfactory, particularly for systems with highly
anisotropic interactions, and convergence of the series will, at best,
be poor. One alternative is to use a nonspherical reference potential
(27 )such as that used by Mo and Gubbins , chosen so that it resembles
the structure of the real system as closely as possible, thereby
decreasing the size and fluctuation of the perturbation terms.
Based on the success of the Weeks-Chandler-Andersen (WCA) theory
(27 28)for atomic fluids, Mo and Gubbins * proposed a generalization of
this method to molecular fluids. For each orientation the potential 
is divided into repulsive reference and an attractive perturbation 
terms according to
U(r,iu1,uJ2) = U° ( r ,tUj ,u>2 ) + r|UP ( r .utj ,u>2) (2.70)
where U° is the reference potentia 1 given by
U° ( r ,w2) = U(r .Uij ,uj2) + r^w^u^) r < rmin (u^ ,uj2 ) (2.71)a
U°(r,u>1 ,w2 ) = 0 r > rm in ÛJ] »W2^ (2.71)b
where £(w, ,u>„) and r (u>, ,uc) are the depth and location of the1 2. min 1 2
minimum of the full potential, as in the WCA theory for atomic fluids,
but are now functions of the orientations and w2 . The Helmholtz
free energy is then given by the first-order expansion, equation (2.44).
To calculate the reference free energy term, AO, of the
nonspherical reference molecules Mo and Gubbins performed a blip
(29)expansion about a hard, nonspherical molecule followed by a Bellmans
expansion about a hard sphere. By analogy to the WCA approach, the 
pair correlation function for the reference fluid, g°( r ,u>j ,iu2) vas 
assumed to be given by
g°(r,u>1 ,ta2) = exp J-pU°(r,iJU1 ,uu2)j yd(r,u>ltw2) (2.72)
where yd (r,u>j ,ui2) corresponds to a system with a hard, nonspherical 
potential. The reference free energy, Ad , and correlation function, 
yd (r ,ujj ,u»2), are then determined using Bellemans^^ perturbation 
expansion about a hard sphere. Mo and Gibbins performed calculations 
for Lennard-Jones potentials plus an anisotropic term, where the 
anisot ropy was given by dipole-dipole, quadrupole-quadrupole, or 
anistropic overlap interactions.
A similar approach has been developed by Kohler and Q u i r k e ^ ^  
who used a slightly different form of the orientation dependent
reference potential. The method was applied to polar Lennard-Jones 
diatomic fluids and as a special case involving zero elongations, 
Lennard-Jones dipolar and quadrupolar fluids have been studied. To 
obtain AO, a hard dumbell fluid was used to model the reference fluid, 
which of course reduces to a ha rd-sphere for the case of zero
elongations.
Kohler and Quirke^*^ noted that the u-expansion, equation (2.63), 
gave values of the Helmholtz free energies that were too positive, and 
that the f-expansion, equation (2.69), gave values too negative.
Follwoing these observations, Kohler and Quirke split the dipole-dipole 
interaction into for attractive configurations and U ^ e  for
repulsive configurations. However, for small separations the 
Boltzmann factor, e cuts out too much of the repulsive potential,
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making the resu11ing potent ial too negative. Kohler and Qui rke 
therefore replaced the Boltzmann factor by a function that does not 
tend to zero for large values of pUPP and chose the Langevin function 
L( pUPP) which is 1 inear for smal 1 pUPP and approaches a constant for 
large values of pUPP. The reference potential was then written as
U°(r,w, ) = ULJ( 0  * uMMe-3 / 2 U 2 Pu'1'J)H ( p u W ) ^  ^
where H(pUPP) is a step function to indicate that the exponential only
applies for positive values of pUP .̂ Results of this theory are given
later in section 5.2
Due to the poor convergence of many perturbation expansions,
particularly noticeable for highly anistropic molecules, coupled with
recent improvements associated with the calculation of fluid
(31 )correlation functions , an attempt has been made to derive a simple 
and accurate first-order perturbation theory applicable to polar fluids.
The Barker-Henderson recipe for splitting the total interaction 
potential into repulsive and attractive parts, has been generalized 
for orientation dependent potentials, and is given by equations (2.74) 
a and b.
U°(r ,uj2 ) = U(r,iu] ,u>2 ) for Ufr.tUj.u^) > 0 (2.74)a
UP ( r jUij ,w2) = 0
U°(r ,uij ,w ) = 0 for I K r , ^ , ^ )  < 0 (2.74)b
Up (r,io ,u)2) = U(r(w ,ui2)
One immediate advantage of this split is its simplicity for the 
situation where the minimum in the total potential, if it exists at all
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for a specific orientation, necessary for performing a WCA-type split, 
is unknown. The potential of the polar fluid has been described by 
the Stockmayer potential, equation (2.75),
LKrjU^ ,u>2) = ULJ(r) + UMULT( r ,U)j , + .. (2.75)
MULT"where U ( r ,uî  ,tu2) is the electrostatic, orientation dependent , 
multipolar potential. The dipole-dipole, U ^ ,  and the quadrupole- 
quadrupole, l/^, potentials are given by
= - jjfr (SiS2C 12 ' 2C1C2} (2-76)
UQQ = | (Q2/rs) (1 - 5Cj2 - 5C22 - lSC^C,,2 (2.77)
+ 2(SjS2C 12 - t̂C1C2)2)
In equations (2.76) and (2.77) above, Sj= sinB^, = cos0j,
C^2 = cos<t>j , where 0^ and 02 are the orientations of molecular centers 
with the center of mass vector between molecular centers and 0^2 is the 
azimuthal angle as illustrated in figure 2.6. The Lennard-Jones 12:6 
potential is given as usual by
ULJ = 4eJ(?)12 " (r)^ (2.78)
The division of potentials according to equations (2.74) a and b
r l
for the case of dipolar (p*=p/(ea3) =1.0) and quadrupolar (Q""=Q/(£Cr5) =
1.0) fluids is shown in figures 2.7 and 2.8 for various orientations.
Zwanzig's first-order expansion for the free energy can be 
written, using the orientation dependent potential and correlation 
functions, as
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Figure 2.7 Separation of a dipolar Lennard-Jones potential into
reference (solid lines) and perturbation (dashed lines) 
potentials for various orientations: line 1 is for
0 = 0  and 0_ = 180; line 2 is for 0. = 0 and 0  ̂ = 90; 
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Figure 2.8 Separation of a quadrupolar Lennard-Jones potential into
reference (solid lines) and perturbation (dashed lines) 
potentials for various orientations: line 1 is for
6 = 90, 6- = 63.4, and $ = 90; line 2 is for 0 = 0
and © 2 = 0 ;  line 3 is for 0 ^ - 0  and 0j - 90.
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A = AO + (Np/2) J <UP (r,iu1Iiu2)g0 (r,u>1,w2)>iju ^ dr (2.79)
where again the angle brackets, <...>, indicate an unweighted average
over all orientations and . The second term on the right-hand
side is referenced as A1 hereafter.
The correlation function g° (r ,uj  ̂ ) has been approximated
(32)according to the suggestion of Sung and Chandler , and successfully
(19)utilized by Fischer for diatomic liquids, where the background
correlation function, y° (r ,uj2 ) , is assumed independent of orientation
and therefore
g°(r,Lu1 ,u>2 ) = y(r)exp j-pU°(r,uJ1 ,iu2 )j (2.80)
Here y(r) is the background correlation function obtained from the
numerical solution of the Percus-Yevick equation for a soft-repulsive 
potential obtained by Boltzmann averaging of the orientation dependent 
potential, as in equation (2.81).
expj-0<Kr)j = <exp(-pU°(r,m1 ,u»2))>iu ^  (2.81)
Angle-averaged values of the Boltzmann factor of the reference 
<exp(-0U° (r ,u> ,u> )) > and the angle-averaged perturbation potential1 2 Wj , iu2
<UP (r ) > for dipolar and quadrupolar fluids are shown in1 2 uij ,uj
figure 2.9.
The reference free energy is obtained by expanding the reference 
about that of a hard-sphere fluid
0.5
Q O
- Q 5  -
0.0 0.5 1.0 2.0 2.5 3.0
r/tr
— RAFigure 2.9 Angle-averaged Boltzmann factor, e , and angle-averaged
perturbation potential, <U^>, for a dipolar (solid lines) 
fluid with M* = 1.0 and a quadrupolar (dashed lines) 
fluid with Q* - 1.0.
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AO = + 2npJ y^^(r) Jexp(-pu°(r)) - exp(-pll^(r) ) J r2dr
* ' (2.82)
and by choosing the hard-sphere diameter that satisfies the following 
equality through a trial-and-error procedure
/yHS(r) jexpO00( r) ) - exp(-pU^5 (r))jr2dr = 0 (2.83)
HSwhere y (r) is again obtained from numerical solution of the 
Percus-Yevi ck equation but for the case of hard spheres. The free
energy of the reference fluid is then given to first-order by,
AO - AHS (2.84)
HSwhere A , the Helmholtz free energy of the hard-spheres, is predicted
(33)using the Carnahan-Star1ing equation of state. By substituting
equations (2.74)a and b, (2.80) and (2.84) into Zwanzig’s expansion,
equation (2.44), one obtains
A = AHS + (Np/2) S y(r)<UP (r,u)1 .u^)^ (|U dr (2.85)
Equation (2.85) is hereafter referred to as method I.
This approach is similar to the method of Kohler and Q u i r k e ^ ^
with the biggest difference being in the choice of the reference
potential and the calculation of the perturbation term and differs from
(32)the method of Sung and Chandler in the calculation of the
first-order term A 1 .
A slightly different approach to calculating the free energy of 
polar fluids can be obtained by observing that for dipolar fluids, the 
angle-averaged pair distribution function is similar to that for an
isotropic reference. To the zeroth-order, we may write the rather 
drastic assumption
g° ( r , uĵ ) = gHS(r) (2.86)
Substitution of this expression in the first-order expansion, equation 
(2.79), gives
A = AHS + (Np/2)/ gHS(r)<UP (r,uj u) )> dr (2.87)
HSwhere A is given as before. Equation (2.87) is hereafter referred to 
as method II. Except for a slightly different definition of the 
hard-sphere diameter, method II reduces to the Barker-Henderson method 
for isotropic only interactions.
2 .t* Monte Carlo Simulation inthe Canon i cal Ensemble
In an effort to provide not only additional computer simulation 
data for comparing the performance of the perturbation theories, but 
also information on the structure and contribution of the reference 
fluid, a Monte Carlo technique has been developed to simulate the 
reference fluid and to determine the contribution of the perturbation 
potential to the total Helmholtz free energy. Along with values of 
the reference and perturbation Helmholtz free energies, the simulation 
also determines the spherical harmonic coefficients of the appropriate 
reference fluid, therefore allowing at least a qualitative description 
of its structure.
The canonical ensemble is defined as a system where the temperature 
T, the volume V and the number of particles N are held constant at 
some specified value. The canonical ensemble average of a mechanical 
property, <f>, is then defined as
<f> = (2.88)
J. . . _fP(x)dx
where x is a multidimensional vector specifying the molecular configu­
rations and P(x) is an unnormalized probability density which, in this 
ensemble, is given by
P(x) = exp j-pU(x)j (2.89)
Evaluation of <f> according to equation (2.88) would involve an 
integration over a 2N-dimensiona 1 configuration space, therefore for 
N of the order of 200 it is obviously impractical to carry out a 
severa1-hundred dimensional integration by the usual numerical
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methods and so a method of integrating over a random sampling of points
in the configuration space, the Monte Carlo method, has been
i , (37) developed
Randomly choosing a point in this 2-dimensional configuration
space by putting each of the N particles at a random position and 
orientation in the phase space, and giving this configuration a 
weight exp(-f!U(x)) is impractical for close packed, liquid-like 
configurations since it is highly probable that a configuration where
exp(-pU(x)) is very small would be chosen. Therefore, Metropolis
( 37)et al. proposed a modified Monte Carlo scheme where configurations
are chosen with a probability exp (-{3U(x)) and weighted evenly. Details 
of this procedure and the fortran program (MCVECQQ) code are given in 
appendix C .
To determine the configurational internal energy of the ensemble,
the mechanical property f in equation (2.88) is the sum of all pairwise
interactions ,
N
f = I u . (2.90)
K j  1J
and the pressure can be calculated by determining the average virial of 
the forces.
f = j Z t, (2.91)
Due to the absence of a satisfactory direct Monte Carlo technique
for estimating the canonical configurational integral, the procedure
for obtaining the Helmholtz free energy at a density p and temperature
( 38 )T has been that of thermodynamic integration where
which may be written in terms of the dimens ionless quantities p*, T" 
and P* as
—  = f ̂ | - - i I (2 9 3)T* JQ |T*p* p* U )
where
p* = po 3 ( 2 . 9 9) a
T* = kT/£ (2 .94)b
P* = po3/t (2.94)c
and
A* = A/Ne (2.94)d
(3 7 )This Metropolis Monte Carlo method has been used to provide an
alternate independent value for the reference free energy term of the 
perturbation theories discussed in sections 2.3.2 and 2.3.3. To 
accomplish this the reference pair potential U° (r) , defined according 
to the Barker-Henderson prescription shown in figure 2.3 and given by 
equations (2.47)a-d, has been substituted for the total interaction 
potential U(r) in the virial term, equation (2.91). The Monte Carlo 
simulation pressure is therefore the pressure of the reference fluid,
qWP , and the reference Helmholtz free energy is given by equation 
(2.93), written as
4B
This value of AO then allows the accuracy of both spherical and 
nonspherical reference fluids, as approximations in the respective 
perturbation theories, to be determined.
(1 2)The perturbation terms in Zwanzig’s expansion , A1 , A 2 , etc.,
can be calculated directly from computer simulations using expressions
(34)given by McQuarrie . The first-order term, A1 , is given simply by 
the canonical ensemble average of the configurational perturbation 
potential, UP , and the second-order term, A 2 , is related to the 
fluctuation of the first-order term (see appendix B).
A1 = <UP> (2 . 96 )a
1 I 2 2 )
A2 = -  ^  j<UP > - <UP> j ( 2 .9 6 )b
In equations (2.96)a,b, again indicates an average over the
canonical ensemble.
Calculation of the first order term is considerably simplified 
when the configurational perturbation potential, UP , is taken to be 
the sum of the pair potentials, as given by equation (2.97)
UP = 1 uP (r) (2.97)
i<j 1J
The higher-order terms, however, are considerably more awkward
since they introduce third- and fourth-order distribution functions that
arise due to terms of the form u. .(r)u.(r) and u. (r)u (r) respec-
i j jk ij Ki
tively, that occur when UP is itself squared as in equation (2.96)b.
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2.4.1 Reference FIu i d Structure from Computer Simulation
The use of a nonspherical reference fluid in the perturbation
theory to represent the anisotropies introduced by the orientational
dependent electropolar interactions, is hindered by the lack of
information concerning the structural effects of such interactions.
This lack of understanding then continues into calculations of the
reference fluid properties in the perturbation theory such as the
shape and density of the equivalent hard-body fluid and the corre-
H Bsponding Helmholtz free energy, A . To a certain extent these 
uncertainties and discrepancies can be removed by calculation of the 
reference fluid free energy by Monte Carlo computer simulation, 
following the procedure described in section 2.4. However, there 
still remains the difficulty of calculating this reference free energy 
term using one of the equations applicable to hard-body systems such as
( 35)those given by Boublik
A common method of extracting the structural properties of a fluid
from computer simulation data is to describe the dependence of the total
pair distribution function g(r,u> upon the locations and
orientations of the particles by using a spherical harmonic expansion.
(39 40)First suggested by Pople ’ , this is a method by which functions
with a large number of dependent variables are written as an infinite 
series of an appropriate orthonomial set. The coefficients of the 
expansion are functions only of the interparticle separation, r. Hence, 
for a fixed separation, the orientational dependence of any config­
urational property can be described by a series whose terms are analytic 
functions of the angles defining the relative orientations. Further, 
through an examination of the size and significance of the coefficients
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of the expansion, it is possible to obtain an understanding of the
structure and nonsphericity of the fluid under consideration.
(28 )Mo and Gubbins have applied a similar procedure to determine
the effect of non-central forces, such as dipolar and quadrupolar
interactions, on the contributions to the Helmholtz free energy
expressed itself as an infinite series. A study of the orientational
structure of dense, hard diatomic fluids has been performed by Streett
(41)and Tildesley who have calculated up to sixteen terms in the
(42)spherical harmonic expansion of g(r,u>jtu> ). Wojcik and Gubbins 
have performed a similar study for the case of pure quadrupolar dumbbell 
fluids .
The pair distribution function gCr,!^,^) of a polar fluid is
a function of the three angles 0  ̂, 0^, <t>̂  ̂ an^ t îe separation of the
centers of mass, r|2 * ^or any configurational property, the pair
distribution function may be expanded as an infinite series of the
(43)spherical harmonics Y„ (G.,d).)£m 1 1
g(r12-e i *e2 ’*i2J = * 8££’m (r12)Y£m(0l ’̂ 1J Y£ '-mt02 ’*2*££ m
(2.98)
where g,,.,, are the spherical harmonic coefficients of the expansion ££ m
and are functions of the separation, rj2 ’ only- The sums over £ and £ ’ 
are from 0 to <®, while m i;; equal to or less than the lesser of £ and 
£ ’ .
An explicit expression for the expansion coefficients 8^21 may be 
obtained by multiplying both sides of equation (2.98) by the complex
.L J;
conjugates of the spherical harmonics Y ^  (0 ,̂(t»j) and Y^, _m(©2 »^2 ̂ 
and integrating over all angular space 0  ̂ and $ , using the orthonormal 
properties of the spherical harmonics.
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2 71 1 1
g £ I ' . ( r 1 2 )  =  2 S 0 d<t' l 2 - r 0  d < C O E  6 1 ) J '0  d ( c O S  e 2 ) K ( f , 2 ' e i - 0 2 ' ' ,’ l 2 )
(2'99)
One method of obtaining the coefficients gnn, would be to sort££ m
each particle into the appropriate configurational space during the
course of a computer simulation and then to calculate the coefficients 
by numerical integration. However such a procedure would require a 
prohibitively large amount of computer storage.
Calculation of the coefficients as ensemble averages presents a
more feasible approach. The average of any configurational property,
X, in a shell between r ^  an<l rl2+<̂ rl2 *S as
( 2 )J7X(r ,ui ,u> )n (r ,u> ,uj )dw du>
<X> - * ---— — - (2.100)
SJ n ( r 12 ,u>1 ,uJ2)du(]duJ2
where ut has again been used to represent the Euler angles and (ft .
(2)In equation (2.100), n (r^,Wj t^) is the probability of finding a
particle 2 in the shell space dr^i a distance r ^  from particle 1.
(2 )Introducing a normalized distribution function g (r^ ,uj  ̂ ) defined
by
(2), . 1671 (2), . roin-i'i
8 12 ’W1 1 ̂ 2  ~ p 5" n ( r  12 , cu i ,UJ2 ) ( 2 . 1 0 1 )
where p is again the number density and defining the first expansion 
coefficent for the distribution function so that the pair distribution 
function for particle centers is given by
gooo(r12) = (4nT^ ff 8 (r]2 ,ull,uj2)du.1du.2 (2 .102)
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it follows that
/; X(r12,u»llui2)g(r12,u.1,ui2)du,1diu2 = &OQQ^  12) < ^ sliELL
(2. 103)
If the property X is allowed to be the product of two normalized 
spherical harmonics, then from equation (2.99)
* U ' . (i1!! = 4n*ooo(r12) (Vi.(“ l) Y£'-m(u,2 ^  SHElL (2'I M >
where the quantity in brackets is the average for all particles in the
she 11 f° r]2 + C*rl2 arlĈ * S calCL|lated in the form of a hi s tog ram
every 5000 configurations during the course of the simulation. Values
of the coefficients, gnn, (r. J ,  for values of £ and £' up to 4 have
jcx m 12
been determined using expressions for the ensemble averages given by
(41)St reett and TiIdes 1ey
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2_. 5 . Ca_l cu 1 a ti. on of Henry ' s Law Constant from Stati s t i ca 1 Mechani cs
When attempting to predict the solubility of a solute in a solvent 
using the theory of statistical mechanics it is convenient to relate the 
Henry's law constant, , to the chemical potential, p^. The problem 
then becomes therefore one of determining the chemical potential of the 
system.
2.5.1 Relationship between Henryks Constant and Chemical Potentia 1
For a perfect gas, it can be shown that the Gibbs free energy is
t (44) given by
GP8(T,P,n )/NkT = ln(^-) +2X.lnX. (2.105)i \kT/ i i
and according to Gibbs, the chemical potential of the i*"̂1 component of 
a mixture is, p^ , defined as
M = ll5 ! (2.106)
I i It ,P,n . , .
or one may say that the chemical potential of the i*"̂  component is 
equal to the partial molar Gibbs free energy of i. Substituting 
equation (2.105) into equation (2.106) gives the chemical potential of 
a perfect gas.
Pi8(T’P) /P \= ln(f= + lnX. (2.107)kT \kT/  i
The chemical potential jf a real gas is related to the fugacity, f , by 
equation (2.108)
dp. = kTd(1nf ) (2.108)l l
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which upon integration gives
MjCT.Pp - MiCT,P2) = j (2.109)
and if P^ is chosen such that equation (2.105) is applicable, then 
equation (2.109) may be written as
(f.(T.P) }
Mi(T,P) - MPg = kTlnj-^-p— j (2.110)
(9)The residual function of a thermodynamic property, Y, is defined 
according to equation (2 .111)
yi-es _ yrea 1 fluid _ ypg (2 .111)
and combining the above with equation (2 .110) gives
m" S(T,P)  ( f - (T i p ) )
T t ( 2 U 2 )
where the argument of the right hand side is the dimens i on 1 ess fuganty 
coefficient. The Henry's law constant relates thermodynamic functions 
to the limiting case of solubility and is formally defined as
H .(T , P) = lim / —  ) (2.113)
1 X.-K) \ i /
Therefore applying equation (2.113) to equation (2.112) gives an 
equation relating H^(T,P) to the residual chemical potential of 
component i at infinite dilution
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00 res(H ) H
ln{ ^ }  * - * v r -  (211M
The chemical potential, , is itself simply related to the
Helmholtz free energy of the mixture, A, by
M i = fe|TV ( 2 ' , , 5 )
Therefore there exists a direct path relating the Helmholtz free energy
to the Henry's law constant.
(45)Neff and McQuarrie have calculated Henry's law constants of
solute gases for mixtures described by the L.H.B. theory^^. Uno 
et al . and G o l d m a n ^ ^  have performed similar calculations using
the Lee and Levesque^1^^ extension to mixtures of the WCA Theory^*^.
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Chapter III
EXPERIMENTAL
■L’ ̂  Previous Work
The solubility of gases in liquids has been extensively studied at
(1 -A)moderate pressures and temperatures. However for similar measure­
ments at high pressures, experimental data are not very abundant.
3.1.1 Pure Gases
The solubility of methane in water was measured previously by
Culberson et al.^^ at pressures up to 68.9 MPa and at temperatures of
298K to 444K; by O'Sullivan and Smith^^ up to 60.8 MPa at 323K to 398K;
by Sultanov et al . up to 100.2 MPa at 423K to 633 K; and by Price^^
up to 152 MPa at 427K to 627K. In addition the saturation composition
of CH^ in the vapor phase in equilibrium with liquid water, was deter-
(9)mined by Olds et al. at pressures up to 68.9 MPa at temperatures of
310.7K to 510.8K; and by Rigby and P r a u s n i t z ^ u p  to 9.3 MPa at 298K
to 373K. For the system of nitrogen in water, liquid phase solubilities
were reported by Wiebe et al. ^  ̂  for pressures up to 101.3 MPa at
temperatures of 298K, 323K and 348K; O'Sullivan and Smith^^ up to 60.8
f 121MPa at 323K and 398K; Tsikilis and Maslennikova up to 354.6 MPa at
603K and 638K; and by Saddington and Krase^^^ up to 30.4 MPa at 323K to
513K. Both Rigby and Prausnitz^^^ and Saddington and Krase report
values for the saturated vapor phase composition of the system as does 
(141Bartlett for pressures up to 101.3 MPa and at 323K. The solubility
of argon in water has been determined by Namiot and Bondareva^^ at 
temperatures of 283K, 298K and 323K for pressures up to 68.7 MPa. No
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reports of vapor phase compositions have been found in the literature 
for the argon - water system.
3.1.2 Mixtures of Gases
Namiot and Bondareva^^ have determined the solute concentrations 
in water of mixtures of argon and methane for pressures of 29.5 MPa and
49.1 MPa at 298K. The same a u t h o r s ^ ^  have measured the equilibrium 
compositions of helium - methane mixtures in water at 298K for pressures 
up to 59.0 MPa. However no data reporting equilibrium measurements for 
mixtures of nit rogen and methane has been found in the literature.
3.2 Experimental Work
The gases and gas mixtures used in the solubility experiments were 
all 'Ultra High Purity1 (U.H.P.) grade and were supplied by Matheson Co. 
except for the argon which was supplied by Liquid Carbonic. The gases 
and their respective purities, as specified by the suppliers, were argon 
(99.999%) nitrogen (99.999%) and methane (99.97%). Distilled, deionized 
water was always used as the solvent.
3.2.1 Preparation
The high-pressure experimental equipment, shown schematically in 
figure 3.1, consists of a two-stage, diaphragm compressor C-l which 
feeds compressed gas through valve V-4 into a ballast tank T-1 . This 
tank provides an immediate source of pressurized gas, required during 
the sampling procedures. The pressure in the ballast tank is read using 






















Figure 3.1 High-Pressure Equipment
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The equilibrium cell, T-2, is a Hastalloy-C lined vessel surrounded 
by an electrical heating jacket which is used to control the temperature 
of the cell. The pressure in the cell is read on a digital meter with a 
transducer PI-3 which was calibrated against a dead weight gage by the 
manufacturer. The equilibrium cell can also be put into a rocking 
motion to promote equilibration. Water can be fed into the equilibrium 
cell from the holding tank T-3. For the purpose of safety, all of the 
equipment shown in figure 3.1, except the gas cylinder and the liquid 
tank T-3, is enclosed in an explosion chamber. This chamber, made of 
one-quarter inch boilerplate shielded by one-half inch dense fiberglass 
board, is designed to contain fragments from an explosion or
decompression which may result from a sudden rupture of the cell, T-2.
Two bursting disc assemblies D-1 and D-2 are located within the chamber 
and are to prevent accidental overpressuring of the high pressure
system. The chamber is also equipped with a methane gas detector which
triggers an exhaust fan, drawing 10,000 cfm when the methane concen­
tration reaches 20% of the lower explosive limit within the chamber, and 
an alarm when the concentration reaches 40%.
For each set of experiments using a particular solute gas, or after
the changing of a gas cylinder feeding the compressor C-l, the high
pressure system is completely evacuated back to V-l via valve V-18, and 
then purged with solute gas and re-evacuated. This process is repeated 
several times to ensure complete removal of the previous solute gas and 
any atmospheric air. The system is then isolated from the vacuum by 
closing V-18 and filled with solute gas from the gas cylinder to about
100-200 psig to prevent any inward leaks. The equilibrium cell is again
evacuated having i sol ated the ballast tank and compressor by clos ing
valves V-7 and V-8 . The required amount of distilled water is then 
allowed to enter T-2, from the holding tank T-3, by way of V-21, filling 
about half of the cell (approximately 350cc of water). The amount of 
liquid introduced into the cell is measured by the corresponding liquid 
level decrease in tank T-3. Vacuum is maintained in the system after 
filling, and the distilled water degassed by continuing to evacuate the 
equilibrium cell and allowing the solvent to evaporate for a period of 
approximately 0.25 hours. After degassing is complete, va1ve V-18 is 
closed and the cel 1 is immediately blanketed with solute gas from the 
ballast tank T-l via V-7 and a metering valve V-10, to prevent air from 
leaking into the system.
When the gas pressure in T-2, read on the digital pressure 
indicator PI-2, reaches 500 psig, valve V-7 is closed. Water is then 
allowed to fill the liquid line from the equilibrium cell through valves 
V-15, V-16, V-17, V-11 to V-20 by opening V-20 to the atmosphere until a 
steady stream of solvent is observed. The flow of liquid is regulated 
by needle valve V-12. Valve V-20 is then reclosed and pressurizing 
continued. The solute gas is compressed by the compressor C-l, and the 
pressure in the equilibrium cell is increased to the desired value, at 
which time V-7 is closed. Allowance is made for the slight temperature 
increase in the cell above the set-point, due to compression of the gas, 
and the corresponding change in pressure. The pressure in the ballast 
tank T-l is allowed to increase by approximately 1500 psi before the 
compressor is stopped in order to provide an immediate source of high 
pressure gas, required during the liquid phase sampling procedure.
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3.2.2 Liquid Phase Sample
For a liquid phase sample, equilibrium is obtained by putting the 
cell into a rocking motion. Culberson et a_l^^ indicated that a period 
of about three hours was required to achieve equilibrium for a similar 
system. After this period the cell is allowed to remain stationary in 
the near vertical position for one hour, to ensure complete separation 
of the phases. After this time the pressure inside the equilibrium cell 
is increased by opening V-7 and adjusting the needle valve V-10. This 
creates non-saturation conditions in the cell immediately before sample 
removal, to ensure that the gradual displacement of the liquid sample, 
from the equilibrium cell along the liquid sampling line, and the 
corresponding decrease in pressure will not result in the flashing of 
dissolved solute gas from the liquid phase. The rate of displacement of 
the liquid sample can be controlled by adjusting the metering valve V-12 
and the exit valve V-20. The initial pressure increase in the 
equilibrium cell must be maintained, and is done so by continuous 
adjustment of valves V-7 and V-10. When approximately 50cc of liquid 
have been collected (an amount equivalent to the volume of the line from 
the equilibrium cell to the outlet at V-20), valves V-15 and V-17 are 
closed to trap a liquid sample of approximately 5-6 cc.
During the sampling procedure the liquid buret system is thoroughly 
evacuated. The liquid sample is then expanded into the buret system 
where the water and water vapor are frozen in the receiving flask F-1 
(see figure 3.2) using crushed dry ice. The gas and water vapor 
remaining in the sampling line and flask is transferred to a previously 
evacuated buret system of known volume by means of a Toepler pump. Once 
the transfer is complete, the buret system is closed off and the 









Figure 3.2 Liquid Phase Sample Analysis
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determined by gas chromatography. The number of moles of solute 
dissolved in the liquid sample can therefore be calculated from this 
data. The water frozen in the receiving flask is vaporized by heating 
under vacuum and frozen again in the pre-weighed cold-traps VT-1 and 
VT-2. When VT-1 and VT-2 have returned to ambient temperature, the 
weight of solvent in the sample is determined by reweighing. During the 
collection of the liquid sample all lines between the equilibrium cell 
and the cold-traps are heated by electrical heat-tracing to ensure 
complete vaporization and capture.
3_._3_ Experimental Results
The accuracy of the experimenta 1 system and techniques has been
(18)conf i rmed previous 1y by Cho i , for the liquid phase results.
Further confirmation has been achieved by comparison of the liquid
phase experimental results for the argon-water system at 323K, with
(15)values reported by Namiot and Bondareva for pressures up to 68.7
MPa. This comparison is shown in table 3.1, and a plot of the average 
of the solubilities at each pressure is shown in figure 3.3.
The results for the liquid phase solubility of the three mixtures 
of CH^ and solute gases a re given in tables 3.2, 3.3 and 3.4. The 
average solubility at each pressure was calculated, and are plotted as 
figures 3.4, 3.5 and 3.6. These results may be used to further verify 
the accuracy of our experimental apparatus and techniques. The error 
bars of the data plotted as figures 3.3-3.6 are of the size of the 
symbols used in the plots and as such have not been shown.
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Ar-H
Compari son of Experimenta 1 Data with Literature









323. 3 21 .89 .00289 .00297
323.2 20. 67 .00272 .00288
323.3 21 . 78 .00289 .00295
322.7 42.76 .00465 .00484
323. 1 41 .95 .00457 .00477
323.6 42 .56 .00452 .00483
323.2 62 .42 .00565 .00613
321 .7 61.81 .00566 .00608
323. 1 63.53 .00598 .00617
323. 2 83.29 .00678 -
323 . 1 82 .88 .00684 -
323. 1 83.49 .00691
323.2 102.03 .00777
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Figure 3.3 Liquid Phase CompositiotLj^rgon(2) / Water(l) from Experiment 
(Points) and Literature (Dashed Line)
Table 3.2 Experimental Liquid Phase Compositions
Temp Press Mole Fraction
/K /MPa
323 . 3 20. 27 .000431 .00140
323.2 21.89 .000523 .00125
323.3 21.99 .000505 .00102
323.3 22.09 .000435 .00141
323.3 42.25 .000829 .00206
323.3 41 .95 .000833 .00191
323. 4 42.25 .000886 .00189
323 .2 62.82 .00116 .00263
323.2 62.42 .00113 .00258
323.2 62.42 .00110 .00249
323. 2 82.38 .00127 .00309
323. 2 82. 38 .00125 .00299
323.0 82.68 .00123 .00296
323.0 103.45 .00144 .00361
323. 1 102.95 .00140 .00355
323.0 102.84 .00139 .00350
323.2 124.02 .00148 .00395
323.2 124.12 .00156 .00406
323. 2 123.41 .00154 .00401
323.0 140.74 .00168 .00447
323.0 143.27 .00165 .00443
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Figure 3.4 Liquid Phase Composition 25% M e t h a n e ( 2 )  75% Nitrogen(3) / Water(l)
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Table 3.3 Experimenta1 Liqui d Phase Compos it ions
Temp Press Mol e Fraction
/K /MPa XCH, CM[
323. 2 21 .89 .00109 .00072
323.0 22 .09 .00110 .00071
323.0 21 .68 .00113 .00075
323 . 3 92 .15 .00159 .00121
323.2 91 .95 .00162 .00118
323.2 92 .56 .00153 .00115
323.5 63. 33 .00209 .00185
323. 3 69. 17 .00197 .00181
323. 3 69.29 .00210 .00199
323. 1 89. 23 .00219 .00199
323.2 83.95 .00217 .00201
323. 2 89. 78 .00216 .00209
323. 2 109.92 .00268 .00253
323. 2 109.99 .00269 .00296
323. 2 109. 15 .00252 .00235
323. 2 129.20 .00279 .00263
323.0 125. 10 .00279 .00275
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Figure 3.5 Liquid Phase Composition 50% Methane(2) - 50% Nitrogen(3) / Water(l)
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Iable 3.4 Experimental Liquid Phase Compositions
75%CH4-25%N2/H20 Temp Press Mole Fraction
/K /MPa X C„4 XN2
322 .8 21 .89 0.00136 0.000353
322.8 21 .68 0.00154 0.000370
322.9 41 .95 0.00215 0.000602
322.8 42.25 0.00225 0.000602
322.8 62. 72 0.00283 0.000819
322.8 62.21 0.00303 0.000910
323.2 62 .62 0.00283 0.000838
322 .6 83. 39 0.00328 0.000995
322 . 7 83. 39 0.00332 0.00103
323.2 82.88 0.00342 0.00108
323.2 83. 49 0.00359 0.00111
322 . 7 102.95 0.00386 0.00126
322 .9 103.66 0.00379 0.00120
323.0 124. 12 0.00433 0.00143
322.8 122.81 0.00415 0.00145
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Figure 3.6 Liquid Phase Composition 75% Methane(2) - 25% Nitrogen(3) / Water(l)
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Chapter IV
CORRELATION AND PREDICTION OF SOLUBILITIES
A .1 Correlation_of Solubility Data
A . 1.1 Binary Systems
The solubility data for the argon-water system has been correlated
using equations (2.28), (2.31), (2.33) and an expression similar to
equation (2.28) except that the unsymmetric activity coefficient, ■
has been predicted by Wilson's equation rather than the two-suffix
Margules equation.
The fugacity of argon, as a function of pressure, required for the
evaluation of the correlations, has been obtained from the experimenta1
data of Namiot and Bondareva^\ and is plotted in figure A.I.
Using the fugacity of the solute gas, f , from figure A.l, equation
(2.28) can be used first to correlate the solubility data given in table
3.1. For convenience in extending the plot of equation (2.28) to zero
(2)pressure, Choi introduced a modified Henry's law constant according
(3)to King , given by
PS v PS * 1 2 1 lnH2 = lnH2J - (A.l)
and combining equations (A.l) and (2.28) gives
|f2 | * V
In |ifJ = lnHa + rT  t4'2)
The gas phase has been assumed free of any solvent (i.e. Yj = 0) which 
has been found to introduce uncertainties significantly smaller than 
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Figure 4.1 Fugacity Coefficient of Argon.
81
to be given simply by
f2 = f°V = (4-3)
substituting equation (4.3) into equation (4.2) gives
(4.4)K p * V2PI n ; = lnH„ +X„j “ “‘2 ' RT
and it is this equation that is used to plot the experimental data for
the argon-vater system and is shown in figure 4.2. The slope of the
j.
straight line gives the apparent partial molar volume, v^, and the
p,sHenry's law constant, » may be read from the figure at the satu­
ration pressure of water at the system temperature. These values are
given in table 4.1, along with similar values for binary systems of
■ (2 )methane and nitrogen with water taken from the work of Choi and
included here for comparison.
The Krichevsky-11inskaya equation, in the form of equation (2.28),
(2)does not correlate the solubility data of Choi well. One alternative, 
as discussed in Chapter 2, is to use Wilson's equation in place of the
two-suffix Margules equation to predict the unsymmetric activity
■j!f
coffficient, > an<* as such is given by equation (2.29). Substitution 
of this expression along with equation (2.31), into equation (2.22) 
gives
PS
(v; - v“ !) (cx A + X )
2 RT -- -(p - p!> = } C4*5)
. A1 2    A2 1   ( A 12~ ^
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Figure 4.2 Solubility of Argon(2) in Water(l)
(Line is Linear Fit of Points)
B3
T = 323K
PS1 -*Henry’s Law Constant, H„ Partial molar volume, v2 2 pS
Solute x 10 ^/MPa/mol. frac. x 10 ^/m^ mol  ̂ v, *
 Expt S.P.T* Expt Choi
2
Argon 57. 5 45.5 28..4 27.6 32.,6 (b)
Nitrogen 115 .7(a) 127.3 32..2 32.5 38,.o(c)
Methane 57. ,(.) 69.3 35.. 1 35.9 38.,ofc)
 ̂ Scaled Pa rt ic le Theory of Reiss ,5)
(a) From reference (2)
Cb) Predicted using method of Brelvi and O'Connell
(c) From dilatometric experiments of.Krichevsky and Ilinskaya
(d) Predicted using method of Choi
Table 4.1 Comparison of the Henry's law constant, H^ , and the
ipparent partial molar volume, , from various sources
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Using the values of found previously and given in column 4 of
Pi — 00 1table 4.1, together with the values for v^ given in column 6 , the 
solubility data for all three systems has been correlated by equation
(4.5). The two independent parameters in this equation, and ^21’
have been determined using an unconstrained optimization search tech­
nique, minimizing the total error between experimental and predicted 
solubilities. The resulting values of the parameters are given in table
4.2.
(2 )Choi attributed the failure of the Krichevsky-11inskaya
correlation, in conjunction with the two-suffix Margules equation, to
the assumption of equation (2 .21), i.e., a pressure-independent partial
(8 )molar volume, and using the suggestion of Namiot derived equation 
(2.33). Combining equations (2.31) and (2.33) gives
PS PS
- k  -os 1 -oo 1 2(v - V ) A B V P2 2 s 12 2 2
RT " RT~tXl ^  ' 2RT (4.6)
Values of fhe Set tchard-Hi ldebrand binary parameter, and » the
coefficient of isothermal compressibility, found by a fit of the
solubi1i ty data for each binary system to equation (4.6), are given
in table 4.3.
4.1.2 Ternary Systems
Experimental P-V-T data for the ternary systems used in this study 
is not available from the literature, and hence the fugacities of the 
solute gases must be determined by some alternative method. The vapor 
phase fugacity coefficient of a solute i may be evaluated from equation 
(4.7)
T = 323 K
Wilson's Parameters
Solute \ 2 A21
Argon 0.000 0.094
fNi trogen 0 . 000 0. 034
tMethane 0 . 000 0. 107
t (2)Using data of Choi
Table 4.2 Wilson's parameters for Krichevsky-11inskaya equation




A j2 x 102 p2 x 103
3Solute MPa m /mol MPa
Argon 1 .7 0 .92
tNit rogen 4.3 0 .91
Methane^ 1.4 0 . 73
From Choi^2^
Parameters from best fit of solubility data by 
equation (4.6), the extended Krichevsky-11 inskaya 
equation of Choi
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1 * V  -  1 ^  l 3 P  P T  ijtf 1 </ 7 \
i " RT-*® j3n. ' P (d lnz ( ^( l T,v,n^ )
by using an equation of state to predict the P-V-T behavior of the vapor
ph ase. Assuming, once again, that the vapor phase is solvent-free,
(9)the Redlich-Kwong equation of state has been used in equation (4.7) 
and the predicted fugacity coefficients used in the appropriate 
correlations. The Redlich-Kwong equation of state is written as
P = 7— " "I— 2------ (4-8)
Cv ■ b) A c v  * b)
where the constants "a and b" are given by 
ft R2T2 *5
a = — (4 . 9 )a
c
fl RT
b - ^ (4 . 9 )b
c
where T^ and P are the critical temperature and pressure respectively. 
The constants and ft̂  used in equations (4.9)a,b are determined^^
from a fit of the pure-component volumetric data of the saturated vapor 
rather than the inflexion point condition of the critical point which 
is far removed from the conditions being studied.
Using the fugacity coefficients of each solute i, <) , predicted 
using equation (4.8), the experimental data given in tables 3.2-3.4 
has been correlated by fitting the solubilities of each component to 
the modified Krichevsky-Kasarnovsky equation written as
(Y.<t>.P) P  ̂ v.
ln| - p - |  = lnHi * r4 (p - p!> (4-,0)
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Figure 4.3 Liquid Phase Solubility of 25%CH^ - 75%N^/H^O System
Correlated by the Modified Krichevsky-Kasarnovsky Equation
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Fig ur e  A.A Liquid Phase Solubility of 50%CH, - 50%N /H,0 System
Correlated by the Modified Krichevsky-Kasarnovsky E quation
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Fig ur e  4.5 Liquid Phase Solubility of 75%CH^ - 25%N2/H20 System
Correlated by the Modified Krichevsky-Kasarnovsky E quation
for T er na ry  Systems. (Lines are Linear Fit of Points)
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PS,-n 1The values of v . and H , obtained for each gas in the mixtures are1 1
given in table 4.4.
4.2 Prediction of Liquid Phase Solubility
4.2.1 Binary Systems
Prediction of the liquid phase solubility of the solute, , by 
the modified Krichevsky-Kasarnovsky equation, requires values for the
fugacity, f^, the Henry's law constant, and v^ the apparent partial
(2)molar volume. Choi has discussed and evaluated various methods for
determining these parameters independently and the corresponding values 
PS1 -*for and v^ are given in columns (3) and (5) of table 4.1. The
pred i cted values of a re given in table 4.5 along with the percentage
differences given by
%-Diff = ^Expt ^Pred
Expt
x 100 (4.11)
(2)As pointed out by Choi , prediction of X^ by the extended
Kr i chevsky-11 inskaya equation requires two additional parameters, 
and y and as Yet- no method is available for the prediction of A ^  f°r 
a binary system containing a polar component. Therefore equation (2.33) 
is not useful for solubility predictions but can still be applied to 
data correlation and interpolation.
4.2.2 Terna ry Systems
The solubility of three binary mixtures of nitrogen and methane in
water has been predicted using equations (2.41) a and b, where the pure
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T = 323 K
System
25%CH.(2) - 75%N 4
50%CH.(2) - 50XN








1 0 2 . 6
119.7
126.0





Table 4.4 Henry's law constants and partial molar volumes from 
modified Krichevsky-Kasarnovsky equation for ternary 
systems.
T = 323 K
So 1 lib i 1 i t i es




21 . 45 0.00283 0.00291 0.7 0.00357 26.2
42.42 0.00458 0.00455 0.6 0.00582 27 . 1
62.59 0.00576 0.00584 1.4 0.00752 30.5
83. 22 0.00684 0.00695 1.5 0.00900 31 .6
103.49 0.00777 0.00783 0.8 0.01021 31 .4
123.82 0.00864 0.00851 1.5 0.01116 29 .2
(a) H2‘ and v^ f rom fitting of equation (4 • 4)
P"(b) U2 l and v2 from Scaled Particle Theo ry(4,5)
Table 4.5 Comparison of experimental and predicted solubilites
the argon-water system.
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solute solubility data of each gas has been fitted to a second-order 
polynomial and the equations are given below
X°(P) = 8.0864 x 10_4 + 7.3588 x 10_5P - 3.0295 x 10'7P2
(4.12)
X°(P) = 4.3226 x 10*4 + 5.1696 x 10_5P - 6.8821 x 10_8P2
(4.13)
The predicted solubilities have been compared to the experimental values 
according to equation (4.11) and are given in table 4.6.
4.3 Discussion
The success of the Krichevsky-Kasarnovsky equation in correlating
the solubility of pure solute gases in water at high pressures has been
(2)shown previously by Choi . This observation is further reinforced by
the correlation of the solubility data given in table 3.1 for the
(2 )argon-water system. As pointed out by Choi , data correlated by the
Krichevsky-Kasarnovsky equation, written as equation (4.4), should 
yield a straight line plot for l n C ^ P / ^ ^  as a function of the pressure,
P, and as can be seen from figure 4.2, this is indeed the case. Values
of the apparent partial molar volume, v ^ , and the Henry's law constant,
r*
, obtained from figure 4.2 are given in table 4.1 along with the
(2)corresponding values for the nitrogen-water and methane-water systems
piIt is interesting to note that the value of H2 f°r argon is similar to 
that for methane, both spherical in shape whereas the value for nitro­
gen, which is dumbel1-shaped, is larger by a factor of approximately
two. This comparison is also reflected in the values for predicted








Press Expt Pred Expt Pred
/MPa
21 .56 .00047 .00056 .00127 .00114
42. 15 .00085 .00084 .00195 .00187
62.55 .00113 .00106 .00257 .00255
82.48 .00125 .00120 .00301 .00317
103.08 .00141 .00129 .00355 .00377
123.85 00153 .00132 .00401 .00433
21 .89 .00109 .00114 .00073 .00077
42.22 .00158 .00169 .00118 .00125
63.91 .00205 .00214 .00187 .00173
84. 32 .00218 .00243 .00201 .00215
104.35 .00261 .00259 .00245 .00254
125 . 12 .00280 .00264 .00270 .00291
21. 79 .00145 .00170 .00036 .00038
42. 10 .00220 .00253 .00060 .00062
62.52 .00290 .00317 .00086 .00085
83.29 .00340 .00363 .00105 .00107
103.31 .00389 .00388 .00123 .00126
123.52 .00421 .00396 .00142 .00144
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Figure 4.6 Comparison of Predicted (Lines) and Experimental (Points)
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Figure 4.7 Comparison of Predicted (Lines) and Experimental (Points)
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F i g u r e  A. 8 Comparison of Predicted (Lines) and Experimental (Points)
Solubilities for 75%CH4 - 25%N2 /H 20 System
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(4 5 )predicted by the Scaled Particle Theory ' of which an important part 
is the "cavity-formation" term, where a cavity is created in the solvent
fluid large enough to allow the insertion of a solute particle.
(2 )Choi has previously shown that the Krichevsky-I1inskaya
correlation, using an activity coefficient predicted by the two-suffix 
Margules equation, is inappropriate for the correlation of the high- 
pressure solubility data presented here. In this work the correlation 
has been modified by using the Wilson's equation to predict the activity 
coefficient. Unfortunately, a visual test of the validity, or
otherwise, of the correlation is impossible. However, the two Wilson
parameters obtained from the uncontrained optimization of the solubility 
data, for all three binary systems, are given in table 4.2. As can be 
seen in the table, one of the two Wilson parameters, is con­
siderably smaller than the other, ■ Although written as such, it is
not suggested that A is exactly zero, and indeed an examination of
equations (4.l4)a and b given below indicates such an occurrence would 
require an infinitely large interaction energy difference - ^ 11^’
in equation (4.l4)a defining one of the two Wilson parameters,
a /V2\ ( CX12 A 11 |̂ f .12 = \v~j eXP ------ RT----- j (4 . 14)a
A21 = ( ^ ) ' XP j C*.14)b
where v. is the molar volume of i and A. . represents the interaction 1 ij
energy between i and j. Qualitatively one would expect the solvent- 
solvent interaction energy, to be substantially larger than that
for solute-solute interactions, A > an^ the corresponding term for
j tA12 ~ *22-* |
1UU
the solvent-solute interactions, ^ 12’ t0 t îe same order of
magnitude as ^22’ This would then result in a value of A ^  from 
equation (4.l4)a that approached zero for all three solute gases, as
is shown in table 4.2. Again the values of A^j for argon and methane 
are similar, suggesting comparable values of the respective interaction 
energy differences. The lower value of A^j for nitrogen can be
explained by a lower solvent-solute interaction energy, presumably
reflected in its lower solubility in water than both methane and argon.
The solubility in water of each solute gas in the gas mixture can
be correlated by the Krichevsky-Kasarnovsky written as equation (4.10) 
and again the validity of this correlation for the data obtained in this 
study is indicated by the straight line plots, for each solute, in
figures 4.3-4.5. The values of the apparent partial molar volume and
the Henry’s law constant, for each solute, obtained from the slope and
intercept of each line respectively, are given in table 4.4 are 
comparable to the values previously given for the pure solute solubility 
data of Choi. This indicates that the assumption used in the prediction 
of the solubilities of the gas mixtures, given in table 4.6 and shown 
as figures 4.6-4.8 , is valid.
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Chapter V
PERTURBATION THEORY AND COMPUTER SIMULATION RESULTS
The thermodynamic properties of Lennard-Jones fluids and electro- 
polar fluids have been calculated, at different state points and
electropole moments, using the methods of perturbation theory as well as 
Monte Carlo and molecular dynamics computer simulation. Comparisons of 
the predicted values from the different methods, and with existing 
literature data, have been made.
Computer simulation of fluids is an accurate way to determine the 
properties of fluids for which the intermolecular potential is known. 
Monte Carlo computer simulations, using the same Barker-Henderson 
potential as that used in the perturbation theory calculations, can
therefore be regarded as giving the 'exact' perturbation calculations 
within the precision of the simulations. Hence, a comparison of the
results from both sources will not only provide a test of the pertur­
bation methods themselves, but also of the assumptions inherent in the 
derivation of the methods.
To gain some insight into the effect of the splitting of the
interaction potential into its 'repulsive' and 'attractive' parts, and 
therefore an understanding of the success or failure of the perturbation 
theory, the coefficients of the spherical harmonic expansion of the 
normalized disti iLj* • ♦'unction have been calculated. A comparison of 
the coefficients for the full potential and Barker-Henderson potential 




5.1 Perturbation Theory Results
The two versions of the perturbation theory used to determine the
thermodynamic properties of the different fluids being studied here were
derived in section 2.3.2. As was mentioned previously equation (2.85)
is referred to as method I and equation (2.87) as method II.
Mo and Gubbins ̂ ̂  compared the anisotropi c contribution to the
internal energy, i.e. that part due to the additional electropolar
potential, predicted by a nonspherical reference potential perturbation
(2 )theory with the simulation data of Wang et al. , at a state point
near the triple point, for Lennard-Jones fluids with both dipolar and
quadrupolar anistropies. A similar compa ri son of the predi cted
anistropic Helmholtz free energy with the Monte Carlo simulation results
(3)of Verlet and Weis has also been performed. Recently, Kohler and
(4)Quirke have compared the results of a perturbation theory for polar,
(3)nonspherical molecules with the results of Verlet and Weis for the
A
special case of an elongation, £ = £/o, of zero, where £ is the
separation of the molecule centers in dumbbells.
The reference and perturbation contributions to the total residual 
Helmholtz free energy of a pure Lennard-Jones fluid predicted by 
methods I and II, are given in table 5.1 for a reduced temperature of
J,
T =1.15 and reduced densities of p - 0.6, 0.7, 0.8 and 0.85. Values 
of the equivalent hard-sphere diameter, calculated by equation 2.83, are 
also given in table 5.1. The residual Helmholtz free energy is defined 
by equation 5.1, when (A/NkT)p8 is the free energy of a perfect gas, 
given by equation 5.2, at the same conditions.
U - P -  ^\NkTI NkT \NkT/ ( 5 . 1 )
RESIDUAL HELMHOLTZ FREE ENERGY
Al/NkT  Ares/NkT
JmrI
p dHS/o AO/NkT METHOD I METHOD II METHOD I METHOD II BH1* WCAt
0.6 0.976 1.82 -3.43 -3.43 -1.61 -1.61 -1.64 -1.75
0.7 0.972 2.29 -4.03 -3.99 -1.74 -1.70 -1.74 -1.88
0.8 0.968 2.82 -4.59 -4.51 -1.77 -1.69 -1.70 -1.87
0.85 0.968 3.17 -4.85 -4.76 -1.68 -1.59
 ̂ From reference (5)
Table 5.1 Comparison of Residual Helmholtz Free Energy of Lennard-Jones 12:6 Fluid from




f-M\NkT /Pg ( h )= 31n{---- -— r-} - 1 + lnp (5.2)(27unkT) )
The residual Helmholtz free energy predicted by both the first-order
Barker-Henderson theory and the Weeks-Chandler Anderson theory are also
(5)given for comparison
Perturbation theory methods I and II have also been used to
predict the contributions to the residual Helmholtz free energy of
a a
dipolar (p = 1.00 and 2.00) fluids and quadrupolar (Q = 0.6985 and
1.3970) fluids, at the same state points as table 5.1, and the results
are given in tables 5.2 and 5.3 respectively.
5■2 Computer Simulation Results
Honte Carlo computer similation of dipolar fluids in the canonical 
ensemble have been performed previously by McDonald^^ for a system 
of 108 particles. McDonald reported values of the configurational
internal energy, U , for dipolar fluids over a range of reduced
* A
dens ities up to p = 0.9 and at reduced temperatures of T =1.15,
a
1.35 and 2.75 for p , the reduced dipole moment, equal to 1.0 and at
* *2 (2)T = 0.75 for p = 0.5. Wang et al. studied both dipolar and
A Aquadrupolar fluids at T = 0.719 and p = 0.800 for a system of 64
particles and recently Yao et al. have reported a compa rison wi th
the results of McDonald^'* in addition to similar calculations performed
in the grand canonica1 ensemble.
Although the thermodynamic properties usually reported for
simulations performed in the canonical ensemble are the configurational
(3)internal energy and pressure, Verlet and Weis reported values of
Al/NkT AreS/NkT
e l
JL J i S .  d / a AO/NkT METHOD I METHOD II METHOD I METHOD II
0.6 1.00 1.027 2.33 -4.11 -4.35 -1.78 -2.01
0.7 1.00 1.018 2.92 -4.84 -5.13 -1.92 -2.21
0.8 1.00 1.009 3.59 -5.54 -5.79 -1.95 -2.20
0.85 1.00 1.001 3.88 -5.87 -6.07 -1.99 -2.19
0.7 2.00 1.116 5.24 -11.94 -10.61 -6.69 -5.36
0.8 2.00 1.089 6.10 -13.81 -12.36 -7.71 -6.26
0.85 2.00 1.078 6.63 -14.74 -13.35 -8.10 -6.72
Table 5.2 Contributions to the Residual Helmholtz Free Energy of Dipolar Fluids from
Perturbation Theory at T =1.15
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q " dHS/a AO/NkT METHOD I METHOD II METHOD I METHOD II
0.6 0.6985 0.976 1.82 -3.55 -3.53 -1.73 -1.71
0.7 0.6985 0.977 2.35 -4.18 -4.17
001 -1.82
0.8 0.6985 0.978 2.99 -4.79 -4.77 -1.80 -1.78
0.85 0.6985 0.968 3.17 -5.08 -4.95 -1.91 -1.78
0.8 1.3970 1.017 3.77 -8.03 -7.30 -4.26 -3.53
0.85 1.3970 1.010 9.10 -8.62 -7.64 -4.52 -3.54
Table 5.3 Contributions to the Residualj.Helmholtz Free Energy of Quadrupolar Fluids
from Perturbation Theory at T =1.15
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the anisotropic contribution to the Helmholtz free energy for T =1.15
A kand p = 0.85 with reduced dipole moments of p = 1.00 and 2.00.
The Monte Carlo simulations performed in this study were all 
started with the molecules in a face-centered cubic (FCC) lattice and an 
a-orientation. To start, the total intermolecular potential, Utot, was 
evaluated and then in order, beginning with particle 1, random displace­
ments of particles were proposed and the resulting change in the total 
intermolecular potential, AUt0t, determined. For the case of AUtOt<0, 
the move was accepted with unit probability. For the case of 
0<AUt'Ot<HmaX, where h™3* = 20.0, a random number, §, between 0 and 1.0 
was generated and if exp(-pAUt°t’) was greater than §, the move was 
accepted with probability exp(-pAUt0t). Otherwise, the proposed move 
was rejected and the old configuration accepted with unit probability. 
After a change in the position of each particle had been proposed a 
similar sequence wus performed for the orientations of each particle. 
Even though this procedure required more computing time than the
simultaneous changes in the positions and orientations of the molecules,
(8 )and does not afford significantly improved convergence , this approach 
was followed to allow independent optimization of the acceptance rates 
of the proposed displacements and rotation.
The orientations of the molecules were described by the method of 
quaternions, rather than the usual Eulerian angles, to avoid preferen-
/g J
tial treatment of sampling in any one specfic orientation . In all, 
8000 displacements of the location and orientation of each particle were 
proposed in addition to 1000 such displacements for equilibration. To 
avoid excessive growth in computational errors, the total intermolecular 
potential was recalculated after every 20 proposed changes in the entire
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ensemble. A truncated potential with a cut-off of 4.18 o was used and 
depending upon the density, systems of 256 or 500 particles were
employed.
To confirm the accuracy of the Monte Carlo method developed here
values of the configurational internal energy and the pressure for the
full electropolar interaction potential have been compared with the
results of Yao et a 1 . ̂  ̂  and with results from a molecular dynamics
(9)computer simulation method previously developed and tested . This 
comparison is shown in table 5.4.
For the case of a fluid described by the reference potential, U°, 
defined by equations (2.74)a,b, the terms in the perturbation theory 
expansion can be calculated exactly, and Monte Carlo simulation is
suitable since the reference potential is often discontinuous with 
respect to the separation, r. The f i rst-order term in the expansion 
for the Helmholtz free energy, Al , can be obtained straightforwardly 
by equation (2 .88) written as
Al'"" = <UP) (5.3)
X NVT
where denotes a Monte Carlo average in the canonical ensemble
and UP is the conf igurationa1 perturbation potential aga in given by
equations (2.74)a,b. Calculation of the reference Helmholtz, AO, is
rather more complicated and techniques such as the 'umbrella' sampling
(1 2)or test particle methods have been used to determine the free energy
of dense fluids. However, such methods can provide unreliable results,
IT 6  5and the method of thermodynamic integration has been used with AO 
given by equation (2.97) written as
Internal Energy, U  Pressure, P
Jt. Monte Carlo Monte Carlo
J L Ref. (4) THIS WORK M.D. Ref. (4) THIS WORK M.D.
0.0 -5.40* -5.43 -5.40 -1.72* 1.60 1.74
0.5 -5.71 -5.71 -1.48 1.47
0.8 -6.02 -6.05 -6.02 -1.31 1.29 1.43
1.0 -6.28 -6.31 -6.27 -1.22 1.18 1.30
Obtained in this work 
* Obtained using equation of Nicolas et al.
Table 5.4 Comparison of Configurational Internal Energy and Pressure Predictions
from Monte Carlo Kith Literature Values and Molecular Dynamics 
Simulations for T =1.15 and p =0.80
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U*tJ t* I (tV * "*
where P is the reduced pressure of the reference fluid. The relia­
bility of the results obtained from equation (5.4) depends simply upon 
the quality of the simulations performed.
The results of the simulations are shown in table 5.5 for the 256 
particle simulation of the fluid obtained by a Ba rker-Henderson split 
of the Lennard-Jones 12:6 potential. Results for the reference fluid
of dipolar fluids and quadrupolar fluids are given in tables 5.6 and
A-5.7 respectively. A temperature of T =1.15 has been used throughout
(3)to allow a comparison with the results of Verlet and Weis . Results
JL.
for the first-order term, Al , include tai1-corrections for the
Lennard-Jones interactions beyond the cut-off.
(3 )Since Verlet and Weis reported results for the Helmholtz free
-fcenergy only at T =1.15 and p = 0.85 and only for dipolar fluids, 
additiona1 data has been generated using molecular dynamics computer 
simulation at different densities and for quadrupolar fluids, all at 
T = 1.15. These simulations were performed using 256 particles and
a dipolar or quadrupolar potential truncated at 3.OCT. Production runs
were made for 9000 time-steps after an equilibration of 1000 time-steps
*with a reduced t ime-step of At = 0.002. The rotational equation of
motion was solved using the method of quaternions given by Evans and
(13)Murad . The programs used for these molecular dynamics simulations
(9)have been developed elsewhere
1 12
P°* ! A iC ! o i 
*
1 V Al"
0 . 1 0. 140 0.016 -0.579
0.2 0.343 0.036 -1 .20
0.3 0.636 0.062 -1 .85
0.4 1 .06 0.096 -2.53
0.5 1 .69 0 . 143 -3.23
0.6 2.54 0.201 -3.92
0.7 3.83 0.285 -4.59
o 00 5 .67 0.398 -5.21
0.85 6.92 0.473 -5 .50
‘JtTable 5.5 Monte Carlo simulation results at T = 1.15 for the
nonspherical reference 1iquid obtained from a 
Barker-Henderson type split of the Lennard-Jones 12:6 
potentia1.





-KO3V A1 ' P <U >
JL
A r
0.1 0.146 0.148 -0.728 0.197 0 . 741 -1.75
0.2 0.372 0.302 -1.50 0.585 1 .54 -3.66
0.3 0.702 0.461 -2.31 1.20 2 .37 -5.66
0.4 1.17 0.628 -3.16 2.07 3..21 -7.68
0.5 1.86 0.812 -3.26 3.26 4,.08 -9.71
0.6 2.82 1.01 -4.90 4.85 4,.96 -11.8
0.7 4.20 1.23 -5.75 6.93 5..88 -13.7
0.8 6.21 1.48 -6.56 9.66 6 .78 -15.7
0.85 7.49 1.63 -6.93 11.3 7..29 -16.6
Table 5.6 Monte Carlo simulation results at T =1.15 for the nonspherical reference




Moment. Q = 0.6985 Quadrupole
JL




*OV JUAl" Poi o*<u >
JLrt
Al
0.1 0.140 0.018 -0.593 0.152 0.115 -0.957
0.2 0.345 0.041 -1.23 0.395 0.252 -1.83
0.3 0.641 0.071 -1.90 0.758 0.378 -2.91
0.4 1.07 0.109 -2.61 1.27 0.525 -4.05
0.5 1.69 0.158 -3.31 1.99 0.679 -5.28
0.6 2.57 0 . 2 2 2 -4.06 2.98 0.843 -6.56
0.7 3.87 0.311 -4.77 4.33 1.02 -7.85
0.8 5.70 0.425 -5.45 6.13 1.21 -9.14
0.85 6.95 0.503 -5.76 7.23 1.30 -9.78
Table 5.7 Monte Carlo simulation results for the nonspherical reference fluid obtained
from a Barker-Henderson type split of the quadrupolar Lennard-Jones 12:6 




These simulations were used specifically to obtain the anisotropic 
contribution to the Helmholtz free energy again using the method of 
thermodynamic integration^*^ ,
AA = j  IS* d* (5.5)
o ( )
*2 *2where \  is the interaction coupling parameter, either p or Q 
Results for these simulations may then be combined with literature 
values^^ of A*'** to obtain the residual Helmholtz free energy.
The thermodynamic integration required in equation (5.4) to 
determine the reference Helmholtz free energy, was performed by fitting
_r„
the simulation values of P for each fluid, in the form of the 
integrand, to a fourth-order polynomia1 and then integrating analyti- 
cally.
A comparison of the residual Helmholtz free energy from both 
perturbation theories, methods I and II, the exact perturbation calcu­
lations from Monte Carlo simulations and the molecular dynamics computer 
simulation values is given for pure, dipolar and quadrupolar fluids in 
tables 5.8, 5.9 and 5.10, respectively. A similar comparison of values 
for the anisotropic contribution to the Helmholtz free energy, defined 
as the difference between the properties of a bulk polar fluid and the 
corresponding nonpolar fluid at the same density and temperature, for 
dipolar and quadrupolar fluids is given in tables 5.11 and 5.12, 
respectively.
rpcRESIDUAL HELMHOLTZ FREE ENERGY, A /NkT
JLn
METHOD I METHOD II MC MD1
0.6 -1.61 -1.61 -1.63 -1.79
0.7 -1.74 -1.71 -1.72 -1.89
0.8 -1.77 -1.69 -1.67 -1.84
0.85 -1.68 -1.59 -1.58 -1.79
 ̂ From Barker and Henderson^^
resTable 5.8 Comparison of the residual Helmholtz free energy, A /NkT,
from perturbation theory methods I and II, exact perturbation 
calculations from Monte Carlo (MC) and from molecular dynamics 




FREE ENERGY, A /NkT
p M METHOD I METHOD II MC MD
0.6 1.00 -1.78 -2.01 -2.13 -2.10
0.7 1.00 -1.92 -2.21 -2.32 -2.25
0.8 1.00 -1.95 -2.20 -2.36 -2.24
0.85 1.00 -1.99 -2.19 -2.31 -2.32*
0.7 2.00 -6.69 -5.36 -5.94 -5.59
0.8 2.00 -7.71 -6.26 -6.49 -5.88
0.85 2.00 -8.10 -6.72 -6.67 -6.18*
t' MC data of Verlet and Weis (3)
resTable 5.9 Comparison of the residual Helmholtz free energy, A /NkT,
from perturbation theory methods I and II, exact perturbation 
calculations from Monte Carlo (MC) and from molecular dynamics 
(MD) for a dipolar Lennard-Jones 12:6 fluid of T =1.15
* JL,
Q~ METHOD I METHOD II
0.6 0.6985 -1.73 -1.71
0.7 0.6985 -1.84 -1.82
0.8 0.6985 -1.80 -1.78
0.85 0.6985 -1.91 -1.78
0.7 1.3970 -4.26 -3.53
0.85 1.3970 -4.52 -3.54








t (3)MC data of Verlet and Weis
1T0STable 5.10 Comparison of the residual Helmholtz free energy, A /NkT,
from perturbation theory methods I and II, exact perturbation 
calculations from Monte Carlo (MC) and from moleculajc dynamics 








JL JL ANISOTROPIC HELMHOLTZ FREE ENERGY, AA/NkT
P" h" METHOD I METHOD II MC MD
0.6 1.00 -0.173 -0.406 -0.506 -0.314
0.7 1.00 -0.182 -0.506 -0.604 -0.355
0.8 1.00 -0.180 -0.511 -0.689 -0.404
0.85 1.00 -0.315 -0.598 -0.733 -0.535
0.7 2.00 -4.96 -3.66 -4.23 -3.70
0.8 2.00 -5.94 -4.57 -4.82 -4.04
0.85 2.00 -6.43 -5.12 -5.10 -4.40^
 ̂ MC data of Verlet and Weis^^
Table 5.11 Comparison of the anistropic contribution to the Helmholtz free energy, 
AA/NkT, from perturbation theory methods I and II, exact perturbation 
calculations from Monte Carlo (MC) and from^molecular dynamics (MD) 
for a dipolar Lennard-Jones 12:6 fluid of T =1.15
JLA
£ _ q " METHOD I METHOD II MC
0.6 0.6985 -0.119 -0.099 -0.106
0.7 0.6985 - 0 . 100 -0.114 -0.142
0.8 0.6985 -0.032 -0.097 -0.184






0.7 1.397 -2.49 -1.85 -2.59 -4.63
0.85 1.397 -2.84 -1.95 -2.87 -5.02
Table 5.12 Comparison of the anisotropic contribution to the Helmholtz free energy, 
M/NkT, from perturbation theory methods I and II, exact perturbation 
calculations from Monte Carlo (MC) and from molecular dynamics (MD) for 
quadrupolar Lennard-Jones 12:6 fluid of T =1.15
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5.3 Discussion
Method II and the exact perturbation calculations using Monte Carlo 
simulation show a reasonably close agreement with the simulation results
for full potentials for the pure and dipolar Lennard-Jones 12:6 fluid
* *results shown in tables 5.8 and 5.9. For p = 0.85 and p - 2.0 the
deviation is about 8%. The agreement between method II and Monte Carlo
values in table 5.9 suggests that method II works well for
dipolar fluids. A similar comparison of the results from method I
shows an underprediction for p = 1.00, just as in the case for
Lennard-Jones 12:6 fluids, and a substantial overprediction for 
:kp =2.0. A comparison of methods I and II with Monte Carlo pertur­
bation calculations shows that deviations for method I increase as
J.
density increases at p = 2.0 and for the smaller dipole moment,
*p = 1.0 , only a small change in deviations is seen as the density 
changes.
For quadrupolar Lennard-Jones 12:6 fluids, for which the results 
are given in table 5.10, all the methods consistently underpredict the 
residual Helmholtz free energy, however method I is closer to the Monte 
Carlo perturbation calculations than method II and in this case the 
density does not seem to affect the deviations in any systematic manner. 
A comparison of simulations using the full quadrupolar potential and 
Monte Carlo perturbation calculations shows an underprediction of as 
much 35% and this suggests that while a first-order expansion will 
perhaps work for the dipolar fluid, it will seriously underpredict the 
Helmholtz free energy for quadrupolar fluids.
A more severe test of these perturbation theories can perhaps 
be obtained by a comparison of the anisotropic contribution to the
122
Helmholtz free energy of the polar fluids. Although this is a less 
realistic test since total molar properties are needed in most appli­
cations, it serves to make the work consistent with the existing lit­
erature^ ’ ̂  , and a comparsion of the anisotropic contribution to the
Helmholtz free energy from various sources is shown in tables 5.11 and 
5.12 for dipolar and quadrupolar Lennard-Jones 12:6 fluids respectively.
For dipolar fluids, method II and the Monte Carlo perturbation 
calculations consistently overpredict the anisotropic contribution to
the Helmholtz free energy, AA/NkT, whereas method I underpredicts
■k kAA/NkT for p = 1.0 and overpredicts for p = 2.0. A direct comparison
of the results for method II with molecular dynamics simulations using
the full dipolar potential is reasonably good, the deviations increasing
with increasing density only for p = 2.0. Comparison of the Monte
Carlo exact perturbation theory with molecular dynamics simulations is
A
very consistent and indeed some of the deviations at p = 1  can be
attributed Lo computational errors in both these methods of the order of
*
±0.05 in values of AA/NkT. For method I, deviations for p = 2 . 0  
increase when compared to molecular dynamics as the density increases.
For quadrupolar fluids all three methods underpredict the 
anisotropic contribution to the Helmholtz free energy. However, due to 
the small size of these values at the low quadrupole moment, it is
difficult to make any meaningful comparisons in view of the the errors 
involved. A comparison of the Monte Carlo perturbation calculations 
with the full potential molecular dynamics simulations clearly shows 
the consistency of the deviations with respect to density. Further it 
is noted that the predictions of methods I and II are close to the 
MC results. For the higher quadrupole moment, method II seriously
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underpredicts the results and a 1though the results from method I and
Monte Carlo perturbation calculations are comparable in magnitude with
each other they too are significantly smaller than the results obtained
from simulations using the full potential.
While comparisons are reasonably good for Monte Carlo exact
perturbation calculations for dipolar fluids, serious underpredictions
of the Helmholtz free energy have been noted for quadrupolar fluids.
(14)Wojcik and Gubbins have observed similar behavior for first-order
Monte Carlo perturbation calculations of fluids of hard-dumbelIs with 
point charge quadrupoles. It was shown that the second-order term was 
of similar magnitude to the first-order term and was therefore necessary 
for convergence of the series expansion. Calculation of the second- 
order term, A2, requires calculation of the triplet distribution 
function and this can significantly extend the computing requirements 
of the simulations. However, the results do clearly show the need to 
include a second-order term in the perturbation expansion.
The anisotropic contribution to the Helmholtz free energy predicted
*
here has been compared with existing literature values at p = 0.85 and 
•kT =1.15 and the results are shown in table 5.13. For dipolar fluids,
the predictions of method II are very close to those of Kohler and 
(4)Quirke even though the two theories are significantly different. Mo
(1) * and Gubbins predict a value of AA/NkT = -0.55 for p = 1.0, which
(3)is close to the simulation result of Verlet and Weis however no 
values for large dipole moments are reported since it is believed^^^ 
that the Bellemans expansion, used by Mo and Gubbins to obtain AO, 
breaks down for high values of the dipole moment. For quadrupolar fluids
AA/NkT
THIS WORK__________________
ANISOTROPY SIMULATION Kohler and METHOD I METHOD II MC
(4)_ _ _ _ _ _    Quirke _______  ________  ____________
\T  = 1.00 -0.535 ± 0.01* -0.60 -0.315 -0.598 -0.733 ± 0.05
p" = 2.00 -4.40 + 0.02* -5.13 -6.43 -5.16 -5.10 ± 0.10
Q" = 0.6985 -0.43 ± 0.01+ -0.69 -0.229 -0.192 -0.21 ± 0.05
Q" = 1.397 -5.03 ± 0.10+ -3.51 -2.84 -1.95 -2.87 ± 0.05
t (3)MC results of Verlet and Weis
MD results obtained in this study
Table 5.13 Contribution of the anisotropic potential to the Helmholtz free energy
AA/NkI, for dipolar and quadrupolar Lennard-Jones 12:6 fluids at p = 0.85 
and T =1.15
1 2 5
(4)the predictions by Kohler and Quirke are similar to methods I and II, 
and for this no results by Mo and Gubbins are available.
The anisotropic contribution to the configurational internal energy 
has also been predicted. The configurational internal energy of a bulk 
fluid is determined by numerical differentiation of the Helmholtz free
J* /  -I C. \
energy A = A/Nc, according to an expression given by Abascal et al.
where T = kT/c and U = U/Ne, ahd the anisotropic contribution is
determined by difference. Calculations have been performed for both
*
dipolar and quadrupolar Lennard-Jones 12:6 fluids at p = 0.80 and
*
T = 0.719, a point close to the triple point, for which the simulation
(2 )data of Wang et al. is avai lable. The results are shown in table 
5.14 together with those predicted by Mo and Gubbins
(2)The Monte Carlo simulation results of Wang et al. were for 64 
particles only, and as such the accuracy of their results is question­
able. Therefore, for this state point 256 particle molecular dynamics
simulations have been performed also using a potential truncated at 3.0a 
and the results from these simulations, along with the estimated errors, 
are also given in table 5.14. It must be pointed out that while the 
results for the anisotropic contribution to the configurational internal
energy from the simulations appear to be close, the absolute values
(21reported by Wang et al. are consistently smaller in magnitude when
compared to the results obtained in this study. This is thought to be




















Q - 0.500 
<f = 0.7071 
Q" = 0.866 
Q" = 1.000
-0.313 ± 0.11 


















t 121MC results of Wang et al.
MD results obtained in this study
Table 5.14 Contribution of the anisotropic potential to the configuration internal Xree
energy AU/Ne, for dipolar and quadrupolar Lennard-Jones 12:6 fluids at p = 0.80 
and T = 0.719
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For dipolar fluids, the predictions from methods I and II are close 
to the simulation results except for p = 1 . 1 8  where method I over­
predicts AU/Ne by 30%. The theory of Mo and Gubbins^ ̂ predicts the
*anisotropic contribution reasonably well up to p = 0.7071, however this 
theory is believed to fail^^^ for higher dipole moments. For quadru­
polar fluids both methods I and II significantly underpredict the 
anisotropic contribution to the internal energy. It is interesting to 
note that the theory of Mo and Gubbins works substantially better than 
methods I and II, although this theory also shows some consistent 
underpredictions. Mo and Gubbins^^ have not reported results for
J.
Q = 1 . 0  and again it is felt that the Bellemans expansion breaks 
down^  ̂ in the vicinity of Q = 1.0. Kohler and Qui rke have not
reported any results for the fluids discussed in table 5.14, however, 
based on the results shown in table 3.13, it is felt that this method 
would work better than methods 1 and II and perhaps also better than 
the theory of Mo and Gubbins, for quadrupolar fluids. Substantial
underprediction of the anisotropic contribution may still exist for
*large values of the quadrupole moment, Q .
Although comparisons of the results obtained in this study with 
other theories are hampered by a scarcity of literature data, a clear 
picture definitely emerges about the use of an anisotropic reference 
potential in the perturbation theory of polar fluids. Methods I and II 
work well for dipolar fluids, and in particular method II, however 
neither method works very well for quadrupolar fluids. The reason for 
this may be in that some of the assumptions, equations (2.80), (2.84)
and (2 .86), utilized in the development of these methods are not 
applicable for quadrupolar fluids in addition to the need for a
1 28
second-order term to assure convergence of the series. The validity of
equation (2.80) for use with quadrupolar fluids has already been
questioned previously by Wang et al . and also by Kohler and Quirke^^
however the effect of this on predictions by method I, equation (2.85),
is not clear. It could be argued that values of AO obtained using
equation (2.84) are perhaps too large for the case of quadrupolar
fluids, however a comparison with the values of AO obtained from the
Monte Carlo exact perturbation calculations shows this not to be the
case. In the light of these results, and the results obtained by
(14)Wojcik and Gubbins on investigation of the second-order term of the
expansion is certainly warranted.
5 . 4 Spheri cal Harmonic Coefficients
In an attempt to obtain at least a qualitative understanding of the
structure of the reference fluid used in the perturbation theories
described in chapter II and, in particular, the changes in the fluid
structure that occur as a result of splitting the tota 1 interaction
potential, the coefficients of the spherical harmonic expansion, &££im >
have been determined by computer simulation. The determination of
these coefficients has been described earlier in section 2.4.1.
Figures 5.1 and 5.2 show a comparison of the center-to-center pair
distribution function, g (r), obtained from simulations using the fullooo
polar potentials, simulations using the corresponding nonspherical 
reference potentials and the numerical solution of the Percus-Yevick 
equation applied the soft-repulsive potentia1, <Kr), given by equation
(2.81). It should be noted that KOOC|(t) values for the full quadrupolar 
and dipolar fluids are very close as expected a1 though a di rect 
comparison is not given.
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A comparison of the g (r) values obtained from simulations using r 6ooo
the full potential with those using the nonspherical reference potential
shows the effect of attractive forces, omitted from the Barker-Henderson
reference, is to bring particles closer to each other for both dipolar
and quadrupolar fluids. The same comparison also shows that the
locations of the maxima in g (r) are relatively unaffected by the°ooo J
attractive forces of the potential. Probably the most interesting point 
to note is the close agreement between the numerical solution of the 
Percus-Yevick equation and the results from simulations using the 
nons pher ical reference potential. This demonstrates that equation
(2.81) is indeed a valid approximation, at least for obtaining the 
angle-averaged (center-to-center) pair distribution function of the 
reference fluid defined by equations (2.74)a,b.
A qualitative description of the effect of the orientation- 
dependent electropolar potential on the structure of a Lennard-Jones 
12:6 fluid can be obtained from an examination of the remaining 
spherical harmonics coefficients of the pair correlation function 
expansion. These selected coefficients, , (r) , for dipolar fluids
-k(p =1.0) are shown in figure 5.3-5.5 and for quadrupolar fluids 
(Q = 1-0) in figures 5.6-5.9. Each figure gives a comparison of 
the spherical harmonic coefficient, calculated during the course of 
the computer simulations, for the ful1-potential fluid and for the 
split-potential fluid.
Probably the most important conclusion that can be drawn from the 
plots of the spherical harmonic coefficients comes from a comparison of 
the *220^^ coefficients shown in figures 5.3 and figures 5.6 for 
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Figure 5.1 Angle-averaged pair distribution, g(r)* for a dipolar
fluid with p = 2.0 at T = 1.15 and p = 0.85.
Simulation using the full polar potential (solid line), 
simulation using the nonspherical reference potential 
(dashed line), and numerical solution of the Percus-Yevick 
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Figure 5.2 Angle-averaged pair distribution, g(r)+ for a quadrupolar 
fluid with Q = 1.0 at T = 1.15 and p = 0.85.
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Figure 5.3 Comparison of spherical harmonic coefficients g2oo(r)
for the full potential (lines) and the nonspherical 
reference potential (points) for dipolar-fluids with 
T = 1.15.
g (r) - solid line and ©
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Figure 5.4 Comparison of Spherical Harmonic Coefficients
and &222^r  ̂ ^or t*ie potential fluid (lines; and
the nonspherical reference potential fluid (points) for 
dipolar-fluids with T = 1.15. 
g22 l(r) " solid line and O 
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Figure 5.5 Comparison of Spherical Harmonic Coefficients SAnnCr)
and f°r full potential fluid (lines) and
the noQspherical reference potential fluid (points) for 
dipolar-fluids with T = 1.15. 
g, (r) - solid line and 0  
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2. 50 3.00
.6 Comparison of Spherical Harmonic Coefficients 8200(t)
and 6220^ ^  ^or t*le potential fluid (linesj and
the nonspherical reference potential fluid (points) for 
dipolar-fluids with T =1.15.
8,nn( 0  - solid line and ©
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Figure 5.7 Comparison of Spherical Harmonic Coefficients 8221^r^
and 8222^) t*le Potent*-al fluid (lines; and
the nonspherical reference potential fluid (points) for 
dipolar-fluids with T = 1.15. 
g22j(r) " solid line and ©
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Figure 5.8 Comparison of Spherical Harmonic Coefficients
and 8^22^r  ̂ ^°r t*lC potential fluid (linesj and
the nonspherical reference potential fluid (points) for 
dipolar-fluids with T =1.15. 
g, (r) - solid line and <D 
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Figure 5.9 Comparison of Spherical Harmonic Coefficients Sa^q C O
and ^or t*ie full potential fluid (lines; and
the nonspherical reference potential fluid (points) for 
dipolar-fluids with T =1.15. 
g,, (r) - solid line and ©
(r) “ dashed 1 ine and di
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coefficient shows a positive peak or maxima at small separations indi­
cative of side-by-side orientations. This is directly related to the 
minimum in the potential for this orientation shown as 1 m e  3 in figure 
2.7. In contrast the same coefficient for quadrupolar fluids shows a 
negative peak or minima at small separations indicating a preference 
for ”T"-shaped orientations which is confirmed again by line 3 in the 
plot of quadrupolar potentials, figure 2.8. Although, as would he 
expected, this preference for certain orientations is diminished by 
splitting the potential into its repulsive and attractive parts, the 
effect is still certainly distinguishable.
Although not shown here, all coefficients up to 1 ' 2' m = U were 
calculated. The contributions of coefficinets with m t 0 is small 
indicating that the dependence of the orientations on the azimuthal
angle, ^ 12’ *s smaH-
This information concerning the structure of the electropolar 
fluid, although not directly applicable to the perturbation theories 
derived in this work, will provide, the insight necessary for the 
development of any perturbation theories attempting to use a rionspher- 
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Chapter VI 
CONCLUSIONS AND RECOMMENDATIONS
The ability of the experimental apparatus and techniques used in
this study to produce accurate and reproducible values for the liquid 
phase compositions of high-pressure gas-water systems has been clearly 
demonstrated. The lower pressure results for the urgon-water system
are in close agreement with values found in the literature. Further the 
results for the three binary gas mixtures ot nitrogen and methane 
follow trends suggested by the pure solute-water systems of these gases 
studied by a previous investigator^^.
The pure solute solubility data obtained here has been i or re luted 
by equations described previously^^ and the results lompared to 
similar correlation of data obtained previously. A modified Kriihevsky- 
llinskaya equation has been developed where the non-ideal behavior of 
the solute gas in solution is predicted by Wilson's equation rather than 
Lht* two-suffix Margules equation. The results from the correlation ot 
tin1 pure solute solubility data have been explained in terms of the 
inter-attractions of solute and solvent. Solubility data tor the tern­
ary systems have been correlated by the modi lied Kr i chevs ky-K.i s.i rnovs ky 
equation and ttie results suggest that an accurate prediction of the
composition of such systems is possible by assuming that the two
^1required parameters, the Henry's law constant, H , and the apparent 
partial molar volume, v. , of each solute are the same in the binary gas 
mixtures as in the pure solute systems. Predictions based on this
assumption have been calculated and a comparison with the experimental 
values confirms this suggestion.
1 dd
Two versions of a new, computationally simple perturbation theory, 
using a nonspherical reference potential, have been derived and values 
of the Helmholtz free energy and configurational internal energy for 
both dipolar and quadrupolar Lennard-Jones 12:6 fluids calculated. The 
agreement between these calculated values and existing computer simu­
lation data is comparable with the agreement of other perturbation
theories. A Monte Carlo computer simulation method has been developed 
and used to determine the "exact" perturbation expansion terms up to
first-order of fluids described by the same reference and perturbation 
potentials as used in the corresponding perturbation theory calcu­
lations. These results illustrate the need to include a second-order
term in the expansion, particularly for the larger electropolar moments, 
to obtain close agreement with computer simulation values for the 
full-potential fluid. Preliminary results tor such calculations 
indicate that three and four-body potential interactions must be 
included in determining the total configurational potential.
The effect upon the fluid structure of separating the repulsive
and attractive forces according to the suggestion of Barker and
Henderson has been i1 lust rated through t he co rrespond i ng change on the
distribution function g (r ,uî  ) • F°r t-̂le center-to-center correlation
function, 8QOO(r) , the reference fluid the agreement between values
predicted by Monte Carlo simulation and by the Percus-Yevick equation
is certainly encouraging. However the decrease in the definition and
ordering of the fluid, suggested by a decrease in the peak height of
the g (r) plots when compared to the ful1-potentia1 correlation,ooo
due to removal of the fluid attractive forces is probably a major 
reason for the inaccuracies in the perturbation theories. These
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inaccuracies would themselves be reduced by including the second-order 
expansion term in the perturbation series, however this again requires 
evaluation of the triplet distribution function.
Further qualitative details concerning the change i n the fluid 
structure due to the splitting of the interaction potential have been 
obtained by calculation of the spherical harmonic coefficients of 
the pair distribution expansion. These coefficients reinforce the 
cone 1us ions desc ribed in the preceding pa ragraph.
One of the problems encountered in developing perturbation methods
to predict thermodynamic properties of fluids such as those used in this
study is that the nature of the reference fluid is not known unlike the
(2-4)case ot nonspherical nonpolar molecules such as dumbbells or
soft-e11ipsoids^^ for which the reference molecule has an obvious 
and clearly defined shape. One can attempt to represent the reference 
fluid of the perturbation theories described in chapter 11 by a molecule 
of known shape such as a prolate or oblate elliposid and then develop 
perturbation expansions based on this hard nonspherical molecule. The 
biggest difficulty in this approach, however would be establishing the 
actual size and shape of such a molecule required for calculation ot 
the reference fluid properties. This problem can be avoided for the 
case of polar molecules with nonspherical cores where the reference 
fluid would simply be similar in shape to the core molecule with the 
size perhaps being determined through a zeroth-order expansion.
Recently there has been an interest in utilizing the median 
potential theory to predict the properties of nonpolar diatomic 
fluids^ and such attempts have enjoyed reasonable success. Work
has also been done on extending this work to more complicated nonpolar
14^
molecules^**^ (e.g. benzene). It was suggested by both MacGowan
ê _ a 1 . ̂ ^  and G u b b i n s ^ ^  that the median potential theory tails for
polar fluids such as dipolar hard spheres if the origina1 procedure of 
C 6)MacGowan et a 1. is used which would lead to a hard-sphere potential
as the median potential. However, in a more recent approach, MacGowan^"* 
has studied the separation of potent la 1 s into anisotropic reference and 
perturbation parts. Application of the median potential theory and 
recombination of the spherica1ized reference and perturbation terms is 
then used to obtain the sphericalized potential. this method success­
fully predicLs properties of a fluid whose molecules have a nonspherical 
core without explicitly modeling a nonspherical hard molecule. Appli­
cation of this approach to polar fluids, using a potential split 
according to equations (2.74)a,b would avoid some of the problems 
discussed earlier of having to determine the precise nature of the 
reference fluid and therefore ought to be worthy of investigation. 
Initial st u d i e s ^ ^  are encouraging and confirm this optimism whilst 
providing motivation for a greater effort.
Calculation of the second-order term of Zwanzig's perturbation 
expansion, from both Monte Carlo computer simulaton and perturbation 
theory, would not only improve agreement with existing data but also 
provide further insight into the effect of higher-order interactions 
and corresponding distribution functions. Although computationally 
tedious and as a result costly, the improvement in the existing theories 
ought to far outweigh such an expense.
] 4h
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APPENDIX A
Unsymmetric Activity Coefficients Prom Wilson's Equation
The multicomponent recursive formula for activity coefficients 
lie fined according to Wilson's equation is commonly written as






k=! m£ X . A. .
j = l J kj-
IA. 1)
A . . t A . . 
> J J 1
A . . = A . . 
11 J J = 1
{\.2).x
(A.Z)b
The relationship between activity coetficients defined on tbe 
unsynunetric convention, y., and those defined according to the symmetric 
convention, y., is given in the literature as
Iny. = lny. - lim lny. (A . i)
X. ► 0 i
X. - 0 J
j * 1 
j * 1
Therefore, a recursive formula for y based on Wilsons equation is 
obtained upon substituting equations (A.1J and (A.2) into equation (A.J)
j m )
lny, = 1 - In 1 X ,A. .I j = i  1 , J I inIk=l V k imI X A .
j = i j kj
♦ 1 iiA * (AI 1 1 1 - 1)
(A . 4 )
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A similar expression has been obtained previously for the unsym- 
metric activity coefficient, derived from expressions for the
excess Gibbs free energy given by the two-suffix Margules equation. 
This expression was given as
A P P E N D I X  B
Derivation of Zwanzig1s Perturbation Expansion
The configurational Helmholtz free energy of a system in the 
canonical ensemble, Ac, is related to the partition function of the 
system, Qc, by
Ac " - kT InQc (B . 1)
where Qc is written as 
-3N
f. . . f exp ,-B 1 utjQc - J'. / ! p  (r)jdr (B.2)ai<j
-3N
= -Ny Z c  (B.2)b
where Zc is the configurational integral of the system.
Zwanzig, using an assumption that is basic to all perturbation
theories, wrote the intermolecu1 ar pair potential for two particles
as the sum of a reference term, u° (r), and a perturbation term uP . (r) .ij ‘J
uP .(r) = u°.(r) + nuP (r) (B.3)ij iJ iJ
Here r| is the perturbation parameter that when set equal to zero gives 
the reference potential and when set to one gives the actual potential 
u(r). Zwanzig then introduced thLS assumption into the configurational 
integral, Zc, to give
Zc = J...J expj-p I (u“ (r) + r|uP .(r))jdr (B.4)
i<j 1J LJ
The configurational integral was then expanded in a Taylor series 
expansion about the reference (i.e. r]-0) as
1 30
1 ■) 1
„ . ,o /OZc\ 1 it'd2 Zc\zc(n) = z + n U-n-) + j n , Jân Vo 2 W  Vo
2.
+  . . . ( B  . r> )
3ri" / n =
Substituting equation B.4 into equation B.5 gives
Zc(n) = Z° - nP/---/ ^ »P-(r) exp!-fi 1 u° ir)!(ir + 0 (. rq2 )
i<j 1J 1 K ]  LJ '
(R-6)
multiplying the top and bottom of the second term on the r.h.s. of 
equation (B.b) and rearranging slightly,
jl - t)pj . . . J 2 up (r) exp |-fi 2 it'* i r )J dr + 0(r)“ ) + ...|
( * i 11 i;'i 11 I
Z°
( B . 7 )
By ilcf L m t i o n  Z°, is t h e  c o n  f i g u r u  t i u n u  1 i n t e g r a l  of t h e  r e f e r e n c e  
s y s t e m  a g a i n  in t h e  canonical e n s e m b l e  given b y
Z° = / . ■ . J exp 2, u° . ( r J! d r (K.8)
1 i < j LJ 1 ■
Therefore the second term in brackets in equation IB. 7) is an ensemble 
average over the reference system of the pertiirhal ton potential defined 
a s
2 uP . f r ) f . . . / exp 2 u° . ( r )! d r
< 1 = i<,  1J  I.  o  I CB.y,
f  - f  t - x p j-P 1 111 j *1 *{ ,lri c. j
Assuming identical contributions to the pair potential 1or the N(N-l)/2 
unlike (i < j J interactions suggests that
N--̂ --— <UP Cr) > = <  2 uP.tr)-- (B.10)
2 ° i'J lJ
1 5 2
which leads to
<UP (r)> - —  J. exp*-p 1 u°.(r)[up (r) dr (B.ll)2 zo | ,<j ij I
The two-body density function describes the probability of finding 
two particles a distance r  ̂ apart and is defined by
-3N
f(2)tri,r2) = I i^ 2)T f - f  expj-p*(r)|dr.^  ̂ (B.12)
and for an isotropic system of spherical particles, the radial distri­
bution function is given in terms of the density function as
t ̂  ̂ ( r)RioCr) = (B.13)
P
If the total potential in equation B.10, <tp(r), is given by the sum of
the reference potentials
<JK r) = 2 u°. ( r ) ( B . 14)Kj lJ
then the density and radial distribution functions given in equation
.12)(B.12) and (B.13) are for the corresponding reference fluid i.e. f 
and g°.
Combining equations (B.12), (B.13) and (B.14) and substituting
into the expression for the ensemble average of the perturbtion poten­
tials, equation (B.ll), gives
<UP (r)>o = ;p J UP (r) g°(r) dr (B. 15)
lb i
The configurational integral can now be written from equation (B.7) ds
Zc(n) = Z° 1 - nP(|e )j UP (r)g°(r)dr + 0(n2J + ... (B.16)
arid the free energy expansion is obtained by substitution of equation 
(B.16) into equations (B.2)a and (B.l)
Actn) = - kT log Zc(n) (B.17)
= - kT(Z°) - kT In jl - np I2 f up(r)g°(r)dr + 0(n2) + ... J
expanding the logarithm of the second term on the right hand side in
powers of C|, and then putting C|=l to obtain the original yields
A = AO + I2 J UP (r)g°(r)dr + 0(r|2) IB. 18J
It can be shown that the second-order term in the expansion tor the
Helmholtz free energy is given by
A2 = - |j<UP (r)2> - <UP (r)>2 j (B.l'i)2 | o o (
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D E = C O R E0 P = - V S C A L E * C O R V
=== PRINT P A R A M E T E R S
C A L L  P R N T ( N P ,E P S I ,S I G M A , T R ,T , D R , V O L ,C U B E , R M A X ,R C ,R D E L ,D E L T A , A D O M E G A . Q S Q , N Y , D E , O P )
C
157
C = =  LOA D  I N I T I A L  P O S I T I O N S  OF A T O M S  A N D  C A L C U L A T E  T O T A L  P.E.
C
C A L L  F C C ( C U B E ,C U B E 2 , N P )
IF ( I S T A R T .N E .0) T H E N
R E A D ( l l )  X O . Y O . Z O
R E A D ( l l )  D A X ,D A Y ,DAZ
R E A D ( l l )  A X O , A Y O ,A Z O ,A Q O
R E A D ( l l )  I D I S T ,S U M E ,S U M U 1 ,S U M V , S U M A , I  SUM
R E A D ( l l )  I R R ,I A C P T T ,I A C P T O
E N D I F
C A L L  E V A L ( T 0 T E , T 0 T U 1 ,T O T V , B E T A )
C
C = = =  E N T E R  M A I N  LOOP O F  S I M U L A T I O N  
C
5 99 K B = K B + 1
C A L L  P M 0 V E T ( T 0 T E , T 0 T U 1 . T O T V . B E T A )
C A L L  P M 0 V E 0 ( T 0 T E , T 0 T U 1 . T O T V . B E T A )
I F ( M 0 D ( K B . K E V A L ) .EQ . O )  C A L L  E V A L ( T O T E ,T 0 T U 1 .T O T V . B E T A )
C
C = = =  C A L C U L A T E  M E A N  S Q U A R E  D I S P L A C E M E N T  
C
T D I S T = 0 .
DO 540 1 = 1 , NP
T D I S T = T D I S T + D A X ( I ) * * 2 + D A Y (  I ) * * 2 + D A Z ( I  )**2 
5 40 C O N T I N U E
T D I S T = T D I S T / P A R T
C
C = = =  P R O P E R T Y  C A L C U L A T I O N  &  P R I N T - O U T  A T  I N T E R V A L S  
C
I F ( M O D ( K B ,K W R I T E ) .N E .0) G O T O  550 
F K B = F L O A T ( N P )* S U M A
C
c = =  F U L L - P O T E N T I A L  C A L C U L A T I O N  FOR ENR A N D  VIR 
C
C E N R = ( S U M E / F K B + C O R E )
C V I R = ( S U M V / F K B + C O R V ) / ( 3 , *TR)
C
C = = =  B A R K E R - H E N D E R S O N  C A L C U L A T I O N  FOR ENR A N D  VIR AND PERT 
C
E N R = ( S U M E / F K B )
VI R = ( S U M V / F K B ) / ( 3 . *TR)
P E R T = ( S U M U 1 / F K B + C 0 R E )
C P R E S = T R * D R * ( 1 . - V I R )
A C P T T = F L O A T ( I A C P T T ) / F L O A T ( K 8 * N P )
A C P T O = F L O A T ( I A C P T O ) / F L O A T ( K B * N P )
W R I T E ( 6 , 9 4 0 )  K B , P R E S ,E N R ,P E R T ,T D I S T . A C P T T . A C P T O  
9 4 0  F O R M A T ( I X ,16,6 F 9 .3)
I F ( I F L G . L T . l )  G O  TO 550
Cc = =  P R I N T  G(R) AT I N T E R V A L S  
C






= =  D U R I N G  FIRST OF RUN, S C A L E  V E L O C I T I E S  FOR T E M P E R A T U R E
5 50 I F ( I F L G . L T . l )  C A L L  E Q B R A T ( K D I S T ,I F L G ,N Y ,KB)
I F ( K B .L T . M A X K B )  GO TO 599 W R I T E ( l l )  X O . Y O . Z O  
W R I T E ( l l )  D A X ,D A Y , D A Z  
W R I T E ( 11) A X O ,A Y O ,A Z O ,A Q O  W R I T E ( l l )  I D I S T ,S U M E ,S U M U 1 ,S U M V ,S U M A ,I SUM 
W R I T E ( 11) I R R , I A C P T T , I A C P T O  STOP 
END
SUBROUTINE F C C ( C U B E . C U B E 2 , N P )
S E T - U P  A L P H A - F C C  L A T T I C E  FOR I N I T I A L  S T A R T - U P
C O M M O N / P O S / X O ( 5 0 0 ) , Y O ( 5 0 0 ) , Z 0 ( 500)
C O M M O N / O R N / A X O ( 5 0 0 ) , A Y 0 ( 5 0 0 ) , A Z 0 ( 5 0 0 ) , A Q 0 ( 500)
A S S I G N  L A T T I C E  P O S I T I O N S  TO C E N T E R S  O F  M A S S
N C = ( N P / 4 )**(1 , / 3 . )+.1 
S I O E = C U B E / F L O A T ( N C )X0(1)=0.
X 0 ( 2 ) = .5 * S I D E  
X0(3)=0.
X 0 ( 4 ) = .5 * S I D E  
Y 0 ( 1 ) = 0 .
Y Q ( 2 ) = . 5 * S I D E  
Y O ( 3 ) = . 5 * S I D E  
Y 0 ( 4 ) = 0 .
Z 0 ( 1 )=0.
Z 0(2 ) = 0 .
Z 0 ( 3 ) = . 5 * S I D E  
Z 0 ( 4 ) = . 5 * S I D E  
M = 0
A L P H A  S T R U C T U R E  HAS T H E T A  = A R C ( D C Q S ( 1 . / D S Q R T ( 3 . ) ) )
T H 2 = .4777 
P 1 4= 3 . 1 4 1 5 9 3 / 4 .
LOOP O V E R  A L L  M O L E C U L E S
DO 17 1 = 1 , NC 
DO 17 J = 1 , N C  
DO 17 K = 1 , N C  
DO 18 L = 1 ,4
X 0 ( L+M) = X 0 ( L ) + S I D E * ( K - 1 )
Y 0 ( L + M ) = Y O ( L ) + S I D E * ( J - 1 )
Z 0 ( L + M ) = Z 0 ( L ) + S I D E * ( I - 1 )
I F ( L . E Q . l )  P H 2 = P 1 4* 0 . 5  
I F ( L .E Q .2) P H 2 = P 1 4* 1 . 5  
I F ( L .E Q .3) P H 2 = P I 4 * 2 .5 
I F ( L . E Q . 4) P H 2 = P I 4 * 3 .5 
A X O ( L + M )  = - S I N ( T H 2 ) * S I N (  P H 2 )
A Y 0 ( L + M ) =  S I N ( T H 2 )* C 0 S ( P H 2 )
A Z 0 ( L +M ) =  C 0 S ( T H 2 ) * S I N ( P H 2 )
A Q 0 ( L + M ) =  C O S ( T H 2 ) * C O S ( P H 2 )
C O N T I N U E  
M = M + 4  
C O N T I N U E  
DO 20 I = 1 , NP 
X 0 ( I ) = X O ( I J / C U B E 2 - 1 .
Y O ( I ) = Y O ( I ) / C U B E 2 - 1 .
Z 0 ( I ) = Z 0 ( I ) / C U B E 2 - 1 .
C O N T I N U E







SUBROUTINE RANDOM(XX, Y V , Z Z , AXX, AYY, A Z Z . AQQ)
P R O D U C E  R A N D O M  T R A N S L A T I O N S  A N D  O R I E N T A T I O N S  OF A T O M
C O M M O N / P R O P A / R D E L , R M A X . C U B E ,C U B E 2 ,H M A X ,D E L T A ,D O M E G A , Q S Q , 
A  N P ,N P 1 ,1 R R ,I A C P T T ,IACPTO
I R R = I R R * 6 5 5 3 9  
X X = F L O A T ( I R R ) * . 4 6 5 6 6 1 3E-9 
I R R = I R R * 6 5 5 3 9  
Y Y = F L O A T ( I R R ) * . 4 6 5 6 6 1 3E-9 
I R R = I R R * 6 5 5 3 9  
Z Z = F L O A T ( I R R ) * . 4 6 5 6 6 1 3E-9 
I R R = I R R " 6 5 5 3 9
A X X = F L O A T ( I R R ) *.4 6 5 6 6 1 3 E - 9  
I R R = I R R * 6 5 5 3 9
A Y Y = F L O A T ( I R R ) " . 4 6 5 6 6 1 3E-9 
I R R = I R R * 6 5 5 3 9
A Z Z = F L Q A T ( I R R ) " .4 6 5 6 6 1 3 E - 9  
I R R = I R R * 6 5 5 3 9
A Q Q = F L O A T ( I R R ) * . 4 6 5 6 6 13E-9 




















SUBROUTINE E V A L ( T O T E , T 0 T U 1 , TOTV. BETA)
E V A L U A T E  P O T E N T I A L  U S I N G  P A I R W I S E  A D D I T I V E  L E N N A R D -  
J O N E S  ( 6 -12) PL U S  Q U A D R U P O L E - q U A D R U P O L E  P O T E N T I A L
R E A L * 8  T O T E , T 0 T U 1 , T O T V  
R E A L * 8  S U M E ,S U M U 1 ,S U M V ,SUM A  
C 0 M M 0 N / P 0 S / X 0 ( 5 0 0 ) , Y 0 ( 5 0 0 ) ,Z0 ( 500)
C O M M O N / O R N / A X O ( 5 0 0 ) , A Y 0 ( 5 0 0 ) , A Z 0 ( 5 0 0 ) , A Q0(500) 
C O M M O N / P R O P / 1 D I S T ( 3 0 0 ) , S U M E ,S U M U 1 ,S U M V ,S U M A ,I SUM 
C 0 M M 0 N / P R 0 P A / R D E L ,R M A X ,C U B E ,C U B E 2 ,H M A X ,D E L T A ,D O M E G A ,Q S Q , 
A N P . N P l .I R R , I A C P T T , I A C P T O
D I M E N S I O N  H H X ( 5 0 0 ) , H H Y ( 5 0 0 ) ,H H Z ( 500)
D I M E N S I O N  H J X A ( 5 0 0 ) , H J Y A ( 5 0 0 ) , H J Z A ( 500)
D I M E N S I O N  X A ( 5 0 0 ) , V A ( 5 0 0 ) , Z A ( 5 0 0 ) , R S Q A ( B O O )
D I M E N S I O N  X ( 500) , Y ( 5 0 0 ) , Z ( 5 0 0 ) ,R S Q ( 500)
D I M E N S I O N  L I S T ( 500)
T0TE=0.
T O T V = 0 .
T O T U 1=0.
DO 405 1 = 1 , NP
= = =  D E T E R M I N E  S P A C E  F I X E D  O R I E N T A T I O N S  OF EAC H  M O L E C U L E
H H X ( I )= 2 . * ( A Y 0 ( I ) * A Z 0 ( I )—A X 0 ( I ) * A Q 0 ( I ))
H H Y ( I ) = - 2 .*(A X 0 ( I ) * A Z 0 ( I ) + A Y 0 ( I ) * A Q 0 ( I ))
H H Z ( I ) = - A X 0 ( I ) * * 2 - A Y 0 ( I )* * 2 + A Z 0 ( I ) * * 2 + A Q 0 ( I )**2
4 0 5  C O N T I N U E
= =  O U T E R  LOOP O V E R  M O L E C U L E S
DO 4 90 1 = 1, NP1 
M G A T H R = 0  J B E G I N = I +1 
J E N D = N P
= = =  S T O R E  P O S I T I O N  OF M O L E C U L E  I
X I T = X 0 ( I )
Y I T = Y 0 ( I )
Z I T = Z 0 ( I )
= = =  S T O R E  O R I E N T A T I O N S  OF M O L E C U L E  I
HI X = H H X ( I )
H I Y = H H Y ( I )
H I Z = H H Z ( I )
= == IN N E R  LOOP O V E R  A T O M S
D O  4 9 5  J = J B E G I N ,J E N D
16 )
C = = =  D I S T A N C E  B E T W E E N  C . O . M . O F  J M O L E C U L E S  A N D  M O L E C U L E  I 
C
X ( J ) = C U B E 2 * ( X I T - X 0 ( J ) - 2 . * I N T ( X I T - X 0 ( J ) ) )
Y ( J ) = C U B E 2 * ( Y I T - Y 0 ( J ) - 2 . * I N T ( Y I T - Y 0 ( J ) ) )
Z ( J ) = C U B E 2 * ( Z I T - Z 0 ( J ) - 2 . * I N T ( Z I T - Z 0 ( J ) ) )
R S Q ( J ) = X ( J ) * X ( J ) + Y ( J ) * Y ( J ) + Z ( J ) * Z ( J )
R C T R = S Q R T ( R S Q ( J ) )
I F ( R S Q C J ) . L T . R M A X )  M G A T H R = M G A T H R + 1  
I F ( R S Q ( J ) .L T .RM A X )  L I S T ( M G A T H R ) = J
C
C = =  I N C R E M E N T  C O U N T E R  FOR G(R )  & U P D A T E  LIST AT I N T E R V A L S  
C
I F ( R S Q ( J ) . L T . R M A X )  I J = R C T R / R D E L + .5 
I F ( R S Q ( J ) . L T . R M A X )  I D I S T ( I J ) = I D I S T ( I J J + l  
495 C O N T I N U E
C
C = == G A T H E R  L O C A T I O N  A N D  O R I E N T A T I O N  O F  J M O L E C U L E S  
C
I F ( M G A T H R . L T . l )  G O T O  490 
DO 500 J = 1 ,MGATHR 
J L I S T = L I S T (J )
X A ( J ) = X ( J L I S T )
Y A ( J ) = Y ( J  LI ST)
Z A ( J )=Z(J LI S T )
H J X A ( J ) = H H X ( J L I S T )
H J Y A ( J ) = H H Y ( J L I S T )
H J Z A ( J ) = H H Z ( J L I S T )
R S Q A ( J ) = R S Q ( J L I S T )
500 C O N T I N U E
C
C = = =  E V A I U A T E  P O T E N T I A L  A N D  V I R I A L  V A L U E S  
C
DO 505 J = l . M G A T H R  
R S I - 1 . / R S Q A ( J )
R 6 = R S I * * 3
R P L = 4 8 .* R 6 * ( R 6 - .5)
R C C I = S Q R T ( R S I )
CC = = =  C A L C U L A T E  A N D  S T O R E  O R I E N T A T I O N  OF RCC 
C
H X = X A ( J ) * R C C I  
H Y = Y A ( J ) *RCCI 
H Z = Z A ( J )* RC CI 
H J X = H J X A ( J )
H J Y = H J Y A ( J )
H J Z = H J Z A ( J )
C
C = == C A L C U L A T E  Q U A D R U P O L E  C O N T R I B U T I O N  TO T HE P O T E N T I A L  
C
C I = H I X * H X + H I Y * H Y + H I Z * H Z
C J = H J X * H X + H J Y * H Y + H J Z " H Z
C G = H I X * H J X + H I Y * H J Y + H I Z * H J Z
C I 2 = C I * C I





T M = C G - B .*CI*CJ 
C O E F = . 7 5 * Q $ ( T R C C I * * 5  U Q Q = C O E F * ( 1 . - 5 . * C I 2 - 5 . * 0 0 2 - 1 5 . * C I 2 * C J 2 + 2 .*TM*TM) 
U L J = 4 . * R 6 * ( R 6 - 1 . )
ULJQQ=ULJ-*-UQQ V I R I A L = - R P L - 5 . " U Q Q  
U R E F = U L J Q Q  U P E R T = 0 .
= == B A R K E R - H E N D E R S O N  SPLIT OF P O T E N T I A L
I F ( U L J Q Q . L T . O . O )  THEN 
V I R I A L = 0 .U R E F = 0 .
U P E R T = U L J Q QE NDIF
T O T E = T O T E + U R E F  
T O T V = T O T V + V I R I A L  T O T U l = T O T U l + U P E R T  
505 C O N T I N U E  490 C O N T I N U EI SUM = I SUM + NPR ETURN
ENO
S U B R O U T I N E  P M O V E T ( T O T E . T 0 T U 1 ,T O T V ,BE T A )
c ---------------------------------------------------------------------
C R A N D O M L Y  C H A N G E  L O C A T I O N  O F  EACH P A R T I C L E  IN T U R N  A N D
C D E C I D E  W H E T H E R  T O  A C C E P T  OR R E J E C T  THE M O V E
C - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
R E A L * 8  D E L U ,D E L U 1 ,D E L V
R E A L * 8  T O T E ,T O T U 1 ,T O T V
R E A L - 8  S U M E ,S U M U 1 ,S U M V ,SUM A
R E A L - 8  T S U M E ,T S U M U I . T S U M V ,T S U M A
C O M M O N / D I S P / D A X ( 5 0 0 ) ,DAY( 5 0 0 ) , D A Z ( 500)
C O M M O N / P O S / X O ( 5 0 0 ) , Y0( 5 0 0 ) , Z0( 500)
C O M M O N / O R N / A X O ( 5 0 0 ) ,AY0( 5 0 0 ) , AZ 0 ( 5 0 0 ) , A Q 0 ( 500) 
C O M M O N / P R O P / I D I S T ( 3 0 0 ) , S U M E , S U M U 1 ,S U M V , S U M A , I S U M  
C O M M O N / P R O P A / R D E L ,R M A X . C U B E ,C U B E 2 ,H M A X ,D E L T A ,D O M E G A , Q S Q ,
A NP , N P 1 , 1 R R ,I A C P T T ,I A C P T O
T S U M A  = 0 . 0 D 0  
T S U M E  = 0 . O D O  
T S U M V  = 0 . ODO 
T S U M U 1 = 0 ,O D O
C
C = = =  O U T E R  LOOP O V E R  A T O M S  
C
DO 400 1 = 1 , NP
C
C 3 == S T O R E  P O S I T I O N  O F  A T O M  I 
C
X I = X 0 ( I )
Y I = Y 0 ( I )
Z I = Z 0 ( I )
C
c = = =  S T O R E  O R I E N T A T I O N  O F  " A T O M "  I 
C
A X I = A X 0 ( I )
A Y I = A Y O ( I )
A Z I = A Z 0 ( I )
A Q I = A Q 0 ( I )
C
C === E V A L U A T E  O L D  E N E R G Y  A N D  V I R I A L  T E R M S  
C
C A L L  P E V A L ( P O T O L D ,U 1 0 L D ,V I R O L D ,X I ,Y I ,Z I ,A X I . A Y I . A Z I . A Q I . I )
C
c 3 3 = R A N D O M  N U M B E R S  FOR M O V E  ( T R A N S L A T I O N A L )
C
C A L L  R A N D O M f  X X ,Y Y ,Z Z ,A X X ,A Y Y ,A Z Z ,AQQ)
X I N E W  = X0 ( I )  + X X - D E L T A / C U B E 2  
Y I N E W  = Y 0 ( I ) + Y Y - D E L T A / C U B E 2  
Z I N E W  = Z 0 ( I )  + Z Z - D E L T A / C U B E 2
C
C = = =  C H E C K  FOR C O N S E R V A T I O N  OF P A R T I C L E S  IN P R I M A R Y  C E L L  ( P . B . C . )
C
I F ( X I N E W . L E . -1.) X I N E W = X I N E W + 2 .
I F ( X I N E W . G E . 1.) X I N E W = X I N E W - 2 .
I F ( Y I N E W . L E .-1.) Y I N E W = Y I N E W + 2 .
I F ( Y I N E W . G E .1.) Y I N E W = Y I N E W - 2 .
! bb
I F ( Z I N E W . L E . - l .) Z I N E W = Z I N E W + 2 .
I F ( Z I N E W . G E . l . ) Z I N E W = Z l N E W - 2 .
C
C = = =  C A L C U L A T E  T HE P R O P O S E D  E N E R G Y  A N D  P R O P E R T Y  C H A N G E S  
C
C A L L  P E V A L ( P 0 T N E W , U 1 N E W . V I R N E W , X I N E W , Y I N E W , Z I N E W ,
A A X I , A Y I , A Z I , A Q I ,I )
DEL U  = P O T N E W  - P O T O L D  
D E L V  = V I R N E W  - V I R O L D  
D E L U 1 =  U 1 N E W  - U l O L D
C
C = = =  R E J E C T  OR A C C E P T  M O V E  
C
B E T A U  = D E L U * B E T A
I F ( B E T A U .L T .HMAX) P R O B L = E X P ( - B E T A U )
I F ( D E L U .L T .0.0) P R 0 B L = 1 . 0
I F ( B E T A U . G T . H M A X )  G O  TO 410
C A L L  R A N D O M ( P X ,P Y ,P Z ,P A X ,P A Y ,P A Z ,PAQ)
P Z = A B S ( P Z )
I f ( P R O B L . L T .PZ) G O  TO 410
C
C = = =  IF M O V E  A C C E P T E D ,  P R O P O S E D  L O C A T I O N  B E C O M E S  THE N E W  O NE 
C
I ACPTT = I A C P T T  + 1 
X 0 ( I ) = X I N E W  
Y 0 ( I ) = Y I N E W  
Z O ( I )  = Z I N E W  
T O T E  = TO T E  + DELU 
T O T V  = TO T V  + DEL V 
T 0 T U 1 =  T 0 T U 1 +  DELU1 
T S U M A  = T S U M A  + P R O B L  
T S U M E  = T S U M E  + P R O B L * T O T E  
T S U M V  = T S U M V  * P R O B L * T O T V  
T S U M U 1 =  T S U M U 1 +  P R 0 B L * T 0 T U 1  
D A X ( I )  = D AX(I) - X X * D E L T A  
D A Y ( I )  = D AY(I) - Y Y * D E L T A  
D A Z ( I )  = D A Z ( I )  - Z Z * D E L T A  
GO TO 400
C
C ===== IF M O V E  R E J E C T E D ,  O L D  L O C A T I O N  B E C O M E S  N E W  L O C A T I O N  
C
4 10 T S U M E  = T S U M E  + T O T E
T S U M V  = T S U M V  + T O T V  
T S U M A  = T S U M A  + 1.
T S U M U 1 =  T S U M U 1 +  T0TU1  
400 C O N T I N U E
C
C = = =  U P D A T E  SUM A C C U M U L A T O R S  
C
SUM E  = SUM E  + T S U M E  
S UM V  = SUM V  + T S U M V  
S U M A  = S U M A  + T S U M A  
S U M U 1 =  S U M U 1 +  T S UMU1 
























SUBROUTINE P M 0 V E 0 ( T O T E , T 0 T U 1 , T OTV, BETA)
R A N D O M L Y  C H A N G E  O R I E N T A T I O N  OF EACH P A R T I C L E  IN T U R N  A ND  
D E C I D E  W H E T H E R  TO A C C E P T  OR R E J E C T  THE C H A N G E
R E A L * 8  D E L U , D E L U 1 , D E L V
R E A L * 8  T O T E , T 0 T U 1 , T O T V
R E A L * 8  S U M E , S U M U 1 , S U M V , S U M A
R E A L * 8  T S U M E , T S U M U 1 . T S U M V , T S U M A
C O M M O N / D I S P / D A X ( 5 0 0 ) , D A Y ( 5 0 0 ) , D A Z ( 500)
C O M M O N / P O S / X O ( 5 0 0 ) , Y0(500),Z 0( 500)
C O M M O N / O R N / A X O ( 5 0 0 ) , A Y O ( 5 0 0 ) , A Z 0 ( 5 0 0 ) , A Q 0 ( 500) 
C O M M O N / P R O P / I D I S T ( 3 0 0 ) , S U M E , S U M U 1 .S U M V , S U M A , I S U M  
C O M M O N / P R O P A / R D E L ,R M A X . C U B E ,C U B E 2 ,H M A X . D E L T A ,D O M E G A ,Q S Q ,
A N P ,N P 1 ,I R R ,I A C P T T ,I A C P T O
T S U M A  =0.
T S U M E  =0.
T S U M V  =0.
T S U M U 1 = 0 .
= “  O U T E R  LOOP O V E R  A T O M S  
DO 400 1 = 1, NP
= =  ST O R E  P O S I T I O N  OF A T O M  I
X I = X 0 ( I )
Y I = Y 0 ( I )
Z I = Z 0 ( I )
—  S T O R E  O R I E N T A T I O N  OF " A T O M "  I
A X I = A X 0 ( I )
A Y I = A Y O ( I )
A Z I = A Z 0 ( I )
A Q I = A Q 0 ( I )
= =  E V A L U A T E  O L D  E NERGY A N D  V I R I A L  T E R M S
C A L L  P E V A L ( P O T O L D ,U 1 0 L D ,V I R O L D , X I , Y I , Z I , A X I , A Y I . A Z I . A Q I . I )
= = =  R A N D O M  N U M B E R S  FOR M O V E  ( O R I E N T A T I O N )
C A L L  R A N D O M ( X X ,Y Y ,Z Z ,A X X ,A Y Y ,A Z Z ,AQQ)
A X N E W  = A X O ( I )  + A X X * D O M E G A  
A Y N E W  = A Y O ( I )  + A Y Y * D O M E G A  
A Z N E W  = A Z O ( I )  + A Z Z * D O M E G A  
A Q N E W  = A Q O ( I )  + A Q Q * D O M E G A
= = =  N O R M A L I Z E  N E W  O R I E N T A T I O N S
C S C = S Q R T ( A X N E W * * 2 + A V N E W * * 2 + A Z N E W * * 2 + A Q N E W * * 2 )
A X N £ W = A X N E W / C S C  

















A Z N E W = A Z N E W / C S C
A Q N E W = A Q N E W / C S C
C A L C U L A T E  T HE P R O P O S E D  E N E R G Y  A N D  P R O P E R T Y  C H A N G E S
C A L L  P E V A L ( P 0 T N E W , U 1 N E W , V I R N E W , X I ,Y I ,Z I .A X N E W , A Y N E W , A Z N E W , A Q N E W , I )
DEL U  = P O T N E W  - P O T O L D  
D E L V  = V I R N E W  - V I R O L O  DEL U  1= U 1 N E W  - U 1 0 L D
R E J E C T  O R  A C C E P T  M O V E
B E T A U  = D E L U * B E T AI F ( B E T A U . L T . H M A X )  P R O B L = E X P ( - B E T A U )
I F ( D E L U .L T .0.0) P R 0 B L = 1 . 0I F ( B E T A U . G T . H M A X )  GO TO 410
C A L L  R A N D 0 M ( P X ,P Y ,P Z ,P A X ,P A Y ,P A Z ,PAQ)P Z = A B S ( P Z )
I F ( P R O B L . L T . P Z )  G O  TO 410
IF M O V E  A C C E P T E D ,  P R O P O S E D  C O N F I G U R A T I O N  B E C O M E S  T HE N E W  ONE
I A C P T O  = I A C P T O  + 1A X O ( I ) = A X N E W
A Y 0 ( I ) = A Y N E WA Z O ( I ) = A Z N E W
A Q 0 ( I ) = A Q N E WT O T E  = T O T E  + DELU
T O T V  = TOT V  + DEL VT 0 T U 1 =  T O T U 1 +  DELU1T S U M A  = T S U M A  + P R O B L
T S U M E  = T S U M E  + P R O B L * T O T E
T S U M V  = T S U M V  + P R O B L ' T O T VT S U M U 1 =  T S U M U 1 +  P R O B L * T O T U l
GO TO 400
IF M O V E  R E J E C T E D ,  O L D  C O N F I G U R A T I O N  B E C O M E S  N E W  C O N F I G U R A T I O N
T S U M E  - T S U M E  + T O T E  
T S U M V  = T S U M V  + T O T V  T S U M A  = T S U M A  + 1.
T S U M U 1 =  T S U M U 1 +  TOTU1 C O N T I N U E
U P D A T E  SUM A C C U M U L A T O R S
S U M E  = SUME + TS U M E 
S U M V  = S U M V  + T S U M V  S U M A  = SUM A  + T S U M A  
S U M U 1 =  S U M U 1 +  T S U M U 1  R E T U R N  


















E V A L U A T E  P O T E N T I A L  U S I N G  P A I R W I S E  A D D I T I V E  L E N N A R D - J O N E S  
PLU S  Q U A D R U P O L E - Q U A D R U P O L E  P O T E N T I A L  FOR S I N G L E  P A R T I C L E
C 0 M M 0 N / P 0 S / X 0 ( 5 0 0 ) , Y 0 ( 5 0 0 ) , Z 0 ( 5 0 0 )
C O M M O N / O R N / A X O (  5 0 0 ) , A Y 0 ( 5 0 0 ) , A Z 0 ( 5 0 0 ) . A Q 0 ( 500) 
C O M M O N / P R O P A / R D E L ,R M A X ,C U B E .C U B E 2 ,H M A X ,D E L T A ,D O M E G A ,Q S Q , 
NP NP1 IRR I A C P T T  I A C P T O  
D I M E N S I O n ’a X O A ( 5 O 0 ) , A Y 0 A ( 5 0 0 ) , A Z 0 A ( 5 0 0 ) , A Q 0 A ( 5 0 0 )  
D I M E N S I O N  X A ( 5 0 0 ) , Y A ( 5 0 0 ) . Z A ( 5 0 0 ) , R S Q A ( 500)
D I M E N S I O N  X( 500) , Y ( 5 0 0 ) .2 ( 5 0 0 ) .RSQ(500)
D I M E N S I O N  L I S T ( 500)
U1 = 0.
POT = 0.
V IR = 0.
M G A T H R = 0  
R L A R G E = R M A X + 1 O 0 .
v
D E T E R M I N E  O R I E N T A T I O N  OF M O L E C U L E  I
HIX =  2 . * ( A Y I * A Z I - A X I * A Q I )
H I Y = - 2 .*(A X I * A Z I + A Y I * A Q I )
H I Z = - A X I * * 2 - AYI * * 2 + A Z I * * 2 + A Q I * *2
J B E G I N = 1
J E N D = N P
DO 495 J = J B E G I N ,J E N D
D I S T A N C E  B E T W E E N  C.O.M. O F  I A N D  J W I T H  M I N I M U M  IMAGE
X ( J ) = C U B E 2 * ( X I - X 0 ( J ) - 2 . * I N T ( X I - X 0 ( J ) ) )
Y ( J ) = C U B E 2 " ( Y I - Y 0 ( J ) - 2 . * I N T ( Y I - Y 0 ( J ) ) )
Z ( J ) = C U B E 2 * ( Z I - Z 0 ( J ) - 2 . * I N T ( Z I - Z 0 ( J ) ) )
R S Q ( J ) = X ( J ) * X ( J ) + Y ( J ) * Y ( J ) + Z ( J ) * Z ( J )
I F ( I .E Q .J ) R S Q ( J ) = R L A R G E  
I F ( R S Q ( J ) .L T . R M A X )  M G A T H R = M G A T H R + 1  
I F ( R S Q ( J ) . L T . R M A X )  L I S T ( M G A T H R ) = J  
C O N T I N U E
R E T R I E V E  L O C A T I O N  A N D  O R I E N T A T I O N  FROM G A T H E R I N G  LIST
DO 500 J = 1,M G A T H R  
J L I S T = L I S T ( J )
X A ( J ) = X ( J L I S T )
Y A ( J ) = Y ( J L I S T )
Z A ( J ) = Z ( J L I S T )
A X 0 A ( J ) = A X 0 ( J L I S T )
A Y O A ( J ) = A Y 0 ( J  LI S T )
A Z O A ( J ) = A Z 0 ( J  LI S T )
A Q 0 A ( J ) = A Q 0 ( J  LI S T )
R S Q A ( J ) = R S Q ( J L I S T )












EVALUATE POTENTIAL AND VIRIAL VALUES
DO 510 J = 1,M G A T H R  
R S I = l . / R S q A ( J )
R 6 = R S I * " 3
R P L = 4 8 . * R 6 * ( R 6 - , 5 )
R C C I = S Q R T ( R S I )
C A L C U L A T E  O R I E N T A T I O N  O F  RCC
H X = X A ( J ) * R C C I  
H Y = Y A ( J ) * R C C I  
H Z = Z A ( J ) * R C C I
H J X =  2 . * ( A Y 0 A ( J )* A Z 0 A ( J ) - A X 0 A ( J ) * A Q 0 A ( J ))HJY=-2,*(AX0A(J)*AZ0A(J)+AY0A(J)*Aq0A(J)) 
HJ Z = - A X 0 A ( J )**2-AY0A(J)**2+AZ0A(J)**2+AqOA(J )**2
C A L C U L A T E  Q U A D R U P O L E  C O N T R I B U T I O N  TO THE P O T E N T I A L
CI = HIX*HX-*-HIY*HY+HIZ*HZ
C J = H J X * H X + H J Y " H Y + H J Z " H Z
C G = H I X * H J X + H I Y * H J Y + H I Z * H J Z
C 1 2 = CI*CI
C J 2 = C J * C J
T M = C G - 5 .* CI*CJ
C 0 E F = . 7 5 * q S Q * R C C I * * 5
U Q Q = C Q E F * ( 1 . - 5 . " C I 2 - 5 .* C J 2 - 1 5 ." C I 2 * C J 2 + 2 . * T M * T M )  
U L J = 4 . " R 6 * ( R 6 - 1 .  ) u u q q = U L J + u q q  
V I R I A L = - R P L - 5 .*UQQ 
U R E F = U L J Q Q  
U P E R T = Q .
B A R K E R - H E N D E R S O N  SPLIT OF P O T E N T I A L
I F ( U L J Q q . L T . O . O )  THEN  
VI R I A L = 0 .
U R E F = 0 .
U P E R T = U L J Q Q
E N D I F
U 1 = U 1 + U P E R T
P 0 T = P 0 T + U R E F
V I R = V I R + V I R I A L
C O N T I N U E








S U B R O U T I N E  E Q B R A T ( K D I S T , II'LG, N Y ,K B )
reset sum accumulators after equilibration
R E A L * 8  T O T E , T 0 T U 1 , T O T V  
R E A L * 8  S U M E , S U M U 1 , S U M V , S U M A  
C O M M O N / D I S P / O A X ( 5 0 0 ) , O A Y ( 5 0 0 ) , D A Z ( 500)
C O M M O N / P R O P / I D I S T ( 3 0 0 ) , S U M E ,S U M U 1 ,S U M V ,S U M A ,I SUM 
C O M M O N / P R O P A / R D E L ,R M A X . C U B E .C U B E 2 .H M A X ,D E L T A ,D O M E G A ,Q S Q ,
A N P . N P l ,I R R , I A C P T T , I A C P T O
=  AT E N D  O F  E Q U I L I B R A T I O N  STAGE, SET P R O P E R T Y  SUMS TO Z E R O
I F ( K B .L T .K D I S T )  R E T U R N  
IF L G = 1 
KB=0 
I S U M = 0  
S U M E = 0 .
SUMV=0.
S U M A = 0 .
SUM U  1=0.
I A C P T T = 0  
I A C P T O = 0  
DO 7 40 1 = 1 , NY 
740 I D I S T ( I ) = 0
00 745 1 = 1 , NP 
D A X ( I ) = 0 .
D A Y ( I ) = 0 .
745 D A Z ( I ) = 0 .
W R I T E ( 6 , 7 7 7 )
777 F 0 R M A T ( / 1 0 X , 1* * * * E Q U I L I B R A T I O N  C O M P L E T E  * * * * • / / )
W R I T E ( 6 , 9 3 0 )
930 F O R M A T ( 1 H 1 / / / / 4 X ,'K B ' , 5 X , ' P R E S ' , 5 X , 'E N R G 1 , 5 X , ' P E R T ' , 5 X , 'D I S T ' ,
A  5 X ,'A C P T T ' , 4 X ,'A C P T O ' /)






SUBROUTINE R DF ( DR, RDEL, NY, KB, MAXKB)
N O R M A L I Z E  C O U N T E R S  FOR R A D I A L  D I S T R I B U T I O N  F U N C T I O N
R E A L * 8  S U M E , S U M U 1 ,S U M V , S U M A
C Q M M O N / P R O P / I D I S T ( 3 0 0 ) , S U M E ,S U M U 1 ,S U M V ,SUMA,I SUM 
D I M E N S I O N  R R R ( 2 0 0 ) , G R ( 2 0 0 )
Y = I S U M  
Y = 0 .5*Y 
N M = 0
P D E N = D R * ( R D E L * * 3 )
W R I T E ( 6 ,968)
9 68 F O R M A T ( l H l / / / / 1 5 X , ' r  ,6 X ,'R 1 ,6 X ,'IDIST \  3 X ,'G ( R ) 1/)
DO 780 J = 1 , NY 
I F ( I D I S T ( J ) EQ.O) G O T O  780 
N M = N M + 1
V = ( 4 . * 3 . 1 4 1 5 9 / 3 . ) * ( 3 . * F L O A T ( J ) * * 2 + .25)
X = I D I S T ( J )
G R ( N M ) = X / V / Y / P D E N  
R R R ( N M )  = R D E L * F L O A T (  J )
W R I T E ( 6 , 9 7 2 )  J ,R R R ( N M ) ,I O I S T ( J ) , G R ( N M )
9 72 F O R M A T ( 1 4 X , I 3 , 3 X , F 5 . 3 , 3 X , I 6 , F 8 . 3 )
780 C O N T I N U E
W R I T E ( 6,970)
970 F O R M A T ( 1H1///)









SUBROUTINE P R N T ( N P . E P S I , S I G M A , T R ,T . D R ,V O L ,C U B E ,R M A X ,RC.RDEL, 
A D E L T A ,D D M E G A ,Q S Q ,N Y ,D E ,DP)
PRINT INPUT AND OUTPUT PARAMETERS
WRITEf 6,900)900 FORMAT(1H1///)
W R I T E ( 6,902)902 F O R M A T ( 7 X , 4 9 ( * * 1))
W R I T E ( 6,904)904 F 0 R M A T ( 7 X , ' *' ,T5 6 , '*')
W R I T E ( 6,906) NP906 F O R M A T f 7 X . , 8 X , ' M O N T E  CARLO F O R ' ,14,' PARTICLES 1 ,T 56 ,'* 1) 
W R I T E ( 6,904)W R I T E ( 6,902)
W R I T E ( 6,904)W R I T E ( 6,908) EPSI,SIGMA
908 F 0 R M A T ( 7 X , '*' ,2X, ' E P S I / K  = 
W R I T E f  6 , 9 1 0 )  T R ,T
1 . F 7 . 3 . T 3 6 , ' S I G M A  = ' , F 7 . 3 , T 5 6 , 1*'
910 F O R M A T ( 7 X , 1 * ’ ,2 X , 1 TR W R I T E f 6 , 9 1 2 )  D R , V O L
' . F 7 . 3 . T 3 6 , ' T = ',F 7 .3,T 56 ,
912 FORMATf 7 X , ‘ * 1 , 2 X , ' DR W R I T E f 6 , 9 1 4 )  C U B E , R M A X  FORMATf 7 X , 1 * 1 ,2 X ,'CUBE 
W R I T E f 6 , 9 1 6 )  R C . R O E L  F O R M A T f 7 X , ' * ' ,2X, 1 RC 
W R I T E f  6 ,920) D E L T A , N Y  
F O R M A T f 7 X , ' * ' , 2 X , ' D E L T A  = W R I T E f 6 ,922) D O M E G A , Q S Q  
FORMATf 7X , 1 *' , 2 X , 1D O M E G A  =
' , F 7 . 3 . T 3 6 , 1 V O L ' , F 7 .3,T 5 6 ,
914 ' , F 7 . 3 . T 3 6 , 1RM A X  = ' , F 7 .3,T 5 6 ,'*'
916 ' , F 7 .3,T 3 6 , 1D E L R  = 1 ,F 7 .3,T S 6 ,'*'
920 1 , F 7 .3,T 3 6 , 1 NY 1 , 1 3 , 7 5 6 , ' * ' )
922 ' , F 7 .3 , T 3 6 , 1Q S Q  = 1 , F 8 . 4 , T 5 6 , 1*'W R I T E ( 6,904)
W R I T E ( 6,926) DE926 F 0 R M A T ( 7 X , 1* ' ,2X,'ENERGY CORRECTION = ',F 7 .3,T 5 6 ,‘*')
W R I T E ( 6,928) DP928 F 0 R M A T ( 7 X , , 2 X , 1 PRESSURE CORRECTION = ' ,F 7 .3,T56 , '*')
W R I T E ( 6,904)
W R I T E ( 6,902)
=== PRINT RUN-TABLE HEADING 





CO MM O N / D IS P / D AX ( 500),D A Y ( 500),DA2( 500) C O M M O N / P R O P / I D I S T ( 3 D O ) ,S U M E , S U M U 1 ,SUMV,SUMA,ISUM 
DATA D A X ,D A Y ,D A Z / 1500*0./
DATA IDIST/30CT0/DATA ISUM/O/
DATA S U M E ,S U M U 1 ,S U M V ,S U M A / 4 * 0 .ODO/
END
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Abst ract
The solubilities of five solutes, biphenyl, naphthalene, fluorene, 
phenanthrene and acenaphthene, in pure benzene and cyclohexane and in 
mixtures of benzene and cyclohexane, have been determined. The activity 
coefficients of the five solutes in cyclohexane are correlated to within 
an average of 0.6% by Wilson’s equation compared to 9.3% by the 
Scatchard-Hildebrand expression. Similarly for the solutes in benzene, 
the activity coefficients were correlated to within an average of 0.5% 
and 1.2% respectively by the same two methods. For the ternary mixtures 
Wilson's method cor’elates the activity coefficients for the 78 measured 
data points within 1.4% compared to 2.6% by the Scatchard-Hildebrand 
expression. As expected, when Lhe solution exhibits a significant 
deviation from ideal behavior, regular solution theory becomes inade­
quate and Wilson's equation is proposed as a more appropriate corre­
lation. The solubility data can also be correlated as functions of 
reduced temperature Tm/T where Tm is the melting point temperature.
] KO
1 . iQt i^oducj-j on
The correlation of equilibrium solubility behavior ot aromatic 
hydrocarbon solutes in binary mixtures of benzene and cyclohexane by 
both Seatchard-Hi1debrand regular solution theory and Wilson's equation 
requires four sets of experimental data: solubilities of the aromatic
hydrocarbons in pure benzene and pure cyclohexane, and VLE data for the 
benzene-cyclohexane system are necessary to determine the parameters of 
the chosen activity coefficient model, and solubilities of the aromatic 
hydrocarbons in the three binary solvent mixtures.
In the present study, the solubilities of the five aromatic 
hydrocarbons, biphenyl, naphthalene, fluorene, phenanthrene and 
arenaphthene have been determined, (from around room temperature to near 
the melting points of the solids) in both pure and mixed solvents tor 
use with the extensive VLE data for the benzene-cyc lohexane system that 
has been compiled by Gmehling et al . ̂ ̂  . Experimental activity 
coefficients of solutes in ternary systems are evaluated using these 
data and compared with values predicted from theory.
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2. Expe r imenta1 Work
B i p h e n y l  and  n a p h t h a l e n e  wer e  p u r c h a s e d  f r om Ea s t ma n  Kodak,  
p h e n a n t h r e n e  and f l u o r e n e  f r om E a s t e r n  C h e m i c a l ,  and  a c e n a p h t h e n e  f rom 
B r i t i s h  Dr ug Ho u s e s .  Al l  s a m p l e s ,  e x c e p t  a c e n a p h t h e n e ,  we r e  p u r i f i e d  
f u r t h e r  by l i q u i d  c h r o m a t o g r a p h y  on a c t i v a t e d  a l u m i n a  u s i n g  t o l u e n e  as  
e l u a n t .  The s o l i d s  we r e  t h e n  r e c r y s t a l l i z e d  and t o l u e n e  r emoved by 
e v a p o r a t i o n  i n  a vacuum.  A f t e r  r e c r y s t a l l i z a t i o n ,  f l u o r e n e  was b a t c h  
d i s t i l l e d  t o  r emove low b o i l i n g  i m p u r i t i e s  and a c e n a p h t h e n e  was zone  
r e f  i n e d .
The p u r i f i e d  s a m p l e s  we r e  a n a l y s e d  on a G.C.  Mass S p e c t r o m e t e r ,  and 
t h e i r  m e l t i n g  p o i n t s  d e t e r m i n e d .  The r e s u l t s  we r e  a s  f o l l o w s :  b i p h e n y l
9 9 . 6 7  wt % ( 3 4 2 . 6  K) ,  n a p h t h a l e n e  9 9 . 2 1  wt  % ( 3 5 2 . 8  K) ,  f l u o r e n e  9 7 . 8 5  
wt X (38 7 . 6  KJ ,  p h e n a n t h r e n e  9 8 . 6 7  wt % ( 3 7 2 . 8  K) and a c e n a p h t h e n e  9 9 . 2  
wt  % ( 3 6 6 . 5  K) .  The l i q u i d  s a mp l e s  of b e n z e n e  and c y c l o h e x a n e  wer e
" g o l d  l a b e l "  A l d r i c h  p r o d u c t s  and wer e  u s e d  w i t h o u t  f u r t h e r  
p u r i  f i c a t  i o n .
M i x t u r e s  o f  p r e - d e t e r m i n e d  c o m p o s i * i o n  o f  s i n g l e  s o l i d s  w i t h  t h e  
p u r e  and  mi x e d  s o l v e n t s  we r e  made in g l a s s  a m p o u l e s ,  and s e a l e d  w h i l e  
t h e y  we r e  f r o z e n  i n  a Dewar  b o t t l e  c o n L a i n m g  d r y  i c e .  The a mp o u l e s  
wer e  t h e n  p l a c e d  i n  a c o n s t a n t  t e m p e r a t u r e  b a t h ,  and t h e  t e m p e r a t u r e  a t  
wh i ch  t h e  l a s t  t r a c e  o f  s o l i d  d i s a p p e a r e d  was v i s u a l l y  d e t e r m i n e d ,  w h i l e  
t h e  b a t h  t e m p e r a t u r e  was i n c r e a s e d  a t  a r a t e  o f  0 . 1  K e v e r y  1200 s e c o n d s  
n e a r  t h e  e x p e c t e d  m e l t i n g  t e m p e r a t u r e ,  w i t h  t h e  a mp o u l e s  r o t a t e d  a t  a 
s p e e d  o f  0 . 2 5  r p s . Me a s u r e me n t s  we r e  made a t  l e a s t  t w i c e  f o r  e a c h
a mpou l e .  The  e x p e r i m e n t a l  s y s t e m  and  t e c h n i q u e s  we r e  s i m i l a r  t o  t h a t
o f  Me Laugh 1 i n and Za i na 1 t ^ , 3 )  ̂ The s o l  ub i 1 i t  y d a t a  t a ken i n  t h i s
s t u d y  a r e  l i s t e d  in c o l umns  1 and I of  t a b l e s  1, 2 and 3.
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3.  Cor r e l a t i on  and D i s c u s s i o n  
E q u a t i o n s  f o r  t h e  S o l u b i l i t y  o f  S o l i d s
The s o l u b i l i t y  o f  a s o l i d  i n  a l i q u i d  can be used  t o  e v a l u a t e  t h e  
a c t i v i t y  c o e f f i c i e n t  o f  t h e  s o l u t e  component  in t h e  s o l u t i o n  by e q u a t i o n
( 1 ) .  T h i s  e q u a t i o n  i s  v a l i d  i f  no p h a s e  t r a n s i t i o n  t a k e s  p l a c e  i n  t he  
s o l i d  p h a s e  b e t we e n  t h e  s y s t e m t e m p e r a t u r e  T arid t h e  s o l u t e  m e l t i n g  
t e m p e r a t u r e  T , and i f  t h e  P o y n t i n g  c o r r e c t i o n  i s  n e g l e c t e d .
AS * T AC* T
-e" X2 ' I T  1 f" - 11 - -R- 1 f- - 11
AC * T
-IP + { 1 )
When a p h a s e  t r a n s i t i o n  does  t a k e  p l a c e  be t we e n  T and T e q u a t i o n  (1)
mus t  be m o d i f i e d  t o  i n c l u d e  t h e  e f f e c t  nt  t h e  t r a n s i t i o n  on s o l u b i l i t y
a t  s o l u t i o n  t e m p e r a t u r e s  be l ow t h e  t r a n s i t i o n  p o i n t .  For  a f i r s t  o r d e r
(4)
p h a s e  t r a n s i t i o n ,  as  g i v e n  t o r  exampl e  by We i me r and P r a u s n i t z  ,
AS? T AC* T
- l n X 2 = r 1 t” - 11 - / 1 T* - '»
. AC* T AS** T P
- J * -  £ n ^  + y  ( ,f - - 1 i + i!ny2 (2)
and f o r  a l ambda p o i n t  t r a n s i t i o n  e q u a t i o n  t. 1 > i s  modi  t i e d  t o  e q u a t i o n
( 3 ) ,  a s  d i s c u s s e d  by Choi  and Mc La u g h l i n ^ ”**.
f  fAS„ T AC T-tnX2 = -sr < r ‘ < r - "
AC* T
— jp An ^  + Any2 + A (3)
wher e  A, t h e  a d d i t i o n a l  e f f e c t  o f  t h e  lambda p o i n t  t r a n s i t i o n ,  i s  g i v e n  
by
In  e q u a t i o n  ( 4 ) ,  C r e p r e s e n t s  t h e  s p e c i f i c  h e a t  o f  t h e  s o l i d  d u r i n g  a
g
l ambda p o i n t  t r a n s i t i o n  f rom t e m p e r a t u r e  t o  and C Lhe b a s e  l i n e  
s p e c i f i c  h e a t  as  i f  no p h a s e  t r a n s i t i o n  o c c u r e d .  E x p e r i m e n t a l  v s .  T 
d a t a  t h e r e f o r e  p e r m i t  e v a l u a t i o n  o f  t h e  a c t i v i t y  c o e f f i c i e n t s  o f  t h e  
s o l u t e  by u s i n g  one  o f  t h e  a bove  e q u a t i o n s  p r o v i d e d  t h e  n e c e s s a r y
p h y s i c a l  p r o p e r t i e s  o f  t h e  s o l i d  a r e  a v a i l a b l e .  Fo r  t h e  f i v e  s o l i d s  
u s e d  i n  t h i s  s t u d y ,  t h e  n e c e s s a r y  p h y s i c a l  p r o p e r t i e s  a r e  a v a i l a b l e  and 
a r e  g i v e n  i n  t a b l e  A. I t  s h o u l d  he n o t e d  t h a t  t h e  s o l u b i l i t y  
e q u a t i o n s  t o  be  u s e d  do n o t  c o n t a i n  p r o p e r t i e s  o f  t h e  s o l v e n t  and  ca n  
t h e r e f o r e  be u s e d  d i r e c t l y  t o  o b t a i n  t h e  s o l u t e  a c t i v i t y  c o e f f i c i e n t  in 
mi x e d  a s  w e l l  a s  s i n g l e  s o l v e n t s .
1 X4
So l u b i l i t y  in Mu l t i c o m p o n e n t  Sys t e ms  
S c a t c h a r d - H i  l d e b r a n d  R e g u l a r  S o l u t i o n  Th e o r y
Of t h e  v a r i o u s  t h e o r i e s  t h a t  c a n  be u s e d  t o  c o r r e l a t e  t h e  s o l u t e  
a c t i v i t y  c o e f f i c i e n t s  o f  t h e  s y s t e m s  i n v e s t i g a t e d ,  t h e  S e a t c h a r d -
H i l d e b r a n d  r e g u l a r  s o l u t i o n  t h e o r y  ha s  s o  f a r  be e n  t h e  o n l y  one we have  
i n v e s t i g a t e d  e x t e n s i v e l y  f o r  o u r  work i n  s i n g l e  s o l  v e n t
For  t h i s  mo d e l ,  t h e  a c t i v i t y  c o e f f i c i e n t  of  t h e  r t *1 component  in a 
m u l t i c o m p o n e n t  m i x t u r e  o f  C c o mp o n e n t s  i s  g i v e n  by M a I e s i u s k i ^ ^  as
fi ] C C
RT J2n y = V ' 1 2. {A . + A -  A . j cp. tf> . (S)r  r 2 . , . , r l r i  l i i t
i =  l J = 1
w i t h  A . -  A . . -  0 ,  A . . -  A . . and r  = 1 , 2 ,  . . .  C. 1he A ' s a r e
i i ) l  i . l l i  i.l
t h e m s e l v e s  r e l a t e d  t o  t h e  s o l u b i l i t y  p a r a m e t e r s  A. by t h e  e q u a t i o n s
A ; f A - A i ' ' t 2 1’ (S A ! n )
l .J J ij * .)
w he r e
A£Vap 1/2







f t  ha s  a l r e a d y  b e e n  shown by Choi  and  Me La ugh 1 i n *  ̂ t h a t  t o r  t h e  p r e s e n t
s o l u t e s  i n  t h i o p h e n e  and p y r i d i n e  li . . ^0 and so t tie a c c u r a c y  o f  
p r e d i c t i o n  ca n  be g r e a t l y  e n h a n c e d  i f  t C . ' s  a r e  i n d e e d  u s e d ,  wh i c h  a r e  
c u r r e n t l y  o n l y  a v a i l a b l e  by f i t t i n g  t h e  e q u a t i o n s  t o  e x p e r i m e n t a l  d a t a .
When e q u a t i o n  ( 5 )  i s  e x p a n d e d  f o r  a t e r n a r y  m i x t u r e  of a s i n g l e  
s o l u t e  2 i n s o l v e n t s  1 and d we g e t
RT t*n y2 = \'l (A12 ^  + A2 i  + ( A 12 t  A j i  - An ) 0 ,  <1̂ 1 ( d )
1 Kh
For  a s o l u t e  A i n  a s i n g l e  s o l v e n t  1 e q u a t i o n  ( (J ) f u r t h e r  r e d u c e s  t o
RT &n V2 " V2 A12 0 1 ( 10)
and in t h e  a b s e n c e  o f  e x p e r i m e n t a l  d a t a ,  &^ . may be  a s s u me d  z e r o ,  t h e n
u s i n g  e q u a t i o n  ( 6 )  f o r  A ^
RT JEn y2 -  V2 ^  ( 6 1 -  6 2 ) 2 ( 11)
For  t h e  s o l v e n t  m i x t u r e s ,  v a l u e s  of £ r e p r e s e n t i n g  t h e  s o l v e n t -
s o l v e n t  i n t e r a c t i o n  we r e  e v a l u a t e d  f rom t h r e e  s e t s  of i s o t h e r m a l  d a t a
g i v i n g  18 e x p e r i m e n t a l  a c t i v i t y  c o e f f i c i n e t s , wh i c h  we r e  f i t t e d  t o
e q u a t i o n  ( 1 0 )  u s i n g  t h e  s o l u b i l i t y  p a r a m e t e r s  and l i q u i d  m o l a r  vo l umes
l i s t e d  i n  t a b l e  'i f o r  e a c h  p a r t i c u l a r  s y s t e m f o r  wh i c h  £  ̂ i s  r e q u i r e d .
1 ,3 b
W i I s o n ' s  Equa t i o n
The u s e  o f  W i l s o n ' s  e q u a t i o n  t o  p r e d i c t  t h e  a c t i v i t y  c o e t f i c i e n t  o[ 
a s o l u t e  i n  b o t h  a p u r e  a nd  a mi xed  s o l v e n t  s y s t e m  o u g h t  t o  show a 
marked improvement o v e r  r e g u l a r  s o l u t i o n  t h e o r y  f o r  s y s t e m s  e x h i b i t i n g  a
s i g n i f i c a n t  d e v i a t i o n  f rom i d e a l  b e h a v i o r ,
E ( g)
W i l s o n ' s  e q u a t i o n  f o r  g , o f  a C c ompone n t  m i x t u r e ,  i s  g i v e n  by
E C  C
RT = <-> ii. X , ln !,jl, \ j  V  l,2>
whe r e
VL - ( A . . - A . . J
A = J exp {  U  _V>_ j ( It)
i j  VL ^  ‘ RT
i
AA . = A . . - A*-.] il i i
A . . * A . . A . = A - 1
i ] J i ii ,1 1
The r e s u l t i n g  e x p r e s s i o n  t o r  t h e  a c t i v i t y  c o e f f i c i e n t  of t h e  i
( 8 Jcomponent  i n  a m i x t u r e  o f  C c o mp o n e n t s  i s  g i v e n  by
i n  y.  = 1 - in I j ,  X A | - i  ( V ' k' , , , 4 .
A . A,
*- J k )
,i = i
When e q u a t i o n  ( 14)  i s  e x p a n d e d  f o r  t h e  a c t i v i t y  c o e f f i c i e n t  o f  s o l u t e  2 
i n mi xe d  s o l v e n t s  o f  1 and  '1 we g e t
In v2 = 1 - In {X] A21 + X2 + X,j A2Ji
.  _xj V  _ _
(Xj ♦ X2 A ]2 ♦ X 3 A 1:i) cx, A21 ♦ X2 ♦ X ;J A,;jJ
X A
+ — ..... .. • • j (15)
t Xl A31 + X2 A )2 + V
E q u a t i o n  ( 1 5 )  c o n t a i n s  6 a d j u s t a b l e  p a r a m e t e r s ,  two f rom e a c h  o f  t h e  
t h r e e  b i n a r y  m i x t u r e s .  Recommended v a l u e s  o f  t h e  s o !v e n t  - so 1 v e n t  b i n a r y
i n t e r a c t i o n  p a r a m e t e r s  A ̂  and a r e  g i v e n  by Gme h l i ng  e t  j 1 ^  \  i n
t h e  form o f  AA and  AA^j ,  f r om VLE d a t a  f o r  t h e  b e n z e n e - e y e  1 o h e x a n e  
s y s t e m .
E q u a t i o n  ( 1A) may be r e w r i t t e n  f o r  a b i n a r y  s o l u t e - 2 ,  s o l v e n t - 1  
m i x t u r e  a s
In -  - I n  tX2 + A21 X {) - Xt { * ( l 6 )
T a k i n g  n o t e  o f  t h e  f a c t  t h a t  t h e  d i f f e r e n c e s  in t h e  c h a r a c t e r i s t i c
e n e r g i e s  ( A  ̂ -  A . . ) ,  AA. ^ ,  in e q u a t i o n  ( 1 3 ) ,  a r e  a p p r o x i m a t e l y
i n d e p e n d e n t  o f  t e m p e r a t u r e  o v e r  mode s t  t e m p e r a t u r e  r a n g e s ,  t h e n  e q u a t i o n
( 16)  can  he s o l v e d  i t e r a t i v e l y  f o r  b o t h  AA. . and AA . by c o m p a r i n g  t h el j j 1
r e s u l t s  o f  e q u a t i o n  ( 16)  d e t e r m i n e d  f o r  two d i f f e r e n t  e x p e r i m e n t a l  d a t a
p o i n t s  and  c o r r e s p o n d i n g  a c t i v i t y  c o e f f i c i e n t s .
V a l u e s  o f  AA and AA . . we r e  d e t e r m i n e d  u s i n g  t h e  l o we s tU  .1 i
e x p e r i m e n t a l  s o l u b i l i t y  d a t a  p o i n t  and  e a c h  o f  t h e  o t h e r  e x p e r i m e n t a l  
b i n a r y  d a t a  p o i n t s  i n  s e q u e n c e ,  on a p p r o a c h i n g  t h e  m e l t i n g  t e m p e r a t u r e .  
Ar i t  t imet i c a v e r a g e s  we r e  t h e n  t a k e n  t o  o b t a i n  o v e r a l l  v a l u e s  o f  t h e  
c h a r a c t e r i s t i c  e n e r g y  d i f f e r e n c e .  The l o we s t  s o l u b i l i t y  d a t a  p o i n t ,  and 
h e n c e  t h e  l a r g e s t  d e v i a t i o n  f rom i d e a l i t y ,  was a l wa y s  u s e d  in t h e s e  
d e t e r m i n a t i o n s ,  a s  i t  was f e l t  t h a t  t h e  c o r r e s p o n d i n g  v a l u e  of t h e
a c t i v i t y  c o e f f i c i e n t ,  woul d  l i k e l y  be more  a c c u r a t e  f o r  t h e  c a l c u l a t i o n s  
due  t o  i t s  m a g n i t u d e .  I f  s i d e - b y - s i d e  d a t a  p o i n t s  we r e  u s e d  t h i s  
p r o d u c e d  i n s t a b i l i t i e s  i n  t h e  i t e r a t i v e  c a l c u l a t i o n s .  T h i s  p r o c e d u r e  
was r e p e a t e d  f o r  a l l  10 so 1 u t e - s o  1 v e n t  b i n a r y  m i x t u r e s .
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Dis cus sion
E x p e r i m e n t a l  a c t i v i t y  c o e f f i c i e n t s  o f  b i p h e n y l ,  n a p h t h a l e n e ,  
t l u o r e n e  a nd  a c e n a p h t h e n e  i n  t h e  mi x e d  s o l v e n t s  we r e  c a l c u l a t e d  u s i n g  
e q u a t i o n  ( 1 )  and f o r  p h e n a n t h r e n e  u s i n g  e q u a t i o n  (3)  f o r  t e m p e r a t u r e s  
be l o w t h e  end  o f  t h e  Lambda p o i n t  t r a n s i t i o n  and e q u a t i o n  ( 1)  a b o v e  t h e  
end o f  t h e  t r a n s i t i o n .  In t h e  c a l c u l a t i o n s ,  t h e  o b s e r v e d  m e l t i n g  p o i n t s  
o f  t h e  s o l u t e s  we r e  u s e d  so  t h a t  t h e  c o n d i t i o n  1nX^ * 0 a s  Tm/T * 1 was 
s a t i s f i e d .  Fo r  b i p h e n y l ,  v a l u e s  o f  and ^̂ 2 wer<’ t a k e n  a s  l i s t e d  in
a p r e v i o u s  s t u d y  on t h e  s o l u h i l i t y  in t h i o p h e n e  and p y r i d i n e ^ ^ .
The s e  v a l u e s  o f  e x p e r i m e n t a l  a c t i v i t y  c o e l t i c i e n t s  . i re c ompa r e d  t o  
t h o s e  c o r r e l a t e d  by t h e  me t h o d s  d i s c u s s e d  e a r l i e r  w i t h  t h e  d i f f e r e n c e s  
d e f i n e d  by A, g i v e n  by
( \ J  - (Y. J  ,2 exp  2 p r e d
A  = , ^  1 X 1 o n  ( 1 7 )
tYT , x P
B1 nary^ M 1 xtures
As c an  be s e e n  f rom t a b l e s  2 and 3 f o r  s o l u t e s  w i t h  e i t h e r  p u r e
b e n z e n e  o r  c y c l o h e x a n e  and w i t h  .2 = 0 ,  and t h e  H u n t i n g  da t um p o i n t
me t hod  a p p l i e d  t o  t h e  Sea t cha  rd-H i 1 deb ru rid r e g u l a r  s o l u t i o n  t h e o r y ,
e q u a t i o n  (.111 p r e d i c t s  t h e  e x p e r i m e n t a l  a c t i v i t y  c o e f f i c i e n t  l o r  t h e
f i v e  s o l u t e s  i n  b e n z e n e  w i t h i n  1. 2 p e r c e n t  f o r  t h e  )2 d a t a  p o i n t s  g i v e n  
i n  t a b l e  2 and w i t h i n  9 . 3  p e r c e n t  f o r  t h e  38 d a t a  p o i n t s  of  t  a f i l e 3 f o r  
t h e  s o l u t e s  i n  c y c l o h e x a n e .  T h i s  d i f f e r e n c e  in a c c u r a c y  i s  not  
s u r p r i s i n g  as  s o l u t i o n s  in c y c l o h e x a n e  a r e  c o n s i d e r a b l y  more  n o n - i d e a l  
t h a n  i n  b e n z e n e  and t h e  model  t h e r e f o r e  e x p e c t e d  t o  lie l e s s  s u c c e s s f u l .
I f  e q u a t i o n  ( 1 0 )  i s  u s e d  w i t h  2 of  e q u a t i o n  ( b j  e v a l u a t e d  a t  t h e  
l o we s t  t e m p e r a t u r e  a t  wh i c h  s o l u b i l i t y  m e a s u r e m e n t s  we r e  t a k e n ,  t l c n  as  
s e e n  f rom t a b l e s  2 and 3,  t h e  r e s u l t s  f o r  b e n z e n e  a r e  w i t h i n  0 , 6  p e r c e n t
18‘J
and f o r  c y c l o h e x a n e  w i t h i n  4 . 0  p e r c e n t .  The i! 1 j  ' s u s e d  a r e  g i v e n  in 
t a b l e  6.
The a d d i t i o n a l  p a r a m e t e r  o f  t h e  Wi l s o n  e q u a t i o n  s h o u l d  a l l o w  a 
f u r t h e r  i mpr ove me n t  i n  Lhe c o r r e l a t i o n  o f  t h e  a c t i v i t y  c o e f f i c i e n t .  
U s i n g  e q u a t i o n  ( 16 )  and  e v a l u a t i n g  t h e  b i n a r y  p a r a m e t e r s  a s  d i s c u s s e d  
e a r l i e r ,  t h e  r e s u l t s  f o r  b e n z e n e  a r e  w i t h i n  0 . 5  p e r c e n t  and f o r  
c y c l o h e x a n e  w i t h i n  0 . 6  p e r c e n t .  The v a l u e s  of  t h e  c h a r a c t e r i s t i c  e n e r g y  
d i f f e r e n c e s ,  AA , o f  t h e  b i n a r y  Wi l s o n  p a r a m e t e r s  a r e  g i v e n  i n  t a b l e  7.
In o r d e r  t o  t e s t  t h e s e  me t h o d s  w i t h  s o l u b i l i t i e s  a t  u t h e r  t h a n  
s a t u r a t i o n  c o n d i t i o n s  a c o m p a r i s o n  ca n  he made o f  t h e  c a l c u l a t e d  and
e x p e r i m e n t a l  a c t i v i t y  c o e f f i c i e n t s  o f  b e n z e n e  ( t )  a t  i n f i n i t e  d i l u t i o n
°°2w i t h  p h e n a n t h r e n e  ( 2 ) ,  -  1 . 4 4 4  a t  01 IK compar ed  w i t h  t h e
e x p e r i m e n t a l  v a l u e  o f  1. 41 a t  89 }K and 1. 11 x U) 1 N*m ^ d e t e r m i n e d  by
(9)
T u r e k  e t  a l .  u s i n g  g a s - l i q u i d  c h r o m a t o g r a p h y .
T e n a r y  M i x t u r e s
T a b l e  1 g i v e s  a c o m p a r i s o n  ot  e x p e r i m e n t a l  a c t i v i t y  cue  f f l c i e n t  s 
a nd  v a l u e s  p r o d u c e d  by b o t h  S e a t c h a r d - H i 1d e b r a n d  r e g u l a r  s o l u t i o n  * h e n r y
a nd  W i l s o n ' s  e q u a t i o n  f o r  t h e  f i v e  s o l u t e s  in t h r e e  s o l v e n t  m i x t u r e s .
The a c t i v i t y  c o e f f i c i e n t s ,  c a l c u l a t e d  w i t h  t h e  11 o a t  m g  da t um p o i n t  
me t h o d  o f  Choi  and  Me I .augh 1 i n ^   ̂ w i t h  t h e  2 i j  ' s -  0 ,  show an a v e r a g e  
r e p r o d u c i b i l i t y  o f  2 . 6  p e r c e n t  f o r  78 d a t a  p o i n t s .  On t h e  o t h e r  ha n d ,  
when t h e  a c t i v i t y  c o e f f i c i e n t s  a r e  c a l c u l a t e d  w i t h  t h e  d i j ' s  t 0 ,  t h e  
a v e r a g e  r e p r o d u c i b i l i t y  i mpr oved  t o  2 . 2  p e r c e n t .  However  t h e  e x t e n t  of  
i mp r o v e me n t  d e p e n d e d  upon t h e  s o l u t e  b e i n g  c o n s i d e r e d  and t h e  
c o m p o s i t i o n  o f  t h e  s o l v e n t  m i x t u r e .  I n d e e d  f o r  s o l u t e s ,  p a r t i c u l a r l y  
b i p h e n y l ,  t h e  r e p r o d u c i b i l i t y  d e c r e a s e d .  In g e n e r a l  h o we v e r ,
] 'JO
i mpr ove me n t  was more  n o t i c e a b l e  f o r  s o l v e n t  m i x t u r e s  w i t h  a h i g h e r  
p r o p o r t i o n  o f  c y c l o h e x a n e .
The a c t i v i t y  c o e f f i c i e n t s  c o r r e l a t e d  by t h e  Wi l s o n  e q u a t i o n  had  an 
a v e r a g e  r e p r o d u c i b i l i t y  o f  1 . 4  p e r c e n t  and  t h e  i mpr ove me nt  a b o v e  t h e  
S e a t c h a r d - H i I d e b r a n d  r e g u l a r  s o l u t i o n  t h e o r y  i s  r e a d i l y  s e e n  i n  t a b l e  1. 
Ag a i n  t h i s  i mpr ove me n t  i s  more  n o t i c e a b l e  f o r  s o l v e n t  m i x t u r e s  w i t h  a 
h i g h e r  p r o p o r t i o n  o f  c y c l o h e x a n e  wh i c h  e x h i b i t  a g r e a t e r  d e v i a t i o n  f rom 
i d e a l  b e h a v i o r .
G e n e r a l i z a t i o n  o f  t h e  S o l u b i l i t y  o f  S o l i d s
I t  was shown by Mc La u g h l i n  arid Z a i n a l ^ 1 ^  and Lhoi  and
( 4 )Mc La u g h l i n  t h a t  t h e  s o l u b i l i t y  of  s o l i d s  in b i n a r y  s y s t e m s  can be
g e n e r a l i z e d  when - l o g  X,, was p l o t t e d  as  a f u n c t i o n  nl  (T / I ) .  S i m i l a r2 m
p l o t s  have  b e e n  made f o r  t h e  f i v e  s o l i d s  in ( e a c h  o f )  t h e  t h r e e  mi xed  
s o l u t i o n s ,  70,  59 a nd  30 mol e  p e r c e n t  b e n z e n e ,  e a c h  s h o wi n g  a s t r a i g h t
l i n e  t r e n d  w i t h  c o r r e l a t i o n  c o e f f i c i e n t s  o t  0.9*) ' ) ,  0 . 9  94 and 0 . 9 9  5
r e s p e c  t i ve 1 y .
The e q u a t i o n  o f  t h e  s t r a i g h t  l i n e ,  wh i c h  was o b t a i n e d  by a l e a s t  
s q u a r e s  f i t  o f  t h e  s o l u b i l i t y  d a t a  f o r  e a c h  s o l v e n t ,  c a n  be r e p r e s e n t e d  
by equa  1 1on ( 1 8 ) .
T
- l o g  X2 = 2 . 303R i f - ' 1 * t l 8 )
£
The vu i i i e  o f  AS^ i n  e q u a t i o n  ( 18 )  c an  be u s e d  t o  compar e  t h e  a v e r a g e
S,n o n - i d e a l i t y  o f  t h e  s o l u t e s  i n  e a c h  s o l u t i o n .  AS^ , f o r  e x a m p l e ,  becomes
6 0 . 8 3 d ,  6 5 . 7 1 9  and  7 4 . 4 9 2  J  . mo 1 *.K * f o r  t h e  s o l u t i o n s  w i t h  t h e  t h r e e
mi xed  s o l v e n t s  70,  50 and 30 mol e  p e r c e n t  b e n z e n e ,  r e s p e c t i v e l y .  
Mc La u g h l i n  and Z a i n a l ^  1 ^  o b t a i n e d  5 7. 7 78 and 10 1. 7 59 J . mo 1 ' K  ̂ f o r
I1) 1
AS^ in s o l u t i o n s  wiLh b e n z e n e  and c y c l o h e x a n e ,  r e s p e c t i v e l y .  Non­
i d e a l i t y  o f  s o l u t e s  i n  t h e  t h r e e  s o l u t i o n s  t h u s  l i e s  b e t we e n  t h a t  in 
b e n z e n e  and i n  c y c l o h e x a n e  s o l u t i o n s  w i t h  i n c r e a s i n g  d e p a r t u r e  f rom 
i d e a l i t y  f o r  i n c r e a s i n g  c o n c e n t r a t i o n s  o f  c y c l o h e x a n e .
T h i s  r e s u l t  c an  be e x p e c t e d ,  h o w e v e r ,  i f  one  e x a mi n e s  e q u a t i o n
t e r n a r y  s o l u t i o n  a p p r o a c h e s  y > o f  t h e  c y c l o h e x a n e  s o l u t i o n  w h i l e  t h e  
c o n c e n t r a t i o n  o f  c y c l o h e x a n e  in t h e  s o l v e n t  m i x t u r e  i n c r e a s e s .
G e n e r a l i z a t i o n  i s  p o s s i b l e  due t o  t h e  t a c t  t h a t  AS* and of  t h e  
f i v e  s o l i d s  a r e  s i m i l a r  i n  m a g n i t u d e .  A c c o r d i n g l y ,  t h e  s o l u b i l i t y  of  a 
d i f f e r e n t  s o l u t e  in a t e r n a r y  s o l u t i o n  of t h e  t h r e e  m i x t u r e s  o f  s o l v e n t s  
c an  be p r e d i c t e d  a p p r o x i m a t e l y  i f  AS*, and 6 ,  of  t h e  new s o l u t e  a r e  
s i m i l a r  t o  t h o s e  o f  t h e  f i v e  s o l u t e s  u s e d  in t h i s  s t u d y .
( 1 9 ) ,  a n o t h e r  f or m o f  e q u a t i o n  ( 9 )  w i t h  )l 0 ,  we have
( 19)
whe r e
( 2 0 )
and
(21 )
6 a p p r o a c h e s  6 a s  t h e  vo l ume  t r a c t i o n  off o r  a g i v e n  v a l u e  of  41
c y c l o h e x a n e  ({) i n c r e a s e s  in e q u a t i o n  i 2 0 ) .  A c c o r d i n g l y ,  y of the
[J2
NomencJ_a ture
AC* - difference of molar specific heat between those of liquid
and solid at fusion temperature, J/mol-K
VAE - molar energy of vaporization, J/mol
jrg ' - excess molar Gibbs free energy, J/mol
All ̂ ~ mo la r entha lpy change of phase transition, J/mo 1
VAh - molar enthalpy of vaporization, J/mol
£. . - binary parameter
R - gas constant
k
AS - excess molar entropy of mixing, J/mol-K
AS^ - mo 1 ar entropy change of fusion, J/moI-K
HAS^ _ 1 east-squares-fit ted value, J/mol-K
AS^ - molar entropy change of phase transition, J/mol-K
T - sys tem tempe ra tu re, K
T - melting temperature, K
- temperature of first-order phase transition, K
£
V - m o l a r  l i q u i d  v o l ume ,  m !/ mol
X -  mo l e  f r a c t i o n
Greek Letters
Aij - binary interaction parameter-Wi1 son equation 
y - activity coefficient
6 - solubility parameter
$ - volume fraction
K - characteristic energy, J/mol
Subscripts
1,1 - sol vent
s o l u t e  ( S<J 1 i d J
19)
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TABLE 1
Compar i son of  t h e  Ex p e r i me n t a l  and P r e d i c t e d  A c t i v i t y  C o e f f i c i e n t s  
of  Ar omat i c  Hydr ocar bon S o l i d s  i n  t h r e e  mixed s o l v e n t s
A. .=0 A. *0 u .. , „_______ lj________  ______lj Wilson s Eg.
(X )exp (y )exp (y )cal A (y )caI A (y )cal A
X % X
Bi p h e n y l / 7 0  mole % Benzene and 30 mole % Cycl ohexane
290. 25 .2843 1.171 1. 189 1.5 1 .204 2. 8 1 . 200 2. 4
300 . 85 .3846 1. 105 1.119 1 . 3 1 . 128 2 . 1 1 . 139 3. 1
306. 75 .4484 1 . 080 1 .088 0 . 7 1 . 094 1 . 3 1 . 108 2. 6
314. 55 .5491 1 . 043 1 .05 1 0 . 8 1 .055 1 . 2 1.069 1.6
323. 55 .6784 1. 017 1 .023 0 . 6 1 . 024 0 . 7 1 . 033 1 .6
Bi p h e n y l / 5 0  mole % Benzene and 50 mole % Cycl ohexane
290. 45 . 2524 1. 326 1 .297 2. 2 1 . 354 2 . 1 1 . 338 0. 9
298. 65 . 3304 1 . 224 1 .209 1 . 2 1 .248 1 .9 1 .252 2 . 3
307. 85 . 4376 1 . 134 1 . 126 0 . 6 1 . 149 1 . 3 1 . 163 2 . 6
314. 05 .5274 1 . 074 1 .080 0 . 5 1 . 094 1 .8 1 . 108 3. 1
323. 55 .6672 1 . 034 1 . 034 0 . 0 1 . 040 0 . 6 1 .049 1.5
324. 95 .6953 1 . 020 1 .028 0 . 7 1 .032 1 . 2 1 . 040 1 . 9
B i p h e n y l / 30  mole °4 Benzene and 70 mole
297 . 05 .2704 1 .442 1 , 355
302 . 95 . 3361 1 . 325 1 .294
309. 05 .4182 1.217 1.181
313. 35 .4857 1 . 149 1 . 130
319. 45 .5826 1 .0891 1 . 077
325. 95 . 6990 1 . 036 1 . 035
% Cyclohexane
6.  1 1 .470 2. 0 1 . 461 1. 3
4 . 6 1 . 347 1 .6 1 . 350 1.9
3. 0 1 .235 1.41 1 .245 2 . 3
1.7 1. 168 1. 6 1 . 180 2 . 6
1 . 1 1 .098 0 . 9 1 . 109 1.8
0 . 1 1.045 0 , 9 1 .052 1.6
Na p h t a l e n e / 7 0  mole % Benzene and 30 mole % Cycl ohexane
299 . 65 .2844 1. 187 1 .287 8 . 5 1 .264 6 .6 1 . 175 0 . 9
312. 65 . 4045 1. 123 1.17 1 4 . 3 1 . 158 3. 1 1 . 127 0 . 4
321 .55 .5071 1 . 084 1 . 105 2. 0 1 .097 1 . 2 1 .090 0 . 6
334. 35 .6854 1 .037 1 .037 0 . 0 1. 034 0 . 3 1.039 0. 2
337. 95 . 7417 1 .027 1 . 024 0 . 4 1 . 022 0 . 5 1 .027 0 . 0
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2. .=0 i . . '1 s*0 Wi Ison1s Eq
(X )exp Cy )exp Cy )cal A (y )cal A Cy )ca1 A
K % % %
Naphthalene/50 mole % Benzene and 50 mole % Cyclohexane
302.95 .2850 1.280 1.370 7.1 1.366 6.7 1.261 1.5
313.25 .3891 1. 183 1.237 9.6 1.239 9.9 1. 188 0.9
318.65 .9520 1 . 199 1. 178 3.0 1.176 2.8 1. 150 0.5
326.65 .5598 1.090 1. 109 1 .2 1. 103 1. 1 1.096 0.5
329.75 .6097 1.079 1.080 0.6 1.080 0.6 1.077 0.3
390.75 .7898 1.029 1.021 0.3 1.021 0.3 1.023 0. 1
Naphthalene/30 mole % Benzene and 70 mole % Cyc1ohexane
297.15 .2091 1.557 1.698 5.8 1 . 703 9.9 1.509 3.9
311.85 .3900 1.313 1.366 9.1 1. 395 6.3 1.319 0. 1
323.55 .9931 1. 162 1. 183 1.9 1. 197 3.0 1. 170 0.7
326.05 .5308 1 . 136 1 . 152 1 .9 1. 163 2.9 1. 193 0.7
339.25 . 7535 1 .037 1 .035 0. 1 1.038 0. 1 1.037 0.0
Fluorene/70 mole % Benzene and 30 mole % Cyclohexane
311.65 . 1596 1.933 1. 502 9.8 1.996 9.9 1.910 1.6
330.35 .2777 1.260 1.288 2.2 1.285 2.0 1.250 0.8
339.85 .3603 1. 189 1. 196 1.0 1. 199 0.9 1.175 0.8
396.85 .9353 1. 127 1. 137 0.9 1. 135 0.8 1. 125 0.2
356.55 .5977 1.077 1.075 0 . 1 1.075 0 . 1 1.071 0.5
Fluorene/50 mole % Benzene and 50 mole % Cyclohexane
317.05 . 1558 1.668 1.657 0.7 1. 798 9.8 1 .596 9.3
331.95 .2598 1.921 1.912 0.6 1 .965 3.1 1 . 380 2.9
393. 15 .3693 1.252 1.299 0.2 1.278 2. 1 1 .232 1.5
351.95 .9636 1. 156 1. 153 0.2 1.171 1.3 1. 195 1.0
359.35 .5730 1.083 1.085 0.2 1.099 1.0 1.081 0.2
Fluorene/30 mole ^ Benzene and 70 mole % Cyclohexane
319.65 . 1396 2.050 1.907 7.0 2. 190 6.8 1.955 9.6
327.95 . 1809 1.816 1.729 5.1 1.937 6.6 1. 750 3.6
392.15 .3111 1.937 1.397 2.8 1.501 9.9 1.398 2.7
350.65 .9192 1.259 1.239 1.6 1.297 3. 1 1.236 1.8
359.25 .5971 1. 132 1. 129 0.8 1. 152 1. 7 1. 121 1.0
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(X )exp (Y )exp (Y )ca1 A (Y )cal A (Y )ca1 A
J ( _ % % %
Phenanthrene/70 raole % Benzene and 30 mole % Cyclohexane
307.95 .2041 1.564 1.742 11.4 1.605 2.6 1.546 1 . 2
314.65 .2567 1.434 1.566 9.2 1.466 2.2 1 .437 0.2
324.55 .3521 1.274 1.350 5.9 1 .291 1.3 1 .291 1 , 3
351 .55 .6910 1.052 1.047 0.4 1 ,040 1. 1 1 .047 0.5
362.65 .8556 1 .008 1.009 0.1 1 .007 0. 1 1 .009 0. 1
Phenanthrene/50 mole % Benzene and 50 mole % Cyclohexane
305.35 . 1503 2.000 2.264 13.2 2. 110 5.5 1 .939 3. 1
318.65 .2503 1 .597 1. 739 8.9 1.658 3.8 1 .592 0.3
327.25 . 3415 1. 386 1.465 5.7 1.418 2.3 1 .392 0.5
343.55 . 5629 1.132 1. 142 0.9 1. 729 0.3 1 . 132 0.0
360.85 .8177 I .026 1 .018 0.8 1.017 0.9 1 .018 0.8
Phenanthrene/30 mole % Benzene and 70 mole % Cyclohexane
312.25 . 1469 2. 386 2.588 8.5 2.539 6.4 2.310 3.2
320.25 .2123 1.943 2. 109 8.5 2.078 6.9 1 ,935 0.5
326.85 .2800 1.677 1. 780 6.1 1.759 4.9 1 .672 0.3
353.75 . 7018 1.074 1.068 0.6 1.067 0.7 1 .067 0.7
360.65 .8147 1.027 1 .023 0.4 1.023 0.4 1 .024 0.3
Acenaphthene/70 mole % Benzene and 30 mole % Cyclohexane
312. 75 .2467 1.237 1 .256 1 .5 1 .247 0.8 1.226 0.9
319.65 . 3050 1. 188 1 . 198 0.9 1. 192 0.3 1.173 1. 3
333.25 .4545 1 .099 1 . 100 0.2 1.097 0. 1 1 .084 1.3
338.55 .5240 1.073 1 .070 0.2 1 .068 0.4 1.058 1.4
344.55 .6148 1 . 042 1 .042 0.0 1 .041 0. 1 1 .034 0.8
Acenaphthene/50 mole % Benzene and 50 mole % Cyclohexane
314.45 .2400 1.327 1.350 1. 7 1 .375 3.6 1. 327 0.0
325.85 . 3459 1.216 1.220 0.4 1.235 1.6 1 . 198 1. 5
333. 15 .4347 1. 146 1. 147 0. 1 1. 157 0.9 1. 128 1.5
343. 15 .5815 1 .069 1.069 0.0 1.073 0.4 1 .058 1.0




I. .' s*0 Wi Ison's Eq
(X )exp (Y )exp (y )cai A (Y Hal A (Y Kal A
K % % %
Acenaphthene/30 mole % Benzene and 70 mole % Cyclohexane
303.95 . 1333 1.820 1.710 6.0 1.862 2.3 1. 790 1.6
314.55 .2015 1.585 1.524 3.8 1.630 2.8 1.551 2. 1
325.25 .3032 1. 368 1.338 2. 1 1.402 2.5 1 .335 2.4
333.45 .4059 1.236 1.215 1 . 7 1.253 1 .4 1.203 2.6
339.95 .5084 1. 140 1.131 0.8 1. 153 1 . 1 1 . 120 1.8
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TABLE 2
Compar i son o f  t h e  Ex pe r i me n t a l  and P r e d i c t e d  A c t i v i t y  C o e f f i c i e n t s  
o f  Aromat i c  Hydrocarbon Solids i n  Benzene
12 12________  Wi l son s Eg
(X )exp (y )exp (y ) c a 1 A (y ) c a l A (y H a l A
K % % J L
Biphenyl
307.95 .4833 1.043 1.040 0 . 3 1.043 - 1 ,055 1.2
313.85 .5561 1 .028 1.027 0 . 2 1.029 0. 1 1.040 1 . 1
316.85 .5932 1 .027 1.021 0 . 5 1.023 0 . 4 1.033 0 . 6
323.65 .6897 1 .016 1.011 0 . 4 1.012 0 . 4 1 .019 0 . 3
328.95 .7711 1 .010 1.006 0 . 5 1.006 0 . 4 1 .010 0 . 0
333.15 .8422 1 .004 1.002 0 . 2 1.003 0 . 2 1 .005 0.  1
N aph t ha l ene  
310.35 .3964 1 .083 1 .088 0 . 5 1,083 1.085 0 . 3
315.55 .4494 1.070 1.069 0 . 2 1.065 0. 5 1.075 0 . 4
323.45 .5391 1.054 1.044 1 .0 1 .041 1 . 2 1.056 0 . 2
334.35 .6885 1 .027 1.018 0 . 9 1 .017 1 .0 1.029 0 . 2
344.15 .8422 1.011 1.004 0 . 7 1.004 0. 7 1.008 0 . 2
F l u o r e n e  
307.75 . 1665 1.249 1 .302 4 . 3 1 .249 1.252 0. 2
313. 45 . 1950 1.224 1.263 3 . 2 1.218 0 . 5 1.225 0. 1
318.  15 .2215 1.203 1.233 2 . 4 1 . 193 0 . 9 1.203 0 . 0
323.05 .2528 1.179 1.201 1.9 1 . 167 1.0 1. 180 0 . 1
330.45 . 3055 1. 148 1 . 158 0 . 9 1.131 1.4 1. 146 0 . 1
336. 25 . 3525 1. 124 1. 126 0 . 2 1. 105 1. 7 1.121 0 . 3
340.65 . 3957 1.096 1. 103 0 . 6 1.086 0. 9 1.101 0 . 5
348. 35 .4744 1.064 1.069 0 . 5 1.058 0 . 6 1.071 0 . 6
354.85 .5477 1.043 1.046 0 . 3 1 .039 0 . 4 1.049 0 . 6
P h e n a n t h r e ne  
312.75 .2815 1.258 1.327 5 . 5 1.258 1 .271 1 .0
316.75 .3128 1.230 1.279 4 . 0 1.221 0. 7 1.239 0 . 7
325.25 .3958 1. 149 1. 184 3.1 1.147 0 . 2 1.170 1.8
334.75 .4949 1.098 1. 109 1.0 1.087 1.0 1. 108 0 . 9
341.85 .577 1 1.074 1.067 0 . 6 1.054 1.8 1.071 0 . 3
342.15 .5792 1 .075 1.060 0 . 8 1.054 2 . 0 1 .070 0 . 5
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*12=° *12*° Wi I s o n ' s E<J
(X ) exp (Y )exp Cy ) c a i A (Y ) c a l A (Y ) c a l A
K X X X
Acenap t hene
306. 55 .2253 1.154 1. 164 0 . 9 1 . 154 - 1 . 165 1 . 0
312 . 95 .2724 1 . 126 1 . 134 0. 7 1 . 125 0. 1 1 . 134 0. 7
319. 85 . 3309 1 . 100 1 . 103 0 . 3 1 .097 0 . 3 1 . 103 0 . 2
328. 05 .4158 1 .065 1 . 070 0 . 5 1 .066 0 . 1 1 . 069 0. 3
335 . 95 .5101 1 . 040 1 . 044 0 . 3 1 .041 0.  1 1 . 043 0 . 2
345 . 75 .6498 1-011 1 .019 0 . 8 1 .018 0 . 7 1 . 018 0. 7
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TABLE 3
Comparison of  t h e  Exper i men t a l  and the  P r e d i c t e d  A c t i v i t y  C o e f f i c i e n t s  
o f  Aromat ic  Hydrocarbon S o l i d s  i n  Cyclohexane
2, =0 .... , c 12  L2________ Wi lson s Eg
(X ) exp (Y )«xp (Y ) c a l A (Y ) c a l A Cy ) c a l A
_K__ % % %
Biphenyl
302.35 .2348 1. 898 1 .573 17 . 1 1 .898 - 1. 898 0 . 0
310.45 . 3540 1.503 1 .338 11.0 1.510 0 . 5 1. 507 0 . 3
314.65 .4319 1. 347 1 .236 8 . 2 1 .350 0 . 2 1.349 0 . 2
320.85 .5616 1. 178 1.121 4 . 8 1 . 176 0 . 2 1. 178 0 . 0
326.95 .6929 1. 080 1 .052 2.6 1 .075 0 . 5 1. 078 0 . 2
333.05 .8252 1 . 023 1.015 0 . 8 1 .022 0 . 1 1. 023 0 . 0
Naphtha l ene  
300.15 .1597 2 . 126 1 .872 11.9 2 . 126 2. 130 0 . 2
308.25 .2254 1 . 816 1 .667 8.2 1 .849 1.8 1. 831 0 . 8
315. 15 .3025 1 , 576 1 .489 5.6 1.614 2.4 1. 589 0 . 8
325.45 .4612 1 .284 1 .248 2 . 8 1 . 306 1 . 7 1.287 0 . 3
333.15 .6073 1.137 1.118 1 . 7 1 . 143 0.5 1. 134 0 . 3
343.05 .8082 1 .032 1 .025 0 . 7 1 .030 0 . 2 1.028 0 . 3
Fluo rene  
310.95 .0537 4.  186 2.871 31.4 4. 186 4. 195 0 . 2
316.25 .0684 3.729 2 . 705 27.4 3.862 3.6 3.767 1.0
321 .75 0871 3.323 2 . 529 23.9 3.524 6 . 1 3 . 348 0 . 8
327.35 .1122 2.922 2 . 336 20. 1 3. 164 8. 3 2. 930 0 . 3
331.85 . 1384 2.610 2.171 16.8 2 .864 9 . 7 2.605 0 . 2
336.45 . 1733 2. 296 1 .990 13.3 2 .545 10 . 8 2. 282 0 . 6
341.45 .2200 2.003 1 . 797 10.3 2.216 10 . 6 1 .973 1 . 5
346.25 .2787 1 .739 1 .610 7.4 1 .909 9.8 1. 706 1 .9
Phenan t h rene  
307.65 .0606 5 .232 4.646 11.2 5.232 5.235 0. 1
313.85 .0819 4.423 4. 115 7.0 4.591 3.8 4.449 0. 6
319.65 . 1093 3.730 3.597 3 . 6 3.971 6.5 3. 744 0. 4
321.85 . 1228 3.469 3.389 2 . 3 3. 724 7.4 3. 479 0 . 3
325.85 . 1530 3.038 3. 000 1.3 3.266 7 . 5 3.008 1 .0
333.25 .2430 2. 178 2 . 232 2.5 2.375 9 . 0 2. 174 0 . 2
339.55 .3568 1 .664 1 , 690 1.5 1 . 760 5 . 7 1. 648 1 .0
201
*12'=0 *12*° Wi Is on ' s E«1
(X )exp (Y )exp (Y ) c a l A (Y ) c a l A (y ) c a l A
K % % %
Acenaphthene
303.35 .0853 2.798 2.210 21 . 0 2 .798 - 2.831 1.2
307.35 . 1031 2.574 2 . 108 18.0 2 .632 2 . 2 2. 612 1.5
312.05 . 1274 2.353 1 .987 15.5 2.437 3,6 2. 372 0 . 8
316.45 . 1565 2 .140 1 .865 12.8 2.245 4,9 2 . 147 0 . 3
320.95 . 1931 1.937 1 . 737 10. 3 2 .047 5 . 7 1.9 30 0 . 4
325.65 .2421 1.729 1 .598 7.6 1 .837 6 . 2 1. 7 14 0 . 9
329.95 .2984 1.551 1 .470 5 . 2 1 .649 6 . 3 1.5 35 1 .0
334.65 .3697 1.394 1 .345 3.5 1 . 469 5 . 4 1. 374 1.4
339.85 .4645 1.246 1 .223 1. 8 1 .299 4 . 3 1.231 1 . 2
346.45 .5992 1.113 1 . 110 0 . 3 1 . 144 2 . 8 1. 108 0 . 4
354.45 .7742 1 .018 1 .030 1 . 2 1 .039 2. 1 1. 029 1 . 1
TABLE 4
Physical Properties of Five Aromatic Hydrocarbon Solids
Tm Ah' AS' AC*1>2 Ah^
K (J.mol S (J.mol"1.K'’S  (J.mol~1.K~1) (J.mol *)
Biphenyl 341.3(a) 18,659x103 ^ 34.671 36.274(a)
Naphthalene 353.3(b) 18.238xlOi(t>) 31.623 8.901(b)
Fluorene 387.9(c) 19.591xlOj(c) 50.493 1.444(c)
Phenanthrene 372.4CO 16.474xlOi(t̂ 44.234 12.586CC) 1.307xl0j(c)
Acenaphthene 366.6tc) 21.476x10^J 58.573 14.855(C)
(a) According to Spaght et al.
(b) According to Timmermans1111
(1 0)
(c) According to Finke et al ( 1 2
T , Ahf,, AS* and AC* are values at the triple point, m I I p2
TABLE 5
Solubility Parameters and Molar Liquid Volumns of Solids and Liquids at the Melting Points of the Solids
Sol ids Benzene Cyclohexane
Tm
-4 10 6 0 % * -410 6 106 Vj '4 Pi10 3
6 S. 
10 1
K (J.m"3)** (m3.mol *) (J .m"3)"1 (m^.mol 3) (J.m'3)^ (m3.mol 3)
Biphenyl 342.6 1.9304^ 155.16 th3 1.7274(h) 94.57113 1.5473th3 ll4.82tl3
Naphthalene 352.8 1.9662(a) 130.86U) 1.6959th'1 95 .96t13 1.5203th3 116.89 ̂ 13
Phenanthrene 372.8 1.9772(a) I68.05(d) 1 ,6283th3 98.63(l) 1.4501th3 120.23 ̂ 13
Fluorene 3s 7.6 (e)1 ,8508k ' 163.70(f3 1.5817th3 100.40tl3 1.4117th3 122.33tlJ
Acenaphthene 366.5 (el1 ,8930v J ]49.80t83 1 ,bb07th3 99.64th3 1.4845th3 118.54tl3
(.a) Enthalpy of vaporization was ev^uated using the C lausius-Clapeyron equation with Antonie equation 
constants given by Re.’d et al.
(h) According to Timmermans^ *3
(i j According to Weast et a l ^ ^ 3, Held et alt333, and Dear/'33
idj Int. Crit. Tables Extrapolated by using equation 12-3.2 ot Reid et a l ^ 33
(15)(e) Antoine equation constants given by Dean
OJ According to McLaughlin and IJbbelohde3 3
(18)(gj According to Lange and Porker
(h) Front ref. 19.
(lJ From ref. 20.
TABLE 6
B i n a r y  P a r a m e t e r s  Uset) i n  E q u a t i o n  C6)
Be nz e ne  ( 1 )  C y c l o h e x a n e  ( 3 )  Be nz e ne  (1 )
S o l u t e  (2 )  S o l u t e  ( 2 )  C y c l o h e x a n e  (3 )
£ 12 ^23 % 3
B i p h e n y 1 . 0004 . 0102 . 0150
Nap t h a  1e n e - . 0 0 0 5 . 0060 . 0154
F 1uo r e n e - . 0 0 2 0 . 01 32 .0170
Phena  n t  h r e n e - . 0 0  36 .0037 . 0 160
A c e n a p h t h e n e - . 0 0 0 5 . 0088 .0157
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TABLE 7
C h a r a c t e r i s t i c  E n e r g y  D i f f e r e n c e s  Used i n  E q u a t i o n  ( 13 )
B e n z e n e - ( 1 ) C y c l o h e x a n e - ( 3 )
So 1u t e - ( 2 )
Biphenyl 
Naphtha 1ene  
















19 7 . 9
- 148 . 3
^ 7  1 
J / mo  1
2139 . 0
19 9 0 . 4
1609 . 9
29 4 2 . 9
1789 . 1
^ 3 2  




7 80 .  1
204 1 .<
B e n z e n e - ( 1 ) 
C y c L o h e x a n e - I  1)
^ 1 1  
J/mo 1
^ • 1  
J /  mo 1
7 7 1.4 4 17.9
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ABSTRACT
Recently, Abascal and coworkers have developed an extended perturb­
ation theory for diatomic liquids which combines the Weeks-ChandLer- 
Andersen choice of reference potential with the H.irker-Henderson choice 
of hard sphere diameter. Here we report re stilts for the case of atomic 
Liquids. This theory is shown to work well for atomic liquids at 
moderate densities, for p c 0.7r>. At higher densities, this theory is 
less accurate than the first order Barker-Henderson theory. Implica­
tions for perturbation theories involving molecular liquids are 
d i scussed.
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Perturbation theories of Barker and Henderson^ (BH) and Weeks-
Chandler-Andersen^ (WCA) are well established for atomic liquids and
3 ” 6have also been extended to molecular fluids modeled by site-site
£
potentials. Recently, Abascal et a_l. have proposed and tested a so 
called BH-WCA theory, originally suggested by Gubbins et al?, tor 
diatomic liquids. The BH-WCA theory overpredicts the pressure at higher
densities in these liquids and it is suggessted^ that errors in the hard
£
convex body equation of state of Boublik and Nezbeda may be the reason.
Further, it ls unclear whether the elongation ratio 2/d for the hard
A 6diatomics s h o u l d  be  the same a s  2/a tor the s o f t  d i a L u m i c s  ’ Such 
u n c e rtalnltles  can be  avoided hy t e s t i n g  this theory for atomic l i q u i d s .  
In t h e  WCA theory^ the reference potential, U , i s  given by
U ( r )  = U ( r ) + t. r c r .o mm   ̂ j j
= 0 r r mi n
wh e r e  U( r ) i s  t h e  f u l l  h e n n a r d - J o n e s  ( 1 2 ; 6 )  p o t e n t i a l  r i s  t h e  p a i r' min
s e p a r a t i o n  a t  w h i c h  U ( r )  i s  a minimum ( r  = ( 2 ) ^ ^ u )  and c and n a r e  ' min
t h e  u s u a l  L e n n a r d - J o n e s  p a r a m e t e r s .  Z w a n z i g ' s  f i r s t  o r d e r  e x p a n s i o n  t o r
<)the He Imho 11z f ree ene rgy, A , leads to
^ = Aq + J U (r) gr)(rj dr (2)
where U (r) = U(r) - U (r) is the perturbation potential, p o
2 11
In t h e  e a s e  o f  a t o m i c  f l u i d s  t h e  r e f e r e n c e  f l u i d  i s  f u r t h e r  a p p r o x i ­
ma t e d  by a h a r d  s p h e r e  f l u i d  t o  o b t a i n  A and g ( r )  t o  be u s e d  i n  ( 2 ) .o o
2In t h e  WCA t h e o r y  t h e  h a r d  s p h e r e  d i a m e t e r  o f  s uc h  a f l u i d  i s  o b t a i n e d  
by s o l v i n g  a b l i p - f u n c t i o n  w h i c h  r e q u i r e s  a t r i a 1- a n d - e r r o r  s o l u t i o n  and 
i n v o l v e s  m u l t i p l e  e v a l u a t i o n s  o f  t h e  b a c k g r o u n d  c o r r e l a t i o n  y ^ g ( r ) -  To 
a v o i d  t h i s  t i m e  c o n s u mi n g  p r o c e d u r e  A b a s e a l  e t  a_l^ u s e  t h e  B a r k e r -  
H en d e r s o n*  c h o i c e  o f  t h e  h a r d  s p h e r e  d i a m e t e r  in c o n j u n c t i o n  w i t h  ( 1 )  
and  ( 2 )
m 1 n -pU (r)
d RH -  f [ 1 - e °  J d r  ( i )
o
A c t u a l l y  ( 3 )  i s  I h e  z e r o t h  o r d e r  r e s u l t  of t h e  WCA c h o i c e  u f  d i a m e t e r " * .
In o u r  t e s t s  f o r  t h i s  t h e o r y  we h a v e  u s e d  an e q u a t i o n  o f  s t a t e  f o r
t h e  h a r d  s p h e r e  f l u i d  g i v e n  by C a r n a h a n  and S t a r l i n g ' *  ( t h e  e q u a t i o n  o t
B o u b l i k  arid Nezbeda  r e d u c e s  t o  t h i s )  t o  o b t a i n  t h e  H e l m h o l t z  f r e e  e n e r g y ,
^ = 'Vie■ 1n a d d i t i o n ,  we h a v e  u s ed  t h e  g ( r )  o b t a i n e d  f rom t h e  s o l u t i o no HS
o f  t h e  P e r e u s  - Y e v i c k  e q u a t i o n  f o r  a h a r d  s p h e r e  f l u i d  a ml t u r r e t  t e d  by
V e r l e t  and  We i s ^ b e f o r e  u s i n g  in  ( 2 ) .  F i g u r e  1 shows a c o m p a r i s o n
b e t w e e n  t h e  H e l m h o l t z  f r e e  e n e r g y  f rom v a r i o u s  p e r t u r b a t i o n  t h e o r i e s  and
1 Ac o m p u t e r  s i m u l a t i o n s  a t  T = 1 , 3 5 ,  F i g u r e  2 shows a s i m i l a r  c o m p a r i s o n  
f o r  t h e  c o m p r e s s i b i l i t y  f a c t o r .  Ihe  BH-WCA t h e o r y  shows a g r e e m e n t  w i t h  
s i m u l a t i o n  as  good a s  t h e  WCA t h e o r y  a t  low d e n s i t i e s ,  p < 0 . 7 ,  However ,  
a s  t h e  d e n s i t y  i s  i n c r e a s e d ,  p < 0 . 7 ,  t h e  BH-WCA t h e o r y  c l e a r l y  d e v i a t e s  
f rom s i m u l a t i o n .  I n  f a c t ,  f o r  T = 2 . 7 4  ( n o t  shown)  t h e  f i r s t  o r d e r  BH 
t h e o r y  ( BH1) i s  b e t t e r  t h a n  t h e  BH-WCA t h e o r y  f o r  p > 0 . b 5 .
E r r o r  b a r s  i n  b o t h  t h e s e  f i g u r e s  show t h e  d i f f e r e n c e  b e t w e e n  t h e  
c o m p u t e r  s i m u l a t i o n  r e s u l t s  o f  A l d e r  and Wa inwr i  g h t  and t h e  C a r n a h a n -
Starling EOS for a hard sphere fluid. For the free energy this dif­
ference has a small contribution to the total error. For the pressure 
although this difference is now significant, it is by no means the major 
source of error; especially at high temperatures (T > 1.35).
Predictions for the pressure by Abascal et al^ for Lennard-Jones 
diatomics using the BH-WCA theory show similar trends. It is suggested 
that inaccuracies in the Boub 1 1 k-Nezbeda EOS may tie responsible for 
this problem. At least for atomic liquids this is not the case. One 
can expect that the use of an equation more accurate than the Bouhlik- 
Nezbeda equation coupled with the BH-WCA theory for molecular liquids 
would lead to results similar to atomic liquids. Thus one may prefer Lo
use a BH type theory which has worked well*1 tor henna rd-Jones di atomics.
4The Lheory of lischer provides an interesting alternative. In 
this theory, Lhe background correlation function obtained from the 
numerical solution of the Pereus-Yevick equation for the soft- reterence 
fluid is used in the solution of the 1) 1 i p function. The disadvantage of 
n nine r l ca 1 1 y solving the PY equation is offset by Lhe fact that only one 
solution is required. This idea can be easily extended to perturbation 
Lheories based upon site-site distribution functions. Kerently,
H o n s o n h a s  solved the site-site type Pereus-Yevick equation for 
di atomics using Gil Ian's method^ Abascal et a 1 have already given the 
blip function needed Lo evaluate A^ for such theories.
2 1 3
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Figure 1: Comparisoa of the BH-WCA theory (triangles) with the
BH1 theory (circles), the WCA theory (squares), and 
computer simulations (line) for the Helmholtz free 
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Figure 2: Comparison of the BH-WCA theory (triangles) with the 
BH1 theory (circles), the WCA theory (squares), and 
computer s imulations (line) for the compress ibility 
factor at kT/e = 1.35.
APPENDIX F
PreLiminary Experimentj 1 Vapor Phase Studi es
An a t t e m p t  h a s  b ee n  made t o  e x p e r i m e n t a l l y  d e t e r m i n e  t h e  v a p o r  
p h a s e  c o m p o s i t i o n  o f  b o t h  p u r e  and  mi xed  s o l u t e  s y s t e m s ,  and  t h e  
p r e l i m i n a r y  r e s u l t s  o b t a i n e d  f o r  t h e  m e t h a n e - w a L e r  s y s t e m  a r e  p r e s e n t e d  
he  r e  .
Two o f  t h e  many p r o b l e m s  t h a t  have  t o  be ove  r  come a r e  t o  m i n i m i z e  
t h e  e f f e c t  o f  w i t h d r a w i n g  a s amp l e  on t h e  e q u i l i b r i u m  c o n d i t i o n s  of  t h e  
s y s t e m  and t h e  p o s s i b i l i t y  o f  a d s o r p t i o n  o f  s o l v e n t  f rom t h e  s amp l e  and 
t h e  c o r r e s p o n d i n g  e x p e r i m e n t a l  u n c e r L a i n t i e s  . However ,  by f a r  t h e  
b i g g e s t  d i f f i c u l t y  was found  in d e t e r m i n i n g  t h e  r e s p o n s e  f a c t o r  o f  t h e  
g a s  s a m p l e .  To a f i r s t  a p p r o x i m a t i o n  t h e  s o l v e n t  c o n c e n t r a t i o n  d e c r e a s e s  
i n  p r o p o r t i o n  t o  t h e  r e c i p r o c a l  of  t h e  s y s t e m  p r e s s u r e ,  t h e r e f o r e ,  a t  
t h e  h i g h e s t  p r e s s u r e s  u s e d  i n  t h i s  s t u d y  t h e  c o n c e n t r a t i o n  o f  s o l v e n t  in 
t h e  g a s e o u s  p h a s e  w i l l  be a p p r o x i m a t e l y  t h r e e  o r d e r s  o f  m a g n i t u d e  l e s s  
t h a n  t h e  c o n c e n t r a t i o n  of  t h e  same s y s t e m  a t  s t a n d a r d  c o n d i t i o n s .  For  
t h i s  r e a s o n  d e t e r m i n i n g  t h e  G.C.  r e s p o n s e  f a c t o r  u s i n g  s t a n d a r d  
s o l u t i o n s  was p r o h i b i t i v e l y  d i f f i c u l t  and ,111 a l t e r n a t i v e  me t hod  had t o  
be f  ounr f .
Vap o r  Ph a s e  Sa m p l i n g  P r o c e d u r e
The v a p o r  p h a s e  i s  s a mp l e d  by a p r o c e d u r e  somewhat  s i m i l a r  t o  t h a t  
f o r  t h e  l i q u i d  p h a s e .  The e q u i l i b r i u m  c e l l  i s  e v a c u a t e d  and f i l l e d  w i t h  
f r e s h  d i s t i l l e d  w a t e r ,  d e g a s s e d  and  t h e  s o l u t e  ga s  c o m p r e s s e d  t o  t h e  
d e s i r e d  c o n d i t i o n s  a s  d e s c r i b e d  p r e v i o u s l y .  However ,  i n s t e a d  o f  r o c k i n g  
t h e  c e l l  and r i s k i n g  o u t  r a  i nrnent o f  l i q u i d  on t h e  i n t e r n a l  v a p o r
d 1 (>
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sampling line, the cell is left to stand for at least 24 hours in the
near-vertical position. After this time all gas sampling lines from
V-13 to V-19 and from V-13A to V-27 are evacuated. These lines are also
heated by heat-tracing to a temperature greater than that of the
equilibrium cell to prevent condensation of any solvent during sampling.
The equilibrium cell is then opened to the gas sampling line through
V-13 and a vapor sample trapped between V-13 and V-19. This procedure
causes a drop in pressure of the system, which together with the
elevated temperatures of the sampling lines ensures that the partial
pressure of water in the gas phase is always lower than its equilibrium
saturation pressure and thus prevents water vapor from condensing in
the gas sampling line. The vapor sample is then released into the
teflon gas buret system (see figure F.l) through the 3-way valve V-t 3A
and the composition determined directly by gas ch ronta t ography . A teflon
system was used as opposed to glass systems of previous investigators, to
reduce (if not remove) the problem of adsorption of water from the vapor
onto the surface of the glassware, which can result in uncertainty of
the measured water content in the vapor sample.
Table F.l gives the G.C. reported area % values, a^, lor a series
of pressures of the metha lie - wa te r vapor phase system at 323k. These
values are plotted in figure F.2 and do indeed follow, to some degree,
the proportionality with respect to pressure discussed earlier. In
s sfigure F.3 these results are plotted as a^P/P^, where P^ is the solvent
vapor pressure at the system temperature of 323k, and compared to the
(1J sliterature values of Rigby and Prausnitz plotted as y P/P .
Fxt r apo 1 a t i ng the data shown in figure F.3 to coincide with the
value corresponding to that for Raoul I ' s Taw given by equation F.l
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TABLE F . 1
T = 32 3 k
r  e s  s u r  e 
/MPa
G. C . Area  , a
1%
( a i P 7 P j
2 , 76 . 092 0 . 206
4.  14 . 068 0 . 228
6 . 5 1 .053 0 . 2 3 7
6 . 89 . 044 0 . 246
8 . 2 7 . 0 36 0 . 242
9 . 65 , 0 30 0 . 2 35
1 1 . 0 3 .025 0 . 224
12.41 .02 1 0 . 224








Figure F .1 Vapor Phase Sample Analysis
6i 
r
i n d i c a t e s  t h a t  a v a l  Lie f o r  t h e  r e s p o n s e  f a t t o r ,  R . F ,  d e f i n e d  ac  c o r d i n g  
t o  e q u a t i o n  F . 2 ,
R.F.
of  a p p r o x i m a t e l y  6 i s  r e q u i r e d .  I t  i s  u n d e r s t o o d  t h a t  Lh i s  p r o c e d u r e  
d o e s  n o t  p r o v i d e  an  ' a  p r i o r i '  v a l u e  l o r  t h e  r e s p o n s e  f a c t o r ,  and f u r t h e r  
i t  r e q u i r e s  i n d e p e n d e n t  e x p e r i m e n t a l  d a t a .  However ,  a s  m  t h e  c a s e  o f
and p r o c e d u r e s  a v o i d i n g  t h e  need  f o r  t h e  c a l i b r a t i o n  o f  a n a l y t i c a l  
e qu  i p m e n t ,
P r e l i m i n a r y  r e s u l t s ,  i n  t e r m s  of  t h e  G.C.  r e p o r t e d  a r e a - p e r c e n t  
o f  t h e  v a p o r  p h a s e  c o m p o s i t i o n s  f o r  t h e  t h r e e  ga s  m i x t u r e s  w i t h  w a t e r  
a r e  g i v e n  in t a b l e s  F . 2  t o  F . 4 .  Once t h e  u n c e r t a i n t y  in t h e  d e t e r m i n a t i o n  
and v a l u e s  o f  t h e  r e s p o n s e  f a c t o r  o f  w a t e r  i n  t h e  v a p o r  p h a s e  ha s  been 
r e s o l v e d ,  t h e  c o r r e s p o n d i n g  v a p o r  p h a s e  c o m p o s i t i o n s  may be c a l c u l a t e d .
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Figure F.3 Uncorrected G.C. Reported Concentrations (circles)
Compared to Literature Mole Fraction Values (triangles)
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Tab 1e F.2
Vapor Phase Compositions (Area %) for 25% CH^ - 75% N /H 0 System
T = 323K
Pressure Composition/Area %
/MPa h 2o c h 4
r v ”
21 . 50 0.059 19.969 79.97 1
21 .85 0.048 19.965 7 9.978
2 1.64 0.047 19 .988 79.965
42 . 25 0.032 19 .997 79.9 70
42 . .12 0.028 20.011 79.959
4.1.63 0. 040 19.981 79.9 77
63.21 0.033 20.013 7 9 .952
63.69 0 . 0 38 20.015 7 9 .9 46
63. 21 0 . 048 20.05 3 79.921
84 .64 0 .042 20.02 7 79 .93 1
84 .1)2 0 .044 20 .026 79 .929
83 . 95 0.054 20.030 79.9 14
1 04.70 0.048 20.034 79 .9 16
104.7 7 0 .050 20.044 79,90 5
104.56 0.048 20.049 79.905
124.34 0.050 20 . 032 79 . 916
126.96 0.043 20.046 79 909
125.17 0.046 20.045 79.908
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T a  b 1 e F . 3
Vapor Phase Compositions (Area %) for 50% CH^ - 30% N /H^O System
T -  32 3K
P r e s s u r e C o m p n s i t i o n / A r e a  %
/MPa h 2o CH . 9
22.  13 0.  096 42 . 095 5 7 . 2 09
2 2 . 4 7 0 . 0 7 7 4 2 , 0 7 2 5 7 . 25 I
2 1 . 3 0 0 .092 42 .086 3 7 . 2 2 2
4 1 . 0 8 0 . 042 42 . / 10 5 7 . 2 4 9
4 2 . 8 7 0 . 042 4 2 . 0 8 3 5 7 . 275
4 3 . 42 0 ■ 055 4 2 . 7 0 0 5 7 . 2 4 5
02.  79 0 . 034 4 3 . 0 5  2 3 0 . 9 1 4
39 . 21 0 . 020 4 3 . 0 1 8 56 . 954
uO . 32 0 . 02b 4 3 . 0 2 0 5 0 . 9  46
79 . 08 0 . 024 4 3 . 0 0 4 50 .910
8 2 . 8 3 0 . 0 2 2 4 8 . 0  31 30 . 9 44
83.  88 0 . 023 4 3 . 0 5 9 50 .916
103 . 80 0 . 088 4 3 . 1 0 9 5 0 . 8 5  1
102 . 49 0 . 0  32 4 3.  n o 5 6 . 8 5 5
102.01 0 . 029 4 3 . 1 2 0 5 0 . 8 42
128 . 48 0 . 0 3 2 4 3.119 3 0 . 8 25
120 . 55 0 . 080 4 3.1 32 3 0 . 8  35
1 2 0 . 3 4 0 . 0 3 5 4 3 . 1 1 0 5 6 . 8 5  3
Ta b 1 e F . 4
Vapor Phase Composition (Area %) for 75% - 25% N^/H^O System
T = 323K
P r e s  s u r e C o m p o s i t i o n / A r e a  %
/MPa CH.4 " " T r
21 . 71 0 . 0 8 9 72 . 815 27 .097
2 1 . 7 8 0 . 0 8 2 7 2 . 7b7 2 7 . 1 5  1
22.  19 0 . 0 7 6 72 . 78 4 2 7 . 1 4 0
A 1. 9 7 0 . 0 7 7 72 . 827 2 7 . 095
A2 . .19 0 . 0 7 3 72. 749 27 . 1 79
A2 . 53 0 . 0 7 2 72 . 773 27 . 155
6 1 . 34 0 . 062 72. 884 2 7 . 054
62 . 79 0 . 059 7 3 . 05 2 26 . 88 9
62 . 1 7 0 . 059 72 . 956 26 . 985
8 1 . 68 0 .059 72. 438 27 . 00 4
OC -t- c 0 . 061 7 3 . 04 3 26 . 89 6
8 5 . 8  1 0 . 061 72.827 27 . 11 2
1(12 . 08 0 . 0 6 2 72. 813 27.  125
101 . 60 0 . 0 5 2 72 . 946 27 . 00 2
1 0 3 . A6 0 . 0 5 6 72. 972 26. 971
12 1 . 52 0 . 0  49 72. 788 2 7 . 1 6 )
120.21 0 . 0 5  t 72 . 879 27 . 07 0
120 . 83 0 . 0 4 5 72 . 958 2 6 . 9 9  7
2 it)
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