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The topic of this thesis is centered around the numerical treatment of partial diﬀerential equa-
tions. Linear and nonlinear, elliptic and parabolic problems are considered. The main focus
is on the development of eﬃcient solution techniques for elliptic problems using a suitable it-
erative method. We also pay special attention to numerical implementations and experiments.
The problems treated here are often models of various real life applications. Apart from some
more speciﬁc references, on applications in general, see [ESW14, FK02, Zei89] and the references
therein.
There are various ways to numerically treat elliptic partial diﬀerential equations. We use an
abstract theoretical setting, usually working in a Hilbert or Banach space framework, that is,
we look for the solution of the corresponding weak problem. These abstract equations enable us
to apply and develop iterative methods to solve such problems in an organized way. Our main
interest lies in Newton-type methods and conjugate gradient methods. The use of the weak
formulation naturally implies that the iterative methods are carried out within a ﬁnite element
framework. The key references for solvability results are [Zei89, FK02, Eva98]; for basic ﬁnite
element theory see [AH05, Cia78, Tho84, ST93] or more speciﬁcally [FK02]; on iterative methods
we refer to [Axe96, FK02, ESW14, Bre03, GGZ74, Zei89].
Our investigations are twofold. Firstly, we study problems whose numerical solution is still
considered as a challenge in the literature. We show robust convergence results for convection-
dominated elliptic problems, in contrast to the result of Kirby [Kir10]. The numerical study of
the nonlinear Schrödinger equation leads to the extension of the results of the variable precon-
ditioning Newton-like method developed by Karátson and Faragó [KF03] to the case of complex
Hilbert spaces.
Secondly, we are interested in the computational performance of numerical methods: eﬃ-
ciency of the presented iterative methods, accuracy of a sharp upper global a posteriori error
estimator developed by Karátson and Korotov [KK09]. Based on our presented numerical ex-
periments we suggest and investigate possible improvements and discuss practical aspects as
well.
The thesis is organized as follows. We start with an introductory chapter on the basic theory
of elliptic partial diﬀerential equations and their iterative solution methods. This gives the
vii
viii Contents
opportunity to recall some basic notions, deﬁnitions and (solvability) theorems. We also detail
linear elliptic problems, and therefore we are able to recap some basic results from ﬁnite element
theory.
The second chapter deals with linear elliptic problems, in particular, with the solution of
convection-dominated elliptic problems. The poor practical performance of standard ﬁnite ele-
ment based iterative methods serves as the main motivation, which is usually overcome using a
stabilizing term [ESW14, Kir10]. Kirby [Kir10] gave a bound on the number of iterations which
depends on the shrinking diﬀusion parameter. Using a special PoincaréFriedrichs type inequal-
ity, we show that a bounded number of iterations is suﬃcient independently of the diﬀusion
coeﬃcient. Numerical tests reinforce our estimates and indicate their sharpness.
In the third chapter we investigate the iterative methods discussed in Chapter 1. Their con-
vergence is speciﬁed and their performance and accuracy are numerically tested using semilinear
elliptic problems. Based on the numerical experiments we suggest possible improvements for
them.
The fourth chapter numerically investigates a sharp upper global a posteriori error estimator
developed by Karátson and Korotov [KK09]. Bounds are established for a model problem (de-
scribeing elasto-plastic tension). Through our numerical experiments we explore the behaviour
of the estimator, with a special attention to achieving sharpness.
In the ﬁfth chapter we extend the convergence result of a quasi-Newton method to complex
Hilbert spaces. Karátson and Faragó developed a stepwise variable preconditioned Newton-type
method in real Hilbert spaces, see [KF03]. We present an extension of this method to the complex
case, in order to use it coupled with time discretization for the numerical solution of the nonlinear
Schrödinger equation.
This chapter can also be considered as a transition to the last part: Chapter 6 deals with the
numerical solution of nonlinear parabolic problems. Here we present a rather general computa-
tional toolbox, following the natural idea of Rothe [Rot30]: solve nonlinear parabolic equations
by applying temporal semidiscretization ﬁrst, then use our knowledge on the theory of nonlinear
elliptic problems.
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1. Preliminaries: theory of elliptic problems
The main focus of this thesis lies on the theory of second order nonlinear elliptic partial diﬀerential
equations. Special attention will be given to their numerical treatment. Usually the problems
are reformulated in such a way that they ﬁt into a Hilbert space framework, but seldom Banach
spaces are also used.
During consecutive estimates in proofs we will denote generic positive constants, whose de-
pendencies will be clariﬁed in every case.
1.1. Basic notions
1.1.1. Functional analysis
Let H be a Hilbert space endowed with the scalar product 〈., .〉, which induces the norm ‖.‖. The
space of bounded, therefore continuous, linear operators is denoted by B(H), while H∗ stands
for the dual space of H, consisting of the bounded linear functionals on H.
Deﬁnition 1.1 (Spectral equivalence). Let H be a Hilbert space. If two bounded linear operators
A and B satisfy
m〈Bv, v〉 ≤ 〈Av, v〉 ≤M〈Bv, v〉 (v ∈ H),
with constants 0 < m ≤M , then A and B are called spectrally equivalent.
If the ﬁrst inequality holds with the identity operator B = Id, i.e. for an m > 0
m‖v‖2 ≤ 〈Av, v〉 (v ∈ H)
holds, then A is said to be a uniformly positive operator, it is also often called an elliptic operator.
Note that in the case of complex Hilbert space the operator A, having a real quadratic form, is
also self-adjoint.
Theorem 1.1 (Riesz representation theorem). Let H be a Hilbert space, ϕ ∈ H∗ a bounded
linear functional.
Then there exists a unique yϕ ∈ H such that
ϕ(x) = 〈x, yϕ〉 (x ∈ H),
in addition ‖ϕ‖ = ‖yϕ‖. The vector yϕ is often called the Riesz representation of ϕ.
1
2 Preliminaries: theory of elliptic problems
The famous theorem of Lax and Milgram will be a central tool later.
Theorem 1.2 (LaxMilgram lemma). Let H be a real Hilbert space, a : H ×H → R a bounded,
elliptic (with constant m > 0) bilinear form and ϕ : H → R a bounded linear functional.
Then there is a unique solution u∗ ∈ H satisfying
a(u∗, v) = ϕ(v) (v ∈ H)




The proof usually relies on Riesz representation, for details and detailed proofs see, e.g.
[AH05, Section 8.4] or [Kar10, Section 7.2].
1.1.2. Sobolev spaces
Here we recall the deﬁnition of Sobolev spaces together with their basic properties. These spaces
will play an important role during the weak formulation of elliptic problems.
The presentation follows the footprints of Atkinson and Han [AH05] and Evans [Eva98]. For
more details the reader is referred to [Ada75].
Deﬁnition 1.2. Let Ω ⊂ Rd be a bounded Lebesgue-measurable domain, 1 ≤ p ≤ ∞. Then the
Lp(Ω) space collects all measurable functions f satisfying






, if 1 ≤ p <∞,
ess supΩ |f |, if p =∞.
The norm ‖f‖Lp(Ω) is called the Lp norm of the function f .
Deﬁnition 1.3. Let k ∈ N, 1 ≤ p ≤ ∞.
(i) The Sobolev space W k,p(Ω) collects functions u such that for each multiindex α with








, if 1 ≤ p <∞,
max|α|≤k ‖∂αu‖L∞(Ω), if p =∞.
(ii) The Sobolev space W k,p0 (Ω) is the closure of C
∞
0 (Ω) in W
k,p(Ω).
Deﬁnition 1.4. For the special case p = 2 we introduce the following notations:












We note here that the above seminorm is a norm on the space Hk0 (Ω), and we will often
denote it by ‖.‖Hk0 (Ω). We also use the convention W
0,p(Ω) = Lp(Ω).
The following theorem gives more insight into the geometry of these spaces.
Theorem 1.3. For each k ∈ N and 1 ≤ p ≤ ∞.
(i) The spaces W k,p(Ω) and W k,p0 (Ω) are Banach spaces.














The special case k = 1, i.e. the spaces H1(Ω) and H10 (Ω) play an extremely important role
in the theory of second order elliptic PDEs. The latter being a closed subspace of H1(Ω).
It is a Hilbert space with both scalar products, 〈., .〉H1(Ω) and 〈., .〉H10 (Ω), with induced norms
‖.‖2H1(Ω) = ‖.‖2L2(Ω) + ‖∇.‖2L2(Ω) and |.|H1(Ω) = ‖.‖H10 (Ω) = ‖∇.‖2L2(Ω).
This can be shown using the following result, which is also of signiﬁcant importance on its
own.
Theorem 1.4 (PoincaréFriedrichs inequality). Let Ω ⊂ Rd a bounded domain, then there exists
a constant cΩ > 0, depending only on Ω such that
‖u‖L2(Ω) ≤ cΩ‖∇u‖L2(Ω) (u ∈ H10 (Ω)).
It follows from the above result that the norms ‖.‖H1 and ‖.‖H10 are equivalent on H10 (Ω). A
suitable estimate of the constant in the PoincaréFriedrichs inequality is cΩ ≤ diam(Ω)d, for this
we refer to [Vla84] or [Mik86].
Furthermore, we introduce the following Sobolev space.
Deﬁnition 1.5. The space H(div,Ω) deﬁned as
H(div) = H(div,Ω) =
{
v ∈ L2(Ω)d ∣∣ div v ∈ L2(Ω)},
endowed with the norm ‖v‖H(div,Ω) = ‖ div v‖L2(Ω).
If it is clear from the context we will often suppress the argument Ω.
A further important inequality is the following.
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Theorem 1.5 (Hölder inequality). Let Ω ⊂ Rd be a bounded domain. Further, let 1 ≤ p, q ≤ ∞
be given numbers such that 1/p+ 1/q = 1 and f ∈ Lp(Ω) and g ∈ Lq(Ω).
Then the following estimate holds
‖fg‖L1(Ω) ≤ ‖f‖Lp(Ω)‖g‖Lq(Ω)
Later we will use the convention 1/∞ = 0.
Remark 1.1. (i) Note that the special case p = q = 2 is the well known CauchySchwarz
inequality: ∫
Ω
|fg| ≤ ‖f‖L2‖g‖L2 .
(ii) An other important relation is the generalized Hölder inequality: if 1 ≤ p1, p2, . . . , pk ≤ ∞
satisfy 1/p1 + 1/p2 + · · ·+ 1/pk = 1, then
‖f1f2 · · · fk‖L1 ≤ ‖f‖Lp1‖f‖Lp2 · · · ‖f‖Lpk .
Theorem 1.6 (Trace operator). Assume that the domain Ω is bounded and its boundary ∂Ω is
C1. Then there exists a bounded linear operator
T : H1(Ω)→ L2(∂Ω)
such that Tu = u|Ω for any u ∈ H1(Ω) ∩ C(Ω). Furthermore, it is a compact operator. The
norm of T only depends on Ω.
The trace operator is a surjective mapping from H1(Ω) to H1/2(∂Ω), and it can be deﬁned
on W 1,p(Ω) as well, with analogous properties. For these results we refer to [Ada75, Eva98].
Without going into further details it is worth to mention that the theory of Sobolev spaces
can be extended to negative and fractional indices k (and to variable exponents p(x)).
1.2. Elliptic partial diﬀerential equations
The elliptic problems treated in the thesis ﬁt into the general class of nonlinear problems pre-
sented in this section. A detailed description also gives the opportunity to recap some basic and
important theorems, for instance solvability and uniqueness results. We start by introducing
some notations.
The presentation is based on Faragó and Karátson [FK02, Chapter 6].
Throughout this thesis Ω will denote a suﬃciently smooth, often bounded, d-dimensional
domain with boundary ∂Ω. If mixed boundary conditions are present then the boundary ∂Ω
is decomposed to the Dirichlet and Neumann boundary, ΓD and ΓN , respectively, such that
∂Ω = Γ = ΓD ∪ ΓN and ΓD ∩ ΓN = ∅. The unit outward normal to ∂Ω will be denoted by ν in
the sequel.
Elliptic partial diﬀerential equations 5
Let us consider the following nonlinear elliptic problem with mixed boundary conditions:
− div (f(x,∇u))+ q(x, u) = g in Ω,
u = 0 on ΓD,
f(x,∇u) · ν + s(x, u) = γ on ΓN .
(1.1)
Assumption 1.1. (i) The domain Ω ⊂ Rd is bounded and it has a piecewise smooth boundary,
with measurable parts ΓD and ΓN .
(ii) The functions f : Ω × Rd → Rd, q : Ω × R → R and s : ∂Ω × R → R are measurable and
bounded with respect to the variable x ∈ Ω (or x ∈ ∂Ω) and C1 in all other variables.
(iii) The Jacobian matrices ∂f(x,η)∂η are symmetric and their eigenvalues λ satisfy
0 < m ≤ λ ≤M < +∞
with constants m,M independent of the variables (x, η) ∈ Ω× Rd.
(iv) Let 2 ≤ p (if d = 2) or 2 ≤ p ≤ 2dd−2 (if d > 2). There exist constants ci, di ≥ 0 and
2 ≤ pi ≤ p (i = 1, 2) such that for any x ∈ Ω (or x ∈ ∂Ω) and ξ ∈ R,
0 ≤ ∂ξq(x, ξ) ≤ c1 + c2|ξ|p1−2, 0 ≤ ∂ξs(x, ξ) ≤ d1 + d2|ξ|p2−2.
(v) Either the Dirichlet boundary is nonempty, or x 7→ β(x) := m−1 infξ∈R ∂ξs(x, ξ) is not a.e.
zero on ΓN .
(vi) g ∈ L2(Ω) and γ ∈ L2(ΓN ).
Weak formulation
The weak formulation uses the following deﬁnition.













with induced norm ‖.‖H1D(Ω), with β from Assumption 1.1 (v).
The weak form of this problem can be derived in the usual way and it reads as∫
Ω
(











γvdσ (v ∈ H1D(Ω)). (1.2)
Using the Riesz representation theorem the following proposition can be shown.
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Proposition 1.1 ([FK02] Section 6.1). The weak form (1.2) gives rise to the abstract operator










for u, v ∈ H1D(Ω).
Together with the abstract nonlinear problem in H1D(Ω)
F (u) = b,
where b is the Riesz representational vector of the right-hand side functional in (1.2).
The abstract nonlinear equation F (u) = b in a Hilbert space (or Banach space) is exactly of
the same form which will be investigated in Section 1.4.
Solvability
As a direct consequence of Theorem 6.4 from [FK02], with r = 1, the following solvability result
holds.
Theorem 1.7. Let Assumption 1.1 hold for the problem (1.1). Then the nonlinear elliptic
problem yields a unique weak solution u∗ ∈ H1D(Ω), satisfying
〈F (u∗), v〉H1D(Ω) = 〈b, v〉H1D(Ω) (v ∈ H
1
D(Ω)).
We note that possible generalizations which can be treated in a similar way. Inhomogeneous
problems can be handled using a suitable homogenization. As a natural generalization nonlinear
systems of r equations can also be considered. Under the generalized, but analogous, assumptions
existence and uniqueness of weak solutions also hold for systems, see [FK02, Theorem 6.4] and
the corresponding section for deﬁnitions and assumptions.
1.3. The ﬁnite element method
In order to brieﬂy present basic techniques and results of ﬁnite element method (FEM) we con-
sider a linear elliptic problem, as an extremely special case of (1.1) with an extra nonsymmetric
term.
Our presentation is based on Atkinson and Han [AH05], Thomée [Tho84] and Stoyan and Takó
[ST93]. Although the book of Thomée is mostly about parabolic problems, there is a short and
clear description of the ﬁnite element method in [Tho84, Chapter 1].
Let us consider the general linear problem, with homogeneous Dirichlet boundary conditions,
over the bounded polygonal domain Ω:− div
(K(x)∇u)+w(x) · ∇u+ q(x)u = g in Ω
u = 0 on ∂Ω.
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The results we would like to present can be discussed using a special case of the above
problem: −K∆u+w(x) · ∇u+ qu = g in Ωu = 0 on ∂Ω, (1.3)
namely K and q are ﬁxed real constants. For simplicity, in this section we will consider this
simple problem.
The problem satisﬁes the following set of assumptions.
Assumption 1.2. (i) The domain Ω ⊂ Rd is a bounded polyhedral domain.
(ii) The vector w ∈ C1(Ω, Rd) satisﬁes divw(x) = 0.
(iii) g ∈ L2(Ω).
(iv) The coeﬃcients K > 0 and q ≥ 0 are real constants.
Weak formulation
The weak formulation of this problem uses the Hilbert space V = H10 (Ω), (with its usual scalar
product and norm). As it is often usual in ﬁnite element theory the Hilbert space is denoted by
V , instead of H.
The weak problem is: ﬁnd u ∈ V such that∫
Ω
(





gv (v ∈ V ). (1.4)
The above weak formulation is equivalent to the abstract problem
a(u, v) = ϕ(v) (v ∈ V ),
where the form a : V × V → R and the functional ϕ : V → R are representing the left and the












(u, v ∈ V ).
Solvability
A unique solution u∗ ∈ V of the weak form (1.4) can be obtained using the famous lemma of
Lax and Milgram, see Theorem 1.2.
Proposition 1.2. The linear elliptic problem (1.3) has a unique weak solution u∗ ∈ H10 (Ω),
satisfying the estimate ‖u∗‖H10 (Ω) ≤ (K + ‖w‖L∞cΩ + qc2Ω)K−1cΩ‖g‖L2(Ω).
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Proof. We shortly show that the weak problem fulﬁls the conditions of the LaxMilgram lemma,
therefore obtaining a unique solution of the weak problem.
(a) Clearly, a is bilinear and ϕ is linear.
(b) The boundedness of the form a can be seen using the CauchySchwarz inequality, gen-












≤ K‖u‖H10‖v‖H10 + ‖w‖L∞‖u‖H10‖v‖L2 + q‖u‖L2‖v‖L2
≤ (K + ‖w‖L∞cΩ + qc2Ω)‖u‖H10‖v‖H10 ,
i.e. M = K + ‖w‖L∞cΩ + qc2Ω.




|g||v| ≤ cΩ‖g‖L2‖v‖H10 .
(d) Finally the ellipticity holds with m = K > 0, using that q ≥ 0 and the following little
trick: since divw(x) = 0, we have












then the divergence theorem implies∫
Ω














wu2 · νdσ = 0,





K|∇u|2 + (w · ∇u)u+ q|u|2
)
≥ m‖u‖H10 ,
and m = K.
Then the bound follows immediately.
We note here, that in the simple symmetric case, i.e. w = 0, the Riesz representational
theorem would be enough.
Finite element discretization
For the ease of presentation we assume now that w = 0.1
We consider a family of quasi-uniform triangulations of the domain Ω, parametrized by the
maximal meshwidth h. The family together is denoted by (Th)h≥0 and satisﬁes:
Assumption 1.3. (i) Ω = ∪Th∈ThTh, or using the elementwise numbering Th = {Tk}Kk=1.
1Although, in Appendix A we discuss the assembly of such nonsymmetric terms.
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(ii) For any two distinct triangles Ti, Tj ∈ Th, Ti ∩ Tj is either empty, or a common vertex or
edge (face) of the two elements.
(iii) The family Th is called quasi-uniform if there exists some κ > 0, such that each Th ∈ Th




The corresponding ﬁnite element space Vh ⊂ V is spanned by continuous, piecewise polyno-
mial nodal basis functions φ1, φ2, . . . , φN that are continuous on Ω and having degree p on each
ﬁnite element, and for each nodal points x`, satisfy φj(x`) = δj`. We use Lagrange interpolation
to construct the basis functions, hence they are called Lagrange-type basis functions. The ﬁrst
order ﬁnite element functions are often called Courant elements. A number of basis functions

































Figure 1.1: Some of the Lagrange basis functions in one dimension with order p
The discrete ﬁnite dimensional problem is: ﬁnd uh ∈ Vh, such that∫
Ω
(





gvh (vh ∈ Vh).





















gφi (i = 1, 2, . . . , N).
Collecting the nodal values of uh into the vector c = (cj) ∈ RN , for the above problem we can
write
(KA+ qM)c = b,
10 Preliminaries: theory of elliptic problems








while b ∈ RN is the load vector bi =
∫
Ω gφi.
The mass and stiﬀness matrices can be eﬃciently assembled using a reference element tech-
nique, i.e. by transforming (using an aﬃne linear transformation) the integrals from any element
Th ∈ Th to a ﬁxed reference element E, where the integrals can be computed in advance. A more
detailed description of the reference element method is given in Appendix A, or see [AH05].
The assembly of the load vector in addition involves a quadrature rule of suﬃciently high
order.
For more results on methods with higher order basis functions, we refer to Atkinson and Han
[AH05, Section 10.1.2 and 10.2.2].
Approximation results
Now we will summarize some results leading to optimal order error estimates in the H1 and L2
norms.
Lemma 1.1 (Céa's lemma). Let V be a real Hilbert space, let a : V × V → R be a bounded,
V -elliptic bilinear form and ϕ a bounded linear functional. Let u∗ ∈ V the true solution and
uh ∈ Vh the ﬁnite element approximation of the weak problem a(u, v) = ϕv.
Then the following estimate holds:




‖u∗ − v‖V ,
where m and M are the lower and upper bound of the bilinear form a.
Proof. The proof (see e.g. [AH05, Proposition 9.1.3]) is based on standard estimates and the
Galerkin orthogonality:
a(u∗ − uh, vh) = 0 (vh ∈ Vh).
Lemma 1.2 (Interpolation error). Let (Th)h≥0 be a family of quasi-uniform meshes, let k > 0
and m ≥ 0 be integers, such that k + 1 ≥ m, and Pk(Ω) ⊂ Vh.
Then the following estimate holds for the interpolation error
‖v − Ihv‖Hm(Ω) ≤ chk+1−m|v|Hk+1(Ω) (v ∈ Hk+1(Ω)),
where the constant c > 0 is independent of h.
Proof. See [AH05, Section 10.3]. In showing this result the previously mentioned reference
element E, with the corresponding aﬃne linear map, plays a decisive role.
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Theorem 1.8 (Finite element error estimates). Keeping the above assumptions, let Vh be a ﬁnite
element subspace of piecewise polynomials of degree at most k > 0 and assume that the solution
u∗ ∈ Hk+1(Ω), having the ﬁnite element approximation uh ∈ Vh.
(i) Then the following estimate holds for the error
‖u∗ − uh‖H1(Ω) ≤ chk|u∗|Hk+1(Ω),
where the constant c > 0 is independent of h.
(ii) There also holds for the error
‖u∗ − uh‖L2(Ω) ≤ chk+1|u∗|Hk+1(Ω),
where the constant c > 0 is independent of h.
Proof. We shortly sketch two possible proofs.
(1) Following [AH05, Section 10.4]: The ﬁrst assertion can be shown using Céa's lemma, with
vh = Ihu
∗, and the interpolation estimate. The second estimate is shown using the famous
AubinNitsche trick (or duality argument).
(2) Following [Tho84, Section 1.]: The proof is depending on introducing a Ritz projection,
and then using similar arguments, e.g. AubinNitsche trick and interpolation estimates.
1.4. Iterative methods
Nonlinear problems on Hilbert spaces often arise in the theory of nonlinear partial diﬀerential
equations, for instance nonlinear elliptic problems from the previous section are examples of
signiﬁcant importance, see in particular Proposition 1.1. The solution of these problems are
usually done by iterative techniques, preconditioning is also often involved. This section is
devoted to such methods, applied to the nonlinear problem
F (u) = b, (1.5)
set in the real Hilbert space H, with inner product 〈., .〉 and norm ‖.‖. The vector b ∈ H is
given, and F : H → H being a monotone potential operator, i.e. derivative of a suitable convex
functional.
The presentation is following Faragó and Karátson [FK02, Chapter 5.].
Namely, besides the suitable continuity of F ′, the operators F ′(u) are assumed to be sym-
metric and satisfy
m‖v‖2 ≤ 〈F ′(u)v, v〉 ≤M‖v‖2 (M ≥ m > 0, u, v ∈ H),
where m and M are called spectral bounds.
For further details, see [FK02, Zei89, GGZ74, OR70].
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1.4.1. Potentials and monotone operators
This subsection contains existence and uniqueness results for F (u) = b. Using the above as-
sumptions and the variational principle a solution is obtained by minimizing the corresponding
convex potential, i.e. the functional Φ : H → R satisfying
Φ′(u) = F (u)− b.
Deﬁnition 1.7. The nonlinear operator F : H → H has a bihemicontinuous symmetric Gâteaux
derivative if
(i) The operator F is Gâteaux diﬀerentiable.
(ii) Its derivative F ′ is bihemicontinuous, i.e. (s, t) 7→ F ′(u+ sv+ tw)z is continuous from R2
to H.
(iii) For any u ∈ H the operator F ′(u) is self-adjoint.
The ﬁrst two conditions ensures that F is a potential operator, meaning that there exists a
functional Φ : H → R satisfying Φ′(u) = F (u). For operators fulﬁlling (i)(ii) the symmetry of
derivatives is necessary and suﬃcient for the existence of a potential, see [GGZ74, Zei89].
Now we turn to a basic solvability theorem for the above class of operators, for generalizations
and more details we refer to [FK02, GGZ74].
Theorem 1.9 ([FK02]). Let H be a real Hilbert space and the operator F : H → H fulﬁls the
following properties:
(i) The operator F has a bihemicontinuous symmetric Gâteaux derivative.
(ii) There exists a constant m > 0 such that
m‖v‖2 ≤ 〈F ′(u)v, v〉 (u, v ∈ H).
Then for any b ∈ H there exists a unique solution u∗ ∈ H satisfying F (u∗) = b, which is also the
unique minimizer of Φ : H → R.
Remark 1.2. It is important to remark here that there exists possible extensions to the case
where both m and M are nicely depending on ‖u‖, and mapping R+ to R+. To be more precise
the function m has to satisfy limr→∞ rm(r) = ∞, while M is a continuous function. For this
case we refer to [FK02, GGZ74]. A special case of this result is presented in Theorem 1.7.
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1.4.2. Gradient method
The gradient method, also known as the method of steepest descent, with a stationary stepsize
% > 0 applied to the nonlinear problem F (u) = b, with potential satisfying Φ′(u) = F (u)− b, is
given as




for (k = 0, 1, 2, . . . ),
where the initial value u1 is an arbitrary given vector. The above sequence is minimizing Φ,
which in combination of Theorem 1.9 yields a solution of (1.5).
The main convergence result, with optimal stepsize %, is given below. Apart from the as-
sumptions of Theorem 1.9, we assume M to be the upper spectral bound of F ′. For a detailed
proof, see, e.g. [FK02].
Theorem 1.10 ([FK02] Theorem 5.4). Let H be a real Hilbert space and the operator F : H → H
fulﬁls the following properties:
(i) The operator F has a bihemicontinuous symmetric Gâteaux derivative.
(ii) There exist constants M ≥ m > 0 such that
m‖v‖2 ≤ 〈F ′(u)v, v〉 ≤M‖v‖2 (u, v ∈ H).
Let b be an arbitrary vector in H and u∗ ∈ H denotes the solution of the problem F (u) = b.
Then for any starting value u0 ∈ H the sequence





for (k = 0, 1, 2, . . . )
converges to u∗, according to the linear estimate






‖F (u1)− b‖ for (k ∈ N).
Proof. The proof is based on a ﬁxed point argument applied to the map
J(u) = u− 2
M +m
F (u).
For more details on the proof see [FK02, Theorem 5.4] or [GGZ74, Zei89, OR70].
Remark 1.3. Similarly to the existence result, there are extensions to the case of ‖u‖-deterio-
rating spectral bounds. The upper bound M : R+ → R+ is depending continuously on ‖u‖, and
again the lower bound m : R+ → R+ has to satisfy limr→∞ rm(r) = ∞. For more details we
refer to [FK02, Remark 5.10] and the references therein.
We state the case where the upper bound M depends on the norm of u, but the lower bound
is ﬁxed.
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Theorem 1.11 ([FK02] Theorem 5.5). Let H be a real Hilbert space and the operator F : H → H
fulﬁls the following properties:
(i) The operator F has a bihemicontinuous symmetric Gâteaux derivative.
(ii) There exist constants M ≥ m > 0 such that
m‖v‖2 ≤ 〈F ′(u)v, v〉 ≤M(‖u‖)‖v‖2 (u, v ∈ H).
Let b an arbitrary vector in H and u∗ ∈ H denotes the solution of the problem F (u) = b.
Then for any starting value u0 ∈ H the sequence









converges to u∗, according to the linear estimate






‖F (u0)− b‖ for (k ∈ N). (1.6)
Proof. The proof is again based on the contractivity of the J functional, similarly to the proof of
Theorem 1.10. However, here one starts by showing that the sequence remains in a ball, whose
radius is ‖u0‖+m−1‖F (u0)− b‖.
1.4.3. Newton-type methods
One of the central topics of this thesis are Newton-like methods, their basic versions are described
in this section. They can be cast in a slightly more general setting: instead of working in Hilbert
spaces we work in Banach spaces (unless stated otherwise). No symmetry of the derivatives of
F is involved, however a suitable Lipschitz continuity is required.
The presentation is still based on [FK02].
We assume X,Y to be Banach spaces, F : X → Y and b ∈ Y . We consider the equation, for
u ∈ X,
F (u) = b. (1.7)
Since the uniform ellipticity condition is not involved in showing convergence of Newton-type
methods, we will assume (1.8) below, also ensuring well-posedness according to the following
theorem due to Plastock [Pla74].
Theorem 1.12 ([Pla74]). Let F : X → Y be diﬀerentiable, and there exists an m > 0 such that
‖F ′(u)v‖ ≥ m‖v‖ for (u, v ∈ X). (1.8)
Then for any b ∈ Y there exists u∗ ∈ X a unique solution to (1.7).
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The condition (1.8) immediately implies the two following estimates:
‖F ′(u)−1‖ ≤ m−1, ‖F (u)− F (v)‖ ≥ m‖u− v‖.
Remark 1.4. Similarly to Remark 1.3, there are extensions to the case of ‖u‖-dependent spectral
bounds. For more details we refer to [FK02, Remark 5.17] and the references therein.
Newton's method
Now we consider the Newton iteration in the Banach space X, for the problem
F (u) = b.
Among the many versions and extensions of convergence theorems (the ﬁrst such result is due
to Kantorovich [Kan45]), we single out only one: the global convergence result for the inexact
damped Newton method (which possesses most practical importance).
Theorem 1.13 ([FK02] Theorem 5.12). Let F : X → Y satisfy (1.8) and ‖F ′(u) − F ′(v)‖ ≤
L‖u−v‖ with a constant L > 0 independent of u, v ∈ X, and let u∗ ∈ X be the solution of (1.7).
Let u0 ∈ X be an arbitrary. Consider the sequence




)‖ ≤ δk‖F (uk)− b‖ with 0 < δk ≤ δ < 1









‖uk − u∗‖ ≤ m−1‖F (uk)− b‖ → 0 monotonically,
with speed depending on the sequence (δk)k∈N up to a locally quadratic order.
(i) If δk = δ < 1 (k ∈ N), then the convergence is linear.
(ii) If δk ≤ c‖F (uk)− b‖γ, with 0 < γ ≤ 1, then the convergence is locally of order 1 + γ:
‖F (uk+1)− b‖ ≤ c‖F (uk)− b‖1+γ (k ≥ k0)
starting form and index k0 ∈ N with a constant c > 0. Equivalently
‖uk − u∗‖ ≤ m−1‖F (uk)− b‖ ≤ cq(1+γ)k (k ∈ N),
with appropriate constant 0 < q < 1.
For further results, details and proofs the reader is referred to [Kan45, FK02, GGZ74, Zei89,
OR70], for possible relaxations of certain conditions, e.g. Lipschitz condition, see [FK02, Re-
mark 5.17].
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Variable preconditioning, quasi-Newton methods
In this subsection we consider preconditioned iterative methods. Here the used preconditioners
are stepwise variable linear operators, approximating the derivative F ′. These methods form a
class of quasi-Newton methods applied to the problem
F (u) = 0.
Variable preconditioning quasi-Newton methods were ﬁrst investigated by Karátson and Faragó
in [KF03]. This result is set in a real Hilbert space.
Variable preconditioning techniques allows the user to choose the approximating operator
based not on the global behavior of F ′, which would yield a method of ﬁrst order [FK02, Corol-
lary 5.4]. On the contrary: by a local approximation better convergence results are available.
The corresponding result is given below.
Here we are following its original presentation from [KF03].
Let us recall that u∗ ∈ H is the unique solution of the equation F (u) = b. We introduce the
norms
‖v‖2k := 〈F ′(uk)−1v, v〉, ‖h‖2∗ := 〈F ′(u∗)−1v, v〉 (v ∈ H, k ∈ N).
The following theorem provides a damped global convergence result for the method, using
variable spectrally equivalent preconditioning. The convergence order is again up to two.
Theorem 1.14 ([KF03] Theorem 3). Let
(
H, 〈., .〉) be a real Hilbert space with induced norm
‖.‖. Let the operator F : H → H have a Gâteaux derivative satisfying the following conditions:
(i) F ′(u) is self-adjoint for all u ∈ H.
(ii) There exists constants M ≥ m > 0 satisfying
m‖v‖2 ≤ 〈F ′(u)v, v〉 ≤M‖v‖2 (u, v ∈ H).
(iii) There exists L > 0 such that
‖F ′(u)− F ′(v)‖ ≤ L‖u− v‖ (u, v ∈ H).
Let us denote µ(uk) = Lm
−2‖F (uk)‖. For arbitrary u0 we deﬁne the sequence (uk) as follows:
uk+1 = uk − 2%k
Mk +mk
B−1k F (uk) (k ∈ N),
where the following conditions hold:
(iv) Let Bk be self-adjoint linear operators and Mk ≥ mk > 0 be such that
mk〈Bkv, v〉 ≤ 〈F ′(uk)v, v〉 ≤Mk〈Bkv, v〉 (v ∈ H, k ∈ N),
further there exists constants K > 1 and ε > 0 such that Mk/mk ≤ 1 + 2/(ε+Kµ(uk)).
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−3/2(Mk +mk)−2‖F (uk)‖(1 + µ(uk))1/2.
Then there holds
‖uk − u∗‖ ≤ 1
λ








Moreover, if in addition we assume Mkmk ≤ 1 + c1‖F (uk)‖γ for k ∈ N with some constants c1 > 0
and 0 < γ ≤ 1, then
‖F (uk+1)‖∗ ≤ d1‖F (uk)‖1+γ∗ (k ∈ N),
with a positive constant d1.
Since the norms ‖.‖ and ‖.‖∗ are equivalent, the last estimate is also true with the original
norm on H.
A full analysis of this method, together with ﬁxed spectral bounds in (iv) (having only order
one) can be found in [KF03, FK02].
1.4.4. Conjugate gradient methods
Solution of linear algebraic equation systems, such as semidiscretizations of the auxiliary prob-
lems of iterative methods, are often solved using a conjugate gradient method (CGM). The
combination of a CGM with a Newton-type method is often called an innerouter iteration.
The conjugate gradient method was introduced by Hestenes and Stiefel [HS52], and further
investigated in a general setting by Daniel [Dan67]. The ﬁeld of conjugate gradient methods are
discussed in detail in the monograph of Axelsson [Axe96].
Consider the general linear algebraic system
Ax = b,
with the symmetric positive deﬁnite matrix A ∈ Rd×d, and denote by x∗ the true solution
corresponding to the vector b ∈ Rd.
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The algorithmic form of the CG method for the above problem is
(a) Let x0 ∈ Rd be arbitrary, r0 = b−Ax0, p0 = r0;




, xk+1 := xk + αkpk, rk+1 := rk − αkApk
(If rk+1 is suﬃciently small then exit.)
βk :=
〈rk+1, rk+1〉
〈rk, rk〉 , pk+1 := rk+1 + βkpk
(c) The approximation to x∗ is xk+1.
It is worth to note that it provides an exact solution in d steps for a matrix A ∈ Rd×d.
However, since discretizations of elliptic problems yield an extremely large equation system,









with the spectral bounds M ≥ m > 0, such that
m‖x‖2 ≤ 〈Ax,x〉 ≤M‖x‖2 for x ∈ Rd.
We state a slightly more general convergence result in a Hilbert space setting.
Theorem 1.15 ([Pat74], [Axe96]). Let A be a bounded, self-adjoint, linear operator on the Hilbert
space H such that there exist M ≥ m > 0
m‖u‖2 ≤ 〈Au, u〉 ≤M‖u‖2 (u ∈ H).
Then the CGM sequence converges to the solution of Au = b, and satisﬁes







‖u∗ − u0‖A (k = 1, 2, . . . ).
Hayes in [Hay54] has shown superlinear convergence estimates. Characterisation results were
given later by Axelsson and Kaporin [AK00].
There are many diﬀerent generalizations of the above method, such as CGM for nonsymmetric
problems, CGM for nonlinear problems, conjugate gradient least squares method, biconjugate
gradient method, etc., see e.g. [Axe96, FK02].
From the above generalizations we detail a method for problems with a nonsymmetric A.
We consider the normal equation
A∗Ax = A∗b
and apply the CGM.
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From this we obtain the following algorithmic form of the so called CGN method:
(a) Let x0 ∈ Rd be arbitrary, r0 = Ax0 − b, s0 = p0 = A∗r0;




, xk+1 = xk + αkpk, rk+1 := rk + αkApk,
sk+1 = A
∗rk+1,
(If rk+1 is suﬃciently small then exit.)
βk =
〈sk+1, sk+1〉
〈sk, sk〉 , pk+1 := sk+1 + βkpk
(c) The approximation to x∗ is xk+1.
(1.10)
For more details on this method we refer to Axelsson and Karátson [AK03].
Remark 1.5. Conjugate gradient methods are often used as inner iterations to solve the linear
auxiliary problems arising in gradient or Newton-type methods (used as outer iterations). When
applying these innerouter iterations to discretizations of elliptic PDEs the mesh independency
(i.e. the number of iterations is bounded independently of the mesh size h) of the iterative method
is an important question. For results and further details we refer to [Axe96, FK02].
Remark 1.6.
Preconditioners are often used to enhance the performance of CG methods. A detailed de-
scription can be found in [Axe96] and [FK02].
Remark 1.7 (GMRES). There is an other method which, maybe, are more often used for non-
symmetric problems: the generalized minimal residual method (GMRES), developed by Saad
and Schultz [SS86]. This algorithm minimize the residual norm ‖b−Auk‖ without the iterate uk
having been calculated in each step. In contrast of the usual CGM the conjugate directions are
computed explicitly, by using the Arnoldi iteration. For an algorithmic description of GMRES
we refer to [SS86].
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2. Convection-dominated elliptic problems:
robust estimates for streamline diﬀusion
preconditioning
This chapter is devoted to the solution of convection-dominated elliptic problems with streamline
diﬀusion ﬁnite element method, combined with equivalent preconditioning. We use a precondi-
tioner obtained from the streamline diﬀusion inner product (which is the original inner product
enhanced with a stabilizing term). Using an improved streamline PoincaréFriedrichs inequal-
ity it is proved that the obtained convergence is robust, i.e. for suitable convection vector ﬁelds
the iteration number is bounded independently of the diﬀusion parameter ε, unlike the previous
results by Kirby [Kir10].
The chapter is based on [AKK14].
Convection-dominated elliptic equations form an important class in the modelling of stationary
convectiondiﬀusion problems, and hence are the subject of intense research, with vast literature,
for instance see [ESW14, Mor96, RST08, Sty05], and the references therein.
A common point is that standard ﬁnite element discretizations are inadequate for such prob-
lems, they require a very ﬁne mesh, otherwise they behave poorly. Hence, the ﬁnite element
method is replaced by some stabilized version. Various stabilizing approaches have been pro-
posed: a widespread method is the streamline diﬀusion ﬁnite element method, see for example
[ESW14, Chap. 3]. The streamline diﬀusion ﬁnite element method (SDFEM) for convection-
dominated elliptic problems was introduced by Hughes and Brooks [HB79, HB82]. Further
analysis of this method for time dependent problems was started by Johnson and Nävert in
[JN81].
The arising linear systems are generally solved by some preconditioned (conjugate gradient
type) iterative method. The convergence of these iterations is also inﬂuenced by the convection-
dominated character. To be precise, the convergence becomes slow if the coeﬃcient ε of the
diﬀusion term is small. Our preconditioning approach is the equivalent operator preconditioning,
see [FMP90] for a solid foundation, and [AK09b] for a detailed survey with various elliptic
problems. In particular, equivalent operator preconditioning has been applied in [Kir10] for the
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SDFEM. However, just as for other such methods mentioned in [AK09b], even for this precondi-
tioned version the convergence estimates become arbitrarily slow if ε→ 0. The constants in the
convergence estimate are deteriorating for small ε (they blow up as ε approaches zero).
Our goal is to prove that the convergence using streamline diﬀusion preconditioning can in
fact be robust, i.e. to give bounds independently of ε, for proper convection vector ﬁelds. We
prove this via an improved streamline PoincaréFriedrichs inequality. Altogether, our aim is
to show that a proper combination of the two approaches (SDFEM and equivalent operators)
results in a robust extension of the latter to certain convection-dominated problems, namely the
constants are independent from ε.
Numerical tests are illustrating the obtained theoretical results.
2.1. The problem and the streamline diﬀusion FEM
For simplicity we present the results in detail for a simple class of problems with Dirichlet
boundary conditions: −ε∆u+w · ∇u = g in Ωu|∂Ω = 0. (2.1)
Let Lu = −ε∆u+w · ∇u denote the convectiondiﬀusion operator.
We assume that the followings are satisﬁed for the above problem.
Assumption 2.1. (i) Ω ⊂ Rd is a polyhedral domain.
(ii) w ∈ C1(Ω, Rn), divw = 0.
(iii) g ∈ L2(Ω).
In Section 2.3 we will report on the obvious modiﬁcations for more general boundary value
problems. Namely, allowing mixed boundary conditions (i.e. including boundary inﬂow), proper
non-divergence free convection ﬁelds and lower order terms. The smoothness of the convection
ﬁeld can also be relaxed, see Remark 2.6. The homogeneity of the boundary conditions in (2.1)
also serves only simplicity of exposition, the nonhomogeneous case can be reduced to this in a
standard way.
Remark 2.1. A possible way to improve the approximation of a problem
Lu = g, u|∂Ω = ψ (2.2)
in the boundary layers, is to solve ﬁrst the hyperbolic problem
w · ∇u0 = g, u0|Γ− = ψ
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using a method of characteristics (where Γ− denotes the inﬂow boundary, i.e. where w · ν < 0),
and then to solve the defect-correction equation Lv = g − Lu0v|∂Ω = ψ − u0. (2.3)
Clearly u := u0 +v solves (2.2) but v is small away from the layer. Based on the residual g−Lu0,
one can adapt the mesh to better resolve the layers.
After homogenization of the boundary condition, problem (2.3) is of the same type as (2.1),
hence the results of this chapter are valid.
Weak formulation





with the usual induced norm.
The weak problem reads as: ﬁnd u ∈ H10 (Ω) such that∫
Ω
(
ε∇u · ∇v + (w · ∇u)v) = ∫
Ω
gv (2.4)
holds for any v ∈ H10 (Ω). Further, we introduce the nonsymmetric bilinear form a : H10 (Ω) ×










(u, v ∈ H10 (Ω)).
Using this notation the weak problem can be rewritten as
a(u, v) = ϕv (v ∈ H10 (Ω)).
Solvability
Then the above weak problem ﬁts into the framework of (1.3), since Assumption 2.1 coincides
with (i)(iii) of Assumption 1.2, in addition (iv) holds with
K = ε > 0 and q = 0.
Then by the LaxMilgram lemma, through Proposition 1.2, the weak problem (2.4) has a
unique solution u∗ ∈ H10 (Ω). For a slightly diﬀerent approach see [ESW14, Section 3.2].
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2.1.1. Streamline diﬀusion FEM
As in Section 1.3: let Th = {Tk}Kk=1 be a triangulation of Ω, and Vh ⊂ H10 (Ω) be the corresponding
subspace of continuous, piecewise linear functions. The streamline diﬀusion FEM (SDFEM) is
deﬁned following [ESW14, Chapter 3]. The usual ﬁnite element formulation is completed with a
stabilizing term containing a set of elementwise constant parameters δk > 0 (k = 1, 2, . . . ,K):∫
Ω
(








(w · ∇uh) (w · ∇vh) =
∫
Ω
g(vh + δw · ∇vh) (∀vh ∈ Vh).
(2.5)













(w · ∇uh) (w · ∇vh) (uh, vh ∈ Vh).
(2.6)










(w · ∇uh) (w · ∇vh), (uh, vh ∈ Vh),










|w · ∇uh|2 .






, where hk denotes the diameter of Tk and wk := w|Tk ; for a ﬁxed convection ﬁeld
and uniform parameters on a regular mesh, this choice is simply δ = O(h). Then, under proper
assumptions from [ESW14, Chapter 3], the SDFEM converges and satisﬁes the error bound
‖u− uh‖SD ≤ Ch3/2 ‖D2u‖L2 ,
where D2u denotes the Hessian. The estimates and also our results in this chapter involve the
minimal parameter, which we will denote as
δ0 := min
k=1,2,...,K
δk > 0 . (2.7)
It is important to note that the parameters δk (in particular, δ0) are chosen independently of ε.
Remark 2.2. The SDFEM can also be deﬁned for general types of elements, in which case the
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see also [ESW14, Chapter 3l]. (This term has vanished for the piecewise linear case above.) Even
in this case one has a perturbation term of order O(δε). Since we assume that ε is small and
δ = O(h), it turns out that this term is smaller than the discretization error, except possibly in
layers, and is hence usually deleted from further considerations as well.
The basis functions spanning Vh are denoted by φ1, φ2, . . . , φN , see also Section 1.3, and
we seek the discrete solution in the form: uh =
∑N
j=1 cjφj , then the streamline diﬀusion ﬁnite
element problem (2.5) leads to a linear algebraic system
Ac = b, (2.8)
where c = (c1, c2, . . . , cN )T is collecting the nodal values of uh ∈ Vh, and
Aij = aSD(φj , φi), bi =
∫
Ω
gφi (i, j = 1, 2, . . . , N).
2.2. The streamline diﬀusion preconditioner
Let S be the stiﬀness matrix corresponding to the inner product 〈., .〉SD:
Sij = 〈φj , φi〉SD (i, j = 1, 2, . . . , N).
We propose S as preconditioner to the system (2.8):
S−1Ac = b˜ (2.9)
where b˜ := S−1b. The preconditioning matrix S will be called streamline diﬀusion precondi-
tioner. Here S is a symmetric, positive deﬁnite matrix. The auxiliary systems can be hence
solved with a variety of methods, e.g. the ones discussed in Section 2.2.4.
We note that S is the symmetric part of A under the conditions of problem (2.1), i.e. with
divergence free convection ﬁeld and Dirichlet boundary conditions. (This is not the case for the
more general problem to be mentioned in Section 2.3, then S is a kind of shifted symmetric
part.) Preconditioning with the symmetric part has long been a widespread strategy, see e.g.
[ES86, Wid78] and [AK03]; in particular, it allows a short one-step recurrence in a proper iterative
solution method, see Remark 2.4 below. However, to our knowledge it has not been considered
for SDFEM before the paper [Kir10], whose estimates will be revisited in Section 2.2.1.
The convergence properties are studied with respect to the S-inner product
〈c, d〉S := S c · d (c, d ∈ Rd)
and the corresponding S-norm |c|2S := Sc · c.
The preconditioned problem is solved with a CG type iterative method, designed either
directly for the original system such as the GMRES, Orthomin or GCG-LS methods [Axe96,
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EES83, SS86] or for the normal (symmetrized) system such as the CGN method from (1.10).
The convergence of these methods depends on the coercivity bound and on the S-norm of S−1A:
λ0 := λ0(S
−1A) := inf
{〈S−1Ac, c〉S : |c|S = 1} > 0,
Λ := Λ(S−1A) := ‖S−1A‖S = sup{〈S−1Ac, d〉S : |c|S = |d|S = 1}.










(k = 1, 2, . . . , N), (2.10)





(k = 1, 2, . . . , N). (2.11)
Convergence estimates can alternatively be described in terms of ﬁeld-of-values, see e.g. [Sta97].
Remark 2.3. The CGN method is often avoided since the normal equation may lead to a higher
condition number. On the other hand, it involves a very simple recursion in contrast to the
GMRES and Orthomin methods, and for many nonsymmetric problems it has proved to be eﬃ-
cient [Egg07, FMP90]. We will also ﬁnd in our tests that it converges as fast as those methods
satisfying (2.10). A possible reason behind this is that the convergence rate (2.11) is smaller
than the rate (2.10) of GMRES, GCG-LS etc., which may compensate the extra work. The main
disadvantage of the CGN method may arise when the matrix is close to symmetric, whereas in
our problem the matrix is strongly nonsymmetric.
Remark 2.4. The GCG-LS method, which is one of the CG type iterations that avoid the nor-
mal equation and yield the convergence rate (2.10), is particularly eﬃcient when symmetric part
preconditioning is used, see [Axe87, Wid78]. In this case the full GCG-LS algorithm reduces au-
tomatically to the truncated version GCG-LS(0), which consists of a simple one-step recurrence.
The convergence results that follow are based on the theory of equivalent preconditioning
[AK09b, FMP90].
2.2.1. Equivalent preconditioning
The main idea of equivalent preconditioning in the context of bilinear forms is that the bounds
are inherited uniformly by the stiﬀness matrices as follows:
Proposition 2.1. Let the bilinear form aSD be bounded and coercive w.r.t. the inner product
〈., .〉SD with bounds M and m, that is,
|aSD(uh, vh)| ≤ M‖uh‖SD‖vh‖SD, aSD(uh, uh) ≥ m‖uh‖2SD (∀uh, vh ∈ Vh).
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Then S−1A inherits the same bounds w.r.t. the S-norm, i.e.
|〈S−1Ac, d〉S | ≤ M |c|S |d|S , 〈S−1Ac, c〉S ≥ m |c|2S (∀ c,d ∈ Rd).
Proof. It follows in a standard way [AK09b, Kir10], for completeness we give the brief proof: for
arbitrary c,d ∈ Rd, letting uh =
N∑
j=1
cjφj ∈ Vh and vh =
N∑
j=1
djφj ∈ Vh, we obtain
|〈S−1Ac, d〉S | = |Ac · d| = |aSD(uh, vh)| ≤M‖uh‖SD‖vh‖SD = M |c|S |d|S ,
〈S−1Ac, c〉S = Ac · c = aSD(uh, uh) ≥ m‖uh‖2SD = m |c|2S .
Therefore our task is to estimate m and M in a suitable way.
(a) For the lower bound: as is well-known from Chapter 3 in [ESW14], the coercivity bound
equals m = 1.
(b) For the upper bound M we present multiple estimates. Under Assumption 2.1 (ii) on
w: for the streamline term, the divergence theorem implies (see also (d) in the proof of Propo-
sition 1.2), ∫
Ω


















|w · ∇uh|2 = ‖uh‖2SD .
On one hand, the straightforward estimate of the upper bound will depend on ε. Since
aSD(uh, vh) = 〈uh, vh〉SD +
∫
Ω
(w · ∇uh)vh ,
a natural upper estimate is
|aSD(uh, vh)| ≤ ‖uh‖SD‖vh‖SD + ‖w · ∇uh‖L2(Ω)‖vh‖L2(Ω).
Here from (2.7)
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(b1) As pointed out in the recent paper [Kir10, Section 2.1]: by deﬁnition
‖vh‖2SD ≥ ε ‖∇vh‖2L2(Ω),













i.e. the upper bound is estimated as
M ≤ 1 + CΩ√
δ0ε
, (2.15)
ﬁrst shown in [Kir10, equation (2.37)]
However, for small values of ε the given bound onM is extremely huge (to be precise: it tends
to +∞ as ε approaches zero), therefore it has a limited practical importance. In other words,
the ε-deteriorating bound yields an arbitrarily slow convergence1 of the underlying conjugate
gradient type iteration.
The goal of this chapter is to replace the estimate (2.14), in such a way that the new upper
bound onM is not depending on ε. For this purpose we must compare ‖v‖L2(Ω) to the streamline
term instead of the ﬁrst ε-dependent diﬀusion term in ‖v‖SD. This is achieved by a special
streamline analogue of the standard PoincaréFriedrichs inequality, hence we will call it the
streamline PoincaréFriedrichs inequality. The next section introduces this new estimate and
gives a detailed proof of it.
2.2.2. A streamline PoincaréFriedrichs inequality
Let Ω ⊂ Rd be a bounded domain. Let us consider a vector ﬁeld w ∈ C1(Ω,Rd) and the
corresponding system of ordinary diﬀerential equations
γ˙(t) = w(γ(t)). (2.16)
The solutions of (2.16) are called characteristic curves corresponding to the vector ﬁeld w.
Theorem 2.1 ([Arn92]). A vector ﬁeld w ∈ C1(Ω,Rd) for which w(x) 6= 0 (x ∈ Ω) is locally
rectiﬁable. This means that any x ∈ Ω has a neighbourhood Vx such that the characteristic
curves can be locally parametrized by a diﬀeomorphism fx : Ux → Vx on some open set Ux,
where parametrization means a mapping
fx(s1, . . . , sd−1, t) := γs1,...,sd−1(t)
(
(s1, . . . , sd−1, t) ∈ Ux
)
such that t 7→ γs1,...,sd−1(t) are a local family of characteristic curves.
1Im Gegensatz zu Beliebig Langsame Konvergenz an 18.06.2014.
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Deﬁnition 2.1. A vector ﬁeld w ∈ C1(Ω,Rd) for which w(x) 6= 0 (x ∈ Ω) is called globally
rectiﬁable on Ω if the above local diﬀeomorphisms can be replaced by a global one onto Ω, i.e.
there exists a diﬀeomorphism f : K → Ω on a compact set K such that
f(s1, . . . , sd−1, t) := γs1,...,sd−1(t)
(
(s1, . . . , sd−1, t) ∈ K
)
where t 7→ γs1,...,sd−1(t) are the family of characteristic curves covering Ω.
(Diﬀeomorphism means that f ∈ C1(K,Ω) is one-to-one and f−1 ∈ C1(Ω,K).)
We will brieﬂy denote s := (s1, . . . , sd−1), thus the above formula becomes
f(s, t) := γs(t)
(
(s, t) ∈ K). (2.17)
A two dimensional example of a globally rectiﬁable vector ﬁeld is illustrated in Figure 2.1,
where w(x) 6= 0 (x ∈ Ω) and the inﬂow and outﬂow boundaries Γ− (where w · ν < 0) and Γ+
(where w · ν ≥ 0), respectively, are connected.
Figure 2.1: A globally rectiﬁable vector ﬁeld.
We establish our theoretical results rigorously for globally rectiﬁable vector ﬁelds. We note
that this property is restrictive, but the result can be extended to more general problems, as will
be discussed in Remark 2.5.
We will make use of the change of variables formula for integrating on Ω: for any function
z ∈ L1(Ω) ∫
Ω




z(f(s1, s2, . . . , sd−1, t))
∣∣∣det ∂f(s1, s2, . . . , sd−1, t)
∂s1s2 . . . ∂sd−1∂t
∣∣∣ds1ds2 . . . dsd−1dt.
From Deﬁnition 2.1, using notation (2.17) (and the same for x and for the integration variables),
further, using notation
Jw(s, t) :=
∣∣∣det ∂f(s1, s2, . . . , sd−1, t)
∂s1s2 . . . ∂sd−1∂t
∣∣∣,
where the subscript w also indicates that this Jacobian is ultimately determined by the vector





z(γs(t)) Jw(s, t)dsdt. (2.18)
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The diﬀeomorphism property implies that
0 < µ ≤ Jw(s, t) ≤ µ˜
(
(s, t) ∈ K), (2.19)
where µ and µ˜ are independent of (s, t).
Theorem 2.2 (Streamline PoincaréFriedrichs inequality). Let w ∈ C1(Ω,Rd), for which
w(x) 6= 0 (x ∈ Ω), be a globally rectiﬁable vector ﬁeld on Ω.
Then there exists a constant Cw > 0, depending on w but independent of v such that
‖v‖L2(Ω) ≤ Cw ‖w · ∇v‖L2(Ω) (v ∈ H10 (Ω)).







|v(γs(t))|2 Jw(s, t)dsdt. (2.20)
For ﬁxed (s, t) ∈ K let t0(s) < t be such that γs(t0(s)) ∈ ∂Ω, i.e. where the curve intersects
the inﬂow boundary. Then the boundary condition implies v(γs(t0(s))) = 0, hence the Newton








∇v(γs(τ)) ·w(γs(τ)) dτ =
∫ t
t0(s)
(w · ∇v)(γs(τ)) dτ.











Now let t1(s) > t be such that γs(t1(s)) ∈ ∂Ω, i.e. where the curve intersects the outﬂow
boundary. Then, also using (2.19) and that t1(s) − t0(s) < diam(K) (where diam(K) denotes













|(w · ∇v)(γs(τ))|2 Jw(s, τ) dτ · diam(K)
µ
. (2.21)
Here the set K can be given as K = {(s, t) ∈ Rd : s ∈ S, t0(s) < t < t1(s)} where the proper
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|(w · ∇v)(γs(τ))|2 Jw(s, τ) ds dτ.






|(w · ∇v)(x)|2 dx = C2w‖w · ∇v‖2L2(Ω),
where Cw := diam(K)
√
µ˜/µ is determined by the diﬀeomorphism f and thus by the ﬁeld w,
but is independent of v.
Remark 2.5. The condition w(x) 6= 0 and the global rectiﬁability in Theorem 2.2 are restrictive,
but it can be seen from the proof that these are not necessary. As seen from (2.21), it suﬃces to








This may allow, e.g. closed curve vector ﬁelds.
For example, let us consider a two dimensional vector ﬁeld
w(x1, x2) = (x1 g(x1, x2)− x2, x2 g(x1, x2)− x1)













rs(t) cos t, rs(t) sin t
)
.
If each function rs solves the ODE
r˙s(t) = rs(t) g
(
rs(t) cos t, rs(t) sin t
)
,
then an elementary calculation yields that
γ˙(1)s (t) = r˙s(t) cos t− rs(t) sin t = rs(t) cos tg
(
rs(t) cos t, rs(t) sin t





















. That is, each γs solves (2.16), i.e. they are the
characteristic curves corresponding to the above vector ﬁeld w. We can then deﬁne
f(s, t) := γs(t) :=
(
rs(t) cos t, rs(t) sin t
)





∂s cos t −rs(t) sin t
∂rs(t)
∂s sin t rs(t) cos t
∣∣∣∣∣ = rs(t)∂rs(t)∂s = 12 ∂∂s(r2s(t)).






≥ C > 0,
i.e. r2s(t) grows at least linearly, then Jw(s, t) has a positive lower bound, and then the same proof
works as in Theorem 2.2.
Since it will also play an important later in our numerical experiments, we give more details
about an enclosed ﬂow from this generalized class.
Example 2.1. As a concrete simple example from the above class, we can consider the circular
vector ﬁeld
w(x1, x2) = (−x2, x1),
see Figure 2.2. The circular characteristic curves can be parametrized as







i.e. we now have rs(t) =
√
s and g ≡ 0. Then ∂rs(t)∂s = 12√s and hence
Jw(s, t) ≡ 1
2
.
Hence Theorem 2.2 is valid, i.e. the streamline PoincaréFriedrichs inequality holds for the cir-
cular vector ﬁeld.
Ω
Figure 2.2: A circular vector ﬁeld, detailed in Example 2.1.
Remark 2.6. The condition w ∈ C1 can also be relaxed. We can even allow a piecewise constant
ﬁeld w, yielding piecewise smooth curves γ, provided that the restrictions of the corresponding
mapping f are diﬀeomorphisms on the subdomains on which w is constant.
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2.2.3. Robust preconditioning for the convectiondiﬀusion problem
Now we have everything at our hands to summarize our results, and therefore obtaining the
robust estimates.
(a) We have already shown the lower bound m = 1.
(b2) For the upper bound M : for any vh ∈ Vh we have the streamline term estimate (2.12):








‖vh‖SD (vh ∈ Vh).
Then using this, to estimate (2.13) further, we obtain an upper bound which is not deterio-
rating with ε↘ 0. These results can be summarized as follows.
Corollary 2.1. Let w ∈ C1(Ω,Rd), for which w(x) 6= 0 (x ∈ Ω), be a globally rectiﬁable vector







‖uh‖SD‖vh‖SD (∀uh, vh ∈ Vh).
That is, the upper bound of aSD satisﬁes
M ≤ 1 + Cw
δ0
, (2.22)
which is an estimate independent of ε.






Figure 2.3: The diﬀerent bounds on M : based on (2.15) ([Kir10, (2.37)]), and (2.22).
Combining the estimates on the lower and upper bounds for m and M (from (a) and (b),
respectively), we have proved the following result.
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Theorem 2.3. Let w ∈ C1(Ω,Rd), for which w(x) 6= 0 (x ∈ Ω), be a globally rectiﬁable
vector ﬁeld on Ω. Then the linear convergence of the conjugate gradient method for the precondi-













(k = 1, 2, . . . , N),
and for the CGN method(‖rk‖
‖r0‖
)1/k





(k = 1, 2, . . . , N),
where both estimates are independent of ε.
Remark 2.7. (i) We note that the above theorem also holds for certain not globally rectiﬁable
vector ﬁelds, discussed in Remark 2.5, together with Example 2.1.
(ii) It is seen that to avoid a too slow rate of convergence, the parameter δ0 must not be
taken too small. On the other hand, its choice inﬂuences the discretization error as mentioned
in Section 2. Hence this choice must be a balance between obtaining a not too large iteration
number and a small discretization error. A typical choice, as also mentioned in Section 2.1, is
δ0 = O(h), see [ESW14].
2.2.4. Solution of the auxiliary problems
The preconditioner S is a symmetric, positive deﬁnite matrix, hence the auxiliary systems can
be solved with a variety of methods. Furthermore, we will show that although the matrix S
itself depends on ε, the conditioning properties of S are independent of ε. For this we assume
that the mesh is regular, i.e. there exists θ0 > 0 such that the smallest angles of elements satisfy
θT ≥ θ0
for all elements T , equivalent to (iii) from Assumption 1.3.
The auxiliary systems can be solved with a lot of eﬃcient methods elaborated for symmetric,
positive deﬁnite problems: for instance, one can use algebraic multilevel (AMLI) methods [AV89,
AV90] or algebraic multigrid (AMG, see, e.g. [Vas08]). A general description of iterative methods
is given in [Axe96].
The performance of the above methods is mainly determined by the range of eigenvalues,
and hence by the condition number of the system matrix. Since the problems in our case depend
on the parameter ε, it is essential to see how the matrix depends on ε. We now verify that the
condition number of S is bounded independently of ε.
Let M denote the mass matrix, given by
M ij = 〈φj , φi〉L2 (i, j = 1, 2, . . . , N).
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It is well-known [ESW14] that its eigenvalues λ(M) satisfy
λmin(M) ≥ C2hd, λmax(M) ≤ C1hd, (2.23)
where d is the space dimension (i.e. Ω ⊂ Rd), the constants C1, C2 > 0 depend on the domain Ω





Let −∆h denote the discretization of the negative Laplacian, using the same mesh as used for
our boundary value problem, i.e.
(−∆h)ij = 〈∇φi,∇φj〉L2 (i, j = 1, 2, . . . , N).






d−2 and λmin(−∆h) ≥ C4hd, (2.24)
where C3, C4 > 0 depend on the domain Ω and the regularity parameter θ0. Hence, we have the




First, we show that κ(M−1S) is uniformly bounded with respect to the parameter ε.
Proposition 2.2. There exists CM−1S > 0 independently of h and ε such that
κ(M−1S) ≤ CM−1Sh−2.
Proof. Let λ be an eigenvalue of M−1S. Then some vector c ∈ Rd, c 6= 0 satisﬁes
Sc = λMc,
hence
Sc · c = λMc · c.
Let uh =
∑n
i=1 ciφi, where φ1, φ2, . . . , φn is a basis in Vh as introduced in Section 2.1. Then
uh 6= 0, and by deﬁnition
Sc · c =
n∑
i,j=1
〈φj , φi〉SD cj ci = ‖uh‖2SD,
and similarly
Mc · c = ‖uh‖2L2 , (2.26)






Hence we must give uniform upper and lower bounds for the above fraction. First, using the
streamline term estimate (2.12) and Theorem 2.2,








On the other hand, since we study the case ε → 0, we may assume that ε ≤ ε˜ where ε˜ is




then (since the standard choice is δmax = O(h) → 0) we may assume that δmax ≤ δ˜ where δ˜ is
independent of h and ε. Then we have
λ =
∫

















〈∇φj ,∇φi〉L2 cj ci = −∆hc · c,
























h−2 = C h−2,




, independently of h and ε.
Theorem 2.4. There exists CS > 0 independently of h and ε such that
κ(S) ≤ CSh−2.
Proof. Using Proposition 2.2, we have





where CS = C1CM−1S/C2, independently of h and ε.
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The obtained result means, when compared to (2.25), that the condition number of S behaves
in the same way as that of the Laplacian, independently of ε. We note here, that this property
will be also illustrated by the numerical tests in Section 2.4. This implies that the performance
of the mentioned multigrid and multilevel methods for the auxiliary systems involving S is
qualitatively similar to the case of standard elliptic problems, in particular, of Poisson equations.
We can then use a combined method: for the outer iterations us S as a preconditioner, while
the therefore arising systems with S are solved with a multigrid or multilevel method, as an
inner iteration. This also leads to a robust method with a rate of convergence independent of ε.
2.3. Generalizations to general mixed BVPs
It is straightforward to extend the above results to general mixed boundary value problems
−ε∆u+w · ∇u+ qu = g in Ω
u = 0 on ΓD
∂u
∂ν
+ βu = 0 on ΓN
that satisfy the corresponding modiﬁed assumptions, taking the place of Assumption 2.1.
Assumption 2.2. (i) Ω ⊂ Rd is a polyhedral domain; ∂Ω = ΓD ∪ ΓN is a decomposition of
the boundary into non-overlapping, relatively open subparts.
(ii) w ∈ C1(Ω,Rn), q ∈ L∞(Ω), β ∈ L∞(ΓN ).
(iii) q − 12 divw ≥ 0 in Ω, and w · ν ≥ 0 on ΓN .
(iv) g ∈ L2(Ω).
Namely, the above assumptions also ensure the coercivity and boundedness of the corre-
sponding bilinear form, see e.g. [AK09b]. Further, it is clear that the condition u|ΓD = 0, used
in Theorem 2.2, is only required in the proof on the inﬂow boundary Γ−. Now, in assumption
(iii) above, we have w · ν ≥ 0 on ΓN which means that ΓN ⊂ Γ+, i.e. Γ− ⊂ ΓD, that is, we have
indeed u = 0 on Γ−. Therefore, Theorem 2.2 and 2.3 remain valid in the same form as proved
above for Dirichlet problems.
2.4. Numerical experiments for streamline diﬀusion FEM
We have run numerical tests for two model problems of the class (2.1), with two diﬀerent con-
jugate gradient type iterative method. For simplicity reasons the elementwise constants δk have











(w · ∇uh) (w · ∇vh),
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and the minimum to δ0 = δ. We have used the usual Courant elements for the FEM subspace
(see Section 1.3).
The algorithms were carried out in MATLAB and the tests were run on a standard desktop
PC. We have used the preconditioned CGN iteration for both test problems, see Remark 2.3
and 2.4 for other iterations. For the ﬁrst problem we have also run the GCG-LS(0) iteration,
which is a short recurrence avoiding normal equations. It is thus more directly suited to the
studied symmetrically preconditioned system than the GMRES, but yields the same convergence
rate (2.10), see Remark 2.4. However, the computer work proved to be the same for GCG-LS(0)
as for the CGN method, hence for the second problem only preconditioned CGN was used. The
auxiliary linear systems were solved with built-in solvers, due to the modest size of the problems.
The following numerical tests are illustrating our theoretical results.
As predicted by Theorem 2.3, the convergence of the iteration with streamline preconditioning
is robust in ε, i.e. the number of iterations to achieve a certain tolerance (Tol) is bounded
independently of ε as ε↘ 0.
In the second test, with enclosed ﬂow, the actual iteration numbers are very close to our the-
oretical uniform bound, i.e. this can be thought of as a more realistic experiment. Further, as
predicted by Theorem 2.4, the conditioning properties of the preconditioning matrices are also
bounded independently of ε, which is shown by the bounded amount of total computer work.
During the numerical experiments in [Kir10, Section 4] the number of iterations remained
bounded opposing the results stated therein. The presented numerical results are matching ours,
however, only ε = 1, 0.1, 0.001, 0.0001 were presented in [Kir10].
2.4.1. Numerical Experiment  Layer near a segment of a square
Let our domain be the unit square Ω := [0, 1]2 in R2 and the vector ﬁeld be the constant
w := (1, 0). For better control of the error, we consider a problem where the exact solution is









Here the ﬁrst factor of u(x, y) is the exact solution of the well-known one dimensional problem −εu
′′ + u′ = 1 in (0, 1),
u(0) = u(1) = 0,
that has a boundary layer near x = 1, having extremely steap gradient in the layer. Therefore,
the true solution u has a layer as well near the boundary segment x = 1, transformed such that
the boundary condition is satisﬁed on the whole boundary of Ω, see also Figure 2.7. We have
run the tests with h = 2−8, δ = h and Tol = 10−6.
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In Figure 2.4 we can compare the number of iterations for ε = 1, 10−1, . . . , 10−10 and the
CPU times spent by the iteration. It can be seen that both the number of iterations, denoted



































Figure 2.4: Iteration numbers (•) and CPU times (4) on the unit square with ﬂow w = (1, 0).
On the other hand, we note that by decreasing ε, there is an initial increasing iteration error
phase until reaching near the uniform bound. This is explained by the old bound (2.15), since
the latter together with the new bound (2.22) implies that the overall bound on the error is
of the form min{const1, 1 + const2√ε }. That is, the error increases as long as ε decreases to about
10−6, where the error reaches near the new bound and thus it becomes approximately constant
as ε decreases further. This behaviour is clariﬁed by Figure 2.5. It not only shows that the
actual number of iterations remain below both the old and new bounds, as predicted by theory,
but also that the old bound deteriorates to inﬁnity as ε tends to zero.
We have also run the same test using the GCG-LS(0) iteration instead of PCGN (cf. Re-
mark 2.4), to avoid normal equations. The computer work proved to be essentially the same as
for the PCGN method: one iteration step took less time, but more iterations were necessary,
which have led to a similar amount of total computational work, see Figure 2.6. As also discussed
earlier in Remark 2.3, PCGN is thus a suitable method for the studied problem.
The numerical and exact solutions in the case ε = 10−10 are plotted together with the distri-
bution of error in Figure 2.7. The error, which is less than the tolerance 10−6, comes essentially
from the layer points, hence it could be possibly further decreased by involving adaptive mesh
reﬁnement as well.
It is seen that no unphysical oscillations appear in the solutions, cf. Figure 2.8.
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Figure 2.5: Actual iteration numbers (◦) vs. the old and new bounds on the unit square with

































Figure 2.6: Iteration numbers (•) and CPU times (4) with GCG-LS(0) on the square with ﬂow
w = (1, 0).
2.4.2. Numerical Experiment  Enclosed ﬂow on a disc
Now let our domain Ω be the unit disc in R2 and the vector ﬁeld be deﬁned as the circular
enclosed ﬂow
w(x, y) := (−y, x),
see Figure 2.2 and further discussed in Example 2.1.
The function g in (2.1) is chosen such that the exact solution of the problem is
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section at maximum, y=0.5
Figure 2.8: Sections of the numerical solution on the unit square with ﬂow w = (1, 0).
where R2 = x2+y2. This solution exhibits a layer similar to (2.27) near the two opposite portions
of the circle, see also Figure 2.11. We have run the test with h = 2−9, δ = h and Tol = 10−6.
In Figure 2.9 we can compare the number of PCGN iterations for ε = 1, 10−1, . . . , 10−10 and
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the CPU times spent by the iteration. Similarly to the ﬁrst test problem, both the number of



































Figure 2.9: Iteration numbers and CPU times with PCGN on the disc.
Figure 2.10 is the counterpart of Figure 2.5, explaining the initial increasing iteration error
phase until reaching near the uniform bound. Moreover, the actual iteration numbers now
approach almost exactly the uniform bound as ε tends to zero, which suggests that our bound
is close to sharp in this case.












Figure 2.10: Actual iteration numbers vs the old and new bounds on the disc.
Finally, the numerical and exact solutions in the case ε = 10−6 are plotted together with the
distribution of error in Figure 2.11, showing a similar behaviour as for the ﬁrst test problem.
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Figure 2.11: The numerical and exact solutions on the disc.
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3. A comparison of some eﬃcient numerical
methods for nonlinear elliptic problems
In the preliminary chapter we described in detail some iterative methods suitable for solving
nonlinear elliptic partial diﬀerential equations. It is clear that their convergence properties are
quite diﬀerent, and also that the computational eﬀort is highly varying as well. Therefore,
choosing an appropriate iterative method for a nonlinear PDE is not obvious. The aim of this
chapter is to give insight to this problem, with a detailed numerical investigation.
Computational eﬃciency of three iterative methods is studied: namely, the gradient method,
the Newton method and the quasi-Newton method, using a semilinear elliptic model problem of
heat transfer. It is shown that each of the methods can be the fastest regarding CPU time for
certain parameters, although, as expected, this case is exceptional for the gradient method. A
suitable version of quasi-Newton method is proposed and shown to be the least costly in most
cases. Based on our ﬁrst experiences we propose some improvements for the iterative methods,
having a serious practical value.
The chapter is based on [Kov12].
The modeling of the steady states of various phenomena in natural sciences often leads to nonlin-
ear elliptic equations, see, e.g. [ESW14, FK02, Zei89]. Solving them numerically usually leads to
iterative processes, relying on preconditioning and Hilbert space theory. Here the model problem
is solved with the above mentioned methods, coupled with the ﬁnite element method as space
discretization. Apart from eﬃciency questions a further interesting property, mesh independence
(the number of iterations is bounded independently of the mesh size), is also discussed. We com-
pare the theoretical results to the numerical ones, and ﬁnally we propose some improvements
which we also investigate.
As a model problem we consider the stationary radiative cooling problem, describing the heat
loss of bodies or gases through radiation on their surface, see Keller [Kel69]. There are various
models describing cooling processes, but they are all based on the StefanBoltzmann law. There
are also parabolic and stationary models among them, and the main diﬀerences can be twofold:
the boundary or the equation contains the nonlinearity describing the radiation; the presence or
absence of a diﬀusion term. For diﬀerent models see, e.g. [LSC06, Kel69, SBS99].
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3.1. The model problem: radiative cooling
The following problem describes the steady state solution of the radiative cooling problem, cf.
[Kel69], using a nonlinearity in the equation itself. This equation gives the temperature of a body
Ω radiating on its surface. Throughout this chapter we consider the semilinear elliptic partial
diﬀerential equation, endowed with Robin boundary conditions: − div
(
k(x)∇u)+ σ(x)u4 = 0 in Ω
k(x)∂νu+ α(x)
(
u− u˜(x)) = 0 on ∂Ω, (3.1)
where k is the thermal conductivity, σ is the StefanBoltzmann factor (often it is considered a
constant: σ = 5.6704 ·10−8 Wm−2 K−4, therefore we also make this assumption), and α the heat
transfer coeﬃcient. They are all positive on the bounded domain Ω ⊂ Rd (or on it boundary
∂Ω), as is the external temperature u˜.
For the sake of a better presentation we make some further assumptions:
(i) Without loss of generality we can change the nonlinearity σu4 to σ|u|3u, since the solution
u is a positive function.
(ii) For simplicity we normalize the function k such that infx∈Ω k(x) = 1.
(iii) For the sake of numerical experiments we will consider a little more general problem, where
the equation is not homogeneous.
Therefore from this point on, the following model problem will be considered in this chapter:− div
(
k(x)∇u)+ σ(x)|u|3u = g(x) in Ω
k(x)∂νu+ α(x)
(
u− u˜(x)) = 0 on ∂Ω, (3.2)
which is equivalent to the radiative cooling problem (3.1).
Both the original and the model problem, (3.1) and (3.2), is a special case of the general
nonlinear problem (1.1), with ΓN = ∂Ω,
f(x, η) = k(x)η, q(x, ξ) = σ|ξ|3ξ, s(x, ξ) = α(x)ξ, and γ = αu˜,
while g ∈ L2(Ω) will be chosen later. We note here that β = α from (v) Assumption 1.1.
Weak formulation









and the induced norm is ‖u‖2 = 〈u, u〉.
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The weak form of our model problem is∫
Ω
(











αu˜vdσ (∀v ∈ H1(Ω)). (3.4)
Formulated as an abstract equation
〈F (u), v〉 = 〈b, v〉 (∀v ∈ H1(Ω)).
Solvability
The following result gives existence and uniqueness of a weak solution to F (u) = b.
Proposition 3.1. The problem− div
(
k(x)∇u)+ σ(x)|u|3u = g(x) in Ω
k(x)∂νu+ α(x)
(
u− u˜(x)) = 0 on ∂Ω,
satisﬁes the conditions from Assumption 1.1.
Therefore, it has a unique weak solution u∗ ∈ H1(Ω).
Proof. Under the properties listed in Assumption 1.1, Theorem 1.7 in [FK02] provides a unique
weak solution to (3.2) and to the original problem as well.
A simple calculations shows that the assumptions are indeed satisﬁed.
Finite element discretization
We consider a ﬁxed FEM subspace Vh ⊂ H1(Ω) which is spanned by the continuous piecewise
polynomial basis functions φ1, φ2, . . . , φN , as seen in Section 1.3. We look for the solution of the
discretized problem uh ∈ Vh which satisﬁes the following nonlinear discrete problem:∫
Ω
(











αu˜hvhdσ (vh ∈ Vh). (3.5)
3.2. The proposed iterative methods
We solve our problem with three numerical algorithm, each based on an iterative method. We
will investigate their numerical performance in detail. The ﬁrst one is the well-known gradient
method (see Section 1.4.2), which is the simplest to implement of the three, but converges linearly.
The second one is Newton's method, which converges quadratically, but the assembly and the
solution of the auxiliary equations consume more time. For these reasons we choose a quasi-
Newton method as the third one, which gets around these weaknesses using an approximation
of the derivative F ′(u), but is theoretically slower than Newton's method. The involvement of
the derivative makes the implementation of the Newton-type methods considerable harder than
for the steepest descent method.
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3.2.1. The gradient method
In this paragraph we introduce the algorithmic form of the gradient method, applied to the
discrete problem (3.5), with a linear principal part preconditioner.
The ‖u‖-norm dependent version of the gradient method from Section 1.4.2 (Remark 1.3)
formulated for our model problem on a ﬁxed mesh:
(a) Let u0 ≡ 0 be given.
(b) For a ﬁxed n ∈ N, if un ∈ Vh is known, then
wn ∈ Vh is the solution of the problem:∫
Ω




















where M0 is a constant depending on the chosen starting value u0.
We formulate the linear algebraic equation corresponding to the semidiscrete problem in (b).
Using the notations of Section 1.3: let Ak be the usual stiﬀness matrix weighted with k, while





Here the subscripts are denoting the dependency on the parameter functions k and α.




The right hand side b depends on the previous iterate un, therefore it needs to be calculated in
each step, using a quadrature rule.
Section 10.1 in [FK02] investigates this method in detail, together with questions on mesh
independency (i.e. the number of iterations is not increasing, as h tends to zero) of the applied
gradient method.
We would like to present a non abstract version of the convergence estimate (1.6), i.e. where
the upper bound is directly depending on the functions appearing in the problem. The following
small result achieves this goal.
Proposition 3.2. There exists a positive constant CΩ such that the norm of b can be estimated
as
‖b‖ ≤ CΩ‖g‖L2(Ω) + ‖α1/2u˜‖L2(∂Ω).
For the function spectral bounds we have:
m = 1,





K22,∂Ω (r > 0).
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Therefore the







convergence estimate holds, with the choice u0 = 0, and hence M0 = M(‖b‖).
Proof. Using CauchySchwartz and triangle inequality, ‖b‖ can be estimated as follows
‖b‖ = sup
‖v‖=1


























≤ CΩ‖g‖L2(Ω) + ‖α1/2u˜‖L2(∂Ω).
The lower spectral bound m = 1 is clear form the normalizing assumption, while the upper
bound can be found in [FK02, equation (10.38)].
Consequently, in terms of the original radiative cooling problem, we have the following linear
convergence estimate:








The general abstract form of the damped inexact Newton's method isF
′(un)pn = − (F (un)− b)
un+1 = un + %npn,
(3.7)
where the damping parameter %n ∈ (0, 1] is chosen suitably during the iteration.
In the formulation we need the Gâteaux derivative of the operator F corresponding to (3.4),
for un ∈ H, we have









αwvdσ (v, w ∈ H1(Ω)).
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Then the algorithmic form of the Newton method is:
(a) Let u0 ≡ 0 be given.
(b) For a ﬁxed n ∈ N, if un ∈ Vh is known, then
pn ∈ Vh is the solution of the problem:∫
Ω
(





















gvh (∀vh ∈ Vh),
(c) un+1 = un + %npn, (0 < %n ≤ 1),
where %n is a damping parameter.
Similarly as for the gradient method we formulate the linear algebraic problem corresponding
to (b).





σ|un|3φiφj (i, j = 1, 2, . . . , N). (3.8)




The load vector again depends on the previous iterate un. An eﬃcient calculation of it uses: the
already assembled matrices and higher order quadrature rules.
The Lipschitz continuity of the operator F follows from [FK02, Remarks 7.12 and 5.17] and
using Proposition 3.2 the Lipschitz constant L satisﬁes the estimate
L ≤ c1 sup
Ω
{σ}‖b‖ ≤ c1 sup
Ω
{σ}(CΩ‖g‖L2(Ω) + ‖α1/2u˜‖L2(∂Ω)).
The convergence is guaranteed by Theorem 1.13, locally up to a quadratic order. Finally
by [FK02, Theorem 9.5] we conclude that the convergence is mesh independent for arbitrary
sequence of FEM subspaces.
As is well-known, Newton's method converges quadratically in a neighborhood of the solution,
but one iteration is much more expensive than for the gradient method. The main reason for
this: since un changes from step to step, the matrix G(un), corresponding to the term∫
Ω
σ|un|3pnvh
on the left-hand side of (b), have to be calculated in each step. In practice this means that we
have to compute the (usually huge) un dependent matrix in each iteration, whose elements are
given in (3.8).
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One of the most eﬃcient ways to assemble those matrices is the famous reference element
technique, mentioned in Section 1.3. For a short introduction on this see Appendix A or [AH05,
Section 10.110.2]. However, more complicated nonlinearities can result a high cost of function
evaluations.
3.2.3. Damped quasi-Newton method
One of the motivating facts of quasi-Newton methods is the high cost of calculating the term
(3.8). We would like to avoid computing the mass-like matrix G(un) in each step. Therefore,
we approximate the operator F ′(un) in (3.7) with some operator Bn, in such a way that the
computational cost decreases signiﬁcantly, without losing too much approximation properies.
We use a ﬁxed mass matrix weighted by a single value depending on the previous iterate. For a
detailed general description on Newton-type methods, see e.g. [Bre03] and [DM77].
Our approximation for the derivative F ′ arises through approximation of the term 4σ|un|3,













Now the algorithm of the damped quasi-Newton method is

(a) Let u0 ≡ 0 be given.
(b) For a ﬁxed n ∈ N, if un ∈ Vh is known, then
pn ∈ Vh is the solution of the problem:∫
Ω
























gv (∀v ∈ Vh);
(c) un+1 := un +
2%n
Mn +mn
pn, (0 < %n ≤ 1),
(3.10)
and %n is a damping parameter again.
As for the previous two methods we formulate the linear algebraic problem corresponding to
(b).
Still using the previous notations of Section 1.3: M is the stiﬀness matrix.
Then the linear algebraic equation system, collecting the nodal values of pn into pn ∈ RN , is(
Ak + 2 max{σ|un|3}M +Lα
)
pn = b(un).
The load vector again depends on the previous iterate un.
The approximation of the term 4|un|3 is motivated by the fact that the values of the prob-




. Using this approximation the matrix
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M . The usual mass matrix,
M , can be computed in advance and used in each iteration.
Then the matrix corresponding to the approximating operator Bn is given as





Note that all three matrices are independent of un, i.e. independent of n, therefore they only
have to be assembled once at the beginning. The maximum can be calculated cheaply in each
iteration step (or at least in considerably less time then the assembly of the matrix G(un) from
Newton's method).
The up to second order convergence of this method were shown in Theorem 1.14, where the
quasi-Newton method is considered as a stepwise variable preconditioning.
For calculating the bounds mn, Mn appearing in the cited theorem and numerically check
(1.9) we need the following lemma, which is a modiﬁcation of the PoincaréFriedrichs inequality
for H1 functions. However, the lemma is only shown for rectangles, but it can be generalized to
domains which have a piecewise smooth boundary.
Lemma 3.1. Let T := [a1, b1]× . . .× [ad, bd] ⊂ Rd. Then for all f ∈ H1(T ) the following holds∫
T







Here D denotes the diameter of T .
Proof. We give a proof for f ∈ C1(T ), then by a usual density argument we can generalize to
f ∈ H1(T ).
For an arbitrary f ∈ C1(T ) we have
f(x1, x













where x′ := (x2, . . . , xd).
By CauchySchwarz inequality, and integrating both sides on T yields∫
T
|f |2 ≤ 2(b1 − a1)
∫
Ta1






here Ta1 denotes {a1}× [a2, b2]× . . .× [ad, bd]. A similar inequality hold on Tb1 := {b1}× [a2, b2]×
. . .× [ad, bd] and for all other coordinates

































|f |2 ≤ 2D
∫
∂T




Dividing both sides by 2d completes the proof.
Theorem 3.1. Let F denote the weak operator in (3.4), and let Bn be the approximation of
F ′(un) deﬁned above.
Then there exist bounds Mn ≥ mn > 0 such that
mn〈Bnv, v〉 ≤ 〈F ′(un)v, v〉 ≤Mn〈Bnv, v〉 (v ∈ H1(Ω), n ∈ N), (3.11)





for all n ∈ N, D = diam(Ω) where




and αinf := infΩ α.













































































and by our normalization













therefore the left inequality of (3.11) holds, and mn can easily be reformulated as stated above.
The upper bound is much easier:




















= 2〈Bnv, v〉 (h ∈ H1(Ω)),
this yields Mn = 2 for all n ∈ N.
The last two proofs can easily be generalized for arbitrary bounded set Ω with piecewise
smooth boundary.
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1 + 2 lim sup 1mn
= 1− 2










Corollary 3.2. Under the conditions of Theorem 1.14, we have the following convergence bound
lim sup
‖F (un+1)‖
‖F (un)‖ ≤ 1−
2




3.3. Numerical comparison of iterative methods
We have conducted experiments for our model problem on the domains Ω = [0, 1] and Ω = [0, 1]2.
In our numerical experiments we consider k ≡ 1 and σ also constant independent of x. We will
illustrate that for diﬀerent values of σ, diﬀerent methods are performing the best.
The experiments were carried out in the following way:
• The FEM discretization was done by using Courant elements up to order p = 7 in one, and
p = 1 in two dimensions. For simplicity, but not necessarily, we used uniform meshes.
• We carried out element-by-element assembly, i.e. a reference element was used. The nu-
merical integrations in 1D are done in high order (2p for mass matrices and 5p for the
nonlinearity) with Simpson's quadrature. In 2D a simple 3 point rule was used.
• Both Newton-like methods are damped.
• The stopping criterion was ‖Fh(un)− bh‖h‖Fh(u0)− bh‖h < 10
−9; we always displayed the relative resid-
ual errors.
• The code was written in MATLAB and the auxiliary problems were solved using the
built-in solver of MATLAB: \mldivide.
Throughout the section GM, NM and qNM will denote gradient-, Newton- and quasi-Newton
method, respectively. We also give the number of iterations and the CPU times, containing
the assembly of the matrices, but not including the mesh generation. The results of the fastest
methods (by CPU time) are displayed in bold.
Numerical comparison of iterative methods 55
3.3.1. Numerical Experiment  One dimensional case
First, the results of the numerical experiments, corresponding to the one dimensional problem
−u′′ + σ|u|3u = 0 in Ω = [0, 1],
−u′(0) + (u(0)− 280) = 0 at x = 0,
u′(1) + (u(1)− 300) = 0 at x = 1.
(3.13)
can be seen below. In Tables 3.1, 3.2 and 3.3 we display the relative residual errors of each
iteration for diﬀerent values of mesh size h, thus the convergence orders and mesh independence
can be seen. One can also check that the gradient method is linear, the quasi-Newton method is
superlinear, and Newton's method is quadratic, in both dimensions.
GM, p = 1 and σ = 5.6704 · 10−8
iter. 1/h = 23 1/h = 24 1/h = 25 1/h = 26
1 1.000000000000000 1.000000000000000 1.000000000000000 1.000000000000000
2 0.204376068303845 0.204465266729742 0.204487560509677 0.204493133590722
3 0.088217308699843 0.088307046536055 0.088329404146230 0.088334988779921






41 0.000000000028403 0.000000000030099 0.000000000030538 0.000000000030650
42 0.000000000016019 0.000000000017001 0.000000000017256 0.000000000017321
43 0.000000000009034 0.000000000009602 0.000000000009750 0.000000000009788
44 0.000000000005095 0.000000000005424 0.000000000005510 0.000000000005531
time (s) 0.1153 0.1951 0.4292 0.8092
Table 3.1: Gradient method (1D), p = 1 and σ = 5.6704 · 10−8
In Table 3.4 we display the results of some experiments when we varied the order of the
basis functions and the mesh size h, the connection between them was given by the well known
convergence theorem of the ﬁnite element methods: Theorem 1.8, i.e. for a larger p we use a
bigger h.
Remark 3.1. The convergence rate of the quasi-Newton method depends on the value of (3.12).
If we numerically calculate the limes superior (3.12) to problem (3.13) for p = 1, then we get the
following results :
These values are numerically independent of the order of basis functions too, and they corre-
spond tho the one dimensional problem.
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qNM, p = 1 and σ = 5.6704 · 10−8
iter. 1/h = 23 1/h = 24 1/h = 25 1/h = 26
1 1.000000000000000 1.000000000000000 1.000000000000000 1.000000000000000
2 0.029776739893642 0.029720875099474 0.029706970492699 0.029703498172826
3 0.003266162137056 0.003243994548613 0.003238476680539 0.003237098708206
4 0.000275292388898 0.000272201580549 0.000271434112543 0.000271242570678
5 0.000025236568528 0.000024833109526 0.000024733218056 0.000024708305555
6 0.000002257226373 0.000002210787398 0.000002199322249 0.000002196464915
7 0.000000203397117 0.000000198271307 0.000000197009510 0.000000196695275
8 0.000000018287283 0.000000017742632 0.000000017608948 0.000000017575680
9 0.000000001645293 0.000000001588774 0.000000001574942 0.000000001571502
11 0.000000000147996 0.000000000142240 0.000000000140835 0.000000000140486
12 0.000000000013313 0.000000000012735 0.000000000012595 0.000000000012560
13 0.000000000001198 0.000000000001140 0.000000000001126 0.000000000001123
14 0.000000000000108 0.000000000000102 0.000000000000101 0.000000000000100
15 0.000000000000010 0.000000000000009 0.000000000000009 0.000000000000009
time (s) 0.0728 0.0964 0.1567 0.2646
Table 3.2: quasi-Newton method (1D), p = 1 and σ = 5.6704 · 10−8
NM, p = 1 and σ = 5.6704 · 10−8
iter. 1/h = 23 1/h = 24 1/h = 25 1/h = 26
1 1.000000000000000 1.000000000000000 1.000000000000000 1.000000000000000
2 0.058027489723846 0.058131528316853 0.058157459912027 0.058163937920371
3 0.000274826429388 0.000276537883573 0.000276966479757 0.000277073674431
4 0.000000006603125 0.000000006704834 0.000000006730462 0.000000006736882
5 0.000000000000001 0.000000000000001 0.000000000000001 0.000000000000001
time (s) 0.0877 0.0901 0.1320 0.2522
Table 3.3: Newton method (1D), p = 1 and σ = 5.6704 · 10−8
σ 1/h = 23 1/h = 24 1/h = 25 1/h = 26
5.6704 · 10−7 0.7586 0.7590 0.7591 0.7592
5.6704 · 10−8 0.6606 0.6606 0.6606 0.6606
5.6704 · 10−9 0.3919 0.3919 0.3919 0.3919
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GM qNM NM
σ iterations time (s) iterations time (s) iterations time (s)
p = 1, 1/h = 128
5.6704 · 10−7 79 2.3547 18 0.7016 6 0.5738
5.6704 · 10−8 44 1.5236 14 0.5727 5 0.4898
5.6704 · 10−9 24 0.8477 8 0.3703 4 0.4136
p = 4, 1/h = 8
5.6704 · 10−7 79 1.5945 18 0.3994 6 0.2299
5.6704 · 10−8 44 0.9201 14 0.3078 5 0.2275
5.6704 · 10−9 24 0.5375 8 0.1992 4 0.2199
p = 7, 1/h = 2
5.6704 · 10−7 79 1.3721 18 0.2971 6 0.1654
5.6704 · 10−8 44 0.5837 14 0.2134 5 0.1591
5.6704 · 10−9 24 0.3205 8 0.1391 4 0.1451
Table 3.4: Solving on diﬀerent meshes using basis functions of diﬀerent order. The fastest
methods are highlighted in bold. (1D)
3.3.2. Numerical Experiment  Two dimensional case
Second, in two dimensions we considered the following problem:
 − div
(∇u)+ σ(x)|u|3u = 0 in Ω = [0, 1]2
∂νu+
(
u− (280 + 20x)) = 0 on ∂Ω.
The results are very similar for two dimensions as for one dimension, except that the quasi-
Newton method is better then Newton's method, the relative residuals and CPU times can be
seen in Table 3.5 and 3.6, respectively.
3.4. Improvements
In this section we describe some useful improvements for the methods detailed above. As we
will see, these changes are very simple, seemingly unavailing, but they signiﬁcantly speed up the
methods. Although the eﬃciency is greatly improved, major changes are not required, neither
on a theoretical, nor on a coding level.
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qNM (2D), σ = 5.6704 · 10−8
iterations 1/h = 22 1/h = 23 1/h = 24
1 1.000000000000000 1.000000000000000 1.000000000000000
2 0.033958087382347 0.242294300957198 0.180950489393036
3 0.003683944858382 0.000365065863514 0.003234682170054
4 0.000164105959066 0.000006706316902 0.000132838816999
5 0.000007763239482 0.000000529266549 0.000006557716935
6 0.000000310119903 0.000000052861844 0.000001879741410
7 0.000000033945409 0.000000002602836 0.000000083685963
8 0.000000001885374 0.000000000473027 0.000000003748630
9 0.000000000341406 0.000000000018658 0.000000000173498
10 0.000000000016395 0.000000000004382 0.000000000055075
11 0.000000000001868 0.000000000000149 0.000000000002462
12 0.000000000000445 0.000000000000041 0.000000000000113
13 0.000000000000022 0.000000000000001 0.000000000000036
time (s) 0.1151 0.2822 0.8948
Table 3.5: quasi Newton method (2D), p = 1 and σ = 5.6704 · 10−8
NM (2D), σ = 5.6704 · 10−8
iterations 1/h = 22 1/h = 23 1/h = 24
1 1.000000000000000 1.000000000000000 1.000000000000000
2 0.000003289825256 0.000002920806480 0.000002281428388
3 0.000000000444255 0.000000000385108 0.000000000285341
4 0.000000000000060 0.000000000000051 0.000000000000036
time (s) 0.1561 0.3683 1.2704
Table 3.6: Newton method (2D), p = 1 and σ = 5.6704 · 10−8
The gradient method
The speed of the gradient method can be easily accelerated by simply choosing another inner





k∇u · ∇v + cuv)+ ∫
∂Ω
αuvdσ,
for some ﬁxed positive constant c. Clearly, it is also an inner product on H and the corresponding
norm ‖.‖c is equivalent to the original one ‖.‖ (due to Lemma 3.1).
The convergence results are again provided by Theorem 1.11. The algorithm can easily be
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adapted to the new inner product: only (b), in algorithm (3.6), has to be changed to∫
Ω
(

















gv (∀v ∈ Vh).
As we will see, this gradient method can compete with Newton-type methods as well (see
Table 3.8 below). We will refer to this type of gradient method as GM-c, i.e. the original gradient
method is GM-0.
The quasi-Newton method
The quasi-Newton method with a stepwise varying approximation allows more sophisticated ap-
proximations of the derivative, than the one introduced in Section 3.2.3, based on one single value.
To improve the stepwise variable preconditioning we applied another approximation instead of
Bn. The basic idea is to use multiple weighting factors in the approximation to F ′(un), in partic-
ular these weights are constant in large parts of Ω. To be more precise the domain is decomposed
into a few subsets, where the approximating operator has constant coeﬃcients. By restricting
the piecewise constant approximating operator to these subdomains the approximation is better
than Bn from (3.9).
This approach was ﬁrst described in Section 5.25.3 in [KF03]
Before giving a precise deﬁnition of the approximating operator we give a simple example.















4 maxΩ ∂ξqn +
1
4 minΩ ∂ξqn, for x, if ∂ξq(x, un) ≥ 12
(




4 maxΩ ∂ξqn +
3




maxΩ ∂ξqn + minΩ ∂ξqn
)
.
using the notation ∂ξq(x, un) = 4σ(x)|un(x)|3. See Figure 3.1 (a).
The following deﬁnition generalizes the above idea.
Deﬁnition 3.1 ([KF03]). Fix n ∈ N and the function un ∈ Vh as well. Then let sn ∈ N be a
ﬁxed number. The domain Ω is decomposed into sn subdomains such that ∪snj=1Ωj = Ω, in a way
that for all j = 1, 2, . . . , sn
λj ≤ ∂ξq(x, un) ≤ Λj ,
with λ ≤ λj ≤ Λj ≤ Λ. Then we introduce the piecewise constant weigh function
ωn|Ωj ≡ cj (j = 1, 2, . . . , sn),
where cj ∈ R is a mean of λj and Λj.










(b) s = 4
Figure 3.1: The graph of ωn, the piecewise constant approximation to the derivative ∂ξqn; (a)
s = 2, (b) s = 4.






















mn〈Bnv, v〉 ≤ 〈F ′(un)v, v〉 ≤Mn〈Bnv, v〉 (v ∈ V ).
Note that the case s = 1 were used before in Section 3.2.3, while s = 2 is detailed in the
example above. In Figure 3.1 the case s = 2 and s = 4 is shown. For more details we refer to
Section 5.2 in [KF03].
The quasi-Newton method using the approximation presented in Deﬁnition 3.1 is called qNM-
s here. With this notation the method formulated in (3.10) is qNM-1. Using the spectral
equivalence from the above deﬁnition it can be also easily shown that this method satisﬁes the
assumptions of our general convergence result, Theorem 1.14. Namely, the upper and lower
bounds Mn and mn can be calculated similarly to Theorem 3.1.





ωnφiφj (i, j = 1, 2, . . . , N).
is of the same complexity as M , rather than G(un).
3.4.1. Numerical Experiment  Performance of the improvements
In Table 3.7 we compare Newton's method to qNM-s methods. If we increase the number of
subdomains then the quasi-Newton method becomes faster than Newton's method, since the
approximating operator is better and fewer iterative steps are needed.
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σ = 5.6704 · 10−5, 1/h = 25, p = 1
iter. qNM-2 qNM-3 qNM-4 NM
1 1.000000000000000 1.000000000000000 1.000000000000000 1.000000000000000
2 0.094844976739163 0.105292352584061 0.109136996583826 0.123697703323062
3 0.013506784368983 0.011445167138445 0.009701372267681 0.006204027549331
4 0.001797632818105 0.000898822661916 0.000527366472759 0.000023277117328
5 0.000230886224801 0.000059739036543 0.000022956948898 0.000000000358348
6 0.000029309802711 0.000003770832168 0.000000948608756 0.000000000000001
7 0.000003705180047 0.000000234811704 0.000000038340998
8 0.000000467675491 0.000000014569097 0.000000001539169
9 0.000000058998761 0.000000000903150 0.000000000061658
10 0.000000007441435 0.000000000055974 0.000000000002468
11 0.000000000938513 0.000000000003469 0.000000000000099





time (s) 0.2102 0.1865 0.1591 0.2052
Table 3.7: Various piecewise constant preconditioners compared to Newton's method
p = 1, 1/h = 128
GM-10 qNM-2 NM
σ iterations time (s) iterations time (s) iterations time (s)
5.6704 · 10−5 17 0.7538 6 0.7053
5.6704 · 10−6 13 0.5149 11 0.5578 5 0.6458
5.6704 · 10−7 11 0.4640 6 0.3446 5 0.5199
5.6704 · 10−8 25 0.9699 6 0.3221 5 0.5130
5.6704 · 10−9 43 1.6021 4 0.2528 4 0.4466
Table 3.8: Comparison of the improved methods
We compared the improved methods on our model problem. The results can be seen in
Table 3.8. The fastest methods and their CPU times are highlighted in bold.
It can be seen that all of the methods are the best for some set of parameters. The quasi-
Newton method wins for most of them, however if it is beaten by Newton's method the time
diﬀerence is very small.
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The GM-10 method performs better for bigger values of σ, since in this case the operator F
is approximated better by the linearized operator, than for smaller σ.
3.5. Conclusions
We have presented and implemented three eﬃcient iterative methods, and thoroughly inves-
tigated them using diﬀerent parameter sets of our radiative cooling model problem. We also
presented and carried out improvements for gradient and quasi-Newton method, showing accel-
erated convergence at a low cost compared to their original versions.
There occurred very little CPU time diﬀerence between quasi-Newton and Newton method,
however, both easily outperformed the usual gradient method. The theoretical convergence rates
and the mesh independence can be nicely seen in our numerical tests.
Taking into account the diﬃculties of implementations, the computational costs, and consid-
ering the little time diﬀerence, we advise to use quasi-Newton method with a piecewise constant
preconditioner. Even with a low number of subdomains it easily overcomes Newton's method.
On the other hand, practically, we can not reject either of these methods.
Based on the results of this chapter, from now on, the thesis will focus on variable precondi-
tioning quasi-Newton method and Newton's method (usually with an inner CG iteration).
4. Sharp a posteriori error estimation
for nonlinear elliptic problems
In the previous chapters we have presented the ﬁnite element based solutions to nonlinear elliptic
PDEs using various iterative methods. Apart from the presented approaches, there is a huge
number of numerical methods developed for the same purpose. A common and important issue is
to numerically verify the accuracy of the approximation, i.e. the error estimation of the numerical
methods is a crucial point of modeling. The present chapter aims to discuss a sharp upper
global a posteriori error estimator, to explore its properties, and to numerically investigate the
performance of it.
The chapter is based on [KK09] and [Kov14].
For a large class of problems, in [KK09], Karátson and Korotov have developed a sharp upper
global a posteriori error estimator for nonlinear elliptic problems, perfectly ﬁtting to the pre-
viously discussed nonlinear elliptic problems and the ﬁnite element method. The goal of this
chapter is to present the estimator, check its numerical performance, and to demonstrate the
eﬃciency and accuracy of it. For this purpose we use a second order elliptic quasilinear equation.
The focus will be on the technical and numerical aspects and on the components of the error
estimation, especially on the adequate solution of the involved auxiliary problem.
Apart from the nonlinear class presented here, both second and fourth order equations, and
also systems of nonlinear elliptic equations ﬁt into the theory. These ideas were generalized from
a preceding paper of Repin [Rep00] covering the same type of error estimation but for linear
elliptic problems. The estimator is independent of the iterative method which is used to solve
the problem. It is sharp in the sense that by the investment of computation time the true error
can be estimated by any desired precision. This technique also allows to develop an adaptive
method where the errors over some subdomains (e.g. elements of the mesh) are estimated by
these results, deﬁning elements to reﬁne or coarse.
A general reference on error estimations in a ﬁnite element framework is [BR96], references
on a posteriori estimates for nonlinear problems are e.g. [Rep00, NR04], duality theory based
estimates can be found in [Han06], [HK05] deals with functional type error estimation for elliptic
problems. On global a posteriori error estimation for convectionreactiondiﬀusion problems the
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reader is referred to Korotov [Kor08], while detailed monographs are Ainswort and Oden [AO11],
Verfürth [Ver96].
Besides the numerical solution of the nonlinear problem the estimator involves a smoothing
operator, solution of some auxiliary problem on a reﬁned mesh, and calculation of various norms.
Apart from the theory, we are focusing on the technical and numerical aspects of the error
estimation: the smoothing itself, the assembly and solution of the reﬁned auxiliary problem
(some nested ﬁnite element spaces are also involved), fast and accurate norm calculation; and
we also brieﬂy discuss the solution of the test problem: the used iterative methods.
Numerical experiments are illustrating the theoretical results. An elliptic test problem is
considered and then numerically solved using Newton-type methods. The constants from the
estimator are also calculated, and the results of the numerical experiments are displayed in
multiple ﬁgures and tables.
4.1. The abstract setting and the model problem
Based on [KK09] (also within the framework of Section 1.4.1) we present some notations and
theoretical results in an abstract setting. Parallel to that, we present the chosen model problem
and the estimator adapted to it.
The abstract setting
In the original paper of Karátson and Korotov [KK09] the upper error estimator is developed for a
very large class of nonlinear problems, in particular second order Dirichlet and mixed problems,
forth order problems, second order elasticity systems are all ﬁtting into the following general
framework.
Let X be given a Banach space with norm ‖.‖, and as usual X∗ denotes its dual space. For
the duality between them we use the usual notation 〈., .〉.
Let us consider again the abstract problem (1.7), in a slightly diﬀerent form:
F (u) + l = 0, (4.1)
i.e. l = −b, and F : X → X∗.
Following Section 1.4.1 a unique solution u∗ ∈ X can be obtained.
The model problem




(|∇u|2)∇u) = g in Ω
u|∂Ω = 0,
(4.2)
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where Ω ⊂ Rd is a bounded domain with suﬃciently smooth boundary, the right-hand side
function g is a real valued function over Ω. This problem perfectly ﬁts into the framework of
Section 1.2 with ΓD = ∂Ω and
f(x, η) = a
(|η|2)η and q(x, ξ) = 0.
Let the straightforward modiﬁcations of Assumption 1.1 be assumed. In particular assump-
tion (iii) takes the following form for the function a : R+ → R+:




) ≤M (r ≥ 0),









)∣∣∣ ≤ L2 (r ≥ 0).
Weak formulation
This nonlinear problem will be weakly solved by means of some ﬁnite element based iterative
method over the space H10 (Ω), hence we introduce the weak form of (4.2) including a nonlinear
operator F :
〈F (u), v〉 :=
∫
Ω
a(|∇u|2)∇u · ∇v =
∫
Ω
gv (v ∈ H10 (Ω)), (4.3)
where 〈u, v〉 := ∫Ω∇u · ∇v denotes the usual inner product, inducing the corresponding norm
‖.‖H10 (Ω).
We will use the Gâteaux derivative of this operator, given as follows: at any u ∈ H10 (Ω):





(|∇u|2)∇p · ∇v + 2a′(|∇u|2)(∇u · ∇p)(∇u · ∇v)) (p, v ∈ H10 (Ω)).
Solvability
The existence and uniqueness of a weak solution of this problem is obtained by Theorem 1.7.
In particular under the above modiﬁcations of Assumption 1.1 the operator F ′ is symmetric,
uniformly elliptic and bounded, with spectral bounds 0 < m ≤ M . The weak solution from
H10 (Ω) is denoted by u
∗.
4.2. The sharp a posteriori error estimator
Error functional
The error of this approximation is measured by the following energy type error functional:
E(u) = 〈F (u)− F (u∗), u− u∗〉 (u ∈ X).
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The following facts obviously hold for the error functional. If F is monotone then E(u) ≥ 0 =
E(u∗) (u ∈ X). If F is also strictly monotone then E(u) = 0 if and only if u = u∗. If F is
uniformly monotone then
E(u) ≥ m‖u− u∗‖2 (u ∈ X).
Provided that F is a potential operator, the use of another error functional is also possible.
Let us assume that Φ′ = F , then, setting J(u) = Φ(u) + 〈l, u〉, the potential based error is given
as
Eˆ(u) = J(u)− J(u∗).
The error estimator in the abstract setting
Since the unknown solution u∗ is involved in the computation of this functional, we would like
to somehow estimate E. Our goal is to numerically illustrate the sharpness of a particular upper
global error estimate introduced in [KK09], and detailed in the present section.
Let us make the following two set of assumptions, in the setting and notation of [NR04, KK09].
Assumption 4.1 ([KK09] Assumptions 3.2). (i) Let Y be another Banach space and let Λ :
X → Y be a linear operator such that
‖Λu‖Y = ‖u‖ (u ∈ X).
(ii) The operator A : Y → Y ∗ has a bihemicontinuous symmetric Gâteaux derivative. (For the
deﬁnition see Section 1.4.1.)
(iii) There exists a constant m > 0 such that
〈A′(y)p, p〉 ≥ m‖p‖2Y (u, p ∈ Y ).
(iv) The operator F : V → V ∗ has the following form:
〈F (u), v〉 = 〈A(Λu),Λv〉 (u, v ∈ X).
The above assumptions have their particular importance in the fact that using them the weak
form of the problem in (4.1) can be rewritten as
〈A(Λu),Λv〉+ 〈l, v〉 = 0.
Furthermore, (ii) and (iii) imply that A is bijective
Assumption 4.2 ([KK09] Assumptions 3.3). (i) There exists a subspace W ⊂ Y with a new
norm ‖.‖W such that A′ is Lipschitz continuous as an operator from Y to B(W,Y ∗).
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(ii) There exists a constant M > 0 such that
〈A′(y)p, p〉 ≤M‖p‖2Y (y, p ∈ Y )
.
The above conditions simply imply, following (i): there is a constant L > 0 such that
‖A′(z)−A′(y)‖B(W,Y ∗) ≤ L‖z − y‖Y (y, z ∈ Y ),
while (ii) means that the following holds
‖A(z)−A(y)‖Y ∗ ≤M‖z − y‖Y (y, z ∈ Y ).
Now we present the estimator and state the main result for it.
Theorem 4.1 ([KK09] Theorem 3.1). Let Assumptions 4.14.2 hold and u∗ ∈ X be the solution
of (4.1). Let u ∈ X be an approximation of u∗ such that Λu ∈ W . Then for arbitrary y∗ ∈ Y ∗
such that z∗ := A−1(y∗) ∈W and for arbitrary h ∈ X,
E(u) ≤ EST (u; y∗, h) :=
(










D(u; y∗, h) :=
(
M‖A−1(y∗)− Λh‖Y + |Λ∗y∗ + l|
)
‖Λu−A−1(y∗)‖W .
The relations between these abstract spaces and operators is sketched in Figure 4.1 (a).
Error estimator for the model problem
Let us assume that the nonlinear problem F (u) + l = 0 is given and has a unique weak solution.
The corresponding error functional E(u) = 〈F (u)−F (u∗), u− u∗〉. The operator F satisﬁes the
conditions mentioned above (cf. Assumptions 1.1), and it also satisﬁes the following:
f ′ : Rd → Rd×d (i.e. F ′ : W 1,∞(Ω)→ B(H10 (Ω))) is Lipschitz continuous with constant L.
Adapting Theorem 4.1, the following theorem holds for the quasilinear problem (4.2).
Theorem 4.2 ([KK09] Remark 4.1). Let uh ∈W 1,∞(Ω) an approximate solution of (4.3). Then













〈f(∇uh)− f(z),∇uh − z〉L2(Ω)d +
L
2m
D(uh; z, w) ‖∇uh − z‖L2(Ω)d
)1/2)2
, (4.4)
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where
D(uh; z, w) :=
(
M‖z −∇w‖L2(Ω)d + cΩ‖ div f(z) + b‖L2(Ω)
)
‖∇uh − z‖L∞(Ω)d , (4.5)
where M ≥ m > 0 are the spectral bounds of F ′(u), and L is its Lipschitz constant, ﬁnally cΩ > 0
is the constant appearing in the PoincaréFriedrichs inequality.
The subscript in uh only means that this is an approximate solution, which came from an
arbitrary solution technique. We point out here, that clearly the estimate (4.4) is sharp for
the true solution uh = u∗, z∗ = ∇u∗, and the corresponding w is u∗. Namely, due to [KK09,
Proposition 4.1], EST
(
u∗;∇u∗, u∗) = E(u∗) holds.




for a ﬁxed approximative solution uh.




, corresponding to the
given numerical solution uh, are denoted by a star superscript. Namely, z















The abstract setting of Theorem 4.1 and of the preceding two set of abstract assumptions,
together with the practical setting for problem (4.2) presented in the above theorem, is sketched
in Figure 4.1 (a) and (b), respectively.
Xu ≈ u∗ ∈ -F X∗




















Figure 4.1: The abstract setting of Theorem 4.1
We now turn to the practical aspects of this a posteriori error estimator.
Let Vh be the ﬁnite element subspace of H10 (Ω), deﬁned as in Section 1.3, and let uh ∈ Vh be
the approximation of the weak solution u∗ of our problem (4.3), obtained from a ﬁnite element
based Newton-type method. In the usual ﬁnite element framework uh is a continuous piecewise
polynomial function, hence uh is also essentially bounded, i.e. uh ∈W 1,∞(Ω) holds. If we choose
z to be any continuous piecewise polynomial function, namely a function from Vh, and arbitrary
w ∈ H10 (Ω), then z ∈ L∞(Ω)d ∩H(div), (see Deﬁnition 1.5,) and all of the assumptions of the
above theorem are fulﬁlled.
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the above properties, the optimal value of the parameter z∗ should be a suﬃciently accurate
approximation of the gradient of u∗. For this purpose, by the suggestions made in [KK09], we
use some averaging operator Gh, introduced in [HK87, p. 146-150.]. Namely we replace the
unknown function ∇u∗ by the averaged gradient of the approximate solution: Gh(∇uh), since in
the case of linear elements Gh(∇uh) is closer to ∇u∗ than ∇uh, precisely we have
‖∇u∗ −∇uh‖ ≤ ch, while ‖∇u∗ −Gh(∇uh)‖ ≤ ch2, (4.6)
see [HK87]. This result motivates us to deﬁne
z∗ := Gh(∇uh).
Finally, the last missing parameter w∗ ∈ H10 (Ω) is deﬁned as the weak solution of the linear
auxiliary problem: −∆w = − div z
∗ in Ω
w|∂Ω = 0.
We end the description of the estimator with the following property which is crucial.
Remark 4.1. The weak solution of the auxiliary problem is cheap. We reformulate the right
hand side, then the numerical calculation of∫
Ω
z∗ · ∇φj (j = 1, 2, . . . , N),
is not costly for piecewise polynomial basis functions, to be precise it requires considerably less
computation than the solution of the nonlinear problem itself. Hence, the auxiliary problem can be
solved on a much ﬁner mesh than the original problem, therefore increasing the eﬃciency of the
estimator easily and cheaply. This property is one of the strengths of this estimator, and  as we
will see  it plays a very important role. It is also worth to remark here, that if the estimated error
is not satisfying for the user it can be improved by reﬁning the mesh of the auxiliary problem,
without having to reﬁne the original mesh of the nonlinear problem.
4.3. Numerical aspects of the estimator
After the theoretical description this section is devoted to the numerical aspects of both the
nonlinear solver and the estimator from Section 4.2 in details. We will also discuss the smoothing
operator and the role of the auxiliary problem. The main focus is on the numerical aspects and
on the eﬃciency of the applied techniques. For details on matrix assembly questions the reader
is referred to Appendix A.
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4.3.1. Solving the nonlinear problem  uh
We numerically solve the problem (4.3) by a ﬁnite element based iterative method: either with
Newton's method, or with a quasi Newtonmethod with a piecewise constant but stepwise vari-
able preconditioner, to obtain the numerical solution uh. Therefore also illustrating that the
performance of the estimator is independent of the various nonlinear solvers.
Let us again consider the triangulation of our domain Ω, and the corresponding ﬁnite element
subspace Vh ⊂ H10 (Ω), spanned by the piecewise linear basis functions φj , see Section 1.3.
The algorithmic form of these two iterations for our model problem is the following.
Firstly, the damped inexact Newtonmethod (from Theorem 1.13):
(a) Let u0 ≡ 0 be given.
(b) For a ﬁxed n ∈ N, if un ∈ Vh is known, then
pn ∈ Vh is the solution of the problem:∫
Ω
(
a(|∇un|2)∇pn · ∇v + 2a′(|∇un|2)




g(∇|un|2)∇un · ∇v +
∫
Ω
bv ∀v ∈ Vh;
(c) un+1 := un + %npn,
where %n is a damping parameter.
Secondly, the quasi Newtonmethod, with a stepwise variable preconditioner (from Theo-
rem 1.14):
(a) Let u0 ≡ 0 be given.
(b) For a ﬁxed n ∈ N, if un ∈ Vh is known, then
pn ∈ Vh is the solution of the problem:∫
Ω
ωn(x)∇pn · ∇v = −
∫
Ω
g(∇|un|2)∇un · ∇v +
∫
Ω
bv ∀v ∈ Vh;
(c) un+1 := un + %npn, (0 < %n ≤ 1).
where %n is again a damping parameter. The function ωn piecewise constantly approximates the
nonlinear term in the derivative F ′, for its particular choice see Section 3.4.
Both of these methods were discussed previously in Chapter 1, and compared in Chapter 3.
The letter one were developed by Karátson and Faragó in [KF03], detailed above in Section 1.4.3.
Both methods have been intensively investigated before, see e.g. [Kan45, Bre03, GGZ74, Zei89]
or [FK02, Kov12].
Remark 4.2. During these algorithms we have to compute the gradient of a piecewise polynomial
function from Vh, which could be done by a little modiﬁcation of the general matrix assembly idea
from Appendix A. To be precise: going over the nodes and use suﬃcient order of ﬁnite diﬀerences
yields an exact derivative of vh ∈ Vh.
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4.3.2. Linear algebraic problems and their assembly  S
As we have done previously, we formulate the linear algebraic problems corresponding to (b),
from both above methods. Since the linear problem of the quasi-Newton method is extremely
simple we omit the details.
For Newton's method we obtain
S(un)pn = b(un),








(∇un ·∇φj)(∇un ·∇φk) (j, k = 1, 2, . . . , N(h))
where N(h) denotes the number of basis functions spanning the FEM subspace Vh, this notation
will be used later in the chapter. This matrix has to be computed in each iterative step, hence
a fast assembling approach is needed. A possible way is described in Appendix A.
4.3.3. The smoothing operator  Gh
The purpose of using a smoothing operator is the following: given a ﬁnite element approximation
uh ∈ Vh of the true solution u∗ ∈ V , give an approximation of ∇u∗ using uh. The easiest
approximation gives natural ﬁrst order bounds ‖∇u∗−∇uh‖ ≤ ch. Using a smoothing operator
a signiﬁcantly better approximation of ∇u∗ can be obtained.
Here we detail a smoothing operator, introduced by Hlavá£ek and K°íºek in [HK87], together
with its approximation estimate. Namely, as we mentioned before, it satisﬁes the improved
bound
‖∇u∗ −Gh(∇uh)‖ ≤ ch2,
instead of the ﬁrst order estimate.
Before deﬁning the operator Gh, from Assumption 1.3 (i) we recall the representation of the
triangulation Th = {Tk}Kk=1. We also deﬁned the space of piecewise constant functions:
V consth :=
{
u : Ω→ R
∣∣∣ u|Tk is constant, for k = 1, 2, . . . ,K}.
This space will play a signiﬁcant role in the sequel, since the gradient of a piecewise linear
function uh ∈ Vh lies in the above deﬁned space (V consth )d, i.e. the gradient operator acts as
∇ : Vh → (V consth )d.
Later we would like to compare smoothed and original gradients, z∗ = Gh(∇uh) with ∇u∗, and
also apply diﬀerential operators to the smoothed approximation, see e.g. (4.5). Therefore, it is
natural to set the smoothing operator such that it maps from (V consth )





In [HK87] the following smoothing operator was introduced.
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Deﬁnition 4.2 ([HK87] Section 3). For a given function v ∈ (V consth )d the smoothing operator








where t := t(x) ∈ {1, 2, . . . , 6} is the number of triangles which contain the node x ∈ Ω, and
mt is the number of triangles T
x
j sketched in Figure 4.2 (we only displayed the cases which we
will need later), just as the real valued weights wxj . Otherwise the function is a piecewise linear







































































































Figure 4.2: Elements and coeﬃcients of the smoothing operator [HK87].
For proof of the estimate (4.6) and for further details on the smoothing operator we refer to
[HK87]. However, we note here that for arbitrary quadratic polynomial Gh(∇u) = ∇u holds.
Remark 4.3. We mention here that the operator Gh can be represented by a matrix, but we do
not need it exactly, just its action over a vector of nodal values. This could be done by following
the ideas of assembly, but for the nodes. (The same idea were mentioned in Remark 4.2. but for
the gradient.)
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4.3.4. The auxiliary problem and mesh reﬁnement  w∗ and prolongation
A crucial point of the error estimator is to determine the parameter w∗, the weak solution of the
auxiliary problem −∆w = − div z
∗ in Ω,
w|∂Ω = 0,
which is linear although the original problem is nonlinear.
The weak formulation of the auxiliary problem,∫
Ω
∇w · ∇v =
∫
Ω
z∗ · ∇v (v ∈ H10 (Ω)),
is numerically solved within a ﬁnite element framework.





from Remark 4.1. Instead of the ﬁnite element subspace Vh of the quasilinear
problem, we use a diﬀerent FEM subspace Vhf ⊂ H10 (Ω). Recall that our original triangulation
is Th := {Tk}K(h)k=1 , we deﬁne the underlying triangulation of Vhf using a ﬁner mesh Thf :=
{Tk}K(hf )k=1 . We construct Thf by dividing every triangle of Th into ρd similar elements, where the
ratio ρ = h/hf is given. These latter triangles form Thf .
The unique solution of the discrete problem∫
Ω
∇w · ∇vh =
∫
Ω
z∗ · ∇vh (vh ∈ Vhf ) (4.7)
is denoted by w∗. In view of Deﬁnition 4.1, this is the optimal parameter w∗ corresponding to
uh.
To decrease computational eﬀort, computing the norms in the estimator and computing the
righthand side of (4.7), it is convenient to use the thoroughly investigated theory of nested ﬁnite
element subspaces and prolongation operators from multigrid theory, see e.g. [ST93].
We brieﬂy recall these ideas here. The two ﬁnite element subspaces are spanned by their
respective basis functions, i.e.
Vh := span{φ1, φ2, . . . , φN(h)}, Vhf := span{φf1 , φf2 , . . . , φfN(hf )}
of the usual Courant elements. By construction the important relation
Vh ⊂ Vhf






j , (k = 1, 2, . . . , N(h)),
which in its matrix form is φ = βφf .
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Now let u :=
∑N(h)
j=1 yjφj ∈ Vh, then by the above equation, we have
yT φ = yT (β φf ) = (yf )Tφf , if yf = βT y.
Hence by βT we deﬁned the prolongation operator P : Vh → Vhf . With the aid of this oper-
ator the assembly of the matrices and vectors to solve (4.7) is more faster, since the standard
techniques, from Appendix A, are easily applicable.
Remark 4.4. (i) The importance of this approach is not just the convenience of it, but mostly




z∗ · ∇φfk , (k = 1, 2, . . . , N(hf ))
we have to calculate the values of z∗ ∈ Vh in the nodes of the quadrature rule on the ﬁner
triangles. The creation of the ﬁner mesh (i.e. nodes and elements) is also inevitable, but if we
compute them the calculation of the prolongation operator is nearly at no cost.
(ii) Its importance is more signiﬁcant if we use higher order ﬁnite element basis functions, or
we apply any but the standard reﬁnement from above, e.g. some more sophisticated reﬁnements
from h-adaptive FEM solvers.




The three involved norms of the estimator from (4.4) and (4.5), namely ‖.‖L2(Ω), ‖.‖L2(Ω)d and
‖.‖L∞(Ω)d , and the scalar product in L2(Ω)d could be computed by an assemblybased idea.
Since one has to compute many integrals numerically, it is crucial to use a quadrature rule,
that requires as few function evaluations as possible, both for the basis functions and for the
other parameter functions of the problem. This can be achieved by rules where a nodes and the
corresponding values can be used multiple times, e.g. points over the element's boundary. In our
case we used a simple threepoint rule using the vertices of the triangles with weights 1/3. For
details and further choices see [ST93].
4.4. Numerical performance of the estimator
4.4.1. Test problem
We consider the problem (4.2) over the unit square in d = 1 or 2 dimensions, and our model








, if 0 ≤ η ≤ η0 := 2.6;
a(η0) ≈ 0.7951, if η ≥ η0.
(4.8)
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The reason to cut the function a is to ensure that the nonlinear operator above is deﬁned on
H2(Ω) ∩ H10 (Ω), and the solvability assumptions are satisﬁed. Finally the right-hand side g is
chosen so that the exact classical solution u∗ is known precisely. For more details of this problem
the interested reader is referred to [FK01]. These kind of quasilinear problems are also considered
in [AM88].
We also need the constants appearing in the estimator, namely: M , m, L and cΩ from
Theorem 4.2 needs to be known explicitly.
Proposition 4.1. Let Ω be the domain given above. If in addition the function a is given as in
(4.8), then the following statements are true for the operator F .
(i) There exist constants M ≥ m > 0, independent of u and p such that the derivative of F
satisﬁes
m‖p‖2 ≤ 〈F ′(u)p, p〉 ≤M‖p‖2,
where
m = a(0) = 0.51 and M = a(η0) + 2a
′(η0)η0 ≈ 2.046213.
(ii) The derivative, F ′ : W 1,∞(Ω)→ B(H10 (Ω)) is also Lipschitz continuous with constant
L ≈ 11.935094.




Proof. (i) Since the function a and its derivative a′ are monotonically increasing functions on
[0, η0], constant elsewhere, and both nonnegative, the lower bound




a(|∇u|2)|∇p|2 + 2a′(|∇u|2)(∇u · ∇p)2)
≥ a(0)‖p‖2H10 (Ω) (u, p ∈ H
1
0 (Ω))
is straightforward, i.e. m = g(0) = 0.51. The upper bound comes from the estimate







≤ (a(η0) + M˜)‖p‖2H10 (Ω) (u, p ∈ H10 (Ω)),
where M˜ := maxη∈[0,η0] |2a′(η)η|, since a′ vanishes outside the interval [0, η0]. The value of M˜ is
2a′(η0)η0, and therefore M = a(η0) + M˜ ≈ 2.046213.
(ii) According to [Kar08, Section 3] the derivative of a(r2)r is Lipschitz continuous if the
following conditions hold:
0 < m ≤ a(r) ≤M 0 < m ≤ (a(r2)r)′ ≤M (∀ r ≥ 0), (4.9)∣∣∣(a(r2)r)′′∣∣∣ ≤ L1 (∀ r ≥ 0),
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. This shows that
under the above conditions the weak operator F ′ is also Lipschitz continuous with the same
constant L.
The estimates in (4.9) easily follow from (i) above, with the same bounds. To compute L1 and
L2 we again use the facts that a, a′ and a′′ are monotonically increasing non-negative functions




= 2a′(r2)r ≤ 2a′(η0)η1/20 =: L2
The computed constants are
L1 ≈ 11.935094 and L2 ≈ 0.805631 hence, L = L1 ≈ 11.935094.
(iii) This follows from the sharp constant of Steklov's inequality over the interval [0, 1], or cf.
[Mik86].
4.4.2. Numerical Experiment  Eﬀectivity of the esitmator
Our experiments were carried out in the following way:
• The FEM discretization was done by using linear Courant elements over a (not necessarily)
uniform mesh (of squares divided into two equal triangles, as Figure 4.2).
• We carried out element-by-element assembly, with the aid of a reference element. The nu-
merical integrations were done with a suﬃcient order, just as the numerical diﬀerentiation.
• The Newton-type methods were damped. If the stepwise variable preconditioner was used
the domain was decomposed into d = 4 pieces.




• The code was written in MATLAB and the auxiliary linear algebraic systems were solved
using the built-in solver of MATLAB: \mldivide.
The following tables and their corresponding plots show the error functional compared to
the estimator, together with the eﬀectivity index, which is the quotient of the two, (in the ﬁrst,





(the true error E is marked by ∗).
The CPU times were reasonable but they are not displayed here, since our numerical tests
were carried out on a standard desktop computer.
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Numerical Experiment  One dimensional case
Here we set the right-hand side function such that our exact solution u∗ is the bubble function
4x(1− x). To solve the model problem we used the quasi-Newton method.
In Table 4.1. we can see the basic results, where the auxiliary problem (the one which yields
w∗) is solved on the original mesh, i.e. ρ = 1.






1 0.055037791312483 371.914078575348410 6757.4310
2 0.013856122697177 19.345738838764426 1396.1870
3 0.003470203009080 1.329380121949488 383.0843
4 0.000867929813010 0.098033794168086 112.9513
5 0.000217006037276 0.007817070596375 36.0224
6 0.000054252981611 0.000699770435089 12.8983
7 0.000013563337394 0.000073833802861 5.4436
8 0.000003390840098 0.000009569410155 2.8221
9 0.000000847710384 0.000001531570408 1.8067
10 0.000000211927618 0.000000291727910 1.3765





for the original mesh (1 dimensional case)
According to Remark 4.1 in Tables 4.2 and 4.3 we reﬁne our mesh by a ratio ρ to solve the
auxiliary problem. The improving eﬀect of this step can be nicely seen both in the tables but
much better on the plots.






1 0.055037791312483 114.652692531208420 2083.1630
2 0.013856122697177 5.684624286593208 410.2608
3 0.003470203009080 0.405274348836577 116.7869
4 0.000867929813010 0.031888528183674 36.7409
5 0.000217006037276 0.002830004525359 13.0411
6 0.000054252981611 0.000297136298263 5.4769
7 0.000013563337394 0.000038405295416 2.8316
8 0.000003390840098 0.000006137233652 1.8099
9 0.000000847710384 0.000001168004210 1.3778
10 0.000000211927618 0.000000250505246 1.1820





for the reﬁned mesh by a ratio ρ = 21
(1 dimensional case)
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1 0.055037791312483 8.678976984913346 157.6912
2 0.013856122697177 0.277163428649300 20.0030
3 0.003470203009080 0.023957199535661 6.9037
4 0.000867929813010 0.002739424227838 3.1563
5 0.000217006037276 0.000411223495871 1.8950
6 0.000054252981611 0.000076207701695 1.4047
7 0.000013563337394 0.000016168017295 1.1920
8 0.000003390840098 0.000003707872800 1.0935
9 0.000000847710384 0.000000886810389 1.0461
10 0.000000211927618 0.000000216782162 1.0229





for the reﬁned mesh by a ratio ρ = 24
(1 dimensional case)
























for diﬀerent values of the mesh reﬁnement
parameter ρ (1 dimensional case)
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Numerical Experiment  Two dimensional case
Switching to the two-dimensional case, our solution is now u∗(x, y) = 16x(1 − x)y(1 − y). We
used the inexact damped Newton method.
This time the eﬃciency of the estimator can be better seen on the eﬀectivity index in Ta-
bles 4.4, 4.5 and 4.6. The idea of reﬁning the mesh of the auxiliary problem, see Remark 4.1, is
more important now.






1 0.006666023505318 0.451035483031462 67.6619
2 0.002102844038482 0.487467362953306 231.8134
3 0.000553382662118 0.071086894070267 128.4588
4 0.000140081092830 0.007876048605962 56.2249
5 0.000035128827031 0.000943996768005 26.8724
6 0.000008788992755 0.000135996305551 15.4735
7 0.000002197672335 0.000023652672057 10.7626





for the original mesh (2 dimensional case)






1 0.006666023505318 0.375125295146493 56.2742
2 0.002102844038482 0.351096532462108 166.9627
3 0.000553382662118 0.048700998105800 88.0060
4 0.000140081092830 0.005456781742943 38.9544
5 0.000035128827031 0.000700434137849 19.9390
6 0.000008788992755 0.000110502057647 12.5728
7 0.000002197672335 0.000020819161520 9.4733





for the reﬁned mesh by a ratio ρ = 21
(2 dimensional case)
As it can be seen in Figure 4.4, the best eﬀectivity index in the two-dimensional case is not
as good as in the one dimensional case, this is due to the lack of computational capacity, but we
expect the same good results for ﬁner meshes (k = 8, 9, 10, . . .). While the coarse mesh (k ≤ 4)
accuracy could be improved by applying a rule with more nodes, or some composite quadrature
rule over the reference triangle.
The ﬁrst and the second values in the tables are very close, since for k = 1 the mesh has only
boundary nodes, hence the FEM approximation is very good in this irrelevant case due to the
Dirichlet boundary conditions.
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1 0.006666023505318 0.337032061419479 50.5597
2 0.002102844038482 0.292017331281910 138.8678
3 0.000553382662118 0.039548543368707 71.4669
4 0.000140081092830 0.004430256762882 31.6264
5 0.000035128827031 0.000591643020265 16.8421
6 0.000008788992755 0.000098619829525 11.2208
7 0.000002197672335 0.000015934911938 7.2508





for the reﬁned mesh by a ratio ρ = 22
(2 dimensional case)
























for diﬀerent values of the mesh reﬁnement
parameter ρ (2 dimensional case)
4.5. Conclusions
Our experiments show that this estimator cooperates well with diﬀerent nonlinear iterative
solvers. It is also illustrated that the estimator is indeed eﬃcient and highly applicable for
a posteriori error estimation.
The sharpness of the estimation is in a close connection with the accuracy of the numerical
solution of the linear auxiliary problem (which yields the parameter w∗), to be precise the
accuracy of the estimator highly depends on the applied mesh reﬁnement.
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It is suggested by our experiments that the sharpness of the estimator in higher dimensions
can be increased in two ways. One can raise the computational capacity or parallelize the method,
or apply a better smoothing operator, e.g. which is sharp for higher order polynomials, thereby
decreasing the error coming from the numerical solution of the auxiliary problem (4.7).
The other strength of the estimator, which was numerically observed, that both in EST and
in D (in (4.4) and (4.5), respectively) the dominant terms are multiplied by a term, which can
be easily decreased by reﬁning the mesh of the linear auxiliary problem.
Altogether we can see that this a posteriori error estimator is both eﬃcient and sharp. In
addition it only requires just a few parameters to compute (the constants m, M , L and cΩ). The
importance of the linear auxiliary problem was also demonstrated.
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5. Variable preconditioning in complex Hilbert
spaces and its application to the nonlinear
Schrödinger equation
In this chapter we develop a damped Newton-like method, with a stepwise variable precondi-
tioner, for solving complex nonlinear operator equations. This is a nontrivial complex Hilbert
space extension of a preconditioning iterative method developed by Karátson and Faragó in
[KF03] for real Hilbert spaces.
The motivation for this extension comes from the fully discrete numerical solution of the
time-dependent nonlinear Schrödinger equation. We use the Rothe-method for the numerical
solution: ﬁrst applying a time discretization, then use our method to obtain the solution of the
complex nonlinear elliptic boundary value problems on each time level.
The chapter is based on [KK13a].
Semilinear parabolic problems arise in many models in meteorology, chemistry and physics, in
general on parabolic problems we refer to [Hen81, Paz83, Tho84]. For instance: reactiondiﬀusion
or reactionconvectiondiﬀusion equations, air pollution models [KK13b], and problems from
mathematical physics like the Schrödinger type equations.
There are many ways to solve such problems numerically, possibly, the most common is the
method of lines: apply a spatial discretization and use a time integrator to solve the arising system
of ordinary diﬀerential equations, see, e.g. [Tho84, HIK13, ST93]. In [Rot30] Rothe introduced an
approach which ﬁrst discretizes the problem in time and then solves the arising elliptic problems.
There this approach was used for theoretical purposes, its numerical importance was realized
later. In general on the Rothe-method see [Ka£86] and the references therein. We use the
backward Euler method as a temporal discretization, therefore we end up with nonlinear elliptic
boundary value problems on each time step. Their numerical solution will be obtained by the
presented iterative method, in a ﬁnite element framework. We would like to solve these problems
by the thoroughly investigated elliptic iterative theory, see [Axe96, FK02, KN96]. Nonlinear
elliptic solvers are often based on Hilbert space theory [FK02, Neu09]. Usually these techniques
are studied on real Hilbert spaces, but since we would like to apply this method to the (complex)
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nonlinear Schrödinger equation, we extend the stepwise variable preconditioning quasi-Newton
method [KF03] to complex Hilbert spaces. For nonlinear solvers in general we refer to [Bre03,
FK02, GGZ74, Zei89, OR70].
The required extension needs proper technical tools. In this model the imaginary part of
the linearized operator may be kept and only the real part is approximated. We also need some
common norm in which we can compare the contractivity of each step, and hereby it proves
natural to use the real part of the analogous norms used in the above mentioned paper [KF03].
We prove global convergence up to second order via a damped preconditioned iterative
method, where the preconditioner is obtained by spectral equivalence. The proof is provided
by a number of preliminary lemmas and it follows the classical ideas of the usual convergence
proofs for damped quasi-Newton methods.
5.1. The nonlinear Schrödinger equation




∂tu−∆u+ k|u|2u = g, in Rd × (0,∞) (5.1)
where u : Rd → C is the unknown function and k is some positive real constant. The letter i
denotes the imaginary unit, i.e.
i2 = −1,
and will not be used for summation. The right-hand side g originally equals to zero, but for
testing purposes we allow this generalization. We also note here that it is also usual to discuss
NLS with the nonlinearity k|u|αu for some α > 0. In this case the theory can be adapted with
slight modiﬁcations.
As usual, without loss of generality, it is enough to consider the problem until a ﬁnite time
T > 0 and on a ﬁnite domain Ω. Here we consider the NLS under homogeneous Dirichlet
boundary conditions:
u|∂Ω = 0.
Let us consider the abstract Cauchy problem corresponding to this problem: u˙(t) +Au(t) = F(t, u(t))u(0) = γ ∈ X,
where X is some Banach space (some proper subspace of L2(Ω)), A = −i∆ and F represents
the nonlinear term: F(t, u) := −ik|u|2u + ig. The boundary conditions are incorporated into
the space X. There are many nice properties of the operator A, most importantly it generates a
semigroup of isometries over X, cf. [Paz83]. From this formulation it is not hard to see that the
operator A is dissipative, and the nonlinearity F satisﬁes conditions which by [Paz83, Theorem
8.1.5] guarantees solvability.
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5.1.1. Time discretization
There are various ways to numerically treat semilinear problems, see e.g. [Tho84, Hen81, Paz83,
Rot30, Ka£86, LO95]. Here the numerical solution is obtained by Rothe's method: ﬁrst use a
time discretization which yields a sequence of nonlinear elliptic problems, then solve these elliptic
equations on each time level.
To avoid CFL-type stability conditions we prefer to use implicit methods, here we will apply
the backward Euler method. The nonlinear elliptic problems are solved by the proposed ﬁnite
element based iterative method.
To describe discretization in time, let us introduce the usual notations below: for a ﬁxed time
step τ > 0 and for an arbitrary function ϕ : Ω× [0, T ]→ C we have the time discrete function:
ϕj = ϕ(., jτ).
The implicit Euler method
As mentioned above, we will use the simplest implicit time discretization, the backward Euler
method. The stepsize τ > 0 is ﬁxed, although variable stepsizes can be used straightforwardly.
Applying the implicit Euler method for (5.1) we have
uj+1 − uj
iτ
−∆uj+1 + k|uj+1|2uj+1 = gj+1,




uj+1 −∆uj+1 + k|uj+1|2uj+1 = 1
iτ
uj + gj+1, (5.2)
which is clearly nonlinear and elliptic with respect to uj+1.
The time convergence of the method is ensured by the convergence of the backward Euler
method, see [LO95, Section 1].
Weak formulation
Using the homogeneous Dirichlet boundary conditions, the problem (5.2) has the following weak
form:∫
Ω
















gj+1v = 0 (v ∈ H10 (Ω)).
(5.3)
The weak problem is formulated below, also introducing the nonlinear operator F :
〈F (uj+1), v〉 = 0 (uj+1, v ∈ H10 (Ω)).
The operator has the following derivative
〈F ′(u)p, v〉 =
∫
Ω








pv (p, u, v ∈ H10 (Ω)). (5.4)
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Therefore we have to solve the nonlinear operator equation
F (uj+1) = 0,
also seen in Section 1.4.
The weak elliptic problem has a unique solution due to Theorem 1.7.
5.2. A damped quasi-Newton method as variable preconditioning
in a complex Hilbert space
Our goal is to develop a damped quasi-Newton method as a stepwise variable preconditioner. We
extend the result of [KF03] from real Hilbert spaces. Since our problem is deﬁned on a complex
Hilbert space, we cannot use the results of Theorem 1.14 directly. In this section we present the
complex variant of this theorem. We observe, that only one additional technical assumption is
needed (namely condition (iv)). The ideas used here are similar as in the above mentioned paper
(or as in [FK02]), our notations are also consistent with [KF03]. The techniques of the presented
proofs are a bit diﬀerent compared to the real case. There the results are proved by self-adjoint
theory, which cannot be applied in the complex framework, therefore our proofs are more direct.
5.2.1. The abstract theorem
In the remainder of this section we consider a complex Hilbert space H, with scalar product
〈., .〉, and induced norm ‖.‖. We will use the following notions throughout the discussion:








Note that ReA and i ImA are the symmetric and antisymmetric parts of A, respectively.
Clearly ReA and ImA are self-adjoint, and the following identities hold for all A ∈ B(H) and
v ∈ H:
A = ReA+ i ImA, and 〈(ReA)v, v〉 = Re〈Av, v〉, 〈(ImA)v, v〉 = Im〈Av, v〉.
We consider an operator equation
F (u) = 0,
where the nonlinear operator F : H → H satisﬁes the following conditions:
(i) (Coercivity and boundedness) F has a symmetric Gâteaux derivative such that there exists
constants Λ ≥ λ > 0 satisfying
λ‖v‖2 ≤ Re〈F ′(u)v, v〉 and (5.5)
|〈F ′(u)v, w〉| ≤ Λ‖v‖‖w‖ (5.6)
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for every u, v, w ∈ H.
(ii) (Lipschitz continuity) There exists a constant L > 0 such that
‖F ′(u)− F ′(v)‖ ≤ L‖u− v‖ (u, v ∈ H). (5.7)
Later in Theorem 5.1 further conditions will be introduced marked by (iii)(v). In this chapter
this notation is reserved for these ﬁve conditions.
Remark 5.1. From condition (i) and setting v = F ′(u)−1w in (5.5), we have
λ‖F ′(u)−1v‖2 ≤ Re〈v, F ′(u)−1v〉 ≤ ‖v‖ ‖F ′(u)−1v‖ (v ∈ H), (5.8)
which implies that
‖F ′(u)−1‖ ≤ 1
λ
(u ∈ H).
From this and the Lagrange inequality we conclude that
‖u− v‖ ≤ 1
λ
‖F (u)− F (v)‖ (u, v ∈ H).
Now we introduce some norms: for given u ∈ H let
‖v‖2u := Re〈F ′(u)−1v, v〉. (5.9)
In particularwe use the abbreviations ‖v‖n := ‖v‖un and ‖v‖∗ := ‖v‖u∗ , i.e.
‖v‖2n = Re〈F ′(un)−1v, v〉 (n ∈ N), ‖v‖2∗ = Re〈F ′(u∗)−1v, v〉. (5.10)
These norms are equivalent to the original norm of the Hilbert space.
Lemma 5.1. Let condition (i) hold. Then the original norm ‖.‖ and the norms ‖.‖u deﬁned in
(5.9) are equivalent. Namely,
λ1/2
Λ




holds for all u, v ∈ H.
Proof. First we prove the left inequality: For arbitrary u,w ∈ H by setting v = F ′(u)w and
using (5.6), we obtain
‖v‖2 ≤ Λ‖F ′(u)−1v‖‖v‖.
Combining this with (5.8), we have
‖v‖2 ≤ Λ2‖F ′(u)−1v‖2 ≤ Λ2λ−1 Re〈F ′(u)−1v, v〉 = Λ2λ−1‖v‖2u.
For the second inequality, take




where the last estimate follows from Remark 5.1.
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Theorem 5.1. Let
(
H, 〈., .〉) be a complex Hilbert space with induced norm ‖.‖. Let the operator
F : H → H satisfy condition (i) and (ii), and also the following conditions.
Let u∗ ∈ H denote the unique solution of the equation F (u) = 0. Starting from arbitrary
u0 ∈ H, let us deﬁne the approximating sequence (un) ⊂ H by
un+1 := un − ηnG−1n F (un) (n ∈ N), (5.11)
with the damping parameter ηn. The following conditions are satisﬁed:
(iii) If un is constructed then we choose a self-adjoint operator Sn ∈ B(H) spectrally equivalent
to ReF ′(un), i.e.
mn〈Snv, v〉 ≤ Re〈F ′(un)v, v〉 ≤Mn〈Snv, v〉 (v ∈ H,n ∈ N)
holds with some constants Mn ≥ mn > 0 independent of v ∈ H, and assume that there




, where µ(un) :=




Sn and ImGn = ImF
′(un). (5.12)
(iv) Let the operators Gn satisfy
‖(ReGn)v‖n ≤ ‖Gnv‖n (v ∈ H, n ∈ N),
where ‖.‖n is deﬁned in (5.10).


















The damping parameter ηn ensures an optimal contractivity in the n
th step in the ‖.‖∗-norm.
Then the following convergence result holds. We have
‖un − u∗‖ ≤ λ−1‖F (un)‖ → 0,
or using the ∗-norm from (5.10):
lim sup
‖F (un+1)‖∗




Moreover, if in addition Mn/mn ≤ 1 + c1‖F (un)‖γ (n ∈ N) is satisﬁed with some constants
c1 > 0 and 0 < γ ≤ 1, then
‖F (un+1)‖∗ ≤ d1‖F (un)‖1+γ∗ ,
hold with some d1 > 0.
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Before proving the theorem we formulate some important lemmas and remarks, which we
will use throughout the proof of this theorem.
Remark 5.2. Conditions (i) and (iii) imply
λM−1n ‖v‖2 ≤ 〈Snv, v〉,









Proof. Using Remark 5.1 and the Lipschitz continuity of F ′, we have
‖F ′(u)−1 − F ′(v)−1‖ = ‖F ′(u)−1(F ′(v)− F ′(u))F ′(v)−1‖
≤ ‖F ′(u)−1‖L‖u− v‖‖F ′(v)−1‖ ≤ L
λ2
‖u− v‖.






‖F (u)− F (v)‖
)
.
Proof. Using Remark 5.1 and Lemmas 5.15.2, we have the following estimate:
Re〈(F ′(u)−1 − F ′(v)−1)w,w〉 ≤‖F ′(u)−1 − F ′(v)−1‖‖w‖2
≤ L
λ2
‖u− v‖‖w‖2 ≤ LΛ
λ4
‖F (u)− F (v)‖Re〈F ′(v)−1w,w〉,
hence





‖F (u)− F (v)‖
)
.
In particular, applying Lemma 5.3 to u∗ and un, using F (u∗) = 0, we obtain the following.
Corollary 5.1. Letting µ(un) = 1 +
LΛ2
λ4






≤ 1 + µ(un) (v ∈ H).
One of the most important steps in our proof will be the following contractivity lemma. In
the real case it is quite easy to prove this, but here we need an additional technical assumption
(see condition (b)).
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Lemma 5.4. Let H be a complex Hilbert space, and A := R+iK, B := C+iK be given operators
in B(H), satisfying the following properties:
(a) The real-part operators R and C are self-adjoint and coercive, and spectrally equivalent,
i.e. there exist constants M ≥ m > 0 such that
m〈Cv, v〉 ≤ 〈Rv, v〉 ≤M〈Cv, v〉 (v ∈ H).
(b) The operator B satisﬁes the estimate:






Remark 5.3. It is known [FK02, Section 3.1.2] that if the original operators are self-adjoint,
i.e. for K = 0, the above lemma holds without condition (b).
Proof of Lemma 5.4. We have
‖I −AB−1‖R−1 = ‖(B −A)B−1‖R−1 = ‖(C −R)B−1‖R−1 = ‖(I −RC−1)CB−1‖R−1
≤ ‖I −RC−1‖R−1 · ‖CB−1‖R−1 .


















The following estimate shows what kind of contractivity we must ensure for the sequence
‖F (un)‖∗ to obtain the ﬁnal convergence bounds.
Lemma 5.5. If a sequence (un) ⊂ H satisﬁes the estimate
‖F (un+1)‖∗ ≤
(
1− ηn(1−Qn) + η2n%n
)‖F (un)‖∗, (5.13)
where Qn and %n are as in condition (v), then
lim sup
‖F (un+1)‖∗




Moreover, if in addition Mn/mn ≤ 1 + c1‖F (un)‖γ (n ∈ N) for some c1 > 0 and 0 < γ ≤ 1,
then there exists d1 > 0 such that
‖F (un+1)‖∗ ≤ d1‖F (un)‖1+γ∗ .
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Proof. This result is the second half of the proof (from (32) to the end) of [KF03, Theorem 4.1],
therein no special property of the sequence ‖F (un)‖∗ is used other than (5.13).
Now we have all ingredients at our disposal to complete the proof of the main theorem of
this chapter.
Proof of Theorem 5.1. The starting formula is the following: By (5.11) and the Lipschitz conti-
nuity we have
F (un+1) = F (un) + F
′(un)(un+1 − un) +R(un)
= (1− ηn)F (un)− ηn
(
F (un)− F ′(un)G−1n F (un)
)
+R(un),
where ‖R(un)‖ ≤ (L/2)‖un+1 − un‖2. Hence
‖F (un+1)‖∗ ≤ (1− ηn)‖F (un)‖∗ + ηn‖F (un)− F ′(un)G−1n F (un)‖∗ + ‖R(un)‖∗ (5.14)
holds.
By Corollary 5.1 and using the notation µ(un) = LΛ2λ−4‖F (un)‖, the middle term can be
estimated as
‖(I − F ′(un)G−1n )F (un)‖∗ ≤ (1 + µ(un))1/2‖I − F ′(un)G−1n ‖n‖F (un)‖n
≤ (1 + µ(un))Mn −mn
Mn +mn
‖F (un)‖∗,
where the last estimate follows from Corollary 5.1 again and from Lemma 5.4 (which holds for
‖I − F (un)G−1n ‖n by conditions (iii)(iv)). Further, by (5.11), Remark 5.2 and Lemma 5.1 the
last term can be estimated from
λΛ−1/2‖R(un)‖∗ ≤‖R(un)‖ ≤ L
2










Setting these two bounds into (5.14), we obtain
‖F (un+1)‖∗ ≤
(











1− ηn(1−Qn) + η2n%n
)
‖F (un)‖∗
where Qn and %n are as in condition (v). Hence Lemma 5.5 yields the desired estimates and thus
completes the proof.
One can relax the conditions of Theorem 5.1 similarly as mentioned in Remark 1.4, and
detailed in [FK02, Remark 5.17]. It suﬃces to assume, the boundedness (5.6) and Lipschitz
continuity (5.7) only locally.
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Proposition 5.1. Let the conditions of Theorem 5.1 hold, but we only assume local boundedness
and local Lipschitz continuity:
|〈F ′(u)v, w〉| ≤ Λ(‖u‖) ‖v‖ ‖w‖ and ‖F ′(u)− F ′(v)‖ ≤ L(max{‖u‖, ‖v‖}) ‖u− v‖
for suitable nondecreasing functions Λ, L : R+ → R+. Then the analogous convergence result
holds.
Proof. The approximating sequence remains in a ball depending on u0, and global boundedness
and Lipschitz constants are valid on this ball, therefore one can apply the original theorem from
above.
The following technical lemma concerns a situation arising also for the NLS. Let us consider
an abstract complex operatordiﬀerential equation
1
i
u˙(t) +A(u(t)) = b(t)











Puj − bj+1 = 0.
Then F ′(un) and Gn are of the form










where (5.12) has been taken into account.
Then one can easily ensure the condition (iv) of Theorem 5.1 using the following small but
crucial technical lemma.
Lemma 5.6. For the operator Gn in the form (5.15) there exists τ0 > 0 such that
‖(ReGn)v‖n ≤ ‖Gnv‖n (v ∈ H)
holds for all τ ≤ τ0.




holds if τ ≤ τ0, for some τ0 small enough. Then
‖Gnv‖n ≥ −‖(ReGn)v‖n + ‖(ImGn)v‖n ≥ (−1 + 2)‖(ReGn)v‖n.
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5.2.2. Variable preconditioning for the nonlinear Schrödinger equation after
time discretization
Now we apply our method to the nonlinear Schrödinger equation described in Section 5.1, with
the nonlinearity k|u|2u. We consider the NLS on a bounded domain Ω ⊂ Rd (d = 1, 2 or 3)
with a piecewise smooth boundary, imposing homogeneous Dirichlet boundary conditions. Let





Let us consider the NLS after time discretization, i.e. (5.3).
The linearized operator (5.4) is approximated by an operator with piecewise constant coeﬃ-




∇p · ∇v +
∫
Ω
ωnpv (p, v ∈ H) (5.16)
where the function ωn is a piecewise constant approximation of the term 3k|un|2 only depending
on x ∈ Ω. Previously, this approximation was used in Section 3.4 and Section 4.3.
Now we verify that the conditions of the generalization of the main theorem, see Proposi-
tion 5.1, are satisﬁed by the above approximation of the NLS.
Theorem 5.2. Let F be the operator in (5.3) with derivative (5.4), let (5.16) be the approxima-
tion of F ′(un) and let Gn := Mn+mn2 Sn + i ImF
′(un) as deﬁned in (5.12).
Then the following properties hold:
(a) There exists a constant λ > 0 and a nondecreasing function Λ : R+ → R+ such that
λ‖v‖2 ≤ Re〈F ′(u)v, v〉, |〈F ′(u)p, v〉| ≤ Λ(‖u‖) ‖p‖ ‖v‖ (u, p, v ∈ H).
(b) The derivative is locally Lipschitz continuous, with constant L(r),
‖F ′(u)− F ′(v)‖ ≤ L(r)‖u− v‖ (u, v ∈ H, ‖u‖ ≤ r, ‖v‖ ≤ r).
(c) The real parts of the derivative and the approximating operator are spectrally equivalent,
i.e.
mn〈Snv, v〉 ≤ Re〈F ′(un)v, v〉 ≤Mn〈Snv, v〉 (v ∈ H),




, Mn = 1 + 3kK
4
4,Ω‖un‖2 .
(d) If τ is suﬃciently small than the operator Gn satisﬁes the estimate
‖(ReGn)v‖n ≤ ‖Gnv‖n (v ∈ H).
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Proof. (a) We have















Hence the ﬁrst estimate is straightforward with λ = 1. For the second one, we use Hölder's
inequality and the Sobolev embeddings
H10 (Ω) ⊂ Lp(Ω), ‖u‖Lp(Ω) ≤ Kp,Ω‖u‖ (u ∈ H10 (Ω)),
which holds for all p > 2 if n = 2 and for 2 < p ≤ 6 if n = 3. (For p = 2 this is the
Poincaré-Friedrichs inequality.) Thus
|〈F ′(u)p, v〉| ≤
∫
Ω


















‖p‖ ‖v‖ =: Λ(‖u‖) ‖p‖ ‖v‖.
(b) We have
〈(F ′(u)− F ′(v))p, p〉 = 3k
∫
Ω
(|u|2 − |v|2)|p|2 = 3k
∫
Ω
max{|u|, |v|} |u− v| |p|2.
Using again Hölder's inequality and the Sobolev embedding for p = 4 as above, we now obtain
‖F ′(u)− F ′(v)‖ ≤ 3kK44,Ω max{‖u‖, ‖v‖} ‖u− v‖,
i.e. L(r) = 3kK44,Ωr.













≤ (1 +K22,Ω max |ωn|)Re〈F ′(u)v, v〉,
hence mn =
(
1 +K22,Ω max |ωn|
)−1
. On the other hand









)‖v‖2 ≤ (1+3kK44,Ω‖un‖2)〈Snv, v〉,
therefore Mn = 1 + 3kK44,Ω‖un‖2.
(d) This follows from Lemma 5.6.
Corollary 5.2. Consequently, the sequence constructed from (5.11) converges according to the
estimates of Theorem 5.1.
Remark 5.4. According to the previously cited paper [LO95], the convergence of the implicit
Euler method for nonlinear problems can be guaranteed for suﬃciently small time steps. This is
in accordance with the restriction in condition (d) in the above theorem, where the time step is
also required to be suﬃciently small, i.e. the latter means no further strong restriction.
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5.3. Numerical experiments
We illustrate our theoretical results with numerical experiments, using the NLS to test the
performance of the iterative method developed above. As seen in Section 5.2.2, a suitable ap-
proximation of the nonlinear term has led to a quasi-Newton method as a stepwise variable
preconditioner, where the approximation is made via a piecewise constant function ωn.
5.3.1. Realization of the complex quasi-Newton method
with variable preconditioning
The iteration in Theorem 5.1 runs in a Sobolev space of complex-valued functions. To realize
this, the functions must be represented by their real and imaginary parts, i.e. we must treat the
auxiliary problems as a system. Since it is not misleading, we simplify our notation by dropping
the lower indices of pn and u
j+1
n , and use the abbreviated notations:
p1 = Re pn and p2 = Im pn,















(∇uj+11 ∇v1 +∇uj+12 ∇v2) +
∫
Ω





























(−∇uj+11 ∇v2 +∇uj+12 ∇v1) +
∫
Ω




















Here ω1 and ω2 are piecewise constant functions, as appeared in Section 5.2.2.
5.3.2. Numerical Experiment  Nonlinear Schrödinger equation
We carried out numerical experiments for the NLS of the form (5.1) where right-hand side
function g was chosen such that the solution is
u(x, t) = e−t sin(`1pix) + ie−t sin(`2pix),
and Dirichlet boundary conditions were applied on the domain Ω = [−1, 1], further, the function
k was chosen to be one.
Our numerical experiments were carried out in the following way:
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• The FEM discretization was done by using Courant elements up to order p = 7. We used
uniform meshes.
• We mainly used ﬁrst-order basis functions, unless stated otherwise.
• We carried out element-by-element assembly, i.e. a reference element was used. The nu-
merical integrations were done with order 2p with Simpson's quadrature.
• The quasi-Newton method was damped, and we used diﬀerent piecewise constant coeﬃcient
variable preconditioners: the domain was decomposed into at most d = 4 pieces (usually
d = 1).
• The stopping criterion was ‖Fh(un)− bh‖h‖Fh(u0)− bh‖h < 10
−9.
• The code was written in MATLAB and the auxiliary problems were solved using the
built-in solver of MATLAB: \mldivide.
Some numerical results can be seen in the following tables, where the numerical solution were
compared by the known one in maximum norm.
One may observe numerical convergence as τ decreases.
‖uh − u∗‖max
t τ−1 h−1 = 23 h−1 = 24 h−1 = 25 h−1 = 26
0.5
23 0.0093449 0.0053263 0.0044304 0.0042125
24 0.0073526 0.0029537 0.0019769 0.0017413
25 0.0061067 0.0017328 0.0008170 0.0005985
26 0.0056835 0.0016937 0.0006524 0.0003851
1
23 0.0036423 0.0025534 0.0023655 0.0023236
24 0.0030991 0.0016462 0.0013573 0.0012994
25 0.0043005 0.0014916 0.0008597 0.0007088
26 0.0065769 0.0017910 0.0006751 0.0003982
Table 5.1: Errors for NLS for `1 = 1 and `2 = 3.
In the ﬁrst few columns of Table 5.1 and 5.2 the need of small enough τ can be seen, as
discussed before. This problem can be avoided by a suitable increase of the order of the basis
functions, which can be seen in Table 5.3.
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‖uh − u∗‖max
t τ−1 h−1 = 23 h−1 = 24 h−1 = 25 h−1 = 26
0.5
23 0.0093439 0.0053250 0.0044298 0.0042120
24 0.0073549 0.0029446 0.0019704 0.0017354
25 0.0061066 0.0017287 0.0008132 0.0005961
26 0.0056837 0.0016907 0.0006512 0.0003895
1
23 0.0036424 0.0025530 0.0023647 0.0023224
24 0.0030991 0.0016486 0.0013604 0.0012924
25 0.0043001 0.0014900 0.0008577 0.0007065
26 0.0065764 0.0017896 0.0006755 0.0004037
Table 5.2: Errors for NLS for `1 = 1 and `2 = 3, with d = 4.
‖uh − u∗‖max
t τ−1 h−1 = 23 h−1 = 24 h−1 = 25 h−1 = 26
1
23 0.0023189 0.0023112 0.0023093 0.0023088
24 0.0012795 0.0012724 0.0012707 0.0012702
25 0.0006675 0.0006582 0.0006553 0.0006554
26 0.0003366 0.0003186 0.0003198 0.0003183
Table 5.3: Errors for NLS for `1 = 1 and `2 = 3, with basis function order 7 and d = 4.
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In Table 5.4 we displayed the relative residual errors of our problem at diﬀerent time layers.
In the table the spatial grid was varied, while the time discretization was ﬁxed with τ = 2−5.
Although our main theorem does not discuss mesh independence, from this table we can see that
it holds too.
Relative residuals on time layers with diﬀerent grid size
T nit h
−1 = 23 h−1 = 24 h−1 = 25 h−1 = 26
0.25
1 1.0000000000000 1.0000000000000 1.0000000000000 1.0000000000000
2 0.0088348425456 0.0016797664544 0.0016154916675 0.0016487340793
3 0.0000611289113 0.0000041326217 0.0000039292174 0.0000040318960
4 0.0000003627437 0.0000000145829 0.0000000091077 0.0000000086330
5 0.0000000024652 0 0 0
0.5
1 1.0000000000000 1.0000000000000 1.0000000000000 1.0000000000000
2 0.0071382681421 0.0007153863719 0.0006089211566 0.0006147118789
3 0.0000464891878 0.0000006552666 0.0000005288219 0.0000005404546
4 0.0000002892601 0 0 0
5 0.0000000018416 0 0 0
0.75
1 1.0000000000000 1.0000000000000 1.0000000000000 1.0000000000000
2 0.0066709638000 0.0007561760850 0.0002321769223 0.0002257910864
3 0.0000425287838 0.0000004015735 0.0000000755346 0.0000000733585
4 0.0000002666751 0 0 0
5 0.0000000016861 0 0 0
1
1 1.0000000000000 1.0000000000000 1.0000000000000 1.0000000000000
2 0.0066278596775 0.0004970794981 0.0000941177988 0.0000833447034
3 0.0000421105455 0.0000002144573 0.0000000113310 0.0000000098054
4 0.0000002644980 0 0 0
5 0.0000000016698 0 0 0
Table 5.4: Relative residuals for the elliptic problems of NLS for `1 = 1 and `2 = 3, and τ−1 = 25.
6. A general numerical code
In theory, practice is simple.
 Trygve M.H. Reenskaug, University of Oslo
As we have seen, in the previous chapters many diﬀerent problems have been implemented
separately. As the number of diﬀerent problems, we were able to numerically handle, reached
a certain barrier, it has naturally arisen to combine their codes into a uniﬁed framework. The
aim is to solve a very general system of parabolic partial diﬀerential equations using the codes
accumulated over the years. In this chapter this nontrivial byproduct is described. We do not
return to the details again, since they all have been covered in the previous chapters.
6.1. Problems
Let us consider a semilinear parabolic problem on the domain Ω ⊂ R2, with boundary ∂Ω =





+w(x, t) · ∇u+ q(x, t, u) = g(x, t) (x ∈ Ω, t ∈ (0, T )),
u(x, t) = u0(x, t) (x ∈ ΓD, t ∈ (0, T )),
∂νk(x,t)u+ s(x, t, u) = γ(x, t) (x ∈ ΓN , t ∈ (0, T )),
u(x, 0) = u0(x) (x ∈ Ω).
The corresponding stationary problem ﬁts into the framework of Theorem 6.10 in [FK02], and
without the convective term into Section 1.2 as well.
In addition systems of r equations of the same structure can be handled, naturally, coupled
in the semilinear term, and in the Neumann-boundary through s.
Furthermore, the code is able to solve problems with interface conditions over a curve Γ,
of a similar style as the Neumann-type boundary conditions. For the numerical treatment of
interface problems we refer to [AK09a].
The code is able to handle the following special cases:
• Any coeﬃcient function can be set to zero (having a theoretically relevant problem).
• Both ΓD and ΓN can be empty, given that theoretical assumptions are satisﬁed.
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• Pure interface problems are also included.
We note here that this is not an inclusive list, and they have to satisfy the theoretically adequate
conditions, see Assumption 1.1 or [FK02].
A main objective of the package is to solve the problems in a user friendly way, in other words
the code functions as a black box tool. The user only have to provide the following data:
• The domain Ω (the nodes and elements) and the end of time interval T .
• The coeﬃcient functions.
• The boundary decomposition: the Dirichlet and Neumann boundary, and the interface.
• The initial and boundary data.
• Some method parameters, such as tolerance of the iterative solver, time step size τ .
• The solver for the auxiliary linear problems.
But otherwise no user interaction is needed.
6.2. Discretizations and the used numerical methods
As in Chapter 5 we use the Rothe approach coupled with the ﬁnite element method, using the
implicit Euler method as a time discretization.
The resulting weak nonlinear elliptic problem is solved by an innerouter iteration. The outer
iteration is the damped inexact Newton method (Theorem 1.13), where the damping is automati-
cal based on relative residual errors of the iterates. The method stops if the user given tolerance
Tol is reached. The arising linear auxiliary problems are solved with a preconditioned conjugate
gradient method, cf. [Axe96, FK02] (or using the own solver of MATLAB). As a preconditioning
operator we use the linear principal part, cf. [FK02, Section 8.2.4]. This preconditioner has the
following remarkable property for systems: it decouples the linear system into r smaller linear
algebraic equation systems, which naturally speeds up the solution process (later, it could also
lead to parallelization). The decoupled problems are solved eﬃciently by CG iterations, see
Section 1.4.4. However, the user can choose to use MATLAB's built-in solver \mldivide, which
turned out to be a bit more eﬃcient for smaller problems. We use Lagrangian ﬁnite elements
for the spatial discretization, therefore the reference element based assembly techniques from
Appendix A are implemented.
Appendix A. Finite element matrices
The matrices and vectors appearing in the ﬁnite element discretization need to be calculated in
an eﬃcient way. A widespread approach is based on the usage of a reference element. Reference
based techniques are also useful tools to show theoretical results, such as interpolation estimates
and convergence results, see for example [AH05, Chapter 10.210.4].
Since in most of the thesis the numerical experiments are carried out in two dimensions, here
we consider a two dimensional polygonal domain, with a given triangulation Th (see Section 1.3).
In a numerical setting they are used in the following way. Within an iteration loop all integrals
over the triangles of Th are transformed to the reference element E, there the local variable will
be denoted by ξ. All the basis functions are mapped to the so called form functions. On the
reference element all the appearing integrals, involving the form functions, can be computed
in advance. After adjusting with the right coeﬃcients and the determinant of the aﬃne linear
transformation, these precalculated values are summed up to the correct entries of the matrix or
vector.
The main computational cost is the calculation of the aﬃne linear transformation between
E and the triangles.
In this thesis we choose the unit simplex as the reference element, namely, in two dimensions
the convex hull of (0, 0), (1, 0) and (0, 1). In that case, for example, the ﬁrst order form functions
are the following:
F1(ξ) = ξ1, F2(ξ) = 1− ξ1 − ξ2 and F3(ξ) = ξ2.
A.1. Mass and stiﬀness matrix, load vector
The mass and stiﬀness matrix described in Section 1.3, and later used many times in all chapters,
are assembled in the following way.
Mass matrix









φjφidx (i, j = 1, 2, . . . , N).
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The integrals over the reference element can be computed in advance.1















Because of the involvement of the gradients the assembly of the stiﬀness matrix is a bit compli-









∇φj · ∇φidx (i, j = 1, 2, . . . , N).
Again, let us ﬁx a triangle Tk, and compute the corresponding integral as follows, ﬁrst,
focusing on the gradients and the scalar product:∫
Tk
















































































can be calculated in advance.
1To do so, it is advised to use some symbolic toolbox, e.g. Maple.
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gφidx (i, j = 1, 2, . . . , N)
are calculated in the same fashion. The integrals are transformed to the reference element E,









kξ` + c)Fi(ξ`) |det(Ck)|.
The values of the form functions over the reference element Fi(ξ`) can be calculated in advance.
A.2. Nonsymmetric terms




(∇φj ·w)φidx (i, j = 1, 2, . . . , N),
with a given ﬁxed vector w ∈ R2.

























































can be calculated in advance.
















104 Finite element matrices
A.3. Matrices arising in quasilinear problems
The crucial step in the assembly of the linear auxiliary equations of Newton's method for quasi-









(∇un · ∇φj)(∇un · ∇φk) (A.2)
for j, k = 1, 2, . . . , N , where un ∈ Vh is a given function.
As un ∈ Vh is a continuous piecewise linear function, its gradient is a piecewise constant
function, we will highly exploit this fact. We detail our approach just for the second term (A.2),
the other term (A.1) has a similar, but a bit simpler structure, therefore the idea can be easily
adapted.































Let us return back to the original integral form of the stiﬀness matrix. Using the above







































where the collected terms, the ones in brackets, are constant over each triangle Tk of our mesh
Th.
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where we denote by f |Tk the value of an arbitrary piecewise constant function f over the triangu-
lar element Tk (k = 1, 2, . . . ,K). As we have previously seen, the integrals of partial derivatives
of the basis functions over the triangles can be exactly calculated using the reference element E.

Summary
In this dissertation, we studied the numerical solution of various partial diﬀerential equations,
having a vast number of real-life applications. The problems were discretized with ﬁnite elements,
and eﬃcient iterative methods were used to obtain the approximate solutions. Preconditioning
was often used to improve the methods presented or developed here.
The main goal of this thesis was to develop and study such eﬃcient iterative methods, and
to numerically and practically investigate existing numerical algorithms.
The iterative methods under investigation here are Newton-type methods and conjugate
gradient methods. We usually worked in a Hilbert space setting, which is extremely eﬀective for
the study of linear and nonlinear elliptic partial diﬀerential equations.
The main results are the following.
In Chapter 2 we presented robust estimates for convection-dominated elliptic problems.
Therefore we obtained convergence results for conjugate gradient based methods such that the
required number of iterations for a prescribed tolerance does not tend to inﬁnity as the convection
term starts to dominate.
In Chapter 3 we compared the gradient method, the Newton method and the quasi-Newton
method with a stepwise variable preconditioner on a semilinear elliptic model problem. We also
gave possible improvements of the methods, based on our numerical experiments.
In Chapter 4 we numerically investigated a sharp upper global a posteriori error estimator,
we explored its properties and described how sharpness can be achieved by a better solution of
the linear auxiliary problem.
In Chapter 5 we generalized the theory of quasi-Newton methods with stepwise variable pre-
conditioners to the case of complex Hilbert spaces. This result was motivated by the numerical
solution of the nonlinear Schrödinger equation using the Rothe method: ﬁrst we used tempo-
ral discretization and then we used our knowledge on iterative methods to solve the obtained
nonlinear elliptic problems.
Finally, in Chapter 6 we presented a general numerical toolbox for the numerical solution of
coupled systems of nonlinear parabolic partial diﬀerential equations. Most parts of it have been




Különféle parciális diﬀerenciálegyenletek numerikus megoldási módszereit mutattuk be dolgo-
zatunkban. A tárgyalt problémák megoldását, végeselemes diszkretizációt követ®en, valamilyen
hatékony iterációs módszer segítségével közelítettük. Az itt kifejlesztett, vagy bemutatott mód-
szereket gyakran prekondicionáló operátor segítségével tettük hatékonyabbá.
A disszertáció f® célja hatékony iteratív módszerek kifejlesztése és tanulmányozása, valamint
meglév® numerikus eljárások gyakorlati és numerikus vizsgálata.
A dolgozatban els®sorban Newton-típusú és konjugált gradiens módszereket vizsgáltunk. Túl-
nyomórészt Hilbert-terek operátorainak elméletére támaszkodtunk, amely rendkívül jól illeszkedik
lineáris és nemlineáris elliptikus parciális diﬀerenciálegyenletek elméletéhez.
A disszertációban elért f® eredmények a következ®ek.
A 2. Fejezetben konvekció-dominált elliptikus feladatok esetében adtunk hatékony becsléseket.
Segítségükkel igazoltuk, hogy konjugált gradiens módszerek esetében, adott tolerancia eléréséhez,
korlátos számú iteráció elegend® még akkor is, ha a konvekciós tag dominál.
A 3. Fejezetben egy szemilineáris elliptikus modellfeladat segítségével összehasonlítottuk a
gradiens-módszert, a Newton-módszert és a változó prekondicionáló operátort alkalmazó kvázi
Newton-módszert. Numerikus kíséleteink alapján javaslatokat tettünk a módszerek hatékonyságá-
nak növelésére.
A 4. Fejezetben egy pontos globális a poszteriori hibabecsl®t vizsgáltunk. Részletesen be-
mutattuk, hogy a élesség elérése hogyan függ össze az adódó segédfeladat minél pontosabb
megoldásával.
A 5. Fejezetben a lépésenként változó prekondicionáló operátort alkalmazó kvázi Newton-
módszerek elméletét terjesztettük ki komplex Hilbert-terek esetére. Ezt az eredményt a nem-
lineáris Schrödinger egyenlet numerikus megoldása motiválja: a Rothe-módszert alkalmazva
el®ször id®ben diszkretizáltuk a feladatot, majd az adódott nemlineáris feladatot az új mód-
szer segítségével oldottuk meg.
Végül, a 6. Fejezetben bemutatunk egy általános programcsomagot, amely nemlineáris parabo-
likus parciális diﬀerenciálegyenlet rendszerek numerikus megoldását teszi lehet®vé a bemutatott
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