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Abstract
We consider the problem of sharp energy decay rates for nonlinearly damped abstract infinite-
dimensional systems. Direct methods for nonlinear stabilization generally rely on multiplier techniques,
and thus are valid under restrictive geometric conditions compared to the optimal geometric optics con-
dition of Bardos et al. (1992) [10]. We prove sharp, simple and quasi-optimal energy decay rates through
an indirect method, namely an observability estimate for the corresponding undamped system. One of the
main advantage of these results is that they allow to combine optimal geometric conditions, as for instance
that of Bardos et al. (1992) [10] and the optimal-weight convexity method of the first author (Alabau-
Boussouira, 2010 [6], Alabau-Boussouira, 2005 [2]) to deduce very simple and quasi-optimal energy decay
rates for nonlinearly locally damped systems. We also show that using arguments based on Russell’s princi-
ple (Russell, 1978 [24]), one can deduce sharp energy decay rates from the exponential stabilization of the
linearly damped system. Our results extend to nonlinearly damped systems, those of Haraux (1989) [14]
and Ammari and Tucsnak (2001) [9] which concern linearly damped systems.
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In this paper we characterize the stabilization for some nonlinear infinite-dimensional sys-
tems. These results have been partially announced in [7]. We show that if the linear system is
observable through a locally distributed observation, then any dissipative nonlinear feedback
locally distributed stabilize the system and we give a general easily computable energy decay
formula. We show by this way that for the locally distributed case, one can combine the optimal
geometric optics conditions of Bardos, Lebeau and Rauch [10] (see also [11,12]) and the optimal-
weight convexity method by the first author [1,2,6] (see also [3,4]) based on nonlinear Gronwall
inequalities with optimal weight to deduce sharp easily computable energy decay rates for non-
linear damped systems. Using recent results of the first author [6], a very simple, upper estimate
is given for feedbacks with general growth close to the origin (not close to a linear behavior) and
linear at infinity. Optimality of these estimates has been proved in the finite-dimensional case
in [6] and in certain infinite-dimensional situations [2] using optimality results by Vancostenoble
and Martinez [26] (see also [25]).
Our results extend to nonlinear feedbacks, previous results by Haraux [14] and Ammari and
Tucsnak [9,8] valid for linear feedbacks.
A result using this indirect approach has been obtained for boundary and localized dampings
for wave-type equations by Daoulatli, Lasiecka and Toundykov in [13], using the ODE approach
of [16] for nonlinear boundary and localized stabilization. Theorem 2.2 of [13] can be compared
to our main result Theorem 1.1. Let us denote by w the solution of the nonlinearly damped
system, by z the solution of the linearly damped system and by φ the solution of the conservative
system. The proof of Theorem 2.2 [13] relies on an observability estimate for the corresponding
linearly damped system solved by z, estimates of the mixed products of the form∫
Ω
a(x)ztwt ,
∫
Ω
a(x)ztρ(.,wt )
and the ODE-convexity approach of [16] (see also [20,28]) which consists in estimating the
energy decay rate of the nonlinear stabilization system by the solution S of a nonlinear separable
ODE of the form
S′(t)+ q(S(t))= 0, S(0) = Ew(0)
where q = I − (I + h−1 ◦ (K.I ))−1. Here I stands for the identity map on R, K depends on the
minimal time T (above which the observability inequality holds), on the observability constant
and on the damping region. Moreover h is a strictly increasing concave function on [0,∞), such
that h(0) = 0 and related to the damping ρ (assumed to depend only on the second variable) as
follows
h
(
ρ(s)s
)
 s2 + ρ2(s), ∀|s| 1.
The above nonlinear ODE can be replaced by a simplified one under further hypotheses.
Our approach here relies rather on an observability inequality for the conservative system,
on two comparison properties – namely a comparison property (see later in Lemma 2.3) be-
tween the localized observation for the conservative system and the time integral of the localized
kinetic energy of the solution of the linearly damped system, and a comparison property (see
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nonlinear kinetic energies of the nonlinearly damped system – and on the optimal-weight con-
vexity method [2,6] we above mentioned. It consists in determining an optimal-weight thanks
to convexity properties of the function H introduced later in (1.9) and to prove a nonlinear
Gronwall type inequality relative to this weight. The optimal-weight convexity method gener-
alizes the power-like integral method (see [15] and references therein). Optimality of the sharp
upper estimate given in Theorem 1.1 is proved in [6] in the finite-dimensional case for damp-
ings which are not close to a linear behavior close to the origin (see later in Theorem 1.1 the
condition lim supx→0+ ΛH(x) < 1). Moreover, we show in [6] that the upper estimate given in
Theorem 1.1, can be estimated from above by the energy of an associated ODE of first order
which involves only the function g of Assumption (A1), this holding in the finite as well as in
the infinite-dimensional case.
It should be noted that the dampings considered in [13] have more general growth behaviors
at infinity (they can be sublinear or superlinear at infinity) than in the present paper.
Both the ODE-convexity method [16] and the optimal-weight convexity method [2,6] pro-
vide sharp energy decay rates, but use somehow different ways to measure the decay of the
energy of solutions. Our purpose here is indeed to provide a self-contained, easy and explicit
approach based on a general methodology initiated in [2,6], pursued through lower energy esti-
mates and further comparison properties in [5] and to combine it with and stress the importance
of quasi-optimal geometric conditions on the observation region derived thanks to micro-local
analysis [10]. Our study in [2,6] is valid only under the less general multiplier geometric condi-
tions. On the other hand, the upper estimates derived thanks to this approach are obtained through
a very simple formula in the case of dampings which are not close to a linear behavior at the ori-
gin. Therefore, it is important to show that it is possible to combine this approach for capturing
optimal and quasi-optimal energy decay rates and the geometric optics approach of [10] which
allows optimal and quasi-optimal geometric conditions on the support of the damping region. In
this, we extend the results of [14,9] and give a different but related method compared to [13] and
a different expression for sharp upper energy decay rates of the solutions of nonlinearly locally
damped PDEs. We also give an explicit dependence of the parameters which are involved in our
estimate with respect to the observability constant, the initial energy and the minimal time for
observability. This is also important for numerical purposes.
We present now the general set-up for our results.
We consider the following second order differential equation{
w¨(t)+ Aw(t)+ a(.)ρ(., w˙) = 0, t ∈ (0,∞), x ∈ Ω,
w(0) = w0, w˙(0) = w1, (1.1)
where Ω is a bounded open set in RN , with a boundary Γ . We assume that Ω is either convex
or of class C1,1. We set H = L2(Ω), with its usual scalar product denoted by 〈·,·〉H and the
associated norm ‖ · ‖H and where A : D(A) ⊂ H → H is a densely defined self-adjoint linear
operator satisfying
〈Au,u〉H  C‖u‖2H , ∀u ∈ D(A) (1.2)
for some C > 0. We also introduce the scale of Hilbert spaces Hα , as follows: for every α  0,
Hα = D(Aα), with the norm ‖z‖α = ‖Aαz‖H . The space H−α , is defined by duality with respect
to the pivot space H as follows: H−α = H ∗, for α > 0. The operator A can be extended (orα
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A : Hα → Hα−1, ∀α ∈ R. (1.3)
Eq. (1.1) is understood as an equation in H−1/2, i.e., all the terms are in H−1/2. The energy of
a solution is defined by
Ew(t) = 12
(∥∥(w(t), w˙(t))∥∥2
H1/2×H
)
. (1.4)
Most of the coupled linear equations modelling the damped vibrations of elastic structures
can be written in the form (1.1), where w stands for the displacement field and the term
Bw˙(t) = a(.)ρ(., w˙), represents a viscous feedback damping. The system (1.1) is well-posed.
More precisely, the following holds:
Suppose that (w0,w1) ∈ H1/2 ×H . Then the problem (1.1) admits a unique solution
w ∈ C([0,∞);H1/2)∩C1([0,∞);H ).
Moreover w satisfies, for all t  0, the energy identity
∥∥(w0,w1)∥∥2
H1/2×H −
∥∥(w(t), w˙(t))∥∥2
H1/2×H = 2
t∫
0
∫
Ω
a(.)ρ
(
., w˙(s)
)
w˙(s) dx ds. (1.5)
The aim of this paper is to deduce sharp simple computable energy decay rates for the damped
system (1.1) from observability estimates for the associated undamped system, that is{
φ¨(t)+ Aφ(t) = 0,
φ(0) = φ0, φ˙(0) = φ1. (1.6)
Before stating our main results, let us specify some hypotheses on the feedback and give some
preliminary definitions.
We make the following assumptions on the feedback ρ and on a:
Assumption (A1). ρ ∈ C(Ω ×R;R) is a continuous monotone nondecreasing function with re-
spect to the second variable on Ω such that ρ(.,0) = 0 on Ω and there exists a continuous strictly
increasing odd function g ∈ C([−1,1];R), continuously differentiable in a neighbourhood of 0
and satisfying g(0) = g′(0) = 0, with{
c1g
(|v|) ∣∣ρ(., v)∣∣ c2g−1(|v|), |v| 1, a.e. on Ω,
c1|v|
∣∣ρ(., v)∣∣ c2|v|, |v| 1, a.e. on Ω, (1.7)
where ci > 0 for i = 1,2. Moreover a ∈ C(Ω), with a  0 on Ω and
∃a− > 0 such that a  a− on ω. (1.8)
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We define a function H (see [2]) by
H(x) = √xg(√x ), x ∈ [0, r20 ]. (1.9)
Thanks to Assumption (A1), H is of class C1 and is strictly convex on [0, r20 ], where r0 > 0 is
a sufficiently small number. We denote by Ĥ the extension of H to R where Ĥ (x) = +∞ for
x ∈R\[0, r20 ]. We also define a function L by
L(y) =
{
Ĥ 	(y)
y
, if y ∈ (0,+∞),
0, if y = 0,
(1.10)
where Ĥ 	 stands for the convex conjugate function of Ĥ , i.e.: Ĥ 	(y) = supx∈R{xy − Ĥ (x)}.
We prove in [2] that L is strictly increasing continuous and onto from [0,+∞) on [0, r20 ).
We define a function ΛH on (0, r20 ] by
ΛH(x) = H(x)
xH ′(x)
. (1.11)
We also define
ψr(x) = 1
H ′(r20 )
+
H ′(r20 )∫
1/x
1
v2(1 − ΛH((H ′)−1(v))) dv, x 
1
H ′(r20 )
. (1.12)
Let us state our main results:
Theorem 1.1. Assume that ρ and a satisfy Assumption (A1) and that there exists r0 > 0 suffi-
ciently small so that the function H defined by (1.9) is strictly convex on [0, r20 ].
Assume that
lim
x→0+
H ′(x)
ΛH (x)
= 0 (1.13)
where ΛH is defined by (1.11). Moreover assume that there exists T > 0 such that the following
observability inequality is satisfied for the linear conservative system (1.6)
cT Eφ(0)
T∫
0
|√aφ˙|2H dt, ∀(φ0, φ1) ∈ H1/2 ×H (1.14)
with a certain cT > 0. Then, the energy of the solution of (1.1) satisfies
Ew(t) βT L
(
1
ψ−1( t−T )
)
, for t sufficiently large. (1.15)r T0
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Ew(t) βT
(
H ′
)−1( DT0
t − T
)
, (1.16)
for t sufficiently large. Here D is a positive constant which is independent of Ew(0) and T ,
whereas T0 depends on T and is defined by (3.10), β is a positive constant chosen so that
β > max
(
2αT
CT
,
Ew(0)
L(H ′(r20 ))
,
Ew(0)
δ
)
, (1.17)
where the constants CT > 0, α and δ > 0 are respectively defined by (2.25), (2.26) and (2.34).
Remark 1.2. If
0 < lim inf
x→0+
ΛH(x) (1.18)
holds, then since limx→0+ H ′(x) = 0, (1.13) holds.
Moreover, under the above hypotheses, we have
L
(
1
ψ−1r ( t−TT0 )
)
→ 0 as t → ∞.
We refer to [6,5] for lower energy estimates for the nonlinearly damped wave equation with
locally distributed or boundary dampings.
For several examples of PDEs, exponential decay for the linear damped case, has been proved
under geometric conditions. We now give an important result showing that sharp energy decay
rates for the case of arbitrary nonlinear damping is a consequence of exponential stabilization
for the case of linear damping. This corollary is deduced from Theorem 1.1 and from Russell’s
principle [24] as generalized by K. Liu [18]. Let us formulate this result. For this, we consider
the case of the linearly damped system:{
z¨(t)+ Az(t) + a(.)z˙ = 0, t ∈ (0,∞), x ∈ Ω,
z(0) = z0, z˙(0) = w1. (1.19)
We define the energy of a solution z of (1.19) by Ez as in (1.4) replacing w by z and for initial
date (z0, z1) ∈ H1/2 × H .
Corollary 1.3. Assume that ρ and a satisfy Assumption (A1) and that there exists r0 > 0 suf-
ficiently small so that the function H defined by (1.9) is strictly convex on [0, r20 ]. Assume also
that (1.13) holds. We moreover assume that the system (1.19) is exponentially stable, that is there
exist μ > 0 and C > 0 such that
Ez(t) CEz(0)e−μt , ∀(z0, z1) ∈ H1/2 × H. (1.20)
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lim supx→0+ ΛH(x) < 1, then Ew satisfies the simplified decay rate (1.16).
The proof of Theorem 1.1 relies on the next theorem. This second result is interesting in itself
since it allows to compare in full generality, discrete energy inequalities (valid for sequences of
time converging to infinity) to continuous ones. For this, we consider the following assumption.
Assumption (A2). H is a continuously differentiable strictly convex function on [0, r20 ] with
H(0) = H ′(0) = 0.
The function M defined by
M(x) = xL−1(x), x ∈ [0, r20 ) (1.21)
is such that limx→0+ M ′(x) = 0, where L is defined by (1.10).
Remark 1.4. Thanks to Assumption (A2), for all positive constant κ , there exists δ ∈ (0, r20 ] such
that the function x → x − κM(x) is strictly increasing on [0, δ].
Theorem 1.5. Assume that Assumption (A2) holds and let T > 0 and ρT > 0 be given. Let δ > 0
be such that the function defined by x → x − ρT M(x) is strictly increasing on [0, δ]. Assume
that Ê is a nonnegative, nonincreasing function defined on [0,∞) with Ê(0) < δ and satisfying
Ê
(
(k + 1)T ) Ê(kT )(1 − ρT L−1(Ê(kT ))), ∀k ∈N. (1.22)
Then Ê satisfies the upper estimate
Ê(t) T L
(
1
ψ−1r ( (t−T )ρTT )
)
, for t sufficiently large. (1.23)
If moreover lim supx→0+ ΛH(x) < 1, then we have the simplified decay rate
Ê(t) T
(
H ′
)−1( DT
ρT (t − T )
)
, (1.24)
for t sufficiently large and where D is a positive constant independent of Ê(0) and of T .
The paper is organized as follows. In the second section, we establish preliminary technical
results. In Section 3, we give the proof of our three main results, that is Theorem 1.1, Corol-
lary 1.3 and Theorem 1.5. We give examples of applications of our results to various examples
of feedbacks growth and to examples of PDEs, namely the wave and Bernoulli–Euler plate equa-
tions.
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In all this section the initial data (w(0), w˙(0)) will be kept fixed. We extend H by +∞ on
R\[0, r20 ] and still denote this extension by H . We define the convex conjugate of H and denote
it by H	. Moreover we define a weight function f such that
H	
(
f (s)
)= sf (s)
β
, s ∈ [0, βr20 ), (2.1)
where β > max(αT
CT
,
Ew(0)
L(H ′(r20 ))
,
Ew(0)
δ
) where the constants CT > 0, α and δ > 0 are respectively
defined by (2.25), (2.26) and (2.34). We recall that f is defined by
f (s) = L−1
(
s
β
)
, ∀s ∈ [0, βr20 ),
where L is the continuous strictly increasing function defined from [0,+∞) onto [0, r20 )
by (1.10).
One can show [2] that f is a strictly increasing function from [0, βr20 ) onto [0,∞).
We start by a key lemma which relies on the optimal-weight convexity method of [2].
Lemma 2.1. Assume that ρ and a satisfy Assumption (A1) and that there exists r0 > 0 sufficiently
small so that the function H defined by (1.9) is strictly convex on [0, r20 ]. Let (w0,w1) ∈ H1/2 ×H
be given and (φ0, φ1) = (w0,w1) and w and φ be the respective solutions of (1.1) and of (1.6).
Then the following inequality holds
T∫
0
f
(
Eφ(0)
) ∫
Ω
(
a(x)|w˙|2 + a(x)∣∣ρ(x, w˙)∣∣2)dx dt
 c5TH	
(
f
(
Eφ(0)
))+ c6(f (Eφ(0))+ 1) T∫
0
∫
Ω
a(x)ρ(x, w˙)w˙ dx dt, (2.2)
where
c5 = |Ω|
(
1 + c22
)
, c6 =
(
1
c1
+ c2
)
,
and |Ω| = ∫
Ω
dσ , with dσ = a(.) dx.
Proof. Define ε0 = g(r0) < 1. We can easily check that there exist c1 > 0 and c2 > 0 such that
c1g
(|v|) ∣∣ρ(x, v)∣∣ c2g−1(|v|), x ∈ Ω, |v| ε0, (2.3)
and
c1|v|
∣∣ρ(x, v)∣∣ c2|v|, x ∈ Ω, |v| ε0. (2.4)
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ality that c1 < c2, so that ε1  ε0 holds. Moreover, one can easily prove that there exist constants,
that we still denote by c1 > 0 and c2 > 0 such that
c1|v|
∣∣ρ(x, v)∣∣ c2|v|, x ∈ Ω, |v| ε1 (2.5)
and
c1g
(|v|) ∣∣ρ(x, v)∣∣ c2g−1(|v|), x ∈ Ω, |v| ε1. (2.6)
Step 1. Estimate of
∫ T
0 f (Eφ(0))
∫
Ω
a(x)|ρ(x, w˙)|2 dx dt .
We set for all fixed t  0, Ωt1 = {x ∈ Ω, |w˙(t, x)| ε0}. We also set
cg = 1
c2
. (2.7)
Thus, by definition of cg and thanks to (2.3), we have
c2g
∣∣ρ(x, w˙(t, x))∣∣2  r20 , ∀x ∈ Ωt1.
We set dσ = a(x) dx and |Ωt1| = σ(Ωt1) =
∫
Ωt1
dσ . Since
1
|Ωt1|
∫
Ωt1
c2g
∣∣ρ(x, w˙(t, x))∣∣2 dσ ∈ [0, r20 ],
which is the domain of convexity of H , and thanks to Jensen’s inequality, we have
H
(
1
|Ωt1|
∫
Ωt1
c2g
∣∣ρ(x, w˙(t, x))∣∣2 dσ)
 1|Ωt1|
∫
Ωt1
H
(
c2g
∣∣ρ(x, w˙(t, x))∣∣2)dσ
 1|Ωt1|
∫
Ωt1
cg
∣∣ρ(x, w˙(t, x))∣∣g(cg∣∣ρ(x, w˙(t, x))∣∣)a(x) dx. (2.8)
But thanks to (2.3), and since g is increasing, we have on Ωt1:
g
(
cg
∣∣ρ(x, w˙(t))∣∣) ∣∣w˙(t)∣∣ on Ωt1.
Using this last inequality in (2.8), we deduce that
H
(
1
|Ωt1|
∫
Ωt
c2g
∣∣ρ(x, w˙(t, x))∣∣2a(x) dx) 1|Ωt1|
∫
Ωt
cgw˙(t)(x)ρ
(
x, w˙(t, x)
)
a(x) dx. (2.9)1 1
F. Alabau-Boussouira, K. Ammari / Journal of Functional Analysis 260 (2011) 2424–2450 2433On the other hand, thanks to (2.3), we obtain
1
|Ωt1|
∫
Ωt1
cgw˙(t, x)ρ
(
x, w˙(t, x)
)
dσ  1|Ωt1|
∫
Ωt1
ε0g
−1(ε0)a(x) dx = H
(
r20
)
. (2.10)
Hence, we have
H−1
(
1
|Ωt1|
∫
Ωt1
cgw˙(t, x)ρ
(
x, w˙(t, x)
)
a(x) dx
)
∈ [0, r20 ]. (2.11)
Thanks (2.8) and to Young’s inequality, we have
T∫
0
f
(
Eφ(t)
) ∫
Ωt1
a(x)
∣∣ρ(x, w˙(t, x))∣∣2 dx dt

T∫
0
|Ωt1|
c2g
f
(
Eφ(t)
)
H−1
(
cg
|Ωt1|
∫
Ωt1
a(x)w˙(t, x)ρ
(
x, w˙(t, x)
)
a(x) dx dt
)

T∫
0
|Ωt1|
c2g
H	
(
f
(
Eφ(t)
))+ 1
cg
T∫
0
∫
Ωt1
w˙(t, x)ρ
(
x, w˙(t, x)
)
a(x) dx dt.
On the complementary set of Ωt1 in Ω , since ρ has a linear growth, and since
2Eφ(t) =
∥∥(φ(t), φ˙(t)∥∥2
H1/2×H = 2Eφ(0), ∀t  0,
we have
T∫
0
f
(
Eφ(t)
) ∫
Ω\Ωt1
a(x)
∣∣ρ(x, w˙(t, x))∣∣2 dx dt
 f (Eφ(0))
cg
T∫
0
∫
Ω\Ωt1
a(x)w˙(t, x)ρ
(
x, w˙(t, x)
)
dx dt.
Hence, thanks to the above two inequalities, we have
2434 F. Alabau-Boussouira, K. Ammari / Journal of Functional Analysis 260 (2011) 2424–2450T∫
0
f
(
Eφ(t)
) ∫
Ω
a(x)
∣∣ρ(x, w˙(t, x))∣∣2 dx dt
 |Ω|
c2g
T H	
(
f
(
Eφ(0)
))+ f (Eφ(0))+ 1
cg
T∫
0
∫
Ω
a(x)w˙(t, x)ρ
(
x, w˙(t, x)
)
dx dt. (2.12)
Step 2. Estimate of
∫ T
0 f (Eφ(0))
∫
Ω
a(x)|w˙|2 dx dt .
We set Ωt2 = {x ∈ Ω, |w˙(t, x)| ε1} Thus, we have
w˙(t, x)g
(
w˙(t, x)
)
 1
c1
w˙(t, x)ρ
(
x, w˙(t, x)
)
, ∀x ∈ Ωt2,
and
1
|Ωt2|
∫
Ωt2
∣∣w˙(t, x))∣∣2 dσ ∈ [0, r20 ],
which is the domain of convexity of H . Therefore thanks to Jensen’s inequality and since H is
nondecreasing, we have∫
Ωt2
∣∣w˙(t, x)∣∣2 dσ  ∣∣Ωt2∣∣H−1( 1|Ωt2|
∫
Ωt2
H
(∣∣w˙(t, x)∣∣2)dσ)

∣∣Ωt2∣∣H−1( 1|Ωt2|c1
∫
Ωt2
a(x)w˙(t, x)ρ
(
x, w˙(t, x)
)
dx
)
. (2.13)
Thanks (2.13) and to Young’s inequality, we have
T∫
0
f
(
Eφ(t)
) ∫
Ωt2
a(x)
∣∣w˙(t, x)∣∣2 dx dt

T∫
0
∣∣Ωt2∣∣f (Eφ(t))H−1( 1|Ωt2|c1
∫
Ωt2
a(x)w˙(t, x)ρ
(
x, w˙(t, x)
)
dx dt
)

T∫
0
∣∣Ωt2∣∣H	(f (Eφ(t)))+ 1c1
T∫
0
∫
Ωt2
a(x)w˙(t, x)ρ
(
x, w˙(t, x)
)
dx dt.
On the complementary set of Ωt2 in Ω , since ρ has a linear growth, and since
2Eφ(t) =
∥∥(φ(t), φ˙(t))∥∥2 = 2Eφ(0), ∀t  0,H1/2×H
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T∫
0
f
(
Eφ(t)
) ∫
Ω\Ωt2
a(x)
∣∣w˙(t, x)∣∣2 dx dt
 f (Eφ(0))
c1
T∫
0
∫
Ω\Ωt2
a(x)w˙(t, x)ρ
(
x, w˙(t, x)
)
dx dt.
Hence, thanks to the above two inequalities, we have
f
(
Eφ(0)
) T∫
0
∫
Ω
a(x)|w˙|2 dx dt
 |Ω|TH	(f (Eφ(0)))+ f (Eφ(0)) + 1
c1
T∫
0
∫
Ω
a(x)w˙ρ
(
x, w˙(t, x)
)
dx dt. (2.14)
Now thanks to the definition of the weight function f in (2.1), we have
f
(
Eφ(0)
) T∫
0
∫
ω
|w˙|2 dx dt (2.15)
 |ω|αTEφ(0)f
(
Eφ(0)
)
+ f (Eφ(0)) + 1
c1a−
T∫
0
∫
Ω
w˙(t, x)ρ
(
x, w˙(t, x)
)
dx dt. (2.16)
Inequalities (2.12) and (2.14) lead to the desired result. 
The next lemma compares the localized kinetic damping of the linearly damped equation with
the localized linear and nonlinear kinetic energies of the nonlinearly damped equation.
Lemma 2.2. Assume that ρ ∈ C(Ω × R;R) is a continuous monotone nondecreasing function
with respect to the second variable on Ω such that ρ(.,0) = 0 on Ω . Let w be the solution
of (1.1) with initial data (w0,w1) ∈ H1/2 × H . Let us introduce z solution of the linear locally
damped problem
{
z¨ +Az + a(x)z˙ = 0,
z(0) = w0, z˙(0) = w1.
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T∫
0
∫
Ω
a(x)|z˙|2 dx dt  2
T∫
0
∫
Ω
(
a(x)|w˙|2 + a(x)∣∣ρ(x, w˙)∣∣2)dx dt. (2.17)
Proof. Set ψ = w − z. Then ψ is solution of
ψ¨ +Aψ + (a(x)ρ(., w˙) − a(x)z˙)= 0,
ψ(0) = 0, ψ˙(0) = 0. (2.18)
Therefore, we have
T∫
0
∫
Ω
(ψ¨ +Aψ)ψ˙ +
T∫
0
∫
Ω
(
a(x)ρ(., w˙)− a(x)z˙)ψ˙ dx dt = 0.
Thus, we have
Eψ(T )+
T∫
0
∫
Ω
a|z˙|2 dx dt =
T∫
0
∫
Ω
(−a(x)ρ(., w˙)w˙ + az˙w˙ + a(x)z˙(ρ(., w˙)))dx dt.
Since ρ(., v) is monotone increasing with respect to v and vanishes at v = 0, we deduce from
the above equality that
T∫
0
∫
Ω
a|z˙|2 dx dt 
T∫
0
∫
Ω
(
az˙w˙ + a(x)z˙ρ(., w˙))dx dt
 η
T∫
0
∫
Ω
a|z˙|2 dx dt + 1
2η
(
a|w˙|2 + a(x)∣∣ρ(., w˙)∣∣2)dx dt, ∀δ > 0.
We choose η = 12 . Thus
T∫
0
∫
Ω
a|z˙|2 dx dt  2
T∫
0
∫
Ω
(
a|w˙|2 + a(x)∣∣ρ(., w˙)∣∣2)dx dt. 
The next lemma compares the localized observation for the conservative undamped equation
with the localized damping of the linearly damped equation.
Lemma 2.3. Assume that a ∈ C(Ω), with a  0 on Ω . Let T > 0 be given, then there exists
kT > 0 such that for all (w0,w1) ∈ H1/2 ×H
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0
∫
Ω
a|φ˙|2 dx dt  kT
T∫
0
∫
Ω
a|z˙|2 dx dt (2.19)
where φ is the solution of the conservative equation (1.6) with (φ0, φ1) = (w0,w1) and z is the
solution of (2.17).
Proof. We set θ = φ − z. Then θ satisfies
{
θ¨ + Aθ = a(x)z˙,
θ(0) = 0, θ˙ (0) = 0.
Let t  0 be given. Then we have
Eθ(t) =
t∫
0
∫
Ω
az˙θ˙ dx ds.
We integrate both sides with respect to t on [0, T ]. This gives
T∫
0
Eθ(t) dt =
T∫
0
∫
Ω
(T − t)az˙θ˙ dx dt.
Thus, bounding appropriately the right-hand side of the above relation we obtain
T∫
0
∫
Ω
|θ˙ |2 dx dt  4T 2‖a‖L∞(Ω)
T∫
0
∫
Ω
a|z˙|2 dx dt. (2.20)
Since φ = θ + z and thanks to (2.20), we obtain (2.19) with
kT = 8T 2‖a‖2L∞(Ω) + 2. 
Theorem 2.4. We assume the hypotheses of Lemma 2.1 and denote by w and φ the respective
solutions of (1.1) and (1.6) where (w0,w1) = (φ0, φ1) ∈ H1/2 × H . We set Êw = Ewβ . Then, thefollowing inequality holds
Êw(T ) Êw(0)
(
1 − ρT L−1
(
Êw(0)
)) (2.21)
where
ρT = cT4kT (c6H ′(r20 ) + 1)
. (2.22)
2438 F. Alabau-Boussouira, K. Ammari / Journal of Functional Analysis 260 (2011) 2424–2450Proof. Thanks to our assumptions and to (2.19), we know that there exist cT > 0 and kT > 0
such that
cT Eφ(0)
T∫
0
∫
Ω
a|φ˙|2 dx dt  kT
T∫
0
∫
Ω
a|z˙|2 dx dt. (2.23)
Thanks to the choice of β , we have
f
(
Eφ(0)
)
H ′
(
r20
)
.
This together with (2.17), (2.2) and the definition of the weight function f lead to
CT Eφ(0)f
(
Eφ(0)
)
 αT
β
Eφ(0)f
(
Eφ(0)
)+ T∫
0
∫
Ω
a(x)ρ(x, w˙)w˙ dx dt, (2.24)
where
CT = cT2kT (c6H ′(r20 )+ 1)
, (2.25)
and
α = c5
(c6H ′(r20 ) + 1)
. (2.26)
Now the dissipation relation for w gives
T∫
0
∫
Ω
a(x)ρ(x, w˙)w˙ dx dt = Ew(0)− Ew(T ).
Since Eφ(0) = Ew(0), we obtain
Ew(T )Ew(0)
[
1 −
(
CT − αT
β
)
f
(
Ew(0)
)]
. (2.27)
Thanks to our choice of β in (1.17), we have CT − αTβ > CT2 = ρT > 0. Thus, we have (2.21). 
Corollary 2.5. Assume the hypotheses of Lemma 2.1. We set
Ek = Êw(kT ), ∀k ∈ N. (2.28)
We define M as in (1.21). Then the following inequalities hold
Ek+1 −Ek + ρT M(Ek) 0, ∀k ∈ N, (2.29)
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E0 = Êw(0). (2.30)
Proof. Due to the invariance by translation of (1.1) and (1.6), so that working on the interval
[kT , (k + 1)T ] and making the time translation t − kT , we deduce that
Êw
(
(k + 1)T ) Êw(kT )(1 −CT L−1(Êw(kT ))), ∀k ∈ N. (2.31)
We then easily deduce (2.29). 
Proposition 2.6. Assume the hypotheses of Theorem 1.1 and define ψ by
ψ(x) = x − ρT M(x), x ∈
[
0, r20
) (2.32)
where ρT is defined by (2.22). Then, there exists δ > 0 such that ψ is strictly increasing on [0, δ].
Proof. Thanks to the definition of L and M , we have
M ′
(
L ◦ H ′(x))= x(H ′)2(x)
H(x)
= H
′(x)
ΛH (x)
, x ∈ (0, r20 ].
Since L and H ′ are vanishing at 0 and are invertible in a neighbourhood of 0 and thanks to (1.13),
we deduce that
lim
y→0+
M ′(y) = 0. (2.33)
Hence, there exists δ > 0 such that
M ′(y) < 1
ρT
, ∀y ∈ [0, δ]. (2.34)
Thus ψ is strictly increasing on [0, δ]. 
Proposition 2.7. We assume that (A1) holds. Then
lim inf
x→0+
H ′(x)
ΛH (x)
= 0 (2.35)
where ΛH is defined by (1.11).
Proof. We remark that (A1) implies that H ′(0) = 0. Moreover H ′ and ΛH are nonnegative in
a right neighbourhood of 0, so that lim infx→0+ H
′(x)
ΛH (x)
= γ exists and is nonnegative. Assume to
the contrary that γ > 0. Then, there exist η0 > 0 and δ1 > 0 such that
η0 
H ′(x)
, ∀x ∈ (0, δ1).
ΛH(x)
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√
η0
2
√
s
 H
′(s)
2
√
H(s)
, ∀s ∈ (0, δ1).
Since H(0) = 0, this implies that H ′(0) > 0 which contradicts Assumption (A1). Hence (2.35)
holds. 
Remark 2.8. Hence the only situation where (1.13) can be violated occurs if
lim inf
x→0+
ΛH(x) = 0
and limx→0+ H
′(x)
ΛH (x)
does not exist.
3. Comparison with an Euler scheme and proof of Theorem 1.1, Corollary 1.3 and
Theorem 1.5
We start by a first comparison result between the energy evaluated at time kT and a sequence
y˜k which is a numerical approximation obtained by a standard Euler scheme applied to an ap-
propriate ordinary differential equation as will be seen later on.
Lemma 3.1. Assume the hypotheses of Theorem 1.5. We set
Ek = Ê(kT ), ∀k ∈ N. (3.1)
We consider the sequence (y˜k)k defined by induction as follows{
y˜k+1 − y˜k + ρT M(y˜k) = 0, k ∈ N,
y˜0 = E0. (3.2)
Then the following inequality holds
Ek  y˜k, (3.3)
for all k ∈ N.
Proof. Thanks to the hypotheses of Theorem 1.5, we know that (2.29) holds. On the other hand,
the sequence (y˜k)k satisfies (3.2). Hence, we have
Ek+1 − y˜k+1 ψ(Ek)− ψ(y˜k), ∀k ∈N (3.4)
where ψ is defined by (2.32). We prove (3.3) par induction on k. Since E0  y˜0, (3.3) holds for
k = 0. Assume that (3.3) holds at the order k. First, we remark that since Ê is nonincreasing and
thanks to our assumption E0 < δ, we have
Ek < δ, ∀k ∈ N.
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y˜k  y˜0 = E0 < δ, ∀k ∈ N.
Thanks to our choice of δ, and since we make the assumption that Ek  y˜k , we deduce from
Proposition 2.6 that
ψ(Ek)−ψ(y˜k) 0.
Using this last estimate in (3.4), we deduce that (3.3) holds at the order k + 1. 
We now compare the sequence (y˜k) obtained using an Euler scheme to the solution of the
associated ordinary differential equation at time kT .
Lemma 3.2. Assume the hypotheses of Theorem 1.5. We define Ek as in (3.1). We consider the
ordinary differential equation{
y′(s) + ρT
T
M
(
y(s)
)= 0, s  0,
y(0) = E0
(3.5)
and set
sk = kT , yk = y(sk), ∀k ∈ N. (3.6)
Then we have for all k in N
y˜k  yk, (3.7)
where (y˜k)k is defined by (3.2).
Remark 3.3. As mentioned before, the sequence (y˜k)k is a numerical approximation of the se-
quence (y(sk))k thanks to the Euler scheme applied to (3.5).
Proof of Lemma 3.2. We integrate (3.5) between sk and sk+1 and compare with the equation
satisfied by y˜k . Thus we have
yk+1 − y˜k+1 − (yk − y˜k)+ ρT
T
sk+1∫
sk
(
M
(
y(s)
)−M(y˜k))ds = 0, ∀k ∈N. (3.8)
We prove (3.7) by induction on k. The property clearly holds for k = 0. Assume that it holds at
the order k. Since y is nonincreasing, we deduce that yk = y(sk) y0 = E0 < δ. Thus
y(s) yk < δ, ∀s ∈ [sk, sk+1].
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ψ(yk)−ψ(y˜k)
)
 yk+1 − y˜k+1.
Since we assume that (3.7) holds at the order k and since ψ is nondecreasing on [0, δ], we deduce
0
(
ψ(yk)−ψ(y˜k)
)
.
Using this last inequality in the above one, we prove (3.7) at the order k + 1. 
We deduce from Lemma 3.1 and Lemma 3.2 the following result.
Corollary 3.4. Assume the hypotheses of Theorem 1.5. Then we have
Ek  y(sk), ∀k ∈N. (3.9)
We can now give the proof of Theorem 1.5 and Theorem 1.1.
Proof of Theorem 1.5. We set
T0 = T
ρT
, r = Ê(0). (3.10)
We also define
Kr(τ) =
r∫
τ
1
M(v)
dv. (3.11)
Thus the solution y of (3.5) is characterized as
y(t) = K−1r
(
t
T0
)
, t  0. (3.12)
On the other hand, we define Ek by (3.1). Then, thanks to (1.22), Ek satisfies (2.29) for all k ∈N.
Let l ∈N be an arbitrary fixed integer. We have in particular
Ek+1+i −Ek+i + ρT M(Ek+i ) 0, for i = 0, . . . , i = l.
Summing these inequalities from i = 0 to i = l, and using the fact that (Ek)k is a nonincreasing
sequence whereas M is a nondecreasing function, we obtain
Ek+l+1 −Ek + 1
T0
(l + 1)TM(Ek+l ) 0
so that
(l + 1)TM(Ek+l ) T0Ek, ∀k, l ∈ N. (3.13)
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M(Ep)
T0
T
inf
l∈{0,...,p}
(
Ep−l
l + 1
)
. (3.14)
Now thanks to Corollary 3.4 and to (3.12), we have
Ei  yi = K−1r
(
iT
T0
)
, ∀i ∈ N.
Using this last relation in (3.14), we deduce that
M(Ep)
T0
T
inf
l∈{0,...,p}
(
K−1r (
(p−l)T
T0
)
l + 1
)
. (3.15)
Let now t  T be given and p ∈ N be the unique integer so that t ∈ [pT, (p + 1)T ). Let θ ∈
(0, t − T ] be arbitrary and l ∈ N be the unique integer so that θ ∈ [lT , (l + 1)T ). Then, thanks to
(3.15) and by construction, we have
M
(
Ê(t)
)
M(Ep)
T0
T
inf
l∈{0,...,p}
(
K−1r (
(p−l)T
T0
)
l + 1
)
,
and
K−1r
(
(p − l)T
T0
)
K−1r
(
t − θ − T
T0
)
.
We deduce that
M
(
Ê(t)
)
 T
θ
K−1r
(
t − T − θ
T0
)
, ∀θ ∈ (0, t − T ].
Since M is strictly increasing, we deduce that
Ê(t) TM−1
(
inf
θ∈(0,(t−T )]
(
1
θ
K−1r
(
(t − T − θ)
T0
)))
.
Using now the proof of Theorem 2.1 of [2], we deduce that
Ê(t) T L
(
1
ψ−1r ( t−TT0 )
)
, ∀t  T .
So that (1.23) is proved. If we further assume that lim supx→0+ ΛH(x) < 1, then using Theo-
rem 2.3 of [6] we obtain (1.24). 
We can now give the proof of our two main results. We start by
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the assumptions of Theorem 1.1 imply that Assumption (A2) holds. We set Ê = Ew/β . Then
thanks to our choice of β in (1.17) we have Ê0 = Ew(0)/β < δ. Thus, thanks to our assumptions
we can apply Corollary 2.5, so that the sequence (Ek)k defined by (2.28) satisfies (2.29). This im-
plies that Ê satisfies (1.22). We can therefore apply Theorem 1.5 to Ê, so that Ê satisfies (1.23).
If additionally lim supx→0+ ΛH(x) < 1 we obtain (1.24). Going back to the definition of E we
conclude. 
Proof of Corollary 1.3. Thanks to Theorem 3.2 in [18], exponential stabilization for system
(1.19) implies that there exist T > 0 and cT > 0 such that (1.14) holds for (1.6). We can thus
apply Theorem 1.1 to conclude. 
Remark 3.5. The fact that exponential stabilization implies controllability in Theorem 3.2 in [18]
is the generalization of Russell’s principle.
4. Applications to examples of PDEs and dampings
Now, we give applications of Theorem 1.1 and Corollary 1.3. In the next result, we denote
by CT (E(0)) a positive (explicit) constant depending on E(0) and T whereas KT is a positive
constant depending on T . We also only give the expression of g in a right neighbourhood of 0,
since as long as g has a linear growth at infinity, the asymptotic behavior of the energy depends
only on the behavior of g close to 0.
4.1. Examples of dampings
Theorem 4.1. We assume that ρ ∈ C(Ω ×R;R) is a continuous monotone nondecreasing func-
tion with respect to the second variable on Ω such that ρ(.,0) = 0 on Ω and satisfying (1.7). We
assume that a ∈ C(Ω) satisfies (1.8) with a  0 on Ω . We assume that there exists T > 0 such
that the solution of (1.6) satisfies the observability inequality (1.14). Then, we have the following
results:
Example 1. Let g be given by g(x) = xp where p > 1 on (0, r0].
Then the energy of solution of (1.1) satisfies the estimate
E(t) CT
(
E(0)
)
t
−2
p−1 , (4.1)
for t sufficiently large and for all (u0, u1) ∈ H1/2 ×L2(Ω).
Example 2. Let g be given by g(x) = xp(ln( 1
x
))q where p > 2 and q > 1 on (0, r0].
Then the energy of solution of (1.1) satisfies the estimate
E(t) CT
(
E(0)
)
t−2/(p−1)
(
ln(t)
)−2q/(p−1)
,
for t sufficiently large and for all (u0, u1) ∈ H1/2 ×L2(Ω).
Example 3. Let g be given by g(x) = e− 1x2 on (0, r0].
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E(t) CT
(
E(0)
)(
ln(t)
)−1
, (4.2)
for t sufficiently large and for all (u0, u1) ∈ H1/2 ×L2(Ω).
Example 4. Let g be given by g(x) = e−(ln( 1x ))p where 1 < p < 2 on (0, r0].
Then the energy of solution of (1.1) satisfies the estimate
E(t) CT
(
E(0)
)
e−2(ln(KT t))1/p ,
for t sufficiently large and for all (u0, u1) ∈ H1/2 ×L2(Ω).
Example 5. Let g be given by g(x) = x(ln( 1
x
))−p where p > 0.
Then the energy of solution of (1.1) satisfies the estimate
E(t) CT
(
E(0)
)
e−KT t1/(p+1)
(
1
t
)1/(p+1)
, (4.3)
for t sufficiently large and for all (u0, u1) ∈ H1/2 ×L2(Ω).
Proof. For all examples, g satisfies the assumptions in (A1) and H satisfies the assumption of
Theorem 1.1.
For Examples 1 and 2, limx→0+ ΛH(x) exists and is in (0,1). Hence (1.13) holds so that the
energy satisfies the simplified upper estimate (1.16). Using [2,5], we deduce the desired upper
estimates for both examples.
For Examples 3 and 4, limx→0+ ΛH(x) = 0. For Example 3, we have
H ′(x)
ΛH (x)
= e
−1/x
√
x
,
thus (1.13) holds. For Example 4, we find that
H ′(x)
ΛH (x)
= e
−(ln( 1√
x
))p
√
x
,
thus (1.13) holds. Therefore, the assumptions of Theorem 1.1 are satisfied. Moreover, since
limx→0+ ΛH(x) = 0, the energy satisfies the simplified upper estimate (1.16). Using [2,5], we
deduce the desired upper estimates for both examples.
For Example 5, limx→0+ ΛH(x) = 1, hence (1.13) holds and the energy satisfies the general
upper estimate (1.15). We refer to [2,6] for the computation of the desired estimate. 
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We consider the following initial and boundary problem:⎧⎨⎩
utt − u+ a(x)ρ(x,ut ) = 0, (x, t) ∈ Ω × (0,+∞),
u = 0, on ∂Ω × (0,+∞),
u(x,0) = u0(x), ut (x,0) = u1(x), on Ω,
(4.4)
where ρ and a satisfy (A1). Hence u satisfies an equation of the form (1.1) with:
A = − : D(A) ⊂ H = L2(Ω) → L2(Ω),
D(A) = {u ∈ L2(Ω), u ∈ L2(Ω), u|∂Ω = 0},
H1/2 = H 10 (Ω). It is well known that A is a self-adjoint operator satisfying (1.2). The conserva-
tive equation (1.6) becomes in this case:⎧⎨⎩
φtt −φ = 0, Ω × (0,+∞),
φ = 0, ∂Ω × (0,+∞),
φ(x,0) = u0(x), φt (x,0) = u1(x), Ω.
(4.5)
We consider the control geometric condition, also called the condition of geometric optics of
Bardos, Lebeau and Rauch [10,17] (see also [11,12]):
(G.C.C.) The generalized ray of Ω has a finite order contact with the boundary ∂Ω and there
exists T0 > 0 such that every generalized ray of Ω with length greater than T0 hits the open
set ω.
The stability result can now be stated as follows.
Theorem 4.2. We assume that Ω is a C∞ bounded open set with a boundary of class C∞. We
assume that ρ and a satisfy Assumption (A1) with a ∈ C∞(Ω; [0,∞)). Assume that there exists
r0 > 0 sufficiently small so that the function H defined by (1.9) is strictly convex on [0, r20 ] and
that (1.13) is satisfied. Moreover assume that the geometric condition (G.C.C.) is valid. Then,
there exists T > 0 such that the energy of the solution of (4.4) satisfies
Eu(t) βT L
(
1
ψ−1r ( t−TT0 )
)
, for t sufficiently large. (4.6)
If further lim supx→0+ ΛH(x) < 1, then we have the simplified decay rate
Eu(t) βT
(
H ′
)−1( DT0
t − T
)
, (4.7)
for t sufficiently large. Here D is a positive constant which is independent of Eu(0) and T ,
whereas T0 depends on T and is defined by (3.10), β is a positive constant chosen such as
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(
2αT
CT
,
Eu(0)
L(H ′(r20 ))
,
Eu(0)
δ
)
, (4.8)
where the constants CT > 0, α and δ > 0 are respectively defined by (2.25), (2.26) and (2.34).
Proof. Thanks to Theorem 0 in Lebeau [17], exponential stabilization holds for the associated
linear damped system (1.19). Hence applying Corollary 1.3, we conclude. 
For the sake of completeness, let us now describe another geometric condition, namely the
piecewise multiplier geometric condition (HG) given below (see K. Liu [18]). It is less gen-
eral than the condition (G.C.C.) but requires light smoothness assumptions on Ω and a (the
smoothness assumptions required in [10] have been strongly weakened in [11,12]). To state this
condition, we need some notation. If Ωj ⊂ Ω is a Lipschitz domain, we denote by Γj its bound-
ary and by νj the outward unit normal to Γj . Moreover, if U is a subset of RN and x ∈ RN , we
set d(x,U) = infy∈U |x − y|, and Nε(U) = {x ∈ RN, d(x,U) ε}.
We make the following geometric assumptions on Ω and ω as in [18] and [21] (for use of the
piecewise multiplier method, see [22] for the bondary damped case):
(HG)
⎧⎪⎨⎪⎩
∃ε > 0, domains Ωj ⊂ Ω with Lipschitz boundary Γj for 1 j  J, and
points xj in RN such that Ωi ∩ Ωj = ∅ if i = j,
Ω ∩ Nε[⋃j γj (xj )∪ (Ω\⋃j Ωj )] ⊂ ω,
where γj (xj ) = {x ∈ Γj , (x − xj ) · νj (x) > 0}. These assumptions generalize Zuazua’s assump-
tions [27] (see also [29]), valid to a single domain Ω1 = Ω and to a single observation point. It
allows to treat situations for which for instance Ω is a ball and the damping coefficient a vanishes
at the two poles of this ball, so that two observation points at least are requested.
Theorem 4.3. We assume that ρ and a satisfy Assumption (A1) where Ω is a bounded open set
which is either convex or of class C1,1. We also assume that there exists r0 > 0 sufficiently small
so that the function H defined by (1.9) is strictly convex on [0, r20 ]. Assume also that (1.13) holds.
Then, under the geometric condition (HG), the energy of the solution of the nonlinearly damped
equation (4.4) satisfies the estimates given in Theorem 4.2.
Our result is also valid for the more general PDE considered by Lebeau [17,10]. Thanks to
Theorem 0 in [17] and to [10], and applying Corollary 1.3, we deduce that
Theorem 4.4. We assume that (Ω,g) is a C∞ Riemannian compact and connex manifold, with
a boundary of class ∞, whereas −A is the Laplacian on Ω for the metrics g. We assume that
ρ and a satisfy Assumption (A1) with a ∈ C∞(Ω; [0,∞)). We assume that there exists r0 > 0
sufficiently small so that the function H defined by (1.9) is strictly convex on [0, r20 ]. Assume also
either that (1.18) or (1.13) holds. Then, under the geometric condition (G.C.C.), the energy of
the solution of the nonlinearly damped equation (1.1) satisfies the estimates given in Theorem 4.2.
We now consider a third example studied in [23]⎧⎨⎩
utt −u + aqu+ a(x)ρ(x,ut ) = 0, (x, t) ∈ Ω × (0,+∞),
∂νu = 0, on ∂Ω × (0,+∞),
0 1
(4.9)u(x,0) = u (x), ut (x,0) = u (x), on Ω,
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vector to the boundary ∂Ω .
We define the energy of a solution u by
Eu(t) = 12
( ∫
Ω
(
u2t + |∇u|2 + aqu2
))
.
Theorem 4.5. We assume that Ω is a bounded open set which is either convex or of class C1,1,
and that ρ and a satisfy Assumption (A1). We further assume that there exists r0 > 0 sufficiently
small so that the function H defined by (1.9) is strictly convex on [0, r20 ]. Assume also that (1.13)
holds. Then, under the geometric hypothesis (HG), the energy Eu of the solution of (4.9) satisfies
the estimates given in Theorem 4.2.
Proof. Thanks to Martinez’s result [23], exponential stabilization holds for Eq. (4.9) in case of
a linear damping. Applying our Corollary 1.3, we conclude. 
Remark 4.6. A similar result can be deduced under the geometric condition (G.C.C.) for
smoother domains Ω and coefficients a and q .
4.3. Second example: stabilization of a nonlinear Bernoulli–Euler plate equation
We consider the following initial and boundary value problem:
⎧⎪⎨⎪⎩
utt +2u + a(x)ρ(x,ut ) = 0, Ω × (0,+∞),
u = 0, u = 0, ∂Ω × (0,+∞),
u(x,0) = u0(x), ut (x,0) = u1(x), Ω,
(4.10)
where ρ and a satisfy (A1) and Ω is a bounded open set which is either convex or of class C1,1
of RN .
In this case:
A = 2, D(A) = {u ∈ L2(Ω), 2u ∈ L2(Ω), u|∂Ω = 0, u|∂Ω = 0}. (4.11)
Moreover the conservative equation (1.6) becomes in this case
⎧⎪⎨⎪⎩
φtt +2φ = 0, Ω × (0,+∞),
φ = 0, φ = 0, ∂Ω × (0,+∞),
φ(x,0) = u0(x), φt (x,0) = u1(x), Ω.
(4.12)
The stability result can now be stated as follows.
Theorem 4.7. Assume that there exists r0 > 0 sufficiently small so that the function H defined by
(1.9) is strictly convex on [0, r2] and that (1.13) is satisfied. Moreover assume that the geometric0
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Eu(t) βT L
(
1
ψ−1r ( t−TT0 )
)
, for t sufficiently large. (4.13)
If further lim supx→0+ ΛH(x) < 1, then we have the simplified decay rate
Eu(t) βT
(
H ′
)−1( DT0
t − T
)
, (4.14)
for t sufficiently large. Here D is a positive constant which is independent of Eu(0) and T ,
whereas T0 depends on T and is defined by (3.10), β is a positive constant chosen such as
β > max
(
2αT
CT
,
Eu(0)
L(H ′(r20 ))
,
Eu(0)
δ
)
, (4.15)
where the constants CT > 0, α and δ > 0 are respectively defined by (2.25), (2.26) and (2.34).
Remark 4.8.
1. In the case where a ∈ C∞(Ω) and under a geometric condition like (G.C.C.) we obtain
the same stability result (like Theorem 4.7) (by decomposing the plate-like operator in two
Schrödinger-like operators ∂2t + 2 = (i∂t +)(−i∂t +)).
2. By using the equivalence between exact internal controllability of the Kirchhoff plate-like
equation (4.16) and the wave equation (see [19] for more details), we obtain a stability result
as Theorem 4.7 for the following system, under the same geometric condition (G.C.C.) in
the case where a ∈ C∞(Ω) and under condition (HG) in the case where a ∈ C(Ω).⎧⎪⎨⎪⎩
utt − γutt +2u + a(x)ρ(x,ut ) = 0, (x, t) ∈ Ω × (0,+∞),
u = 0, u = 0, on ∂Ω × (0,+∞),
u(x,0) = u0(x), ut (x,0) = u1(x), on Ω,
(4.16)
where ρ and a satisfy (A1), γ > 0 is a constant and Ω is a bounded smooth domain
of RN,N  2 (the smoothness assumptions on Ω being adapted if one considers (G.C.C.)
or (HG)).
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