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Maximal Paths in Random Dynamic Graphs* 
RICHARD LouLou 
The class of dynamic graphs gem, k, N) consists of directed graphs with the following structure: 
the m(k + I) vertices are arranged in k + I stages each containing m vertices, and each of the N 
oriented edges points from stage i to stage i + I ,for some i = I, 2, ... , k . gem, k, N) is a sub-class 
of multipartite graphs. There exists exactly M = (',,2,/) labelled digraphs in the class gem, k, N) . If 
we attribute equal probability 11M to these M dynamic graphs, we obtain the random dynamic graph 
GN • The main results of this work are: 
(a) if Nlkm .,;; B < I, then GN contains no directed k-path (from stage I to stage k + I), with 
probability approaching unity as m and k approach infinity; 
(b) if Nlkm -+ 00 and kIm.,;; c < 00, then there exist many k-paths in GN , with probability 
approaching unity; 
(c) the same results hold for the random dynamic graph Gp where each potential edge exists with 
probability p = Nlm2 k; 
(d) if N = m2k (p = I), and edge i has random weight Ci , i = I, ... , N, we obtain a good upper 
bound on the value of the minimum weight k-path, and an exact value for the bottleneck problem 
on k-paths, as m, k -+ 00, but kIm.,;; C < 00. 
1. INTRODUCTION AND NOTATIONS 
The study of random graphs dates back to Erdos and Renyi [5, 6] and has proliferated 
considerably since then. The study of certain special classes is more recent, and has 
concentrated mainly on regular graphs (Bollobas [1, 2], Fenner and Frieze [7]), bipartite 
graphs (Walkup [18,19]), and euclidian weighted graphs (Karp [11], Frieze [9], Papadimitriou 
[14], Halton and Terada [10], Fischer and Hochbaum [8]). These and similar works may be 
classified in two groups: on the one hand those that study the existence of a certain property 
in random graphs (e.g. existence of a Hamiltonian circuit, or connectivity ... ) and on the 
other hand those that study the optimal values of certain optimization problems on 
complete graphs with random edge weights. There exist strong interactions between these 
two types of work, as exemplified by the papers of Weide [20] and Lueker [13]; these authors 
succeed in using existence theorems on random graphs to prove convergence theorems (or 
bounds) on graph optimization problems. 
This paper focuses on a class of graphs which is well known in operations research but 
has received little attention in the graph theoretic literature; we call these graphs dynamic 
graphs because they appear most naturally in dynamic programming problems. A dynamic 
graph is a directed graph whose m(k + 1) vertices are partitioned in k + 1 stages each 
containing m vertices. Each of the N edges may only point from a node in stage i to a node 
in stage i + 1, i = 1 ... k. Figure 1 shows an example with m = 3, k + 1 = 5. 
Let g(m, k, N) be the class of labelled dynamic graphs with k + 1 stages, m vertices per 
stage, and N edges in total. Thus 
Ig(m, k, N) I = (m~k) = M. 
Let us now define the random graph GN by its probability distribution, as follows 
1 
P(GN = G) = M' for all G E g(m, k, N). 
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FIGURE 1. A dynamic graph with 15 vertices and 11 edges. 
[This definition follows that of Erdos and Renyi [5] but differs from another possible 
definition of a random graph GP where each edge has probability p of existing, 
i = I, ... , km2 • Theorem 2 of this paper will establish a certain equivalence between these 
two types of random graphs]. The largest possible value of N is of course n = km2 and the 
class gem, k, n) has only one element Gn which we call a complete dynamic graph. 
A k-path in a member of gem, k, N) is a sequence of k adjacent edges leading from stage 
I to stage k + 1, if such a sequence exists. Clearly, a k-path is a path of maximum 
cardinality. Section 2 will establish conditions under which GN contains k-paths, as k and 
m become infinite, and then extend the result to the 'other' type of random graph, GP. 
Section 3 will use this result to study the behaviour of two optimization problems on large 
dynamic graphs: the shortest path problem (dynamic programming), and the min max 
problem (bottleneck) on k-paths. 
At this point of the discussion, the reader familiar with percolation theory will have 
recognized that we are dealing with bond percolation on the dynamic graph Gn (see 
Broadbent and Hammersley [3]) and Shante and Kirkpatrick [16] for a review). I do not 
wish however to present this work in the light of percolation theory for two reason: (a) my 
motivation here stems from operations research and not from physics and (b) more 
importantly, the present model, when looked at from a percolation view point, leads to 
disconcerting results (for instance, the critical probability Pc is zero, and the percolation 
probability P(p) is zero if p = 0 and unity if p > 0). The main reason for these peculiarities 
is that the dynamic graph Gn is 'too rich' in edges and so has a connective constant equal 
to infinity, a property that is deemed undesirable by Broadbent and Hammersley [3] as well 
as many other authors. However, the present work may be relevant to areas other than 
physics, as will be apparent from Theorems 3 and 4. 
NOTATION AND AIDS 
(a) Y '" Z means lim Y/Z = 1, 
m.k-+C() 
(b) Y = o(Z) means lim I Y/ZI = 0, 
m,k-+oo 
(c) Y;$ Z means Y ~ (1 + 0(1»Z. 
The use of these notations will automatically suppose that m and k --+ 00. 
(d) Stirling bounds (see Feller [6, p. 52]) 
1 1 
J21ix"+1/2 e-
X
- 12X ~ x! ~ J21ix"+1/2 e- X +12X • 
(e) We will also frequently use: whenever oc --+ 0 and x --+ 00, with oc2 x --+ 0 
(1 + ocY '" e(lX. 
2. THE EXISTENCE OF k-PATHS 
THEOREM 1. 
(a) If A = N/km ~ B < 1, and k/m2 --+ 0, then lim P(GN contains a k-path) = O. 
m,k-+oo 
(b) If A = N/km --+ 00 and kim ~ C < 00, then lim P(GN contains at least one k-path) = 1. 
m,k-+oo 
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REMARKS. 1. A is the average outdegree of GN • It is not assumed to remain constant as 
k,m -+ 00. 
2. It will be seen in the proof of part (a) that EX, the expected number of k-paths in GN , 
converges to zero or to + 00 according to whether A ~ B < 1 or A ~ D > 1. However, 
even if EX becomes infinite, it does not necessarily follow that the probability that GN 
contains a k-path approaches unity. Thus, part (b) is stronger than the convergence of EX, 
but at the expense of the more restrictive assumptions on A as well as k/m. 
3. Theorem 1 is a 'threshold theorem' in the sense of Erdos and Renyi [4]. In fact it is a little 
stronger, since it does not assume that A -+ 0 in part (a). 
PROOF OF THEOREM 1. Part (a): Let Xbe the (random) number of paths in GN • It is clear 
that P(GN contains a k-path) ~ EX. 
Let us now calculate EX. The complete dynamic graph Gn has exactly mk+ 1 k-paths. Let 
S be one of them, then 
because once S is fixed there are G,-=-kk) graphs in g(m, k, N) that contain S. And since 
EX = L P(S C GN ), 
then 
EX 
ScGn 
mk + 1 G,-=-~) 
(::,,) 
mk+1(n - k) !N! 
(N - k)!n! 
Using Stirling formula: 
mk+1(n _ k)"-k+1/2(Amk)Amk+1/2 
EX ~ (Amk _ k)Amk k+1/2nn+1/2 ' 
EX ~ (1 )Amk k+1/2 (Amk)Amk-k+ 1/2nn+ 1/2 1 - Am 
and, upon using equivalence (e) 
EX ~ Akm exp (- ~(n - k + 1/2) + A~ (Amk - k + 1/2)). 
k (k k ) EX ~ mA exp - - - , 
m2 Am 
EX ~ mAk exp (:2) = m exp (k log A + :2)-
(1) 
(2) 
But I/m2 -+ 0 and thus k log A dominates the exponent whenever A ~ B < 1. Thus the 
exponent -+ - 00 and EX -+ O. 
Part (b): The method of proof is that of second moments, as follows: 
The Chebishev inequality may be written 
var X 
P(I X - EXI ~ (X EX) ~ (X2(EX)2 for any 0 < (X < 1, 
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var X 
P(X ~ (l - ~)EX) ~ (X2(EX)2 ' (3) 
Noting from (2) that (l - (X)EX ~ + 00, if we show that var Xj(EX)2 ~ 0, we will have 
shown that X becomes infinite faster than (1 - (X)EX with probability tending to unity. 
Now var Xj(EX)2 = EX2j(EX)2 - 1. 
We shall now prove that EX2 "'"' (EX)2. For each path S of Gn , define the indicator 
variable 
Y(S) {= 1, 
= 0, 
Then X = Ls Y(S), 
if S c GN , 
otherwise. 
X 2 = (L Y(S»)2 = L Y(S) + 2 L Y(S)· Y(S'), 
s S s#<s' 
EX2 EX + 2 L E( Y(S) • Y(Sf» 
s#<s' 
= EX + 2 L P(Y(S) = 1, Y(Sf) I) 
s#<s' 
EX + 2 L P(S C GN , Sf C GN ). 
S#<S' 
(4) 
We shall decompose the summation in (4) according to the number r of common edges of 
the pair S, Sf as follows 
k - I 
Ex2 = EX + 2 L Q,P" 
r=O 
where Q, = number of pairs S, Sf having r edges in common, 
Pr = P(S C GN , Sf c GN ), 
P, = (n - 2k + r)/(n) , 
N-2k+r N 
r = 0, 1, . . . , k - 1. 
(5) 
(6) 
To calculate Q" it is necessary to further decompose it according to the number of vertices 
that the pair S, Sf has in common, as follows: 
Qr = L Q,., 
s 
where Qrs = number of pairs S, Sf having r edges and s vertices in common. Lemma 1 
below will establish exact formulas for Q,., using the well-known theory of runs (Feller 
[6, p. 60]), and resulting in the following expressions: 
I [kt2] (k + 2 - i) Qo = - L . mk+l(m - 1)k+I-i, 
2 ;=0 I 
(7) 
1 [k+i-rJ (r + i-I) (k + 2 - r - i) Qr = - L. . mk+l(m - l)k+l-r-;, 
2 ;=1 I - 1 I 
r > 0. (8) 
Rewriting (5) and dividing by (EX)2 we obtain 
k-I 
I 2PoQo 2 '~I P,Qr 
EX + (EX)2 + (EX)2 . (9) 
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In the RHS of (9), the first term clearly converges to zero; we will show that the second is 
equivalent to I and that the third goes to zero. 
From (1), (6), (7) we have 
2PoQo = (n - 2k)! (N - k)!2n! (1 _ mI)k+l • [k,.L=;02] (m _ l)-i(k + I~ - i). 
(EX)2 N! (n - k)!2 (N - 2k)! 
The summation term is equal to 
(k + 2 - i)! ro (k + 2r 
L i!(k + 2 - 2i)! (m - Ir ~ i~O (m - lri! e(k+2)(m-1) . 
The quantity (1 - Ilm)k+l is equivalent to e-(k+l)(m and thus 
2PoQo (n - 2k)! (Amk - k)!2n! k(m2 
--< e (EX)2 '" (Amk)! (n - k)!2 (Amk - 2k)! ' 
which, upon procssing by Stirling formula and simple reductions, is equivalent to 
2PoQo (3k 2k) (EX)2 ;5 exp m2 - Am ' (10) 
and converges to unity whenever kim remains bounded and A -+ 00, as specified in the 
hypotheses. We now tum to the last term of (9), which we denote by F. By (1), (6) and (8): 
F 
(n ) (n - 2k + r) k-l N N - 2k + r [k+i-r](r + i - I)(k + 2 - r - i) . L L mk+1(m - l)k+l-r-,. 
r=l (n - k)2 i=l i-I i 
m2k+2 
N-k 
Or, formally, 
Using Stirling bounds (<1) and simplifying considerably, we get 
Dr ;5 A -r exp (2k _ ~ _ ~ + _1 __ r (~ _ ~) _ r (_1_ - !)). (11) 
m2 m Am Amk m2 Am Amk n 
Whereas, since G.~:-l) ~ (r + Ir, we have 
(r + Ir (k + 2 - r - i) ro (r + lr(k + 2 - rr L Pri ~ L (m _ Ir . ~ L (- Ir ., ' 
" 1 ,=0 m I. 
" p (k + 2 - r)(r + 1) 
L... ri ~ exp l' 
m-
(12) 
Finally, regrouping (11) and (12) in F: 
k-l (2k 2k 1 (4 4 k + 1) F;5 L A -r exp 2 - - + -- - r 2 - - - --
r= I m Am Amk m Am m - 1 
2( 1 1 1)) 
- r Amk - m2 k + m - 1 ' 
308 R. Loulou 
when kim ~ c < 00 and m, k -+ 00, several terms go to zero in the exponent, and 
k-I [ ( 4 k + I)] 
F ~ '~I A - , exp r Am + m _ 1 
k-I [( 4 k + I)] F ~ L exp - r log A - - - -- . 
,=1 Am m - I 
If A is large enough, the quantity log A - 4/(Am) - (k + I)/(m - I) is strictly positive, 
and the expression is bounded above by the (convergent) infinite geometric series 
F ~ L exp - r log A - - - -- , 00 [( 4 k + I)] 
,=1 Am m - 1 
F~ ------~------------~----~ 
1 - exp (-log A + _4_ + _k_+_I) 
Am m - 1 
1 , (13) 
which goes to zero if A -+ 00, since kim ~ c < 00 and 4/Am -+ O. This completes the 
proof of Theorem 1. 
LEMMA 1. Let Q,s be the number of distinct pairs of k-paths in Gn having exactly r edges 
and s vertices in common. Then 
s = 0, ... , [k ; 2]. 
Il+l-s , ( s - 1 )(k + 2 - s) s-r-l s-r 
r = 1, ... , k - I, s = r + I, . . . , (k + 2 - r)/2. 
PROOF. Consider a pair (S, S'): (a) there are mk + 1 ways to choose S. Then, one must (b) 
choose the s stages in which the s common vertices will occur and (c) choose the 
(k + 1 - s)verticesofS' thatarenotcommonto Sand S'. There are exactly ( m - l)k+l-s 
ways to effect choice (c), once the s stages have been selected (However, one must divide 
the result by two, because the pair S, S' is the same as the pair S, S' ). Then the number 
of ways remains to be calculated that choice (b) may be effected, i.e. the number of ways 
s stages may be selected among (k + 1) so that they will form exactly r adjacent pairs of 
stages (indeed, once the s vertices common to Sand S' are chosen, any two of them are 
joined by a common edge if and only if the two vertices belong to two adjacent stages, as 
shown in Figure 2). Equivalently, the s common stages will give rise to r common edges if 
and only if the s stages are arranged in exactly M = s - r 'packages' or 'runs', a run being 
an uninterrupted sequence of stages. Figure 3 shows the 'run' structure of the two examples 
• • .. • • • / 
'" 
/ 
/ \ 
'" 
/ 
~,,/ // / \ 
'" • \ • • • • \ / 
'" 
/. / , 
" 
/ 
• • 
./ 
• .---..... '" • • 
(a) (b) 
FIGURE 2. (a): A pair of k-paths with 2 common vertices in 2 non-adjacent stages result in zero common edge. 
(b): A pair of k-paths with 2 common vertices in 2 adjacent stages result in one common edge. 
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• • • • • • 
(0) (b) 
FIGURE 3. (a) The 2 common stages of Figure 2(a) result in 2 runs. (b): The 2 common stages of Figure 2(b) result 
in one run. 
from Figure 2. The theory of runs has been well studied (see [17]) and gives a simple answer: 
there are (~~I)(t+2-S) ways to select s stages and k + 1 so as to form M runs, l.e. 
r = s - M edges ([6, p. 60]). Consequently: 
Q,s = tmk+l(m _ l)k+l-s ( S - 1 
s - r- ) (
k + 2 - s), 
1 s - r 
which is the desired result [with the convention (=D = 1]. 
Theorem 1 may be extended to the random dynamic graph GP, of a slightly different type. 
Let p be a number between 0 and 1 (p may depend upon m, k). GP possesses m(k + 1) 
vertices and will contain edge i with probability p, for i = 1, ... , m2k. The existences of 
edges i and j are stochastically independent. 
THEOREM 2. Consider GP, with p = N/m2 k. Then Theorem J applies to GP with the same 
hypotheses on N, k and m. 
COROLLARY 1. Under the hypotheses of Theorem J(b), we have 
X L2 X P 
EX --+ 1 and EX ~ 1 as well, 
where X is the number of maximal paths in Gn • 
L 
PRooF. The proof of Theorem l(b) established that EX/(EX) -..:. 1, and since 
EX (X) EX = 1, we have that var EX -t 0 
L2 
and hence X/EX --+ 1. As a consequence, we also have convergence in probability 
p 
X/EX ~ 1, (see [12, sec. g]). 
SOME COMMENTS ON THEOREMS 1 AND 2 
(a) It can be seen from expressions (9), (10) and (13) that if kim ~ C < 00, and A large 
but finite, then 
var X (2k) 1 
(EX)2 ;:S exp - Am + -1----:-:--:---:- - 2 ;:S e-
2clA + --c - 2. 
exp (k/m) e 
A A 
And, from (3) and any IX < 1 
P{X> (1 - IX)EX} ~ 1 - ~ (e- 2C1A + _l_c - 2). 
IX 1-~ 
A 
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Hence 
lim P{X> O} ~ 3 _ e-2clA __ 1_ 
k,m_oo eC 
1 
(15) 
A 
which is a refinement on Theorem 1. 
(b) We already noted in (2) that for large m, k and A, we have 
EX", mAk. 
It is interesting to note that a non-random dynamic graph where each vertex has exact 
outdegree A, would have exactly m Ak k-paths. Hence, what Theorems 1 and 2 assert is that, 
for large m, k, A and if kim ~ C < 00, a random dynamic graph with average outdegree 
A has essentially as many k-paths as the regular dynamic graph of degree A. This is a 
somewhat surprising result. 
(c) It would be nice to be able to find the limit,for finite A > 1, of P{X > O}, but the 
use of Chebishev's inequality does not allow such precision. The best we could achieve was 
the lower bound (15). 
3. ApPLICATION TO OPTIMIZATION PROBLEMS 
Consider the complete weighted dynamic graph Gn*, with n = m2 k and edge weights Ci , 
i = 1, ... , n which are independent random variables with common distribution F, 
F(x) = P(Ci ~ x), - 00 < x < + 00. 
We will assume for simplicity that F is continuous. Consider the shortest path problem on 
G:: find the value v of a shortest k-path. Random variable v has a very complex distri-
bution, but as m, k .... 00, it has a simple (almost sure) bound, as in 
THEOREM 3. If kim ~ C < 00, then 
lim p(v ~ kF- 1 (A)) 1. 
m.k-+oo m 
COMMENT. Choosing F(x) = x on [0, 1], we get from Theorem 3: P(v ~ Aklm ~ 
AC) .... 1. For this special case, a direct argument shows that Ev ~ kim ~ C, so that 
Theorem 3 can be looked at as a stronger (almost sure) version of the easier (average) 
bounding. 
PROOF OF THEOREM 3. This is a direct consequence of [20, thm 1] with p = Aim. 
The same theorem of Weide allows an even more precise result on the following 
bottleneck problem on Gn*: find W, the minimum over all k-paths of the maximum edge 
weight along the k-path. We write 
THEOREM 4. If kim ~ C ~ 00, then 
k.~~oo P(F- 1 (~) ~ W ~ F- 1 (~)) = 1. 
COMMENT. W converges almost surely to the same value as the minimum edge weight! 
For instance, if F is continuous and has support (0, (0), lim P( W .... 0) = 1. 
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