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Abstract
Classified by different purposes and contributions, this thesis is divided into three parts.
In specific, Part 1 focuses on different option pricing models with analytical pricing formula
for European options, and three topics covered by the first part are 1) a new closed-form
pricing formula is obtained under a skew Brownian motion; 2) an analytical approximation
formula is derived when regime-switching is introduced into the Heston model; and 3) a
modified Black-Scholes option pricing formula is presented when the underlying price is
bounded. Part 2 is devoted to solving option pricing problems with different solution tech-
niques, including analytical approximation, series solution techniques, integral equation
approaches and numerical methods. Part 3 considers calibration problems of the Heston
model, the Stein-Stein model and the local regime-Switching model with real market data.
Preface
Financial derivatives have become increasingly popular among investors as well as
academic researchers recently. Among these, options are one kind of the most basic and
important instruments for investment and hedging risk, which results in the high demand
for the accuracy of option valuation. There are mainly four kinds of options traded in
open exchange markets, including European options, American options, Asian options
and barrier options. Although Black & Scholes [19] made a breakthrough by deriving
a closed-form analytical pricing formula for European options with the underlying log-
price following a normal distribution, some of its simplified assumptions made to achieve
analytical tractability are inappropriate and may lead to large pricing errors. Therefore,
how to price options efficiently and accurately remains one of the major challenges today.
This thesis contributes to the literature significantly by pricing options under different
models and making model comparison with real market data.
Classified by different purposes and contributions, this thesis is divided into three parts,
with Part 1 focusing on different option pricing models with analytical pricing formula for
European options, Part 2 using different solution techniques for option pricing problems,
and Part 3 presenting the results of two specific issues in model calibration. There are
various issues in Financial Mathematics, most of which are covered in this thesis. In
specific, in terms of exercise style, we have not only worked on European options, but
also dealt with American options. Moreover, in terms of theory and practice, empirical
studies for the assessment of the performance of different models in real markets are an
important part of this thesis, apart from providing theoretical derivation of option prices.
Furthermore, in terms of option pricing approaches, analytical methods and numerical
methods, as two main categories, are both involved in this thesis. In addition, in terms
of specific tools, the PDE (partial differential equation) approach solving PDEs governing
option prices, and the Monte-Carlo simulation approach directly simulating the dynamics
of the underlying price, as two of main ones, are both made use of here. In summary, these
three parts are based on twelve papers published in or submitted to various top-ranking
journals.
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Three different kinds of models and their option pricing problems are considered in
Part 1, which contains Chapter 2, Chapter 3, Chapter 4. In the first chapter of this part,
we consider a modified Black-Scholes model with the standard Brownian motion being
replaced by a particular process constructed with a special type of skew Brownian motions.
In particular, the adopted stochastic process for the dynamics of the underlying asset is the
sum of a standard Brownian motion and a reflected Brownian motion that are independent
of each other. The motivation for such a modification originates from observations of the
non-normal distribution of asset log-price in the financial markets [153, 188, 191], which
are at odds with one of the fundamental assumptions in the Black-Scholes pricing theory.
Although Corns & Satchell [51] have worked on this model, the results they obtained are
incorrect. In this chapter, not only do we identify precisely where the errors in [51] are,
but also present a new closed-form pricing formula based on a newly-proposed equivalent
martingale measure, called “endogenous risk neutral measure” which reflects that only
endogenous risks can and should be fully hedged, as a result of no unique risk neutral
measure for incomplete markets. The newly derived option pricing formula takes the
Black-Scholes formula as a special case and it does not add any significantly extra burden
in terms of numerical computations involved in calculating option values, compared with
those involved in invoking the Black-Scholes formula. Amazingly, the simple analytic form
of the Black-Scholes formula is preserved by the new formula and an elegant financial
interpretation can also be given under the new martingale measure. In Chapter 3, we
propose a new hybrid model with the volatility of volatility in the Heston model following
a Markov chain, the adoption of which is motivated by the empirical evidence of the
existence of regime-switching in real markets. An analytical approximation formula for
pricing European options is obtained with the perturbation method, based on the derived
coupled PDE (partial differential equation) system that governs the European option
price. It should be noted that the newly derived formula is fast and easy to implement
with only normal distribution function involved, and numerical experiments confirm that
our formula could provide quite accurate option prices, especially for relatively short-tenor
ones. Finally, empirical studies are carried out to show the superiority of our model based
on S&P 500 returns and options with the time to expiry less than one month. On the
other hand, a modified Black-Scholes (B-S) model is proposed in Chapter 4, based on
a revised assumption that the range of the underlying asset varies within a finite zone,
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rather than being allowed to vary in a semi-infinite zone as presented in the classical B-S
theory. This is motivated by the fact that the underlying price of any option can never
reach infinity in reality; a trader may use our new formula to adjust the option price
that he/she is willing to long or short. To develop this modified option pricing formula,
we assume that a trader has a view on the realistic price range of a particular asset and
the log-returns follow a truncated normal distribution within this price range. Finally,
empirical studies are carried out to compare the pricing performance of our model and
that of the Black-Scholes model with real market data.
Part 2 is devoted to solving option pricing problems with different solution techniques,
i.e., approximation techniques, series solution approaches, integral equation approaches,
and numerical methods, and Chapter 5-8 are included in this part. In particular, we
will firstly consider two relevant problems related to pricing European options with the
discrete dividend under the classic Black-Scholes framework in Chapter 5. For the case
when a discrete dividend payment being proportional to the underlying asset value, we
reveal the fundamental reasons, from both mathematical and financial viewpoints, why
the option price is independent of the dividend payment date. When the amount of the
discrete dividend is fixed, we provide a closed-form approximation formula for European
option prices, with only one-dimensional integrals involved. This formula is a general one
since it can not only be applied when there is only a single dividend, but also be suitable
for the case of multiple dividends. Then a closed-form pricing formula in the form of an
infinite series for European call options is derived in Chapter 6 for the Heston stochastic
volatility model under a chosen martingale measure. Given that markets with the stochas-
tic volatility are incomplete, there exists a number of equivalent martingale measures and
consequently investors face a problem of making a choice of appropriate measure when
they price options. The one we adopt here is the so-called minimal entropy martingale
measure shown to be related to the expected utility maximization theory [91] and the
financial rationality for choosing this measure will be further illustrated in this chapter.
A great advantage of our newly-derived pricing formula is that the convergence of the
solution in series form can be proved theoretically; such a proof of the convergence is
also complemented by some numerical examples to demonstrate the speed of convergence.
For the case that the time to expiry exceeds the derived radius, we further work on this
model and present a modified formula for European options as well as a set of complete
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convergence proofs for the solution that would cover the entire time horizon of a European
option contact are presented under the Heston model with minimal entropy martingale
measure. Afterwards, a new integral equation to solve the American put price as well as
its optimal exercise price is successfully derived in Chapter 7. Unlike all previously derived
integral equations for pricing American options, there are two distinguishable advantages
of ours; the first is that it is without any discontinuity and in a form of one-dimensional
integral, which means that it has a great advantage in terms of substantially increasing
the speed with which values of an American option can be numerically computed, while
another is that singularities associated with the optimal exercise boundary at the expiry
time are elegantly avoided; the computational accuracy and efficiency can thus be further
enhanced. We first derive a new free boundary problem for the first order derivative of the
American put price with respect to the time to expiry, and then we apply a novel approach
to transform a linear PDE containing an unknown free boundary into a nonlinear PDE
with the fixed boundary. Finally, the accuracy and efficiency of the newly derived integral
equation formulation for pricing American options are demonstrated through results of
numerical experiments. Finally, the main content of Chapter 8 is to propose appropri-
ate numerical approaches for option pricing. In particular, we propose a new numerical
approach for option pricing with the combination of the Monte Carlo simulation and the
ADI (alternating direction implicit) method. Our motivation originates from the fact that
option traders may be particularly interested in the influence of a small change of variables
in a certain region on option prices, while they are indifferent to option prices outside this
region since short-term options are dominated in real markets and most of the underlying
will not dramatically change within a short amount of time. In this situation, it will waste
a lot of time with classical numerical approaches as a large discretization is needed to
obtain accurate results. In contrast, our approach uses the Monte Carlo simulation to
generate boundary conditions of the interested region, and then option prices inside this
region will be obtained with the ADI method, the advantage of which is that we do not
have to calculate option prices that we do not need. Numerical experiments are carried
out to show the accuracy as well as the efficiency of this newly proposed approach.
The final part of this thesis consists of Chapter 9, Chapter 10, Chapter 11 and Chapter
12, in which we also consider two distinct issues under the framework of model calibration.
The first issue is to propose different forms of the existing models that may bring certain
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advantages when these models are calibrated with real market data. We work on the Hes-
ton model and the correlated Stein-Stein model in Chapter 9 and Chapter 10 respectively
since they are the two of the most popular stochastic volatility models. We present an
alternative form of the Heston model that preserves an essential advantage of the Heston
model, its analytic tractability, by imposing the necessary and sufficient conditions for
the existence of a solution in affine form, while it is in a different form so that it offers
certain advantages in parameter determination. To demonstrate this, we conducted some
empirical studies, exploring if this new form does have certain advantages over the original
version under certain market conditions. Moreover, we propose an alternative form of the
correlated Stein-Stein option pricing model that preserves its analytic tractability, which
is one of its essential advantages. It is in a different form so that it could offer certain
advantages in parameter determination over the original form. We have also conducted
some empirical studies, the results of which show that under certain market conditions,
our new form could provide better performance than the original Stein-Stein form.
The second issue of the final part is to develop new algorithms to calibrate local
regime-switching models, and there is only little results regarding this problem in the lit-
erature. Actually, local regime-switching models are a natural consequence of combining
the concept of a local volatility model with that of a regime-switching model. However,
even though Elliott et al. [85] have derived a Dupire formula for a local regime-switching
model, its calibration still remains a challenge, primarily due to the fact that the derived
volatility function for each state involves all the state price variables whereas only one
market price is available for model calibration, and a direct implementation of Elliott et
al.’s formula may not yield stable results. In Chapter 11, a “closed” system for option
pricing and data extraction under the classical regime-switching model is proposed with a
special approach, splitting one market price into two “market-implied state prices”. The
success of our approach hinges on the recovery of the two local volatility functions be-
ing transformed into an optimal control problem, which is solved through the Tikhonov
regularization. In addition, an efficient algorithm is proposed to obtain the optimal solu-
tion by iteration. Our numerical experiments show that different shapes of local volatility
functions can be accurately recovered with the newly-proposed algorithm. Furthermore, a
new algorithm of calibrating local regime-switching models with market observed option
prices is established in Chapter 12. It should be noticed that the technique we adopt
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here is distinct from that used in Chapter 11 since we calibrate the local regime-switching
model directly instead of using the Dupire formula in local regime-switching models. This
new algorithm is also very efficient and accurate, which is demonstrated with designed
numerical experiments, and thus it has the potential to be implemented in real markets.
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Financial derivatives are becoming increasingly popular among investors for speculation
and hedging purposes, and they are different financial contracts that depends on the
price of the underlying asset. Among these, options have attracted a lot of attention and
their trading volumes have experienced a rapid growth ever since the establishment of
Chicago Board Options Exchange in 1973. Now, options are written on different kinds
of underlying assets and traded on various exchanges as well as in the over-the-counter
market. Actually, there are two basic types of options, i.e., vanilla and exotic options.
The former are a normal kind of options with standardized terms while without no special
feature, while the latter is more complex than the former with several triggers related to
the determination of payoff functions. These two categories will be elaborately illustrated
in the following two subsections.
1.1.1 Vanilla options
Vanilla options can usually be divided into two sub-categories according to the types of
transaction, i.e., call and put options. The former and the latter give the holder the rights
to buy and sell the underlying asset for a specified strike price at a certain date respectively,
while the writer has the obligation to accept the choices that the holder makes. Form this,
one can clearly find that the option writer could suffer a large amount of loss when the
underlying price goes against the expectation of the writer. As a result, the option writer
should be compensated with the option premium, which needs to be determined so that
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it could satisfy the demand of the writer and the holder of the option.
Another popular classification for vanilla options is according to different inner me-
chanics associated with exercisable dates. Those can only be exercised at expiry is called
European options, while its counterpart American options can be exercised at any time
before maturity. From the definition, one can easily find that the holder of an American
option has more rights than that of a corresponding European option, which implies that
an American option is more valuable than its European counterpart. Moreover, it is usu-
ally much more difficult to value an American options since the optimal exercise boundary
and the option price need to be determined simultaneously.
1.1.2 Exotic options
Other types of options are the so-called exotic options, whose payoff functions are more
complicated than those of vanilla options. Most of exotic options are traded in the over-
the-counter market, and they are created by financial engineers for some specific reasons.
For example, some of them are created for hedging purposes, while some of others are
designed to reflect the potential changes of the underlying price.
One kind of the most popular exotic options is barrier options, whose payoff depends
not only on the underlying price at expiry, but also on whether the underlying price
has reached a certain level during the lifetime of the contract. They are very attractive
since they are less valuable than the corresponding regular options. There are two types
of barrier options, knock-in and knock-out options, which is classified by the different
existing requirements. In particular, a knock-out option will become worthless when the
underlying price reaches the certain level, while a knock-in option starts to exist if and
only if the underlying price reaches a barrier.
Other useful exotic options include Asian options, lookback options and so on. Specifi-
cally, Asian options are defined with the payoff depending on the average of the underlying
price during the life of the option contracts, and their prices are less expensive than those
of regular options. On the other hand, the payoff of lookback options is related to the
maximum or minimum underlying price reached during the lifetime of the option, which
means that lookback option prices are always higher than regular option prices.
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1.2 Literature review
1.2.1 European option pricing
As we all know that European options are the most basic option types, the accurate
pricing of European options is becoming really demanding. As a result, considerable
research interests have been devoted into this area, aiming at finding appropriate models
and approaches to accurately determine European option prices.
The development of the option valuing problem can be dated back to 1900, when
Bachelier [9] priced options under the assumption that the stock price follow a normal
distribution in his PhD thesis. However, it has been pointed out by Merton [177] that
this assumption is inappropriate since it would lead to negative stock and option prices.
More than 70 years later, Black & Scholes [19] made a breakthrough by proposing that
the underlying price follow a log-normal distribution and derived a simple and analytical
formula for European option prices. This model is so popular that it is still widely adopted
in real markets. However, it should be pointed out that although the continuous dividend
can be easily incorporated into the Black-Scholes model with the property of analyti-
cal tractability preserved [177], pricing options written on the underlying with discretely
paid dividend, which is usually the case in real markets, is usually harder than the case
with continuous dividend payment, simply because the latter does not involve any jump
conditions in a PDE pricing system. In fact, there exists no closed-form solution when
the dividend is paid discretely with fixed-amount, which makes it very time-consuming
to value option contracts in this case and contradicts to the recent trend of algorithmic
trading. Recently, Zhu & He [238] derived an accurate approximation formula for pricing
European options with fixed-amount dividend payments, which can somewhat facilitate
the application of the Black-Scholes model with discrete dividends, and its details are
provided in Chapter 5.
Despite the popularity of the Black-Scholes model that is easy and efficient to be
implemented in real markets, some of its simplified assumptions made to achieve analytical
tractability are not consistent with real market observations. For example, the distribution
of the underlying returns is actually asymmetric and process the features such as skewness
[188] and fat-tails [191]. Another typical example is that the implied volatility extracted
from the market option prices usually exhibit a “smile” curve [73], which violates the
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constant volatility assumption. As a result, finding new models for the underlying price
by relaxing some of the assumptions made in Black-Scholes model has attracted a lot of
attention, and various models are established to obtain more accurate option prices.
In the literature, there are mainly two kinds of option pricing models, i.e. structural
models and non-structural models. The difference between the two categories is that
the former provide the dynamics of the underlying price at every moment for a given
period of time horizon, while the latter only specify the probability density function of
the underlying at maturity conditional upon the filtration at the current time without
completely describing the fine details of the stochastic process themselves at each moment.
Although the former is much more popular than the latter, non-structural models are also
meaningful since they process some nice properties, and a typical one is that different
characteristics of the asset returns and the volatility term structure that structural models
failed to describe properly can be captured with more flexible distributions.
Modifications to the Black-Scholes model with structural approaches can be divided
into two sub-categories; one is to replace the standard Brownian motion with other stochas-
tic volatility processes, and another is to add non-constant volatility to the Black-Scholes
model. Regarding the former approach, Lévy processes are really popular since they have
independent and stationary increments as the Brownian motion. As a special kind of Lévy
models, jump-diffusion models are considered by some authors. For instance, Merton [178]
proposed a model with jumps of log-returns following a Guassian distribution, while Kou
[158] adopted another one with the jump size following an asymmetric double exponential
distribution. Another type of Lévy processes that are widely adopted in option pricing
models is the so-called infinite activity lévy process where the Brownian component is
omitted. Three well-known examples are Variance-Gamma model proposed by Madan
[173], Normal Inverse Gaussian process used by Rydberg [196], and CGMY model pro-
posed by Carr, et al. [29]. Of course, apart from the Lévy processes, there are also other
stochastic processes used to replace the Brownian motion, such as the fractional Brownian
motion used by Necula [185] to capture the long range dependence in asset price [225]. Re-
cently, a particular kind of skew Brownian motions is adopted in Zhu & He [242], in which
a new martingale measure is proposed and a closed-form pricing formula for European
options is derived. This issue forms the main context of Chapter 2.
On the other hand, relaxing the constant volatility assumption in the Black-Scholes
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model has also attracted a lot of attention. One of the most natural methods is to make
the volatility a deterministic function of underlying price and time, which is named as the
local volatility model. This model was proposed by Dupire [75] and Derman & Kani [67],
and the local volatility function can be theoretically determined by the Dupire formula.
However, the Dupire formula can not be directly implemented since it may not yield stable
results due to the denominator being directly affected by the second-order derivative of
option prices [105]. In this sense, Egger & Engl [78] and Jiang et al. [144] proposed dif-
ferent algorithms to accurately recover the local volatility function for the Black-Scholes
model. Although the theory on the local Black-Scholes model seems to be very compre-
hensive, it is not very popular among market traders and academic researchers since many
empirical studies suggest the “smile dynamics” are poorly captured by the local volatility
model (e.g., Hagan et. al [102]). Therefore, another kind of non-constant volatility models
called stochastic volatility models, in which the volatility is made another random variable
described by another stochastic process, receive much more attention. Johnson [146] is
believed to be the first to study the continuous-time stochastic volatility model in 1979.
Later on, numerical methods were employed by Johnson & Shanno[147], Scott [204], and
Wiggins [224] to price European options as it is very difficult to find closed-form pricing
formulae with a newly added source of randomness. In particular, Johnson & Shanno and
Scott adopted the Monte Carlo simulation techniques to simulate SDE (stochastic differ-
ential equation) directly while Wiggins proposed a finite difference method to solve the
involved PDE (partial differential equation) governing the option price. However, it should
be pointed out that it is really difficult to apply a model without closed-form pricing for-
mula to real markets since this could make the time-consuming model calibration process
even much more stressed. This has stimulated further research interest into finding appro-
priate models with analytical formulae. One well-known example is the Hull-White model
[127], where the volatility is assumed to follow a log-normal distribution, and a power
series solution is obtained for European option prices. Although this is a positive progress
compared with those without closed-form formulae, the assumption of zero correlation
made between the underlying price and the volatility process is inappropriate since it vio-
lates the so-called “leverage effects” that the underlying price and the volatility should be
negatively correlated [11]. Another well-known model is presented by Stein & Stein [213]
several years later, who assumed that the volatility follow an Ornstein-Uhlenbeck process
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[93] and derived a closed-form pricing formula. However, apart from the assumption of
no correlation between the underlying price and volatility, this model can not prevent the
volatility from going negative, which was also not satisfactory. Fortunately, Heston [117]
made a great contribution in 1993, who proposed that the volatility process follow a CIR
model correlated with the underlying process and derived a closed-form pricing formula
for European options with the inverse Fourier transform technique. The popularity of
this model can be attributed to two main reasons; one is that the CIR model used for the
volatility process satisfies a wide range of basic properties that shown by real market data,
such as the apparent non-negative property and the mean-reverting property [14], and an-
other, which is more important, is that the possession of closed-form pricing formula can
provide some obvious advantages. Specifically, with closed-form solutions, computational
accuracy could certainly be guaranteed while there would exist systematical errors when
numerical solutions must be resorted to for models that no closed-form solutions are as-
sociated with. Moreover, closed-form solution can ensure the efficiency in the calculation
of option prices, which can largely facilitate its application in real markets since model
parameters always need to be determined with real market data so that it could func-
tion properly. Despite the popularity of the Heston model, it should be addressed that
there exist different martingale measures in the Heston model since the introduction of
the stochastic volatility makes the market become incomplete. Thus, the price formula
derived in Heston’s original paper [117] is only one fair price with his chosen measure
under this model, and there are also other meaningful choices of different martingale mea-
sures. In fact, the minimal entropy martingale measure is a reasonable choice since this
specific equivalent martingale measure can be connected with the principle of maximum
expected utility, and He & Zhu [114] derived a closed-form pricing formula in a series form
for European options in the Heston stochastic volatility model with the minimal entropy
martingale measure with a radius of convergence. Zhu & He [239] went further and pro-
vided a set of converged pricing formulae that can cover the entire time horizon. This will
be elaborately discussed in Chapter 6.
Except local and stochastic volatility models, there is also another kind of non-constant
volatility models, called regime-switching models. This particular model gains much pop-
ularity recently since a lot of empirical evidence strongly demonstrate the existence of
regime switching in the underlying price [86, 104], and many authors have worked on this
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kind of models. For example, a closed-form pricing formula for European options has been
derived by Zhu et al. [244] under the regime-switching Black-Scholes model. Moreover,
regime-switching has already been combined with stochastic volatility models, a typical
example of which is the model proposed by Elliott & Lian [81] with the constant long-term
mean in the original Heston model being regime-switching. Most recently, He & Zhu [111]
proposed a new stochastic volatility model, where the volatility of volatility in the Heston
model follows a Markov chain so that it can jump between different states, and derived a
simple and analytical pricing formula for short-tenor European options, which forms the
main content of Chapter 3.
Non-structural models, which are briefly introduced above, are also one available ap-
proach to model the underlying price such that various characteristics of the underlying
price distribution exhibited by real market data can be captured. Generalized beta dis-
tribution of the second kind and Burr-3 distribution was adopted by Bookstaber & Mc-
Donald [174] and Sherrick et al. [207] respectively to replace the log-normal distribution
to provide appropriate skewness and kurtosis. Moreover, Savickas [197] suggested that
Weibull distribution should be adopted to model the underlying price when pricing op-
tions since its negative skewness of this particular distribution matches well with what is
exhibited by real market data, while Fabozzi [87] provided empirical evidence for using
generalized gamma distribution. Furthermore, several option pricing models are based on
the series expansion of the underlying price distribution to correct the higher moments
of the Black-Scholes model. For example, Jarrow and Rudd [143] used the generalized
Edgeworth expansion of a log-normal distribution, while Corrado & Su [53] adopted the
Gram-Charlier series expansion of a normal distribution. However, all the pricing models
in the existing literature assume that the underlying price is unbounded above, i.e., the
price range from zero to infinity, which is inappropriate since there is no way that any un-
derlying price could reach infinity in reality. As a result, Zhu & He [241] recently proposed
that the underlying price follow a truncated normal distribution and derived an analytical
formula for European options with empirical studies demonstrating its superiority over
the Black-Scholes model, the details of which are presented in Chapter 4.
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1.2.2 American option pricing
It should be pointed out that pricing American options is a much more intriguing problem
[125, 171], the main reason of which is the inherent characteristic of an American option
that it can be exercised at any time before the expiry time. This additional right for the
holder of an American option over that of a European counterpart has cast the American
option pricing problem into a free boundary problem that the optimal exercise boundary,
in addition to the American option price, needs to be determined. Mathematically, the
existence of the optimal exercise boundary has made the problem of pricing American
options highly nonlinear since the domain of the solution becomes unknown in advance
and varies with time, which forms the main difficulty in finding the prices of American
options.
In the literature, various numerical approaches have been proposed for the valuation
problem of American options. Typical examples include finite difference method [179, 227],
finite element method [4, 121], Monte Carlo method [171], the binomial tree method
[237] and the radial basis function method [122]. However, as the main disadvantage of
numerical approaches is always the efficiency problem, analytical methods are preferred
among market practitioners. Although closed-form analytical formula can hardly be found
for American option prices, Zhu [232] recently made a breakthrough in the pricing of
American options by deriving an exact and explicit formula. Unfortunately, despite this
formula is of great significance theoretically, it is not computational appealing since it
involves the calculation of infinite series, which means it can take a considerable amount
of time to evaluate.
An alternative method for the pricing of American options included in the category
of analytical approaches is the integral equation method. The essence of this particular
method is to cast the differential equation into an integral equation, and the solution of
the integral equation will satisfy the original differential equation. McKean [175] seems to
be the first to derive an integral equation for American option prices with the technique of
incomplete Fourier transform. Despite the advantage of this particular integral equation
that it only involves two one-dimensional integrals, there are two main drawbacks for
this representation that can not be ignored; one is that the presence of the derivative
of the optimal exercise boundary can create numerical difficulties because of the infinite
slope of the optimal exercise boundary at maturity [37], and another is that the value of
9 1.2. LITERATURE REVIEW
the integral equation at the optimal exercise boundary only equals to half of its original
value due to the fact that the inverted Fourier transform of a discontinuous function will
converge to the midpoint of the discontinuity [69], and this may cause problems when
conducting numerical experiments. Another approach was proposed by Jamshidian [141],
who transformed the homogeneous Black-Scholes equation into an inhomogeneous one,
and derived a different integral equation for American option prices. This particular
formulation does have some advantages over that of McKean, a typical example of which
is that Jamshidian’s formulation does not involve the derivative of the optimal exercise
boundary. However, the integral equation contains a two-dimensional integral equation,
which is very computational intensive. One of the most famous integral equations for
American option prices is derived by Kim [154] with the compound option approach.
Although Kim contributed the literature a lot as his formulation is financial meaningful
and able to show that the value of an American option equals to that of the corresponding
European option and an early exercise premium, one of its main drawbacks is still the
time cost to find the solution since two-dimensional integrals should be evaluated every
time we try to find the unknown free boundary. Recently, Zhu et al. [245] present a
new integral equation for American put option prices under the Black-Scholes model with
two obvious advantages over the existing formulae; one is that it does not suffer from
the problem of discontinuity, and another is that this integral equation only involves a
one-dimensional integral, which implies that the realization of it is far less time-intensive
than those involving two-dimensional integrals. This forms the main context of Chapter
7.
1.2.3 Numerical algorithms
It should be pointed out here that it is often very difficult to analytically evaluate even
European options. As a result, numerical methods must be resorted to in most cases when
option pricing.
In the literature, a number of different numerical approached have been proposed and
adopted to efficiently price options. One of the most basic ones is the so-called binomial
tree approach [54], in which option prices are evaluated backwards from the expiry time
to the current time, and it is very easy and straightforward to be implemented. Although
this method can clearly reflect the construction of the replicating portfolio, it can cause
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some biases since the underlying price actually does not discretely change within a two-
valued framework. As another basic approach, the Monte-Carlo simulation technique,
which directly simulates the dynamics of the underlying price, is also quite popular and
has a lot of application in derivative pricing [23, 171, 200]. However, this approach suffers
from the insufficiency problem due to the requirement of large number of generations [129].
Being different from the two methods introduced above, both of which directly simulate
the underlying price process, the finite difference method, which seeks the discretization of
the differential operators, can be certainly employed if a PDE (partial different equation)
system governing option price is derived. This method is firstly applied to option pricing by
Schwartz [199] and Brennan & Schwartz [24], and it has been widely used by a number of
other authors [50, 128]. Of course, there are some other well-known numerical approaches
that have already been used in option pricing problems, such as the ADI (alternating
direction implicit) approach [138] and the finite element method [121].
Unfortunately, it will take a large amount of time for all the existing numerical ap-
proaches to deal with a common situation, where option traders will probably only be
interested in a relatively small region around the current value of the underlying price,
and want to accurately figure out the influence of a small change in this region on option
prices as a result of short-term options being dominated in real markets and the proba-
bility for a dramatic change in the underlying price being quite low. This is because the
operating domain should be truncated in these numerical algorithms as the underlying
price ranges from zero to infinity and a large enough boundary for the underlying price
and the volatility should be chosen respectively so that the boundary condition at the
truncated domain can be a good approximation of that at infinity, which means that we
will have to discretize the whole operating domain if we employ traditional numerical ap-
proaches, and thus alternative ways should be found. Recently, Zhu & He [240] proposed a
new numerical approach with a combination of the Monte-Carlo simulation technique and
the ADI method, in which we artificially generate boundary conditions for the interested
region so that we can avoid being restricted to work on a very large domain, and option
prices inside this region can be efficiently obtained through the ADI method with the
generated boundary condition. This issue will be presented in Chapter 8.
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1.2.4 Model calibration
Model calibration with model parameters determined by real market data is always an
important process for any mathematical models to function properly in real markets. Dur-
ing this process, we need to find an “optimal” set of parameters such that the “distance”
between the calculated and market option prices is minimized. In this sense, this prob-
lem is actually an optimization problem, which could be solved with various approaches
presented in the literature.
One of the popular methods is to adopt the non-linear least squared method, which
is easy and fast to implement. However, the minimizing problem is not well-posed since
the minimizing functional is not necessarily convex and with the existence of several local
minima, local optimization methods may not succeed in finding the global minimum. As a
result, the obtained results could be very sensitive to the input prices as well as the start-
ing point of the local minimization algorithms, which implies the uniqueness and stability
issues remain unsolved. In order to obtain a unique solution in a stable manner, we need
to introduce a regularization method. A useful and widely adopted regularization criterion
is to introduce the relative entropy between the pricing measure and the physical mea-
sure into the minimizing functional [18, 48, 49]. Another popular regularization method
is the Tikhonov regularization [216], which has been adopted to develop algorithms for
calibrating the local Black-Scholes model in [36, 56, 144] and stochastic volatility models
[58]. However, to the best of our knowledge, the calibration of local regime-switching
models has never been considered in the literature before, and He & Zhu [112, 115] pro-
posed two new algorithms for calibrating local regime-switching based on the Tikhonov
regularization, which is provided in Chapter 11-12.
As local optimization approaches would usually result in a local minimum being taken
as a global one, it is very natural for us to consider the global optimization techniques so
that the global minimum could be identified in an efficient way. In fact, there are a number
of different global optimization algorithms. For instance, the method of Markov Chain
Monte Carlo (MCMC) has been applied in the area of option pricing model calibration
by many authors [6, 145], while the maximum likelihood method is also very popular
among researchers as well as market practitioners [3, 131]. Another well-known global
optimization algorithm is the so-called genetic algorithm [46] with several nice features.
Actually, it is developed based on the idea of natural selection with stochastic factors
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introduced to skip over local optima when searching for a satisfactory result. Moreover, it
randomly selects a number of different initial guesses to explore the entire solution space
so that this algorithm is not sensitive to the starting point. Also, a so-called “mutation”
step in the optimization process allows the algorithm to avoid local minima by preventing
parameters from being restricted to a small region. It is even pointed out by Bajpai &
Kumar [10] that genetic algorithms are one of the best global optimization methods and
can provide high quality solutions since they are intrinsically parallel and can explore
the solution space in multiple directions at the same time. There already have been the
application of genetic algorithms in finance. For example, the term structure of interest
rates was estimated with a genetic algorithm by Gimeno & Nave [97], while Grace [99] and
Cont & Ben Hamida [47] have adopted it in the area of option pricing. Most recently, a
genetic algorithm is adopted by He & Zhu [113, 116] to check whether an alternative form
of the Heston model and the Stein-Stein model would make any difference when model
calibration is conducted. Chapter 9-10 of this thesis are based on these two papers.
1.3 Mathematical background
1.3.1 Fundamental pricing theorems
In this subsection, we introduce the fundamental pricing framework of how to obtain the
fair price of a financial derivative. Before we start, we need to define the probability space
(Ω,Ft, P ), where Ω is the sample space, Ft represents the filtration that contains the
information of the underlying price before time t, and P denotes the probability measure.
It should be noticed that one of the most important concepts in pricing financial
derivatives is the equivalent martingale measure or risk-neutral measure (denoted by Q)
that all derivatives should be valued under the risk-neutral measure to ensure the non-
existence of arbitrage opportunities. If we assume the constant risk-free interest rate be
r, it requires that under the the risk-neutral measure, the discounted asset price e−rtSt be
a martingale, which implies that the underlying price St should satisfy the following two
properties, i.e.,
EQ[|St|] < ∞,
EQ[e−rTST |Ft] = e−rtSt. (1.1)
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In fact, two fundamental theorems of asset pricing [106, 107] have already been developed
to show the relationship among market completeness, the risk-neutral measure and the
existence of arbitrage opportunities, and they are provided in the following.
Theorem 1 (First fundamental theorem of asset pricing). A financial market is arbitrage
free if and only if there exists at least one risk-neutral measure.
Theorem 2 (Second fundamental theorem of asset pricing). A financial market is com-
plete if and only if there exists a unique risk-neutral measure.
Obviously, the first fundamental theorem of asset pricing establishes the equivalence
between market arbitrage-freeness and the existence of the risk-neutral measure, while the
second fundamental theorem of asset pricing presents the equivalence of market complete-
ness and the uniqueness of risk-neutral measures. It is not difficult to deduce that when
the market becomes incomplete, there can exist different risk-neutral measures, in which
case the choice among different risk-neutral measures is also very important and should
be financially meaningful as this may have a huge influence on the accuracy of calculated
fair prices.
1.3.2 Stochastic calculus
Having figured out the appropriate probability measure that should be used for asset pric-
ing, two important mathematical tools to calculate derivative prices should be introduced.
Itô’s lemma
Itô’s lemma is the identity to calculate the differential of a deterministic function of a
stochastic process and serves as the chain rule for random processes. This identity can
be derived by expanding the function with the Taylor series expansion up to the second
derivative and keeping the terms up to first order in the time increment and the second
order in the Brownian motion. The details of Itô’s lemma are provided in the following
theorem.
Theorem 3 (Itô’s lemma). If a stochastic process St follows the SDE (stochastic differ-
ential equation) presented below
dS = µ(S, t)dt + σ(S, t)dWt, (1.2)
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with Wt being a standard Brownian motion, then for any twice differentiable function f ,














Connections between SDE and PDE
Another important tool to deal with the pricing problem of financial derivatives is the
relationship between the SDE of the underlying price and the PDE governing the derivative
prices, which is established in Feynman-Kac theorem by relating the expectation of final
payoff with the PDE. As a result, the content of Feynman-Kac theorem is illustrated in
the following theorem.
Theorem 4 (Feynman-Kac theorem). If the underlying price St follows Equation (1.2)








σ2(Sz, z)dz < ∞] = 1, ∀0 ≤ t ≤ ∞, (1.4)












− g(S, t)f + h(S, t) = 0,
f(S, T ) = ϕ(S), (1.5)
then the solution f(S, t) to the above PDE system admits the stochastic representation





t g(S,z)dzh(S, τ)dτ + e−
∫ T
t g(S,z)dzϕ(S)|Ft]. (1.6)
1.3.3 Fourier transform and characteristic function
Fourier transform is one of classical and useful methods to solve ODEs and PDEs. It is
often used to transform the target problem in the original space into a new problem in
the Fourier space, which can be solved more easily, and then the original solution can
be obtained with inverse Fourier transform, either analytically or numerically. For any
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With the knowledge of the Fourier transform, we are now ready to introduce the
characteristic function, which is the Fourier transform of the probability density function
of a real-valued random variable, a key concept in probability theory. If we let S be a
random variable and denote p(x) as the density function of S, its characteristic function
is defined as




It should be noticed that the characteristic function of a random variable completely
defines its probability distribution, and it provides an alternative method to deal with the
problems related to the random variable, apart from directly working on the density or
distribution function. Moreover, since the characteristic function itself can fully describe a
random variable, the relationship among its density, distribution function and itself should

















where P (x) is the distribution function of the random variable S.
One of the most basic reasons for the popularity of the characteristic function in mathe-
matical finance is that the transition density of a stochastic process is usually very difficult
to find while it is relatively easy to derive its characteristic function. Therefore, the char-
acteristic function is a useful tool in deriving analytical solutions for financial derivative
prices. For example, Heston [117] derived a closed-form pricing formula for European
options in a stochastic volatility model, based on the derived analytical characteristic
function of the underlying price.
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1.3.4 Perturbation method
As we all know that it is very difficult to derive closed-form pricing formula for finan-
cial derivatives, approximation methods have also received a lot of attention. One of the
most popular methods used for option pricing problems is the perturbation theory. This
technique is applicable if the target problem can not be analytically solved, but can be for-
mulated by adding a ”small” term to the mathematical description of the exactly solvable
problem.
In order to apply the perturbation theory, a small parameter ϵ should be introduced so




n with A0 being the leading
term. Substituting this particular expression into the original system could yield a series
of simplified solvable problems governing An. An Nth order approximated solution can




n if it is accurate to
the order of O(ϵN+1) for the entire domain. This is called regular perturbation method.
However, if a problem contains a small parameter that can not be approximated by
setting the parameter to zero, the solution based on regular perturbation method would
only be accurate on some sub-domains instead of the entire domain, and the approximation
is no longer accurate in some small areas, called boundary layers, of other sub-domains.
This implies that regular perturbation method is not suitable for this case, and singular
perturbation method should be adopted, in which three main steps should be taken to
reach the final solution. In the first place, for the region outside the boundary layer, we
need to expand the target solution in the original small parameter, similar to the regular
perturbation method. The obtained solution is called the outer solution. Secondly, rescale
the original system by making the transformation of original variables, and then construct
an expansion in the boundary layer and substitute it into the new system to obtain the
inner solution. Finally, match the inner and outer solution to obtain a uniform expansion
that is accurate for the entire domain.
1.3.5 Model calibration
Once a model has been proposed with the pricing formula for options, model calibration
needs to be conducted before it can be applied in real markets. There are two main steps
in calibrating mathematical models, which will be clearly discussed in the following.
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The first step is called data filtering [11, 41] since there could be some sample noise
in the raw data. Four widely used filters in the literature are mainly focused. Firstly,
only Wednesday options data is used in the stage of parameter estimation for two reasons;
one is that Wednesday is least likely to be a holiday in a week and also less likely to be
affected by day-of-the-week effect, and another is that the process of model calibration is
very time-consuming, which makes it possible to study a longer time series if we choose
one day a week. Secondly, options with small time to expiry (such as less than 7 days)
should be discarded since they usually possess less time value and less information about
the future dynamics of the firm. Also, options with very large time to maturity (such as
more than 120 days) should also be excluded as they are unpopular because of the high
premium. Thirdly, very deep in-the-money and very deep out-of-money options should
not be considered since they are not active in the market and may have liquidity-related
biases. Fourthly, options with very low premiums (such as $1/8) should be removed as
these prices are rather volatile.
Once we have obtained the filtered data, we can proceed to the next step, i.e., param-
eter estimation. In order to determine the model parameters, one common approach is to
find the set of “optimal” parameters that minimizes the “distance” between market and
model prices. There are different kinds of definitions for the distance, among which the
percentage mean squared error (PMSE) is very popular to measure the relative difference
between market and model prices. If we denote CMarket as the market price of an option
contract, let CModel be the corresponding calculated model price with a particular set
of parameters, and assume N be the total number of observations selected in a single










As the main disadvantage of chossing PMSE is that a cheap option could place an abnor-
mally high amount of weight, another choice of the objective function is the dollar mean






[CMarket − CModel]2. (1.11)
With the chosen objective function and the optimization algorithm, model parameters can
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be finally obtained.
1.4 Option pricing models
It is widely acknowledged that a good option pricing model should provide accurate results
that close to real market prices. Although the well-known Black-Scholes model has at-
tracted a lot of attention among researchers and market practitioners since the closed-form
pricing formula under this particular model is easy to implement, its simplified assump-
tions, such as the constant volatility assumption, made to achieve the analytical tractabil-
ity are inappropriate and are at odds with market observations. Therefore, a number of
modifications to the Black-Scholes model with non-constant volatility have been proposed.
In this section, we will present an overview of these option pricing models.
1.4.1 The Black-Scholes model
The Black-Scholes model introduced by Black & Scholes in 1973 is one of the most elegant
and fundamental option pricing models, which provides a good approximation for the
underlying price models. In this model, the underlying price St is assumed to follow the
log-normal distribution, which is specified as
dSt = µStdt + σStdW, (1.12)
where µ is the drift term, σ is the constant volatility, and Wt is a standard Brownian
motion. There are several important assumptions under this model that should be men-
tioned. Firstly, the bank pays continuously compounded risk-free interest rate r. Secondly,
the financial market to be worked on is perfect, which means that the market trading is
continuous and there is no transaction costs. Thirdly, short selling is permitted and all
securities are perfectly divisible. Most importantly, there exist no arbitrage opportunities,
and all derivatives can be perfectly hedged with the underlying price and bank deposit.
Under these assumptions, we can derive the PDE governing the European option prices.
Specifically, if we denote V (S, t) as the price of European options, we can construct a
portfolio longing an option and shorting ∆ shares of the underlying, which means that the
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value of this particular portfolio is
Π = V (S, t) − ∆S. (1.13)
Then, according to the Itô’s lemma, the derivative of the portfolio price can be derived as













− µ∆S)dt + (∂V
∂S
− ∆)σSdBt. (1.14)
With the strategy of dynamic hedging, the stochastic part of the above equation should
be eliminated, which implies that ∆ =
∂V
∂S











On the other hand, the portfolio becomes risk-free since there is no stochastic source, and
we can obtain
dΠ = rΠdt = r(V − ∂V
∂S
S)dt. (1.16)
Clearly, combining Equation (1.15) and (1.16), we can finally obtain the PDE for the












− rV = 0. (1.17)
The boundary conditions and the terminal condition should be specified so that we can
derive the pricing formula with the complete PDE system. We will use the European call
option C(S, t) as an example and the corresponding European put option price P (S, t)
can be derived with the so-called put-call parity
C(S, t) − P (S, t) = S − e−r(T−t)K, (1.18)
if K is assumed to be the strike price.
According to the definition of the European call option, we can easily obtain the
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terminal condition given by the final payoff at maturity as
C(S, T ) = max(S −K, 0). (1.19)
When the underlying price approaches zero, the call option becomes deep out-of-money,
which implies that the option value is close to zero
C(0, t) = 0. (1.20)
In contrast, when the underlying price approaches infinity, the call option is deeply in-the-




C(S, t) ∼ S. (1.21)
With the terminal and boundary conditions specified above, the complete PDE system


























with the initial condition




2 , 0), (1.24)
and the boundary conditions
lim
x→−∞
U(x, τ) = 0,
lim
x→+∞
U(x, τ) ∼ e
(k+1)x
2 . (1.25)
Obviously, this PDE system is a heat equation with an initial condition, which can be
solved with the theory of fundamental solution. As a result, we can finally obtain the Eu-
ropean call option pricing formula under the Black-Scholes model in the original variables
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C(S, t) = SN(d1) −Ke−r(T−t)N(d2), (1.26)
where N(·) represents the standard normal distribution function. d1 and d2 are defined as
d1 =








d2 = d1 − σ
√
T − t. (1.27)
However, as illustrated before, the constant volatility assumption in the Black-Scholes
model is inappropriate due to the existence of “volatility smile” exhibited by the implied
volatility. This has prompted several alternative kinds of models for the underlying prices,
which are discussed in the following three subsections.
1.4.2 Local volatility models
One of the most well-known approaches is proposed by Dupire [75] and Rubinstein [195],
who made volatility a deterministic function of the underlying price and time instead of
being a constant as the Black-Scholes model. In particular, the underlying asset price St
in the local Black-Scholes model under the risk-neutral measure is specified as
dS
S
= rdt + σ(S, t)dWt. (1.28)
Here we assume that European option prices denoted by V (K,T, ;S, t) in real markets
are continuous with respect the strike price K and the maturity time T . In other words the
data of European option prices with any strike price K and maturity time T are available.
In order to work out the relationship between the local volatility function σ(K,T ) and the
market option price V (K,T, ;S, t), we adopt the risk-neutral pricing rule and obtain




(S −K)p(S0, 0;S, T )dS, (1.29)
where p(S0, 0;S, T ) is the transition probability and the current time is assumed to be







p(S, T ;S0, 0)dS, (1.30)




= e−rT p(K,T ;S0, 0), (1.31)




= −rV + e−rT
∫ ∞
K
∂p(S, T ;S0, 0)
∂T
(S −K)dS. (1.32)
On the other hand, according to the forward Kolmogorov equation, the transition proba-









σ2(S, T )S2p] − ∂
∂S
[rSp]. (1.33)
Then, substituting Equation (1.33) into (1.32) can yield
∂V
∂T





















the last step of which is obtained based on the integration by parts and the substitution of
Equation (1.30) into (1.31). Therefore, rearranging the above equation can yield the cor-
responding local volatility function σ(K,T ) with the following well-known Dupire formula
σ2(K,T ) =






Although it seems very straightforward to obtain the local volatility function if we imple-
ment the Dupire formula with market data, there exist several problems associated with
the local volatility models. First of all, it is very difficult to obtain the accurate local
volatility function since the market option data is not continuous and often not enough.
Secondly, direct implementation of the Dupire formula may not yield stable and accurate
results since the denominator is directly affected by the second-order derivative of option
prices, and it would sometimes even become negative due to the existence of noise in
market option data. Most importantly, it has been pointed out that the smile dynamics
are poorly captured by local volatility models, which implies that local volatility models
fail to provide accurate results for options.
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1.4.3 Stochastic volatility models
Another natural approach to modify the constant volatility assumption of the Black-
Scholes model is to make the volatility another random variable described by a stochastic
process, which is conceptually different from the local volatility model. This assumption is
financially meaningful as many empirical studies have shown that the estimated volatility
of the underlying price tends to change randomly, and the fat-tail property exhibited by
the underlying returns can be simulated by some stochastic volatility models.
In fact, a number of stochastic volatility models have been proposed in the literature,
such the Hull-White model [127] and the Stein-Stein model [213]. Among these, one
of the most famous models is the Heston model [117], in which the volatility process
follows the CIR model with some fundamental properties being consistent with real market
observation, such as the non-negative property and the mean-reverting property. Most
importantly, a closed-form pricing formula can be derived under the Heston model, which
can contribute to the great efficiency and accuracy when pricing options and calibrating
models.
In the Heston model, the underlying price St is assumed to follow the geometric Brow-
nian motion specified as
dSt = µStdt +
√
vtStdWt, (1.36)
where µ is the drift term and Wt is a standard Brownian motion. vt is governed by the
mean-reverting process
dvt = k(θ − vt)dt + σ
√
vtdBt, (1.37)
where k is the mean-reversion speed, θ denotes the long-term mean, and σ represents the
volatility of volatility. Bt is another standard Brownian motion correlated with Wt with
correlation ρ. In order to find the PDE governing European option prices C(S, v, t), we can
again adopt the hedging strategy. It should be pointed out that unlike the Black-Scholes
model, where there is only one stochastic source, two sources of randomness present in
the stochastic volatility models. Therefore, the constructed portfolio π should contain not
only the target option C(S, v, t) and the −∆1 shares of stock, but also −∆2 shares of
another option U(S, v, t), which means
Π = C − ∆1S − ∆2U. (1.38)
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According to the Itô’s lemma, the change of the portfolio value can be obtained as
dΠ = dC − ∆1dS − ∆2dU, (1.39)
where
































































As a result, rearranging Equation (1.39) can yield
dΠ = adWt + bdBt + cdt, (1.40)



















c = AC − ∆1µS − ∆2AU .
















On the other hand, since this portfolio becomes risk-free now, the following equation
should hold according to the arbitrage-free condition
dΠ = rΠdt = r(C − ∆1S − ∆2U), (1.42)
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which implies that
cdt = r(C − ∆1S − ∆2U). (1.43)















































The left hand side of Equation (1.44) is only a function of C, while its right hand side is a
function of U . Obviously, Equation (1.44) will hold only if both sides equal to a function
with variables S, v and t. Therefore, if we denote λ(S, v, t) as the function, we can obtain




















− rC = λ(S, v, t)∂C
∂v
. (1.45)
From this, one can clearly find the European option prices under the Heston model depend
on the choice of λ(S, v, t), which is called the market price of volatility risk, and there are
certainly different choices due to the arbitrariness of the function λ(S, v, t). The results
are consistent with the argument that markets with stochastic volatility is incomplete and
there exists different risk-neutral measures. In fact, the pricing formula derived in the
Heston’s original paper [117] is based on the assumption that λ(S, v, t) = λS. However,
different fair prices of options can be obtained if we choose other risk-neutral measures,
such as the minimal entropy martingale measure.
1.4.4 Regime-Switching models
Recently, a new kind of non-constant volatility models has attracted a lot of attention
among researchers and market practitioners since a lot of empirical evidence strongly
demonstrates the existence of regime switching in the underlying price [86, 104]. One
of the most basic models in this category is the regime-switching Black-Scholes model
with the constant volatility in the original Black-Scholes model replaced by the volatility
controlled by a Markov chain jumping among different states.
In particular, the regime-switching Black-Scholes model with S being the underlying
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price under the risk-neutral measure is specified as
dS
S
= rdt + σXtdWt, (1.46)
where r and σXt represent the risk-free interest rate and the volatility respectively, and
Wt is a standard Brownian motion. Xt is a Markov chain independent of Wt, and it is
defined1 as
Xt =
 1, when the economy is believed to be in State 1,2, when the economy is believed to be in State 2,
where the transition between the two states follows a Poisson process as
P (tij > t) = e
−λijt, i, j = 1, 2, i ̸= j.
Here λij is the transition rate from State i to j, and tij is the time spent in State i before
transferring to State j.
It should be noted that under the regime-switching models, option prices become a
price vector, each element of which corresponds to each initial state of the volatility. As a
result, we can denote the European option price vector as
Ũ(S, t) = (U(S, t, e1), U(S, t, e2))
′, (1.47)
where v′ denotes the transpose of the vector v. Moreover, according to the discussion in
[83], the state space of Xt is taken to be the set of unit vectors {e1, e2} with e1 = (1, 0)′
and e2 = (0, 1)
′. In this case, for a given initial state Xt, the corresponding European
option price can be calculated as
U(S, t,Xt) =< Ũ(S, t), Xt >, (1.48)
where < ·, · > denotes the inner product of two vectors. From this, the change of the
European option price can be derived as
dU = d < Ũ,Xt >=< dŨ,Xt > + < Ũ, dXt >, (1.49)
1For illustration purpose, we use the two-state Markov chain as an example here.
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the right hand side of which can be further calculated with the Itô’s lemma as











(dS)2+ < Ũ, dXt > . (1.50)
Considering the fact that the martingale representation of the Markov chain [83] is
Xt = X0 +
∫ t
0
AXsds + Mt, (1.51)
with Mt being a martingale, we can obtain the change of the Markov chain
dXt = AXtdt + dMt. (1.52)
Furthermore, the discounted option price e−rtU should be a martingale in order to obtain



























− rU2 = λ21(U2 − U1). (1.53)
Clearly, the coupled PDE system should be solved simultaneously to obtain the European
option price under the regime-switching models, though we may only need one state price.
1.5 Structure of the thesis
In this thesis, we comprehensively study the area of option pricing, ranging from theory
and computation to model calibration and empirical studies. This thesis is organized into
three parts, with the first part working on different option pricing models with analytical
pricing formula for European options, the second part dealing with option pricing problems
with different solution techniques, and the third part focusing on several issues related to
model calibration. Each part is further divided into several chapters with each chapter
discussing one relevant issue.
Part 1 consists of three chapters, Chapter 2-4, in which three different option pricing
models are considered. In Chapter 2, upon identifying two errors in a key reference [51], a
new closed-form formula for pricing European options is derived under a particular skew
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Brownian motion, which is constructed by a linear combination of a standard Brownian
motion and a standard reflected Brownian motion. By adopting such a stochastic process
for the underlying price, we aim to introduce the non-normality property to reflect skewed
and leptokurtic returns exhibited by real market data. Numerical experiments are also
carried out to show the quantitative impacts of different parameters on the option prices.
Another key contribution of this Chapter is the proposal of a new equivalent martingale
measure called “endogenous risk neutral measure”. This is based on the fact that in
incomplete markets, the risk associated with the underlying could be split into two parts;
an endogenous part that measures the risks within the financial system which is somewhat
controllable as they are mainly due to management and people’s interaction with each
other, and an exogenous part that refers to the risks caused by external factors, over
which we have no control.
In Chapter 3, we propose a new stochastic volatility model with the constant volatility
of volatility in the Heston model following a Markov chain so that it could jump between
different states. Our motivation for adopting this particular model is that a lot of empirical
evidence has demonstrated the existence of regime-switching. Furthermore, we present an
analytical approximation formula with the perturbation method, which is rather simple
with only normal distribution function involved and is suitable for options with short
tenors. In order to show the performance of our newly proposed model in real markets,
we have also conducted empirical studies to make the comparison of our model and the
well-known Heston model with S&P 500 returns and short-tenor options. Results confirm
that our model generally outperforms the Heston model, and thus it could be used as an
alternative to the Heston model for some markets.
Different from the two models in Chapter 2 and 3, the model we adopt in Chapter 4 is
one kind of non-structural models so that some particular characteristics of the underlying
returns can be captured. In specific, we assume that the log-returns of the underlying
follow a truncated normal distribution. The motivation for us to propose such a new
model is that all the pricing models in the existing literature assume that the underlying
price is unbounded above, which is not consistent with reality as there is no way that any
underlying price could reach infinity. The price range of the underlying price under this
model can be determine based on traders’ own view of what a reasonable price range of
the underlying should be before the option expires. Moreover, the Black-Scholes model is
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a special case of our model since the truncated normal distribution could degenerate to
the normal distribution when the lower and upper bound approach negative and positive
infinity respectively. We also derive a closed-form pricing formula for European options,
which does not bring any significantly extra burden compared with the B-S formula as far
as the computational efficiency is concerned with numerical experiments showing various
properties of the new formula.
In Part 2, different solution techniques are adopted to solve option pricing models.
This part contains four chapter, i.e., Chapter 5-8. Specifically, in Chapter 5, we consider
the problem of pricing European options under the Black-Scholes model with fixed-amount
dividends. It should be noted that unlike the case that the dividends are continuously
compounded or proportional to the underlying price, where closed-form pricing formula
can be easily found, analytical pricing formula for fixed-amount dividends has never been
discovered in the literature, which makes it hard to be implemented in real markets since
the calibration process is time consuming and the calculation of option prices with nu-
merical methods can cost much more time. We therefore derive a general closed-form
approximation formula for all the cases of the single and multiple dividends to value Euro-
pean options with the Taylor series approximation technique. Our formula can certainly
facilitate the application in real markets since no matter how many times the underly-
ing pay its dividends before the expiry of the option, the formula is always the sum of
one-dimensional integrals, the implementation of which is very efficient. Furthermore,
numerical experiments are subsequently carried out to show the accuracy of the newly
derived formula.
In Chapter 6, we derive a new closed-form pricing formula in series form for European
options under the Heston model with the minimal entropy martingale measure. It should
be pointed out that the introduction of stochastic volatility has made the market incom-
plete and there exist different equivalent martingale measures, which makes it financially
important to choose an appropriate risk-neutral measure. The minimal entropy martingale
measure is a reasonable choice since choosing it is equivalent to attaining the maximum
expected utility [91]. Although the pricing problem becomes much more complicated than
the results presented in the original Heston model since there exist variable coefficients
in the PDE system governing European option prices as a result of the time-dependent
drift term in the volatility process introduced by the particular risk-neutral measure, we
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still manage to obtain an analytical pricing formula expressed as an infinite series. We
are also able to provide a lower bound for the radius of convergence such that the series
solution would converge if the time to maturity is less than the lower bound, which makes
our solution even more attractive. In addition, numerical results are provided to show
the speed of convergence of the series solution, and the accuracy of the formula is further
demonstrated by the comparison of the prices calculated with our formula and those ob-
tained through finite difference method and Monte Carlo simulation. Finally, we provide a
slightly modified pricing formula for European options constructed with a set of different
formulae that hold for different time range so that the entire time horizon can be covered
by converged solution.
In Chapter 7, we present a new integral equation for American put option prices under
the Black-Scholes model. There are several steps to take before we reach the new integral
equation. Firstly, we present a new free boundary problem with a new PDE system
governing the first order derivative of the American put price with respect to the time
to maturity. Upon noticing the fact that the free boundary is a monotonic decreasing
function of the time to expiry, we apply a novel approach that one of the variables, the
time to expiry, in the new PDE is replaced by the free boundary. In this way, a linear
PDE containing an unknown free boundary is transformed into a nonlinear PDE with the
fixed boundary. After applying the Fourier transform to this particular nonlinear PDE,
an analytical solution in the Fourier space is successfully derived. However, our approach
should not be regarded as successful if we can not obtain the analytical inversion of the
solution since the numerical inversion of a function in the Fourier space is not simple and
often time-intensive. Fortunately, we finally manage to derive a simple and elegant integral
equation after applying the inverse Fourier transform. Numerical experiments are also
carried out to confirm the accuracy of the newly derived integral equation by comparing
the results calculated with our formula and those obtained from other approaches in the
existing literature.
In Chapter 8, we propose a new numerical algorithm for option pricing combining
Monte-Carlo simulation and the ADI method, in which we artificially generate boundary
conditions with Monte-Carlo simulation and then the option pricing problem inside the
boundaries are solved with the ADI method. With this new method, we can avoid being
restricted to work on a very large domain since the semi-infinite domain of the underlying
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price (as well as the volatility) needs to be truncated, and usually we need to choose a
large enough boundary so that the boundary condition at the truncated domain can be a
good approximation of that at infinity. Numerical experiments are subsequently carried
out to show the accuracy as well as efficiency of the new approach.
The last part of this thesis focuses on the problem of calibrating different models, and
in particular focus on two different issues. This part is further divided into four chapters,
i.e., Chapter 9-12. The first issue we work on is to propose alternative forms of the existing
models that can provide better performance than the original versions in real markets. Our
work seems to be meaningless since the form is actually equivalent to the original version
if one could determine all model parameters analytically. However, the calibration of a
model in reality is so complicated that model parameters always need to be determined
numerically with an optimization algorithm. In the latter case, one would never be able
to obtain the “optimized” set of parameters, but probably would have to settle near it. In
Chapter 9, we propose an alternative form of the well-known Heston model by proving and
imposing the necessary and sufficient conditions on a general stochastic volatility model to
ensure the existence of a solution in an affine form. This alternative form can offer certain
advantages in parameter determination, which is demonstrated with an empirical study
with S&P 500 returns and options. Results show that our form generally outperforms the
original Heston version for the case tested so far and it could be used as an alternative to
the Heston version for some markets.
In Chapter 10, to further demonstrate the results in Chapter 9 that different forms of
one model can provide different performance in real markets, we propose an alternative
form of the Stein-Stein model, which is another famous stochastic volatility model with a
closed-form pricing formula for European options. After we have successfully derived the
analytical formula under the new form, we also make empirical comparison of our form
and the original Stein-Stein version based on the S&P 500 Index returns and options to
show the superiority of this new form.
The second issue of this part is how to calibrate local regime-switching models. Ac-
tually, there are few empirical studies on regime-switching option pricing models, the
calibration of which still remains a challenge; one is that the calibration market price
for a single option is available in real markets while two corresponding state prices are
needed, and another is that an efficient algorithm needs to be developed to recover the
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two local volatility functions. In Chapter 11, we propose a new “closed” system on how to
price options in real markets with classical regime-switching models, based on which one
market price is split into two market-implied state prices through two reasonable equa-
tions. With the obtained two sets of market-implied state prices, we proceed to design
an efficient algorithm to recover local volatility functions with the Dupire formula for the
local regime-switching models through the Tikhonov regularization approach. We have
also conducted numerical tests, the results of which clearly show that our algorithm can
recover volatility functions of different shapes.
In Chapter 12, we propose a new algorithm to directly calibrate local regime-switching
models without using the Dupire formula for the local regime-switching models under the
new “closed” system established in Chapter 11. The calibration problem is firstly trans-
formed into an inverse problem, which is further formed as a minimization problem. By
applying the Tikhonov Regularization, two necessary conditions are derived to obtain the
optimal solution with a designed numerical algorithm. One of the most important differ-
ences between the two algorithms in Chapter 11 and 12 is that the variational derivative
involved in the necessary conditions is obtained directly as the numerical solution of cer-
tain PDEs by introducing the Dirac delta function here, while it is dealt with in Chapter





A new closed-form formula for
pricing European options under a
skew Brownian motion
2.1 Introduction
An option is a financial derivative which gives the holder of a call the right to buy and the
holder of a put to sell the underlying asset for a strike price in the future. European options
can only be exercised on the expiration date while American options can be exercised any
time before its maturity. In this chapter, we consider the problem of pricing European
call options with the underlying asset being assumed to follow a stochastic process driven
by the sum of a standard Brownian motion and a reflected Brownian motion that are
independent of each other. The corresponding pricing formula for European put options
can be easily derived since the call-put parity still holds under skew Brownian motions.
In 1973, a great breakthrough in option pricing was first achieved by Black & Sc-
holes [19] who assumed that the log-returns followed a normal distribution and obtained
a closed-form option pricing formula. However, there are some drawbacks in the B-S
(Black-Scholes) model because of some unrealistic assumptions made to achieve analytical
simplicity and tractability. Firstly, the normality of the log-return model can not capture
the features like skewness [188], fat-tails [191] and time-dependence [153] that appear in
the real market data. Secondly, the assumption of constant volatility in the well-known
B-S model proved to be an over simplification as a result of the observed “volatility smile”
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from market data [73]. These two major drawbacks among some other minor ones, have
prompted research in searching for modification of B-S model.
In the literature, many attempts have been made to modify the B-S model related to
distributional assumptions. Among them, Lévy processes are really popular since they
have independent and stationary increments as the Brownian motion. First kind is the
jump-diffusion models with Guassian jumps. Merton [178] proposed a model whose jumps
in the log-returns have a Guassian distribution and Kou [158] adopted another one with the
jump size having an asymmetric double exponential distribution. Another one is infinite
activity lévy process where the Brownian component is omitted. Madan [173] introduced
the Variance-Gamma model which is a time-changed Brownian motion. Others in this
category include Normal Inverse Gaussian process used by Rydberg [196], CGMY model
proposed by Carr, et al. [29] and Generalized hyperbolic model adopted by Eberlein [77].
Also, fractional Brownian motion was used to replace Brownian motion by Necula [185]
for the long range dependence in asset price [225]. Other modifications are to incorporate
time-dependent volatility including deterministic local volatility and stochastic volatility.
The former one is adopted by Dupire [74] and the latter one includes the well-known Hull
& White model [127] and Heston model [117].
A stochastic process considered in this chapter in option pricing is constructed with
a skew Brownian motion. By “skew”, we mean that the distribution of the underlying
asset log-price is no longer symmetric and is instead a skew-normal distribution. Skew
Brownian motion was firstly introduced by Itô & McKean [139] and indeed it is indexed
by a skew parameter α ∈ [0, 1], and its excursion from zero has the probability α to be
positive and 1 − α to be negative. Need to say that a series of studies has been done re-
garding skew Brownian motions. For instance, Harrison & Shepp [108] connected the skew
Brownian motion to a particular stochastic equation and showed it was a unique solution
to that equation under certain conditions. Another example is given by Lejay [166], who
summarized several ways to construct skew Brownian motions and also introduced their
extensions and potential applications.
Recently, several authors have adopted skew Brownian motions and skew-normal dis-
tributions in financial modeling. For example, skew-normal distribution was applied to
portfolio selection by Adcock & Shutes [2] while Vernic [218] proposed skew-normal distri-
bution as an alternative to classic distributions for risk measurement and capital allocation.
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Moreover, it has been pointed out by Eling et al. [80] that the Azzalini skew-normal dis-
tribution [8], which is the probability density of the adopted skew Brownian motion in this
chapter, has a number of advantages compared with common measures of skewness. Nilsen
& Sayit [186] even went further and provided their opinion that skew Brownian motions
were able to describe the bounces and sinks of financial firms in distress. Furthermore,
Decamps, et al. [65], Corns & Satchell [51] and Gairat & Shcherbakov [92] used them in
derivative pricing. In particular, Decamps and Gairat & Shcherbakov built a relationship
between discontinuous local volatility models and skew Brownian motions, which can be
used in option pricing. In terms of option pricing by adopting skew Brownian motions
directly in asset modeling, Corns & Satchell [51] were the first to derive a pricing formula
for European options. Unfortunately, the results they provided are completely wrong,
which will be proven later in this chapter.
In our chapter, we choose a typical type of skew Brownian motions, constructed by
a linear combination of a standard Brownian motion and a standard reflected Brownian
motion, whose density function is a skew-normal distribution. By adopting the particular
skew Brownian motion in option pricing, the non-normality property is introduced in the
distribution of log-returns, which is skewed and leptokurtic observed in real market. We
will firstly show the results in the paper of Corns & Satchell [51] are incorrect and then
use the martingale approach to derive the new formula for the price of European call
option. In the process of developing this new pricing formula, another key contribution of
this chapter emerged: for pricing financial derivatives in any incomplete markets, if the
risk associated with the underlying could be split into two parts, an endogenous part that
measures the risks within the financial system which is somewhat controllable as they are
mainly due to management and people’s interaction with each other, and an exogenous
part that refers to the risks caused by external factors, over which we have no control,
then a risk neutral martingale measure called “endogenous risk neutral measure” could be
adopted. It is based on this new concept that our pricing formula was derived.
The rest of the chapter is organized as follows. In Section 2.2, we will point out and
confirm two errors contained in [51], which leads to a totally wrong pricing formula. In
Section 2.3, We will first briefly introduce this particular class of skew Brownian motions
we adopt. The real challenge is to find a new equivalent martingale measure, based on
which we are able to derive a closed-form analytical solution for pricing European options
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under the skew Brownian motion constructed by the sum of a standard Brownian motion
and a reflected Brownian motion that are independent of each other. In Section 2.4,
numerical examples and some useful discussions are presented. Concluding remarks are
given in the last section.
2.2 Incorrectness of a key pricing formula
As pointed out in the previous section, Corns & Satchell [51] option pricing formula was a
key pricing formula in closed form with the adoption of skew Brownian in the assumptions
of underlying dynamics. Unfortunately, there are two key errors in their formula. To
demonstrate that the errors are not simple typos and the correction needs a careful choice
of a new risk-neutral measure, two lemmas need to be introduced first in this Section.













where ϕ and Φ represent the standard normal density and distribution functions, respec-














FY (y) = P (Y ≤ y) = P (lnX ≤ y) = P (X ≤ ey) = FX(ey),
from which we can derive
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which can be simplified to
E(zeθz) = 2euθ+0.5θ
2σ2(u + θσ2)Φ(δθσ) + 2euθ+0.5θ
2σ2ϕ(δθσ)δσ. (2.3)






Let St denote the underlying asset price at time t and f(ST | St) be the probability
density function of ST conditional upon the St for t < T as defined in [51]. The expression
f(ST | St), which is used in option pricing, is wrongly derived from the expression of St,
which is proven by contradiction.
On one hand, according to [51],













, which implies lnST =
σ
√
T − ty + lnSt + (r − 0.5σ2)(T − t) − ln[2Φ(δσ
√
T − t)]. From Lemma 5.2.1, we know
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that






by which we can calculate
E(lnST | St) =
∫ ∞
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= lnSt + (r − 0.5σ2)(T − t) − ln[2Φ(δσ
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The last step results from Lemma 5.2.2.





where X̄t is a Q skew Brownian motion. So we can obtain the following two equations,
lnSt = lnS0 + (r − 0.5σ2)t− ln[2Φ(δσ
√
t)] + σX̄t,
lnST = lnS0 + (r − 0.5σ2)T − ln[2Φ(δσ
√
T )] + σX̄T .
Then combining these two equations yields
lnST − lnSt = (r − 0.5σ2)(T − t) − {ln[2Φ(δσ
√
T )] − ln[2Φ(δσ
√
t)]} + σ(X̄T − X̄t),
which leads to another expression of E(lnST | St) given below,






Subtracting Equation (2.8) from Equation (2.6) on both sides respectively and getting
expectation from the both sides of the resulted equation, the following should be valid.
E[σ(X̄T − X̄t)] = ln[2Φ(δσ
√
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T − t) = ln[2Φ(δσ
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T − t)], (2.9)
which should hold if (2.5) was correct.
To prove an equation correct, we have to show it holds for every set of parameters. On
the other hand, to prove an equation wrong, all we need to do is to show that is does not
hold for a single set of parameters. Here, we can demonstrate that Equation (2.9) does
not hold as we can easily find not only one, but a set of continuous points in the parameter
space such that the difference between the two sides of Equation (2.9) is far from zero.




















Figure 2.1: Differences among the two sides of the equation (2.9)
Plotted in Figure 2.1 are percentage differences between the two sides of Equation (2.9)
with δ = 0.5, σ =
√
0.4 and t = 5, when T − t is varied with in a range of T − t ∈ [1, 45].
Indeed, the maximum difference for this set of parameters reaches 14%, which implies that
(2.9) does not hold and thus completes our proof through contradiction. The incorrectness
of (2.5) naturally leads us to draw a conclusion that the pricing formula (14) in [51] is
incorrect.
We could not exactly identify the reason where the mistake was made until we had
realized that Corns & Satchell [51] had taken the extension of f(lnSt|S0) to f(lnST |St) for
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granted, which is not true since the reflected Brownian motion does not have a stationary
increment. Then the question raised was that why they needed to make such an extension
if they already knew the relationship between ST and St. As we dug further, we eventually
found another error that they had regarded EQ[e−rTST | F0] = S0 as the condition for
the discounted asset price to be a martingale. However, this condition is actually only a
necessary but not sufficient condition for e−rtSt to be a martingale, which again shows
that the obtained option price, based on a wrongly chosen condition, should not be a fair
price.
This point deserves to be elaborated a bit further as there are authors who deliberately
use the condition EQ[e−rTST | F0] = S0 in their papers to derive option pricing formulae
[52, 156, 174]. Are they all wrong?
In the literature, there are two main kinds of option pricing models, the so-called
structural models [19, 117, 173] and non-structural models [148]. While the former tries
to capture the dynamics of the underlying stock price at every moment for a given period of
time horizon, the latter only specifies the probability density function of the underlying at
maturity conditional upon the filtration at the current time without completely describing
the fine details of the stochastic process themselves at each moment. More specifically,
the necessary and sufficient condition EQ[e−rTST | Ft] = e−rtSt for any t ∈ [0, T ] is
used in structural models to price an option [162], whereas only the necessary condition
EQ[e−rTST | F0] = S0 is adopted in non-structural models as a so-called “martingale
restriction” [170] rather than a full martingale, which financially implies that arbitrage
opportunities may exist.
Now, in terms of option pricing, if one wants to develop a pricing formula under the
risk-neutral measure, structural models must be adopted since in this case the goal of
perfect hedging at any time t ∈ [0, T ] can be achieved under the martingale framework.
With structural approaches, we focus on the dynamics of the underlying following a specific
stochastic process. Once a process is chosen, one then has no control on the probability
density function that describes the distribution of the underlying at the expiry, which may
result in a mis-price of the option, a well known “volatility smile” phenomenon [195]. On
the other hand, one may wish to have a better control on the statistic properties, such
as skewness and kurtosis in addition to mean and variance, of the underlying distribution
at the expiry, in order to alleviate the “volatility smile”. But, then it is very difficult to
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find a process that yields the desired distribution. So, the essence of the non-structural
approaches is to obtain option pricing formulae that yield results closer to market data at
the expenses of giving up the “risk neutral” assumption, or we could say that deliberately
using a weaker condition, EQ[e−rTST | F0] = S0, to derive a pricing formula is the rational
behind the development of non-structural models. Therefore in this sense, what Corns &
Satchell [51] did is not completely wrong.
However, what Corns & Satchell [51] did get wrong is that they already assumed the
underlying asset price follow a geometric skew Brownian motion in [51], which implies that
a pricing formula should be derived within the framework of structural models. They only
adopted the “martingale restriction” EQ[e−rTST | F0] = S0 (a weaker condition), instead
of the full martingale condition, i.e. EQ[e−rTST | Ft] = e−rtSt, in their derivation process.
An extremely simplified binomial tree with two steps is established to show the potential
quantitative difference by imposing these two conditions.
Let’s take Yt as the underlying asset price and assume that it will move up to µiYt or
fall to diYt after each step, where i = 1, 2. We further assume that Y0 = K = 100, r =
0.05, dt = 1, where K is the strike price, r represents the risk-free interest rate and dt
denotes the time duration of one step. On one hand, if we only know the information
at present and at expiry, we can give the states of the underlying prices after two steps,
i.e. YT = {81, 99, 121} and we do not know what values µ and d take in each step. As a




−0.1(1 − p1 − p2) = 100,
which implies that p1 should be in the range of [0.5114, 0.7313]. Therefore, the European
call option price should be in the range of [9.7,13.9] instead of a unique price. On the
other hand, if we know the exact µi and di in each period, for example, we just set
µ1 = µ2 = 1.1 and d1 = d2 = 0.9, we can impose the necessary and sufficient condition
EQ[e−rTYT | Ft] = e−rtYt, which can certainly leads to a unique risk-neutral price 10.7.
Hence, it is not difficult to find that the maximum mis-pricing could reach 30% in this
case.
One of the possible reasons for them to do so could be that they could not find a true
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martingale measure for the process constructed by the particular geometric skew Brownian
motion, which was a major difficulty that we also faced and tried to overcome when we
wanted to work out a correct option pricing formula with the full martingale condition
imposed. At the end, we successfully found such a risk-neutral measure with respect to
the geometric skew Brownian motion and derived a new pricing formula, as will be shown
in the next Section.
2.3 New Formula
In this section we will first briefly introduce a particular kind of skew Brownian motions,
which is applied to model underlying asset returns. And then a new martingale measure
is introduced, based on which a martingale method is used to derive a pricing formula for
European call options.
2.3.1 Introduction of skew Brownian motion
Let (Ω, F, P ) define a probability space where F is a σ -algebra on Ω and P is a probability
measure on (Ω, F ).
Proposition 2.3.1. The diffusion process {Xt, t ≥ 0} defined as follows
Xt =
√
1 − δ2W1,t + δ | W2,t |, δ ∈ (−1, 1), (2.10)
with W1,t and W2,t being two independent standard Brownian motions, is a kind of skew











The proof of this proposition can be found in [51].
2.3.2 A new equivalent martingale measure
As we mentioned in the last Section that the martingale measure in [51] is not correct,
we need to find a new martingale measure Q, under which e−rtSt is martingale. However,
it has been pointed out by Nilsen & Sayit [186] and Rossello [193] that if the underlying
price process follows a geometric skew Brownian motion under the physical measure, then
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arbitrage opportunities can occur. As a result, in order to price options still under the
framework of the skew Brownian motion, a new underlying price process under the physical
measure should be proposed first.
If we let Xt be the skew Brownian motion defined in the last subsection, and let
Wt =
√
1 − δ2W1,t, Rt = δ | W2,t |,
then the price process under the physical measure is assumed to follow
ST = Ste
µ(T−t)−l(Rt)+σ(XT−Xt), (2.11)
where l(z) = ln(Φ[
z + (T − t)σ2δ2√
T − tσδ
] + e−2zΦ[
−z + (T − t)σ2δ2√
T − tσδ
]). By adding this “ad-
justed” process l(Rt) under the Physical measure, e
σ(RT−Rt)−l(Rt)−0.5σ2δ2(T−t) itself be-
comes a martingale and the market driven by Process (2.11) can become arbitrage free
since there exist equivalent martingale measures. To be more specific, if we make the
measure transform of
W̄1,t = W1,t +





W̄2,t = W2,t, (2.12)
where W̄1,t and W̄2,t are independent Brownian motions under the equivalent martingale




where X̄T and R̄t represent the skew Brownian motion and reflected Brownian motion
under Q respectively.
It should be noted that although a semimartingale representation for our model can
hardly be derived due to the expression of l(z), it is natural for us to view our model as an
incomplete market model, since there exist two independent Brownian motions. As a re-
sult, there are different equivalent martingale measures one could choose to price an option
[91, 201]. Our choice for this particular martingale measure is motivated by the so-called
“minimal martingale measure” [201] in the sense that we assume only risks associated with
45 2.3. NEW FORMULA




1−δ2(W1,T−W1,t) constructed with W1,t represents the endogenous risk
of the underlying itself while the stochastic process eσδ(|W2,T |−|W2,t|)−l(δ|W2,t|)−0.5σ
2δ2(T−t)
constructed with W2,t is used to model all the exogenous risks. As shown before the pro-
cess eσδ(|W2,T |−|W2,t|)−l(δ|W2,t|)−0.5σ
2δ2(T−t) is a martingale and thus there is no need for us
to hedge the exogenous risk associated with W2,t, over which we actually have no control.
Therefore, we should only focus on hedging the endogenous risk associated with W1,t. This
implies that W2,t remains unchanged, whereas there is a shift for W1,t under the measure
transform performed in Equation (2.12). For this reason, we have named this particular
martingale measure “endogenous risk neutral measure” to suggest that only the risk asso-
ciated with the endogenous process should be fully hedged and there is no need to hedge
the exogenous part since it is already a martingale. It of course also reflects that there is
no unique risk neutral martingale measure when the process (2.11) is adopted to simulate
the dynamics of an underlying as a result that the risk associated with the exogenous
process can not be fully hedged at all since it is beyond our control.
In fact, this concept of splitting the total risk into two parts, namely endogenous
risk and exogenous risk, and then pricing a financial derivative with an “endogenous risk
neutral measure” can be extended to other option pricing models with different stochastic
processes being adopted for incomplete markets. Of course, the key to the success hinges
on a successful split of an incomplete market under the physical measure into two processes
that are independent with each other with one being a martingale, taking all exogenous
risks into consideration while another representing endogenous risks. Then, the concept
of enforcing an “endogenous risk neutral measure” through measure transformation can
be adopted as a financial justification of pricing derivatives. Of course, like some other
approaches proposed in the literature to price financial derivatives in incomplete markets,
such as [91, 201], our proposed “endogenous risk neutral measure” approach adds a new
“flavor” to the literature; whether or not it is superior to other approaches are yet to be
tested by empirical studies.
After providing the financial interpretation for such a martingale measure, we are now
ready to justify the mathematical correctness of this choice. Actually, it is not difficult to
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obtain the following conditional expectation
EQ[e−rT · er(T−t)+σX̄T | Ft] = Ste−rte−σW̄t−σR̄tE[eσW̄T+σR̄T | Ft].
In addition, it can be easily derived that





















Since {W̄t, t ≥ 0} and {R̄t, t ≥ 0} are independent, the vector (W̄T , W̄t) and (R̄T , R̄t) are
independent of each other (∀t < T ). Then




fσW̄T ,σW̄t · fσR̄T ,σR̄t
fσW̄t · fσR̄t
= fσW̄T |σW̄t · fσR̄T |σR̄t . (2.16)
As a result, we have









EQ[e−rT · er(T−t)+σX̄T | Ft] = Ste−rte0.5σ
2(T−t)el(z). (2.17)
This implies EQ[e−rTST | Ft] = e−rtSt, i.e. e−rtSt is a martingale.
One of the important assumptions in option pricing theory for complete markets is
that there are no arbitrage opportunities. According to the fundamental theorem of asset
pricing [61], the market is arbitrage-free if and only if there exists an equivalent martingale
measure. Thus, successfully obtaining such a measure as shown above has paved the way
for the success of deriving a risk-neutral pricing formula for European call options.
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2.3.3 A new closed-form option pricing formula
Now we are ready to derive the option pricing formula under Q.
Proposition 2.3.2. Let the underlying asset price St follow the particular process (2.13)
under the martingale measure Q that we derive in the last subsection, the European call
option pricing formula can be written as
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g(m) = ln Φ(C1) + e
−2mδΦ(C2), m =| W2,t |,
C1 = sgn(δ)
m + (T − t)σ2δ√
T − tσ
, C2 = sgn(δ)




 1, x ≥ 0,−1, x < 0.
Proof. A probability approach is applied to derive the closed-form formula for European
call option price C(S, t).
Let
a = lnK − lnSt − (r − 0.5σ2)(T − t) + l(z) + y + z,
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we then have
C(S, t) = e−r(T−t)EQ[(ST −K)+ | Ft],










f(u | y, z)du. (2.19)
Here, f(u | y, z) is regarded as the conditional probability density function fσWT+σRT |σWt,σRt .
What we need to know is the two integrals in Equation (2.19) since the other terms are
known by now. Therefore, f(u | y, z) should be firstly derived, which is needed in the
calculation of the two integrals. Recall Equation (2.16) in the last subsection,
fσWT ,σRT |σWt,σRt = fσWT |σWtfσRT |σRt , (2.20)
the conditional probability density function fσWT+σRT |σWt,σRt can be easily derived as





























δ2(u− y − z) + z
δσ
√
(T − t)(1 − δ2)
,
a2 =
δ2(u− y + z) − z
δσ
√
(T − t)(1 − δ2)
.
As a result, we arrive at
∫ +∞
a
















By means of transformation of the variable x =




, the above equation










T − tx + (T − t)σ2] + z
σδ
√










T − tx + (T − t)σ2 + 2z] − z
σδ
√









In a similar fashion, with w =




, we can obtain
∫ ∞
a
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C(S, t) = Ste
−l(z)Ψ1(b1) −Ke−r(T−t)Ψ2(b2).
Now let z = mδ(z = δ | W2,t |), hence m have the density h(m) = 2√2πte
−m
2
2t , m ≥ 0.
Then
C(S, t) = StM1(b1) −Ke−r(T−t)M2(b2). (2.24)
This has completed the proof.
The option pricing formula that we have just derived is of the same form as that of
the B-S formula, except N1(d1) and N2(d2) have been replaced by M1(b1) and M2(b2),
respectively. Thus, the financial interpretations of this new formula is exactly the same as
that for the B-S formula, which can be obtained from the derivation of the new formula.
Specifically, M2(b2) represents the probability of exercising the option when it expires
under the risk-neutral probability measure Q, which can be deduced from the following
equation obtained from Equation (2.19):
M2(b2) = E
Q[I(ST>K)] = P
Q(ST > K). (2.25)
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It may be a little more complicated to interpret M1(b1). Actually, we have the following
equation which can be easily derived again from Equation (2.19):
StM1(b1) = e
−r(T−t)EQ[ST · I(ST>K)]. (2.26)
























Qs(ST > K). (2.27)
Combining Equation (2.26) and (2.27) we can obtain
M1(b1) = P
Qs(ST > K), (2.28)
which implies that M1(b1) is the probability of exercising the option at the maturity under
the measure Qs.
On the other hand, the newly derived formula is different from the B-S formula with
a newly added parameter δ which represents skewness. When δ = 0, one can easily verify
that it does degenerate to the B-S formula as expected. In addition, our pricing formula
depends on the initial value of W2,t and it is analogous to the stochastic volatility model
where the option price will be dependent on the initial value of the volatility. However,
unlike the stochastic volatility model, the newly proposed formula in this paper is really
easy to compute since the integrals M1(b1) and M2(b2) can be numerically evaluated
straightforwardly.
The corresponding Greeks ∆c, Γc, Rc, and Kc, where the subscript c denotes the call
option, can be easily worked out as those under the B-S model, and we omit the other
two Θc and Λc due to the complicatedness of their expression. Here are the new Greeks
51 2.4. NUMERICAL EXAMPLES AND DISCUSSIONS

























= SI1 −Ke−r(T−t)I2 − SI3,
























































































T − tsgn(δ)(ϕ(C1) + e−2mδϕ(C2)) − 2me−2mδΦ(C2)]dx.
Here, F1, F2, G1, G2, C1, C2 are defined as before.
The financial interpretations of ∆c, Γc, Rc and Kc are similar to those in the B-S model.
However, it is hard to decide how the changes of t and σ will affect the price of option due
to the complicated formula of Θc and Λc. Another Greek Ωc, which is introduced by the
skewness parameter δ, will be studied further to see its impact on option pricing in the
next Section.
2.4 Numerical examples and discussions
It is interesting to see if the corrected formula would result in some significant differences.
In this section, we choose the same benchmark case as that presented in [51] in order to
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demonstrate the differences between the two formulae. We also want to explore the rate
of change of option price with respect to a change of the skewness parameter, δ, which is
a new Greek as a result of introducing the skew feature of the underlying price observed
in market data.
2.4.1 Comparison with Corns & Satchell’s [51] results
With the same parameters as those used in [51], i.e., St = 100,K = 100, r = 0.1, σ
2 =





, the calculated call option prices for different values of δ and St are tabulated for
comparison purpose in Table 2.1. For the easiness of comparison, the differences between
the new results and those presented in [51] are shown by percentage in Table 2.2.
From Table 2.2 we can see that the difference in option prices between the two formulae
becomes larger when the absolute value of the skewness parameter, |δ|, is increased, which
means the increase in the absolute value of δ enlarges the extent of the difference. This
is somewhat expected as large |δ| implies that the probability density function of the
underlying price is more skewed. What was not expected is that the values of the extent
of the differences, for example when |δ| = 0.75, could be even more than thirty percent!
Such a significant difference suggests that using a wrongly derived pricing formula could
lead to more than 30% errors than using the corrected formula. When δ = 0, our results
are the same as the original ones, which would happen only in this case, simply because
the two pricing formulae will degenerate to B-S formula.
Table 2.1: C(St, t) for different values of δ and St
St δ = −0.75 δ = −0.5 δ = −0.25 δ = 0 δ = 0.25 δ = 0.5 δ = 0.75
90 7.80 8.08 8.31 8.39 8.31 8.08 7.80
100 12.92 13.32 13.59 13.68 13.59 13.32 12.92
110 19.33 19.81 20.10 20.19 20.10 19.81 19.33
Table 2.2: Differences for different values of δ and St by percentage
St δ = −0.75 δ = −0.5 δ = −0.25 δ = 0 δ = 0.25 δ = 0.5 δ = 0.75
90 31.09% 9.04% 1.96% 0 1.71% 7.88% 23.42%
100 16.08% 5.46% 1.19% 0 1.12% 5.05% 14.34%
110 8.29% 3.18% 0.75% 0 0.75% 3.18% 8.66%
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2.4.2 Discussion on Greeks
Among all Greeks, Ωc, which describes the influence of the skewness parameter δ on
European call option prices, is the most interesting one since there is no counterpart in
the B-S model. In the following study, we only change one parameter at a time in the
expression of Ωc and while holding other parameters the same as those described in the
previous sub-section.















(a) Changes of Ωc with three different values of S.















(b) Changes of Ωc with three different values of K.















(c) Changes of Ωc with three different values of r.













(d) Changes of Ωc with three different values of σ.

















(e) Changes of Ωc with three different values of T −
t.
Figure 2.2: Changes of Ωc according to δ
Depicted in Figure 2.2 are the variations of Ωc vs. a set of δ values varying between
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(a) Our price vs B-S price when S ∈ (80, 120).
















(b) Our price vs B-S price when K ∈ (80, 120).














(c) Our price vs B-S price when r ∈ (0, 1).
















(d) Our price vs B-S price when σ ∈ (0.1, 1).












(e) Our price vs B-S price when T − t ∈ (0.01, 1).
Figure 2.3: Our price vs B-S price for different ranges of different parameters
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−0.95 ≤ δ ≤ 0.95 with three discrete various chosen from each of the remaining 5 parame-
ters to demonstrate the impact of these parameters on Ωc. It is interesting to observe from
Figure 2.2(a) and 2.2(b) that values of |Ωc| for options that are clearly “in the money”
are obviously larger than those for options that are “out of money” when |δ| approaches
1, whereas such a sharp contrast is not so clear when δ is close to zero. In other words,
this suggests that option price is more sensitive to the skewness of the probability den-
sity function of the underlying asset when |δ| is close to 1 if options are “in the money”.
On the other hand, the variation of |Ωc| taking the risk-free interest rate as a parameter
seems to display something quite different. As is shown in Figure 2.2(c), changes of δ
have almost the same effect on option prices when the risk-free interest rate r varies below
0.1. Furthermore, the variations of |Ωc| taking the volatility and time to expiration as a
parameter are shown in Figure 2.2(d) and 2.2(e), respectively. It should be noticed that
the larger σ or T − t, the more impacts the changing δ will have on the option price in the
whole region of −0.95 ≤ δ ≤ 0.95.
One of the most important features, which is exhibited by all the five figures in Figure
2.2, is that Ωc tends to be positive when δ is positive and vice versa, which means the
option price will increase when the negative δ increases and it will drop when the positive
δ increases. So we can conclude that the maximum option price is reached when δ = 0,
which is exactly the B-S price.
What is shown in Figure 2.3 is the comparison of the option price obtained from the
newly derived formula with the B-S price. It should be noticed that the influence of S,K, r
on the option price calculated with our formula is similar to that on the B-S price, which
is clearly shown in Figure 2.3(a), 2.3(b) and 2.3(c) respectively while in Figure 2.3(d)
and 2.3(e) the difference between our price and B-S price is enlarged when the value of
volatility σ or time to expiration T − t increases. Collectively, all the figures in Figure 2.3
confirm that the trend of the option price calculated with our formula is indeed the same
as what we have discussed at the end of Section 3. In particular, our prices are lower than
the B-S prices, which can be partly explained by the decrease in the variance of stock




In this chapter, a new European call option pricing formula is derived when the dynamics of
the underlying is modeled by a special kind of skew Brownian motions, which is introduced
to capture the non-normal property of the distribution of log-returns. Upon identifying two
errors in a key reference in this area, we introduced a new equivalent martingale measure
named “endogenous risk neutral measure”, based on which the analytical tractability of
the problem is preserved and a new closed-form pricing formula is obtained. Using the
newly derived formula, the quantitative impacts of different parameters, especially the
skewness parameter δ, on the option price are discussed through numerical experiments.
To be more specific, our price tends to decrease when the absolute value of δ increases,
which implies that the maximum option price is reached when δ = 0.
Chapter 3
An analytical approximation
formula for European option




Although the well-known Black-Scholes (B-S) model enjoys great popularity in the area of
option pricing due to its simplicity and tractability, a lot of evidence has shown that it is
inadequate to precisely model the dynamics of the underlying price. In real markets, the
log-returns of the underlying price tend to be skew and fat-tailed [188], and the implied
volatility extracted from market data often forms a “smile” curve [73], which is at odds
with the constant volatility assumption. Hence, research interest has been led into finding
more appropriate models for the underlying price.
In particular, one common modification to the B-S model is to relax the constant
volatility assumption. Local volatility and stochastic volatility are two main approaches
in the literature. Local volatility was proposed by Dupire [75], who assumed the volatility
be a deterministic function of the underlying price and time. However, stochastic volatility
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models are much more favored since the “smile dynamics” are poorly captured by local
volatility models [102].
A number of authors has worked on stochastic volatility models. The addition of
another stochastic source has made the option pricing problem much more complicated,
and in most cases only numerical methods could be used to find the European option
prices (e.g., [204],[224]). Moreover, although Hull & White [127] were able to derive a
semi-closed form pricing formula under their model, their assumption that the volatility
be independent of the underlying price is inappropriate since many empirical studies have
shown that the volatility and the underlying price are negatively related [11]. A similar case
is the Stein-Stein model [213], where a closed-form formula for European options exists.
However, their volatility dynamic is again inconsistent with the fact that the volatility
should always be positive. Fortunately, the famous Heston model [117] was proposed in
1993, the volatility dynamic of which satisfies a wide range of properties, such as the
non-negative property and mean-reverting property, and most importantly, a closed-form
pricing formula could be worked out for European options. However, it should also be
pointed out that the Heston model is not perfect either since there already exists empirical
evidence showing that the mean-reverting property for a volatility process is actually not
linear [12].
In this chapter, we propose a new stochastic volatility model, where the volatility of
volatility in the Heston model follows a Markov chain so that it could jump between two
states. Our motivation stems from the fact that the Heston model with constant parame-
ters may not provide good fit to market data, and the time-dependent Heston model has
already been studied by Buhler [27], Mikhailov & Nogel [180] and so on. Moreover, the
stochastic volatility of volatility has been considered in modeling the VIX dynamics [150],
while variance and volatility swaps are priced under the regime-switching Heston model
with the long-term mean following a Markov chain in [81]. In fact, quite a lot of empir-
ical evidence already suggests that there are certain advantages to incorporate regime-
switching into the volatility process. For example, Kalimipalli & Susmel [151] adopted a
regime-switching stochastic volatility model to describe the short-term interest rate and
they found that it can lead to a better in-sample performance than the classical stochastic
volatility model, while results in [132] show that squared returns are better specified by
regime-switching stochastic volatility models. Also, it has already been shown by So et
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al. [212] that persistence in volatility can be explained by a regime-switching stochastic
volatility model. In addition, Vo [219] found strong evidence of regime-switching in real
markets, and he even pointed out that introducing regime-switching into the framework of
stochastic volatility can bring two main advantages; one is that it can significantly enhance
the forecasting power of the stochastic volatility model, and another is that the regime-
switching stochastic volatility model does a better job in capturing major events affecting
the market. Therefore, considering the fact that the Heston stochastic volatility model is
a widely adopted model in real markets, it is natural for us to consider an introduction of
regime-switching into this particular model, with the volatility of volatility in the Heston
model being made regime-switching. Of course, since a great feature of the Heston model
is the existence of a simple and analytical pricing formula for European options, the chal-
lenge we face is how to keep the tractability of the new model, which is more complicated
than the Heston model. In this chapter, we present one way to preserve the tractability by
deriving an approximation formula for European option prices at the expense of imposing
a restriction that the formula is only suitable for short-tenor European options. In the
following, this analytical approximation formula will be derived based on the perturbation
method, which has been widely adopted in solving option pricing problems [123, 223, 234].
It should be noticed that our pricing formula is rather simple with only normal distribution
function involved and is suitable for options with short tenors, which are dominated in real
markets anyway. Finally, to show the performance of our model in real markets, empirical
studies are carried out to compare our model and the Heston model with S&P 500 returns
and short-tenor options. Results confirm that our model generally outperforms the Heston
model, and thus it could be used as an alternative to the Heston model for some markets.
The rest of the chapter is organized as follows. In Section 3.2, we will first briefly intro-
duce our new stochastic volatility model and present the coupled PDE (partial differential
equation) system for European options, after which the perturbation method is applied to
find pricing formula for options with short tenors. In Section 3.3, numerical experiments
are carried out to show the accuracy of the approximation involved in our newly derived
formula. In Section 3.4, empirical studies are carried out to show the performance of our
newly proposed model, followed by some concluding remarks given in the last section.
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3.2 European options with short tenors
In this section, the dynamics of the regime-switching Heston model are presented and the
coupled PDE system governing the European put option prices is given, followed by the
approximation formula obtained through the perturbation method.
Let S and v be the underlying price and the volatility respectively, the regime-switching













where W 1t and W
2
t are two standard Brownian motions with correlation ρ. r is the risk-
neutral interest rate. k and θ are the mean-reverting speed and level respectively. σXt is
the volatility of volatility controlled by the Markov chain Xt, which is independent of W
1
t
and W 2t . In particular, Xt is defined as
Xt =
 1, when the economy is believed to be in State 1,2, when the economy is believed to be in State 2,
with the transition between the two states following a Poisson process as
P (tij > t) = e
−λijt, i, j = 1, 2, i ̸= j.
Here λij is the transition rate from State i to j, and tij is the time spent in State i before
transferring to State j. Apparently, when the two transition rates λ12 and λ21 take the
value of zero, our model would surely degenerate to the Heston model.
Following [83], the state space of Xt could be taken to be the set of unit vectors {e1, e2},
with e1 = (1, 0)
′ and e2 = (0, 1)
′. Here, v′ denotes the transpose of the vector v. Then, if
we let the European put option price vector be denoted by
Ũ(S, v, t) = (U(S, v, t, e1), U(S, v, t, e2))
′,
it is not difficult to find that U(S, v, t,Xt) =< Ũ(S, v, t), Xt >, where < ·, · > denotes the
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inner product of two vectors, which could certainly yield
dU =< dŨ,Xt > + < Ũ, dXt > .
























dSdv+ < Ũ, dXt > . (3.2)
Considering the fact that the discounted option price e−rtU should be a martingale, the






















+ k(θ − v)∂U1
∂v























+ k(θ − v)∂U2
∂v
− λ21(U2 − U1) = 0, (3.4)
where U1 = U(S, v, t, e1), U2 = U(S, v, t, e2). The terminal condition for a put option
1 is
Ui(S, v, T ) = max(K − S, 0),
and the boundary conditions are
lim
S→0




Ui(S, v, T ) = 0,
lim
v→0
Ui(S, v, T ) = max(Ke
−r(T−t) − S, 0),
lim
v→+∞
∂Ui(S, v, T )
∂v
= 0,
for i = 1, 2. The boundary conditions along the v direction are discussed in [235].
1It suffices to derive a pricing formula for European put options. As for the call, we can just use the
put-call parity to derive the formula.
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To solve the above PDE system with the perturbation method, a small parameter
should be introduced. As most of the options traded in real markets are short-tenor, it is
reasonable to assume that the time to maturity is small. As a result, we let τ = T − t, and
assume τ = ϵT , where ϵ is a small parameter. Moreover, following Zhu & Chen [234], we
also introduce a scaled parameter x =
S −K√
ϵK
































+ k(θ − v)ϵ∂U1
∂v
































+ k(θ − v)ϵ∂U2
∂v
− rϵU2 − λ21ϵ(U2 − U1). (3.6)
In order to eliminate the factor
√
ϵK in the initial condition, we set
Pi(x, v, T ) = Ui(x, v, T )/(
√
ϵK), i = 1, 2,







ϵP 1i + O(ϵ), i = 1, 2. (3.7)











P 0i (x, v, 0) = max(−x, 0), (3.8)
for i = 1, 2. It should be noted that v can be regarded as a fixed constant when solving
the newly obtained PDEs (3.8) since it does not involve the partial differential derivative
with respect to v in the differential operator. As a result, it is clear that both of the newly
obtained PDEs are homogeneous heat equation defined along the real axes, which can be
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2vT − x[1 −N( x√
vT
)].
In a similar fashion, we could obtain the PDE for P 1i , i = 1, 2 by collecting the coeffi-
cients of
√



















P 1i (x, v, 0) = 0, (3.9)
for i = 1, 2. It should be noticed that PDE (3.9) is an inhomogeneous heat equation with
homogeneous initial condition, which can be solved with green function. However, the
calculation is rather complicated and thus alternative ways attempted. Luckily, one way
would lead to much simpler formula, which is illustrated in the following. According to
the results in [123], if Ct − 12Cxx = 0, and Dt −
1
2Dxx = vC, then a particular solution is
D = Cvt. In addition, if Ct − 12Cxx = 0 and Dt −
1
2Dxx = xvC, then a particular solution
is D = xvtC+ 12(vt)









also satisfy the equation Ct − 12Cxx = 0, a particular solution for P
1
i could be obtained as


































for i = 1, 2. Therefore, after some algebraic manipulation, we can arrive at the final result
written in the original parameters






















− [S + (rτ − 1)K][1 −N(S −K√
vτK
)] + O(τ), i = 1, 2. (3.11)
Obviously, the newly obtained formula is rather simple, which only involves the cal-
culation of the normal distribution function, and thus the implementation of this formula
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can be as easy as the B-S formula. This is a great advantage as the simplicity of a pricing
formula presents enormous benefits in terms of model calibration as well as in line with
the increasing demand of super fast computation of option price as a result of recent trend
of algorithm trading. It should be pointed out that the mean-reversion speed k and the
long-term mean θ of the volatility do not explicitly appear in the final approximation for-
mula for short-tenor options, which implies that the two parameters have little influence
on option prices with short time to expiry. This is also the main reason why we make k
and θ the same for both regimes. It should also be noted that the small parameter ϵ does
not explicitly appear in the final approximation formula, as it is a parameter determined
by the tenor of a contract and used to judge the validity of the approximation. Therefore,
all we need is to ensure that the time to expiry of a contact to be priced is small enough
so that ϵ ≪ 1. Another point that should be emphasized is that although the techniques
we employ in the regular perturbation are straightforward, proposing a new solution tech-
nique is not what we were trying to achieve in this chapter; proposing a new model by
introducing regime-switching into the Heston model that can provide a better empirical
performance than the classical Heston model is.
Once an approximation formula for short-tenor options is obtained, it is natural for us
to numerically check its accuracy, which would be presented in the next section.
3.3 Numerical verification
In this section, numerical experiments are conducted to show the performance of Formula
(3.11) when the time to expiry varies. The accuracy is demonstrated through a comparison
of the option prices calculated with the newly derived formula and those obtained by Monte
Carlo simulation of SDE (3.1). In the following, the current state is assumed to be 1, and
the strike price of the option K is 10. The volatility of volatility for state 1 and 2, σ1 and
σ2, takes the value of 0.3 and 0.6 respectively. The two transition rates λ12 and λ21 are 40
and 60, respectively. The mean reverting speed k is 2.5, the long-term mean θ is 0.16, and
the initial value of the volatility v0 is 0.2. The correlation between the underlying price
and the volatility ρ is -0.5.
Depicted in Figure 3.1 are the option prices for different underlying prices when time
to expiry is one month, and it is clear that the results obtained from our approximation
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Asset price





















(a) τ = 1/12, r = 0.1.
Asset price





















(b) τ = 1/2, r = 0.1.
Figure 3.1: Our price vs Monte Carlo price with different underlying prices.
agrees very well with the Monte Carlo prices. Specifically, the point-wise absolute error in
Figure 3.1(a) less than 0.01, which demonstrates that our approximation is very accurate
when the time to expiry is relatively short. On the other hand, When the time to expiry
increases to six months, our approximation is still quite close to the Monte Carlo price
as shown in Figure 3.1(b), though the performance of our approximation this time is
clearly worse than the case when the time to expiry is short. This is expected since the
approximation is made based on the assumption of small time to maturity. It is also
interesting to notice that our approximation performs slightly better for in the money
option than the out of money option.
With the confidence of our pricing formula for short-tenor options, empirical studies
are carried out with the time to expiry of the chosen options being less than one month to
make the comparison of our model and the well-known Heston model, which is a widely
adopted stochastic volatility model in real markets, with the results presented in the next
section.
3.4 Empirical studies
In this section, empirical results are presented and discussed with the Heston model being
taken as a benchmark to assess the performance of our model in real markets. In the
following, we will firstly describe the data we use and introduce the method adopted
for parameter estimation. Then, the performance of these two models is quantitatively
compared by the pricing errors measured with the “distance” between model-produced
and market prices, and it is widely accepted that a model is regarded as the better one
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if it exhibits less pricing errors. In fact, pricing errors usually consist of two parts: the
so-called in-sample errors and out-of-sample errors. Conventionally, the period in which
market data is available is divided into two; the first one refers to a period in which data
is used for parameter determination (referred to as the “in-sample observations”) and the
second one then refers to the period in which data is used to verify the performance of a
model through a comparison between the observed option prices and the calculated option
prices based on the parameters determined from the “in-sample” period (in contrast to
the first period, data in the second period is usually referred to as the “out-of-sample
observations”). It should be remarked that it is usually difficult to achieve lower in- and
out-of-sample errors simultaneously. When comparing two models through a comparison
of the in- and out-of-sample errors, it is hard to draw a conclusion if only one part of errors
is less than the other. However, there should be no doubt in one’s mind which model is
superior if both of its in- and out-of-sample fitness are better. This is the principle based
on which we draw the conclusions of our empirical studies in the subsection 7.4.3.
3.4.1 Data description
Our empirical study is conducted on a data set of the S&P 500 Index and European call
options written on the S&P 500 Index from Jan 2011 to Jun 20112. However, raw data
should not be adopted directly in the estimation since sample noise needs to be eliminated.
Hence, two appropriate filters presented below were applied to the raw data, before they
were used to estimate model parameters.
First of all, following a number of authors, such as Bakshi et. al [11] and Christof-
fersen et. al [41], only Wednesday and Thursday options data is adopted. In particular,
Wednesday options data is used in estimation since Wednesday is least likely to be a
holiday in a week and also less likely to be affected by the “day-of-the-week” effect than
other days such as Monday and Friday, whereas the corresponding Thursday data serves
as the market price to be compared with the predicted price calculated by the estimated
parameters. Another motivation for only using Wednesday data in parameter estimation
is that global optimization problems are usually quite time-consuming and choosing one
day a week allows us to study a relatively longer time series yielding more reliable results.
Secondly, very deep in-the-money and very deep out-of-money options are discarded due
2Since our formula could provide satisfactory accuracy for short-tenor options, all options used are to
expire within one month.
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to their inactivity in the market and may also have liquidity-related biases [209]. Specifi-
cally, options with the absolute moneyness, defined as the relative difference between the





It should be noted that after these filters are applied, more efficiency can be achieved
in the process of parameter estimation with all the important information still preserved
according to various previously conducted empirical studies in the literature [11, 41].
As for the risk-free interest rate, we choose the one-month U.S. Treasury Bill Rate,
which is released daily, as a proxy of the risk-free rate [17, 209] since the time to expiry of
the selected options is less than 30 days. Upon the preparation of all the data described
above, parameter estimation was conducted, following a simple flow chart (cf. Figure 3.2)
exhibiting the specific steps in our empirical studies. Clearly, adopting a genetic algorithm
as the main tool of optimization forms the core of the determination of model parameters,
the details of which are described in the next subsection.
Start
Input one day option data
Parameter estimation: genetic algorithm




Calculate daily average in





Figure 3.2: Flow chart on how our empirical studies are conducted.
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3.4.2 Parameter estimation
In this section, we first provide a brief summary of the model parameters that need to
be determined in both models and then introduce a genetic algorithm used to determine
model parameters.






dv = k(θ − v)dt + σ
√
vdBt, (3.12)
where the following five parameters, i.e. the mean-reversion speed k, the long-term mean
θ, the volatility of volatility σ, correlation ρ between Wt and Bt and the initial value
of volatility v0, need to be determined from real market data, before the Heston pricing
formula could be used to calculate the “fair” price of an option.
On the other hand, it should be pointed out that it is usually very difficult to determine
which state the current underlying price belongs to in real markets. Thus, following [115],
it is more reasonable to assume that the state is unobservable and regard the probability
of each state at the point when the option contact needs to be priced as another parameter
that needs to be estimated under a risk-neutral measure. To be more specific, if we let π
denote the probability of the underlying price belonging to State 1, it is not difficult to
find that the option price Umodel under our newly proposed model should be calculated
as
Umodel(S, v, τ) = π ∗ U1(S, v, τ) + (1 − π) ∗ U2(S, v, τ). (3.13)
It should be pointed that there are actually five parameters which need to be estimated,
i.e., the probability π and the four parameters, ρ, σ1, σ2, v0, in the expression of U1 and U2.
In other words, the size of parameter space remains the same as that of the Heston model.
Specifically, the mean-reversion speed k and the long-term mean θ in the Heston model
have disappeared in the new formula as a result of the restriction we imposed for pricing
short-tenor contacts only, while the probability π and the two parameters representing
the volatility of volatility in both regimes, σ1 and σ2, now appear in the new formula
to capture the regime-switching dynamics. Coincidentally, the fact that the size of the
parameter space of the new pricing formula is the same as that of the Heston model gives
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an additional benefit that there is no extra burden when calibrating our model compared
with the classical Heston model, as long as the new formula is only used for short-tenor
contracts, which are the most popular cases in financial markets anyway. It should also
be stressed that when using the pricing formula (3.13), the parameter estimation process
for our model is similar to that for the classical Heston model, and there is no need to
conduct separate estimation for the probability π and the two values for the volatility
of volatility in the two regimes, σ1 and σ2. This is because the three parameters can
be simultaneously obtained with other model parameters with optimization algorithms,
which will be illustrated in the following.
Now we have figured out all the parameters that need to be determined, it is time to
find an appropriate approach. A common one is to find the set of “optimal” parameters
that minimizes the “distance” between market and model prices. Actually, there are











as the objective distance function to measure the relative difference between market and
model prices. Here UMarket denotes the market price of an option contract from one
sample, UModel represents the corresponding calculated price with our pricing formula
with a particular set of parameters and N is the total number of observations selected
in a single estimation. However, the main disadvantage in choosing such an objective
function is that a cheap option (i.e., low UMarket) could place an abnormally high amount
of weight in PMSE. Therefore, following Christoffersen & Jacobs [39] and Lim & Zhi [169],






[UMarket − UModel]2, (3.14)
as the objective function. In this case, with a given set of data, what we need to do is to
use particular techniques to search the parameter space to find a set of parameters that
can minimize the MSE between the model price and the market price.
Another issue is how to choose an appropriate optimization method. It should be
noticed that although local minimization, which requires an initial guess that is very close
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to the true optimal solution, can be much less time consuming, its results are usually
not reliable since it depends too much on the selected initial guess. In fact, the objective
function (3.14) is not necessarily convex and thus there could exist several local minima,
which would probably result in a local minimum being taken as the global minimum. In
contrast, a properly designed global optimization should be able to skip local minima and
correctly identify the global minimum in an efficient way.
A genetic algorithm [46] is such a global optimization with some very nice properties. It
is based on the idea of natural selection, introducing stochastic factors when searching for
a satisfactory result in order to skip over local optima. One of the most important reasons
for us to adopt this particular algorithm is that it randomly selects a number of different
initial guesses to explore the entire solution space. Moreover, a so-called “mutation” step
in the optimization process allows the algorithm to avoid local minima by preventing
parameters from being restricted to a small region. In the literature, genetic algorithms
have been applied in finance by quite a few researchers already. For instance, Gimeno
& Nave [97] conducted estimation of the term structure of interest rates with a genetic
algorithm while Grace [99], Cont & Ben Hamida [47] and He & Zhu [113] have adopted it
in the area of option pricing. It is even pointed out by Bajpai & Kumar [10] that genetic
algorithms are one of the best global optimization methods and can provide high quality
solutions since they are intrinsically parallel and can explore the solution space in multiple
directions at the same time.
It should be remarked that another advantage of adopting a genetic algorithm is its
implementation in the Matlab is straightforward by using a built-in function ga. As a
result of the numerical implementation, Table 3.1 exhibits the estimated daily averaged
parameters extracted from the selected market data for the two models under consideration
in this chapter, respectively.
Table 3.1: Estimated parameters
parameters ρ v0 σ1 σ2 π σ k θ
Our model -0.2398 0.0218 2.0568 1.8818 0.5049
Heston model -0.7921 0.0666 1.7665 293.4422 0.0542
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3.4.3 Empirical comparison
In this subsection, the performance of our model and the Heston model in real markets is
compared using the extracted parameters. In terms of model performances, it is widely
accepted that a model is regarded better if there exist less accumulated pricing errors
calculated by the distance between model prices and market prices. Here, we adopt the
root mean-squared error (RMSE), which is the square root of the objective function (MSE),
as a measure of “goodness of fit”. Table 3.2 exhibits the in- and out-of-sample errors for
the two models.
Table 3.2: In- and out-of-sample errors for the two models
Error In-sample out-of-sample
Our model 0.5198 0.9221
Heston model 0.7753 1.3911
Relative difference 32.95% 33.71%
It is obvious from Table 3.2 that our model generally outperforms the Heston model
in terms of both in- and out-of-sample errors. To be more specific, from the perspective of
in-sample errors, the daily averaged RMSE for our model is only 0.5198, compared with
0.7753 for the Heston model. It is clear that our model is superior to the Heston model in
this case since the relative difference3 between the two models, as far as the daily averaged
RMSE is concerned, is over 32%, which is surprisingly quite significant. On the other
hand, when out-of-sample errors are taken into consideration, a similar pattern emerges;
our model still shows a much better performance than that of the Heston model, and the
relative difference between them is even a bit higher at 33.71%. Therefore, combining
both in-sample and out-of-sample observations, we can conclude that our model serves as
a better choice than the Heston model for the data set chosen in this comparison. One
of the main reasons for such a significant improvement is that the chosen market does
possess different regimes. Naturally it is expected that the market dynamics are better
captured by a regime-switching stochastic volatility model.
It is also interesting to notice that the RMSE for out-of-sample errors is always much
larger than that for in-sample errors. This is not difficult to understand since model
prices are calculated with determined parameters. Those obtained with in-sample data
3The relative difference is defined as
Relative difference =




are believed to be “closest” to market prices of the corresponding option contracts, which
implies that in-sample errors should be relatively low, while out-of-sample data is only used
as the verification of option prices and certainly there is no guarantee that out-of-sample
errors be low.
On the other hand, options are traded with a wide range of strikes in real markets
and thus it is important to check the out-of-sample valuation errors sorted by moneyness,
which are shown in Table 3.3. While the range of moneyness is indicated on the top row
of the table, the abbreviation in the parentheses indicate “out of money” “at the money”
and “in the money”, respectively, from the left to the right columns.
Table 3.3: Out-of-sample errors according to moneyness
Moneyness 0.90 < S/K < 0.97(O) 0.97 ≤ S/K ≤ 1.03(A) 1.03 < S/K < 1.10(I)
Our model 0.4266 1.1560 0.8171
Heston model 0.9546 1.5983 1.3162
Relative difference 55.31% 27.67% 37.93%
From this table, it is clear that the performance of our model is better than that of the
Heston model in all of the three categories. Although the improvement for at-the-money
options is lowest, the daily averaged pricing error for our model is around 27% less than
that of the Heston model, which is quite significant. The maximal improvement occurs
for the category of out-of-money options, where the relative difference even reaches over
50%. Thereby, we can confidently conclude that our model has given an overall better
performance than that of the Heston model. Of course, this conclusion is based on the
empirical test of one set of data. It is quite possible that the performance of these two
models may reverse with some other data sets. However, our empirical study presented
here can at least suggest it may offer as a good competitor of the Heston model for short-
tenor options in some other markets, such as commodity and futures exchange markets.
3.5 Conclusion
In this chapter, an approximation pricing formula for European options under a newly-
proposed stochastic volatility model is presented. The main contributions of our con-
tribution can be summarized into three items: (i) A new stochastic volatility model is
proposed with a key feature that the constant volatility of volatility in the original Heston
model is now allowed to change randomly following a Markov chain. (ii) An analytical
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pricing formula for short-tenor European options has been worked out with a key feature
that the newly-obtained formula is fast and easy to implement with only normal distri-
bution function involved. (iii) Not only have we tested the reliability and accuracy of the
newly-obtained formula, we have also implemented it in an empirical experiment with real
market data to demonstrate the superiority of the new model over the classical Heston
model; empirical results based on S&P 500 returns and options demonstrate that our
model significantly outperforms the Heston model for the case tested, and our empirical
study suggests that the new model has a great potential to be used as an alternative to
the Heston model for short-tenor options.
Chapter 4
A modified Black-Scholes pricing
formula for European options with
bounded underlying prices
4.1 Introduction
Financial derivatives have become increasingly popular among investors as well as aca-
demic researchers recently. Among these, options are one kind of the most basic and
important instruments and thus option valuation receives high attention. An option is a
right, not an obligation, to buy or sell the certain amount of a specified asset with the strike
price according to the option contract. There are mainly four kinds of options traded in
the open exchanges market, including European options, American options, Asian options
and barrier options. In this chapter, we will focus on the pricing of European options,
which are the most fundamental ones.
Although Black & Scholes [19] proposed the celebrated Black-Scholes (B-S) formula
for pricing European options, which is still widely used in financial markets today, some
fundamental assumptions made in the B-S model in order to achieve a simple and closed-
form pricing formula have actually attracted critics; more and more revised B-S models
and/or “modified” pricing formulae are proposed as a result. For example, the assump-
tion of the constant volatility in the B-S model has been shown to be at odds with the
so-called “volatility smile” [73] exhibited by the implied volatility of option prices. More-
over, observed returns of the underlying from financial markets are actually not normally
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distributed and they are usually skewed [188] and fat-tailed [191]. As a result, quite a
few approaches have been proposed to modify the B-S model in order to obtain more
“accurate” option prices.
In the literature, there are mainly two kinds of modifications as far as option pricing
is concerned, i.e. the so-called structural models and non-structural models. To be more
specific, the former provide the dynamics of the underlying price at every moment for a
given period of time horizon. Apparently, the B-S model belongs to this category. There
are also other models of this type. For example, stochastic volatility is adopted by Scott
[204], Wiggins [224], Heston [117] and many other authors in order to alleviate the well-
known “volatility smile”. Another common modification using structural models is to add
components to the geometric Brownian motion or even replace the Brownian motion with
other stochastic processes. For instance, jump-diffusion models [158, 178] add a jump term
to the standard Brownian motion to reflect that the underlying price is discontinuous in
real markets. Moreover, the Variance-Gamma and the CGMY model were proposed by
Madan [173] and Carr et al. [29] respectively to capture various characteristics shown by
real market data.
On the other hand, non-structural models only specify the probability density function
of the underlying at maturity conditional upon the filtration at the current time without
completely describing the fine details of the stochastic process themselves at each moment.
With more flexible distributions, different characteristics of the asset returns and the
volatility term structure that the B-S model failed to describe properly can be captured.
In particular, generalized beta distribution of the second kind was used by Bookstaber
& McDonald [174] while Burr-3 distribution was adopted by Sherrick et al. [207]. Other
examples include Weibull distribution used by Savickas [197], g-and-h distribution studied
by Dutta & Babbel [76] and generalized gamma distribution adopted by Fabozzi [87]. In
addition, a density expansion approach was firstly developed by Jarrow and Rudd [143],
who proposed an integrated Edgeworth series expansion of a log-normal density in pricing
theory. After that, Madan & Milne [172] gave an expansion to approximate a risk-neutral
density function while Corrado & Su [53] adopted the integrated Gram-Charlier series
expansion of a normal density function.
Unfortunately, all the pricing models in the existing literature, including the structural
and non-structural ones, assume that the underlying price is unbounded above, i.e., the
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price range from zero to infinity. Although this assumption contains a clear “pitfall” as
there is no way that any underlying price could reach infinity in reality, it is nevertheless
a nice and elegant mathematical compromise to ensure the tractability. A “modification”
to the B-S formula to take into account that option traders often have their own expected
(finite) range of the underlying price in mind appears to be a very reasonable and attractive
idea.
In this chapter, such a modification is presented, with a non-structural model being
adopted under the assumption that the log-returns of the underlying asset follow a trun-
cated normal distribution during a certain period with a finite upper and lower bound.
One question that could be raised is that unlike the use of the B-S formula, in which
both the writer and buyer of an option know that the underlying has been assumed to
vary, albeit unreasonable, from zero to infinity, traders using our newly derived formula
would not know if the opposite side of the option has taken the same view in terms of these
upper and lower bounds of the underlying. But, this is not a good reason to devalue our
modified formula. Even if both sides agree to adopt the original B-S formula, their views
on many market factors, such as the trend of the underlying would be different anyway;
otherwise there would be no “deal”. In fact, we believe that our formula could be at least
used as a way to adjust the fair price of an option, after a trader adds a bit of his personal
views on the range of the underlying, which he/she believes to be more reasonable to use
than the [0, ∞) range that was adopted in deriving the original B-S formula. For example,
one could still use the original B-S formula to decide the volatility value from the historical
market data. This has the effect of acknowledging that the opposite side has adopted the
B-S formula. Then, he/she will stick the obtained volatility value into our new formula
to obtain a “revised” option price based on his/her own view of what a reasonable price
range of the underlying should be before the option expires.
In fact, there are many applications of the truncated normal distribution. For example,
it has been applied to the theory of queues by Pender [189], while Dey & Chakraborty
[70] introduced it into the inventory model as the distribution of a fuzzy random vari-
able. Certainly, there also exist plenty of its financial applications. Specifically, truncated
normal distribution was adopted in the analysis of investments and the measurement of
stock market efficiency by Norgaard & Killeen [187] and Hasan et al. [109] respectively.
Recently, portfolio insurance has been another application area of the truncated normal
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distribution [119].
When the truncated normal distribution is chosen in option pricing, there would be a
price range for the underlying. With martingale approach, a closed-form pricing formula
is derived, which does not bring any significantly extra burden compared with the B-S
formula as far as the computational efficiency is concerned. Moreover, the B-S model is
a special case of our model since the truncated normal distribution could degenerate to
the normal distribution when the lower and upper bound approach negative and positive
infinity respectively. It should also be noticed that according to the numerical results, with
the two bounds varying while other parameters being the same in both models, European
call option prices calculated with our formula are no greater than those obtained from
B-S formula, which is consistent with our expectation since the underlying price under
our setting can not go beyond a certain level, while that in the B-S model can surely take
any value. This is quite useful in real markets since sellers of a call option could give up
some profits by choosing a lower price with our formula if they believe that the underlying
price will not exceed a certain level. It should also be noted that although imposing upper
(lower) bounds is similar to the up-and-out (down-and-out) barrier option in the sense
that we all give up some space for increase (decrease), our prices are essentially different
from barrier option prices under the B-S model in that the bounds for the underlying price
in barrier options are specified in the option contract while our bounds are imposed on
the pricing model, and this is also confirmed by our numerical results presented later. On
the other hand, to demonstrate the pricing performance of the newly proposed model in
real markets, empirical results for our model and the Black-Scholes model are presented
based on S&P 500 Index and options.
The rest of the chapter is organized as follows. In Section 4.2, we will firstly introduce
the truncated normal distribution and then a martingale restriction will be derived for
our model. After that, a closed-form pricing formula for European call options will be
presented. In particular, various basic properties of the option price formula will be
examined. In Section 4.3, numerical examples and some useful discussions will be given.
In Section 4.4, empirical studies are carried out to compare the performance of our model
and that of the Black-Scholes model, followed by some concluding remarks presented in
the last section.
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4.2 Our model
In this section, the truncated normal distribution is briefly introduced first, followed by
a necessary martingale restriction that needs to be imposed in order to avoid arbitrage
opportunities. Finally, we derive a closed-form pricing formula for our model and a number
of basic properties of our solution are investigated.
4.2.1 Truncated normal distribution
If a random variable X is assumed to follow a truncated normal distribution with X ∈ [a, b],
then its probability density function can be specified as






Φ( b−µσ ) − Φ(
a−µ
σ )
, a ≤ x ≤ b,
0, otherwise.
Hence, its expectation and variance can be easily calculated as
E(X) = µ +
ϕ(a−µσ ) − ϕ(
b−µ
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which shows that the mean and variance of the truncated normal distribution are no
longer µ and σ2. In the following, Figure 4.1 exhibits the probability density function of
truncated normal distribution and standard normal distribution, which further illustrates
the differences between the two distributions. It can be seen clearly that with some
parameters being kept the same, there would be higher probability for the truncated
normal distribution in the truncated area than the standard normal distribution and the
probability can become even higher if the particular area is further narrowed down.
4.2.2 Martingale restriction
The underlying log-price is now assumed to follow a truncated normal distribution under




) ∼ f(x;µt, σ
√
t, a, b). (4.3)
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Figure 4.1: Differences between the two distributions. Model parameters are µ = 0, σ =
0.5, t = 1; TN1: a = −0.5, b = 0.5, TN2: a = −0.8, b = 0.8.
Here, S0 represents the current underlying price, and the underlying price will always be
higher than S0e
a but lower than S0e
b. Also, unlike the B-S model, the expected return
and variance of the underlying log-returns no longer take the value of µ and σ2 directly,
but take the value of (4.1) and (4.2). After the model is established, one should notice
that a certain condition needs to be imposed to guarantee the non-existence of arbitrage
opportunities. In fact, as we mentioned before, the so-called structural models and non-
structural models are mainly two kinds of option pricing models. On one hand, when
we apply the former, we indeed specify the whole dynamics during the time period [0, T ]
and in this case the goal of perfect hedging at any time t ∈ [0, T ] can be achieved under
the martingale framework, which implies that the adopted model is arbitrage-free if we
impose the condition EQ[e−rTST | Ft] = e−rtSt. However, once a process is chosen, one
then has no control on the probability density function that describes the distribution of
the underlying at the expiry, which may result in a mis-price of the option, the well known
“volatility smile” phenomenon [195] is a typical example in this category. On the other
hand, one could have a better control on the statistic properties, such as skewness and
kurtosis in addition to mean and variance, of the underlying distribution at the expiry,
in order to alleviate the “volatility smile”, which prompted the development of the non-
structural models since it is rather difficult to find a process with the desired distribution.
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To be more specific, when non-structural models are adopted, we only know the informa-
tion of the start date and expiry date denoted by 0 and T respectively, which stands for
a two-date economy. As a result, a martingale restriction,
EQ[e−rTST | F0] = S0, (4.4)
suggested by Longstaff [170], should be imposed in this kind of models. Although this is
only a necessary condition, it is quite reasonable in the two-date economy since Harrison
& Kreps [106] have shown that violation of the martingale restriction under the pricing
measure can lead to arbitrage opportunities.
In this chapter, “non-structural” approach is adopted in order to capture the property
that the underlying price could not be too high or low in a certain period. This means
that the martingale restriction should be imposed to avoid arbitrage opportunities. If we
apply the martingale restriction in the B-S model, the drift µ could be shifted to r− 1
2
σ2,
which means a reduction in the parameter space. As a result, when we apply the condition
in our model, we can also expect such a phenomenon that the expected return µ will be
represented by a function of the risk-free interest rate r and the volatility σ as well as the
two bounds a and b, which will be presented in the following.
If we denote that Y =
St
S0
, it is not difficult to find that the probability density for Y





























, ea ≤ y ≤ eb,
0, otherwise.
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With the transform of z =
ln y − µ
σ





















































In order to avoid arbitrage opportunities, the martingale restriction (4.4) should be im-
posed, which implies that
E[Y |F0] = ert. (4.6)



























which yields µ being an implicit function of given parameters and time to maturity for the
target options. In other words, once a, b, σ, r, t are given, µ needs to be computed from
(4.7) as a “root finding” problem. Here, Φ(·) represents the normal distribution function.
It should be remarked that once an equation has been derived, the existence of the solution
should be checked. In Equation (4.7), when µ approaches +∞, the left hand side (LHS)
and the right hand side (RHS) of the equation approaches 1 and 0 respectively, which
implies that the LHS is greater than RHS. In contrast, when µ approaches −∞, the LHS
is still 1 while the RHS approaches +∞, from which we can certainly know that the LHS
is smaller than the RHS in this case. Therefore, the existence of the solution is verified.
After the martingale restriction is imposed, we are now ready to derive a closed-form
pricing formula for European call options under our model with the martingale approach,
which will be provided in the next subsection.
4.2.3 Closed-form pricing formula
In order to obtain the pricing formula for European call options, three cases with respect
to the initial underlying price and the strike price should be taken into consideration.
The first two cases are trivial and are illustrated in advance. When
K
S0
< ea, we should
know that St −K ≥ 0 always holds and thus the option price can be obtained easily as
82 4.2. OUR MODEL
S0 −Ke−rt. On the other hand, when
K
S0
> eb, the underlying price will always be lower
than the strike price, which tells that the option is worthless.
Now let us turn to the final case, i.e. ea ≤ K
S0
≤ eb, the option price can be obtained































































(A1 + A2). (4.8)
The first integral A1 can be easily calculated according to the derivation process of the
martingale restriction in the last subsection while the second one A2 is the integral of the
probability density of the standard normal distribution after applying the transform of
































































































With the newly derived option pricing formula, it is natural for us to consider some
properties of the solution theoretically, which will be discussed in the next subsection.
4.2.4 Basic properties of the solution
In this subsection, various basic properties of the pricing formula would be investigated
to show the rationale and validity of the solution.
Proposition 4.2.1. (Monotonicity) The European call option price is a monotonic in-
creasing function of the underlying price S.
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Proof. To show the Monotonicity of the option price with respect to S, we shall just derive
∂Vc
∂S



















































































, M1 + M2 −M3. (4.10)























































































On the other hand, it is well-known that the normal distribution function Φ(x) is a mono-
tonic increasing function of x. In addition, with eb >
K
S0





















which implies that M1 > 0. Therefore, we have shown that
∂Vc
∂S
> 0. This has completed
the proof.
The monotonicity of our pricing formula with respect to S is consistent with financial
implications of the call options, showing the rationality of our formula. Furthermore, it
is rather important to check the asymptotic behavior of the formula to further show its




Vc = S, lim
S→0
Vc = 0. (4.13)
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Proof. The proof of this proposition is trivial. In fact, it should be noticed that when
the underlying price S approaches positive infinity, S must be larger than Ke−a, which
means that V = S0 − Ke−rt. As a result, the value of Ke−rt can be ignored when S is
large enough and thus the first limit should hold. Similarly, when S is close to zero, the
inequality, S < Ke−b, should be satisfied, which implies that V = 0. This has completed
the proof.
It should be noted that the asymptotic behavior of the current pricing formula is con-
sistent with the financial settings of European call options, which verifies the correctness of
our formula from one angle. On the other hand, the bounds a and b are newly introduced
parameters. It should be pointed out that our price degenerates to the B-S price when
the lower and upper bound approach negative and positive infinity respectively. This is
clearly shown by the following proposition.
Proposition 4.2.3. When a and b approach −∞ and +∞ respectively, our option price
can degenerate to the B-S price.
Proof. This proposition is also not difficult to verify. As we observe the newly derived





































As a result, the martingale restriction under the limitation of a and b can be simplified as
µ = r − 1
2
σ2, (4.14)
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which is exactly the B-S price. This has completed the proof.
Since the B-S formula is just a special case of our formula, it is natural for us to check
whether the put-call parity under the B-S model still holds in our model. In addition,
the put-call parity is a relationship between European call and put option prices and its
validity is an indication that no arbitrage opportunity exists, which can reinforce that
the derived martingale restriction is reasonable. Hence, its mathematical proof would be
provided in the next proposition.
Proposition 4.2.4. The put-call parity holds for our model with the truncated normal
distribution and its form is the same as that in B-S model, i.e.
Vc − Vp = S0 −Ke−rt. (4.16)




























































As a result, it is straightforward that














































Recall the martingale restriction, it is not difficult to find that C1 is actually equal to e
rt.
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On the other hand, if we apply the transform of z =




, the value of C2 can surely
be worked out, which is exactly 1. Therefore, we finally arrive at the desired result
Vc − Vp = S0 −Ke−rt, (4.18)
which indicates that the proof has been completed.
With the same put-call parity being verified, it is clear that our model can be viewed
as a more general model than the B-S model. It should also be noted that the put-call
parity derived here has also brought the convenience in trading practice since to obtain
both of the European call and put option prices, only one price needs to be figured out;
its counterpart can be easily deduced with the parity.
After these basic properties of the newly derived option pricing formula have been
studied, we then focus on some numerical examples, which will be given in the next
section.
4.3 New Formula
In this section, the influence of parameters a and b on European call option prices will be
first studied and then a comparison of option prices obtained from the newly derived for-
mula is made with those calculated from the B-S formula. Finally, the difference between
imposing bounds on the underlying price model and the barrier option will be discussed.
In terms of numerical calculation of the option prices, although we have to work out the
parameter µ with the martingale restriction (4.7), its calculation is rather rapid by making
use of the Matlab built-in function fzero with a recommended initial guess of r − 1
2
σ2.
Our motivation for choosing such an initial guess is that when the upper and lower bound
take large and small values respectively, our model will be similar to the B-S model, in
which µ would take the value of r − 1
2
σ2. Hereafter, the risk-free interest rate r is set to
be 0.01 and the volatility σ takes the value of 0.2.
Depicted in Figure 4.2 are our option prices with different bound values. To be more
specific, it is interesting to notice that with lower bound set to be ln 0.85, a higher price
under our model can be expected when we increase the value of the upper bound b in
Figure 4.2(a). It can be easily explained since the underlying price can take larger value
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(a) Option prices with variable upper bound.
Lower bound

















(b) Option prices with variable lower bound.
Figure 4.2: Option pricing with changing bounds. Model parameters are S = 100,K =
100.
with a higher upper bound, which can certainly give rise to a call option price. This also
means that the price of a call option with a finite range of the underlying price is always
lower than that obtained from the B-S formula. This does make sense financially too,
because the underlying price in our model is assumed to be impossible to go beyond S0e
b,
while that in the B-S model can take any value. Another important feature is that when
the value of b becomes large enough, a further increase in the upper bound will make
little difference to option prices, which is not difficult to understand since the right tail
of the truncated normal distribution would become more similar to that of the standard
normal distribution when we increase the value of b. Furthermore, higher upper bound is
needed to observe this phenomenon with larger time to expiry mainly because a higher
European call option price would be obtained in this case. On the other hand, Figure
4.2(b) exhibits that the smaller the lower bound a, the higher the call option price will be
(here upper bound is ln 1.15). It seemed rather confusing at first. However, we eventually
understand it when we realized that the European put option price should decrease when
the lower bound a takes a smaller value since the underlying price can decrease to a much
lower value when a drops. As a result, with the help of the put-call parity derived in
the previous section, the call option price should also be a decreasing function of a with
other parameters unchanged. In addition, a similar observation can be obtained that if
the lower bound keeps decreasing, the call option price would converge to a certain price.
The interpretation for it is the same as that for the case of the upper bound.
As for Figure 4.3, it is clearly that our price for call options is an increasing function
of the underlying price, which confirms the theoretical results obtained in the previous
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Figure 4.3: Our price vs B-S price with different underlying price. Our price1: a =
ln 0.9, b = ln 1.0; Our price2: a = ln 0.8, b = ln 1.2.
section. Furthermore, it is always lower than the B-S price, no matter the option is “in
the money”, “at the money” or “out of money”. This is quite reasonable because the call
option price would increase when we enlarge the upper bound in the sense that it would
be possible for the underlying price to become larger. On the other hand, the put option
price would go down if we set the lower bound to be smaller since it would be more likely
for the underlying price to decrease and thus there will also be a down trend for the call
option price according to the put-call parity.
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(a) Our price vs B-S price with different lower
bound. Our price1: a = ln 0.85; Our price2:
a = −2.
Lower bound


















(b) Our price vs B-S price with with variable upper
bound. Our price1: b = ln 1.15; Our price2: b = 2.
Figure 4.4: Our price vs B-S price with different bounds. Model parameters are S = K =
100.
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What can be seen in Figure 4.4(a) is that when the upper bound is large enough, the
option price surges from approximately 4.6 to 5.8, which is rather close to the B-S price, if
the lower bound a decreases from ln 0.85 to −2. This is because when the upper and lower
bound are large and small enough respectively, our model will certainly become similar
to the B-S model. A similar pattern appears in Figure 4.4(b) where our price tends to
approach the B-S price when the bound range becomes larger, which is consistent with
the fact that the truncated normal distribution would degenerate to the standard normal
distribution if a and b are close to the negative and positive infinity respectively.
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(a) Our price vs up-and-out call option price with
changing upper bound.
Lower bound


















(b) Our price vs down-and-out call option price
with changing lower bound.
Figure 4.5: Option price vs B-S barrier option price with changing bounds. Model param-
eters are S = 100,K = 90.
Another interesting question is whether our prices would be similar to barrier option
prices under the B-S framework. In fact, Figure 4.5 exhibits a comparison of our price
with the barrier option price under the B-S model and it is very clear that the difference
between the two kinds of option prices is distinct. As shown in Figure 4.5(a), with the
lower bound a removed and the barrier level for the up-and-out call option being Seb,
the same as the upper bound for the underlying price, our price is always higher than
the up-and-out option price, especially when the upper bound is small. This is caused
by the intrinsic difference between the two prices. Although the two prices both give up
some space for increase, the way to reach this goal is quite different in that it is a basic
assumption in our model that the underlying price will not exceed a certain level, while
the barrier level is actually introduced in the option contrast for the up-and-out options.
In this case, there would be higher probability for the increase of the underlying price in
our model, which leads to a higher price. In addition, when the upper bound becomes
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larger, the up-and-out option price and our price become almost the same, which does
make sense since the two prices eventually approach the B-S price in this case. When
we turn to Figure 4.5(b), in which the upper bound b is removed and the barrier level
is Sea, it shows a similar pattern that our price is almost the same as the down-and-out
call price and the two prices are close to the B-S price when the lower bound is small.
This is reasonable since our price approaches the B-S price when the lower bound is small
enough, while the barrier is meaningless when the barrier level for the down-and-out call
option is smaller than the strike price. However, it appears to be quite different from the
first case that when the lower bound increases to some extent, there is a sudden drop in
the down-and-out option price, when our price begins to become constant. This is also
not difficult to understand since the barrier level for the down-and-out option starts to
take effect when it is higher than the strike price, in which case the underlying price will
always be higher than the strike price in our model and thus our price can be expressed
as S −Ke−rT , which is stated in Section 2 already.
4.4 Empirical studies
In this section, the results of a preliminary study, comparing the market performance
of our model and the Black-Scholes model, are presented, in order to show whether the
underlying price is better described by our model when option pricing.
4.4.1 Data description
This empirical study is based on the data of S&P 500 European call options from Jan 2011
to Dec 2011. As usual, the average value of bid and ask prices is regarded as the option
price, and several filters need to be applied to eliminate sample noise in the estimation of
parameters [11].
First of all, only Wednesday options data (denoted by in-sample data) is used in the
stage of parameter estimation mainly due to two reasons; the first is that Wednesday is
least likely to be a holiday in a week and also less likely to be affected by day-of-the-week
effect, while another is that parameter determination is time-consuming, and choosing
one day a week allows us to study a relatively long period. It should be mentioned here
that Thursday options data (denoted by out-of-sample data, in contrast to the concept
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of in-sample) will be used to assess the model performance in the prediction of option
prices calculated with parameters determined by the day before. Secondly, options closed
to the expiry time (less than 7 days) are discarded since these options have less time
value. Also, Options with more than 120 days to expiry were also excluded because of




, then options with the absolute value of moneyness over 10% are deleted since
very deep in-the-money and out-of-money options usually have liquidity-related problems.
Finally, options with prices less than $1/8 are removed as these prices are rather volatile
in real markets. It should also be pointed out that the three-month U.S. Treasury Bill
Rate released daily is chosen as a proxy of risk-free interest rate [209] since the time to
expiry of options used is less than 120 days.
With all the option data needed at hand, we are now ready to determine model param-
eters with these data, the process of which will be illustrated in the following subsection.
4.4.2 Parameter estimation
The first step in assessing model performance is to estimate model parameters with real
market data, which is a very difficult problem and time-consuming. To find out the
“optimal” parameter set that best fits the chosen market data, one common approach is
minimizing the “distance” between the model and market option price, which means we
need to choose an appropriate function (known as objective function) for such a distance.
Following Christoffersen & Jacobs [40] and many other authors, we adopt the dollar mean-






[CMarket − CModel]2, (4.19)
with CMarket and Cmodel denoting the market and model price of an option respectively.
N is the total number of observations used in one parameter estimation.
With the objective function chosen, we should choose a satisfactory approach to con-
duct parameter estimation. It should be pointed out that the objective function (4.19) is
not necessarily convex, and thus local minimization algorithms will probably end up with
a local minima. In this case, a global optimization is preferred, in which some stochastic
factors are generally introduced in their search process so that it will not be stuck when
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it reaches a local minima.
The method we adopt here is the Adaptive Simulated Annealing (ASA) [137], which
is one of the most popular global optimization algorithms. In fact, Simulated Annealing
was firstly developed in 1983 for highly nonlinear problems [155], and it was improved
in [215] with the development of the so-called Fast Simulated Annealing, which allows
the global minimum can be obtained within finite time. Later on, Very Fast Simulated
Reannealing [135], which is now renamed as ASA, was established to further accelerate the
speed with random step selection automatically adjusted according to algorithm progress.
This particular optimization method has been widely applied in many areas [31, 32], and
it has already been applied in the calibration of option pricing models [136, 180].
In our study, the adopted ASA is can be realized through the open-source code provided
in [134], and the feedback from many users regularly assesses the source code to ensure
its soundness so that it can become even more flexible and powerful. The estimated
parameters (daily averaged) are reported in the following Table 4.1.
Table 4.1: Estimated parameters
parameters σ a b
Our model 0.2401 -1.4879 0.5932
Black-Scholes 0.2213
4.4.3 Empirical comparison
Once model parameters have been obtained with real market data, it is natural for us to
assess the model performance. It is widely acknowledged that the performance of a model
can be regarded better if there are lower pricing differences between the calculated option
prices with model and the corresponding market prices.
Table 4.2: In- and out-of-sample errors for the two models
Error In-sample Out-of-sample
Our model 2.3905 12.7735
Black-Scholes 4.5396 14.5772
Relative difference 47.37% 12.37%
What are shown in Table 4.2 are the in-sample and out-of-sample errors under our
model and the Black-Scholes model. It is not difficult to find that our model can certainly
be regarded as superior over the Black-Scholes model in the tested case as our model can
provide better fitness to both of the in-sample and out-of-sample market data. In specific,
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if the Black-Scholes model is replaced by our model, there is a great improvement with the
relative difference being approximately 50% as far as the in-sample errors are concerned,
while a 12% less errors of our model can be witnessed when out-of-sample comparison is
taken into consideration.
Table 4.3: Out-of-sample errors for the two models with different moneyness
Error 0.90 < S/K < 0.97(O) 0.97 ≤ S/K ≤ 1.03(A) 1.03 < S/K < 1.10(I)
Our model 2.6983 16.6294 11.3016
Black-Scholes 5.0314 20.8835 12.6835
Relative difference 46.37% 20.37% 10.90%
On the other hand, options are traded with a wide range of strikes in real markets
and thus it is important to check the out-of-sample performance of the two models ac-
cording to different moneyness, which is presented in Table 4.3 with the abbreviation in
the parentheses representing out of money, at the money and in the money, respectively,
from the left to the right columns. It is clear that our model can provide a better data
fitness, no matter options belong to which sub-category, with out-of-money options ex-
periencing the highest relative difference of approximately 50%. The improvement in the
category of at-the-money and in-the-money is relatively smaller, being around 20% and
10% respectively.
4.5 Conclusion
In this chapter, the underlying log-price is assumed to follow a truncated normal distri-
bution, which is able to describe the phenomenon that there should be reasonable bounds
for the underlying price in a certain period. By adopting the non-structural model, the
martingale restriction for our model is obtained and a closed-form pricing formula for
European call options is derived, after which various basic properties of the newly derived
formula are investigated, showing the validity of the solution. Furthermore, through nu-
merical experiments, the influence brought by the introduction of upper and lower bounds
on option prices is studied and results show that our price is an increasing function of the
upper bound while it is a decreasing function with respect to the lower bound. Our price is
also compared with the B-S price, and it is reasonable to find that our price will approach
the B-S price if the lower bound and upper bound become small and large enough respec-
tively since this case can be viewed as bounds removed. Finally, empirical studies show
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that our model greatly outperforms the Black-Scholes model in the tested data set, which
can certainly lead us to the conclusion that our model can at least act as an alternative






formula for pricing European
options with discrete dividend
payments
5.1 Introduction
One of the incentives for people to invest in stock market is the attraction of receiving
dividend payments, in addition to the potential gain of appreciation of the stock value
itself. For options written on stocks with dividend payments, an interesting problem is
always to find out the correct way to count in the dividend payment in pricing option
values. There are generally two kinds of models for pricing these options, i.e. continuous
dividend and discrete dividend models. The former is firstly used by Merton [177] who
incorporated the continuous dividend under the framework of the B-S (Black-Scholes)
model [19] and provided a similar price formula. It is also adopted by a number of other
authors, such as Krausz [160], Chung & Shackleton [44] and so on.
On the other hand, pricing options written on the underlying with discretely paid
dividend is usually harder than the case with continuous dividend payment, simply because
the latter does not involve any jump conditions in a PDE (partial differential equation)
pricing system. However, the former is much closer to reality as hardly any underlying
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asset involved in exchange-traded options bears with a continuous dividend yield. The
only exception would be FX (foreign exchange) options, in which the involved underlying
is usually another currency, the interest of which could be viewed as a continuous dividend
yield if the compounding period is sufficiently small, say daily compounding, which is a
usual case in today’s markets.
In this chapter, we therefore focus on discrete dividends, which can themselves be
divided in two types. One is paid proportional to the underlying price at the payment
day (denoted by the proportional dividend), while another is paid independent of the
underlying price level (denoted by the fixed-amount dividend). Firstly, we discuss an
interesting phenomenon observed under the classic B-S framework; the option price is
independent of the dividend payment date in the case of the proportional dividend. This
appears to be at odds with one’s intuition that dividend amount, as well as the dividend
date, should both affect the price of a European call or put option. Through a proper
discussion, we shall show, both mathematically and financially, that while a European
option price indeed depends up on not only the amount of the dividend, but also the ex-
dividend date when the declared dividend is a fixed amount, it depends on the dividend
yield rate only in the case of the discrete dividend payment being proportional to the
underlying asset value. Merton [177] seemed to be the first one to derive an analytical
solution for European options with the proportional dividend under the B-S model.
However, when the discrete dividend is a fixed amount instead of being proportional
to the underlying price, the simplicity and tractability can not be preserved and no exact
solution has been discovered, and thus the European option pricing problem with fixed-
amount dividend, which is the second issue discussed in this chapter, has drawn plenty of
attention among academic researchers. This has prompted the development of a number
of such models, including the three popular ones, i.e., Escrowed model, Forward model and
Piecewise log-normal model [90], among which the Piecewise log-normal model, assuming
that the stock price jumps down at the date of dividend payment and follows a geometric
Brownian motion during each non-dividend payment period, can yield most close-to-reality
results, as pointed out by Frishling [90] by comparing these three models. Unfortunately,
there is no closed-form solution for this model, which makes it hard to be implemented in
real markets since the calibration process is time consuming and the calculation of option
prices with numerical methods can cost much more time. Therefore, we then derive a
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general closed-form approximation formula similar to the B-S formula with the Taylor
series approximation technique, specified as the sum of one-dimensional integrals, for all
the cases of the single and multiple dividends. Subsequently, numerical experiments are
established to show the accuracy of this approximation.
The rest of the Chapter is organized as follows. In Section 5.2, a detailed discussion
on the reason why the dividend payment date has no effect on the option price in the case
of the dividend yield is carried out. In Section 5.3, a good closed-form approximation for
the European call option price with fixed-amount dividend is presented, followed by some
numerical results demonstrating its accuracy. Concluding remarks are given in the last
section.
5.2 European options with dividend yield
Unlike the materials presented in the next section, the key point of this section is to
provide a convincing financial explanation, to a seemingly confusing conclusion that the
option price of a European call or put with a discrete dividend payment is independent
of the dividend payment date for the case of the proportional dividend to the underlying
price at the ex-dividend day. Since such an explanation in this way is not well documented
in the literature, we shall also provide a bit more detailed mathematical explanation for
the completeness of the chapter as well as easiness for the readers.
In the classic B-S framework, the price of an option, V (S, t), can be found by solving












− rV = 0, (5.1)
subject to a set of appropriately boundary and initial conditions. In (5.1), S is the price
of the underlying asset, t is time, r is the risk-free interest rate, σ is the volatility of the
underlying asset price and E is the strike price.
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For a European call option, the boundary and initial conditions are

V (0, t) = 0,
lim
S→∞
V (S, t) = S,
V (S, T ) = max{S − E, 0},
(5.2)
whereas for a European put, the corresponding ones are

V (0, t) = Ee−r(T−t),
lim
S→∞
V (S, t) = 0,
V (S, T ) = max{E − S, 0}.
(5.3)
There are several different ways to solve (5.1) subject to (5.2) or (5.3), for the price
of call or put, respectively, which leads to the famous B-S formulae for the option price
[226]. For the easiness of references, the option price for a call is denoted by C(S, t) and
that of a put is P (S, t), respectively, as
C(S, t) = SN(d1) − Ee−r(T−t)N(d2), (5.4)
P (S, t) = Ee−r(T−t)N(−d2) − SN(−d1). (5.5)
where N is the cumulative distribution function and
d1 =













Formulae (5.4) and (5.5) are for the simplest case when there is no dividend payment
between the current time t and the expiry date T . For the case with a continuous dividend
yield paid to the underlying asset S, these formulae can be easily modified to account for
the influence of the continuous dividend yield to the option price evaluated at time t [226].
On the other hand, if the dividend payments are discrete, a jump condition must be
imposed at each dividend payment date and the evaluation needs to be carried out from
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one dividend date to another, starting from the expiry time and moving backward until
one reaches the current time t. Without loss of generality, all one needs to consider is a
special case with one known discrete dividend payment between t and T .
If the ex-dividend date is denoted as td, the jump condition of the option price across
the dividend payment date is
V (S(t−d ), t
−





where t−d and t
+
d denote the time immediately before and after the dividend date, respec-
tively. From (5.6), one may be puzzled where the “jump” is, as the equation seems to
suggest that the value of V does not change across the ex-dividend date. The right way
to understand this jump condition is that it is a “horizontal jump” in the sense that there
is a jump in the independent variable S
S(t+d ) = S(t
−
d ) −Dt−d (5.7)
rather a “vertical jump” taking place in the dependent variable V . In (5.7), Dt−d
is the
value of the dividend immediately before the dividend payment date.
For the case of the discrete dividend payment being declared as a given percentage of




dy being the given percentage, there is a closed-form pricing formula given in [226].
The derivation of this formula from the PDE point of view is quite simple. However, for
the easiness of reference later and completeness of this chapter, the derivation is repeated
here. Let Cd(S, t;E, r, σ, T, td, dy) denote the price of a European call option at time t,
knowing that there is a discrete dividend payment proportional to the underlying asset
value at td (t ≤ td ≤ T ). Let’s also re-denote the classic B-S formula for the corresponding
call option without a dividend payment as CE(S, t;E, r, σ, T ). Note that semicolons are
introduced to separate variables from parameters of the problem.
The pricing task can be divided into three stages. In Stage 1, the option price Cd(S, t
+
d ;
E, r, σ, T, td, dy) is calculated. Since there is no more dividend to be paid in the time period,
t+d ≤ t ≤ T , i.e, between the time immediately after the dividend payment and the expiry
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date, Cd is identical to the price of a vanilla call and thus
Cd(S, t
+









d ;E, r, σ, T ).
(5.8)
In Stage 2, we impose the jump condition (5.7) and obtain Cd(S, t
−
d ;E, r, σ, T, td, dy) as
Cd(S, t
−














d ;E, r, σ, T )
= CE(S(t
−
d ) −Dt−d , t
−
d ;E, r, σ, T )
= CE(S(t
−




d ;E, r, σ, T )
= CE(S(1 − dy), t−d ;E, r, σ, T ).
(5.9)
The remaining job, in Stage 3, is to price an option in the period t < t−d with the
terminal value CE(S(1 − dy), t−d ;E, r, σ, T ). Since one can easily prove that a uniform
scaling on S leaves the B-S equation invariant, CE(S(1−dy), t;E, r, σ, T ) is thus a solution
of the B-S equation for any time t before td. In other words, at any time t prior to td, all
one needs to do is to use the B-S formula for the corresponding vanilla call, except with
the underlying pricing being replaced by the scaled S(1− dy). It should be remarked here
that an equivalent approach to adjust the underlying price for the case of a fixed finite
dividend amount as discussed in [110] leads only to an approximation, whereas for the
discrete dividend being a percentage of the underlying asset price immediately before the
dividend payment date, the adjustment of the underlying with a scale (1− dy) leads to an
exact pricing formula!
Now, a better formula can be deduced with a scaled strike price, instead of a scaled
underlying price, being used in the B-S formula for the corresponding vanilla option. The
option contract CE(S(1 − dy), t;E, r, σ, T ) has the terminal value
Cd(S(1 − dy), td;E, r, σ, T, td, dy) = max[S(1 − dy) − E, 0], (5.10)
at expiry. Re-scaling the above payoff function, we can easily show that this option has
the same value as (1−dy) of an option with the exercise price E(1−dy)−1, simply because
max[S(1 − dy) − E, 0] = (1 − dy) max[S − E(1 − dy)−1, 0]. Therefore, the final formula
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to calculate a call option with a discrete dividend proportional to the underlying price
immediately prior to the ex-dividend date is
Cd(S, t;E, r, σ, T, td, dy) = (1 − dy)CE(S, t;E(1 − dy)−1, r, σ, T ). (5.11)
Similarly, a corresponding formula for puts can be easily derived as
Pd(S, t;E, r, σ, T, td, dy) = (1 − dy)PE(S, t;E(1 − dy)−1, r, σ, T ). (5.12)
The disappearance of td in (5.11) and (5.12) implies that the option price at time t,
prior to the dividend payment, has nothing to do with how long one has to wait until the
dividend becomes ex-dividend. This may seem to be against one’s financial instinct and
needs a financial explanation. The key to reveal the financial interpretation of the option
price being independent of the time to ex-dividend date for the case of a discrete dividend
being proportional to the underlying asset price right before the ex-dividend date is the
main reason for this article.
The fundamental reason is that in the classic B-S framework, the underlying asset is
assumed to follow a geometric Brownian motion with a constant volatility rate σ > 0
dSt = µStdt + σStdW, (5.13)
where µ is the drift rate and dW denotes increments of a standard Wiener process de-
fined on a complete probability space (Ω,F , Q). With this assumption, the discounted
expectation of the underlying asset price e−r(td−t)E(Std) is nothing but St, which is inde-
pendent from td and it is a known quantity at the time when an option contact needs to be
priced. So, when an option needs to be priced at time t, knowing that there is a dividend
payment at td but the dividend amount is not known at that moment (it is a random
number dySt−d
), the only “fair” way, for both the buyer and the writer of the option, to
account for the contribution of the dividend to the price of the option at time t is to count
in its discounted expectation, just like we take the discounted expectation of the payoff
function of an option as the “fair” price of the option under the no arbitrage argument.
When the discounted expectation of the discrete dividend payment is independent of the
time to dividend date (St in this case), it is the fundamental reason why the option price
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evaluated at t is independent of td for the case when the dividend payment is assumed to
be proportional to the underlying asset price right before the ex-dividend date as shown
in (5.11) and (5.12).
Some people may try to understand the reason that a call option price does not change
across the dividend payment with the argument that the option holder does not benefit
from a dividend payment, such an argument certainly does not explain why a put option
value does not change across a discrete dividend payment day, as the holder of a put
option does pocket the dividend payment. The fundamental reason is that the effect of
the dividend payment has already been factorized in formula (5.11) for a call or formula
(5.12) for a put and the option holder cannot exercise their option until the expiry day,
when he/she holds a European style option. For calls, it is straightforward to show that
Cd(S, t) is always less than its vanilla counterpart without dividend payment to count for
the fact that the writer of the option will pocket the dividend. For puts, it can also be
shown that Pd(S, t) is always more than its vanilla counterpart without dividend payment
to compensate the writer of the option as holder will receive the dividend. However, such
a financial intuition is not so obvious mathematically. A put with a higher strike price is
worth more. But, the less-than-one factor (1−dy) in front of PE(S, t;E(1−dy)−1, r, σ, T ) in
(5.12) could make the product smaller and thus the price of a put with a discrete dividend
could be cheaper than its counterpart without any dividend payment at all. Fortunately,
to mathematically prove that aPE(S, t;
E
a , r, σ, T ), with 0 < a ≤ 1, is a monotonically
decreasing function for any S > 0 is not too difficult. The actual proof is thus omitted
here.
It should be mentioned in passing that a very similar formula is given in [208]. However,
no financial explanation was provided there, in terms of why the option price has no
dependence on the dividend payment time. Also, the formula stated in [208] (pages 238-
240) is in a format that the “initial stock price” has been replaced in the BS formula, in
order to count in the effect of the discrete dividend payment. Mathematically, of course,
there is nothing wrong there. But, financially, it is far better to adjust the strike price,
as shown in [226], because the underlying price (or the “initial stock price”) is usually a
given value and the advantage of using (5.11) (or (5.12) for puts) is the interpretation that
the reduced (or increased) option price is achieved through an equivalent option with a
higher strike price.
104 5.3. EUROPEAN OPTIONS WITH FIXED-AMOUNT DIVIDEND
Before leaving this section, it should be remarked that with discrete dividend payments,
the put-call parity between European options is not of the same form as the case without
the dividend payments. With no arbitrage argument, one can easily establish that the
revised put-call parity for a single discrete dividend paid at td is
St − PV (Dt−d ) + Pd(S, t) − Cd(S, t) = Ee
−r(T−t), (5.14)
as shown in [100]. In (5.14), PV (Dt−d
) is the present value of the dividend value right
before the ex-dividend date, Dt−d
. For a discrete dividend proportional to the underlying
price at t−d , PV (Dt−d
) = dySt, as discussed earlier. With the put-call parity (5.14), it is
then consistent that both puts and calls do not change values, while there is a downward
jump of the underlying price across the dividend payment date.
In contrast, as stated before that the European option price depends on not only the
amount of the dividend, but also the dividend payment date when the amount of dividend
is fixed, the price formula can be quite difficult to be derived and there exists no closed-
form formula for it, which makes our accurate approximation formula presented in the
next section rather valuable.
5.3 European options with fixed-amount dividend
In this section, we will present an excellent closed-form approximation for the European
call option price with fixed-amount dividend under the B-S framework. In particular, we
will firstly derive a closed-form pricing formula for options with single dividend and then
extend it to a general case with multiple discrete dividends. Before we go any further, some
notations used in this section should be introduced first. We let f (n)(S, t; tdk , 1 ≤ k ≤ n)
be the European call option price paying n-period dividend, T stand for the expiry time,
S and K represent the underlying price and the strike price respectively. We also denote
C(St, t) to be the B-S European call option price at time t with no dividend paid in the
life of the option contract.
5.3.1 Single fixed-amount dividend
In this subsection, a simple case is considered that a stock only pays one discrete dividend
D at the time td before the expiry time T . Then it is not difficult to know that when
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t > td, the option price is exactly the same as the B-S price C(St, t) since there is no
dividend to be paid after time td. As for the case of t < td, we can also easily find the












− rf (1) = 0, t < td, (5.15)
where r is the risk-free interest rate, σ is the volatility. According to the continuity of
option prices, the boundary condition for PDE (5.15) can be derived as
f (1)(Std , t
−
d ; td) =
 C(Std −D, t
+
d ), Std ≥ D,
0, Std < D.
After making the transformation of
S = Kex, τ =
1
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, τ > 0, (5.17)





(m−1)x[(ex − DK )N(z1) − e
−r(T−td)N(z2)], x ≥ ln(DK ),
0, x < ln(DK ),
where z1 =







, z2 = z1 − σ
√
T − td, and N(·) denotes the
normal cumulative distribution function. The newly obtained PDE system is a heat equa-
tion with an initial condition, which can be solved through a convolution of the initial

























4τ [(es − D
K
)N(z1) − e−r(T−td)N(z2)]ds. (5.18)
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Ideally, we want to derive a formula in a nice form as the case when the dividend is paid
proportional to the underlying price discussed in the previous section. Unfortunately, the
analytic simplicity could not be preserved when dividends are paid with fixed amount
and no exact solution exists [59]. This could make the model hard to be implemented
in real markets since the calculation of European option prices with n-period dividends
would involve the numerical computation of a (n+1)-dimensional integral, which is rather
slow. As a result, some approximation methods have already been established to try to
seek more efficient ways to price European options with discrete dividends. For example,
Amaro [5] provided accurate bounds for the option price with a single dividend, while
Dai & Lyuu [60] approximated fixed-amount dividends with continuous dividend yields
and provided their solution with the aid of recursive formulae. However, none of these
are satisfactory since they are not general or efficient. Therefore, we aimed to find an
approximation method that can not only be applied when there is only a single dividend,
but also be extended to the case of multiple dividends, with a closed-form pricing formula
constructed by only one-dimensional integrals so that the calculation of this formula can
be quite rapid, which is presented in the following.
Actually, it is not difficult to find that the existence of the term ln(es − D
K
) is the
main reason that leads to the difficulty in carrying out the integral (5.18) with respect
to s. Thereby, what we will do is to provide an appropriate approximation for this term
through a truncated Taylor series expansion. Given that N(·) is a bounded function, it is
natural to notice that the integrand in Equation (5.18) will approach zero if the absolute
value of s is large enough since e−s
2
decreases rapidly as s becomes larger, which implies
that we should focus on the case that the absolute value of s is not very large when we




small in real markets, we can obtain
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we need to work out the above three integrals respectively. Then, applying the approxi-
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with the fact that ln(
D
K
) will approach −∞ when D
K
is close to zero. Then, applying the
following transformation y =
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(1 + DK )[x + (m + 1)τ ] + (r +
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2)(T − td) − DK
σ
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T − td + (1 + DK )2(td − t)
), (5.22)
the last step of which is obtained according to Lemma 2 in [8]. In a similar fashion, the
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Finally, to show the solution under the original parameters, we arrive at













(1 + DK ) ln(
S
K ) + (r +
1
2σ










(1 + DK ) ln(
S
K ) + (r +
1
2σ
2)(T − td) + (r − 12σ










(1 + DK ) ln(
S
K ) + (r −
1
2σ





T − td + (1 + DK )2(td − t)
.
By now, we have established the closed-form formula for the case of the single fix-
amount dividend and we name it “one-period formula”. However, as known to us all that
the stock could pay the dividend more than one time during the lifetime of an option in
real markets, the one-period formula would become inadequate, and thus whether a simple
formula could also be obtained for the case of multiple fixed-amount dividends with our
approximation method is vital and will be presented in the next subsection.
5.3.2 Multiple fixed-amount dividends
In this subsection, we will show that our approximation approach in the last subsection
can be extended to the multiple-period case, where the stock pays dividend Dn at time
tdn with tdn > tdn−1 . We will firstly consider a two-period case and then give a general
formula for n-period case with the help of mathematical induction.
When the stock only pays D1 and D2 at time td1 and td2 respectively, it is easy to
deduce that the option price will equal to the B-S price C(S, t) if t > td2 , while it can
be calculated from our one-period formula if td1 < t < td2 . So the only period that we
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need to price is [0, td1 ], where the pricing PDE is still the B-S equation with the terminal
condition
f (2)(Std1 , td−1
; td1 , td2) =
 f
(1)(Std1 −D1, td+1 ; td2), Std1 ≥ D1,
0, Std1 < D1,
With the same transformation (5.16) except that f (1) and td are replaced by f
(2) and td1
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−r(T−td1 )N(d
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22 )], x ≥ ln(
D1
K ),
0, x < ln(D1K ),
where {d(1)kk , k = 0, 1, 2} are the same as {d
(1)
k , k = 0, 1, 2} but t and td are replaced by td1
and td2 respectively. To solve this heat equation, we can again apply the convolution and
obtain




























































































It is obvious that all the above four integrals are to be worked out to find the final solution.
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4 could be figured out straightforwardly. Therefore,
the final solution for this two-period case is derived in the form of original variables as
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Although it seems that there is a long way to go before we can find a general solution
for the n-period case, the derivation of this general case is actually similar to the two-
period case if the time period [0,T ] is separated into two parts, i.e., [0,td1 ] and [td1 ,T]. In
this sense, what we only need is the solution of the (n− 1)-period case, which apparently
depends on the (n − 2)-period case. As a result, with the essence of the mathematical
induction method, we could eventually show that the general solution for the n-period
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case can be specified as


























, 0 ≤ k ≤ n + 1, n ≥ 0,


































T = tdn+1 , t = td0 , Dn+1 = 0.
It should be particularly stressed that we have now approximated European option
prices with n-period dividends, which is originally in the form of (n + 1)-dimensional
integrals, by the sum of (n + 2) one-dimensional integrals. This could certainly save us
much effort in the numerical calculation of option prices. It should also be noticed that
this general formula also suits the non-dividend case (n = 0), where our formula becomes
the B-S price formula, and this is consistent with our expectation. On the other hand,
after an approximation formula is derived, it is natural for us to consider its accuracy,
which will be presented in the next subsection.
5.3.3 Numerical verification
In this subsection, we will show the behavior of our approximation by comparing our
prices with those true values obtained through direct numerical integration of the exact
solution. For simplicity, the case of the single fixed-amount dividend will be used as a
representative to show the comparison results. In our numerical experiment, the expiry
time of the European call option T is set to be 1 and the present time is 0. The risk-free
interest rate and the initial stock price take the value of 0.03 and 100 respectively.
Depicted in Figure 5.1 is the comparison of our price with the true price calculated
from Equation (5.18) and results show that our approximation is quite accurate. To be
more specific, what can be easily found in Figure 5.1(a) is that no matter the European
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Amount of dividend



















(a) Absolute error between our approximation and
true price.
Amount of dividend





















(b) Relative error between our approximation and
true price.
Figure 5.1: Our approximation vs true price with different amount of dividend. Model
parameters are: σ = 0.4, td = 0.3.
call option is “in the money”, “at the money” or “out of money”, the absolute error is a
monotonic increasing function with respect to the amount of dividend, which is consistent
with our expectation since our approximation is based on the fact that the dividend is
relatively small according to the stock price level. Furthermore, the “in the money”
option price suffers from the largest absolute error, which is also reasonable if we take into
consideration that its price is also the largest among the three kinds of options. When we
turn to Figure 5.1(b), a similar pattern could be witnessed that the relative error between
the two prices is still an increasing function of the dividend level. However, if we take a
close look, there exists some difference that the “out of money” options, instead of the
“in the money” ones, experience the most relative error. The main explanation for it
can be that the price for this kind of option is quite low. To view these two sub-figures
together, it is not difficult to find that when the dividend rate reaches approximately 20%,
the maximum absolute and relative error are only 0.028 and 0.33% respectively, which are
rather small, in contrast to the huge dividend rate.
A completely different picture is exhibited in Figure 5.2, where the error is shown ac-
cording to the dividend payment time. As shown in Figure 5.2(a), with dividend payment
time becoming closer to expiry, the absolute error will increase to some extent and then
fall below the initial level for all the options included in different “moneyness”. Although
it seems to be strange at first glance of this peculiar shape, it is not difficult to explain the
behavior of the errors as a function of the time to dividend payment, if we go back to the
place where the approximation was made, i.e., Equation (5.20). If the dividend payment
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Time to pay dividend






















(a) Absolute error between our approximation and
true price.
Time to pay dividend
























(b) Relative error between our approximation and
true price.
Figure 5.2: Our approximation vs true price with different dividend payment time. Model
parameters are: σ = 0.6, D = 10.
time is increased, the remaining time between this dividend payment time and expiry time
is decreased, which would lead to more time range being exposed to approximation and
thus has increased the total error. However, once the dividend payment time is increased
beyond a critical point, a further increase does not contribute to more errors, as a result
of the change of the slopes in the normal distribution function involved in approximation
formula beyond this critical point. Furthermore, the absolute errors for the three kinds of
options are quite close when the dividend payment day is near the present time with “out
of money” options possessing the largest error. When the payment day becomes closer to
expiry, the distance between the three errors enlarges and the “in the money” option price
takes the place of possessing the largest error. In contrast, a different phenomenon could
be observed in Figure 5.2(b). Although the relative error experiences a similar increase
and a subsequent decrease when the dividend payment time increase from 0.1 to 0.9, and
it for the “out of money” option price also changes from the highest to the lowest, an
opposite phenomenon appears, showing that the gap among the relative errors for three
kinds of options is relatively large if the dividend is paid early and it will be narrowed
down when the dividend payment time is close to expiry. This is mainly because the
price of options will increase if the stock pay the dividend later. Again, the whole Figure
5.2 demonstrates the fact that although the dividend rate is as high as around 10%, the
absolute and relative error are less than 0.005 and 0.024% respectively, which reflects that
our approximation is satisfactory.
It should be stressed that one great advantage of our approximation is the speed with
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Table 5.1: The comparison of CPU time (seconds) with both approaches.
Number of dividends Exact solution Our approximation
One 2.94 ∗ 10−3 2.09 ∗ 10−4
Two 9.10 ∗ 10−1 2.48 ∗ 10−4
Three 3.21 ∗ 10+2 3.17 ∗ 10−4
which option price can be fast calculated. Such an advantage of an enormously faster
calculation speed at the expenses of a minor sacrificed accuracy, compared with the case if
the price has to be calculated with the exact solution procedure stage by stage (denoted by
exact solution in the following), justifies the potential application of the newly proposed
approximation formula in finance industry, particularly in current algorithmic trading
rage, since the Black-Scholes formulae are still heavily used in Finance industry today. To
substantiate our claim, the CPU times needed to evaluate option prices with exact solution
and our approximation, respectively, for the cases of one, two, and three dividends are
presented in Table 5.1. Clearly, it only takes very little time, which is around the order
of 10−4s when pricing options with our formula, and this order remains the same as the
number of dividends is increased. This is expected since the increased number of discrete
dividend payments only leads to more one-dimensional integrals to be calculated, which
is not time-consuming at all. In contrast, it costs a lot more when we evaluate options
with the exact solution procedure stage by stage. Even for the case of one dividend, the
consumed CPU with exact solution is already about 10 times more than that with our
approximation. The consumed CPU time with exact solution has increased exponentially
and by the time when we need to calculate the option price with only three dividend
payments, the order of the consumed CPU has already reached 10+2s or it is 106 times
more than that of our formula!
Table 5.2: The relative errors between our approximation and exact solution.
Number of dividends Case A Case B
One 4.35 ∗ 10−7 2.10 ∗ 10−4
Two 1.14 ∗ 10−6 9.47 ∗ 10−4
Three 2.18 ∗ 10−6 2.6 ∗ 10−3
Having already known the advantage of our approximation in terms of the CPU time,
the accuracy of our formula should also be checked against the increase of the number
of dividends, making sure that one does not lose too much in terms of accuracy while
gaining speed. Table 5.2 displays the relative errors between our approximation and exact
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solution. To ensure that a meaningful discussion is carried out, with regard to accuracy
as well as its sensitivity against dividend amount, we have presented here with two cases
representing low and high dividends respectively. In Case A, a relatively small dividend
of $1 is set for each dividend payment, while in Case B we have increased the dividend
amount 10-folds higher. From Table 5.2, we can observe that the relative error between
our formula and exact solution will increase when the number of dividends is increased,
which is also shown in previous figures. It should also be pointed out that the order
of the relative error remains almost the same with the increased number of dividends,
which implies that the relative error would still stay in a satisfactory range when the
number of dividends is relatively large, considering the fact that the relative error is less
than 10−5 when the dividend is around 1% of the underlying price. Even in the extreme
cases with dividend level being around 10%, our formula can still be regarded as a good
approximation of the true formula as the relative error is only 2.6 ∗ 10−3 for the case of
three-dividend payments.
5.4 Conclusion
In this chapter, two relevant issues regarding discrete dividends are considered. First of
all, a paradox that the dividend payment date of a discrete dividend that is proportional
to the value of the underlying asset value right before the dividend payment time appears
to have no influence on the option price is explained mathematically and financially. The
fundamental reason that the time of dividend payment is not involved in the pricing
formula under the B-S framework is because this is the only “fair” way to count in the
effect of a discrete dividend payment under the risk-neutral assumption when an option
is priced. Then, a closed-form approximation formula for the price of European options
with fixed-amount dividends is presented and its accuracy is also numerically checked.
Obviously, our formula could certainly facilitate the application in real markets since no
matter how many times the underlying pay its dividends before the expiry of the option,
the formula is always the sum of one-dimensional integrals, the calculation of which can
be rather rapid.
Chapter 6
Pricing European options with




Although Black & Scholes [19] made a great contribution to the area of option pricing by
proposing a simple and closed-form pricing formula for European options in 1973, their
assumption for the log-returns of the underlying asset to follow a normal distribution
proves to be an over simplification in some cases (it can not capture the features like
skewness [188] and fat-tails [191] exhibited by the real market data), which may lead to
the problem of mispricing. As a result, many modifications to the Black-Scholes model
have been proposed, including one of the most well-known ways by relaxing the assumption
of the constant volatility due to the observed “volatility smile” from market data [73].
In the literature, there are mainly two kinds of non-constant volatility models, i.e.
local volatility and stochastic volatility model. Local volatility models were adopted by
Dupire [74], Derman & Kani [67] and Rubinstein [195] and the volatility in their models
was defined as a deterministic function of asset price and time. Although this kind of
model appears to have certain advantages since it may relieve some computational burden
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and fit well with a given market, it was shown that local volatility model is not as flexible
as the stochastic volatility models [73] and it is even suggested in Hagan et. al [102]
that the “smile dynamics” are poorly predicted by the local volatility model. Such kind of
observations have made stochastic volatility models much more popular over local volatility
models.
Stochastic volatility was first systematically studied by Scott [204] who numerically
solved the option pricing problem with Monte Carlo simulations. It was further inves-
tigated by Hull & White [127] and Stein & Stein [213]; the former proposed a series
approximation solution and the latter presented a closed-form formula for European op-
tion price. Unfortunately, their models are not satisfying since some drawbacks do exist.
For example, the stochastic volatility process of Hull & White model does not possess the
mean-reverting property, which is at odds with observations from many empirical studies
[14], while the volatility can not always remain positive under some parameter settings of
Stein & Stein model.
A breakthrough took place in 1993 when Heston [117] incorporated a specific model
with the stochastic volatility possessing the mean-reverting and non-negative properties
and derived a closed-form pricing formula based on the Fourier transform technique. How-
ever, despite its great success, one should notice that the pricing formula obtained by He-
ston is not the only price formula under the proposed model. This is because the market
described by the Heston model is actually incomplete as a result of introducing stochastic
volatility and thus derivative pricing is no longer independent of investors’ risk preference.
Thus, different choice of equivalent martingale measures will lead to different risk-neutral
prices. There are then two issues one may face; a) we need a reasonable principle to select
an appropriate martingale measure, and b) we need to overcome the difficulty of deriving
a closed-form pricing formula associated with the chosen martingale measure.
In fact, there are several different martingale measures, such as minimal martingale
measure [201], variance-optimal measure [164, 202], minimal reverse entropy martingale
measure [203] and so on. The minimal entropy martingale measure considered here is one
of them and is chosen by minimizing the relative entropy between the pricing measures
and the physical measure. A financial interpretation for choosing the minimal entropy
martingale measure was originally given in [91], which is related to the concept of expected
utility maximization, and will be further illustrated later in this chapter showing that
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choosing the minimal entropy martingale measure is equivalent to attaining the maximum
expected utility, an action axiom in finance. Unfortunately, to the best of our knowledge,
only numerical methods are applied to option pricing under this particular measure, and
a closed-form pricing formula has hitherto not been found. A great advantage of having
analytical closed-form formula in terms of option pricing is that considerable amount of
time and effort can be spared when these formula are involved in the determination of
model parameters; a feature that none of numerical pricing approaches could match. This
is the main thrust behind our effort of searching for a closed-form solution of the Heston
stochastic volatility model under the minimal entropy martingale measure.
Entropy is a concept originated from thermodynamics [64] and it has been applied to
portfolio selection and asset pricing by a number of different authors, such as Philippatos
& Wilson [190], who were believed to be the first to apply this concept to portfolio se-
lection and adopted it as a measure of risk, and Buchen & Kelly [25], who estimated the
distribution of the underlying from a set of option prices with the principle of maximum
entropy. In contrast, we adopt the concept but use it in the context of pricing options
in an incomplete market. Let us consider a stochastic process S = (St)t≥0 defined on
a probability space (Ω, F , P) and adapted to the filtration F = (Ft)t≥0. The relative












, Q ≪ P,
+∞, otherwise,
where E represents the expectation operator under measure P . We denote M as the set
of martingale measures and Qe as the minimal entropy martingale measure satisfying
H(Qe, P ) = min
Q∈M
H(Q,P ).
It is proved by Frittelli [91] that a unique minimal entropy martingale measure equivalent
to P exists under the assumption that there is an equivalent martingale measure Q0 such
that H(Q0, P ) < +∞. Under this assumption, Hobson [118] managed to obtain an explicit
expression of the dynamics for the underlying price and the volatility under the minimal
entropy martingale measure with some particular settings. Following him, we take zero
interest rate as a leading order approximation. This is a reasonable approximation because
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the tenor of most exchange-traded options is often less than three months, which means
the risk-free interest rate (often approximated by Treasury Bill Rates) should be quite low
[1], and the changes in the value of the interest rate has little influence on option prices
[211]. In this case, although the new PDE (partial differential equation) system governing
the option price contains variable coefficients as a result of the introduction of time-
dependent drift term in the volatility process, which has made the task of finding closed-
form solutions much more difficult, we still managed to find a closed-form pricing formula
in series form together with a lower bound for the radius of convergence. In addition,
two numerical examples are provided to further demonstrate the speed of convergence of
the series solution. To further validate the newly derived pricing formula, we have also
carried out additional comparison of the results produced with the new formula and those
directly obtained from solving the PDE with the finite difference method and from solving
the SDE (stochastic differential equation) with Monte Carlo simulation.
The rest of the chapter is organized as follows. In Section 6.2, we will provide the
financial meaning of the minimal entropy martingale measure. In Section 6.3, we will
first briefly introduce the model we adopt and then derive a series solution to our PDE
governing the European option price. Also, the convergence of our solution will be proved
theoretically by giving a lower bound for the radius of convergence. In Section 6.4, the
speed of convergence will be tested numerically, after which our formula is further verified
by making comparison with the results obtained by the finite difference method and Monte
Carlo simulation. In Section 6.5, the case when the time to expiry exceeds the derived
lower bound is discussed, and a set of converged pricing formulae that suit different time
ranges are presented, followed by some concluding remarks given in the last section.
6.2 Financial explanation for minimal entropy martingale
measure
In this section, we will briefly review the relationship between minimizing the relative
entropy and maximizing the expected exponential utility, which is actually one of the
most important areas of research on the minimal entropy martingale measure.
According to the existing literature, Frittelli [91] and Bellini & Frittelli [15] provided
an elaborate illustration about the link between the minimal entropy martingale measure
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and maximum expected utility. By setting wT be the attainable terminal wealth and the
utility function be exponential, i.e.
u(x) = −e−x, (6.1)
the results were presented as
H(Q,P ) = sup
wT∈L∞:e−rTEQ(wT )≤0
u−1(EP [u(wT )]), (6.2)
which implies that the relative entropy is indeed the maximum certainty equivalent [161],
u−1(EP [u(wT )]), of attainable wealth wT with prices less than or equal to zero. Then
the characteristics of the density of the minimal entropy martingale measure were given,
showing the equivalence between maximization of the expected utility and adopting the
minimal entropy martingale measure. In addition, Delbaen et. al [66] obtained a more
generalized result, which considers a self-financing strategy and an extra contingent claim,
further demonstrating that maximizing the expected utility is equivalent to minimizing
the relative entropy with an exponential utility function specified as
u(x) = 1 − e−αx, α > 0. (6.3)
Moreover, how to construct an optimal strategy for a utility optimization problem through
the dual problem of martingale measures was also documented in [228]. It should also
be noticed that the minimal entropy martingale measure is quite useful when pricing
contingent claims with utility indifference approaches [133, 214].
After the financial justification for choosing the minimal entropy martingale measure
is illustrated, we are now ready to price European call options under this particular mar-
tingale measure, which will be presented in the next Section.
6.3 Closed-form formula
In this section we will firstly specify our model under the physical measure and then
pricing dynamics will be proposed by means of measure transformation. After the model
is established, the derivation of a closed-form pricing formula for European call options is
provided based on the series expansion.
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Let St be the underlying asset price and vt be the volatility, the dynamics under the






dvt = k(θ − vt)dt + β
√
vtdWt,
where Bt and Wt are two standard Brownian motions with correlation ρ. It is obvious
that this market is incomplete, where a claim can not be perfectly replicated, and there
exists a set of equivalent martingale measures and correspondingly arbitrage-free prices.
As a result, we need to choose an appropriate equivalent martingale measure for pricing
contingent claims. Over the years, many principles have been developed, such as the
minimal martingale measure [201], under which the price of “risk premium” is zero, and
variance-optimal measure [164, 202], which is connected with quadratic utility function.
The minimal entropy martingale measure adopted in this chapter is reasonable to choose
according to the utility maximization argument in Section 6.2. Furthermore, no one has
derived a closed-form solution under this measure. As a result, following [118], if we set
Wt = ρBt +
√
1 − ρ2Ct, (6.4)
where Bt and Ct are two independent Brownian motions, the dynamics under the minimal
entropy martingale measure Q can be obtained by the following transformation
dBQt = dBt + µv
√
vtdt,






































Let U(S, v, t) be the European call option price written on the underlying asset St, then
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U(S, v, T ) = max(S −K, 0), (6.7)
and boundary conditions:
U(0, v, t) = 0, lim
S→+∞
U(S, v, t) = S,
U(S,∞, t) = S, lim
v→0
U(S, v, t) = max(S −K, 0).
Here, the reason for the option price to be equal to the payoff function at v = 0 is illustrated
in [235]. On the other hand, U(S, v, t) can also be equivalently calculated as




I{ST>K}|St = S] −Ke
−r(T−t)EQ[I{ST>K}|St = S].
To seek a solution in an affine form later, we can let U(S, v, t) take the form of
U(S, v, t) = SP1(x, v, t) −Ke−r(T−t)P2(x, v, t). (6.8)


























for j = 1, 2, where l1 =
1
2
, l2 = −
1
2
,m1 = ρσ,m2 = 0. Now the terminal conditions for Pj
become
Pj(x, v, T ; ln[K]) = I{x≥ln[K]}.
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Let us denote y = ln[K] and assume that fj(x, v, t;ϕ) be the conditional characteristic
function of xT , i.e.
fj(x, v, t;ϕ) = E
Q[eiϕxT |xt = x, vt = v]. (6.10)


























with known terminal condition fj(x, v, T ;ϕ) = e
iϕx. Considering the results in [117], it is
natural for us to assume that there exists an affine structure solution to PDE (6.11) as
fj = e
C(τ ;ϕ)+D(τ ;ϕ)v+iϕx. (6.12)
Hereafter, i denotes the imaginary unit. Therefore, by substituting (6.12) into (6.11), we






ϕ2)−D′(τ)}v+[kθD−C ′(τ)] = 0, (6.13)
which implies that the coefficients of vn should be set to be zero for every n respectively













(τ) = kθD, (6.15)
with initial condition C(0) = D(0) = 0. It is obvious that if we can derive the solution
of D(τ ;ϕ), then C(τ ;ϕ) will be obtained straightforwardly by direct integration. As a
result, what we need to do is to focus on D(τ ;ϕ). Actually, it should be noticed that ODE
(6.14) is actually a Riccati Equation with variable coefficients, which brings extra burden
in finding a closed-form solution for it.
We set q0 = ljiϕ −
1
2
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crucial change of the variables, it is easy to find that q1 can be further simplified as
q1 = iρσϕ + mj − 2∆ tanh(∆τ + b).
By applying the transformation of D = − u
′
q2u
, the Riccati equation becomes a second-




+ q0q2u = 0, (6.16)
with u
′
(0) = 0. Although this kind of ODE can be easily solved when its coefficients are
all constant, it still poses an obstacle when its coefficients are a function of the variable τ



















(n + 1)(n + 2)an+2τ
n. (6.18)
What we need to do now is to expand tanh(∆τ +b) as a series with respect to τ . However,
the coefficients of the series would be very complicated and the property of convergence
can hardly be studied as far as the Taylor series for tanh(x) is concerned, which is a major
reason for us to seek alternative ways.







and the RHS (right hand side) of Equation (6.19) is a power series, whose radius of






∣∣∣∣ = limn→∞ ∣∣n + 1x ∣∣ = +∞, (6.20)
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since Equation (6.20) means that Equation (6.19) holds for any x. As a result, ODE (6.16)
can be rearranged as
(e2b ·e2∆τ +1)u′′−[(iρσϕ+mj−2∆)e2be2∆τ +(iρσϕ+mj+2∆)]u
′
+(e2b ·e2∆τ +1)q0q2u = 0.
(6.22)




































As Equation (6.24) should hold for any τ , the coefficients of {τk, ∀k ≥ 0} should be equal
to zero and thus we have




[(k − i + 2)(k − i + 1)ak−i+2ci] + I2 − I1 = 0, (6.25)
for k ≥ 0, where
I1 = {(iρσϕ + mj − 2∆)e2b
k∑
i=0






As a result, {ak+2, k ≥ 0} can be easily obtained once {an, n = 0, 1, 2, .., k + 1} according
to the following equation derived from Equation (6.25)
ak+2 =
I1 − I2 − e2b
∑k
i=1[(k − i + 1)(k − i + 2)ak−i+2ci]
(e2b + 1)(k + 2)(k + 1)
, k ≥ 0. (6.26)
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One may think that D(τ ;ϕ) has been solved by now. However, we only have a1 = 0
from u
′
(0) = D(0) = 0, which keeps {ak+2, k ≥ 0} still unknown without the value of a0.
Fortunately, D(τ ;ϕ) takes the form as









which means that we do not have to derive an since D(τ) can be further represented by

















, k ≥ 0, (6.29)
all {âk, k ≥ 0} can be immediately derived due to the expression
âk+2 =
Î1 − Î2 − e2b
∑k
i=1[(k − i + 1)(k − i + 2)âk−i+2ci]
(e2b + 1)(k + 2)(k + 1)
, k ≥ 0, (6.30)
with â0 = 1, â1 = 0. Here, Î1 and Î2 can be respectively expressed as
Î1 = {(iρσϕ + mj − 2∆)e2b
k∑
i=0






Therefore, we have finally arrived at the desired result with














since D(τ ;ϕ) has been worked out. As stated previously, fj is the conditional characteristic
function of xT , thus Pj can be derived according to the Gil-Pelaez Theorem [96] once fj
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By now a formula in series expansion for the price of European call options is derived and
can be calculated by Equation (6.8).
Once a series solution is obtained, it is natural for us to consider its convergence.
Although the convoluted and recursive structure of Equation (6.30) posed an obstacle
when we tried to prove its convergence theoretically, we finally figured out an alternative
way. In fact, the series solution is introduced when we seek solutions to ODE (6.16) and
thus our final formula will converge if this series solution converges. Therefore, we provide
the radius of convergence for the series solution in the following proposition.












Proof. According to one existing theory that the radius of convergence of the series solution
to a second order linear ODE near an ordinary point is at least as large as the distance
from the ordinary point to the nearest singularity of the ODE [16], all we need to do for
our model is to find the nearest singularity to zero of (6.16). Now if we let
F1(τ) = (iρσϕ + mj)(e
2(∆τ+b) + 1) − 2∆(e2(∆τ+b) − 1),
F2(τ) = e
2(∆τ+b) + 1,
it is not difficult to verify that F1(τ) and F2(τ) are both analytic in the entire complex
domain. Furthermore, as we notice that q1 equals F1(τ)/F2(τ) and q0q2 is a constant, all







, k = 0, 1, 2... (6.35)





and it is actually a simple pole.







, which has completed
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the proof.
Except the radius of convergence, the speed of convergence is also an important factor
for the series solution and should be examined. Moreover, we will further check the validity
of our pricing formula by comparing European option prices calculated by pricing formula
(6.8) with those obtained directly from the SDE (6.5) controlling the dynamics with Monte
Carlo simulation and from the PDE (6.6) governing the option price with finite difference
methods to further demonstrate the speed of convergence and accuracy. These two issues
will be shown in the next Section.
6.4 Numerical examples and discussions
In this section, two different examples will be given respectively to show the convergence
and the validity of our pricing formula. Of course, the parameters used are chosen under
the restriction (6.34).
As shown from the derivation process in Section 3 that the obtained pricing formula
(6.8) can be expressed as
U(S, t, v) = lim
n→∞
G(S, t, v;n), (6.36)
where n represents the number of terms we use in calculating the option price, the con-
vergence of our formula can be shown if there exists N and K ∈ (0, 1) such that when
n > N , the following is valid
|G(S, t, v;n + 2) −G(S, t, v;n + 1)| ≤ K|G(S, t, v;n + 1) −G(S, t, v;n)|, (6.37)
according to the compression conditions for sequences. As a result, when G(S, t, v;n +
1)−G(S, t, v;n) ̸= 0, the following is the only one that need to be considered to check the
convergence of the solution
lim
n→∞
∣∣∣∣G(S, t, v;n + 2) −G(S, t, v;n + 1)G(S, t, v;n + 1) −G(S, t, v;n)
∣∣∣∣ = 0. (6.38)
In contrast, when G(S, t, v;n+1)−G(S, t, v;n) = 0 holds for all n > N , the solution should
be regarded as converged. In the following, the values of G(S, t, v;n) are all calculated in
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the order of 10−16.
























(a) Value of G(S, t, v;n+ 1)−G(S, t, v;n), 3 ≤ n ≤
49.





















(b) Option price when number of terms chosen to
be 15 and 16.
Figure 6.1: Convergence of our price in the first example. Parameters are ρ = −0.5, k =
2, θ = 0.1, β = 0.1, u = 4, τ = 0.5, v = 0.1,K = 100.
As is shown in Figure 6.1(a), the value of G(S, t, v;n + 1) − G(S, t, v;n) decreases
rapidly when n increases and it becomes zero when n reaches 8, independent of whether
the option is “in the money”, “at the money” or “out of money”. Moreover, it should
be noted that the speed of convergence for “in the money” option is slower than that for
“out of money” option. To exhibit the convergence of the series solution more clearly,
Figure 6.1(b) displays two option prices corresponding to the cases with 15 terms and 16
terms of the series solution picked respectively when S is set to be 100. What we can
observe first is that the calculated option price is a monotonic increasing function of time
to expiration. Furthermore, two different curves are pictured with a difference of 10−5
order, which can be tolerated when operating in financial markets and thus the 15-term
price can be regarded as the converged option price.

























(a) Our price vs finite difference method price.


























(b) Our price vs Monte Carlo price.
Figure 6.2: Comparison of our price with those obtained by other numerical methods in the
first example. Parameters are ρ = −0.5, k = 2, θ = 0.1, β = 0.1, u = 4, v = 0.1,K = 100.
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What we can see in Figure 6.2(a) is the relative difference between our price calcu-
lated by 20 terms in the series solution and FDM (finite difference method) price, which
is calculated by the explicit scheme. We try to make the results of comparison more con-
vincing by setting S = 90, 100, 110 respectively. The maximum difference shown in this
sub-figure is less than 1.8%, which could certainly be accepted in real markets. Figure
6.2(b) further show that our price is quite accurate since there are only no more than
0.8% difference when our price is compared with Monte Carlo price, which is calculated
with 500,000 simulations. When these two sub-figures are viewed together, it should be
noticed that prices for “out of money” option exhibit higher relative difference than those
for options in other positions as expected since prices are smaller for “out of money” call
options. On the other hand, as for the speed of calculation, it only takes 2.77 seconds to
work out a converged 15-term price with the closed-form solution, while it costs 639.66
seconds for Monte Carlo simulation and 909.21 seconds for finite different method with
the same set of parameters. This implies that working with our closed-form formula can
be really time-saving compared with those numerical methods.
Since only one example given by the same set of parameters may not be sufficient to lead
to reliable conclusions, another example is chosen. The values of parameters are selected
to be quite different from those in the first example to show that it converges for a wide
range of parameters as long as the parameters are chosen within the radius of convergence
(6.34). As a result, we again calculate the value of |G(S, t, v;n + 1) − G(S, t, v;n)| when
n increases from 13 to 49, which is shown in Figure 6.3(a). It is obvious that our price
still converges in either moneyness of options, although the converging rate is slower than
that in the first example. It should also be noticed that the converging speed for “in
the money” options is slowest. Figure 6.3(b) is the one showing how close it is for the
price of 25-team and 26-term picked in the series of our solution. Apparently, the order of
difference is again only 10−5, which means that prices of more than 25 terms can be seen
as converged.
Comparison with prices obtained through other numerical methods for this case is also
given in Figure 6.4. This time the relative difference between our price and FDM price is
narrowed down to maximum 1.2% while the distance between our price and Monte Carlo
price is still less than 0.8%. Besides, one can still observe that option prices calculated by
the closed-form pricing formula have lower relative difference with those obtained through
































(a) Value of G(S, t, v;n+1)−G(S, t, v;n), 13 ≤ n ≤
49.

























(b) Option price when number of terms chosen to
be 25 and 26.
Figure 6.3: Convergence of pur price in the second example. Parameters are ρ = 0.5, k =
5, θ = 0.01, β = 0.05, u = 0.8, v = 0.2, τ = 0.5,K = 100.
both of the numerical methods when the initial underlying price is no less than the strike
price. It should be pointed out that although 25 terms are needed for a converged price,
the time it consumes to figure out one price in this case is still very low, at about 4.72
seconds, which is less than
1
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of the time that the two numerical methods require. This
can significantly raise the efficiency of option pricing in real markets.






















(a) Our price vs finite difference method price.


























(b) Our price vs Monte Carlo price.
Figure 6.4: Comparison of our price with those obtained by other numerical methods in
the second example. Parameters are ρ = 0.5, k = 5, θ = 0.01, β = 0.05, u = 0.8, v =
0.2,K = 100.







It should be noticed that to seek a series solution to Equation (6.16) in Section 6.3, we







Obviously, when τ is larger than this radius, the convergence of the solution could not be







guaranteed. As a result, other solutions should be found in this case. In this section, a set
of option pricing formulae for different time range under the Heston stochastic volatility
model with the minimal entropy martingale measure that converges outside the converged
area is derived.










∗ k − b
∆
,




an(τ − tm)n. (6.39)
As tanh(x) could be expressed as tanh(x) =
e2x − 1
e2x + 1
, and e2∆τ could be expanded as
e2∆τ = e2∆tm
∑+∞
n=0 cn(τ − tm)n with cn =
1
n(2∆)





cn(τ − tm)n + 1]
∞∑
n=0
(n + 1)(n + 2)an+2(τ − tm)n
−[(iρσϕ + mj − 2∆)e2b+2∆tm
∞∑
n=0
cn(τ − tm)n + (iρσϕ + mj + 2∆)]
∞∑
n=0




cn(τ − tm)n + 1]q0q2
∞∑
n=0
an(τ − tm)n = 0. (6.40)
It should be remarked that Equation (6.40) should hold for any τ , which implies that
the coefficients of {(τ − tm)k, ∀k ≥ 0} should be equal to zero. Hence, we could obtain the
following equation




[(k − i + 2)(k − i + 1)ak−i+2ci] + I2 − I1 = 0, (6.41)
for any k ≥ 0. Here, I1 and I2 are defined as
I1 = {(iρσϕ + mj − 2∆)e2b+2∆tm
k∑
i=0













In order to reach the final solution, a0 and a1 should be calculated. However, from the
boundary condition u
′
(0) = 0, one can only obtain a1 = 0, while the value of a0 keeps





, k ≥ 0. (6.42)
In this case, {âk, k ≥ 0} could all be evaluated with â0 = 1, â1 = 0 through
âk+2 =
Î1 − Î2 − e2b+2∆tm
∑k
i=1[(k − i + 1)(k − i + 2)âk−i+2ci]
(e2b+2∆tm + 1)(k + 2)(k + 1)
, k ≥ 0, (6.43)
where
Î1 = {(iρσϕ + mj − 2∆)e2b+2∆tm
k∑
i=0






Once {âk, k ≥ 0} have been derived, D could be easily worked out by
D(τ) = − 1
q2
∑∞
n=0(n + 1)ân+1(τ − tm)n∑∞
n=0 ân(τ − tm)n
, (6.44)





By now, we have derived a set of pricing formulae based on different points at which the
series is expanded. In the following, the convergence of these solutions in the considered
region is verified. It is well-known that the radius of convergence of the series solution
to a second order linear ODE near an ordinary point is at least as large as the distance
from the ordinary point to the nearest singularity of the ODE [16]. Moreover, from the







, k = 0, 1, 2... (6.46)
Combining both of the two facts, it is not difficult to find that the nearest singularity to
134 6.6. CONCLUSION





. As a result, the radius of convergence for the





















∗ (m + 1), (6.47)
which shows that the solution expanded at τ = tm converges in the region tm ≤ τ ≤ tm+1.
It should also be noticed that
lim
m→+∞
tm = +∞, (6.48)
which implies that when τ > t1, there always exists m > 1 such that τ < tm.
Another issue that should also be mentioned is whether all these solutions, including
the formula obtained in the previous section as well as those derived here, have already cov-
ered the whole region [0,+∞]. Given that the converged region for the solution presented















holds. In this case, we have already finished our task. On the other hand, when b ≤ 0,







, t1] since the







∗ 2, which is obviously larger
than the length of the interval − b
∆
. Therefore, we could certainly reach the conclusion
that for any τ ∈ [0,+∞], we could always find a converged solution.
6.6 Conclusion
In this chapter, a closed-form pricing formula for European options is obtained under the
minimal entropy martingale measure in the Heston stochastic volatility model with several
particular settings. This is a reasonable choice since the specific equivalent martingale mea-
sure can be connected with the principle of maximum expected utility. A great advantage
of our newly-derived pricing formula is that the convergence of the solution in series form
can be proved theoretically; such a proof of the convergence has also been complemented
by some numerical examples to demonstrate the speed of convergence. Our numerical
evidence has further substantiated that the series solution indeed converges very rapidly;
when the relative differences with respect to FDM prices and MC prices are maintained
to be no more than 1.8% and 0.8% respectively, the computational cost associated with
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adopting the closed-form solution is less than 1% of those associated with purely numerical
methods such as the FDM and MC methods. Finally, we present a set of slightly modified
formulae for European options accompanied by a set of complete convergence proofs for
the solution that would cover the entire time horizon of a European option contact.
Chapter 7
A new integral equation for
American put options
7.1 Introduction
Financial derivatives are becoming increasingly popular means of investment, speculation
and risk management; market demands on faster and more accurate valuation for these
contracts have prompted researchers to continue seeking alternative solution approaches
for pricing various derivative contracts. Options, as one kind of the most well-known and
useful derivatives, have received a lot of attention ever since Black-Scholes [19] derived
a simple and elegant pricing formula for European options with the underlying price
following a geometric Brownian motion. However, it is widely acknowledged that pricing
American options is a much more intriguing problem [125, 171]; the main reason is the
inherent characteristic that an American option can be exercised at any time before the
expiry time. This additional right for the holder of an American option over that of its
European counterpart has cast the American option pricing problem into a free boundary
problem, and the so-called “optimal exercise price” (hereafter referred to as “optimal
exercise boundary”) at which the option contract should be early exercised needs to be
determined together with the option price itself. Mathematically, the existence of the
optimal exercise boundary has made the problem of pricing American options highly
nonlinear since the domain of such a problem is not only unknown in advance but also
“moving” with time, and a closed-form analytic solution is not attainable unless in some
special cases, such as perpetual American options and the series solutions for American
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puts in Zhu [232]. Thus, much of the research in pricing American options involves the
development of accurate and efficient valuation methods.
Among various numerical approaches proposed in the literature, one of the most com-
mon methods is to numerically solve the partial differential equation (PDE) governing
the price of an American option (referred to as the PDE approach hereafter), and this
particular approach can be further divided into several sub-categories. On one hand,
with the optimal exercise boundary being implicitly located, the pricing problem can be
transformed into a linear complementarity problem [124], which can be solved with var-
ious numerical algorithms [159, 221]. On the other hand, the optimal exercise boundary
can be explicitly tracked and simultaneously found together with the price function. A
well-known approach in the latter sub-category is the finite difference method (FDM),
based on which many different algorithms have been developed [179, 227]. Other kinds
of numerical approaches often used in solving the option pricing problem are the Monte
Carlo simulation technique and the tree approach. Typical examples are a least square
Monte Carlo method proposed by Longstaff & Schwartz [171] and a modified binomial
tree method for pricing American options mentioned in [237].
A main disadvantage of purely numerical approaches is that errors are introduced
at very early stage of computation. One way to overcome such a disadvantage is to
develop semi-analytical approaches, in which analytical analysis is performed until a point
beyond which numerical calculations must be resorted to. There are several well-known
papers in this category. For example, Geske & Johnson [95] proposed the compound-
option approximation method such that an American option is decomposed into a finite
number of European options, while Carr [28] presented a semi-explicit approximation with
a randomization technique. Zhu [233] developed an analytic approximation method for
American options with a pseudo-steady-state approximation of the moving boundary. In
order to seek a good balance between maximizing analytical tractability and minimizing
the computational time, integral equation approaches are a good compromise between the
two1. The essence of this particular method is to cast the differential equation into an
integral equation, so that the analytical tractability is preserved in the form of an integral
equation and yet the eventual numerical calculations, should numerical values need to be
1Ideally, a closed-form solution in terms of elementary functions like the Black-Scholes pricing formula
for European options is ultimately preferred, in terms of rendering both analytical tractability as well as
computational efficiency. Unfortunately, such kind of solution has not been found yet.
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computed, can be completed with a relatively efficient algorithm. Of course, a crucial
measure of the performance of this approach is the specific form of the integral equation
analytically derived as various forms have been proposed in the past.
McKean [175] seems to be the first to derive an integral equation for American option
prices using the technique of incomplete Fourier transform. The advantage of this par-
ticular integral equation is that it only involves two one-dimensional integrals. However,
there are two main drawbacks for this representation, which may cause problems when
conducting numerical experiments; one is that the presence of the derivative of the opti-
mal exercise boundary can create numerical difficulties because of the infinite slope of the
optimal exercise boundary at maturity [37], and another is that the value of the integral
equation at the optimal exercise boundary only equals to half of its original value due to
the fact that the inverted Fourier transform of a discontinuous function will converge to
the midpoint of the discontinuity [69]. Jamshidian [141] derived a different integral equa-
tion for American option prices by transforming the homogeneous Black-Scholes equation
into an inhomogeneous one. Although this formulation does not involve the derivative
of the optimal exercise boundary, the integral equation contains a two-dimensional inte-
gral, which is much more computational intensive than those involving one-dimensional
integrals only. One of the most famous integral equations for American option prices was
derived by Kim [154] through taking the limit of compound option prices. A very useful
feature of Kim’s formulation is its quantification of the value of an American option in
two parts; a base value that corresponds to its European option and an early exercise pre-
mium that is associated exclusively with the early exercise right of an American option.
On the other hand, one of its main drawbacks is still the relatively excessive computational
time needed for the computation of the two-dimensional integrals involved in finding the
unknown optimal exercise boundary.
In this chapter, we present a new integral equation (IE) formulation for American put
option prices under the Black-Scholes model. Our derivation procedure involves several
steps. Firstly, we cast the original problem into a new free boundary problem for the
option Theta (the first-order derivative with respect to the time to maturity as one of the
important Greeks in option pricing). Taking the advantage of the free boundary being a
monotonic decreasing function of the time to expiry, we adopt a novel approach in which
the optimal exercise price itself is taken as an independent variable first, replacing an
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original independent variable, the time to expiry. Mathematically, we transform a problem
governed by a linear PDE defined on a domain bounded by an unknown free boundary
into one governed by a nonlinear PDE with a fixed boundary. After applying a Fourier
transform to this particular nonlinear PDE, an analytical solution in the Fourier space is
successfully derived. However, our approach should not be regarded as successful if we
could not obtain the analytical inversion of the solution since the numerical inversion of
a function in the Fourier space is not desirable and should be avoided whenever possible.
Fortunately, we have finally managed to derive a simple and elegant integral equation
after analytically performing the inverse Fourier transform. Once this integral equation is
solved, the optimal exercise price as a function of the time to expiry can be retrieved.
It should be pointed out here that this newly derived integral equation possesses two
distinguishable advantages over all the existing IE formulations. The first one is that
the integral equation only involves a one-dimensional integral. The advantage associated
with this is clearly its numerical realization being far less computational intensive than
that involving two-dimensional integrals. The second unique feature of the newly derived
integral equation is that it does not suffer from any discontinuity problem, and singularities
associated with the optimal exercise boundary at the expiry time are totally avoided as
a result of taking the moving boundary itself as an independent variable in the newly
formulated nonlinear PDE system; the computational accuracy and efficiency can thus be
further enhanced.
It should also be remarked here that our method can be extended to the valuation
problem of American option prices under other models, such as stochastic volatility models
and jump-diffusion models. For any stochastic volatility model such as the well-known
Heston model [117], although volatility becomes another state variable (see [235]), the
free boundary is essentially only “moving” in the direction of the underlying price. Thus,
the same technique presented here would still apply, transforming a two-dimensional free
boundary surface, instead of a one-dimensional free boundary curve like in the Black-
Scholes’ case, into a two-dimensional fixed boundary first and then a “retrieving” process
similar to what has been presented here is used to restore the needed two-dimensional
free boundary surface. On the other hand, when jump-diffusion models are to be dealt
with, there is an added integral component in the PDE, so that a partial integro-differential
equation needs to be solved. Our proposed technique can still be adopted, with a difference
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that the ordinary differential equation (ODE) in the Fourier space presented in Theorem
1 of this chapter becomes an ODE with a modified coefficient. A challenge then is to
find the analytical solution for this modified ODE and to perform the Fourier inversion
analytically as we did in this chapter. Therefore, specifically dealing with these issues will
be left in future research with results shown in a forthcoming paper.
The rest of the chapter is organized as follows. In Section 7.2, a new PDE system
governing the Theta of American puts is presented. This new free boundary problem is
further transformed into a fixed boundary problem through a novel approach, and a new
integral equation containing only a one-dimensional integral is derived. In Section 7.3,
numerical experiments and related discussions are presented, followed by some concluding
remarks given in the last section.
7.2 A new integral equation
In this section, we use the Black-Scholes PDE system for American put option prices to
illustrate our approach. The Black-Scholes PDE system is first transformed into another
system with two different free boundary conditions by simply differentiating the PDE with
respect to the time to expiry. This new free boundary problem is then formulated into
a fixed boundary problem by using the free boundary as the new variable to replace the
time to expiry. The PDE of this fixed boundary problem is actually nonlinear, from which
we obtain a new integral equation with the aid of the Fourier transform.
7.2.1 A new PDE system




= rdt + σdWt, (7.1)
with r and σ representing the risk-free interest rate and the volatility respectively, and Wt
being the standard Brownian motion, the PDE system2 governing the American put price
2The problem of pricing American options is a non-linear problem, if one looks from the whole PDE
system point of view, even though the involved PDE itself is a linear one. The main reason is due to the
existence of the unknown free boundary, which needs to be determined as part of the solution.
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− rP = 0, S > Sf (t),
P (S, t)|S=Sf (t) = K − Sf (t),
∂P
∂S
|S=Sf (t) = −1,
lim
S→+∞
P (S, t) = 0,
P (S, t)|t=T = max(K − S, 0),
(7.2)
in which T is the expiry time, K denotes the strike price, and Sf (t) is the optimal exercise
boundary with K being its terminal value, i.e., Sf (t)|t=T = K. It should be noted that
there are altogether three boundary conditions for the reason that the existence of the
unknown free boundary has added one degree of freedom and thus a second-order PDE
system needs to be supplied with an additional boundary condition to properly close the
system. Details on the existence and uniqueness of the solution to System (7.2) can be
found in [33].











(T − t), (7.3)







+ (k − 1)∂p
∂x
− kp, x > b(τ)






p(x, τ) = 0,





and b(τ) = ln
Sf (τ)
K
with the initial condition
b(τ)|τ=0 = 0. (7.5)
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From System (7.4), it is not very difficult to obtain the following two identities3
∂p
∂τ







Clearly, these two identities are the conditions defined on the free boundary for the Theta
of American puts, that is, θ(x, τ) , ∂p
∂τ
.
To form a complete PDE system for θ, we still need an initial condition and a boundary
condition. In particular, if τ = 0 is substituted into the PDE in System (7.4), the following













+ (k − 1)∂p0(x)
∂x
− kp0(x), x ≥ 0 (7.8)




|τ=0 = δ(x) − kH(−x), x ≥ 0 (7.9)
where δ(x) is the Dirac delta function.
On the other hand, the boundary condition of American puts p(x, τ) is given by
lim
x→+∞
p(x, τ) = 0,
and this can further yield the boundary condition for θ
lim
x→+∞





the proof of which is not difficult and has thus been left in Appendix B. Differentiating
the PDE in System (7.4) with respect to the time to expiry τ , and collecting boundary
conditions (7.6), (7.7), (7.10) and the initial condition (7.9), we arrive at a new PDE
3Although these two properties have already been presented in [34], their derivation is still included the
in Appendix B.1, for the easiness of reference and completeness of this chapter.
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+ (k − 1)∂θ
∂x
− kθ, x > b(τ),









θ(x, τ) = 0,
θ(x, τ)|τ=0 = δ(x) − kH(−x), x ≥ 0.
(7.11)
It should be remarked that the PDE system governing θ(x, τ) does not possess any essential
change on the fundamental characteristics as it is still a free boundary problem with a
linear PDE. However, it has facilitated the conversion of a moving boundary problem to
a fixed boundary problem as a result of the second boundary on x = b(τ) being inserted
into the PDE as demonstrated in the next subsection.
7.2.2 Analytical pricing formula for American put
In this subsection, the free boundary problem contained in System (7.11) is transformed
into a fixed boundary problem with a non-linear PDE defined on a fixed domain. The
solution of the new PDE system in the Fourier space is then obtained by applying the
Fourier transform, the analytical inversion of which yields an integral equation.
In the literature, there are many ways in which a free boundary problem can be
converted into a fixed boundary problem. Specifically, in the context of transforming the
American option pricing problem into a fixed boundary problem, Zhu [232] adopted the
well-known Landau transform [227], and obtained an exact and explicit pricing formula
for American puts in an infinite series form. However, this technique is not suitable for
the integral equation approach, as the adoption of Landau transform would introduce the
derivative of the optimal exercise boundary into the non-linear PDE and consequently
in the final expression of the integral equation as well. To overcome this problem, we
take the advantage of a well-known property of the optimal exercise boundary, namely,
the monotonicity of the optimal exercise boundary, and introduce an alternative method
with one of the independent variables in the original PDE system being replaced by a new
independent variable, the free boundary itself being treated as “parameter”.
More specifically, from the monotonicity of b(τ), we can take b as a new independent
variable and view θ(x, τ) as θ(x, b(τ)). Then, using the chain rule on the l.f.s. (left hand
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+ (k − 1)∂θ
∂x
− kθ. (7.12)







which is now used to facilitate the elimination of
db
dτ
in (7.12) and complete the change of
one of the independent variables as far as the new PDE is concerned4. As for the remaining
two boundary conditions in (7.11), they now simply become the boundary conditions of
the new system in the x-direction with b being no longer viewed as a function of τ . Also,












+ (k − 1)∂θ
∂x
− kθ, x > b,
θ(x, b)|x=b = 0,
lim
x→+∞
θ(x, b) = 0,
θ(x, b)|b=0 = δ(x) − kH(−x), x ≥ 0.
(7.14)
It should be pointed out that the PDE system (7.14) is obtained after introducing a
new independent variable to the original PDE system (7.11). Thus, the existence and
uniqueness of the solution to the new system are preserved as a result of the one-to-one
explicit relationship between the new independent variable b and the old independent
variable τ . To obtain the solution, a Fourier transform is performed as presented in the
following theorem. It should be remarked here that although the PDE in (7.14) is a
nonlinear one due to the presence of a product of the unknown function and its first order
derivative, one can still establish an integral equation by performing a Fourier transform,
which would normally be a powerful tool only for solving linear PDEs. The key of the
success hinges on a careful observation that the PDE in System (7.14) can be treated as
a linear PDE with constant coefficients as far as a Fourier transform with respect to x
is concerned, because the source of the nonlinearity,
∂θ
∂x
|x=b, is a function b only, albeit
unknown. Once the solution for θ(x, b) is obtained for every given x and b, b(τ) can be
4the subtle difference on the left hand side of (7.13) from that of the second equation in (7.11) should
be noted too as a result of change of independent variables.
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then easily retrieved from using essentially the third equation in (7.11) and p(x, τ) can be
recovered from integrating θ(x, b) with respect to τ .
Theorem 5. If θ(x, b) is the solution to the PDE system (7.14), then an integral equation
































Proof. We begin with treating the nonlinear PDE in System (7.14) as a linear one with




|x=b as f(b)5. With such a notation deliberately emphasizing that all the
coefficients of the PDE in System (7.14) are a function of b only, we can perform an
incomplete Fourier transform on the PDE in System (7.14) with respect to x, the operator





where i denotes the imaginary unit. It should be pointed out here that the incomplete
Fourier transform can be viewed as an ordinary one if we assume that the function g(x)
is also defined on (−∞, b) where g(x) = 0.
After applying the incomplete Fourier transform to the unknown function θ(x, b) and
















5It should be remarked that this elegant treatment does not mean that the Fourier transform technique
can be extended to solve nonlinear equations in general; we have merely utilized the fact that when the
source of the nonlinearity becomes a known function of one variable only, as in this case, the power of the
Fourier transform can still be “displayed” as the PDE would appear to be a pseudo “linear” as long as the
Fourier transform is performed against another variable (or variables in a more general case).
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where θ̄(ϕ, b) = F [θ(x, b)]. Consequently, after the incomplete Fourier transform is per-




2 − (k − 1)iϕ + k]
f(b)
θ̄ = ke−iϕb, (7.18)
with the initial condition
θ̄(ϕ, b)|b=0 = F [δ(x)H(x)]. (7.19)
where H(x) is a Heaviside function. Such a first-order ODE with variable coefficients can













−f(s) dsdy + F [δ(x) − kH(−x)]}. (7.20)














This means that we have successfully obtained the analytical solution in the Fourier space
and the remaining work is to apply the inverse Fourier transform.
Let us denote F−1[·] as the inverse Fourier transform operator. Our target solution





2−(k−1)iϕ+k][m(b)−m(y)]dy] + F−1{e−k[ϕ2−(k−1)iϕ+k]m(b)F [δ(x)H(x)]}
, U1 + U2, (7.23)
which means that the calculation of θ(x, b) can be divided into two parts. In particular,
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In order to work out the integration with respect to ϕ in Equation (7.24), we need to firstly
study the property of the function m(b). The definition of f(b), f(b) = −k db
dτ
, certainly
implies that f(b) is always positive since b is a monotonically decreasing function of the
time to expiry. Moreover, considering the fact that m(b) defined in Equation (7.16) is
non-negative as b is non-positive, we can reach a conclusion that the decrease in b will
result in the increase in m(b). Therefore, we have m(b) > m(y) when y > b, and thus U1














By now, the first part of θ(x, b) has been analytically inverted and what we need to do














Thus, according to the convolution theorem for inverse Fourier transform, we can obtain
U2 = F
−1[e−k[ϕ
2−(k−1)iϕ+k]m(b)] ∗ F−1{F [δ(x)H(x)]}, (7.27)

























Therefore, Equations (7.25) and (7.28) can lead to the final solution of θ(x, b). This has
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completed the proof.
Obviously, θ(x, b) can finally be worked out through Equation (7.15) once the function

























It should be noted that there is no discontinuity in this equation because the value of
θ(x, b) at the boundary condition x = b is zero, which is the same as that outside the
continuously holding region. It should also be remarked here that while there always
exists a singularity at τ = 0 in all the existing integral equations for optimal exercise
boundary of the American option in the literature due to the presence of the negative
infinite slope of the optimal exercise boundary, i.e.,
db
dτ
|τ=0 = −∞, (7.30)
we have successfully avoided directly dealing with this singularity when eventually solving
the integral equation numerically. This is achieved as a direct result of taking the free
boundary b itself as an independent variable, rather than an unknown function in the
original system. In other words, one can easily verify that there are no singularities in


















Thus, a notoriously difficult problem of numerically dealing with the resolution near τ = 0
in almost all numerical solution approaches proposed to price American options is avoided
here as a result of b = 0(τ = 0) being dealt with “exactly” in our newly derived integral
equation. Furthermore, the singular behavior of b(τ) at τ = 0 is recovered analytically
through Equation (7.32), so we can claim that there is no loss of accuracy in our newly
derived integral equation as far as dealing with the well-known singularity at τ = 0 is
concerned. In addition, Equation (7.29) only involves a one-dimensional integral and thus
its computation should be very efficient.
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Once m(b) is found Equation (7.29), the time to expiry that corresponds to each b can
be calculated straightforwardly via
τ = km(b), (7.32)






with the utilization of Equation (7.21) and the initial condition (7.5).
Consequently θ(x, τ) can be computed through (7.15) making use of equation (7.32).
Finally, the dimensionless option price, p(x, τ), can be obtained from
p(x, τ) = p(x, 0) +
∫ τ
0




and the corresponding dimensional option price posted in the original problem can be
calculated from




where x = ln(
S
K




In summary, to work out the American option price and the optimal exercise boundary
with respect to the time to expiry, the integral equation (7.29) should be numerically
solved to obtain m(b) values for each discrete b value step by step6. Then, by utilizing
the obtained m(b), corresponding τ and θ(x, b) values can be successfully obtained with
Equation (7.32) and (7.15) respectively. Finally, the American put prices can be figured out
from Equation (7.35). In the next section, this solution procedure is numerically realized,
and the accuracy and efficiency of the newly derived integral equation are demonstrated.
6To a certain extent, this first part of the solution procedure in the proposed new approach is similar
to the concept of inverse finite element method proposed by Zhu & Chen [236] for solving the American
option pricing problem, in which a set of unknown function values are “prescribed” first and then the
corresponding values of the original independent variable are found through an efficient nonlinear iteration
scheme.
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7.3 Numerical examples and discussions
In this section, the accuracy and efficiency of our integral equation approach will be
numerically verified. In the following calculations, the risk-free interest rate r is set to be
0.1, the strike price K is 100, and other model parameters are σ = 0.3 and T = 1.
Unlike the solution procedure for American option prices with other integral equation
approaches, where the time to expiry is discretized first and the optimal exercise boundary
is obtained by solving the corresponding integral equation step by step, the free boundary
b is discretized in our approach before the integral equation (7.29) is solved numerically
to obtain m(b). Once m(b) is found, τ , the time to expiry that corresponds to each b
is computed by using Equation (7.32) to obtain discrete values of the optimal exercise
boundary b(τ).
Time to expiry





















Figure 7.1: Comparison of optimal exercise prices with two different approaches. Model
parameters are σ = 0.3, τ = 1.
Depicted in Figure 7.1 is the comparison of optimal exercise prices calculated with our
integral equation with those obtained from Zhu’s formula. What should be noticed first
is that the optimal exercise price of an American put option is a monotonic decreasing
function of the time to expiry, which can partially verify our formula. Moreover, it is
obvious that our results agree very well with those obtained from Zhu’s formula. To
further demonstrate this issue, the two sets of optimal exercise prices are listed in Table
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7.1, and clearly the maximum relative error between the two results is less than 0.2%, which
can certainly show the accuracy of our integral equation. On the other hand, the speed
with which the optimal exercise boundary is calculated by solving our newly formulated
integral equation is much, much faster than that through Zhu’s formula by summing up
an infinite series. As Medvedev and Scaillet [176] pointed out in their paper, Zhu [232]
did not focus on computational efficiency at all; in fact, the two approaches are not even
comparable in terms of computational efficiency, as it would take hours to compute the
optimal exercise boundary on a same resolution if we were trying to compute the optimal
exercise boundary with Zhu’s approach, whereas it only takes few seconds to do the same
job with the current approach.
Table 7.1: Comparison of optimal exercise prices with our and Zhu’s approach.
Time to expiry Our results Zhu’s results Relative error
0.0868 87.4347 87.2748 0.18%
0.1515 84.9193 84.9158 0.004%
0.2321 82.9560 82.9710 0.02%
0.3039 81.6967 81.7036 0.008%
0.3697 80.7728 80.7625 0.01%
0.4480 79.8654 79.8408 0.03 %
0.5083 79.2696 79.2349 0.04%
0.5761 78.6813 78.6336 0.06%
0.6521 78.1008 78.0411 0.08%
0.7376 77.5284 77.4571 0.09%
0.8335 76.9635 76.8856 0.10%
0.9413 76.4007 76.3263 0.09%




As far as the computational efficiency is concerned, we make comparison of the CPU
times consumed by computing our new integral equation and Kim’s integral equation to
obtain a single set of the optimal exercise boundary. As can be seen in Table 7.2, it is
clear that to obtain a similar accuracy with a relative difference being in the order of 1%,
it only takes 6.0 seconds to compute for one particular set of the optimal exercise prices
with the time to expiry T = 1. This means that our time savings is about 50% over Kim’s
approach, which is as expected since solving integral equations requires iteration, and
Kim’s integral equation actually involves a two-dimensional integral while our integral
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equation only contains a one-dimensional integral. On the other hand, this significant
enhancement of numerical efficiency further justifies the usefulness of the new approach
as an alternative to the traditional integral equations derived in the past.
Underlying price























Figure 7.2: Option prices with different time to expiry. Model parameters are σ = 0.3.
With the confidence of our integral equation, we present American put option prices
against the underlying price with different values of time to expiry in Figure 7.2. Obviously,
the option price will take a downward trend when we increase the value of the underlying
price. This is as expected since the payoff function is also a decreasing function of the
underlying price. Furthermore, when the time to expiry is less than one year, the option
becomes almost worthless when the underlying price approaches approximately 2 times of
the strike price, which is consistent with the fact that the value of the option will become
zero when the underlying price is large enough.
The volatility σ of the underlying price is a very important parameter in the determi-
nation of American option prices, and thus its influence on the optimal exercise price and
the option price is shown in Figure 7.3. Specifically, Figure 7.3(a) shows the difference of
optimal exercise prices caused by the different value of the volatility. It is clear that the
higher the volatility level, the smaller the optimal exercise price. This is mainly because
when the underlying price becomes more volatile, the optimal exercise price should be
lowered down to prevent potential losses. On the other hand, the phenomenon shown in
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Time to expiry





















(a) Optimal exercise prices with different value of
the volatility σ.
Underlying price






















(b) Option prices with different value of the volatil-
ity σ.
Figure 7.3: The influence of the volatility σ.
Figure 7.3(b) is that a larger volatility will result in the increase of American put option
prices, which is financially meaningful since a larger volatility implies higher uncertainty
of the underlying price, and the seller of the option will suffer from a higher probability
to lose. In this case, they should be compensated with higher option prices.
7.4 Conclusion
In this chapter, we first present a PDE system for the first-order derivative of American
put prices with respect to the time to expiry, and then this new free boundary problem
is further transformed into a fixed boundary problem with a novel approach by making
the unknown free boundary as a new variable replacing the time to expiry. This new
fixed boundary problem actually contains a nonlinear PDE with one initial condition and
two fixed boundary conditions, which leads to a new integral equation involving only a
one-dimensional integral as one of its main advantages. Another great advantage is that
the discontinuity of the integral equation and singularities associated with the optimal
exercise boundary at expiry are avoided so that the accuracy and efficiency can be further
enhanced. It should be noted that the option Theta, which is one of the important Greeks
in option pricing, is computed directly in our formulation.
Chapter 8
A hybrid computational approach
for option pricing
8.1 Introduction
In 1973, Black & Scholes [19] made a landmark contribution to the literature in the area
of option pricing by deriving a closed-form pricing formula for European options with
the underlying price following a geometric Brownian motion. Despite their great success,
the Black-Scholes model suffered from the mis-pricing problem as some over simplified
assumptions made to achieve analytical tractability are inappropriate. A typical example
is the constant volatility assumption being at odds with the phenomenon of the so-called
“volatility smile” [73], which has led a large amount of research interest in modifying the
Black-Scholes model.
Among all these attempts, stochastic volatility models, which make the volatility as an-
other random variable in addition to the underlying price, have received a lot of attention
since stochastic volatility is believed to better capture different properties of underlying
returns [102]. However, it needs to be pointed out that the introduction of another stochas-
tic source has made the option pricing problem even more difficult, and it is usually very
hard to find closed-form pricing formula even for European options, although there are
several models, such as the Stein-Stein model [213] and the Heston model [117], for which
analytical solutions can be found. Besides, American options and exotic options are also
widely traded in real markets, and it is almost impossible to analytically evaluate these
options, even under the Black-Scholes model. As a result, numerical methods must be
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resorted to in most cases when pricing options.
In the literature, a number of different numerical approaches have been proposed and
adopted to efficiently price options. One of the most basic ones is the so-called binomial
tree approach [54], in which a tree of the underlying price is generated and option prices are
evaluated backwards from the expiry time to the current time. A distinguished feature of
this particular method is that it is very easy and straightforward to implement. Although
this method can clearly reflect the construction of the replicating portfolio, it can cause
some biases since the underlying price actually does not discretely change within a two-
valued framework. As another basic approach, the Monte-Carlo simulation technique,
which directly simulates the dynamics of the underlying price to find option prices without
using any boundary conditions, is also quite popular in option pricing [23, 171, 200] as it
has two main advantages; the first is that it can easily deal with path dependent options,
and it can handle high-dimensional pricing problems in which options are written on
underlying assets. However, this approach suffers from the inefficiency problem due to
the requirement of large number of paths being generated to achieve enough accuracy
especially for low dimensional problems [129]. Being different from the above two methods,
both of which directly simulate the underlying price process, the finite difference method,
which is based on the discretization of the differential operators, can be certainly employed
if a PDE (partial different equation) system governing option prices is derived first. Then,
depending on how the differential operator is discretized, different schemes, such as the
explicit method, implicit scheme, the ADI (alternating direction implicit) method [138],
the predictor-corrector scheme [235] and many others, form all the specific approaches
under the umbrella of the PDE approach. This method is firstly applied to option pricing
by Schwartz [199] and Brennan & Schwartz [24], and it has been widely used by many
others [50, 128]. One of the main advantages for the finite difference method is that a set
of option prices can be obtained simultaneously in one computation with a relatively small
amount of computational time, while an obvious disadvantage is that boundary conditions
are imposed at infinity for any PDE system when pricing options, and its truncation will
certainly affect the accuracy of the calculation. Of course, there are some other well-known
numerical approaches that have already been used in dealing with option pricing problems,
such as the finite element method [121].
It should be remarked that when using PDE approaches, the operating domain needs
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to be truncated as the underlying price and the volatility range from zero to infinity under
stochastic volatility option pricing models, and a large enough boundary for the underlying
price and the volatility should be chosen respectively so that the boundary values at the
truncated domain can be a good approximation of those at infinity. However, short-term
options are dominated in most of derivative markets, which means that the probability
for a dramatic change in the underlying price or the volatility taking place is quite low.
Thus, option traders will probably focus on a relatively small region around the current
value of the underlying price [241] and the volatility (denoted by interested region in the
following), and want to accurately figure out the influence of a small change in this region
on option prices, while they do not care too much about the information outside this
particular region. In this case, it will be a waste of time to determine option prices outside
the interested region since we will have to discretize the entire pricing domain if we employ
PDE approaches. Naturally, one wonder if one could only truncate the interested domain,
and thus alternative ways should be found.
In this chapter, we propose a new numerical method that is able to cope with the sit-
uation illustrated above. This particular method is actually a combination of the Monte-
Carlo simulation technique and the PDE approach (we name it as “the MCPDE method”)
that we artificially generate boundary values for the interested region so that we can avoid
being restricted to work on a very large domain, and option prices inside this region can
be efficiently obtained through the PDE approach (we use the ADI method as an exam-
ple) with the generated boundary condition. To clearly illustrate this particular method,
a sample figure is presented in Figure 8.1. Assume that we are currently at the point
M(S0, v0), and we are only interested in Domain ABCD around M . What we need to
do first is to find the boundary values of this particular domain, and thus Monte-Carlo
simulation should be used to generate option prices on every point we need like P . Then,
option prices inside Domain ABCD can be worked out through PDE approaches. Further-
more, in order to show the accuracy of this newly proposed approach, we use the pricing of
European options under the Heston model as an example since it possesses a closed-form
pricing formula for European options. Moreover, its efficiency is also numerically demon-
strated by comparing the computational time it takes to obtain option prices in a same
discretized interested region with purely ADI method, purely Monte-Carlo simulation and
this new approach.









Figure 8.1: Sample figure on how the MCPDE method can be implemented.
The rest of the chapter is organized as follows. In Section 8.2, a new numerical approach
combining Monte-Carlo simulation and the ADI method is introduced. In Section 8.3,
numerical experiments are carried out to show the accuracy as well as efficiency of the
new approach, followed by some concluding remarks given in the last section.
8.2 A new numerical approach
In this section, we formally introduce the MCPDE method to evaluate options. We choose
the Heston model as an example to illustrate the newly proposed approach since it pos-
sesses a closed-form pricing formula for European options, with which its accuracy can be
easily assessed.
To start, let us denote St and vt as the underlying price and the volatility respectively.
Then, the dynamics of the Heston model under the risk-neutral measure can be specified







dv = k(θ − v) + σ
√
vdW2, (8.1)
where r is the risk-free interest rate, k is the mean-reverting speed, θ is the mean-reverting
level, and σ is the volatility of volatility. W1 and W2 are two standard Brownian motions
with correlation ρ. If we further let U(S, v, t) denote the price of a European call option,





















+ k(θ − v)∂U
∂v
− rU = 0, (8.2)
Introducing a new variable, the time to expiry τ = T − t, the terminal value problem can
be transformed into an initial value problem. On the other hand, to eliminate the variable
coefficients in PDE (8.2), we adopt the log-transform as x = log(S). Therefore, PDE (8.2)




























σ2v, c(v) = ρσv, d(v) = r − 1
2
v, e(v) = k(θ − v).
Here, the initial condition is U(x, v, τ)|τ=0 = max(ex − K, 0). Usually, the domain
[−∞,+∞] × [0,+∞] should be truncated as [−Xmax, Xmax] × [0, Vmax] with Xmax and
Vmax chosen to be large enough so that the boundary conditions at infinity can be regarded
as a good approximation for those at the truncated points. However, as stated above, this
can previous computational time on computing values of the unknown function in the area
that we have no interest in.
In contrast, our MCPDE approach combines the Monte-Carlo method and the PDE
method to avoid such kind of waste. In particular, it directly generates the boundary value
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for our interested region by simulation with the Monte-Carlo method so that we will be able
to save certain amount of time. If we denote the interested region as [X1, X2]×[V1, V2], then
the boundary values we need to generate are actually U(x, V1, τ), U(x, V2, τ), U(X1, v, τ)
and U(X2, v, τ). Then, with the initial condition and all the boundary values in hands, we
are able to price options in the interested region with PDE approaches. In the following, we
choose one kind of the most popular PDE approaches, the ADI method, since it is a very
useful tool for solving parabolic equations on rectangular domains. Generally speaking,
it is of great efficiency since it can reduce a two-dimensional problem to a succession of
many one-dimensional problems, whose final matrix is tridiagonal and can thus be easily
solved. Before the ADI method is formally applied, the time derivative of U should be
discretized in advance. We first split the operator A as
A = A0 + A1 + A2, (8.5)
such that A0, A1 and A2 represent the mixed derivative, the spatial derivative in the x























Then, if a uniform discretization in the τ direction is performed with the number of steps
and the step size being ∆τ =
T
Nτ




= (A0 + A1 + A2)U
n+1 + O(∆τ),
with Un = U(x, v, n∆τ), which can be rearranged as
[I − ∆τ(A0 + A1 + A2)]Un+1 = Un + O(∆τ2).
Similarly, the first-order explicit Euler scheme of (8.2) can be derived as
Un+1 = [I + ∆τ(A0 + A1 + A2)]U
n + O(∆τ2).
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As a result, the weighted average of implicit and explicit scheme can be obtained
[I − θ∆τ(A0 + A1 + A2)]Un+1 = [I + θ∆τ(A0 + A1 + A2)]Un + O(∆τ2). (8.6)
It should be remarked that if θ = 0 or θ = 1, (8.6) degenerates to the explicit scheme
or implicit scheme respectively. When θ takes the value of
1
2
, (8.6) becomes the Crank-
Nicolson scheme. In order to solve this problem separately in two directions with the ADI
method, (8.6) is further expressed as
(I − θ∆τA1)(1 − θ∆τA2)Un+1 = [I + ∆τA0 + (1 − θ)∆τA1 + (1 − θ)∆τA2 + θ2(∆τ)2A1A2]Un
+ [θ∆τA0 + θ
2(∆τ)2A1A2](U
n+1 − Un) + O(∆τ2). (8.7)
Since the order of Un+1−Un is O(∆τ), [θ∆τA0+θ2(∆τ)2A1A2](Un+1−Un) can certainly
be merged into the error term and thus we can obtain
(I−θ∆τA1)(1−θ∆τA2)Un+1 = [I+∆τA0+(1−θ)∆τA1+(1−θ)∆τA2+θ2(∆τ)2A1A2]Un+O(∆τ2).
Therefore, we finally arrive at the finite difference equation we need as
(I−θ∆τA1)(1−θ∆τA2)Un+1 = [I+∆τA0+(1−θ)∆τA1+∆τA2]Un−(I−θ∆τA1)θ∆τA2Un,
(8.8)
if we omit the error term.
With Equation (8.8) in hands, we are now ready to proceed to the ADI method. In
fact, there are different schemes, such as the Craig-Sneyd scheme [55] and the Hundsdorfer-
Verwer scheme [130]. What we adopt here is the Douglas-Rachford scheme [71] since it is
a two-step scheme, which is more convenient to be implemented. In particular, the first
step of the Douglas-Rachford scheme for our case is to compute an intermediate variable
(we denote it as Y ) from
(I − θ∆τA1)Y = [I + ∆τA0 + (1 − θ)∆τA1 + ∆τA2]Un, (8.9)
by fixing the variable in the v direction. If the interested region [X1, X2] × [V1, V2] is
discretized with the number of steps in the x and v direction being set to be Nx and Nv
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respectively, the value of a European option at a grid point can be expressed as
U(x, v, τ) = U(i∆x, j∆v, n∆τ) = Uni,j . (8.10)
Moreover, the first-order and the second-order non-cross spacial derivatives are approx-












Therefore, Equation (8.9) can be split into (Nv − 1) algebraic equations, the matrix form





j , j = 1, 2, ..., Nv − 1, (8.11)












)YNx,j respectively while other elements
take the value of zero, Yj = (Y1,j , Y2,j , ..., YNx−1,j)
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Once we have obtained the solution of the intermediate variable Y , we can move on
to the second step to find the solution to Un+1 through
(I − θ∆τA2)Un+1 = Y − θ∆τA2Un, (8.13)
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by fixing the variable in the x direction since the operator in the left hand side of Equation





i , i = 1, 2, ..., Nx − 1, (8.14)
where all the elements of the row vector R2i are zero except that the first and the last














i are defined as (Ui,1, Ui,2, ..., Ui,Nv−1)








tively, with p2i,j expressed as
p2i,j = Yi,j − θ∆τ(bj


















































By now, we have presented our MCPDE method for option pricing. In summary,
once a discretization of [X1, X2] × [V1, V2] × [0, T ] is chosen, the first step of our newly
proposed approach is to generate boundary values, Un0,j , U
n
Nx,j




n = 0, 1, ..., Nτ , i = 0, 1, ..., Nx, and j = 0, 1, ..., Nv by directly simulating Dynamic (8.1)
with the Monte Carlo technique. Then the second step is to work out an intermediate
variable Y with Equation (8.11) with the obtained Un. It should be remarked here that
we need to find the boundary values for Y , i.e., Y0,j and YNx,j before we are able to solve
Equation (8.11). In fact, the calculation of Y on the two boundaries can be dealt with
similarly by utilizing Equation (8.13), which can yield
Y0 = (I − θ∆τA2)Un+10 + θ∆τA2U
n
0 ,
YNx = (I − θ∆τA2)Un+1Nx + θ∆τA2U
n
Nx , (8.16)
since we have generated all the boundary conditions for Un, n = 0, 1, ..., Nτ . Once we have
successfully obtained Y , the last step is to derive Un+1 with Equation (8.14).
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Once a new numerical approach is proposed, its accuracy needs to be verified first.
Moreover, it is also of interest to show whether the new method is advantageous than
those existing methods, as far as the computational speed is concerned since our initial
aim is to find an alternative method, which can save us some time when pricing options
if we only focus on an interested region with a high resolution. These two issues will be
illustrated in the next section.
8.3 Numerical examples and discussions
In this section, the accuracy of the newly proposed numerical approach is demonstrated
by making comparison of our results and those obtained through the closed-form pricing
formula for European options in the Heston model. Then, the computational time of our
approach, purely Monte Carlo approach and purely ADI approach to work out the same
set of option prices is presented for the purpose of assessing efficiency. Unless otherwise
stated, the values of parameters we use are listed as follows. The risk-free interest rate r
is 0.03 and the correlation between the underlying price and the volatility ρ is 0.8. The
mean-reverting speed k and level θ are set to 2 and 0.5, respectively. The volatility of
volatility σ is chosen to be 0.3, while the initial value of the volatility v0 is 0.3. The time
to expiry T is set to 1, and the number of discretization in the time direction Nτ is 100,
while the number of paths in the Monte-Carlo simulation is set to be 200,000. The lower
bound and the upper bound for the underlying price, X1 and X2, are chosen to be log(90)
and log(110) respectively.
Depicted in Figure 8.2 are European put option prices calculated from the MCPDE
method and the analytical formula. What can be observed first is that option prices
are a monotonic decreasing function of the underlying price, which is consistent with the
property of European puts. Moreover, we can witness an excellent agreement between
option prices calculated with the MCPDE method and the analytical formula that the
relative error between the two prices at the generated boundaries and internal points
being approximately 0.3% and less than 0.1% respectively.
One may also be interested in how the accuracy is affected by the number of grids in
the x and v direction, and thus we also present numerical results under different sizes of
discretization in Table 1 with the relative difference between option prices calculated from
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Underlying price




















Figure 8.2: Comparison of European put option prices with our approach and analytical
formula.
Table 8.1: Accuracy with different discretization (S = 99.5)
v0 = 0.1 v0 = 0.2 v0 = 0.3 v0 = 0.4 v0 = 0.5
nv = nx = 4 14.281(0.03%) 16.337 (0.24%) 18.076 (0.12%) 19.710(0.14%) 21.249 (0.01%)
nv = nx = 8 14.296(0.12%) 16.298 (0.01%) 18.125 (0.14%) 19.742(0.03%) 21.258 (0.05%)
nv = nx = 12 14.294(0.12%) 16.290 (0.04%) 18.134 (0.19%) 19.734(0.02%) 21.315 (0.32%)
nv = nx = 16 14.282(0.03%) 16.289 (0.05%) 18.105 (0.04%) 19.729(0.04%) 21.320 (0.35%)
our approach and those from analytical formula. In this example, we choose V1 and V2
to be 0.1 and 0.5 respectively, which means that the prices in the first and last column of
Table 1 are generated with Monte Carlo simulation. From Table 8.1, it is not difficult to
find that with the maximum relative difference between option prices calculated with the
MCPDE method and the analytical pricing formula being less than 0.4%, the MCPDE
method can provide satisfactory results, even when the number of grids in the x and
v directions is only 4. Moreover, when the number of grids is 4, the relative difference
inside the interested region is relatively large, though the generated boundary values is
rather accurate with less than 0.3% relative difference. In contrast, when the number of
discretization becomes 16, the relative difference inside the interested region experiences
a significant decrease, although the generated boundary condition now is not as close to
the true value as that for the case where the number of discretization is 4. This clearly
demonstrates that if we increase the number of discretization, we can certainly decrease
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the influence of the generated boundary values and obtain more accurate results.
Table 8.2: CPU time (seconds) with different numerical approaches
Our method Purely Monte-Carlo Purely ADI
nv = nx = 50 204 2127 208
nv = nx = 100 407 8471 804
nv = nx = 200 805 34721 3337
With the gained confidence of our newly proposed approach, we can now proceed to
comparing the computational time cost to evaluate option prices at same sets of points
with a similar order of accuracy that the average relative error is less than 1%, and the
results are presented in Table 8.2 with V1 and V2 chosen to be 0.1 and 0.2 respectively.
Specifically, although it is clear that purely using Monte Carlo simulation is advantageous
over the other two methods when we are only interested in a small number of points as
it only takes 0.8 seconds to obtain one accurate option price compared with 19 seconds
of our method and 2 seconds of purely ADI method, its computational time increases
sharply with the interested number of points. More computational time than the other
two methods is needed when the grids in the x and v directions of the interested region
exceeds 4, and more than 10 times of the computational time is needed to obtain the same
set of option prices if the number of discretization is over 50. On the other hand, when
the grids in the interested region is slowly enlarged to some extent from zero, purely ADI
method is clearly the most efficient method (take 10 for the grids as an example), and
when the number of discretization is around 50, it will cost almost the same time with the
MCPDE method and purely ADI. Moreover, if we increase the grids, the time consumed
by the MCPDE method becomes less than that cost by purely ADI method, and the gap
is even bigger if the number of discretization is further enlarged. By the time when the
number of discretization is 200, the computational time the MCPDE method needs is
only one fourth of that with purely ADI method. This can certainly demonstrate that our
newly proposed approach is competitive when option traders focus on a particular region
of high resolution.
8.4 Conclusion
In this chapter, the MCPDE method is proposed that is advantageous than classical
numerical approaches in dealing with the situation where option traders are particularly
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interested in the influence of a small change of variables in a certain region on option prices,
while they do not care much about option prices outside this region. Under this method,
boundary values of the interested region are generated with Monte Carlo simulation, while
option prices inside this region are calculated with the PDE approach. In this way, we
can surely save a large amount of time, especially when we need a large discretization in
the interested region, in the sense that we are not forced to derive option price outside the
interested region to ensure accuracy. The superiority of this newly proposed numerical
approach is also shown by comparing the computational time of our approach, purely
Monte Carlo method and purely ADI method cost to evaluate a same set of option prices





An alternative form used to
calibrate the Heston option
pricing model
9.1 Introduction
There is a long history in the development of the option valuing problem, which is basic
and essential in risk management today. Bachelier [9] seems to be the first person to
use Brownian motion to model stock price and value stock options, which was provided
in his PhD thesis in 1900. However, he assumed that the stock price follow a Brownian
motion with normal distribution, which would lead to negative stock and option prices, as
pointed out by Merton [177]. After more than 70 years’ research and development, Black
& Scholes [19] finally made a landmark contribution by presenting a simple and closed-
form pricing formula after some simple assumptions were made to capture the essence of
the problem while preserving analytical tractability. However, the implied volatility from
the real market data tends to exhibit a curve of the shape of a “smile” or “smirk”, referred
to as the volatility smile in the literature (e.g., [73]), which is at odds with one of those
basic assumptions, i.e. the constant volatility, in Black-Scholes model. As a result, this
has stimulated widely-spread research interest in proposing various forms of non-constant
volatility processes in option pricing models to avoid the apparent “paradox”.
Among many attempts to modify the “constant volatility” assumption in the Black-
Scholes model, the two most natural ones are either to choose a deterministic function
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of underlying and time as the volatility, called “local volatility model” or make volatility
another random variable described by a stochastic process, called “stochastic volatility
model”1. While the former was proposed by Dupire [74] and Derman & Kani [67], with the
deterministic volatility function being determined from the well known Dupire formula,
the latter is much more popular now among market traders and academic researchers
since many empirical studies suggest the “smile dynamics” are poorly captured by the
local volatility model (e.g., Hagan et. al [102]).
Models in the category of “stochastic volatility” were first systematically studied by
Johnson & Shanno[147], Scott [204], and Wiggins [224] with numerical methods. Specifi-
cally, Monte Carlo simulation was adopted by Johnson & Shanno and Scott, while Wiggins
proposed that the finite difference method be adopted in solving the corresponding PDEs
for pricing financial derivatives, such as options. Unfortunately, neither of them is satis-
factory due to the lack of closed-form solution, which could make it quite time-consuming
when operating in real markets. Furthermore, although Hull & White [127] proposed
a simple form of stochastic volatility process and adopted a power series approximation
method, one of its main drawbacks is the zero correlation assumption. This is not rea-
sonable since it violates the so-called “leverage effects” that the underlying price and the
volatility should be negatively correlated [11]. Another well-known model is presented by
Stein & Stein [213] several years later, who assumed that the volatility follow an Ornstein-
Uhlenbeck process [93] and derived a closed-form pricing formula. However, except the
assumption of no correlation between the underlying price and volatility, this model could
not prevent the volatility from going negative, which was certainly not appropriate. Fi-
nally, a great progress was made by Heston [117] in 1993, who proposed the correlated
stochastic volatility model and derived an analytic solution based on the inverse Fourier
transform. Two aspects can account for the success of the Heston model; one is that
the volatility process itself satisfies a wide range of basic properties, such as the obvious
non-negative property and the mean-reverting property being consistent with the results
of empirical studies [14], and another is that there exists a closed-form formula when
pricing options, which can bring a number of advantages. In particular, with closed-form
solutions, computational accuracy could certainly be guaranteed while there would ex-
ist systematical errors when numerical solutions must be resorted to for models that no
1Recently, there are hybrid models that combine both [217].
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closed-form solutions are associated with. Most importantly, having closed-form solution
can spare us considerable amount of time and effort in parameter estimation, a vitally
important process for any mathematical model to function properly as model parameters
always need to be extracted from real market data during model calibration.
In this chapter, we propose an alternative form of the Heston model based on a proof
for the necessary and sufficient conditions to obtain an affine solution, and thus the new
form also captures the essential ingredients of the original Heston version. In particu-
lar, our formula preserves the analytical tractability and has substantially reduced the
computational effort in terms of parameter determination. To make this new form more
attractive, the Feller condition and the non-explosion condition are also imposed on the
parameter space to guarantee that the volatility will not drop below and reach infinity
respectively. The mean-reverting property is also preserved since it is consistent with real
market data.
Analytically, this form is actually equivalent to the original Heston version and there
would be no difference of using this form or the original Heston model, if one could
determine all model parameters analytically. However, the calibration of a model in reality
is so complicated that model parameters always need to be determined numerically with
an optimization algorithm. In the latter case, one would never be able to obtain the
“optimized” set of parameters, but probably would have to settle near it. It is for this
reason that we shall show, through some empirical evidence, that the newly proposed
form may yield better results than the original one in some cases. Let’s use a simple






) + 1 numerically with an optimization algorithm being adopted to find
the optimal solution y∗. In doing so, any numerical algorithm needs to impose a stopping
criterion so that the search of the optimal solution would cease, once an approximation of
the optimal solution is close to the true one within a pre-given tolerance level ϵ. One of the
common choices is that when the changing amount, i.e. |g(yn+1) − g(yn)
g(yn)
|, is lower than
a chosen ϵ in the searching process, the algorithm will stop and return the optimal yn. If





and thus y∗ = 3 +
9
2
ϵ can be easily obtained as the optimal solution. On the other hand,
if we make a transformation of x =
y
3
first to the undetermined parameter, it is not
difficult to work out that the returned point then becomes x = 1 +
1
2
ϵ, which implies that
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the optimal solution will be y∗ = 3 +
3
2
ϵ. Clearly, the obtained optimal solution with
a simple transformation has made a difference; the latter is closer to the true optimal
solution. Based on this simple concept, we propose a different form of the Heston model
and demonstrate the possible advantages of adopting this form in some cases through an
empirical study.
The rest of the chapter is organized as follows. In Section 9.2, following a brief intro-
duction of general underlying dynamics and the proved conditions for the existence of an
affine solution, a closed-form pricing formula for European call options is presented. In
Section 9.3, some necessary parameter restrictions such as Feller condition, non-explosion
condition and the mean-reverting property are imposed. In Section 9.4, the results of some
preliminary empirical studies for a comparison of the performances between our form and
the original Heston version are discussed, followed by some concluding remarks given in
the last section.
9.2 A new form of the Heston model
In this section we firstly introduce a general stochastic volatility model and then pro-
vide the necessary and sufficient conditions for the existence of an affine solution to the
governing PDE (partial differential equation) of the option price.
Let {St, t ≥ 0} denote the underlying price and {vt, t ≥ 0} represent the dynamic of




= rdt + vαdWt,
dv = λ(v)dt + σvβdBt, (9.1)
where Wt and Bt are two standard Brownian motions with correlation ρ. It is obvious
that α ̸= 0, otherwise the underlying asset is not related to the stochastic volatility.
Here, this particular model can be regarded as a general one since it includes a number
of different stochastic volatility models and three examples are listed below to further
illustrate this point. First of all, if α = β =
1
2
and λ(v) = k(θ − v), our model will surely
degenerate to the Heston model. Secondly, if β is set to be zero and the values of other
two terms, i.e. α and λ(v), remain unchanged as the first case, the model is then the
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λ(v) = kv(θ − v), this model degenerates to another well-known model, the so-called “3
2
model” [168].
Now let U(S, v, t) denote the European call option price written on the underlying
asset St, then according to the martingale pricing theory, which requires that e
−rtUt be a

























U(S, v, T ) = max(S −K, 0),






for the price of a European call option. Then, based on the form of Black-Scholes formula,
we assume that the solution to PDE (9.2) takes the form of
U = SP1(S, v, t) −Ke−r(T−t)P2(S, v, t), (9.3)
with K as the strike price. As a result, by substituting Equation (9.3) into (9.2) and















+ (r + ajv)
∂Pj
∂x











and bj = ρσ(2 − j) for j = 1, 2. As a result, the terminal condition for
Pj becomes
Pj(x, v, T ) = I{x>lnK}.
To solve PDE (9.4), we only need to find the characteristic function of xT conditional on
xt and vt denoted by fj(x, v, t;ϕ) satisfying the same PDE as Pj(x, v, t; ln[K]) for j = 1, 2
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respectively. Actually, according to the results in [117] with an affine structure solution in
the closed-form pricing formula, we also try to seek a solution of fj(x, v, t;ϕ) in a particular
affine form [117] with respect the vθ, which is stated in the following theorem.
Theorem 6. Let fj(x, v, t;ϕ) be the solution to (9.4) with terminal condition fj(x, v, T ;ϕ) =
eiϕx, then fj(x, v, t;ϕ) takes the affine form
f(x, v, τ ;ϕ) = eC(τ ;ϕ)+D(τ ;ϕ)v
θ+iϕx, (9.5)
with arbitrary θ and if and only if α + β = 1, λ(v) = λ1v + λ2v
1−2α, θ = 2α. Here,
τ = T − t, and the two functions C(τ ;ϕ) and D(τ ;ϕ) are set to be independent of x and
v.















σ2θ(θ − 1)Dv2β+θ−2 + 1
2
σ2θ2v2β+2θ−2 + θDλ(v)vθ−1 = 0. (9.6)
As mentioned before that α ̸= 0, we can obviously obtain 2α ̸= 0. If we assume that
2α ̸= θ, then by setting τ = 0 we can obtain
1
2













which holds for any v0. Therefore the coefficients of v
2α should be zero, i.e.
1
2
ϕ2 + iajϕ = 0,
which is not always true. As a result, our assumption was incorrect and we should conclude
with
2α = θ. (9.7)




σ2θ2D2 + kD = 0,
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where k is an arbitrary complex constant. To seek non-trivial solution, we must obtain




which means that D is not related to τ . Thus it contradicts to the fact that D(0) = 0. As
a result, our assumption is again incorrect and we have
2β + 2θ − 2 = {0, θ}. (9.8)
To complete the proof, two cases need to be considered here.
(1) 2β + 2θ − 2 = 0.




ϕ2 + iajϕ +
∂D
∂t
)v2α + 2αD(iϕρσ + bj)v
α + α(2α− 1)σ2Dv−2α
+ (2α2σ2D2 + irϕ +
∂C
∂t
) + 2αλ(v)Dv2α−1 = 0,
which should hold for any v. As a result, the coefficient of the vα should be equal to
zero, i.e.
2αD(iϕρσ + bj + λ
0) = 0. (9.9)
Here λ0 should be the coefficient of the element v1−α in λ(v), which is an arbitrary real
number, and should take the value to make the above Equation (9.9) hold. Thereby,
λ0 = −bj − iϕρσ.
This means that λ0 is not a real number, which is at odds with the fact that λ0 is
supposed to be a real number stated above. Hence, we have no such solution in this
situation.
(2) 2β + 2θ − 2 = θ.
Now we have
α + β = 1, (9.10)
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+ α(2α− 1)σ2D + irϕ]v0 + 2αDλ(v)v2α−1 = 0, (9.11)
which should hold for any v. Therefore, λ(v) must satisfy
λ(v) = λ1v + λ2v
1−2α. (9.12)
Otherwise, with another term f(v) being added in λ(v) in (9.12), it would certainly
lead to a conclusion that f(v) ≡ 0 due to the arbitrariness of v.
According to condition (9.7), (9.10) and (9.12), we finally obtain the desired result. This
has completed the proof.
With Theorem 1 being verified, it is clear that to make the general model (9.1) to
possess such an affine structure solution, the pricing dynamics are specified as
dS
S
= rdt + vαdWt,
dv = (λ1v + λ2v
1−2α)dt + σv1−αdBt. (9.13)
In this case, our closed-form pricing formula is presented as follows, which is the same as
Equation (9.3), and we have left the proof in the Appendix C since the derivation process
is similar to that of the Heston model.
U = SP1(S, v, t) −Ke−r(T−t)P2(S, v, t), (9.14)














fj(x, v, τ ;ϕ) = e
C(τ ;ϕ)+D(τ ;ϕ)v2α+iϕx,





d− 2α(bj + λ1 + iϕρσ)
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(bj + λ1 + iϕρσ)2 − σ2(2ujiϕ− ϕ2),
g =
2α(bj + λ1 + iϕρσ) − d





, bj = ρσ(2 − j),
for j = 1, 2.
Although the closed-form solution is obtained under certain settings, we still need to
check whether our model is suitable to be applied in real markets. In fact, the volatility
process is expected to be mean-reverting, and it should also be bounded and never fall
below zero. All of these features will be discussed in the next section.
9.3 Parameter restrictions
Like some other closed-form solutions, there are usually some restrictions that need to
be imposed in the parameter space [72, 117]. To ensure that the volatility will never
become negative nor reach infinity, the Feller condition [7, 79] and the non-explosion
condition [72, 157] are imposed respectively. Moreover, according to some empirical studies
[14], volatility displays the mean-reverting trend and thus this would further give some
limitations on the parameter space of our model in order to show this property. As a
result, we will put forward and verify several propositions below to set limitations for
parameters in our model to meet these requirements.
Proposition 9.3.1. If we impose α ∈ (−∞, 1
2




will always stay non-negative.
Proof. Let us first denote β(v, t) = λ1v + λ2v
1−2α and c(v, t) = σv1−α in our model.
According to the Feller condition, we have the assumption that β(0, t) ≥ 0 and c(0, t) = 0,
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which imply
α < 1, (9.15)
and λ2 should be non-negative when α ∈ [
1
2
, 1). To ensure that volatility remains non-
negative, the Feller condition specified in the following should be satisfied
lim
v→0





the LHS (left hand side) of which can be calculated as
lim
v→0






{λ1v + λ2v1−2α − (1 − α)σ2v1−2α},
= lim
v→0
[λ2 − σ2(1 − α)]v1−2α. (9.17)
Thus we can immediately get the condition we need according to (9.16) and (9.17). This
has completed the proof.
Proposition 9.3.2. If we impose α > −1
2
, or α ∈ (−1,−1
2
] and λ2 ≤ σ2, volatility will
obey the non-explosion condition, which means that the volatility will be bounded.
Proof. It is obvious that v never reaches infinity is equivalent to
1
v
will never take negative








= −v−2dv + v−3(dv)2,
= (−λ1v−1 − λ2v−1−2α + σ2v−1−2α)dt− σv−1−αdBt,
= [−λ1u + (σ2 − λ2)u1+2α]dt− σu1+αdBt.
Now we set β(u, t) = −λ1u + (σ2 − λ2)u1+2α and c(u, t) = −σu1+α. According to the
assumption in the Feller condition, we should have β(0, t) ≥ 0 and c(0, t) = 0, which
imply
α > −1, (9.18)
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and  λ2 ∈ (−∞,+∞), α > −
1
2 ,
λ2 ∈ (−∞, σ2), α ≤ −12 ,
respectively. Now again imposing the Feller condition, the following should be satisfied
lim
u→0






(−ασ2 − λ2)u1+2α ≥ 0. (9.19)
As a result, condition (9.19) yields
 λ2 ∈ (−∞,+∞), α > −
1
2 ,
λ2 ∈ (−∞,−ασ2), α ≤ −12 .
Combining all the conditions above, we will finally arrive at what we try to prove.
Proposition 9.3.3. If we impose λ1 > 0, λ2 < 0 and α < 0, or λ1 < 0, λ2 > 0 and α > 0,
the volatility process is mean-reverting.
Proof. Recall that the stochastic volatility follows
dv = (λ1v + λ2v
1−2α)dt + σv1−αdBt. (9.20)
To set it mean-reverting, we should consider the ODE below
dv = (λ1v + λ2v
1−2α)dt, (9.21)






Therefore, ODE (9.22) can be easily solved as
v2α = Ce2αλ1t − λ2
λ1
. (9.23)
The following two cases are considered to find the needed restriction on parameters for
the volatility process to become mean-reverting.
(1) α < 0.
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To keep v non-negative, obviously λ2 < 0.
(2) α > 0.
Following the similar law of the first situation, to keep the mean-reverting property
in this case, we can easily obtain
λ1 < 0, λ2 > 0. (9.24)
This has completed the proof.
In conclusion, to meet the requirement of the Feller condition, non-explosion condition
and the mean-reverting property for the volatility, α should be limited in (−1, 1) and other
parameters should be restricted as

λ1 > 0, λ2 < 0, α ∈ (−1, 0),








Although some people may argue that if we make the the transformation of v̄t =





, our form will






dv̄ = k(θ − v̄)dt + σ̄
√
v̄dBt, (9.25)
our work is still meaningful since as stated before, our form could yield better results than
the original Heston version under certain conditions. To further demonstrate this point,
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the behavior of our form in real markets will be compared with the original Heston version
through a carefully designed empirical study in the next section.
9.4 Empirical studies
In this section, we shall present and discuss the results of an empirical study, aimed to
benchmark the performance between our form and that of the Heston version in terms
of the closeness between the calculated option prices with model parameters extracted
from the “historical data” and market prices, in order to show whether it is meaningful
to propose another form of the Heston model.
9.4.1 Data description
Our empirical study was conducted on the data of S&P 500 European call options for
two separate periods with each period containing two-year data. Actually, one period was
deliberately chosen during the financial crisis (between Jan 2007 and Dec 2008), while
another was selected for a post-crisis period from Sept 2011 to Aug 2013, the market
during which can be viewed as under a normal condition. To simplify the calculations
without losing key information for the purpose of this study, we took the average value of
bid and ask prices as the option price.
In order to eliminate sample noise in the estimation of parameters, appropriate filters
were applied to the raw data. First, following Bakshi et. al [11] and Christoffersen et.
al [41], only Wednesday options data is used in the stage of parameter estimation since
Wednesday is least likely to be a holiday in a week and also less likely to be affected by day-
of-the-week effect. Moreover, since global optimization problems are quite time consuming,
choosing one day a week helped us to effectively reduce the size of the data set so that
a longer time series can be included in the process of parameter determination. Second,
options with time to maturity less than 30 days were discarded since they usually possess
less time value and less information about the future dynamics of the firm [165]. Options
with more than 120 days to expiry were also excluded because there would be a high
premium if they are traded, which makes them unpopular. Third, very deep in-the-money
and very deep out-of-money options were discarded since they are not active in the market
and may have liquidity-related biases [209]. More specifically, if moneyness is defined as
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the percentage difference between the S&P 500 Index value and the corresponding strike
price, i.e. Moneyness =
S −K
K
, then options with the absolute value of moneyness over
10% were excluded. Finally, options with prices less than $1/8 were all removed since
these prices are rather volatile [62] and such abnormal volatility may result in unusual
option prices. As a summary, the numbers of observations for original data and filtered
data are reported in Table 9.1. It needs to be emphasized that by applying these filters,
all the important information is still preserved, while higher efficiency and accuracy can
be obtained in the process of parameter estimation, according to various empirical studies
conducted before.
Table 9.1: Yearly number of observations
Time 2007.1-2007.12 2008.1-2008.12 2011.9-2012.8 2012.9-2013.8
Original 112144 158732 294825 382637
Filtered(Whole week) 22095 23935 35452 48713
Filtered(Only Wednesday) 4684 5202 7235 9403
An important parameter that needs to be determined first is the risk-free interest rate.
As time to maturity of options used is less than 120 days, it is reasonable to choose the
three-month U.S. Treasury Bill Rate (T-Bill rate) released daily as a proxy of the risk-free
rate [17, 209].
The total set of data is divided into two consecutive subsets, with the 1st one being
used for parameter determination, while the 2nd one is used for comparison. Data in
the first period of each example is referred to as in-sample observations which are used
for parameter determination, whereas data in the latter period serves for the purpose of
out-of-sample comparison. In the current study, both periods are of the duration of one
year. To illustrate it more clearly, three steps are listed as follows with the first period
(2007.1-2008.12) as an example.
• First of all, filtered Wednesday data during the period of Jan 2007 to Dec 2007 was
used as the input to estimate model parameters.
• Second, with a genetic algorithm, parameters in our form and the original Heston
version were determined respectively and in-sample errors were calculated based on
the obtained “optional” parameters for this period.
• Finally, by applying the filtered Wednesday and whole week data from Jan 2008 to
Dec 2008, out-of-sample errors were calculated so that the performance of the two
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forms could be compared.
9.4.2 Parameter estimation
Model comparison empirically involving market data always begins with parameter esti-
mation, which itself is a difficult problem. One of the most commonly adopted approaches
is to find the parameter set that minimizes the distance between model and market prices.
In our empirical study, a genetic algorithm was adopted to search for a solution of global
minimization from the S&P 500 Index and options, in order to compare the pricing per-
formance of the two forms.
To find the “optimal” parameter set that best fits the chosen market data, what we
need to do is to minimize the distance between market and model prices. Therefore, one
of the most important steps is to choose an appropriate objective function (loss function)
[40]. Following Christoffersen & Jacobs [39] and Lim & Zhi [169], we adopt the dollar






[CMarket − CModel]2, (9.26)
where CMarket denotes the market price of an option contract, CModel represents the corre-
sponding calculated price with the pricing formula by using a particular set of parameters,
and N is the total number of observations selected for parameter estimation. It should
be noted that the objective function (9.26) is not necessarily convex and there may exist
several local minima. In this case, if a local optimization approach, such as the non-linear
least squared method, is employed, we would not be sure whether the solution is a local
minimum or a global one. Furthermore, if a local one is reached, it is still hard for us
to attain the global solution and thus there is no point of using any local minimization
technique. As a result, a global optimization is preferred, in which some stochastic factors
are generally introduced in their search process. This means that it will not stop searching
when it finds a potential solution.
In fact, the method for optimization we adopted is a genetic algorithm [46], which is one
of the most popular types of evolutionary algorithm [149] and based on the idea of natural
selection. One of the most important qualities in the algorithm is that random changes
are made to the potential solution to check whether there would be an improvement,
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instead of following the known information to determine the next step. This very special
feature has made genetic algorithms very reliable. In fact, there are a number of financial
applications of genetic algorithms. For example, Sefiane & Benbouziane [206] adopted a
genetic algorithm in optimal portfolio selection while Gimeno & Nave conducted estimation
of the term structure of interest rates with genetic algorithms. Furthermore, it has also
been applied in the area of option pricing [47, 99]. It is even pointed out by Bajpai &
Kumar [10] that genetic algorithms are one of the best global optimization methods and
can provide high quality solutions since they are intrinsically parallel and can explore the
solution space in multiple directions each time.
In our study, the adopted genetic algorithm is Matlab built-in function ga, which has
made it easy for us to implement. In Tables 9.2 and 9.3, estimation results obtained with
data in a financial crisis and a normal market are exhibited, respectively.
Table 9.2: Estimation results with option data ranging from 2007.1 to 2007.12
parameters σ ρ v0 α λ1 λ2 k θ
Our form 0.6861 -0.7082 0.0981 0.9008 -16.4877 0.1882
Heston 0.6684 -0.6223 0.0188 7.3249 0.0305
Table 9.3: Estimation results with option data ranging from 2011.9 to 2012.8
parameters σ ρ v0 α λ1 λ2 k θ
Our form 0.7224 -0.7093 0.0781 0.6911 -7.6438 0.2637
Heston 0.8775 -0.6916 0.0298 7.5539 0.0510
The estimated parameters in Table 9.2 and Table 9.3 all appear to be in very reasonable
range. For example, θ in the Heston model denotes the long-term mean of the volatility
process and the extracted values are 0.0305 for the period with a financial crisis and 0.0510
for the normal period, respectively. On the other hand, the long-term mean for our form
can be calculated from −λ2
λ1
and thus the results are 0.0114 and 0.0345 for the first and
second example, respectively. These results are rather close to the one reported in [11] at
0.04. It is also interesting to notice that the long-term mean of the volatility in financial
crisis is lower than that in the normal market for both forms.
Moreover, our estimated values of the so-called volatility of volatility range from 0.6684
to 0.8775, which are a little larger than those in Bakshi [11] and Eraker [86] using joint
data of underlying returns and option prices. However, our results are quite similar to the
results obtained in more recent studies [182]. Also, it should be noticed that 15 different
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sets of parameters were obtained by Christoffersen et al. [43], who repeatedly used yearly
option data as the input of the estimation between 1990 and 2004. According to their
results, the value for the volatility of volatility can be as low as 0.3796 and as high as
0.8516. So, values we obtained for volatility of volatility are quite reasonable.
In addition, our estimation of the “leverage effect” ρ for the two models in two different
cases is quite similar, ranging from -0.7093 to -0.6223. This result is rather satisfactory
since most of the empirical studies show that the value for ρ was negative [11, 43, 231, 243].
In particular, if we again compare with the results in [43], it provided a quite wide range
from -0.8519 to -0.5061, in which range our result is included.
With the reasonable parameters extracted from the filtered data, we are now ready to
compare the performance of our form and the original Heston model with these reported
parameters, which is presented in the next subsection.
9.4.3 Empirical comparison
Once model parameters have been estimated, it is natural for us to empirically compare
performance of these two forms. It is obvious that we regard the performance of a model
better if it results in lower pricing differences between the calculated option prices with
model and the corresponding market prices. Specifically, root mean-squared error (RMSE)
is adopted as a measure, which is the square root of the objective function (MSE), to reflect
the pricing difference for both in-sample and out-of-sample comparison.
As for the in-sample comparison, it is clear that for both examples, the performance
of the two forms is really similar. In fact, the Heston version performs slightly better than
our form from the perspective of in-sample comparison. Specifically, the RMSE of the
Heston version is 8.2767, while that for our form is 8.2954 in the the period of financial
crisis (2007.1-2007.12) with the average call option price being $ 51.6222. As for the
normal market (2011.9-2012.8), the average call option price is lower at $ 46.5101. In
this case, although the absolute value of the RMSE for the two models increases, the gap
between them is narrowed down, with 9.2802 and 9.2819 for the Heston version and our
form respectively.
However, when we turn to the out-of-sample errors, it is quite a different story. In fact,
Table 9.4 and 9.5 display the out-of-sample errors for the two periods (2008.1-2008.12,
2012.9-2013.8) respectively. It is clear that both forms generally perform better in the
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normal market than in the financial crisis since the RMSE between Jan 2008 and Dec
2008 is approximately twice of that from Sept 2012 to Aug 2013. Specifically, our form
is only slightly better than the Heston version in the financial crisis since by replacing
the Heston version with our form, the maximum improvement in the RMSE is merely
1.33% with only Wednesday data and whole week data. In contrast, when we turn to the
results in the normal market, what we can see first is that using only Wednesday data and
employing all the filtered data for the whole year exhibit almost same results, which show
that our form is much more attractive than the Heston version in this case. In particular,
the RMSE of our form is smaller than that of the Heston version in both of the two cases,
with the former being 83% of the latter.
Table 9.4: Out-of-sample errors for the first example
Data type Model Average price RMSE
Wednesday Ours 53.0310 20.7824
Heston 53.0310 21.0616
Rate 98.67%
All Ours 53.7271 21.3709
Heston 53.7271 21.6545
Rate 98.69%
Table 9.5: Out-of-sample errors for the second example
Data type Model Average price RMSE
Wednesday Ours 44.4747 10.8238
Heston 44.4747 12.8878
Rate 83.98%
All Ours 44.3649 10.5969
Heston 44.3649 12.8659
Rate 82.36%
On the other hand, the valuation errors for the option data of the whole year considered
by moneyness are shown in Table 9.6 and 9.7. It should be noticed that the column of
“No.” refers to the observation numbers and “Difference” in these tables stands for the
relative difference defined as
difference =
|Our form error − Heston version error|
Heston version error
. (9.27)
In addition, an option is regarded as “at the money” (A) if 0.97 ≤ S/K ≤ 1.03. The
position of “in the money” (I) and “out of money” (O) refer to the case of S/K > 1.03
and S/K < 0.97, respectively.
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Table 9.6 exhibits the performance of the two forms in financial crisis. Although our
form generally performs better than the Heston model in this case, which is mentioned
above, it turns out that the Heston version is a better choice when predicting out-of-money
option prices since there would be 8.1% less errors. In contrast, when at-the-money and
in-the-money options are taken into consideration, it is not difficult to find that there can
be a more precise prediction with our form and its improvement can be 7.8% and 4.7%
respectively.
Table 9.6: Out-of-sample errors of the first example according to moneyness
Moneyness Model Average price No. RMSE
0.90 < S/K < 0.97(O) Ours 19.4995 9688 21.5817
Heston 19.4995 9688 19.9681
Difference 8.1%
0.97 ≤ S/K ≤ 1.03(A) Ours 54.0624 7572 22.5165
Heston 54.0624 7572 24.4305
Difference 7.8%
1.03 < S/K < 1.10(I) Ours 103.0018 6675 19.6566
Heston 103.0018 6675 20.6272
Difference 4.7%
A different phenomenon is shown by Table 9.7 that our forms greatly outperforms the
Heston version for options either “in the money”, “at the money” or “out of money”. To
be more specific, although “at-the-money” options exhibit the largest value of RMSE for
both models, the maximum absolute difference of RMSE between our form and the Heston
version is shown by “in-the-money” options to be 3.86. On the other hand, the relative
difference of errors between our form and the Heston version for “out-of-money” options
is the lowest at 6.7%, which is only approximately one half of that for “at-the-money”
options. The largest improvement appears in the category of “in-the-money” options,
almost reaching 30% when we replace the Heston version with our form, which is rather
significant.
Therefore, based on these observations, we can certainly conclude that our form has
certain advantages over the original Heston version in the normal market for S&P 500
with a genetic algorithm, which implies that it may provide more accurate results than
the original Heston version for some cases.
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Table 9.7: Out-of-sample errors of the second example according to moneyness
Moneyness Model Average price No. RMSE
0.90 < S/K < 0.97(O) Ours 4.0590 17472 8.5902
Heston 4.0590 17472 9.2077
Difference 6.7%
0.97 ≤ S/K ≤ 1.03(A) Ours 33.0472 15783 13.6092
Heston 33.0472 15783 15.9021
Difference 14.4%
1.03 < S/K < 1.10(I) Ours 100.8722 15618 9.0335
Heston 100.8722 15618 12.8935
Difference 29.9%
9.5 Conclusion
In this chapter, the necessary and sufficient conditions to ensure the existence of a solution
in an affine form are proved and imposed to establish an alternative form of the Heston
model. This alternative form could offer certain advantages in parameter determination.
After deriving the semi-closed pricing formula, our form is empirically compared with the
Heston version by incorporating data of S&P 500 returns and options, with the Feller
condition and another non-explosion condition correctly imposed in the parameter space
to prevent the volatility from taking negative values or reaching infinity. Results show
that our form generally outperforms the original Heston version for the case tested so far
and it could be used as an alternative to the Heston version for some markets.
Chapter 10
An alternative form to calibrate
the correlated Stein-Stein option
pricing model
10.1 Introduction
With the rapid development of financial markets, investments on financial assets are really
popular today. Financial derivatives, as one of the main kinds of financial assets, have
received enormous attention, as a result of high demand for accurate pricing of them.
Among these, European options considered here are one of the most significant and basic
financial instruments, which can be used for hedging or speculations.
Despite the great success of B-S (Black-Scholes) model [19] for option pricing, in which
asset returns are assumed to follow a log-normal distribution, and a simple and closed-
form formula for European options can be obtained, it fails to reflect the phenomenon
observed in the real market, such as skew [188] and leptokurtic [191] property of financial
data. The constant volatility assumption, as another main disadvantage of this model,
contradicts the results of empirical studies [73, 194], which show that the volatility varies
randomly. Both of the two major unrealistic assumptions together with some other minor
ones, have certainly led to mis-pricing of options with the classical B-S formula, which has
thus encouraged the development of various modifications to the B-S model.
In an attempt to deal with the mis-pricing problem of the B-S model, jumps were
included to model the underlying asset. Merton [178] proposed a modification by adding
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a Poisson jump component to the original dynamics of the B-S model. Another well-known
jump-diffusion model was proposed by Kou [158] with jump sizes modeled by a double
exponential distribution. The B-S model could also be further modified with Brownian
motion being replaced by a pure jump process, such as the VG model suggested by Madan
et al. [173] and the CGMY model proposed by Carr et al. [29].
Another popular approach to improve the behavior of B-S model is to incorporate
non-constant volatility. Among all these attempts, the two most natural ones are to either
let the volatility be a deterministic function of underlying and time, the so-called “local
volatility model” or make volatility another random variable described by another stochas-
tic process, the so-called “stochastic volatility model”. While the former was proposed
by Dupire [74] and Derman & Kani [67], with the deterministic volatility function being
determined from the well-known Dupire formula, the latter is much more popular now
since many empirical studies suggest the “smile dynamics” are poorly captured by local
volatility models (e.g., Hagan et. al [102]). Therefore, stochastic volatility models receive
much more attention among researchers and market practitioners. In fact, the continuous-
time stochastic volatility model was first studied by Johnson [146]. Later on Johnson &
Shanno [147], Scott [204], and Wiggins [224] worked on option pricing problems under
different stochastic volatility models with numerical methods. In particular, Johnson &
Shanno adopted the Monte Carlo techniques to simulate SDE (stochastic differential equa-
tion) directly while Wiggins proposed a finite difference method to solve the involved PDE
(partial differential equation). Unfortunately, neither of them is satisfactory due to the
lack of closed-form solution, which could make it quite time-consuming when the model is
applied in real markets. Furthermore, although Hull & White [127] made a progress and
managed to obtain a power series approximation for option prices in their model, which
seemed to be more attractive than those derived simply through numerical methods, there
were two major disadvantages in their model. One is that they assumed zero correlation
between the underlying price and the volatility, which is at odds with the reality since it
violates the so-called “leverage effects” that the underlying price and the volatility should
be negatively correlated [11]. Another is that the volatility process also did not possess
the mean-reverting property, which contradicted the fact that the stochastic process for
volatility is actually mean-reverting [14].
Two of the most famous models are the Stein-Stein model [213] and the Heston model
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[117]. The former incorporated an Ornstein-Uhlenbeck process [93], while the latter used
the CIR model to describe the volatility process. Their popularity can be mainly at-
tributed to the existence of a closed-form solution for European option prices, which can
have some obvious advantages over other models with which option prices need to be
obtained numerically. In particular, with closed-form solutions, computational accuracy
could certainly be guaranteed while there would exist systematical errors when numeri-
cal solutions must be resorted to for models that no closed-form solutions are associated
with. Most importantly, having closed-form solution can spare us considerable amount of
time and effort in parameter estimation, a vitally important process for any mathematical
model to function properly as model parameters always need to be extracted from real
market data during model calibration.
In this chapter, we present an alternative form of the correlated Stein-Stein model [198],
which preserves its analytical tractability. Although the newly proposed form is equivalent
to the original version and there would be no difference if one could work out all the
model parameters analytically, the model calibration process in practice is so complicated
that model parameters always need to be determined through an optimization algorithm.
Moreover, as shown in [113], different forms of a certain model could yield quite different
results when empirical studies are conducted. In this sense, we propose a different form of
the correlated Stein-Stein model, and empirical comparison of our form and the original
form is conducted based on the S&P 500 Index and options. Our results demonstrate that
under certain market conditions, our new form could provide generally better results than
the original Stein-Stein form.
The rest of the chapter is organized as follows. In Section 10.2, we will introduce the
new form of the correlated Stein-Stein model with the closed-form solution for European
call option. In Section 10.3, some preliminary empirical studies are conducted based on
the S&P 500 Index returns and options to make comparison of our new form with the
original Stein-Stein form, followed by some concluding remarks given in the last section.
10.2 The new form of the correlated Stein-Stein model
In this section, the new form is proposed under the risk-neutral measure first and then
some conditions are imposed to keep the mean-reverting property of the volatility process.
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10.2.1 Introduction of the new form









(1 − α)σ2v1−2α + λ1v1−α + λ2v]dt + σv1−αdBt, (10.2)
where Wt and Bt are Brownian motions with correlation ρ. We set σ > 0, α ∈ (−1, 1)\{0},
while other requirements for parameters α, λ1 and λ2 will be given later.
10.2.2 Mean-reversion
A mean-reverting volatility model tells us that the high and low value of the volatility is
temporary and it will tend to be the average over time. Thus when the mean-reverting
feature is taken into account, we ignore the stochastic term in the process of volatility and




(1 − α)σ2v1−2α + λ1v1−α + λ2v]dt. (10.3)
To find the long-term trend for vt according to (10.3), three scenarios are discussed re-
spectively as follows.
(1) λ2 = 0.
In this case we only need to consider dv = [
1
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]du = αdt. (10.5)
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where C is a constant. As shown in the last two subsections, α should satisfy α ∈
(−1
2
, 0) ∪ (0, 1
2
). In addition, the RHS (right hand side) of (10.6) is controlled by
the value of α when t → +∞. Therefore, discussions with two separated parts are
presented with α being positive and negative, respectively.









from which we can obtain lim
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which contradicts the fact that v > 0.




















It is obvious that λ1 should be negative since vt > 0.
(2) λ2 < 0.
We set k =
λ2
1
2(1 − α)σ2 −
λ21
4λ2
. Obviously k < 0. So Equation (10.3) becomes
dv2α






By applying the transform u = vα into Equation (10.8), the following is obtained.
udu
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No matter what the value of λ1 is, we can always show that A > 0, B < 0 (the proof
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αλ2√
−k t. (10.11)
Since α can take either positive or negative values, we have the following two scenarios.











)]−B = ∞, (10.12)
which implies lim
t→∞








which contradicts the fact that v > 0.











)]−B = 0. (10.13)







) = 0, (10.14)
since 1 +
√
−k(u + λ12λ2 ) > 1 +
√
−k λ12λ2 = 2A
√







(3) λ2 > 0.
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In this case, it is impossible for the process vt to be mean-reverting; the proof is given
below according to different values of α.







Hence there exists a positive number p1 that dv > 0 when v
α > p1, which means
that v will keep increasing in this case and this is no mean-reverting.
• If α ∈ (−1, 0), then





which implies that there exists a positive number p2 that dv > 0 when v
−α > p2.
In this case the process is again not a mean-reverting process.
All the discussion above leads to the following restrictions being imposed on the pa-
rameters in our model. In particular,
α ∈ (0, 1), (10.16)
λ2 ∈ (−∞, 0]. (10.17)
As for λ1, there exist two scenarios that λ1 < 0 when λ2 = 0, and λ1 ̸= 0 when λ2 < 0.
After all the parameter restrictions are imposed, we are now ready to derive the pricing
formula for European call options, which is presented in the next Section.
10.2.3 Analytic pricing formula
In this section the underlying asset price and the volatility are assumed to follow the
dynamics introduced in Section 10.2.1, with which a closed-form pricing formula can be
obtained.
Theorem 7. Let U(S, v, t) be the call option price with St and vt following the new
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dynamics proposed in Section 10.2. Then
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,
h = d(1 + g) − 2α(bj + λ2 + iϕρσ) + 2αg(bj + λ2 + iϕρσ),
q(t) = [d− 2α(bj + λ2 + iϕρσ)]t− 2ln(
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, a2 = −
1
2
, b1 = ρσ, b2 = 0.
The proof of this proposition is left in Appendix D.2.
Although our form would degenerate to the original version
dS
S
= rdt + v̄dWt,
dv̄ = k(θ − v̄)dt + σ̄dBt,
if we make the transformation of v̄ = vα, k = −αλ2, θ = − λ1λ2k and σ̄ = ασ, our results
are still meaningful since different forms of a certain model could yield different results in
the model calibration process due to its complicatedness, as stated in [113]. In order to
further demostrate this point, the behavior of our form in real markets will be compared
with the original Stein-Stein form through a carefully designed empirical study in the next
section.
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10.3 Empirical studies
In this section, empirical results are presented and discussed with the Heston model being
taken as a benchmark to assess the performance of our form in real markets. In the
following, we will firstly describe the data we use and introduce the method adopted
for parameter estimation. Then, the performance of these two models is quantitatively
compared by the pricing errors measured with the “distance” between model-produced
and market prices, and it is widely accepted that a model is regarded as the better one
if it exhibits less pricing errors. In fact, pricing errors usually consist of two parts: the
so-called in-sample errors and out-of-sample errors. Conventionally, the period in which
market data is available is divided into two; the first one refers to a period in which data
is used for parameter determination (referred to as the “in-sample observations”) and the
second one then refers to the period in which data is used to verify the performance of a
model through a comparison between the observed option prices and the calculated option
prices based on the parameters determined from the “in-sample” period (in contrast to
the first period, data in the second period is usually referred to as the “out-of-sample
observations”). It should be remarked that it is usually difficult to achieve lower in- and
out-of-sample errors simultaneously. When comparing two models through a comparison
of the in- and out-of-sample errors, it is hard to draw a conclusion if only one part of errors
is less than the other. However, there should be no doubt in one’s mind which model is
superior if both of its in- and out-of-sample fitness are better. This is the principle based
on which we draw the conclusions of our empirical studies in the subsection 10.3.3.
10.3.1 Data description
Our empirical study is conducted on a data set of the S&P 500 Index and European call
options written on the S&P 500 Index from Sept 2010 to Aug 2012. However, raw data
should not be adopted directly in the estimation since sample noise needs to be eliminated.
Hence, several appropriate filters presented below were applied to the raw data, before they
were used to estimate model parameters.
First of all, mid-prices, which equal to the average value of bid and ask prices, are used
as option prices. It is well-known that wide bid-ask spread would discourage investors
from trading. Thus, those samples with too much relative difference between offer and




≥ 0.05, are removed. Secondly, following a number of authors,
such as Bakshi et. al [11] and Christoffersen et. al [41], only Wednesday and Thursday
options data is adopted. In particular, Wednesday options data is used in estimation since
Wednesday is least likely to be a holiday in a week and also less likely to be affected
by the “day-of-the-week” effect than other days such as Monday and Friday, whereas
the corresponding Thursday data serves as the market price to be compared with the
predicted price calculated by the estimated parameters. Another motivation for only
using Wednesday data in parameter estimation is that global optimization problems are
usually quite time-consuming and choosing one day a week allows us to study a relatively
longer time series yielding more reliable results. Thirdly, options with less than 30 days
and more than 120 days to maturity are removed since there are less time values and less
information about the future dynamics of the firm [165] for options with short time to
expiry, and options with long time to expiry are traded at a high premium. Fourthly,
very deep in-the-money and very deep out-of-money options are discarded due to their
inactivity in the market and may also have liquidity-related biases [209]. Specifically,
options with the absolute moneyness, defined as the relative difference between the S&P
500 Index value and the corresponding strike price (Moneyness =
S −K
K
) over 10% are
excluded. Fifthly, options with prices less than 1/8 are all removed since these prices
are rather volatile [62] and such abnormal volatility may result in unusual option prices.
Finally, with dividend rate assumed to be zero, options not satisfying the general arbitrage
restriction, i.e. C ≥ max(0, S −K), are discarded.
It should be noted that after applying the above six filters, the daily average obser-
vations on Wednesday are over 30. Thus, we have also removed those days with only
less than 5 sets of option data left to avoid biases when we analyze final results. This
is because our estimation is conducted daily, and with a too-small number of samples
(say, less than 5 sets of daily options data), we may end up obtaining better in-sample
fitness at the expense of severely losing out-of-sample fitness. In Table 10.1, the numbers
of observations for original data and filtered data are presented, respectively. It should be
noted that after these filters are applied, more efficiency can be achieved in the process
of parameter estimation with all the important information still preserved according to
various previously conducted empirical studies in the literature [11, 41].
As for the risk-free interest rate, we chose the three-month U.S. Treasury Bill Rate,
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Table 10.1: Number of observations
Total Daily average
Original data 543197 743
Filtered Wednesday data 3442 34
Filtered Thursday data 4070 41
which is released daily, as a proxy of the risk-free rate [17, 209] since the time to expiry of
the selected options is less than 120 days. Upon the preparation of all the data described
above, parameter estimation was conducted with a genetic algorithm as the main tool of
optimization, the details of which are described in the next subsection.
10.3.2 Parameter estimation
In this section, we first provide a brief summary of the model parameters that need to be
determined in the original Stein-Stein form and then introduce a genetic algorithm used
to determine model parameters.
Recall that the correlated Stein-Stein model is specified as
dS
S
= rdt + vdWt,
dv = k(θ − v)dt + σdBt,
where the following five parameters, i.e. the mean-reversion speed k, the long-term mean
θ, the volatility of volatility σ, correlation ρ between Wt and Bt and the initial value of
volatility v0, need to be determined from real market data.
A common approach to determine model parameters is to find the set of “optimal” pa-
rameters that minimizes the “distance” between market and model prices. Actually, there
are different kinds of definition for the distance, a common one is to take the percentage










as the objective distance function to measure the relative difference between market and
model prices. Here CMarket denotes the market price of an option contract from one
sample, CModel represents the corresponding calculated price with our pricing formula
with a particular set of parameters and N is the total number of observations selected
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in a single estimation. However, the main disadvantage in choosing such an objective
function is that a cheap option (i.e., low CMarket) could place an abnormally high amount
of weight in PMSE. Therefore, following Christoffersen & Jacobs [39] and Lim & Zhi [169],






[CMarket − CModel]2, (10.19)
as the objective function.
Another issue is how to choose an appropriate optimization method. It should be
noticed that although local minimization, which requires an initial guess that is very close
to the true optimal solution, can be much less time consuming, its results are usually
not reliable since it depends too much on the selected initial guess. In fact, the objective
function (10.19) is not necessarily convex and thus there could exist several local minima,
which would probably result in a local minimum being taken as the global minimum. In
contrast, a properly designed global optimization should able to skip local minima and
correctly identify the global minimum in an efficient way.
A genetic algorithm [46] is such a global optimization with some very nice properties. It
is based on the idea of natural selection, introducing stochastic factors when searching for
a satisfactory result in order to skip over local optima. One of the most important reasons
for us to adopt this particular algorithm is that it randomly selects a number of different
initial guesses to explore the entire solution space. Moreover, a so-called “mutation” step
in the optimization process allows the algorithm to avoid local minima by preventing
parameters from being restricted to a small region. In the literature, genetic algorithms
have been applied in finance by quite a few researchers already. For instance, Gimeno
& Nave [97] conducted estimation of the term structure of interest rates with a genetic
algorithm while Grace [99] and Cont & Ben Hamida [47] have adopted it in the area of
option pricing. It is even pointed out by Bajpai & Kumar [10] that genetic algorithms are
one of the best global optimization methods and can provide high quality solutions since
they are intrinsically parallel and can explore the solution space in multiple directions at
the same time.
It should be remarked that another advantage of adopting a genetic algorithm is its
implementation in the Matlab is straightforward by using a built-in function ga. As a
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result of the numerical implementation, Table 10.2 exhibits the estimated daily parameters
extracted from the selected market data for the two models under consideration in this
chapter, respectively.
Table 10.2: Estimated parameters
parameters σ ρ v0 α λ1 λ2 k θ
Our form 1.4233 -0.5186 0.0363 0.4278 -2.1002 -12.3563
Stein-Stein form 1.5710 -0.8170 0.0527 64.7818 0.0461
A careful analysis of the extracted parameters has led to some very interesting obser-
vations/remarks on the reasonableness of the obtained parameter values. First of all, the
long-term mean in the original Stein-Stein form, denoted by the parameter θ, is 0.0461,
while that for our form is 0.0510, which are quite similar to each other. In addition, our
results are in the reasonable region since both of these values are also very close to many
other results using different sets of data in the literature (e.g., see [11, 42]).
Secondly, the extracted volatility of volatility in our form is 1.4233, which is slightly
smaller than that of the original Stein-Stein form. Although these results are larger than
those reported in [43, 86], they are obviously smaller than those obtained in [167], which
are over 2. Therefore, our results in this category are also in line with the existing literature
and thus we believe that they are reasonable and acceptable.
Moreover, the values of correlation ρ (also known as “leverage effect”) for our form
and the original Stein-Stein form are -0.5186 and -0.8170 respectively. Although it seems
that the results are quite distinct with each other, our results are still reasonable since the
value for correlation could vary in a large range with different sets of data. For example,
the value of ρ was documented to be in the range of -0.39 in [140] and -0.40 in [86]. In
contrast, the results in [43] showed that it could be more negatively correlated as much as
ρ = −0.8519.
An further check of the reasonableness of determined parameters is of course to conduct
empirical comparison of the performance of our form with that of the original Stein-Stein
form using these parameters, which is presented in the next subsection.
10.3.3 Empirical comparison
In this subsection, the performance of our form and the original Stein-Stein form in real
markets is compared using the extracted parameters. Actually, it is widely accepted that
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a model is regarded better if there exist less accumulated pricing errors calculated by the
distance between model prices and market prices. Here, we adopt the root mean-squared
error (RMSE), which is the square root of the objective function (MSE), as a measure of
“goodness of fit”. Table 4 exhibits the in- and out-of-sample errors for the two models.
Table 10.3: In- and out-of-sample errors for the two models
Error In-sample out-of-sample
Our form 0.2806 1.7558
Stein-Stein form 0.3715 1.8309
Relative difference 22.80% 4.10%
It is obvious from Table 10.3 that our form generally outperforms the original Stein-
Stein form in terms of both in- and out-of-sample errors. To be more specific, from
the perspective of in-sample errors, the daily averaged RMSE for our form is only 0.2806,
compared with 0.3715 for the original Stein-Stein form. It is clear that our form is superior
to the original Stein-Stein form in this case since the relative difference1 between the two
models, as far as the daily averaged RMSE is concerned, is almost 25%, which is quite
significant. On the other hand, when out-of-sample errors are taken into consideration, a
similar pattern emerges; our form still shows a better performance than the original Stein-
Stein form, although the relative difference between them has narrowed down to 4.10%.
Therefore, combining both in-sample and out-of-sample observations, we can conclude
that our form serves as a better choice than the original Stein-Stein form for the data set
chosen in this comparison.
It is also interesting to notice that the RMSE for out-of-sample errors is always much
larger than that for in-sample errors. This is not difficult to understand since model
prices are calculated with determined parameters; those obtained with in-sample data are
believed to be “closest” to market prices of the corresponding option contracts, which
implies that in-sample errors should be relatively low, while out-of-sample data are only
used as the verification of option prices and certainly there is no guarantee that out-of-
sample errors be low.
On the other hand, options are traded with a wide range of strikes in real markets
and thus it is important to check the out-of-sample valuation errors sorted by moneyness,
1The relative difference is defined as
Relative difference =




which are shown in Table 10.4. While the range of moneyness is indicated on the top row
of the table, the abbreviation in the parentheses indicate “out of money” “at the money”
and “in the money”, respectively, from the left to the right columns.
Table 10.4: Out-of-sample errors according to moneyness
Moneyness 0.90 < S/K < 0.97(O) 0.97 ≤ S/K ≤ 1.03(A) 1.03 < S/K < 1.10(I)
Our form 0.9363 2.0645 1.6968
Stein-Stein form 0.9216 2.2155 1.7509
Relative difference 1.60% 6.82% 3.09%
From this table, we can see that although the original Stein-Stein form is a better
choice as far as out-of-money option prices are concerned, the performance of our form
is better than that of the original Stein-Stein form in the next two categories. However,
the worse-off part is only 1.60% whereas the better-off parts are roughly at least doubled
this percentage. Thereby, we can confidently conclude that our form has given an overall
better performance than that of the original Stein-Stein form, particularly given that at
or in the money performance of a model is far more important than its out of money
performance. Of course, this conclusion is based on the empirical test of one set of data.
It is quite possible that the performance of these two models may reverse with some other
data sets. However, our empirical study presented here can at least suggest it may offer
as a good competitor of the original Stein-Stein form for some other markets, such as
commodity and futures exchange markets.
10.4 Conclusion
In this chapter, an alternative form of the correlated Stein-Stein model is proposed for
option pricing and model calibration. Knowing that different forms of a certain model may
yield different results in the model calibration process, our form is empirically compared
with the well-known original Stein-Stein form with S&P 500 returns and options. Results
show that our form generally outperforms the original Stein-Stein form, and thus it could
be used as an alternative to the original Stein-Stein form for some markets.
Chapter 11




Despite the great success of the Black-Scholes model [19], in which the returns of the
underlying were assumed to follow a log-normal distribution and a closed-form pricing
formula for European options was derived, some of its simplified assumptions made to
achieve analytical tractability are inappropriate and may lead to large pricing errors. In
particular, one of its main drawbacks is the unrealistic assumption of constant volatility
since the implied volatility extracted from market data tends to exhibit a “smile” curve
with respect to the strike price [73], indicating that the assumption of constant volatility
needs to be revised. As a result, a number of modifications have been proposed by intro-
ducing non-constant volatility in modeling underlying prices so that options can be priced
with a model closer to reality.
In the literature, the non-constant volatility models can mainly be divided into two
categories, i.e. stochastic volatility and local volatility. The former was investigated by a
number of authors, such as Heston [117] with a CIR (Cox-Ingersoll-Ross) model to describe
the volatility dynamic, and Hegan et al. [102] with a SABR model. Moreover, jump-
diffusion dynamics are also combined with stochastic volatility by a number of authors,
such as Bates [13], and Scott [205]. On the other hand, local volatility models were
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considered by Dupire [75], Rubinstein [195], and Derman & Kani [67], who introduced the
concept of taking volatility as a deterministic function of the underlying price and time,
the specific form of which can be determined from market data through a model calibration
process. There are a number of attractive features of local volatility models [68, 152, 183].
For example, local volatility models are easy and fast to calibrate since the only source of
randomness is the underlying price. Also, the market becomes complete when adopting
local volatility models and thus any contingent claim can be perfectly replicated with a
portfolio consisting of the underlying and bond only. Most importantly, local volatility
models can perfectly match any arbitrage-free set of European option prices. On the other
hand, the generated local volatility surface in any local volatility model is actually static,
which may yield poor hedging results [88, 102], and thus some hybrid models that combine
local volatility and stochastic volatility have been proposed as a result [38, 217].
Recently, another kind of stochastic volatility models, the regime-switching model, is
becoming quite popular since it proves to better capture the changing beliefs of investors
towards the states of certain financial markets [104]. It was first introduced by Hamilton
[103] and the volatility in this model can jump between different states controlled by a
Markov chain. Its main attraction comes from a lot of empirical evidence, which suggests
that the dynamics of the underlying price are better captured by allowing volatility to
switch between different states [35, 86]. Therefore, it has been introduced to the area of fi-
nancial derivative pricing and extensively studied by a number of researchers. For example,
under regime-switching models, Naik [184] and Zhu et al. [244] worked on the valuation
problem of European options, while Buffington & Elliott [26] and Bollen [20] priced Amer-
ican option contracts. Recently, the regime-switching mechanism has also been introduced
into classical stochastic volatility models to form a regime-switching stochastic volatility
models. In specific, Elliott et al. [82] introduced regime-switching into the Heston model
with the long-term mean of the volatility process allowed to jump between different states
and analytically evaluated volatility swaps, while the option pricing problem under general
regime-switching stochastic volatility models was considered in [98]. Another example is
[210], where the currency options are evaluated under a two-factor stochastic volatility
model with regime-switching.
However, like in the Black-Scholes model, the assumptions of the classical regime-
switching model with a constant volatility in each state may also need to be relaxed, in
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order to better fit to market prices of options. This idea has prompted the development of
the so-called local regime-switching model, where the volatility is a deterministic function
of the underlying price and time rather than a constant that can switch among different
states. Although Elliott et al. [85] have derived a Dupire equation (denoted by Elliott
formula in the following) for the regime-switching model recently, they do not investigate
the recovery of local volatility functions from market data, which is what we focus on
throughout this chapter1.
In fact, it should be emphasized that there are few empirical studies on regime-
switching option pricing models, and it is even unclear on how to calibrate regime-switching
models. Therefore, it is necessary to first develop an approach to implement Elliott’s for-
mula. In particular, the main two challenges in this model calibration process are a)
the derived volatility function for each state involves all the state price variables whereas
only one market price is available for model calibration; b) a direct implementation of
Elliott et al.’s formula may not yield stable results. Hence, their formula alone does not
allow the recovery of local volatility functions, and what will be presented first is a closed
system on how to price options in real markets with classical regime-switching models,
based on which one market price is split into two market-implied state prices through two
financially meaningful equations. Once we have successfully obtained two market-implied
state prices, another problem will certainly appear that Elliott formula can not be directly
implemented since it may not yield accurate results due to the denominator being directly
affected by the second-order derivative of option prices, the problem of which is simi-
lar to the case for the implementation of the Dupire formula in the Black-Scholes model
[152, 230].
Specifically, under local volatility models, option prices as well as their derivatives
can rarely be analytically derived, which implies that numerical approximations for the
derivatives have to be made in the evaluation of the local volatility. However, the value of
the second-order derivative of the option price with respect to the strike price is usually
very small, and its approximation can result in large errors of the obtained local volatility
as it appears in the denominator [152, 230]. The problem further deteriorates when the
approximation of this particular second-order derivative becomes negative, in which case
1For illustration purpose, we shall focus on discussing the two-state regime-switching model in this
chapter; the extension to arbitrary but finite number of states should be in principle very similar to what
we present here.
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the local volatility model fails as the calculated volatility is no longer a real number. For
this reason, two main kinds of approaches have been proposed to solve this problem for
the Black-Scholes model.
The first is to express local volatility in terms of a function of implied volatility [94] so
that the second-order derivative does not soly appear in the denominator, which means
that a small error induced on the second-order derivative does not necessarily lead to large
errors of the entire volatility surface any more. However, this approach has a shortfall;
the implied volatility remains a discontinuous function as a result of only scarce values of
strike price and maturities being available in practice. This means that to obtain a local
volatility function, one still needs to make necessary interpolation and extrapolation for a
set of given data, which is a very difficult task itself with the constraint that no arbitrage
opportunities should be introduced in the process of these numerical treatments. Another
popular method is to use regularized approach to develop different algorithms so as to
stably and accurately recover the local volatility function [78, 144]. Having been aware
of the advantage of the regularized approach over the implied volatility approach, we will
also adopt the regularized approach, and formulate the calibration problem associated
with the local regime-switching model into an inverse problem of PDEs (partial differential
equations) in this chapter. However, it should also be stressed that inverse problems are
typically ill posed [220], and the situation is even worse in finance since not only option
prices available in real markets are discontinuous, but also inadequate option data in terms
of strikes and maturities is a serious issue that needs to be dealt with [45, 57, 63, 120].
In order to obtain stable results for this inverse problem, it is further transformed into
an optimal control problem with the Tikhonov regularization [216]. Then, two necessary
conditions that the optimal solution should satisfy are derived, based on which a numerical
algorithm for iteration is proposed to obtain the optimal solution. Numerical experiments
with synthetic are subsequently carried out to show the accuracy and stability of our
algorithm, after which the performance of our algorithm is further tested with real market
data.
The rest of the chapter is organized as follows. In Section 11.2, we will firstly propose
a closed system to price options under the regime-switching model and then the specific
steps to split one market price into two market-implied state prices for an option under
this system will be introduced. In Section 11.3, the calibration problem will be formulated
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into an inverse problem, which is further formed as an optimal control problem and is
solved by a Tikhonov regularization approach. Two necessary conditions are also derived
so that the numerical algorithm can be developed to find the optimal solution. In Section
11.4, numerical experiments and market tests for our algorithm are presented, followed by
some concluding remarks given in the last section.
11.2 A closed system for calibration
In this section, a closed system should be established first for option pricing under regime-
switching models with the constant volatility in each state, based on which how to split one
market price of a European option into two market-implied state prices will be illustrated.
Let St be the price process of the underlying asset, then it follows a two-state regime-
switching model under the risk-neutral measure as
dSt
St
= rdt + σXt(S, t)dWt, (11.1)
where Wt is a Brownian motion independent of Xt and r represents the risk-free interest
rate. In addition, Xt is a two-state Markov chain, which jumps between two states,
i.e., Xt ∈ {(1, 0)′, (0, 1)′}. Here, v′ denotes the transpose of the vector v. If we define
σ̄(S, t) = (σ1(S, t), σ2(S, t))
′ and let < ·, · > be the inner product of two vectors, σXt(S, t)
can be expressed as
σXt(S, t) =< σ̄(S, t), Xt > . (11.2)
Moreover, the transition between the two states follows a Poisson process as
P (tij > t) = e
−λijt, i, j = 1, 2, i ̸= j.
Here λij is the transition rate from State i to j, and tij is the time spent in State i before
transferring to State j.
It should be noted that there can be different ways to price options under this model.
One approach is to assume that the market state is observable and the price of an option is
the corresponding state price. However, it is usually difficult to determine which state the
underlying asset price belongs to in practice, and thus it is more reasonable that the states
of a financial market are treated as unobservable. The justification of the latter approach
208 11.2. A CLOSED SYSTEM FOR CALIBRATION
lies in the stochastic nature of the volatility under a regime-switching model. In fact, for
any stochastic volatility model, the current value of stochastic volatility is an unknown
variable which needs to be estimated from real market data together with other model
parameters. Such an “unobservable” nature has been discussed in the literature [3]. Due
to the existence of Markov chain, regime-switching models are a special kind of stochastic
volatility models and thus the volatility in any regime-switching model, together with the
status of the regime the market is currently in, should all be assumed unobservable, as we
do in this chapter.
Some people may argue that we are not able to obtain option prices without knowing
the current state. However, this does not have to be true because when pricing an option,
the probability of the underlying price being in each state at the current time should be
known and be regarded as a model parameter. In this case the market price should be
the expectation of the two state prices. Specifically, if we let C1 and C2 be the two state
prices of a European option, and make π the probability of the underlying price that stays
at the regime 1 at the current time (obviously the probability for the regime 2 is 1 − π),
then it is reasonable to argue that the option price C should be
C = C1π + C2(1 − π).
On the other hand, it is not clear how a regime switching model should be calibrated
from a given set of data. Unlike the B-S model, where only the volatility needs to be esti-
mated, the initial state probability, with which the state probability at any later time can
be calculated, should be another parameter that needs to be determined through market
data, apart from the two constant volatilities and two transition rates, when empirical
studies are conducted for the classical regime-switching model. This can be analogous to
the stochastic volatility model, in which the initial volatility level needs to be estimated
too. In this case model prices can be calculated through C1π + C2(1 − π) and all model
parameters can be estimated through some global optimization approaches by minimizing
the “distance” between market prices and corresponding model prices, which can be done
similarly as a lot of existing empirical studies [11, 30].
Considering all the discussion above, the closed system for option pricing under classical
regime-switching models with the constant volatility in each state has already been set
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up.
However, this is not enough when we take into account the local regime-switching
model since to determine the two local volatility functions in this model, one market price
of a European option should be split into two corresponding state prices since both of
two state prices need to be used to recover the local volatility of any state. Therefore, if
we still assume C1 and C2 be the two market-implied state prices corresponding to the
market price Cmarket, we still need an extra equation to determine C1 and C2, apart from
the following equation
Cmarket = C1π + C2(1 − π). (11.3)
In fact, the choice for such an equation is quite free as as long as this equation always
holds when the regime-switching model degenerates to the Black-Scholes model.
One method that we believe is reasonable is that first of all, λ12 and λ21 and the two
constant volatilities as well as the initial state probability are estimated with historical
underlying and option data [142, 181], with which two state prices V1 and V2 can be
worked out. It should be remarked that the two market-implied state prices C1 and C2
does not equal to the calculated V1 and V2 since V1 and V2 are obtained based on the
assumption that the volatility in each state is constant. We then treat V1 and V2 as an
approximation of C1 and C2 respectively and the relationship between them is imposed
to serve as another equation
f(W1,W2, C1, C2) = 0. (11.4)
The intuition behind such an approximation is that extracting parameters from real mar-
ket data under classical regime-switching models has already made the model prices Cmodel
calculated with these parameters very close to real market prices, and thus the correspond-
ing state prices should also be a good approximation for the market-implied state prices.
In this sense, one of the simplest examples is
(V1 − V2) − (C1 − C2) = 0, (11.5)
the choice of which is based on two main reasons. One is that it obviously meets the
requirement that it always holds when the regime-switching model degenerates to the
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Black-Scholes model since in this case V1 = V2 and C1 = C2. Moreover, it is obvious that
the biases between market prices and classical regime-switching model prices are caused
by the difference between each state price of local regime-switching models and that of
classical regime-switching models, and we make a reasonable assumption that the amount
of these biases contributed by each state is the same.
With Equation (11.3) and Equation (11.4), it is not difficult to find that given one set of
market prices, we could split them into two sets of market-implied state prices. Therefore,
we are now ready to proceed to the calibration problem, which will be presented in the
next section.
11.3 Calibration problem
In this section, a well-posed inverse problem for the calibration of local regime-witching
models will be pointed out, and then a Tikhonov regularization approach will be introduced
to recover smooth local volatility functions with the two sets of market-implied state prices
obtained in the last section. Afterwards, two necessary conditions can be derived in order
to reach the optimal solution, followed by the numerical algorithm showing the procedure
of iteration to obtain the recovered local volatility functions.
11.3.1 An inverse problem
In this subsection, recovering the local volatility functions will firstly be formed into an
ill-posed inverse problem, which will be further transformed into a well-posed inverse
problem, before it could be properly solved.
If we let V1(S, t;K,T ) and V2(S, t;K,T ) be European call option prices for State 1 and
State 2 respectively with K being the strike price and T being the expiry time, a system














− rV1 − λ12(V1 − V2) = 0, S > 0, t ∈ [0, T ],
V1(S, T ) = max(S −K, 0),
V1(0, t) = 0,
(11.6)














− rV2 − λ21(V2 − V1) = 0, S > 0, t ∈ [0, T ],
V2(S, T ) = max(S −K, 0),
V2(0, t) = 0.
(11.7)
Given the two sets of market-implied state prices V ∗1 (S0, t0;K,T ) and V
∗
2 (S0, t0;K,T ) with
different maturities and strike prices at time t0, we want to recover the local volatility
functions σ1(S, t) and σ2(S, t) for the two states from these market state prices, which
formulate the following inverse problem.
Problem 1. Find the two functions σ1(S, t) and σ2(S, t) such that the solution to the
coupled PDE system (11.6) and (11.7), V1(S0, t0;K,T ) and V2(S0, t0;K,T ), satisfy the
following two equations
V1(S0, t0;K,T ) = V
∗
1 (S0, t0;K,T ),
V2(S0, t0;K,T ) = V
∗
2 (S0, t0;K,T ),
respectively for all T and K.
Unfortunately, it should be noted that Problem 1 is not well-posed [192] since the
variables of the coupled PDE system (11.6) and (11.7) are S and t, whereas V ∗1 (S0, t0;K,T )
and V ∗2 (S0, t0;K,T ) are observed with respect to K and T at a particular time t0 and
underlying price S0. Thereby, alternative ways should be found to obtain the two local
volatility functions. With the help of [85], in which a Dupire equation for the regime-
switching model is derived, the coupled PDE system (11.6) and (11.7) is established with












− λ12V1 + λ21V2 = 0, K > 0, T ≥ t0,
V1(K, t0) = max(S0 −K, 0),














− λ21V2 + λ12V1 = 0, K > 0, T ≥ t0,
V2(K, t0) = max(S0 −K, 0),
V2(0, T ) = S0.
(11.9)
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In theory, it is quite easy to work out the local volatility by simply differentiating the
state prices once with respect to strike and expiry respectively, and twice with respect
to the strike. However, the computation may not be stable since it involves the second-
order derivative with respect to the strike and we can not guarantee that the variance be
positive. Furthermore, the state prices are discontinuous and the numerical differentiation
requires interpolation and extrapolation, which can affect the accuracy of the obtained
local volatility. Therefore, another inverse problem should be formulated as summarized
below. In this newly formulated problem, we have simplified the solution procedure for the
inverse problem by assuming that the volatility be independent of time, in order to focus
on the core issue for this chapter, i.e., to illustrate how a local regime-switching model
can be calibrated. Of course, as a progressive approach to tackle the complexity arisen
from the multi-dimensionality of an inverse problem, such kind of simplified assumptions
has already been adopted in calibrating local Black-Scholes model with real market data
(e.g., [21]).
Problem 2. Given the fixed maturity T, find the two functions σ1(K) and σ2(K) such
that the solution to the coupled PDE system (11.8)-(11.9), V1(K) and V2(K), satisfy the
following two equations
V1(K,T ) = V
∗
1 (K),
V2(K,T ) = V
∗
2 (K),
respectively for all K.
Here, for simplicity, we denote
Vi(K,T ) = Vi(S0, t0;K,T ),
V ∗i (K) = V
∗
i (S0, t0;K,T ),
for i = 1, 2.
By now, we have already formed a well-posed inverse problem for the recovery of local
volatility functions in the sense that the market data is observed with respect to the strike
price K and the maturity T , which are exactly the same as the variables in the PDE system
(11.8)-(11.9). This has paved the way for us to solve this problem, which is illustrated in
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the next subsection.
11.3.2 Tikhonov regularization
In this subsection, Tikhonov regularization will be used to solve Problem 2. The mo-
tivation for us to adopt this particular regularization technique is that it allows us to
obtain stable solutions to optimal control problems. In particular, the two local volatility
functions in regime-switching models should be determined simultaneously so that the

















[V1(K, τ0)−V ∗1 (K)]2+[V2(K, τ0)−V ∗2 (K)]2dK,
(11.10)
where τ = T − t, and δ is called the Tikhonov regularization parameter. Therefore,
Problem 2 derived in the last subsection is now turned to an optimal control problem that
we should find σ̄1(K) and σ̄2(K) such that
J(σ̄1, σ̄2) = inf
σ1,σ2∈A
J(σ1, σ2), (11.11)
where A = {σ ∈ C(R)| ∂σ
∂K
∈ L2(R)}.
Therefore, recovering the two local volatility functions reduces to solve this optimal
control problem, for which we would derive two necessary conditions. If we assume σ̄1(K)
and σ̄2(K) be the solution of the optimal control problem (11.11), it is clear that for any
h ∈ A, both of the following two functions, i.e. J(σ̄1 + λh, σ̄2) and J(σ̄1, σ̄2 + λh), reach
their minimum when λ = 0, which implies
d
dλ
J(σ̄1 + λh, σ̄2)|λ=0 = 0,
d
dλ
J(σ̄1, σ̄2 + λh)|λ=0 = 0. (11.12)











[V1(K, τ0)−V ∗1 (K)]ξ1(K, τ0)+[V2(K, τ0)−V ∗2 (K)]ξ2(K, τ0)dK = 0,
(11.13)











[V1(K, τ0)−V ∗1 (K)]η1(K, τ0)+[V2(K, τ0)−V ∗2 (K)]η2(K, τ0)dK = 0,
(11.14)
where ξi(K, τ) =
dVi(K,τ ;σ̄1+λh,σ̄2)
dλ |λ=0, ηi(K, τ) =
dVi(K,τ ;σ̄1,σ̄2+λh)
dλ |λ=0 for i = 1, 2.
To work out the necessary condition (11.13), what we should do first is to calculate the
two functions ξ1(K, τ) and ξ2(K, τ). In fact, Vi(K, τ ; σ̄1+λh, σ̄2), i = 1, 2 should satisfy the
PDE in (11.8) and (11.9), respectively, except that σ1 is replaced by σ̄1+λh. Therefore, by
taking the derivative on both sides of the coupled PDEs governing Vi(K, τ ; σ̄1+λh, σ̄2), i =
1, 2 with respect to λ and then setting λ = 0, we can find that ξ1(K, τ) and ξ2(K, τ) satisfy





























− λ21ξ2 + λ12ξ1 = 0,
with the initial conditions
ξ1|τ=0 = 0, ξ2|τ=0 = 0.
It should be remarked here that it is very difficult to directly figure out ξ1(K, τ) and
ξ2(K, τ) from the above coupled PDEs as the existence of the unknown function h, and thus
we have to find an alternative way. Now, we let L = (L1, L2), and denote L
∗ = (L∗1, L
∗
2) as

























− λ21ϕ2 + λ21ϕ1 = 0, (11.16)
with the terminal conditions given by
ϕ1|τ=τ0 = V1(K, τ0) − V ∗1 (K), ϕ2|τ=τ0 = V2(K, τ0) − V ∗2 (K).
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(ϕ1L̂1ξ1 + ϕ2L̂2ξ2) − (ξ1L̂∗1ϕ1 + ξ2L̂∗2ϕ2)dKdτ, (11.17)
where L̂(= (L̂1, L̂2)) and L̂
∗(= (L̂∗1, L̂
∗
2)) are derived by removing the derivative with
respect to τ in L and L∗ respectively. As a result, L̂∗ is also the adjoint operator of L̂
with respect to K, which could lead to
< L̂ξ, ϕ >=< ξ, L̂∗ϕ >, (11.18)
according to the property of adjoint operators with ξ = (ξ1, ξ2) and ϕ = (ϕ1, ϕ2). This
implies ∫ +∞
0
(ϕ1L̂1ξ1 + ϕ2L̂2ξ2) − (ξ1L̂∗1ϕ1 + ξ2L̂∗2ϕ2)dK = 0. (11.19)




























[V1(K, τ0) − V ∗1 (K)]ξ1(K, τ0) + [V2(K, τ0) − V ∗2 (K)]ξ2(K, τ0)dK, (11.20)
the last step of which is obtained by the substitution of the initial condition for ξ and
















, L2ξ2 = 0, L
∗
1ϕ1 = 0, and L
∗
2ϕ2 = 0. Thereby, combining

















dKdτ = 0, (11.22)
which should hold for any h ∈ A. This demonstrates that σ̄1 is the weak solution to the












dτ = 0. (11.23)











dτ = 0. (11.24)
By now, we have obtained the optimality conditions for our optimal control problem
(11.11), and thus the problem of recovering the two local volatility functions is now equiv-
alent to finding the solutions of ϕi, i = 1, 2 to the coupled PDEs (11.15) and (11.16) so
that σ̄1 and σ̄2 are solutions to Condition (11.23) and (11.24) respectively. Hence, in the
next subsection, a numerical algorithm will be designed to find the optimal solution.
11.3.3 Numerical algorithm
In this subsection, an algorithm is established to obtain the optimal solution to the optimal
control problem (11.11). It should be noticed that the algorithm involves solving a system
of equation (11.8)-(11.9), (11.15)-(11.16) and (11.23)-(11.24).
Specifically, the semi-infinite operating domain is truncated into a bounded one as
τ ∈ [0, τ0], K ∈ [0, 2S0], (11.25)
where S0 is the underlying price at τ0. Let dτ and dK be the step size in the time direction






, and thus the truncated
domain [0, 2S0] × [0, τ0] is discretized uniformly as
Kn = (n− 1)
2S0
N1
, n = 1, 2...N1 + 1,
τm = (m− 1)
τ0
N2
, m = 1, 2...N2 + 1.
We also denote the functions at j-th step iteration as σ̄i,j , Vi,j , ϕi,j , i = 1, 2. Then, given two
sets of market-implied state prices, we are now ready to present the iteration procedure.
1. Let j = 0. The value of a tolerance parameter ϵ used to control the convergence of
the iteration is set. Also, initial guesses for the volatility functions σi,0, i = 1, 2, need
to be chosen.
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2. Two sets of option prices Vi,j(K, τ), i = 1, 2, can be calculated through PDEs (11.8)-
(11.9) corresponding to σi,j , i = 1, 2, with an implicit discretization as








































− λ21V n,m+12,j + λ12V
n,m+1
1,j = 0.
3. With σ̄i,j , i = 1, 2, and the obtained Vi,j(K, τ0), i = 1, 2, in Step 2, ϕi,j , i = 1, 2, can
be calculated by solving PDEs (11.15)-(11.16) with an implicit discretization, which
is similar to that in step 2 and thus the scheme is omitted.
4. By making use of Vi,j(K, τ0), i = 1, 2, and ϕi,j , i = 1, 2, obtained in Step 2 and 3
respectively, the updated local volatility functions σ̄i,j+1, i = 1, 2, can be derived by
solving the coupled ordinary differential equations (11.23)-(11.24). It should be noted
that the integration in the two equations can be carried out with the trapezoidal



































for i = 1, 2. In addition, to make the iteration smoother, we introduce a “false” time








+ Wni,j = 0, (11.26)
for i = 1, 2.
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5. If
||σ1,j+1 − σ1,j || + ||σ2,j+1 − σ2,j || < ϵ, (11.27)
then we let σ̄i = σi,j+1, i = 1, 2, and stop the iteration. Otherwise, set j = j + 1 and
go back to Step 2.
After the algorithm is designed, a natural question is how it performs and whether the
recovered volatility functions would be accurate. Numerical experiments will be presented
in the next section.
11.4 Numerical examples and market tests
In this section, numerical experiments are firstly conducted to show the accuracy and the
stability of our numerical algorithm, and then the performance of our approach is further
tested with real market data.
11.4.1 Accuracy tests
In this subsection, results of numerical experiments are presented to realize the designed
algorithm in the last section. In order to demonstrate the accuracy of the algorithm, we
carry out tests with exact solutions of the two volatility functions. To be more specific,
the two “true” volatility functions denoted by σ∗i (S), i = 1, 2, are pre-set, through which
two sets of state prices Vi(S0, t0;Kn, T ), i = 1, 2, can be generated with the coupled PDE
system (11.6)-(11.7). Afterwards, we treat Vi(S0, t0;Kn, T ), i = 1, 2 as market state prices,
i.e.
V ∗i (Kn) = Vi(S0, t0;Kn, T ), i = 1, 2, (11.28)
which will be used to recover the volatility functions through our algorithm.
In fact, these tests can be viewed as a pseudo-empirical study, because they were
conducted in such a way that a time series of discrete data is generated from a stochastic
process with two given volatility functions. Then we tried to see if we could recover the
volatility function using the proposed algorithm as an inverse problem. When a hierarchy
of given test functions is employed to go through these tests, starting from the simplest
constant functions, they are the necessary conditions to ensure that the proposed algorithm
is able to cope with much more complicated volatility functions to be recovered from real
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market data, as any complicated function can be somewhat viewed as a decomposition of
these simple functions.
Three test volatility functions were chosen in order to show that our algorithm is able
to recover different shapes of volatility curve. In all these tests, model parameters were
set to be
S0 = 10, t0 = 0, r = 0.05, T = 1, λ12 = 0.1, λ21 = 0.2, N1 = 30, N2 = 50,
δ = 0.2, θ = 10−3, ϵ = 5 ∗ 10−12.
In the first experiment, we start with the lowest order of test function in the hierarchy
of the test functions, i.e., with the volatility being “flat” as
σ1(S) = 0.4, σ2(S) = 0.2. (11.29)
Of course, this does not mean that the volatility function to be recovered in practice
will be of such a simple form. But, if the designed algorithm is even unable to recover
such simplest form of local volatility functions, this algorithm can never be trusted and
should certainly not be adopted for real markets. In other words, this is a necessary
step, as the most fundamental function in the hierarchy of test functions to be tested, in
order to know how accurately our algorithm can “recover” the true volatility functions in
a local regime switching model. Since we don’t know the specific forms of the volatility
functions in reality, more complicated test functions will be used to gain confidence on
the reliability and accuracy of the proposed algorithm to eventually employed to recover
volatility functions when real market data are used.
The recovery results for this are shown in Figure 11.1. What we can see from Figure
11.1 is that with the initial guess of 0.35 for State 1 volatility and 0.15 for State 2 volatility
respectively, the two recovered volatility functions are quite fit to the “true” pre-specified
ones with errors only in the order of 10−8, which is rather satisfactory.
When the shape of the true volatility functions is no longer flat, but exhibits a “smile”
curve, which is a common phenomenon observed in real markets [73], we also try to recover
them using our algorithm and these results are shown in Figure 11.2. In this case, the two
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Initial guess of state 1
True value of state 1
Recovered value of state 1
Initial guess of state 2
True value of state 2
Recovered value of state 2
Figure 11.1: Recovery of the flat-shape volatility
Strike price












Initial guess of state 1
True value of state 1
Recovered value of state 1
Initial guess of state 2
True value of state 2
Recovered value of state 2
Figure 11.2: Recovery of the smile-shape volatility
“true” volatility functions are
σ1(S) = 0.3 +
(S − 10)2
1000




It is clear that with initial guesses being two flat lines, our algorithm is still able to provide
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quite accurate results of recovery with errors in the order of 10−4.
Strike price














Initial guess of state 1
True value of state 1
Recovered value of state 1
Initial guess of state 2
True value of state 2
Recovered value of state 2
Figure 11.3: Recovery of the skew-shape volatility
Finally, our algorithm is also tested with the “skew” shape of volatility functions,
because the graph for the volatility could be downward sloping for some markets [229],
such as equity options. Hence, the volatility functions are selected as
σ1(S) = 0.3 −
(S − 10)3
10000




and the results are given in Figure 11.3. Again, it is not difficult to find that the two skew
volatility functions are also successfully recovered with the two flat initial guesses and the
errors are in the order of 10−4.
By testing the three typical kinds of volatility functions with different characteristics,
we are confident to draw the conclusion that our algorithm could provide good recovery
results for different shapes of volatility curves and it has the potential to be applied in
real markets.
11.4.2 Stability test
Apart from the accuracy, another important factor associated with a newly derived numer-
ical algorithm is its stability since there always exists noise in market prices. As a result,
in order to demonstrate the stability of our algorithm, a white noise is added to the “true”
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volatility functions, and the procedure will be illustrated in the following. As an example,
we consider the “smile” case used in the last subsection, and we further introduce two
random variables, x and y, both of which follow a standard normal distribution so that
the noised “volatility” functions are specified as













Then, similar to the tests conducted in the last subsection, we use the noised “volatility”
functions to generate state prices, which will be used as noised market state prices and
recover volatility functions with our algorithm.
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Noised value of state 1
True value of state 1
Recovered value of state 1
Noised value of state 2
True value of state 2
Recovered value of state 2
Figure 11.4: Stability test.
Depicted in Figure 11.4 are the recovery results with the generated noised state prices
with initial guesses being flat lines. As expected, the recovered volatility functions from
the noised state prices no longer fit very well to the un-noised “true” volatility functions
as a direct result of introducing a white noise. However, it should be noted that this figure
can clearly demonstrate the stability of our algorithm as the recovered volatility functions
are still closely located around the un-noised “true” volatility functions.
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11.4.3 Market tests
Having the accuracy and stability of the newly designed algorithm, we are now ready to
test the performance our algorithm with real market data, which adds another dimension
of complexity due to an additional procedure that needs to be instrumented to overcome
the difficulty that there are more needed state prices than the available market prices
in the calibration of a regime-switching model as discussed in Section 2 already. Such
difficulty did not arise in the tests presented in the previous two subsections at all because
the state prices are generated with the “true” volatility functions. In other words, there
was no need to determine the market-implied state prices, C1 and C2, in the previous tests,
whereas they now need to be recovered from the market option prices in a real empirical
test. This is achieved by calibrating the standard regime switching model to find V1 and
V2 first and then use Equation (11.3) and (11.4) to obtain C1 and C2 with a given market
option price Cmarket.
Here, we use the market data of S&P 500 returns and options with prices quoted on
15 May 2013 and the expiry time of the options being 22 Jun 2013. This means that
the underlying price is S0 = 1658.78, the expiry time T = 0.1041 (current time is 0),
the risk-free interest rate (we use the LIBOR rate as an approximation) r = 0.0027, and
the strike price ranges from 1120 to 1800 with N1 = 136. By making use of one popular
global optimization algorithm, Adaptive Simulated Annealing (cf. [136, 180]), we obtain
the estimated parameters as
λ12 = 0.2779, λ21 = 0.4355, σ1 = 0.0495, σ2 = 0.1160, π = 0.1520, (11.33)
from which we can certainly get V1 and V2. In this way, we can obtain the two sets of
market-implied state prices C1 and C2 with Equation (11.3) and (11.5).
Having obtained the market-implied state prices, the remaining work is to recover local
volatility functions with our algorithm, which is similar to what we have done in numerical
tests. Parameters are set to be N2 = 20, δ = 10
−3 ∗ S20 , θ = 10−2, ϵ = 10−9, and results
are presented in Figure 11.5. It is clear that the level of the local volatility in State 1 is
generally higher than that of State 2, and a “smile” like shape can be observed for the
two recovered volatility functions that the level of the volatility is relatively higher when
the options is deep in-the-money and out-of-money while it is lower when the strike price
224 11.4. NUMERICAL EXAMPLES AND MARKET TESTS
Strike price
















Recovered value of state 1
Recovered value of state 2
Figure 11.5: Market test.
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Recovered price of state 1
Market-implied price of state 1
(a) State 1.
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Recovered price of state 2
Market-implied price of state 2
(b) State 2.
Figure 11.6: Recovered price vs Market-implied price.
is close to the underlying price. To show whether we have recovered correctly recovered
the two sets of market-implied state prices, we further show the option prices calculated
with the recovered local volatility and those market-implied state prices in Figure 11.6.
Obviously, with the maximum relative difference being 0.9%, our recovered results can
certainly be regarded as accurate. From another prospective, the accuracy of our algorithm
can also be demonstrated by comparing the implied volatility2 extracted from market
prices and that extracted from model prices (cf. [58]), and the results are shown in Figure
11.7. As expected, the implied volatility exhibits a smile curve, and the implied volatility
2Conventionally, implied volatility refers to that “implied” by the B-S model.
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extracted from market prices agrees well with that extracted from model prices, with the
relative difference being no larger than 0.8%. A nearly perfect replication of the volatility
smile exhibits the power of adopting a modern model, such as the regime-switching model,
in option pricing.
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Implied volatility from market prices
Implied volatility from model prices
Figure 11.7: The comparison of implied volatility extracted from market prices and that
from model prices.
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(b) State 2.
Figure 11.8: Recovered volatility level with different maturities.
In order to focus on the core issue of this chapter, i.e., to propose an appropriate ap-
proach for the calibration of a local regime-switching model, we have made a simplified
assumption in the illustration of the implementation of our approach that the local volatil-
ity functions is independent of time. Of course, in general, the local volatility function
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should depend on not only maturities but also strike prices. Naturally, one wonders if
there are cases in finance practice where our simplified assumption can be justified3. To
address this point, we need to use market option data with two different maturities and
demonstrate that the recovered local volatility functions are insignificantly different. Such
an exercise was conducted on a set of one-day option data (S&P 500 returns and options)
with the prices quoted on 15 April 2013 and the two expiry times of the options being 22
June 2013 and 20 July 2013, respectively.
For this case, the underlying price is S0 = 1552.36, the two expiry times, T1 and T2,
take the value of 0.1863 and 0.2630, respectively. The risk-free interest rate r is 0.0028
and the strike price ranges from 1000 to 1760 with N1 = 76. Again, the first step of the
calibration is to determine the market-implied state prices, C1 and C2, and thus we use
Adaptive Simulated Annealing to obtain the estimated parameters as
λ12 = 0.4996, λ21 = 0.5010, σ1 = 0.1826, σ2 = 0.1222, π = 0.1222, (11.34)
from which we can certainly obtain V1 and V2 as well as C1 and C2 through Equation
(11.3) and (11.5) for each expiry time. With the market-implied state prices in hands, we
are then able to recover the corresponding local volatility functions with our algorithm for
different maturities, the results of which are presented in Figure 11.8. Apart from a slightly
larger difference between the two recovered local volatility functions corresponding to the
two maturities when the options are slightly in the money, the overall average absolute
differences of the two recovered local volatility functions are very small. Specifically, the
average absolute differences between the recovered volatility functions of the two maturities
are 0.029 and 0.030 for State 1 and State 2 respectively. Of course, while the closeness of
the local volatility functions for two different maturities found in this particular example
supports that our assumption may be reasonable in some cases, this does not mean that
such an assumption should always be adopted in real markets in general.
3Note, even there was a couple of cases in which our assumption turns out to be a reasonable assumption,
it does not mean that such an assumption can suit all market situations, as there are bound to be cases
where the local volatility functions need to be assumed to vary with both maturities and strike prices.
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11.5 Conclusion
In this chapter, we present theoretical results on how to calibrate local regime-switching
models. Although the Dupire-style formula for local regime-switching models has already
been derived [85], it is shown that this formula alone can not lead to final results as all
the state prices are required whereas only one market price for an option is available
in real markets. As a result, a closed system for option pricing and model calibration
under the classical regime-switching model is firstly proposed with the market price being
the expectation of state prices, based on which one market option price is successfully
split into two market-implied state prices with a special approach. Upon noticing that
the direct implementation of the Dupire formula with all state prices still can not yield
accurate results, the calibration problem is formed as an inverse problem, which is further
transformed into an optimal control problem due to its ill-posedness. With the use of
Tikhonov regularization, two necessary conditions are derived for the existence of the
optimal solution, and an efficient numerical algorithm is proposed for the recovery of local
volatility functions. Finally, numerical experiments with synthetic data are carried out to
demonstrate the accuracy and stability of our newly proposed algorithm. Interestingly, the
local volatility functions recovered with real market data exhibits a smile-shape curve.
Chapter 12




In 1973, a breakthrough took place when Black-Scholes [19] proposed their model with
the log-returns of the underlying assumed to follow a standard normal distribution. It
is popular even today mainly because its simplicity with a closed-form pricing formula
for European options. However, it has been pointed out by a number of authors that the
classical Black-Scholes model is not able to capture the phenomenon that real market data
exhibits, such as the typical skew and fat-tail property of the underlying price [188, 191].
In addition, the assumption of the constant volatility as another main drawback, which is
our focus throughout this chapter, would lead to the well-known “volatility smile” [73] as
well as the mis-pricing problem. All of these disadvantages have prompted the research
on the modification of the Black-Scholes model.
In particular, various models have been proposed in order to incorporate the non-
constant volatility, which can be divided into two categories. The first is the local volatility
model proposed by Dupire [75], who assumed that the volatility be a deterministic function
of the underlying price and time, and derived a so-called Dupire equation. The discrete
version of the Dupire equation was implied volatility tree considered by Rubinstein [195]
and Derman & Kani [67]. Contrast to the local volatility model, another kind of models
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makes the volatility another random variable in addition to the underlying price, called
stochastic volatility. A lot of well-known processes have been introduced in modeling the
dynamic of the volatility, such as Ornstein-Uhlenbeck process used by Hull & White [127]
and Cox-Ingersoll-Ross process adopted by Heston [117].
Recently, the regime-switching models have attracted plenty of attention from re-
searchers and market practitioners since it introduces the concept of “state” in asset price
modeling, which is consistent with financial markets. It is actually a stochastic volatil-
ity model since the volatility in this model is allowed to jump between different states
controlled by a Markov chain. In fact, it was firstly proposed by Hamilton [103] and it
was introduced to the area of derivative pricing since a lot of empirical evidence suggests
that the dynamics of the underlying price are better captured by the regime-switching
model [35, 86]. Specifically, option pricing under the regime-switching model has been
widely studied, with European options priced in [101, 184, 244], American option priced
in [26, 126], and exotic options priced in [22, 84].
In this chapter, we adopt a local regime-switching model, where the volatility could
switch among different states and it could also vary as a function of the underlying price
and time in each state. For simplicity, we will only consider the case of two states and
this can be easily extended to the cases where there are more than two states. Our
motivation originates from the fact that the classical regime-switching model with the
constant volatility in each state may not provide good fitness to market option data,
which is similar to the case in the Black-Scholes model.
It should be particularly emphasized that few empirical studies have been carried
out on regime-switching option pricing models. Therefore, the task of calibrating local
regime-switching models should be divided into two phases; in Phase I an algorithm is
developed and tested with synthetic data to ensure its accuracy, and in Phase II the new
algorithm is applied in real markets to show its real performance. The main reason for
such a two-phase division is that in each stage, challenges one may face are quite different.
While the main challenges for the Phase II are to deal with “noises” and many other
specific issues associated with real data, the main two challenges in Phase I are a) the
derived volatility function for each state involves all the state price variables whereas only
one market price is available for model calibration; b) how to establish an appropriate
algorithm to calibrate the model. In fact, as for the first challenge, one reasonable method
230 12.1. INTRODUCTION
has recently been proposed in [115], where a new approach to properly close the system
was proposed, demonstrating how to price options in real markets with classical regime-
switching models. In this chapter, we will further work under their established system
and show how to split one market price into two market-implied state prices. Once we
have successfully obtained two market-implied state prices, we would discuss the problem
of recovering the two local volatility functions, which is the second challenge and also the
main focus of this chapter.
In the literature, many algorithms have been developed to recover the local volatility
in the Black-Scholes model [78, 144, 163]. In a similar fashion, the calibration problem is
transformed into an inverse problem of PDEs (partial differential equations) and in theory
the two volatility functions could be uniquely determined given enough option prices.
However, in real markets there are only a limited number of option prices with respect
to some strikes and maturities. It is even worse that the inverse problem is obviously
ill-posed since market option prices are observed with respect to different strike prices
and maturities with a particular pair of time and underlying price, whereas the variables
in the PDEs are underlying price and time. In order to alleviate these two problems,
the inverse problem is formed as a minimization problem with Tikhonov Regularization
[216]. Eventually, two necessary conditions are derived to obtain the optimal solution
with a designed numerical algorithm. It should be noticed that the technique we adopt is
distinct from that used in [115] since we calibrate the local regime-switching model directly
instead of using the Dupire formula in this model [85]. Moreover, the variational derivative
involved in the necessary conditions is obtained directly as the numerical solution of certain
PDEs by introducing the Dirac delta function.
The rest of the chapter is organized as follows. In Section 2, how to split one market
price into two market-implied state prices for an option will be briefly illustrated. In
Section 3, the calibration problem will be formulated into an inverse problem, which is
solved as a minimization problem with Tikhonov regularization. Two necessary conditions
are also derived, with which a numerical algorithm is developed to obtain the optimal
solution. In Section 4, numerical tests for our algorithm are presented, followed by some
concluding remarks given in the last section.
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12.2 Market-implied state prices
In this section, we will briefly illustrate the closed system for pricing options under the
regime switching model proposed in [115] and describe the method to split one market
price of an option into two market-implied state prices.
For regime switching models, there are different ways of adopting these models to price
options. Among the proposed approaches, a common one is to assume that the market
state is observable and the price of an option is the one corresponding to that particular
state identified at the point when the option contact needs to be priced [244]. However,
it is usually very difficult to clearly determine which state the underlying price belongs to
and thus it is more reasonable to regard the state of a financial market as unobservable.
Therefore, another approach is to estimate the probability of each state at the point when
the option contact needs to be priced and then take the option price as the expectation of
different state prices weighted by the probability of the underlying price in each state. For
instance, if we denote Cmarket as the market option price with C1 and C2 being the two
market-implied state prices, and let π represent the probability of the underlying price
that stays at the regime 1, the market price is calculated with
Cmarket = C1π + C2(1 − π). (12.1)
On the other hand, when local regime switching models are taken into consideration,
we need to split one market price of an option into two market-implied state prices, which
implies that two equations are needed to obtain two state prices. Obviously, One equation
has already been established as (12.1). The choice of another equation is free and the only
requirement is that this equation should always hold when the regime-switching model
degenerates to the Black-Scholes model. In [115], the authors proposed one reasonable way
to construct such an equation. In the first place, model parameters (including the initial
state probability) in the classical regime-switching model are estimated with only historical
underlying data [142, 181], and then two state prices W1 and W2 under the classical regime-
switching model can be calculated with those extracted model parameters. In this case,
W1 and W2 are regarded as the good approximation for C1 and C2 respectively under the
local regime-switching model. As a result, a relationship between them is imposed to form
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as another equation
f(W1,W2, C1, C2) = 0. (12.2)
Clearly, the choice of the function f is also very free. Two simplest examples are






both of which are reasonable since when the regime-switching model degenerates to the
Black-Scholes model, it is obvious that W1 = W2 and C1 = C2, which implies that they
always hold.
By now, one market price could be converted into two market-implied state prices with
Equation (12.1) and (12.2) derived above. Therefore, having obtained all the needed data,
it is time for us to recover the two local volatility functions, which will be provided in the
next section.
12.3 Calibration problem
In this section, the calibration of local regime-witching models will be transformed into
an inverse problem and then a Tikhonov regularization approach is introduced to relieve
the illness of the problem. Finally, two necessary conditions would be derived, with which
a numerical algorithm is designed to recover the two local volatility functions.
12.3.1 An inverse problem
In this subsection, recovering the local volatility functions will be formed into an inverse
problem. If we let St be the price process of the underlying asset, then it follows a two-state
regime-switching model under the risk-neutral measure as
dSt
St
= rdt + σXt(S, t)dWt, (12.3)
where r and σXt represent the risk-free interest rate and the volatility respectively. Wt is
a Brownian motion independent of a two state Markov chain Xt, which jumps between
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two states
Xt =
 1, when the economy is believed to be in State 1,2, when the economy is believed to be in State 2.
It should be noticed that the transition between the two states follows a Poisson process
as
P (tij > t) = e
−λijt, i, j = 1, 2, i ̸= j,
with λij and tij being the transition rate from State i to j and the time spent in State i
before transferring to State j respectively.
According to the results in [26], a system of coupled Black-Scholes equations for the














− rV1 − λ12(V1 − V2) = 0, S > 0, t ∈ [0, T ],
V1(S, T ) = max(S −K, 0),















− rV2 − λ21(V2 − V1) = 0, S > 0, t ∈ [0, T ],
V2(S, T ) = max(S −K, 0),
V2(0, t) = 0,
(12.5)
with V1(S, t;K,T ) and V2(S, t;K,T ) being European call option prices for state 1 and
state 2 respectively. Here, K denotes the strike price and T represents the maturity.
Recall that we have obtained two sets of market-implied state prices V ∗1 (S0, t0;K,T )
and V ∗2 (S0, t0;K,T ) from the set of market price V
∗
market(S0, t0;K,T ) observed with dif-
ferent maturities and strike prices at time t0. Therefore, what we need to do to recover
the local volatility functions σ1(S, t) and σ2(S, t) for the two states is presented in the
following inverse problem.
Problem 3. Find the two functions σ1(S, t) and σ2(S, t) such that the solutions to the
coupled PDE system (12.4)-(12.5), i.e. V1(S0, t0;K,T ) and V2(S0, t0;K,T ), satisfy the
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following two equations
V1(S0, t0;K,T ) = V
∗
1 (S0, t0;K,T ),
V2(S0, t0;K,T ) = V
∗
2 (S0, t0;K,T ),
respectively for all T and K.
12.3.2 Tikhonov regularization
In this subsection, Problem 1 will be transformed into a minimization problem and
Tikhonov regularization will be used to develop the numerical algorithm to find the opti-
mal solution.
First of all, if we assume that the observations of market option prices are across a set of
maturities T1, T2, ..., TN , and for each maturity, there are Mi strike prices K1,K2, ...,KMi ,






{[V1(S0, t0;Kj , Ti) − V̄ ij1 ]
2 + [V2(S0, t0;Kj , Ti) − V̄ ij2 ]
2}, (12.6)
with V̄ ijk = V
∗
k (S0, t0;Kj , Ti), k = 1, 2. However, the problem of minimizing G(σ1, σ2) is
ill-posed since the set of market-implied state prices is discrete, which could not guarantee
that σ1 and σ2 are uniquely determined and could also lead to unstable results that a small
change in the state price could lead to a large change in the final results. As a result, this
problem should be regularized to alleviate the illness of the problem. The technique we




















)2dSdt + G(σ1, σ2), (12.7)
where δ is called the Tikhonov regularization parameter. Therefore, by minimizing the
functional J(σ1, σ2), we want to find two local volatility functions σ1(S, t) and σ2(S, t)
such that G(σ1, σ2) equals to zero. To solve the regularized minimization problem, two
necessary conditions are derived for the existence of the optimal solution. To be more
specific, for a perturbation function h defined as δ(S −X)δ(t− τ), σ1(·, ·) and σ2(·, ·) are
the optimal solution if J(σ1+λh, σ2) and J(σ1, σ2+λh) reach their minimum when λ = 0.
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Hence, we could obtain
d
dλ
J(σ1 + λh, σ2)|λ=0 = 0,
d
dλ
J(σ1, σ2 + λh)|λ=0 = 0, (12.8)







)−[V1(S0, t0;Kj , Ti)−V̄ ij1 ]ξ1(S0, t0;X, τ)+[V2(S0, t0;Kj , Ti)−V̄
ij








)−[V1(S0, t0;Kj , Ti)−V̄ ij1 ]η1(S0, t0;X, τ)+[V2(S0, t0;Kj , Ti)−V̄
ij
2 ]η2(S0, t0;X, τ) = 0,
(12.10)
with the four variational derivatives defined as
ξk(S, t;X, τ) =
dVk(S, t;Kj , Ti, σ1 + λh, σ2)
dλ
|λ=0,
ηk(S, t;X, τ) =
dVk(S, t;Kj , Ti, σ1, σ2 + λh)
dλ
|λ=0,
for k = 1, 2. To work out the two necessary condition (12.9) and (12.10), it is clear that
we should calculate these variational derivatives. From the definition of ξk, k = 1, 2, it is






























− rξ2 − λ21(ξ2 − ξ1) = 0.
(12.11)































It should be noted that the terminal and boundary conditions for the two PDE systems are
homogeneous. To explain this, we would take ξ1 as an example without loss of generality.
According to the definition of ξ1, it represents the variation of the option price at time t
with the underlying price, strike price and the maturity being S, Kj and Ti respectively
when σ1 varies at the point (X, τ). Therefore, considering the terminal and boundary
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conditions for the value of the option that it will not change for either of the following
three cases, i.e. t = T , S = 0 and S = +∞, it is easy to draw the conclusion that the
variation derivatives satisfy homogeneous terminal and boundary conditions.
Combining the PDE systems (12.4)-(12.5), (12.11) and (12.12) with the two neces-
sary conditions (12.9)-(12.10), we have now established a system, with which the optimal
solution could be obtained. Of course, the task has not been finished yet since a numer-
ical algorithm is still needed to solve such a system, which will be presented in the next
subsection.
12.3.3 Numerical algorithm
In this subsection, a numerical algorithm is designed to minimize the functional J(σ1, σ2)
shown in the last subsection, which could contribute to the recovery of the two local
volatility functions.
Before the presentation of the discrete scheme, the operating domain should be firstly
introduced, which is a truncated one defined as
τ ∈ [0, Tmax], S ∈ [0, 2S0], (12.13)
where S0 represents the underlying price at the current time t0, and Tmax denotes the
maximum time to maturity for the observed option data. Moreover, it should be pointed
out that the domain is discretized uniformly in the time direction, while the discretization
in the space direction is non-uniform. With a selected grid {(Sn, tm), n = 1, 2, ..., N1 +
1,m = 1, 2, ..., N2 + 1} for the operating domain [0, 2S0]× [0, Tmax] (dt is used as the time
step size and dSn acts as the distance between Sn and Sn+1), and the functions after l-th
step iteration denoted as σ̄k,l, Vk,l, ξk,l, ηk,l, k = 1, 2, the iteration procedure is illustrated
in the following.
1. Let j = 0. A tolerance ϵ is chosen to control the iteration. Also, initial guesses for
the two volatility functions σi,0, i = 1, 2 need to be chosen.
2. With the two local volatility functions σk,l, k = 1, 2, two sets of state prices Vk,l(S, t), k =
1, 2 can be calculated through coupled PDEs (12.4)-(12.5) with an implicit discretiza-
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tion as







































































If G(σ1, σ2) < ϵ, then stop the iteration and regard σk,l, k = 1, 2 as the recovered
volatility functions. Otherwise, proceed to the next step.
3. With σk,l, k = 1, 2 and Vk,l(S, t), k = 1, 2, ξk, k = 1, 2 and ηk, k = 1, 2 could be
obtained simultaneously through the implicit discretization of the two PDE systems
(12.11) and (12.12) respectively. The numerical scheme is omitted since it is simi-
lar to what have been presented in Step 2. It should be noted that what we need
are ξk(S0, t0;Sn, tm) and ηk(S0, t0;Sn, tm), which require that the two PDE systems
(12.11) and (12.12) should be solved for every n and m. It should also be remarked
that the Dirac delta function is approximated by the standard normal density func-
tion.
4. With all the needed information obtained in Step 2 and 3, we are now ready to
derive the updated σk,l+1, k = 1, 2. In particular, a “false” time θ is introduced in


















































{[V1(S0, t0;Kj , Ti) − V̄ ij1 ]ξ1(S0, t0;Sn, tm)






{[V1(S0, t0;Kj , Ti) − V̄ ij1 ]η1(S0, t0;Sn, tm)
+ [V2(S0, t0;Kj , Ti) − V̄ ij2 ]η2(S0, t0;Sn, tm)}.
Then, let j = j + 1 and go back to Step 2.
For any proposed algorithm, it always needs to be tested, in order to provide convincing
evidence for the robustness of the algorithm. Such a test is presented in the next section.
12.4 Numerical tests
In this section, numerical experiments will be carried out to test the designed algorithm
in the last section. It should be remarked that the two sets of market-implied state prices
will be generated with “true” volatility functions σ∗k, k = 1, 2 so that the accuracy and
efficiency of the algorithm could be clearly exhibited.
In particular, model parameters in our test are
S0 = 10, t0 = 0, r = 0.05, Tmax = 0.5, λ12 = 0.1, λ21 = 0.2, N1 = 78, N2 = 50,
δ = 0.01, θ = 10−4,
and the “true” volatility functions1 are assumed to be
σ1 = 1/S, σ2 = 2/S. (12.14)
1For simplicity, the test is conducted based on the assumption that the volatility functions are indepen-
dent of time. But, it should be pointed out that although our algorithm is also suitable for the case where
the volatility functions depend on both of the underlying price and time, we believe the test conducted
here is enough to prove the accuracy of our algorithm.
239 12.4. NUMERICAL TESTS
Although two specific forms of σ1(S) and σ2(S) are given in (12.14), one should not be
confused with the test purpose here and the real objectives in reality. For the former,
we pre-choose the specific forms of σ1(S) and σ2(S) and then use them to generate data,
with which we perform the algorithm proposed here and then verify the results against
the given functional form, in order to show how accurately our algorithm can “recover”
the true volatility functions in a local regime switching model. Of course, for the latter,
in reality we don’t know the specific forms of these volatility functions; determining them
through the proposed calibration procedure is what needs to be achieved if one decides to
adopt a local regime switching model.
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True value state 1
Recovered value state 1
True value state 2
Recovered value state 2
(a) Recovery with 5 pairs of two state prices.
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True value state 1
Recovered value state 1
True value state 2
Recovered value state 2
(b) Recovery with 20 pairs of two state prices.
Figure 12.1: Recovering the two local volatility functions with 100 steps.
The results of recovery after 100 iteration steps are presented in Figure 12.1. Specifi-
cally, in Figure 12.1(a), five pairs of two state prices with respect to one maturity T = 0.5
and five strike prices K = {8, 9, 10, 11, 12} are chosen to recover the two volatility func-
tions. It is clear that the two volatility functions are recovered successfully in the S ∈ [9, 11]
with a small deviation from the true volatility functions. On the other hand, what
is presented in Figure 12.1(b) are the results of recovered two volatility functions with
twenty pairs of two state prices across two maturities T = {0.25, 0.5} and ten strike prices
K = {8, 8.5, 9, ..., 11.5, 12}. A similar pattern could be found that the results are also quite
satisfactory when the underlying asset price is between 9 and 11, although the recovery
outside this region is poor. To compare the two cases, it is not difficult to find that with
more observed market option prices, the two volatility functions can be better recovered
with same iteration steps, which can be seen from two parts; One is that the average
absolute deviation of the recovered volatility from the true volatility in Figure 12.1(a) is
2.1 ∗ 10−3, compared with only 1.3 ∗ 10−3 in Figure 12.1(b), another is that the average
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absolute bias between the recovered price and the true price for 5 and 20 pairs of observed
state prices is 3.0 ∗ 10−3 and 1.1 ∗ 10−3 respectively. It is also interesting to notice that
when the asset price is far away from the central point 10, the recovered volatility keeps
unchanged to the initial guess within 100-step iteration. Naturally, a question arises that
whether such a phenomenon is caused by insufficient steps used in the iteration. This
prompts us to do the iteration for 2000 steps, the results of which are presented in Figure
12.2.
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(a) Recovery with 5 pairs of two state prices.
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(b) Recovery with 20 pairs of two state prices.
Figure 12.2: Recovering the two local volatility functions with 2000 steps.
As expected, the two volatility functions are better recovered after 2000-step iteration
than those recovered after 100 steps with the average deviation between the recovered
volatility and the true volatility being 9.2 ∗ 10−4 in figure 12.2(a) and 1.9 ∗ 10−4 in figure
12.2(b) for 5 and 20 observations respectively. It is also obvious that more market obser-
vations could contribute to more accurate recovered results since the average deviation of
20 pairs of state prices is almost 9 times less than that of 5 pairs. Moreover, we could
again find that the recovered volatility still sticks to the initial guess after 2000 steps when
the asset price is far away from the central point (S = 10), which is consistent with our
expectation since values of the volatility functions at these regions have little influence on
the two state prices evaluated at S = 10.
12.5 Conclusion
In this chapter, the calibration of local regime-switching models is mainly concerned. With
a method introduced to split one market into two market-implied state prices, the recovery
of the two local volatility functions are formed as an inverse problem, which is solved as
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a minimization problem. Moreover, a Tikhonov regularization approach is adopted to
alleviate the illness of the problem, with which two necessary conditions are obtained. A
numerical algorithm is also designed to conduct the calibration problem. Numerical tests
show that our algorithm could successfully recover the two local volatility functions and
it certainly has the potential to be applied in real markets.
Chapter 13
A brief summary
In this thesis, we work on three different areas in financial mathematics, i.e., option pricing
models, different solution techniques, and model calibration problems, and the results are
presented in three parts, respectively. In Part 1, we derive a closed-form pricing formula
for European option prices under a skew Brownian motion and a modified Black-Scholes
formula when the underlying price is bounded, while a new stochastic volatility model
with regime-switching is proposed with an analytical approximation formula. In Part 2, a
closed-form approximation formula for the price of European options with fixed-amount
dividends is derived under the Black-Scholes model, and a closed-form pricing formula for
European options in series form is obtained under the Heston model with the minimal
entropy martingale measure. American option pricing is also considered here, and a new
integral equation possessing some advantages over the existing ones is presented, followed
by a newly designed numerical method for some practical purposes. In Part 3, we propose
alternative forms of the existing models that not only presents the essential advantage, i.e.,
analytical tractability, of the original form, but also confirms a better performance when
models are calibrated with real market data through some global optimization algorithms,




In this thesis, we focus on dealing with three different tasks associated with option pricing.
In particular, the first task is finding analytical formulae for European option prices under
different models. The second task is to solve option pricing problems with different solution
techniques. The last task is related to the model calibration as any mathematical model
need to be calibrated with model parameters determined with market data before they
can be applied in real markets. The three tasks are dealt with in three different parts,
respectively.
Different option pricing models with analytical formula for European option prices are
mainly considered in the first part. As the Black-Scholes model fails to capture some char-
acteristics of the underlying returns, one popular way to modify the Black-Scholes model is
to replace the standard Brownian motion with other stochastic processes. What we choose
here is a special kind of skew Brownian motions, which is able to capture the non-normal
property of the distribution of log-returns. Upon identifying two errors in a key reference
in this area, we introduced a new equivalent martingale measure named “endogenous risk
neutral measure”, based on which the analytical tractability of the problem is preserved
and a new closed-form pricing formula is obtained. Another popular way is to introduce
stochastic volatility into pricing models. As a result, we propose a new structural model
with the constant volatility of volatility in the original Heston model allowed to change
randomly following a Markov chain. Under this model, an analytical pricing formula for
short-tenor European options is presented, which is fast and easy to implement with only
normal distribution function involved. Empirical results demonstrate that our model sig-
nificantly outperforms the Heston model for the tested case, which suggests that the new
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model has a great potential to be used as an alternative to the Heston model for short-
tenor options. On the other hand, being different from the two structural models discussed
above, we propose that the underlying log-price follows a truncated normal distribution,
which belongs to the category of non-structural models, as it only specifies the probabil-
ity density function of the underlying at maturity conditional upon the filtration at the
current time, and thus it can provide. more flexibility so that different characteristics of
the asset returns could be captured. This assumption is able to describe the phenomenon
that there should be reasonable bounds for the underlying price in a certain period. We
then derive a closed-form pricing formula for European call options.
The second part of this thesis uses different solution techniques for option pricing
problems. In specific, we firstly derive a closed-form approximation formula for the price
of European options with fixed-amount dividends. This formula could certainly facilitate
the application in real markets since no matter how many times the underlying pay its
dividends before the expiry of the option, the formula is always the sum of one-dimensional
integrals, the calculation of which can be rather rapid. Then, we present a closed-form
pricing formula for European options in the Heston stochastic volatility model under the
minimal entropy martingale measure with the series solution technique. A great advantage
of our newly-derived pricing formula is that the radius of convergence for the solution can
be proved theoretically. We also provide a slightly modified formula, which is constructed
with a set of different formulae for different time range, for European options under the
Heston model with the minimal entropy martingale measure such that it will converge on
the entire time horizon of a European option contact. Afterwards, the pricing problem of
American options is considered, and a novel approach is employed to find a new integral
equation governing the American option price as well as the optimal exercise boundary.
By making the unknown free boundary as a new variable replacing the time to expiry, the
original PDE system with a free boundary is successfully transformed into a fixed boundary
problem with a nonlinear PDE, which further yields a new integral equation involving only
a one-dimensional integral. On the other hand, it is usually difficult to analytically price
options under most models, and numerical methods must be resorted to in these cases.
Therefore, the final issue of this part is devoted to proposing a new combined Monte-Carlo
and the ADI method that is advantageous than classical numerical approaches in dealing
with the situation where option traders are particularly interested in the influence of a
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small change of variables in a certain region on option prices, while they are indifferent
to option prices outside this region. The superiority of this newly proposed numerical
approach is further shown by comparing the computational time of our approach, purely
Monte Carlo method and purely ADI method cost to evaluate a same set of option prices
on the interested domain.
The third part of this thesis presents two different issues associated with model cal-
ibration as any mathematical models need to be calibrated before they can be applied
in real markets. It should be pointed out that the calibration of a model in reality is so
complicated that model parameters always need to be determined numerically with an op-
timization algorithm, and in this case one would never be able to obtain the “optimized”
set of parameters, but probably would have to settle near it. Thus, different forms of a
same model can provide different results, which is the first issue of this part. In order
to demonstrate this point, we set up an alternative form of the Heston model, and our
empirical results confirm that our form generally outperforms the original Heston version
for the case tested so far and thus we could reach the conclusion that a different form may
be able to offer certain advantages in parameter determination and model calibration.
With confidence of this point, we further propose an alternative form of the correlated
Stein-Stein model for option pricing and model calibration, and our results show that our
form generally outperforms the original Stein-Stein form, and thus it could be used as an
alternative to the original Stein-Stein form for some markets.
Finally, we discuss the problem of calibrating local regime-switching models, which is
the second issue of this part. In order to recover the two local volatility functions, we
propose a “closed” system for pricing options under the classical regime-switching model,
where the market price is the expectation of state prices. Under this newly proposed
system, one market price is split into two market-implied state prices, based on which
recovering the volatility functions are transformed into an optimal control problem. By
applying a Tikhonov regularization approach, we design two new efficient numerical algo-
rithms to obtain the local volatility functions according to two different methods to deal
with variational derivatives; one is based on the Dupire formula in the local regime switch-
ing models, and another is to obtain the variational derivative directly as the numerical
solution of certain PDEs by introducing the Dirac delta function. Moreover, different
shapes of volatility curves are successfully recovered with both of our algorithms in the
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numerical tests, which implies that they have the potential to be applied in real markets.
Appendix A
Proof for Chapter 2
Before we calculate the Greeks, let us first derive a useful formula which is of significance
in obtaining the Greeks. It is easy to derive the follow two equations from the expression
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= K(T − t)e−r(T−t)M2(b2). (A.8)







































= SI1 − SI3 −Ke−r(T−t)I2. (A.9)








Proof for Chapter 7
B.1 Proof for boundary conditions associated with optimal
exercise boundary
In order to derive the two identities, i.e., (7.6) and (7.7), we should use the two free
boundary conditions in System (7.4), which are specified as




|x=b(τ) = −eb(τ). (B.2)













Substituting Equation (B.2) into above equation can yield Equation (7.6). On the other






|x=b + (k − 1)
∂p
∂x
|x=b − kp|x=b = 0,
which can be further simplified as
∂2p
∂x2
|x=b = k − eb. (B.3)
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We can surely arrive at Equation (7.7) if we combine Equation (B.3) and (B.4) together.
This has completed the proof.
B.2 Proof for the boundary condition at infinity
From the equality lim
x→+∞
p(x, τ) = 0, ∀τ > 0, it is not difficult to show that for any τ0 > 0
and δ > 0, the following equation should hold
lim
x→+∞




|p(x, τ0 + δ) − p(x, τ0)
δ
| = 0. (B.6)
This implies that for any ϵ > 0, there exists M > 0 such that when x > M , we have





Therefore, taking the limit on both sides of Equation (B.7) leads to
lim
δ→0





which can be simplified as
|∂p
∂τ






|τ=τ0 = 0. (B.10)








Proof for Chapter 9
Here we give the details in deriving the analytic pricing formula. Setting the coefficients
of v2α to be zero since Equation (9.11) should hold for any v, we can obtain two ordinary
differential equations (ODE) as follows.
∂D
∂τ






= α[(2α− 1)σ2 + 2λ2]D + riϕ,
where D(0;ϕ) = 0 and C(0;ϕ) = 0. Let A = 2α2σ2, B = 2α(bj + λ1 + iϕρσ) and
M = ujiϕ− 12ϕ
2. So the first ODE can be simplified as
∂D
∂τ
= AD2 + BD + M, (C.1)




the following is obtained
y′′ −By′ + AMy = 0, (C.2)
with initial condition y′(0) = 0. Equation (C.2) is obviously a second-order linear ODE,














and as a result, D can be derived as






















d− 2α(bj + λ1 + iϕρσ)
4α2σ2














Now we have derived C(τ ;ϕ) and D(τ ;ϕ) so that fj is known to us by now, which can be
used to get Pj according to the relationship between probability distribution function and
the characteristic function of a random variable [222]. Thus the option pricing formula is
obtained.
Appendix D
Proof for Chapter 10
D.1 Proof for the sign of A and B










−k . Here we will prove that
A > 0, B < 0.














Therefore, after some simplifications,
0 ≥ −2λ2(1 − α)σ2, (D.1)
which contradicts with the fact that λ2 < 0. As a result, the assumption is not true
and we have A > 0.
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which again can be simplified to
0 ≥ −2λ2(1 − α)σ2. (D.2)
As a result, Inequality (D.2) contradicts with λ2 < 0, which means that the assumption
is incorrect and we obtain B < 0.
Combining the situations we consider, we have A > 0, B < 0 for all possible values of λ1.
This has complete the proof.
D.2 Proof for the pricing formula
According to the martingale pricing theory which tells us that e−rtU(S, v, t) should be























(1 − α)σ2v1−2α + λ1v1−α + λ2v]
∂U
∂v
− rU + ∂U
∂t
= 0, (D.3)
with the terminal and boundary conditions
U(S, v, T ) = max(S −K, 0),






Now we assume the solution is of the form
U(S, v, t) = SP1 −Ke−r(T−t)P2, (D.4)
which is exactly in the same form as that of the B-S formula. By substituting (D.4)
into the Equation (D.3) along with the transform x = ln(S), we can obtain the partial
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where j = {1, 2} and the boundary condition becomes Pj [x, v, t; ln(K)] = 1{x≥ln(K)}.
Actually, Equation (D.5) can be transformed to two different dynamics of xt and vt with
Feynman-Kac formula [208],





(1 − α)σ2v1−2α + λ1v1−α + λ2v + bjv]dt + σv1−αdBt, (D.6)
and thus it is not difficult to interpret that P1 and P2 represent the probability of exercising
the option at maturity under different measures, respectively. Therefore, we can obtain
Pj [x, v, t; ln(K)] = P [xT ≥ ln(K)] | xt = x, vt = v]. (D.7)
Let
fj(x, v, t;ϕ) = E[e
iϕxT | xt = x, vt = v], (D.8)
from which we can deduce that for any s < t,
E{fj(x, v, t;ϕ) | xs, vs} = E{E[eiϕxT | xs, vs] | xt, vt},
= E[eiϕxT | xs, vs],
= fj(x, v, s;ϕ).
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with the dynamics (D.6) by applying the Itô lemma. On the other hand, from Equation
(D.8) we can easily work out the new terminal condition
fj [x, v, T ;ϕ] = e
iϕxT , (D.10)
by setting t = T .
Now we assume that the solution to the PDE (D.9) takes the form of
fj = e
C(T−t;ϕ)+D(T−t;ϕ)v2α+E(T−t;ϕ)vα+iϕx, (D.11)
and then substitute it into the PDE (D.9). After some calculations and simplifications,



















α2σ2E2 + α2σ2D + αλ1E + riϕ] = 0. (D.12)
With the fact that v is an arbitrary variable, the satisfaction of Equation (D.12) is equiv-
alent to the satisfaction of the following three ordinary differential equations
∂D
∂τ












α2σ2E2 + α2σ2D + αλ1E + riϕ, (D.15)
where C(0)=D(0)=E(0)=0 and τ = T − t.
Now if we let A = 2α2σ2, B = 2α(iϕρσ + bj + λ2),M = ajiϕ− 12ϕ




= AD2 + BD + M, (D.16)










+ AMy = 0,
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where d+ and d− are the two roots of the quadratic equation




















Therefore, D(τ ;ϕ) can be finally worked out as

























After Equation (D.13) is solved, we now turn to Equation (D.14), which is nothing but
a first-order linear non-homogeneous ODE with variable coefficients. To obtain a general
solution, we set
G1(τ) = 2α
2σ2D(τ ;ϕ) + αbj + αλ2 + iαϕρσ, G2(τ) = 2αλ1D(τ ;ϕ).
The solution to (D.14) can then be derived as
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Since D(τ ;ϕ) and E(τ ;ϕ) are known by now, the derivation of C(τ ;ϕ) is quite straightfor-
ward because it can be obtained simply by integrating on both sides of Equation (D.15)
and applying the boundary condition. This has completed the proof.
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