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ABSTRACT 
The trigonometric moment problem asks if there exists a positive finite Borel 
measure on the unit circle whose first n trigonometric moments take some specified 
values. This paper treats the case when only some of the first n trigonometric 
moments are specified. A solution of the problem is found when two of the moments 
are specified and they are real. If the moments are complex numbers, some partial 
results are obtained. In the case when all the n first moments except he n - lth are 
specified, a complete solution of the problem is presented. © Elsevier Science Inc., 
1997 
1. INTRODUCTION 
In this work we are discussing a generalization of the tr igonometric 
moment problem. The tr igonometric moment problem is closely related to 
various other problems in analysis, for instance the Carath~odory-Toeplitz 
interpolation problem, problems connected with spectrum estimation, and so 
forth (see [7]). 
The problem may be formulated as follows: Let a set c 0, c 1 . . . . .  c,  of 
complex numbers be given. The tr igonometric moment problem asks if there 
exist a positive finite Borel measure /x  on the unit circle T which satisfies the 
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interpolation conditions 
ck = [e  du ,  k = o, 1 . . . . .  n. (a) 
~T 
The Carath~odory-Toeplitz problem asks if there exist an analytic function 
f(z) in the unit disc D satisfying the interpolation conditions 
f ( z )  = ' ~ k O(z , ,+,) ,  ., ~c0+ ckz + k=0,1 , . ,  n, (2) 
k=l  
with Ref (z )  >~ 0 for z ~ D. 
We will say that an analytic filnction f ( z )  in the unit disc belongs to the 
class C if Re f (z )>/0 lbr  z ~D.  
In the above-mentioned problems there is no loss of generality in 
assuming that c o = 1, and we will do this from now on. 
It is well known that a necessary and sufficient condition for the existence 
of a solution of both the problems is that the Toeplitz matrix 
T = 
1 c I " " " 
C1  1 c I 
• . .  C n 
C 1 
~'] . . . . . .  ?l 1 
(3) 
is positive semidefinite. 
The main purpose of this paper is to study the following generalization of
the above-mentioned two problems. 
Let P be a finite, nonempty subset of the positive integers. For each 
k ~ P let c k be given. Then our generalized trigonometric moment problem 
is as follows: 
PROBLEM 1.1 (Generalized trigonometric moment problem). Does there 
exist a nonnegative finite Borel measure /x on the unit circle satisfying the 
interpolation problem 
1 = f0Z~d/x, 
= f2"neiko d
ck "o It for each k ~P?  
(4) 
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A similar generalization of the Carath~odory-Toeplitz problem is: 
PROBLEM 1.2 (Generalized Carath~odory-Toeplitz problem)• Does there 
exist a function f (z )  in the class C of the form 
f ( z )  = ~ + TkZ k "~ O(Z n+l) 
k=l  
satisfying the interpolation conditions 
Tk =c~ for k ~P?  
The conditions for the existence of a solution of the above two problems 
depend on the set P. We will call the set P the pattern of the problem. 
There exists a solution to the two problems above if it is possible to 
choose values for Tk, k f~ P, such that the matrix 
i T I  "'" 
~/ I  " " 
• ° 
• •• "Yn- I  
~n 1 
C n 
Tn- l  
, (5 )  
T1 
1 
where Tk = ck if k ~ P, is positive semidefinite. Here we have assumed, 
which may be done without loss of generality, that n is the largest number in 
P. Our problem is now transformed to a matrix completion problem• A matrix 
completion problem is a problem where some entries of a matrix are 
specified and the others are unspecified and treated as free variables. Here 
the problem consists in assigning values to the unspecified entries in such a 
way that we obtain a positive semidefinite Toeplitz matrix. 
A matrix which consists of both specified and unspecified entries is a 
partial matrix. By assigning values to the unspecified entries we obtain a 
completion of the partial matrix. If all principal submatrices containing only 
specified entries of a partial matrix are positive semidefinite, we call the 
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partial matrix a partial positive semidefinite matrix. If it also has the Toeplitz 
structure (5), it is a partial positive semidefinite Toeplitz matrix. 
Since all principal submatrices of a positive semidefinite matrix are 
positive semidefinite, a partial matrix can only have a positive semidefinite 
Toeplitz completion if it is a partial positive semidefinite Toeplitz matrix. In 
general this condition is only a necessary condition for the existence of a 
solution. It is easy to show that for patterns on the form P = {k, 2k . . . . .  nk} 
this condition is also sufficient. In fact, as was shown in [5], these are the only 
patterns where this necessary condition is sufficient. 
It is appropriate here to mention a eouple of works related to the present. 
In [8] M. E. Lundquist and C. R. Johnson found a condition characterizing 
the positive definite Toephtz matrix maximizing the determinant among all 
positive definite Toeplitz completions of a partial matrix of the form (5). In 
[12] N. Rozario and A. Papoulis found a numerical recipe for computing the 
maximum entropy spectrum S(to) of a real discrete-time stochastic process 
x m subject o the constraint that its autoeorrelation, R(k) = E{Xm+kXm} , is 
specified for every k in a set P with 
a(k )  = k e.  (6) 
This problem is equivalent to finding the positive definite Toeplitz comple- 
tion maximizing the determinant of a partial matrix on the form (5), with data 
given as in (6). 
The aim of this work is to present conditions for the existence of a 
positive (semi)definite Toeplitz completion of a partial matrix on the form (5), 
or equivalently, to decide if there exists a discrete-time stochastic process x n 
with autocorrelation coefficients satisfying (6). 
If there exists a nonnegative Borel measure/~ such that the interpolation 
condition (4) is satisfied, we call {c k, k ~ P} interpolating coefficients for the 
pattern P. Equivalently, a given set of data {c k} and pattern P is a set of 
interpolating coefficients if there exists a solution to the generalized 
Carath6odory-Toeplitz problem, or a positive semidefinite completion of the 
partial matrix (5). 
It has been possible to classify the interpolating coefficients for certain 
patterns P. As already mentioned, the interpolating coefficients when P = 
{k,2k . . . . .  nk} are well known. In Section 2 we will discuss the ease 
P = { p, n}, and in particular classify the interpolating coefficients if cp, c, 
R. In Section 3 we will give a condition which characterizes the interpolating 
coefficients when P = {1, 2 . . . . .  n - 2, n}. 
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2. TWO GIVEN COEFFICIENTS 
In this section we will consider the special case when the pattern is of the 
form P = { p, n}. Here one may assume that p and n are relatively prime; all 
other patterns with two elements may be transformed to this case. In 
particular we will characterize the interpolating coefficients when cv, c, ~ R. 
We denote the set of interpolating coefficients for the pattern P = { p, n} 
by 
To obtain the description of the interpolating coefficients for the pattern 
P = { p, n} we will exploit a result due to Z. Smilansky [13] which determines 
the facial structure of the convex hull of the curves 
Wv,(t ) = {(cos2rrpt,sin2rrpt, cos2rrnt, sin2rrnt), 0 ~< t < 1}. (7) 
The interpolating coefficients are connected to the convex hull generated by 
the curve (7) by the following lemma: 
LEMMA 2.1. Let cp = ap + ib_ and c, = a, + ib n. Then {cp, c n} are 
interpolating coefficients if and only if (ap, bb, an, b n) is in the convex hull 
generated by the curve (7). 
The above lemma is a corollary of a theorem of F. Riesz [10, 6], stating 
that there exists a nonnegative probability measure /x on the interval [a, b] 
such that 
<--  . . . . .  
if and only if the point (d 1 . . . . .  d , )  is located inside the convex hull 
generated by the curve ( f l (x)  . . . . .  f,(x)). Here the d,'s and the functions f~ 
are real. 
For the convenience of the reader we will restate the results from [13] we 
are going to use. Recall that a face of a convex set C is a convex subset C' of 
C such that every (closed) line segment in C with a relative interior point in 
C' has both end points in C' [11]. By a k-face we mean a k-dimensional face. 
To each pair of relative prime integers p, n we will associate the numbers 
l 1, k 1 according to the following definition: 
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DEFINITION 2.1. To the relatively prime integers p, n, 1 < p < n, we 
define 11 and k 1 bythe  unique pair of  integers kl, 11, 0 < k 1 < p, 1 ~< l 1 < n, 
such that l l p  - k in = 1 and Jvn by 
The following is the part of Theorem 1 in [13] which we need in this 
work: 
THEOI~EM 2.1. The proper faces of the convex hull of the curve Wpn(t) 
defined by (7) are: 
1. {Wpa(t)}, t ~ [ O, 1) (the O-faces). 
2. [Wpn(S), Wpn(t)] , 0 ~ S < t < 1, t -- S E Jpn (the 1-faces). 
3. conv{Wpn(t + k/p) ,  k = O, 1 . . . . .  p - 1}, 0 ~< t < 1/q.  I f  p >1 3, 
there are 2-faces that are regular p-gons. I f  p = 2, they are 1-faces that were 
not listed in item 2. I f  p = 1, they are O-faces, which were listed in item 1. 
4. conv{Wpn(t + k/n) ,  k = O, 1 . . . . .  n - 1}, 0 ~ t < 1/n.  I f  n >~ 3, 
these are 2-faces that are regular n-gons. I f  n = 2, they are 1-faces that were 
not listed in item 2. 
We will basically work without doing the normalization of the length of 
the unit circle, and use the curve 
Zpn(O ) = {(cospO,s inpO,  cosnO, s innO) ,  0<~ 0 < 27r}. (8) 
To use Smilansky's result, we must then take care when we are measuring the 
distance between two points on the curve zp, (by dividing by 2~'). 
To decide if (c'~ c',) ~ I one may keep c,, fixed and describe the set of 
cp's such that (Cp,C',) ~ Ipn r. It is clear that (0, c,)  ~ Iv, if ]Cnl -<< 1. There- 
fore the boundary of the set 
A = {cp:(ep,co)  Ipn} (9) 
is a curve on the form 
r (0 )e  '°, 0 < 0 < (10) 
Let us now keep c,, fixed. By the following proposition we may as well 
assume that c n ~ [0, 1]. 
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PROPOSITION 2.1. Without loss of generality, c, may be chosen as a 
nonnegative real number. 
Our proof uses a function theoretical argument. 
Proof. I f  the analytic function f ( z )  maps the unit disc into the right half 
plane, the function g (z )=f (e - i °z )  does the same. Suppose that the nth 
Fourier coefficient for f(z) is given by J~, = ~,. I f  ~, = r,,e i°", let 0 = 
- O,,/n. Then g(z)  has the desired property with e, ~ [0, 1]. • 
For certain values of e,, the set A is easy to describe: 
PROPOSITION 2.2. 
1. I f  C,, = 1 then 
A = cony{l,  e ip 2~r/n, eip 4~1~, . . . .  eip 2(n-l)~r/n}. 
2. I f  le, I ~< cos(Tr/p) then A = {z: Izl < 1}. 
Proof. 1: This follows directly from Carath6odory's representation theo- 
rem. (See for instance [5, 6].) 
2: I f  cp = e i°, then by Carath~odory's representation theorem (cp, e,,) 
[pn if and only if 
c n E K = conv{ei¢n/PX°+2~k):  = 0, 1,2 . . . . .  p - 1}. 
K is a regular p-gon with vertices on the unit circle. Therefore dist(0, K)  = 
cos(Tr/p), which is independent of 0. In particular this means that (e i°, c n) 
Ip, n for all 0 if Icnl ~ cos(~r/p). • 
We will end this section by giving a description of how to compute a set 
of boundary points of the set A given by (9). By Proposition 2.1 and 2.2 we 
may assume that c, ~ [ 0, i ) .  
1. For each 00~[0 ,~- )  compute 01 ~[Tr ,2¢r )  and Z ~(0 ,1 )  such 
that c n = Ae i°'' + (1 - A)e i°1. 
2. Pick the combinations k , j  such that (0o + 2~rk)/n,(O~ + 27rj)/n 
[ O, 2rr) and 
( 0 o + 27rk 01 + 27rj ) 
E Jpn. dist 2 rr n ' 27r n 
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For these combinations 
Cp = )re i(p/nX°°+27rk) + (1  - -  l~)e i(p/nXOt+2vj) 
is on the boundary of A. In addition Cp = e i° is on the boundary of A if 
C a E conv{e'(n/pXO+27rj) : j  = 0 ,  1 . . . . .  p - -  1} .  
Using the points found by the procedure above, one may interpolate the 
curve (10). 
2.1. The Real Case 
In this section we will give an explicit condition which can be used to 
decide if (Cp, e n) ~ Ipn when cp, c n ~ •. The condition, with an interpreta- 
tion of Ipn, is as follows: 
THEOREM 2.2. Let the positive integers p and n be relatively prime with 
1 <~ p < n. Define the numbers' l I and k 1 according to Definition 2.1. Let 
Cp,C n ~ • with Icnl < 1. write c,~ = cos 0 with 0 <~ 0 <~ 7r. 
Then there exists a nonnegative Borel measure ix such that 
if and only if: 
1. p = 1: 
(a )  c 1 
2. 
(b) c 1 
1 = f:~dix,  
Cp = f2qreipO dix,  
~o 
c n = f2~re in°dt  t 
~o 
[ - -cos(O) ,  cos(O)]  if n iseven; 
[ - - cos ( -~- -~) ,  cos(O)  1 i fn i sodd .  
p =2 andnodd:  
(a) c 2~ cos - -  + tr 1 - - -  ,1 if n-= l (mod4) ;  
n n 
(b) c 2 ~ cos ~r 1 + ,1 i fn - -3 (mod4) ;  
n 
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~r (p  - 1)~- 
3. p>~3: I f  --<~ O<~ 
P P 
(a) p is odd, n even: 
7r 
(i) i f0~< 0~< - -  thencp ~[-1 ,1 ] ;  
P p -1  
(ii) if 7r ~< 0 ~< ar then 
then C p ~ [ -  1, 1]. Otherwise, if 
P 
ep (~ [-COS( p0"~-n PTr ( /1 -  1)) ' n  c°s( p0+ PTr ( /1 -  1)) ] n  
(b) p ~ even, n odd: 
(i) for 11 even: 
(A) if O~ O~ - - thencp  ~ cos O-  - -  
P 
p - 1 
(B) i f - - ~  ~ 0 ~ ~ then 
P 
- ,1 ;  n 
11- ` • 
(ii) for  l 1 odd: 
(A) i fO~< 0~< - -  thencp ~ cos - -  + ~'p 1 -  - -  ,1  , 
p n n 
p -1  
(B) i f - -~r  ~< 0 ~< Ir then 
P 
Cp ~ cos + (11-  1 ,1 . 
n 
(c) p is odd, n odd: 
(i) for 11 even: 
(A) f ro  
p _ _  
(B) if 
P 
0<~ - -  thencp ~ cos 0 -- ,1 ; 
p n 
1 
ar <~ 0 <~ rr then 
leos( +.(11-1n 1)t] 
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(ii) for 11 odd: 
(A) I fO<~ 0<~ --  thencp ~ cos - -  + ~p 1 -  ,1 , 
p n 
p -1  
(B) I f  <<. 0 <<. 7r then 
P 
cp  -1 ,cos  - -  + ( l  1 - 1 . 
n n 
Proof. The proof is based on Smilansky's characterization of the faces of 
the convex hull generated by the curve (7). Wri te 
C n = cos 0 - 
e iO + e - iO  
1: Here k I = 0 and l~ = i in Def in i t ion 2.1. It then follows by Smilansky's 
result that (Cl, c n) is located on the boundary  of I1, if (cl, c,) can be 
represented as the convex combinat ion 
= (cosO,cos0) ,  
since the distance between these points is 
0 o) 0 
2~" = 1 - - -  ~J~, , .  
27r n n~- 
I f  n is even, the other real boundary  point of I l ,, is obta ined using the convex 
combinat ion 
1{ i0+ n t / "q'- Z ln  2"/T Z ln  n n 
The distance now is 
- -  - -  27r  
27r  n 
0+ n)l 0 
I 
n "T/'n 
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This gives c 1 = Cos(0 /n  q- 7/') = - -COS(0 /n) .  I f  n is odd, we take the convex 
combination 
- + z>,  2r r  + - -  . Zln  n n 
The distance between these points is 1/n -  O/(rrn), which is in Jl,,. 
Therefore 
cl =c°s (  0 - r r  + n  7r )=-cos(~ if-) 
is on the boundary of Iln. 
1 2: In this case Jpn = (1 __ 1/ (2n) ,  $ + 1/(2n)) .  That (1, c n) e I2, , for all 
c a ~ [ -  1, 1] follows by Carath~odory's representation theorem with 
c 1 = A + (1 -- A)e i~, 
C 2 ~ 1 ,  
c, = A + (1 -  A)e '~". 
To compute the left endpoints we let k = (n + 1) /4  if n = 1 (mod4)  and 
k = (n - 1 ) /4  if n = 3 (mod 4). Write 
c,~ = ½(e i(°+-2=k) + e-iC°+-e~k)). 
I f  k = (n + 1)/4,  choose the minus sign. Then the distance between the two 
points we use on the curve Zpn(O) is 
2 rr n err × 4 2 ¢r n TrT" >g, -4 
o 2 (n+l )  
- -  + 
rrn n 4 
1 1 0 
= -- + E 
2 2n rrn 
1 1 1 1 )  
2 2n '  2 2n 
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This implies that c 2, c, is on the boundary of I2, if 
c~- -  exp i2 - " ~n + exp i2 
=cos  --  1 + . 
n 
I f  k = (n - 1)/4, choose the plus sign. Then the distance is 
1, / 1'tl 
2~r n 4 4 
0(1 111  
~--+ E + . 
2 2n zrn 2 2n '  2 
The rest of  the computations are similar to the case k = (n + 1)/4.  
3: The first statement follows directly from Proposition 2.2. 
3(aXi): The statement for 0 ~ 0 ~< ~r/p follows by noting that {cp -- 
-1 ,  c n=l} ,  {c ,= l ,  cn - -  1}, {Cp= -1 ,  c ,=cos(qr /p )} ,  and {cp=l, 
c. -- cos(Tr/p)} are all in Ipn. 
3(bXii): Since p is odd and n is even, 11 must be odd. Then the distance 
between 
~ p n 11, ~1, 
and 
~pn 27r 
n n 
is 1 - (l 1 + 1 - O/n)/n, which is in Jp,,. From this it follows that if 
p -1  
C n = COS 0,  ~ ' f l "  ~ 0 ~ 77", 
and 
cp ~oos/~0+p~ll 1,~) 
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then (cp, %) is on the boundary of I . . .  Since p is odd and n is even, it is 
also clear that ( - c . ,  c,) is on the boundary o f /~, ,  since in this case f ( - z )  
/ "  ~ t "  
so ves the generalized Carath6odory-Toeplitz interpolation problem if f ( z )  
does. From this (a) follows. 
3(b): By a similar argument to the one at the end of the preceding point it 
follows that (c,, c.) ~ I_ n imvlies that (c_ - c , )  ~ I_.. It is also clear that 
(1, 1) ~ I . ,  anal (1, - 1 )~ Iv.: e" e 
3(bXi~(A): We obtain a point on the boundary of Iv. if we take the convex 
cOmbination 
ZPn n /1 ~ n 11 
This follows because the distance between these two points on 
1 - l l /n  + O/(nzr), which is in Jp, if 0 ~g o ~< trip. Hence 
( [ (0 [ ( / 
= + exp ip cp ~ exp ip n n 
= cOS /9 
n 
g pn is 
Together with the fact that (1, 1) and (1, - 1) are in Ip,, this implies (A). 
3(bXi)(B): To obtain values on the boundary of Ipn take 
-21[zP"( -O+ (n- l l  + +zp.( O- (n - l l  + " 
The distance between the two used points on the curve Zp. is 
1+ 
0 n - l  I + 1 I 1 - 1 0 
7/ 'n n n "/Tn 
which is in Jr., since 0 ~ [1r(p - 1)/p, or]. We get 
C n = COS O, 
This, together with the first observation in the proof of (b), completes the 
proof of (i). 
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3(b)(ii)(A): The boundary points of Ipn are obtained by taking the convex 
combination 
--~, Z P n - -ll -I- Z, p n ¢)7r  - -  --n " 
The distance between the points is 
l I 0 
n 7rn ~Jpn, 
since 0 ~ [0, O/p]. This proves (A). 
3(bXii)(B): That 
C n -~ COS 0, 
cp = c°s( p [ O + (ll -1) r r ]  
is on the boundary of Iv, when 
p -1  
- -T r~ 0~< 7r 
P 
follows as in the proof of (3Xa)(ii), since ll is odd. This, together with the fact 
that (1, - 1) ~ Ipn , completes the proof of (B). 
3(c): The only difference from (b) is that in this case ( - 1, - 1) ~ Ipn and 
(1, 1) E Ipn. The proof is clone using this fact together with the relevant parts 
of the arguments in (b). • 
Barrett, Johnson, and Tarazaga have obtained a result showing that with 
the same conditions as in (1) in the theorem above, there exists a positive 
semidefinite completion [I, Corollary 6]. 
3. THE PATTERN P = {1,2 . . . . .  n - 2, n} 
For the pattern P = {1, 2, . . . ,  n - 2, n} it is possible to use some stan- 
dard techniques from matrix completion problems to decide if the coeffi- 
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cients cl, c 2 . . . . .  cn_2, c n are interpolating coefficients• The idea which is 
presented in this section has earl ier been used on a similar problem in [9]. 
Let us state the basic result we need. Let a, d ~ C, B ~ C n-2×"-2 ,  and 
V = C1 B ' C 2 d 
be positive semidefinite with C 1 and C 2 of appropriate dimension. Then 
there exists an e such that 
U = 
a C~ e* 
C 1 B C* 
e C 2 d 
(12) 
is positive semidefinite. Moreover, e has this property if and only if e = 
C2B+C1 + L1/2kR 1/z, where L =d-  C,2B+C *, R=a-C*B+C1,  and 
]k[ ~< 1. Here B + is the pseudoinverse of B. See [2-4]. 
The coefficients cl, c2 , . . . ,  c,l_ 2, c,, are interpolating if there exists a z 
such that 
T_ = 
1 ~1 . . . . . . . . .  Cn - 2 Z" ~, 
C 1 1 ~n - 2 ~' 
Cn- 2 
• o 
Cn 2 
Z, Cn_  2 • . ~'1 
c n z cn-  2 . . . . . . . . .  Cl 1 
(13) 
is positive semidefinite. Since the matrices A.. and B~ below are principal 
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submatrices of T z such a z exists only if A z and B~ are positive semidefinite: 
A z = 
1 c~ . . . . . . . . .  c~-2  
c 1 1 c . -2  
Cn - 2 C1 
Z Cn-  2 . . . . . . . . .  Cl 1 
(14) 
Bz  
1 cl 
c 1 1 
"'" C -2 ~n 
Cn-  2 
• C 
c._ 2 . . . . . . . . .  cl 1 ~2 
C n Z Cn - 2 . . . . . .  C1 1 
(15) 
Using the result above on completion of partial 3 × 3 block matrices, the 
sets {z : A~ >~ 0} and {z : B~ >/0} can be computed• Using these sets, one can 
determine if cl, c 2 . . . . .  cn-2, c, are interpolating coefficients• 
THEOREM 3.1. Cl, C 2 . . . . .  C,_ 2, c n are interpolating coefficients fo r  the 
pattern P = {1, 2 . . . . .  n - 2, n} i f  and only i f  the set 
0} n 0} (16) 
is nonempty.  
Proof. It remains to prove the sufficiency. If the set described by (16) is 
nonempty, let z 1 be an arbitrary member of the set. Then using the result on 
completion of partial 3 x 3 block matrices again, there also exists a w 1 such 
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that 
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M = 
1 cl . . . . . . . . .  c . - z  
c 1 1 
• ° • . 
Cn-  2 
W 1 Cn-  2 
C n Z 1 Cn-  2 . . . . . . . . .  
Wl Cn 
Cn - 2 Zl 
~n-  2 
". 
c 1 1 
is positive semidefinite. 
Let J be the matrix with ones on the second diagonal, zeros elsewhere• 
1 Let z = 7(z l  + Wl). 
Clearly jM* j  is a positive semidefinite matrix. From this it follows that 
L = ½(M +jM* j )  
is a positive semidefinite Toeplitz matrix. This shows that 
C1, C2 , ' ' ' ,  Cn-2 ,  Cn 
are interpolating coefficients. 
The author is grateful to professor Helge Tverberg for drawing his 
attention to [13]. 
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