


































una  persona.  El  objetivo  del  presente   trabajo   es   desarrollar   y   evaluar   el   desempeño  de   diversos  métodos  de 



















clasificación o identificación de los usuarios.  En cuanto a  la extracción de características,  se ha analizado qué 
patrones deben tenerse en cuenta en la extracción y los posibles problemas que surgen [7]. También se han utilizado 
algoritmos genéticos  para   seleccionar   las  características  más   relevantes,   logrando  así   reducir  drásticamente   los 
errores de clasificación [28].
Se   ha   reportado   una   excelente   performance   utilizando   un   clasificador   de   Bayes   [6],   pero   considerando 






Un criterio  adecuado para  clasificar  a   las   investigaciones  considera  el  análisis  dinámico y estático [10].  En el 
análisis estático todos los usuarios tipean las muestras utilizando el mismo texto, mientras que el análisis dinámico 
implica un monitoreo  continuo de  lo  que van escribiendo.  Para evitar   la confusión que estos   términos pueden 
2
acarrear,   estas  categorías   también se  pueden  denominar  como “texto   fijo” y  “texto   libre”   respectivamente.  La 
mayoría   de   los   trabajos   se   encuadran   dentro   de   la   primera   categoría   y   sólo   algunos   tratan   la   temática 
correspondiente al segundo caso. La presente investigación presenta mayor afinidad con el análisis de texto libre, 








clasificación.   Es   preciso   utilizar   la   técnica   de   selección   de   características   eliminando   aquellas   que   no   sean 














Existen diversas  medidas para determinar   la performance.  En el  enfoque  wrapper  lo  ideal,   si  se  lo utiliza con 
métodos supervisados, es usar la tasa de clasificaciones erróneas como medida a minimizar. En el presente trabajo, 
al  no contar  con muestras  etiquetadas,  se deben utilizar  otras  medidas  que  tengan en cuenta   la  calidad de  los 
conjuntos formados y su distribución.
2.2.2. Métodos de clasificación














funcionamiento  o  consulta  (donde se clasifican  los nuevos datos presentados a  la red,  en base a  las categorías 
descubiertas en la etapa de aprendizaje).
La limitación de algunas redes  neuronales  es su costo computacional  durante el  entrenamiento.  Un método de 
agrupamiento que no presenta esta limitación es el k­means. Este método intenta encontrar los centros de grupos o 

































‘L’  y   ‘S’),  promedio  de   tiempo del  digrafo  CD,   relación  entre  el  promedio  de   tiempo del  digrafo  LS y  CD, 















• Con la clasificación obtenida se determina la  bondad de la  solución de acuerdo  a varias  funciones  de 
desempeño.   Luego   se   reparten   la   energía   en   relación   a   los   puntajes   obtenidos   por   las   funciones   de 
desempeño, donde cada función tiene su propio reservorio de energía para repartir.
• A cada agente se le quita una cantidad fija (e igual para todos) de energía (se considera que es la energía 
que gastan en “vivir”).  Si  el  agente  quedó   sin  energía,  es  descartado  (“muere”),  pero  si  superó  cierto 
umbral, se duplica (quedando cada clon con la mitad de la energía) y muta.
Luego   comienza   otra   iteración.  Así   se   obtiene   una   población  de   agentes   que   va   evolucionando  hacia   varios 



















































 x ij−γkj  /λ k ,





α ik x ij /∑
i=1
n

















































dunnIndex between within complejidad 
dimensional
sesiones partidas
agenteKmeans1 32 1 137,5673 7,8256 0,1511 0 11
agenteKmeans2 34 1 [137,5673] 8,6621 0,1508 [0] [11]







dunnIndex between within complejidad 
dimensional
sesiones partidas
agenteSOM1 33 1 105,12 6,8578 0,1849 0 9
agenteSOM2 25 17 [11,4095] 3,5731 0,8792 [0,4103] [11]






dunnIndex between within complejidad 
dimensional
sesiones partidas
agenteART1 9 2 32,444 2,47 0,3079 0,0256 4
agenteART2 11 100 [6,0547] 17,6045 [0.3121] [0,2308] 13











dunnIndex between within complejidad 
dimensional
sesiones partidas













dunnIndex between within complejidad 
dimensional
sesiones partidas










Se   experimentó   con   diversas   combinaciones   de   funciones   de   desempeño   y   algoritmos   de   clasificación   no 






En   trabajos   futuros   se  buscará   analizar   la   interacción  entre   los  diversos   criterios  de  optimización  para   lograr 
minimizar el número de características seleccionado, sin perder la cantidad ni la calidad de los clusters  formados. 
También   se   proyecta   incorporar   una   nueva   función   para   considerar   la   distancia   de  Mahalanobis   entre   las 
características, ya que dicha distancia ha demostrado ser muy adecuada para este tipo de problemas.
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