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Abstract 
This paper presents some preliminary results of the detection of moving obstacles (particularly walking humans) by the use of a single 
camera attached to a mobile robot. When a camera moves, simple moving object detection techniques for a stationary camera, such as 
background subtraction or image differencing, cannot be employed. We thus detect objects that move near the robot by block-based 
motion estimation. In the method, an image is firstly divided into small blocks, and then the motion of each block is searched by 
comparing two consecutive images. If the motion between matching blocks is significantly large, the block in the current image is 
classified as belonging to moving objects. The method is verified by the indoor navigation experiments of a robot.       
 
 
© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Centre of 
Humanoid Robots and Bio-Sensor (HuRoBs), Faculty of Mechanical Engineering, Universiti Teknologi MARA. 
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Nomenclature 
B image block 
S  size of image block 
x, y coordinates  
1. Introduction 
Since George Devol and Joseph Engelberger built the first practical robot more than half century ago, the vast majority of 
robots have been installed on factory floors to perform their tasks. The surroundings of the industrial robots, that we call 
manipulators, are well controlled so as to guarantee safe work. However, in recent years, many robots become mobile and 
navigate in uncontrolled dynamic environments, such as museum [1], city hall [2], airport [3], etc. Hence, the safety of a 
robot and surrounding objects including humans who reside in the same space with the robot becomes important. 
There is a rich literature on the autonomous navigation of a mobile robot with obstacle sensing capability. Various 
sensors that can be usefully employed for a mobile robot are well described in [4]. The arrangement of a circular array of 
ultrasonic sensors around the body of a mobile robot is now one of the most popular methods of obstacle avoidance [5]. An 
ultrasonic range finder can be built in a low cost but suffers from low angular resolution. It may fail to identify a narrow 
open space like a doorway if its distance from the sensor is not close. An infrared detector provides another simple and 
cheap way of obstacle sensing [6]. As it is optical sensing, the measurement resolution can be higher than that of ultrasonic 
rangers. However, infrared sensors are sensitive to external light condition, and their detection range is rather short (less than 
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few meters and often some centimetres). Objects at long distances from a robot can be detected accurately by the use of a 
laser scanner [7], but the system is expensive and often bulky. Recently introduced time-of-flight (TOF) cameras have many 
advantages for the autonomous navigation of a mobile robot. In comparison to laser scanner, TOF camera provides 3D 
information with a real-time frame rate and is much faster [8]. However, camera calibration and data pre-processing are 
necessary to get stable measurement. In addition, TOF cameras are still expensive like laser scanners. Stereoscopic 3D 
sensing has been a long time topic for perceiving the space around a mobile robot [9]. It can be said a natural way of sensing 
because most animals and humans obtain information about their surroundings using two eyes. Stereoscopy, however, has a 
difficulty in providing reliable 3D information quickly due mainly to stereo matching problem.  
Vision sensing has certainly high potential for a robot to perceive its surroundings. Recently, thanks to the rapid advance 
in solid state electronics, cameras become smaller and cheaper, and many mobile robots now possess visual sensing 
capability. When a single camera is mounted on a mobile robot for the autonomous navigation, it is often used for 
localization by detecting landmarks rather than obstacle detection because detecting obstacles usually requires at least two 
cameras to obtain depth information. Nevertheless, there are some attempts to find obstacles using a single camera. Ulrich 
and Nourbakhsh [10], for example, tried to detect obstacles based on colour cues. Image pixels that have different colour 
values to those trained with an empty trapezoidal area in front of the mobile robot are considered to belong to obstacles. This 
method is simple and can produce a high-resolution binary detection image in real time. However, we found that the method 
is quite sensitive to the colours of obstacles.  
 In this paper, we describe a method to detect moving objects using a single camera mounted on a mobile robot. If a site 
map is given, the robot needs to find only dynamic obstacles including humans who approach to the robot. The moving 
objects are found by matching the blocks in two consequent images. The camera image is divided into regular blocks, and 
each individual block is classified as belonging to either a moving obstacle or the stationary background based on its motion.  
2. Block-based motion estimation 
The Block-Based Motion Estimation (BBME) method has been widely used particularly in video coding [11]. Video 
images have temporal redundancy, which is related to the spatial similarity that temporally correlated frames have. Thus, 
this information redundancy needs to be reduced for the efficient treatment of video images if the picture quality loss is 
acceptable. Similar advantages can be expected in stereo image matching as well. Since the block based matching has a 
regular algorithmic structure [12], it is possible to optimally implement the method for the real-time processing of the two 
slightly different images of stereo cameras.   
 
 
 
Fig. 1. Block-based motion estimation 
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In BBME, an image frame is divided into non-overlapping blocks of pixels. Then, the motion vector of a given block is 
determined by conducting an algorithmic search which tries to minimize the value of a matching criterion. The most 
commonly used criterion is the Sum of Absolute Differences (SAD), which is calculated between the current image block 
and a block in the previous image frame as follows: 
 
                       (1) 
                          
The spatial distance between the best matched blocks represents a motion vector, and the vector can be regarded as a 
disparity if the motion is horizontal. The search for the best block is limited within a range, called search window, 
considering the possible range of the motion. Fig. 1 illustrates the BBME method.  
3. Detection of approaching obstacles using BBME 
The work of this paper has a purpose to avoid collisions between a mobile robot and dynamic obstacles. In many cases, 
the precise 3D reconstruction of obstacles is not necessary. Instead, some rough information, such as the approximate 
position of obstacles, is enough for a robot to proceed into free space (if any exists).  
To narrow down the problem scope, we make the following assumptions: 
• The map of the working space where a robot will navigate is given. It means that we know the properties of static 
obstacles, such as their positions and sizes. Then, only moving obstacles need to be detected. 
• The robot is moving on a planar ground. This assumption is usually valid in indoor environments. 
• Most dynamic obstacles are humans and their speed is slow or similar to that of a robot. Thus, it is possible to avoid 
approaching obstacles even if they are detected in a rather close distance.   
 
 
 
Fig. 2. Flow chart of the algorithm 
 
If a camera is fixed, there are several effective and simple techniques to find moving objects in the scene, such as 
background subtraction [13]. However, if a camera is mounted on a mobile robot, such techniques cannot be used because, 
in the scene images taken by a moving camera, no entities look static. Then, the problem becomes rather complicated 
because we should find real moving objects among all that look moving due to camera motion. Particularly, detecting 
objects that move in the opposite direction to the navigation of a robot is important because it can cause a danger to both the 
robot and the approaching objects.    
 We applied the BBME method to moving object detection in the video images of a moving camera. Fig.2 summarizes 
the proposed algorithm. Firstly, the current image frame was divided into small blocks. Then, a block which best matches 
the divided searching block was detected in the previous image frame within the search window using a block-based stereo 
matching function in OpenCV, cvFindStereoCorrespondenceBM [14]. The function is for finding the best matching blocks 
in the images of two cameras located at different positions while the search in this paper is for the two images snapped at 
different moments by the same camera. However, the search in both cases is commonly for finding corresponding blocks in 
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the two slightly different images. In addition, the different picture-taking moments mean different camera positions if a 
camera moves. Further discussion about camera motion can be referred to [15-17]. The horizontal component of the motion 
vector is significantly larger than the vertical motion vector when both obstacles and a robot move on the same planar 
ground. Thus, the block search was done only in horizontal direction so as to increase the speed and accuracy of block 
matching. Secondly, the detected disparity (i.e., the length of the horizontal motion vector) between the matching blocks was 
converted to the grey value as exampled in Fig. 3(b). The brighter part in the image indicates the bigger motion. Thus, if an 
object approaches to the robot, the relative speed between the object and the robot is high, and the object looks bright in a 
disparity map. Thirdly, grey value distribution of the disparity map was examined as the histogram presented in Fig. 3(c). 
The threshold value to classify the grey pixels into those belong to the approaching objects or others was determined simply 
at the global peak of the histogram. A binary image obtained by thresholding is presented in Fig. 3(d). Fourthly, the binary 
image was projected vertically as shown in Fig. 3(e), and the position of the approaching person was estimated as shown in 
Fig. 3(f).      
 
 
Fig. 3. Example of block-based moving object detection: (a) Scene image; (b) Disparity map; (c) Histogram; (d) Binary image of rapid moving blocks; (e) 
Vertical projection of (d); (f) Detected moving object. 
 
4. Results 
We implemented our method on a mobile robot that navigated in a corridor. The robot has a web camera producing 
colour images in the size of 640×480 pixels by 30 frames/sec rate. As highly accurate positioning of obstacles is not 
required, the image size was reduced by ½ before processing. Each image was then divided into blocks of 21×21 pixels and 
the searching window was set horizontally to 32×21 pixels.  
Fig. 4 shows some experimental results of our moving obstacle detection algorithm. The top images show the cases of 
successful obstacle detection, while the bottom images show failure cases. Note that people in Fig. 4(e) and (f) are the same 
ones in Fig. 4(b) and (c), respectively. But they are at different distances, and the results are different. When people are at a 
farther distance, their motion in sequential images appears slower, and they may not be found as moving objects. Thus, the 
algorithm can be applied more successfully to objects at closer distances to the camera (i.e., robot). Colour also affects the 
performance of the algorithm because one of the two people in the figures was detected while the other in a different colour 
was missed. In Fig. 4(d), our algorithm detected the empty wall wrongly as a moving object. The motion of the light 
reflected brightly on the white side wall due to the camera motion might be the cause.      
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Fig. 4. Experimental results: Successful cases are shown in (a), (b) and (c), while detection failures are presented in (d), (e) and (f). 
 
5. Conclusions 
A vision-based moving obstacle detection method for the safe navigation of a mobile robot has been described. The 
method can quickly detect approaching obstacles like walking humans in an indoor space using a single camera which is 
mounted on the robot. In many cases of our experiment, the method detected moving objects well, but sometimes it failed 
by a number of factors, such as distance to objects, object’s colour, and reflected light. Future work is thus improving the 
performance of the proposed algorithm against various practical environmental factors.   
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