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Высокая степень интеграции микроэлектроники, стремительное развитие техно-
логических и информационных процессов обусловили новые принципиальные решения 
защиты информации от утечки. Методическая и вычислительная оптимизация новых 
решений направлена на устранение противоречий между схемными и конструктивны-
ми параметрами и их защищенностью. Главная проблемная научно-практическая зада-
ча направлена на исключение паразитных информационных связей, благодаря миними-
зации, высокой плотности компоновки бескорпусных активных элементов, примене-
нию больших и сверхбольших интегральных схем [1]. Технология монтажа многослой-
ных печатных плат ограничивает доступ к измерению и контролю параметров и харак-
теристик схем. Паразитные связи благодаря взаимным наводкам снижают быстродей-
ствие управлением и обменом информацией. Вторая проблема – защита радиоэлек-
тронных средств различного назначения от радиопомех [2]. 
Физические и математические модели устанавливают рациональные методы ис-
следования сложных информационных систем на всех стадиях их жизненного цикла 
и их элементов (блоки, печатные платы). Показатели защищенности оценивают в усло-
виях активной и пассивной защиты каждого канала утечки информации. 
Точностные и временные параметры оценивают на соответствие критериев (по-
казателей) защищенности каналов утечки информации [3, 4]. 
Проанализирована схемно-конструктивная оценка защищенности информации 
с использованием направленных графов и корреляционных функций электронных уст-
ройств. Исследование сложных многоконтурных и многосвязных систем с использова-
нием их топологических свойств элементов матриц, отличающиеся значительным объ-
емом обрабатываемой информации со сложными связями как между объектами, связы-
вающими информационные системы, объектами информатизации, так и элементы бо-
лее низкого уровня, т.е. структурные схемы или графы. 
Структурные схемы, как и графы для многосвязных систем большой размерно-
сти становятся чрезвычайно сложными для исследований. 
Причинно-следственные связи между значениями токов и напряжений, схемны-
ми решениями исследуют и используют теорию сигнальных графов, матричной алгеб-
ры, матричного преобразования, расчета их входных и выходных параметров, матрич-
ного преобразования h-параметров транзистора [5]. Качество и достоверность оценки 
сигналов при обработке в матричной форме весьма актуальна. 
Сигнальные графы содержат ребра и вершины (узлы) исследований токов (на-
пряжений) с определенным направлением (ориентированный граф). Ориентированный 
граф G = (V, E), где V – множество вершин, E – множество ребер, анализируется с по-
мощью матрицы смежности и матрицы инциденций [6]. 
Специальные векторные и матричные структуры обеспечивают матричные опе-
рации, матрицы представляют емкий метод систематизации алгебраических и числен-
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Матрица инциденций A с n строками, соответствующими вершинам, и m столб-
цам, соответствующим ребрам. Для ориентированного графа столбец, соответствую-
щий дуге ,x y E∈ , содержит -1 в строке, соответствующей вершине x, 1 в строке, со-
ответствующей вершине y, и нули во всех остальных строках. Петлю, т.е. дугу в виде 
,x x  удобно представлять значением в строке x, например 2 [6, 7]. 
Матричное уравнение Ax = 0. Матрицу A представили в виде суммы двух 
матриц [8] 
А Д С,= +                                                            (1) 
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Уравнение (1) в развернутой форме 
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Из (2) следует, что матрица Д состоит только из диагональных членов, матри-
ца С – только из недиагональных. Матрица А получена из системы алгебраических 
уравнений и представлена линейным однородным уравнением в матричной форме (1). 
Развернутая форма уравнения (2) с относительно главным членом, слагаемым с одина-
ковыми цифрами в индексе (a11, a22, …ann). 
Элементы матрицы Д являются собственными операторами системы, а элементы 
матрицы С – операторами связей [8]. 
Транспонированная матрица А получена заменой строк матрицы А соответст-






















                                                  (3) 
Разделяют все элементы матрицы (3) на величину определителя. 
Определитель (детерминант) вырожденной квадратной nxn-матрицы определя-
ется выражением [7] 
[ ]1 1
1





A a j A+
=
= −∑                                                            (4) 
где [ ]1,a j  – элемент из верхней строки матрицы А, а A1j – определитель (n-1)x(n-1)-
матрицы, образованной отбрасыванием первой строки и j-го столбца nxn-матрицы А. 
Квадратная nxn-матрица вырожденная тогда и только тогда, когда detА = 0. Если detА ≠ 0, 
то матрица А обратима. Определитель произведения двух квадратных nxn-матриц А 
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Единичная матрица Е, произведенная из матрицы А и обратной ей матрицы А-1, 
полученной из обращения матрицы А и умноженной как справа, так и слева на матрицу 
А [10]. 
1 1AА А А Е,− −= =  где Е – единичная матрица, А-1 – обратная неособенная квад-
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где Aij – алгебраические дополнения (миноры со знаками) соответствующих элемен-
тов aij (i, j = 1, 2, …n). 
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Из матрицы (2) получены две диагональные матрицы Д и С, по которым можно 
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Введение  
Практика построения современных СПИ показывает, что наиболее дорогостоя-
щими звеньями трактов передачи являются линии связи (кабельные, волоконно-
оптические, сотовой мобильной радиосвязи, радиорелейной и спутниковой связи  
и т. д.). Поскольку экономически нецелесообразно использовать дорогостоящую линию 
связи для передачи информации единственной паре абонентов, то возникает необходи-
мость построения многоканальных СПИ, обеспечивающих передачу большого числа 
сообщений различных источников информации по общей линии связи [1]. 
В многоканальной СПИ по общему высоко-частотному тракту передаются со-
общения от нескольких источников информации. На передающей стороне много-
канальной системы сообщения от каждого из источников информации модулируют по 
какому-либо параметру выделенные данному источнику канальные сигналы. Затем 
промодулированные канальные сигналы объединяются по тому или иному правилу, в 
результате чего формируется суммарный (групповой) сигнал. Данная операция называ-
ется уплотнением каналов. Полученный групповой сигнал затем модулирует несущее 
колебание, которое поступает на передачу. При использовании общей несущей каналь-
ные сигналы иногда называют поднесущими колебаниями. В ряде случаев, когда источ-
ники информации территориально сосредоточены, общая несущая не используется и 
канальные сигналы формируются непосредственно на несущих частотах. На приемной 
стороне многоканальной радиолинии после демодуляции несущей осуществляется опе-
рация, обратная операции уплотнения – из группового сигнала выделяются сигналы 
отдельных каналов. Данная операция называется разделением (селекцией) каналов [2]. 
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