Vehicle Dynamics in Pickup-And-Delivery Problems Using Electric Vehicles by Ahmadi, Saman et al.
Vehicle Dynamics in Pickup-And-Delivery Problems
Using Electric Vehicles
Saman Ahmadi1 #
Department of Data Science and AI, Monash University, Victoria, Australia
CSIRO Data61, Canberra, Australia
Guido Tack #
Department of Data Science and AI, Monash University, Victoria, Australia
Daniel Harabor #
Department of Data Science and AI, Monash University, Victoria, Australia
Philip Kilby #
CSIRO Data61, Canberra, Australia
Abstract
Electric Vehicles (EVs) are set to replace vehicles based on internal combustion engines. Path
planning and vehicle routing for EVs need to take their specific characteristics into account, such as
reduced range, long charging times, and energy recuperation. This paper investigates the importance
of vehicle dynamics parameters in energy models for EV routing, particularly in the Pickup-and-
Delivery Problem (PDP). We use Constraint Programming (CP) technology to develop a complete
PDP model with different charger technologies. We adapt realistic instances that consider vehicle
dynamics parameters such as vehicle mass, road gradient and driving speed to varying degrees. The
results of our experiments show that neglecting such fundamental vehicle dynamics parameters can
affect the feasibility of planned routes for EVs, and fewer/shorter charging visits will be planned if
we use energy-efficient paths instead of conventional shortest paths in the underlying system model.
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1 Introduction
The Pickup-and-Delivery Problem (PDP) is a well-studied problem in Constraint Program-
ming (CP) and Operations Research. PDP is a point-to-point transport problem where a
fleet of vehicles needs to serve requests for moving loads/passengers between a set of pickup
and delivery points. In this problem, transit requests are known and vehicles can start and
terminate their trips at particular depots. The solution to the PDP is a set of routes (one
route per vehicle) that satisfies both problem objectives (e.g. shortest tours) and transport
constraints (such as time windows and energy requirements).
In this study, we are interested in the PDP using Electric Vehicles (EVs). The electrifica-
tion of transport systems is a well-known and efficient practice to reduce transport emissions.
Compared to the conventional combustion-based vehicles, battery-powered vehicles are less
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dependant on fossil sources and offer higher energy efficiencies. However, limited driving
range and the lengthy charging process in EVs may require substantially different routing
decisions compared to conventional vehicles. As an example, in cases where the EV’s available
energy is not sufficient to plan point-to-point trips, charging detours need to be considered.
Hence, the transport model needs to carefully track the EVs’ energy levels to ensure the
feasibility of planned trips by possibly adding necessary charging stops.
In transport systems with EVs, energy matters can generally be studied from two aspects:
energy absorbed at charging points and energy consumed in point-to-point trips (discharging).
Depending on the required energy and also the technology used at charging points, charging
times may vary from a few minutes to several hours. A common practice to model the
charging component of the transport system is establishing a linear relationship between
energy and time [8, 16]. However, as EV chargers can adapt their power with the battery’s
remaining energy (slower charging rate in higher state of charge), linear charging models
may not be able to correctly reflect the actual charging time needed for a specific amount
of energy. To address this inaccuracy, recent studies have employed more realistic charging
profiles for their transport models to accommodate various charging technology types via
piece-wise linear approximations [15, 13].
Discharging (while driving) is the other aspect of energy matters in EVs. Similar to
charging, transport models require an energy model that appropriately accounts for energy
consumption. A common (but inaccurate) method to estimate the energy consumption of
point-to-point trips is to use a fixed energy consumption rate (measuring units of energy
per unit of distance/time) [11, 19]. This means that basic models assume shortest/fastest
point-to-point paths to also be the most energy-efficient paths. However, there are several
important parameters in vehicle dynamics that are ignored in linear consumption models,
such as driving patterns, vehicle mass and road gradients. Therefore, the estimated energy
costs obtained by using basic models are not accurate and there is always a high risk for
planned trips to be infeasible in reality. Due to the complexity of realistically estimating
the discharging energy in EVs, attempts to add some parameters of vehicle dynamics into
energy models may lead to major simplifications in the energy model such as ignoring vehicle
acceleration or neglecting changes in ground slope [9].
To better explain to what extent vehicle dynamics can affect the energy consumption in
EVs, we solved a PDP with 14 transport demands in San Francisco as depicted in Figure 1
(Right). The trip was planned using the average (fixed rate) energy consumption of the
Peugeot iOn as an EV with 16 kWh battery capacity and 100% initial energy level. As shown
in Figure 1, the EV can transport all of the passengers to their destination using less than
100% of the energy capacity (red line). Therefore, the planned trip seems feasible with the
basic (fixed-rate) energy model. But the situation changes when we recalculate the energy
requirement of the planned multi-stop trip via three other energy models that take vehicle
dynamics into account to varying degrees. As seen in Figure 1 (Left), the trip would require
more energy when passenger weights are included (blue line). Energy consumption further
increases when the ground slope is added into the energy calculation (green and yellow
curves), making the last two pickups (at a distance of 120km) infeasible with more accurate
energy models. Therefore, given the fact that trips can be planned for every possible initial
energy level, neglecting vehicle dynamics parameters can potentially result in infeasible trips.
This paper investigates the implications of adding vehicle dynamics into the EV route
planning. To this end, we establish an energy-based PDP transport model that can handle
realistic charging and discharging profiles of EVs. We use CP technology to prototype a
solver for the PDP that can deal with the new transport model. This allows us to conduct a
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Figure 1 [Coloured] Right: A Sample multi-stop trip in San Francisco, Left: Pickup and drop-off
of passengers during the trip, also energy requirement of the trip using different energy models
versus the distance travelled.
detailed study of the new model and evaluate it with a new set of realistic instances that
accounts for challenging requirements of EV energy models in two scenarios: using shortest
or energy-efficient point-to-point paths. The results of our experimental study show that it is
crucial to use more accurate transport models to avoid the risk of seriously underestimating
energy requirements. These results justify an investment into new solving technology that
can handle these accurate models efficiently.
2 Energy Consumption Models
When solving routing problems for EVs, the energy requirement of the underlying point-to-
point paths are determined based on an energy model, which determines how much energy the
vehicle will consume (or indeed recuperate) when travelling from point A to point B. Energy
models can differ dramatically in their complexity. A very basic model may estimate energy
requirements over a path long length d by simply using an average energy consumption rate
β (in Wh/100m), resulting in the simple equation E = β × d. This simplistic energy model
provides a rough approximation and does not fully take into account the main parameters in
vehicle dynamics, such as road gradient, vehicle mass or acceleration. To better understand
the importance of the vehicle dynamics parameters, Figure 2 (Right) shows changes in
energy efficiency with different road gradients and extra mass for the Peugeot iOn as a test
EV with an initial energy level of 70%. We use the realistic WLTP drive cycle2 depicted in
Figure 2 (Left). We see a slight but clear non-linear relationship between energy efficiency
and road gradient. Furthermore, the figure shows that increasing vehicle mass can either
increase or decrease energy efficiency depending on the gradient.
In positive gradients, the energy requirement of links increases with mass, but this is not
always the case in negative gradients. EVs can potentially recover part of the kinetic energy
via regenerative braking. This means that energy consumption can even be negative on
negative slopes as shown in Figure 2 (Right). If the energy requirement of a link is negative
(on negative slopes), increasing mass would contribute to recuperating more energy and,
therefore, decreased energy consumption. Figure 2 (Right) also highlights that the amount
of energy the EV can regenerate on a negative slope is much less than the energy it needs to
climb up the same gradient. This difference is mainly due to the total powertrain efficiency
and hybrid (mechanical+electric) braking strategy in EVs.
2 Worldwide Harmonised Light Vehicles Test Procedure
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Figure 2 Left: Speed profiles in the WLTP cycle, Right: Energy efficiency vs. gradient and extra
mass over WLTP for the Peugeot iOn with the average energy efficiency of 11.6 kWh/100km.
As the exact calculation of the links’ energy requirement in the PDP setting is a difficult
task, we build our energy models based on three main parameters in vehicle dynamics
that change with transport request/location. These parameters are gradient, speed profiles
(acceleration/deceleration) and extra mass. In this study, we investigate six different energy
models. Our most accurate energy model is given in Eq. (1). We call this full model Emgv,
since it takes gradient g, speed profiles v and extra mass m into account.
Emgv =
(
(α1,im + β1,i)g2 + (α2,im + β2,i)g + (α3,im + β3,i)
)
d (1)
In Eq. (1), Emgv is the energy requirement (in Wh), g is the road angle (sin θ), d is the
link distance (in units of 100m) and m is the extra mass (load/passenger weights in kg).
Coefficients αi (in Wh/(100m*kg)) and βi (in Wh/100m) are parameters that depend on
the selected speed profile i and also vehicle specification. These coefficients can be obtained
using the relationship depicted in Figure 2 (Right) for every EV evaluated under a driving
pattern. Table 1 shows αi and βi values for our test EV Peugeot iOn simulated under the
speed profiles of the WLTP driving cycle (Slow, Medium, High, Extra-High) after fitting a
polynomial of degree two to the operating points obtained for each speed profile (see Figure 2
(Left) for the overall WLTP pattern). We define the energy requirement of a path to be the
aggregation of the energy requirements of all of its links.
We first define our basic energy model to be the model that just uses the EV’s average
energy efficiency, i.e. Eb = β3d. If extra mass is to be considered in the basic model, we then
have Emb = (α3m + β3)d. Our second model incorporates road gradient g as an additional
parameter via Eg = (β1g2 + β2g + β3)d. Analogously, adding extra mass to this model yields
Emg = ((α1m + β1)g2 + (α2m + β2)g + (α3m + β3))d. Given the nonlinear relationship in
Figure 2 (Right) for every driving pattern, our last case accounts for both gradient g and
speed v impacts on energy consumption via Egv = (β1,ig2 + β2,ig + β3,i)d. Finally, adding
mass to this model yields our full energy model Emgv as in Eq. (1). Table 2 shows a summary
of our energy models with and without extra mass consideration. Note that for the models
with a fixed speed profile such as Eb and Eg, we use the average energy coefficients obtained
for the concrete WLTP drive cycle (last profile in Table 1).
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Table 1 Energy specification and coefficients of the Peugeot iOn based on the profiles in WLTP.
α in Wh/(100m*kg) and β in Wh/100m.
Vehicle details Profile α1 α2 α3 β1 β2 β3
Peugeot iOn 2017 Slow 0.398 0.244 0.005 315.33 264.69 12.60
Capacity: 16 kWh Medium 0.451 0.241 0.004 381.85 262.25 10.04
Efficiency*: ∼11.6 W h100m High 0.526 0.249 0.004 511.05 259.70 10.36
Kerb weight: 1050 kg Extra High 0.731 0.262 0.004 734.48 293.05 13.31
Overall (avg.) 0.579 0.251 0.004 536.72 272.77 11.65
Table 2 Summary of energy models versus parameters of vehicle dynamics.
Model Parameters Without Mass Adding Mass (m)
Eb - β3d + mα3d
Eg gradient (β1g2 + β2g + β3)d + m(α1g2 + α2g + α3)d
Egv gradient, speed (β1,ig2 + β2,ig + β3,i)d + m(α1,ig2 + α2,ig + α3,i)d
3 EV Routing Problem
This section explores the impacts of vehicle dynamics on the PDP when EVs are operated in
the transport system. In this problem, EVs start and terminate trips at particular depots
and transit requests are known in advance. A solution to this PDP is a set of routes (one
route per vehicle) that satisfies both problem objectives (e.g. fastest/shortest tours) and
fundamental constraints such as passenger time windows [18]. Furthermore, there are other
considerations such as tracking the EVs’ energy levels and charging times to ensure route
feasibility.
The PDP model for EVs should respect the correlations between energy matters in
EVs and routing constraints in the PDP. Although Mixed-Integer Programming (MIP) is a
traditional modelling approach in routing problems, in this study, we use CP to design and
develop our PDP model as it provides a greater degree of flexibility in the way our non-linear
energy constraints are handled. For this purpose, we develop our energy-based PDP model
in MiniZinc [14].
We define each possible origin/destination location in our model to be a node with at
most one status from N={pickup, drop-off, depot, charger}. This means that we model every
transport request with a (pickup,drop-off) pair, each EV initially at a depot node, and each
charger with at least one charger node per visit (multiple nodes if more than one visit is
allowed). For the CP model of this study, we use the Successor representation to encode the
EVs’ trips. We explain this approach using an example shown in Figure 3. For the simple
trip planned in Figure 3 (Left) and the nodes’ successors (Right), we can execute the full trip
by sequentially looking up each node’s successor to obtain the sequence {1-3-2-5-1}, given
node 1 as the depot. Node 4 is not part of the trip.
Problem objective. Following the traditional objective definition in vehicle routing problems,
we aim to plan routes that are optimal in terms of total travel time, i.e., in the context of
EVs, our objective is minimising both the travel time and charging time.
CP 2021
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Figure 3 Left: An example trip for the successor representation, Right: Successor array.
3.1 PDP Constraints
The essential step in the PDP is keeping track of the (non-negative) trip time t at non-charger
nodes by
t[j] ≥ t[i] + ts[i] + ∆t[i, j] i ∈ N − {charger} and j = succ[i] (2)
The constraint above ensures that the service time ts of non-charger node i and also the time
required to reach succ[i] from node i is preserved in the trip time when the EV arrives at
succ[i]. We assume the point-to-point travel time matrix ∆t has already been pre-computed
and is available as input to our model. In addition, we consider a constant service time for
every node in our model (zero for depot).
In PDP with time windows, we also need to make sure that the arrival times are always
within the time limit of the transport demands, i.e, for every pickup node we have
tlow[i] ≤ t[i] ≤ tup[i] i ∈ pickup (3)
where tlow and tup are the lower and upper time limits of pickup nodes respectively. In order
to prevent long trips for every individual transport request, we limit the the travel time for
transport requests by
0 ≤ t[j] − t[i] ≤ λ × ∆t[i, j] (i, j) ∈ (pickup, dropoff ) (4)
where λ > 1 is a constant factor that scales the time required to traverse the direct route
between pickup and drop-off nodes. For example, setting λ = 2 means that the total time
each transport request spends in our EV is at most two times longer than its direct route.
The constraint above also makes sure that drop-off occurs after pickup.
Respecting the vehicle capacity is another essential step in PDP system models. That
is, given the vehicle capacity C, we need to make sure that the EV transfers at most C
passengers in every point-to-point trip:
0 ≤ u[i] ≤ C i ∈ N (5)
where the variable u[i] represents the vehicle utilisation (number of passengers) when the EV
departs from node i. Meanwhile, in order to accurately track the EVs’ loads, we have
u[j] = u[i] + ∆u[j] i ∈ N and j = succ[i] (6)
where ∆u[j] indicates the utilisation change at the successor node j (the node that will
be visited after node i in the trip). The value of ∆u is positive at pickup nodes, negative
at drop-offs and zero at other nodes. Note that since this parameter will be part of our
energy calculations, we use equality (=) in the constraint above to always have the exact
utilisation value (and more accurate energy estimates respectively) at departure. Similar to
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the point-to-point travel time array ∆t, the ∆u array is pre-computed using the problem
specification. We can also add a constraint for vehicle utilisation at charger points. If we do
not want to have any passenger on board while charging, we simply set
u[i] = 0 i ∈ charger (7)
As an extra constraint, we use the global CP constraint subcircuit to create a set of
circuits (trips) through our Successor array. Since visiting all charging points is not necessary,
this constraint allows us to plan trips without charging visits. Figure 4 (Right) depicts
sample solution tours using this constraint when EVs are allowed to return to any of the
depots.
3.2 Energy Constraints
We now present energy constraints needed for appropriate energy tracking in the PDP for
EVs. We again use the trip sequence available in the Successor array for our energy tracking
approach. For every demand node, the available energy of the EV at its successor node is
estimated using the following constraint.
e[j] = e[i] − ∆e[i, j, k] i ∈ {pickup, dropoff } and j = succ[i] and k = u[i] (8)
Where e[j] is the arrival energy level at successor node j and the 3-dimensional array ∆e
represents the energy requirement of traversing the path between a demand location i and
its successor succ[i], with u[i] passengers in the EV. Similarly, for the depot nodes we track
energy consumption by
e[j] = einit[i] − ∆e[i, j, k] i ∈ depot and j = succ[i] and k = u[i] (9)
where einit[i] is the initial energy level of our EVs at their designated depot node i (zero for
non-depot nodes). Furthermore, as charging time depends on the available energy at nodes,
we use equality (=) in the constraints above to always have the exact energy values for our
charging time calculations. In other words, by using equality, we do not allow the model
to set arbitrarily low arrival energy values to benefit from higher charging rates (in lower
energy levels) and consequently shorter charge times. It is worth mentioning that we define
the range of our energy-based decision variables to be [0, E] where E is the energy capacity
of the EV. This means critical cases (running out of energy and overcharging) are already
considered in our CP model, i.e., for every node i we have 0 ≤ e[i] ≤ E.
We can see that adding mass (vehicle utilisation) to the PDP model increases the system
complexity, since the number of passengers in the vehicle at any location is a decision variable,
and therefore the energy requirement ∆e may no longer be constant, depending on whether
the energy model does take mass into account. Nonetheless, we can use any of the energy
models presented in Section 2 to calculate the point-to-point energy requirements in ∆e given
the fact that the upper bound on extra mass is known (the number of passengers u[i] is at
most C). In the next section, we measure the impacts of each model on the planned routes.
We now explain our charging constraints. To model charging profiles without linear
piece-wise approximation, we map each profile into an array indexed by time. Figure 4 (Left)
depicts how we discretise a sample charging profile based on a time unit. In our model, e∗[τ ]
represents the amount of energy charged in a fully discharged battery if the EV has been in
the charging station for τ units of time. Since EVs are not allowed to have negative energy
levels (or we always have 0 ≤ e∗[τ ]), we use τ as an offset for charging time tc. This means
if the EV arrives at a charging point with energy e∗1[τ1] and departs with energy e∗2[τ2], we
have tc = τ2 − τ1 as the charging time. Therefore, for every visited charging node i we have
e∗[τ [i]] ≤ e[i] < e∗[τ [i] + 1] i ∈ charger and τ [i] ∈ [0, Tc) (10)
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Figure 4 Left: Charging profile, Right: Sample trips using the subcircuit constraint.
where e[i] is the EV energy at arrival and τ [i] is the corresponding time offset for charger
node i. Tc is also the maximum charging time to get charged for the full energy capacity
E. Note that the constraint above looks up the closest (mapped) value to e[i] such that the
actual charging time always falls in the interval [τ, τ + 1). This means the discretisation
approach may lead to overestimating the charging time by at most one unit of time. Now,
given e∗[τ + tc] as the energy of the EV after visiting a charging node, we can set a constraint
on the energy of the EV when it arrives at a successor node via a charging node.
e[j] = e∗[τ [i] + tc[i]] − ∆e[i, j, k] i ∈ charger and j = succ[i] and k = u[i] (11)
The constraint above ensures that the energy consumption is appropriately tracked after
every charging visit, but we need to make sure that the charging time is also incorporated in
the total trip time. To this end, we first limit the charging time per charging node by
0 ≤ tc[i] ≤ Tc − τ [i] i ∈ charger (12)
where tc is the charging time and Tc is the maximum charging time (time needed to get
charged from 0 to 100% energy level). The constraint above also enforces that discharging in
charging stations is not allowed as the charging time is always non-negative.
Now we finally define the lower arrival time to successor nodes via charging nodes to be
t[j] ≥ t[i] + tc[i] + ts[i] + ∆t[i, j] i ∈ charger and j = succ[i] (13)
where t[i] is the time the EV arrives at the charging point and t[j] is the time it is at the
successor node. Furthermore, ts is the service time spent at the charging node. Note that
since different charging technologies have different charging profiles, we store our mapped
energy values in a 2-dimensional array where the other dimension determines the charging
type, i.e., we have e∗[τ [i], ϵ[i]] where ϵ[i] would be the charging type of node i. Each charging
node in our PDP model can handle one charging visit at a time. If some or all charger
locations can handle more than one charging visit at a time, we need to create multiple
charging nodes for these charging locations, each capable of handling one visit. In this case,
the model may need additional constraints for charger scheduling.
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4 Benchmark Setup
Transport models for EVs require accurate energy estimates on the underlying point-to-point
paths. In order to examine our PDP model under realistic scenarios, a set of instances with
all the energy measures (point-to-pint energy requirements for different energy models) is
required. To this end, following the strategy used in [4], we use the GPS traces from Uber
Technologies Inc.3 to extract random realistic trips. The data file includes the GPS logs of
more than 20,000 ride-sharing trips in San Francisco (CA, USA) over one week. Furthermore,
choosing San Francisco as the test city allows us to better investigate the significance of
gradient as one of the main parameters of vehicle dynamics.
Previous works on routing problems for EVs have used (partially) synthetic datasets
and/or simplified energy models. For example, the well-known Solomon vehicle routing
benchmark [17] is a commonly used synthetic dataset that has been adapted to EVs in
[10, 16]. Since parameters in synthetic datasets are not fully realistic, they cannot perfectly
reflect all the real challenges in EVs, especially energy-related parameters such as non-linear
charging profiles and vehicle dynamics. Given the importance of energy parameters in EV
routing problems, some recent studies have tried to establish more realistic datasets by
respecting the relationships between distance, time and energy [9, 13, 4]. Nonetheless, these
datasets are still not complete enough to be used in our complete energy-based PDP model.
We now explain our strategy to generate random test cases from the Uber ride-sharing
dataset. Each line of the data file is in the following format:
<trip ID> <timestamp> <latitude> <longitude>
Every trip ID in the data file can be found in two lines, one for pickup and another for the
corresponding drop-off. We rebuild every point-to-point transport demand using the pickup
and drop-off locations (latitude, longitude). The travelled distance of trip IDs ranges from
100m to 15km, but to better analyse the energy matters in the PDP with EVs, we randomly
pick trips of 8km and longer. The Uber GPS log file contains all the necessary data for
traditional route planning models such as time and transport origin and destination, but part
of the input data to our system model still needs to be determined with extra considerations.
Time windows. For each selected trip ID, we pick the timestamp of the pickup entry (the
one with an earlier timestamp) as the desired pickup time. We then consider a 15-minute
time window for every transport demand at pickup. As an example, if the actual pickup time
of a transport request in the data file is tpu, its corresponding time window is considered to
be [tpu − 7.5min, tpu + 7.5min]. We set our time scaling factor λ to 1.5, meaning that the
trip time of each individual transport request is at most 50% longer than its direct path. We
also set 30 seconds as service time for every non-depot node.
Extra stop locations. We assume the EVs’ depot to be a location in the city area of San
Francisco. We also choose five charging locations from an online service4: three normal
and two fast-charge points (one of the normal chargers at the depot). In addition, EVs
are expected to return to the depot after serving transport demands. To prevent frequent
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Figure 5 Normal and Fast charge profiles for Peugeot iOn with 16 kWh battery capacity.
Test EV. We choose our test EV to be the Peugeot iOn, one of the commonly used EVs in
the literature with a vehicle capacity of four passengers and an energy capacity of 16 kWh [11].
We consider 75 kg for each passenger’s weight5 in our energy calculation. Figure 5 depicts the
actual non-linear charging profiles of two charging technologies (normal and fast) available
for the test vehicle of this study with the maximum charging time of five hours.
Energy coefficients. For the test EV of this study, we used an advanced (open source) EV
simulator called ADVISOR(ADvance VehIcle SimulatOR)6 to learn our energy models and
set coefficients αi and βi in Section 2. This software is developed on the engineering platform
MATLAB and is enriched with complete powertrain models. The model of each component
(such as the battery, electric machine, etc.) incorporates parameters such as all detailed
equations of vehicle dynamics, temperature profiles, efficiency maps, auxiliary loads or even
warm/cold start [1, 12]. Therefore, the selected simulator provides more accurate estimates
on energy requirements of EVs under a variety of realistic scenarios, such as transporting
different numbers of passengers on a road with a non-zero slope).
EV considerations. We assume that our EVs can use their full energy capacity, i.e., their
energy level can be 0–100% and there is no limit for them at the end of the trips. Moreover,
we assume that our EVs start their trips with 100% initial energy level.
Underlying graph. We extract the San Francisco road network from OpenStreetMap using
the Python package OSMnx [3] and enrich the graph edges of the road network with elevation
and speed data using the Bing, Mapbox, Here and TomTom APIs7.
Point-to-point paths. Given the road network of San Francisco as our underlying graph,
we propose two types of paths for our experimental analysis:
1. Shortest path: for our base approach, we consider all point-to-point paths in our problem
to be shortest path. For this purpose, we compute our first set of paths using Dijkstra’s
algorithm [6] for any (origin,destination) pair in the instance.
2. Energy-efficient path: for our second approach, we optimise all point-to-point paths for
their energy consumption, that is, instead of solving the underlying graph for time, we are
interested in a path that offers the lowest energy consumption. As the energy requirement
of links of the graph can be negative (in negative slopes), we use an adapted version of
the Bellman-Ford algorithm [2, 7] to calculate point-to-point energy-optimal paths. Our
adapted version uses the most accurate energy model presented in Section 2 (Eq. (1))
and takes the battery limits into account.
5 Based on European Directive 95/48/EC
6 http://adv-vehicle-sim.sourceforge.net/
7 www.bing.com; www.mapbox.com; developer.here.com; developer.tomtom.com
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Time and energy arrays. The additional required information includes the time (∆t array)
and energy (∆e array) requirements of all point-to-point paths. So far we have obtained
two sets of paths for each problem instance. In the next step, we need to determine our
time and energy arrays (resp. ∆t and ∆e) for each set. To this end, we take the resulting
paths and compute their time simply via converting the distance attribute of the links of the
paths to time using an average speed. For their energy requirement, we use all of our four
energy models presented in Section 2 and generate four energy arrays for each set of paths.
Note that we do not change the optimum paths in each set, but we recalculate the energy
requirement of the paths each time with a different approach. Creating separate energy
arrays allows us to better investigate the impacts of vehicle dynamics on our planned routes.
We also set time and energy units to 10 Wh and 30 seconds respectively.
Instance format. Each instance is presented in the format of < uv − t − n > where v is
the number of EVs, t is the number of transport requests and n is the instance variant. For
example, the instance < u1 − 10 − 2 > is our second instance with 10 transport requests and
one vehicle. We arbitrarily keep the number of the transport requests small. As finding the
optimal solution to each instance is necessary for our energy analysis, we avoid generating very
large and difficult instances. Each instance consists of the required input for our energy-based
PDP model such as time windows, utilisation at each pickup, time and energy arrays, charger
profiles and energy/time upper bounds. Our instances are publicly available 8.
5 Results and Discussion
We developed our model in MiniZinc and and evaluated that using the CP solver Chuffed [5]
as the back-end optimiser with the free search flag. We found MiniZinc MIP solvers slower for
our CP model over the instances. For each scenario of point-to-point paths, we solved all of
the instances to optimality using different energy models (resp. energy arrays). The proposed
solver could solve our difficult instances with 20 demands, five chargers and two vehicles in a
90-minute timeout on a machine with an Intel Core i7-10850H running at 2.7 GHz and with
32 GB of RAM. Regarding the computational effort, we found handling charger nodes the
main solving challenge as the charging time can be even larger than the trip time (five hours
for normal chargers). As we will see later in this section, the solver rarely plans trips that
include visits to normal chargers. As a further optimisation, we could reduce the runtime by
introducing a subset of charger nodes in multiple runs of the model to improve the objective
upper bound. For example, by removing the normal slow chargers from the list of stops we
could solve the instances much faster (usually in less than five minutes). We also found the
problem much more challenging for the solver with increased number of transport requests
and vehicles. The standard solver was unable to optimally solve our larger instance with 30
demands and three vehicles in the time limit. It is worth highlighting that we did not notice
a major difference in the runtime of the models with mass consideration (models without
mass consideration were solved slightly faster).
Tables 3 and 4 present the results of solving the PDP for the designed instances of this
study in two different scenarios. Table 3 shows the results for the first scenario with shortest
point-to-point paths, and Table 4 presents the results for the second scenario with energy-
optimum paths as an alternative. In the both tables, attribute Eb denotes that the transport
model has been evaluated with the basic energy model for point-to-point energy calculations.
8 https://bitbucket.org/s-ahmadi
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Similarly, Eg and Egv indicate the use of additional parameters gradient and speed in the
energy models. The results are shown without (left columns) and with (right columns) taking
extra mass into account. Finally, the results for our full energy model are indicated with
Emgv with all parameters considered. We again emphasise that the point-to-point paths in
each scenario are the same for all of the models and only the energy calculation method is
different. In the energy-efficient paths scenario, the point-to-point paths were pre-computed
based on our full energy model Emgv. Our studied parameters consist of the value of the total
driving time (tdr), total charging time (tch), energy consumed while driving (edr), energy
charged at charging nodes (ech), type of chargers used (ϵ), the ratio of the difference in
routes (ϕr = ∆R/Rb) with the routes of Eb as the base, and the energy miscalculation ratio
ϕe = ∆E/Emgv with Emgv as the base (complete) energy model. We calculate the ratio ∆R/Rb
by comparing the optimum Successor array against that of the base case obtained for Eb. In
addition, we define the energy error ∆E to be the difference between energy values in Emgv
and other models (Eb, Eg etc.).
We start our analysis with the results shown in Table 3. According to the route difference
ratio, routes may vary up to 20% if we do not opt for the basic energy model in point-to-point
energy calculations. Furthermore, we can see that in all cases, the energy consumption of
tours increases when more accurate energy models are considered for our energy array. This
means the basic energy model is the least accurate model, underestimating the trips’ energy
requirement in all of the instances. Nonetheless, the table shows that the mass-based energy
model Emb is still not as accurate as the gradient-based models Eg or Egv with both mass
and speed added. Therefore, we can conclude that the gradient in Eg has more impact on
energy consumption than mass in Emb .
The results in Table 3 show that taking driving patterns into consideration (models Egv
and Emgv) further increases the trips’ energy requirement. The main reason is that there are
generally more low-speed links on inner-city trips than other speed profiles, and low-speed
links require more energy than medium or high-speed profiles (see energy coefficients in
Table 1). This inefficiency is technically rooted in energy loss via frequent stop-go patterns
in inner-city trips and little energy recuperation at low speeds.
In several cases, we see that serving transport requests with more accurate energy models
is only feasible if a charging detour is planned. In other words, routes planned based on less
accurate energy models can potentially be infeasible in reality as they might not consider any
charging detour at critical energy levels. In the u1-10-1 and u2-20-3 instances, for example,
we have a case where only our full energy model Emgv plans a route with a charging detour
while other models assume the initial energy of the EVs is sufficient for the entire trip. These
instances highlight another important observation. Although we already concluded that the
gradient and driving speed have more impact on optimal routes than mass, as our full model
Emgv considers all parameters including extra mass, we can see that neglecting mass may lead
to planning infeasible routes even with relatively accurate energy estimates via Egv.
Our next observation is that the objective value (tdr + tch) changes when a different route
is planned (non-zero ϕr) to meet the energy limits and also every time the models introduce a
charging detour to the planned routes. For example, a 10.5-minute charging time is required
to fast charge the EV for 5.19 kWh in instance u1-10-5 using our full model Emgv. Note that
the basic model Eb in this instance also plans a charging detour, but its estimated charging
time is almost half (4.5-minute) of the charging time planned via Emgv. This is mainly because
of around 3.1 kWh underestimation of energy in Eb. This significant difference in charging
times means that having a charging visit in our plan does not necessarily guarantee the
feasibility of trips. Therefore, having an accurate energy model is also vital for the correct
calculation of charging times.
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Table 4 shows the results when energy-optimum paths are used for the pre-computation
of the time and energy arrays. A quick look over the values reminds us of the pattern
we observed in Table 3 for time and energy values. We see larger time and energy values
when more accurate models are employed in our PDP transport system, but there are some
meaningful differences when we compare them with the results in Table 3. Firstly, energy
efficient paths result in longer trips (larger objective values). This is mainly because of the fact
that energy-efficient point-to-point paths are normally longer than shortest paths. Secondly,
compared to the routes with shortest paths (Table 3), routes planned with energy-efficient
paths using the Eb or Emb model consume more energy. The reason is, again, related to
having longer paths and consequently larger energy values for point-to-point paths via simple
distance based energy models. Nonetheless, if we compare the results of the tables for Eg
and Egv, the case is reversed and the impact of the gradient is revealed. Although we have
not defined any explicit energy objective for our PDP, we can see that energy-optimum paths
are actually contributing to lower energy consumption in all of our instances via our more
accurate models Eg and Egv, while making sure that all the transport requests have also
been served. We can see the same pattern for the gradient and speed-based models with
extra mass consideration, i.e., Emg and Emgv.
The results in Table 4 also show that energy-optimum paths via the Eg and Egv models
(and their mass-added variants) also contribute to less charging time in our instances.
Interestingly, there are even several cases where no charging visit is required if we opt for
energy optimum paths over traditional shortest paths. In instance u2-20-5 using the accurate
model Emgv, for example, we can avoid a charging detour for 2.91 kWh extra energy in
six minutes. Comparing the time and energy values of the instance for Emgv from the tables,
we notice that we can save 1.27 kWh by planing a route that is even 0.5 minutes faster than
the traditional time-efficient route with a charging detour. It is worth mentioning that there
is always a trade-off between total trip time and energy consumption. We can see that trips
planned using the efficient paths can be more energy-efficient and at the same time slightly
longer than trips obtained by shortest paths on average. Nevertheless, we can deduce that
fewer/shorter charging visits are required via more accurate models if energy optimum paths
are chosen and all transport request are satisfied.
The results in both tables show that the energy error ratio in an instance can be as big
as 16.3% when using the basic energy model Eb. For our gradient and speed-based energy
models Eg and Egv the error ratios are at most 8.0% and 4.9% respectively over the instances.
We also compared the average underestimation of energy in both tables for the instances
with no change in the planned route (zero ϕr), e.g. instance u1-10-6. For this instance, we
have a maximum error ratio of 11.0% in Table 3 but a smaller error in Table 4 for energy
efficient paths (7.7% for model Eb). We see that the energy error ratio of using the shortest
path is about 40% larger than that of using the energy-optimum path.
Tables 3, 4 also show the charger type used at any charging visit. According to the
results, although we have more normal chargers than fast chargers in our instances, normal
chargers are barely used in our PDP routes and fast chargers are preferred in almost all of the
charging detours. In particular, only one of the charging visits in each scenario (Tables 3,4)
uses the normal type. The likely reason for this choice is our objective to minimise the total
travel time (including charging time) knowing that normal chargers are at least four times
slower than fast chargers (see Figure 5). Therefore, slow chargers with low energy rates can
potentially be removed from the charging nodes of transport models with EVs, reducing the
routing complexity and runtime.
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Table 3 Experiment results using the shortest point-to-point paths, for every energy model (E.)
with and without mass consideration in ∆e. The results include driving time (tdr) in minutes, charge
time (tch) in minutes, energy consumed while driving (edr) in kWh, energy recharged at charger
points (ech) in kWh, charger type used (ϵ) from {normal/fast}, route difference ratio (ϕr) and energy
error (ϕe).
Without Mass Consideration With Mass Consideration
tdr tch edr ech ϵ ϕr ϕe tdr tch edr ech ϵ ϕr ϕe
Instance E. min min kWh kWh n,f % % E. min min kWh kWh n,f % %
u1-10-1 Eb 153.5 0.0 13.89 0.00 - - 14.2 Emb 153.5 0.0 14.24 0.00 - 0.0 12.0
Eg 153.5 0.0 15.11 0.00 - 0.0 6.7 Emg 153.5 0.0 15.67 0.00 - 0.0 3.2
Egv 153.5 0.0 15.60 0.00 - 0.0 3.6 Emgv 153.0 1.0 16.19 0.36 f 7.7 -
u1-10-2 Eb 160.5 0.0 14.59 0.00 - - 13.9 Emb 160.5 0.0 14.88 0.00 - 7.7 12.2
Eg 160.5 0.0 15.65 0.00 - 11.5 7.7 Emg 161.0 1.5 16.27 0.38 f 15.4 4.0
Egv 161.5 1.5 16.38 0.60 f 15.4 3.4 Emgv 161.5 2.5 16.95 1.06 f 15.4 -
u1-10-3 Eb 161.5 0.0 14.63 0.00 - - 15.3 Emb 161.5 0.0 15.04 0.00 - 0.0 12.9
Eg 161.5 0.0 15.93 0.00 - 0.0 7.8 Emg 163.5 2.0 16.78 0.83 f 7.7 2.8
Egv 163.5 1.5 16.59 0.76 f 7.7 3.9 Emgv 163.5 3.0 17.27 1.34 f 7.7 -
u1-10-4 Eb 173.0 0.0 15.61 0.00 - - 14.2 Emb 173.0 0.0 15.98 0.00 - 0.0 12.2
Eg 173.0 2.5 17.01 1.16 f 7.7 6.5 Emg 173.0 3.5 17.51 1.53 f 7.7 3.7
Egv 173.0 3.5 17.68 1.68 f 7.7 2.8 Emgv 173.0 5.0 18.19 2.31 f 7.7 -
u1-10-5 Eb 198.5 4.5 18.02 2.27 f - 14.7 Emb 198.5 5.5 18.42 2.66 f 0.0 12.8
Eg 198.5 8.5 19.94 4.03 f 0.0 5.6 Emg 198.5 10.0 20.42 4.42 f 0.0 3.3
Egv 198.5 10.0 20.53 4.55 f 0.0 2.8 Emgv 199.5 10.5 21.12 5.19 f 11.5 -
u1-10-6 Eb 205.0 5.5 18.48 2.67 f - 11.0 Emb 205.0 6.5 18.90 3.08 f 0.0 9.0
Eg 205.0 7.0 19.39 3.43 f 0.0 6.7 Emg 205.0 8.0 19.88 3.88 f 0.0 4.3
Egv 205.0 8.5 20.23 4.28 f 0.0 2.6 Emgv 205.0 10.0 20.77 5.00 f 0.0 -
u1-14-1 Eb 173.0 0.0 15.74 0.00 - - 15.9 Emb 175.5 1.5 16.54 0.63 f 20.6 11.6
Eg 175.5 3.0 17.23 1.48 f 14.7 7.9 Emg 175.5 5.0 18.11 2.35 f 14.7 3.2
Egv 175.5 4.0 17.81 1.90 f 14.7 4.8 Emgv 175.5 5.5 18.71 2.78 f 5.8 -
u2-20-1 Eb 283.5 0.0 25.82 0.00 - - 16.3 Emb 283.5 0.0 26.58 0.00 - 0.0 13.7
Eg 283.5 0.0 28.78 0.00 - 0.0 6.6 Emg 284.0 0.0 30.10 0.00 - 14.9 2.3
Egv 283.5 0.0 29.54 0.00 - 0.0 4.1 Emgv 284.5 0.0 30.81 0.00 - 6.4 -
u2-20-2 Eb 290.5 0.0 26.16 0.00 - - 14.5 Emb 290.5 0.0 26.93 0.00 - 4.3 12.0
Eg 290.5 0.0 28.68 0.00 - 0.0 6.3 Emg 290.5 0.0 29.67 0.00 - 4.3 3.1
Egv 290.5 0.0 29.61 0.00 - 4.3 3.3 Emgv 290.5 0.0 30.61 0.00 - 0.0 -
u2-20-3 Eb 301.5 0.0 27.50 0.00 - - 14.5 Emb 301.5 0.0 28.22 0.00 - 0.0 12.3
Eg 301.5 0.0 30.39 0.00 - 0.0 5.6 Emg 301.5 0.0 31.58 0.00 - 0.0 1.8
Egv 301.5 0.0 31.21 0.00 - 0.0 3.0 Emgv 302.0 3.0 32.18 0.68 f 12.8 -
u2-20-4 Eb 303.5 0.0 27.54 0.00 - - 14.5 Emb 303.5 0.0 28.36 0.00 - 0.0 13.5
Eg 304.5 0.0 30.70 0.00 - 14.9 6.3 Emg 305.0 0.0 31.91 0.00 - 4.3 2.6
Egv 305.0 0.0 31.59 0.00 - 8.5 3.6 Emgv 303.5 3.5 32.78 1.68 f 14.9 -
u2-20-5 Eb 308.5 0.0 27.98 0.00 - - 15.7 Emb 308.5 0.0 28.71 0.00 - 0.0 12.5
Eg 308.5 0.0 30.74 0.00 - 0.0 6.3 Emg 309.0 1.0 31.95 0.07 n 4.3 2.7
Egv 308.5 0.0 31.47 0.00 - 0.0 4.1 Emgv 310.5 6.0 32.82 2.91 f 17.0 -
u2-20-6 Eb 322.5 0.0 29.06 0.00 - - 15.6 Emb 322.5 0.0 28.36 0.00 - 0.0 13.5
Eg 323.5 0.0 31.73 0.00 - 12.8 7.8 Emg 324.0 2.5 33.02 1.23 f 19.1 4.1
Egv 324.0 2.5 32.84 1.18 f 19.1 4.6 Emgv 324.5 5.5 34.43 2.47 f 14.9 -
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Table 4 Experiment results using the lowest energy point-to-point paths, for every energy model
(E.) with and without mass consideration in ∆e. The results include driving time (tdr) in minutes,
charge time (tch) in minutes, energy consumed while driving (edr) in kWh, energy recharged at
charger points (ech) in kWh, charger type used (ϵ) from {normal/fast}, route difference ratio (ϕr)
and energy error (ϕe).
Without Mass Consideration With Mass Consideration
tdr tch edr ech ϵ ϕr ϕe tdr tch edr ech ϵ ϕr ϕe
Instance E. min min kWh kWh n,f % % E. min min kWh kWh n,f % %
u1-10-1 Eb 155.5 0.0 14.02 0.00 - - 11.7 Emb 155.5 0.0 14.40 0.00 - 0.0 9.3
Eg 155.5 0.0 14.74 0.00 - 0.0 7.1 Emg 155.5 0.0 15.27 0.00 - 0.0 3.8
Egv 155.5 0.0 15.31 0.00 - 0.0 3.5 Emgv 155.5 0.0 15.87 0.00 - 0.0 -
u1-10-2 Eb 162.5 0.0 14.74 0.00 - - 12.0 Emb 162.5 0.0 15.07 0.00 - 0.0 10.0
Eg 162.5 0.0 15.41 0.00 - 0.0 8.0 Emg 162.5 0.0 15.94 0.00 - 0.0 4.8
Egv 162.5 0.5 16.02 0.03 n 7.7 4.3 Emgv 163.5 2.0 16.74 0.86 f 7.7 -
u1-10-3 Eb 162.0 0.0 14.68 0.00 - - 14.45 Emb 162.0 0.0 15.11 0.00 - 0.0 11.9
Eg 162.0 0.0 15.79 0.00 - 0.0 8.0 Emg 164.0 1.5 16.61 0.73 f 7.7 3.2
Egv 164.0 1.5 16.56 0.75 f 19.2 3.5 Emgv 164.0 2.5 17.16 1.27 f 7.7 -
u1-10-4 Eb 176.0 0.0 15.86 0.00 - - 10.2 Emb 176.5 1.0 16.29 0.37 - 7.7 7.8
Eg 176.5 1.5 16.55 0.73 f 7.7 6.3 Emg 176.5 2.5 16.99 1.07 f 7.7 3.8
Egv 176.5 3.0 17.22 1.46 f 7.7 2.5 Emgv 176.5 3.5 17.67 1.76 f 7.7 -
u1-10-5 Eb 201.5 4.5 18.11 2.20 f - 11.3 Emb 201.5 5.0 18.51 2.54 f 0.0 9.3
Eg 201.5 7.0 19.26 3.40 f 11.5 5.6 Emg 201.5 8.0 19.75 3.84 f 11.5 3.2
Egv 201.5 8.0 19.89 4.05 f 11.5 2.5 Emgv 201.5 9.0 20.41 4.51 f 11.5 -
u1-10-6 Eb 208.0 6.0 18.83 2.84 f - 7.7 Emb 208.0 6.5 19.25 3.25 f 0.0 5.7
Eg 208.0 7.0 19.31 3.37 f 0.0 5.4 Emg 208.0 7.5 19.78 3.81 f 0.0 3.1
Egv 208.0 8.0 19.90 4.05 f 0.0 2.5 Emgv 208.0 9.0 20.41 4.51 f 0.0 -
u1-14-1 Eb 177.5 1.0 16.04 0.05 - - 12.4 Emb 179.5 2.0 16.80 0.97 f 17.6 8.2
Eg 179.5 2.5 16.96 1.05 f 8.8 7.4 Emg 179.5 4.0 17.77 1.90 f 17.6 2.9
Egv 179.5 3.5 17.41 1.60 f 17.6 4.9 Emgv 179.5 5.0 18.31 2.50 f 8.8 -
u2-20-1 Eb 286.5 0.0 25.99 0.00 - - 13.7 Emb 286.5 0.00 26.77 0.00 - 0.0 11.1
Eg 286.5 0.0 28.02 0.00 - 0.0 7.0 Emg 286.5 0.00 29.06 0.00 - 0.0 3.5
Egv 286.5 0.0 28.94 0.00 - 0.0 3.9 Emgv 287.5 0.00 30.12 0.00 - 6.4 -
u2-20-2 Eb 291.5 0.0 26.33 0.00 - - 12.4 Emb 292.5 0.0 27.20 0.0 - 4.3 9.5
Eg 293.5 0.0 28.00 0.00 - 8.5 6.8 Emg 293.5 0.0 28.92 0.0 - 8.5 3.7
Egv 293.5 0.0 29.04 0.00 - 8.5 3.3 Emgv 293.5 0.0 30.04 0.0 - 8.5 -
u2-20-3 Eb 305.5 0.0 27.86 0.00 - - 11.6 Emb 305.5 0.0 28.58 0.00 - 0.0 9.4
Eg 305.5 0.0 29.37 0.00 - 0.0 6.9 Emg 305.5 0.0 30.45 0.00 - 0.0 3.4
Egv 305.5 0.0 30.37 0.00 - 0.0 3.7 Emgv 306.0 0.0 31.53 0.00 - 8.5 -
u2-20-4 Eb 304.5 0.0 27.59 0.00 - - 13.9 Emb 304.5 0.0 28.44 0.00 - 0.0 11.2
Eg 304.5 0.0 29.72 0.00 - 0.0 7.2 Emg 304.5 1.5 30.94 0.61 f 8.5 3.4
Egv 304.5 1.0 30.75 0.29 f 8.5 4.0 Emgv 304.5 2.5 32.03 1.11 f 8.5 -
u2-20-5 Eb 307.0 0.0 27.81 0.00 - - 11.9 Emb 307.0 0.0 28.60 0.00 - 0.0 9.4
Eg 307.0 0.0 29.25 0.00 - 0.0 7.3 Emg 309.5 0.0 30.48 0.00 - 8.5 3.4
Egv 309.5 0.0 30.44 0.00 - 8.5 3.5 Emgv 310.0 0.0 31.55 0.00 - 10.6 -
u2-20-6 Eb 325.5 0.0 29.42 0.00 - - 12.9 Emb 325.5 0.0 30.26 0.00 - 0.0 10.4
Eg 326.5 0.0 31.32 0.00 - 8.5 7.3 Emg 326.0 2.0 32.59 0.80 f 14.9 3.5
Egv 326.5 1.5 32.42 0.61 f 14.9 4.0 Emgv 327.5 5.0 33.78 2.45 f 21.3 -
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6 Conclusion
This paper investigates the impacts of vehicle dynamics on routing problems with Electric
Vehicles (EVs), particularly in the Pickup-and-Delivery Problem (PDP). We developed a
model for the PDP based on six different energy calculation methods that considers parameters
of vehicle dynamics to varying degrees. The selected parameters are road gradient, extra
mass and driving patterns (speed profiles). We also developed a complete PDP system model
with charging and energy constrains and evaluated our underlying energy models under a set
of adapted realistic instances. The results indicate that the energy requirement of routes
planned for EVs can be underestimated by up to 16.3% in our instances if the fundamental
parameters of gradient, speed and mass are ignored in the energy calculations. Although
adding the mass metric into the energy calculation increases the model complexity, the results
of this study show that ignoring mass from the energy calculation of EVs can potentially
lead to infeasible trips with insufficient energy to complete the planned trip. Comparing
the impacts of parameters on routes’ energy attributes, we can see that gradient and speed
make a greater contribution to the actual energy requirement of routes than mass in our
experiment. We also investigate an alternative scenario for point-to-point paths in the PDP
by optimising underlying paths for their energy consumption. The results of experiments
on our instances show that choosing energy-optimum paths instead of traditional shortest
paths can make the planned trips more efficient in terms of energy, but slightly longer in
term of time. Nonetheless, trips planned with our alternative scenario showed better energy
efficiency and require less/shorter charging visits.
The use of a high-level, constraint-based modelling system like MiniZinc allowed us
to experiment with these different energy models without creating new dedicated solving
approaches. The results from our experiments show that a significant investment in such
new algorithms may not only be useful, but crucial in order to ensure valid and efficient
vehicle routing with EVs.
Future work could look at integrating the energy models of this study with other real-
world routing problems for EVs, for example trip planning period. For PDP, an interesting
direction is developing/adapting appropriate heuristics for our complete energy-based model,
as adding mass to the calculation increases the complexity and runtime.
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