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A NEGATIVE ANSWER TO THE PROBLEM: ARE
STRATIFIABLE SPACES M1?
HUAIPENG CHEN∗ AND BOSEN WANG∗∗∗
Abstract. In accordance with M3-structures in paper [4], we construct a
stratifiable space which is not M1-spaces.
1. Introduction
“Are stratifiable spacesM1?” is a well-known problem in set-theoretic topology.
It comes from [3]. Ceder [3] definedMi-spaces (i = 1, 2, 3) and provedM1 ⇒M2 ⇒
M3. It is an interesting problem whether these implications can be reversed. Borges
[1] gave a characterization of M3-spaces and renamed M3-spaces as stratifiable
spaces. Gruenhage [8] and Junnila [16] proved that stratifiable spaces areM2-spaces
independently. Their results aroused people’s great interest to the problem “Are
stratifiable spacesM1?”. Ito¯ and Tamano [15] using closed mappings got interesting
results. T.Mizokami got some important progresses on the problem in [19],[20] and
[21]. Also there are many important results on stratifiable spaces commended by
surveys of Tamano [22], Gruenhage [9] and [10], Burke and Luter [2]. Wang made
some comment about the problem and called it “Problem on Generalized Metric
Spaces” in [23]. In 1990, Rudin made some comment about the problem in her
well-known paper “Some Conjectures” in [14].
In 2000, Gartside and Reznichenko [6] gave out Ck(P )-spaces which was com-
mended by Gruenhage [11], and was researched in wide range. In 2008, Chen [4]
got a new characterization of stratifiable spaces. In this paper, we use an idea of
Chen [4] wholly to prove the following main theorem:
Theorem 1. There exists a space (X, τ) which is a stratifiable space, and is not
an M1-space.
Then, by section 8 in [22], Theorem 1 gives a negative answer to the following
questions:
-Is every M3-space an M1-space (Ceder [3] 1961)? .
-Does any point in a stratifiable space have a σ-closure-preserving base (Tamano
[22] 1989)?
-Is every (closed) subspace of an M1-space an M1-space (Ceder [3] 1961)?
-Is the closed image of an M1-space an M1-space (Ceder [3] 1961)?
-Is the perfect image of an M1-space an M1-space (Burke and Lutzer [2] 1976)?
-Is every stratifiable spaces a µ-space (Tamano [22] 1985)?
-Is each zero-dimension submetric stratifiable space X with an M3-structure an
M1-space (Chen [4] 2008)?
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Theorem 1 suggest some questions too in this paper.
Recall that a space X is an M1-space if X has a σ-closure preserving base B.
Recall that a family B is a quasi-base for X if for each open set U of X and a point
x ∈ U , there is B ∈ B such that x ∈ IntB ⊂ B ⊂ U . A space X is an M2-space if
X has a σ-closure preserving quasi-base and an M3-space if X has a σ-cushioned
pair-base.
In this paper, the letter N denotes the set of positive integers and ω denotes the
first infinite ordinal. h, i, j, k, l, ℓ,m, n, a, b, c, d and e are used to denote members
in ω and N . If there are signs and definitions which have not been defined in this
paper, we can see it in [9] or [22] in topology and in [18] in set theory.
2. To construct a set X
Following only the idea of Theorem 5.1 in [4], in order to construct a zero-
dimension metric space (X, ρ), we construct the set X at firstly. To do it let
Q = {0, 1/2, 1/3, 2/3, ...}= {pn : n ∈ N} be the set of all rational numbers in [0, 1)
and [pn, pm) = {q ∈ Q : pn ≤ q < pm} for pn, pm ∈ Q. Then Q = [0, 1). Let
Q = {[pn, pm) : pn, pm ∈ Q and qn < qm}. Then Q is a base of some topology such
that each [pn, pm) is a closed and open set. Denote the topology by ρ
′. Then (Q, ρ′)
is a zero-dimensional metric space since (Q, ρ′) is regular T1 and Q = {Bn : n ∈ N}
is a countable base.
Construction 1.
Let (Q, ρ′) be the zero-dimensional metric space.
A). Let S0 = {q0} = {0} ⊂ Q and S1(q0) = {q1i : i ≥ 1} ⊂ Q − {q0} be a
convergence sequence which converges to q0 with
q0 < ... < q1i+1 < q1i < ... < q12 < q11 < 1 and [q0, q1i) = {q ∈ Q : q0 ≤ q < q1i}.
Here q11 ∈ Q− {q0} is the first number in Q− {q0} with 1− q11 = |1− q11| ≤ 1/2.
Denote q1i by q
1
i . Let S1 = {q
1
i : i ∈ N}. Then S1 = S1(q0).
B). Assume we have had a convergence sequences set Sn = {qni : i ∈ N} ⊂ Q.
Pick a qni from Sn. And then pick a qi0 such that:
(1). If qni 6= maxSn, let qi0 = inf{q ∈ ∪i≤nSi : q > q
n
i }. Then qi0 ∈ ∪i≤nSi with
(qni , qi0) ∩ (∪i≤nSi) = ∅.
(2). If qni = maxSn, let qi0 = 1. Then (q
n
i , qi0) ∩ (∪i≤nSi) = ∅.
Denote n+ 1 by k. Take a convergence sequence
S(qni ) = Sk(q
n
i ) = {qij : j ∈ N} ⊂ (q
n
i , qi0) ∩ [Q− (∪i≤nSi)]
which converges to qni and q
n
i < ... < qij < ... < qi2 < qi1 < qi0. Here qi1 is the
first number in (qni , qi0) ∩ [Q − (∪i≤nSi)] with qi0 − qi1 = |qi1 − qi0| ≤ 1/2
k. Let
Sk = ∪{Sk(q
n
i ) : q
n
i ∈ Sn} = {qij : i, j ∈ N} with Sk(q
n
i ) = {qi1, qi2, qi3, ..., qin, ...}
for i = 1, 2, 3, ..., n, .... Then Sk is countable. We numerate points of Sk in according
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with the following order:
q11, → q12, q13, q14, ... , q1n, ...
ւ ւ ւ ...
q21, q22, q23, q24, ... , q2n, ...
ւ ւ ...
q31, q32, q33, q34, ... , q3n, ...
ւ ...
q41, q42, q43, q44, ... , q4n, ...
...................................................................................
Figure 0
Then Sk = {q11, q12, q21, q13, q22, q31, ..., q1n, q2n−1, q3n−2, ..., qn1, ...}. Let qkl =
qni. Then l = 1 + 2 + ... + (n + i − 2) + n = (n + i − 2)(n + i − 1)/2 + n. Then
Sk = ∪{Sk(qni ) : q
n
i ∈ Sn} = {q
k
l : l ∈ N}. We call it ∆-order for convenience.
Then, by induction, we may construct convergence sequences sets S0, S1, ..., Sn, ...
such that Q = ∪n≥0Sn and Sn∩Sm = ∅ if n 6= m. Enumerate points of Q = ∪n≥0Sn
in accordance with ∆-order. Then Q = {qn : n ∈ ω}. We will always use the
following symbol throughout this paper. Q and S0, S1, ..., Sn, ... means sets with
the ∆-order. [qi, qij) means an interval with the end points qi and qij such that
qij ∈ Sn(qi) ⊂ Sn and Sn(qi) converges to qi. Here Sn(qi) means qi = q
n−1
i ∈ Sn−1
throughout this paper.
Let q = qℓ ∈ Q = ∪n≥0Sn and q = qmℓ′ ∈ Sm. Then ℓ > ℓ
′ by the ∆-order.
Proposition 2.1. Let Q = {qn : n ∈ ω} with ∆-order. Then:
1. Let qh ∈ Q with qh = qkl ∈ Sk and q
k
l = qni ∈ Sk(qn). Then
l = 1 + 2 + ...+ (n+ i− 2) + n = (n+ i− 2)(n+ i− 1)/2 + n and
h = 1 + 1 + 2 + ...+ (k + l − 2) + k > l.
2. If qki, qkj in Sn(qk) with i < j, then qki = q
n
ni
, qkj = q
n
nj
in Sn with ∆-order
satisfy ni < nj and qki = qhi , qkj = qhj in Q with ∆-order satisfy hi < hj.
3. For each qh ∈ Q with qh = qkki ∈ Sk, there uniquely exists a qn ∈ Q with
qn ∈ Sk−1 such that qh = qni ∈ Sk(qn) and h > n in Q.
4. Let qki ∈ Sn(qk) and qhj ∈ Sm(qh). Then [qk, qki)∩ [qh, qhj) = ∅ or [qk, qki) ⊂
[qh, qhj) or [qk, qki) ⊃ [qh, qhj). Here qk = q
n−1
k ∈ Sn−1 and qh = q
m−1
h ∈ Sm−1.
5. Q = ∪n≥0Sn and Sn ∩ Sm = ∅ if n 6= m.
Proof. To prove 1 let Smk (qa) = {qai ∈ Sk(qa) : i ≤ m} with qa = q
k−1
a ∈ Sk−1 and
a = 1, 2, ..., n+ i − 2, and let Snk = {q
k
j ∈ Sk : j ≤ n}. Take q
k
l ∈ Sk and assume
qkl = qni ∈ Sk(qn). Then we have q
k
l = qni ∈ S
i
k(qn),
Slk = S
n+i−1
k (q1) ∪ ... ∪ S
i+1
k (qn−1) ∪ S
i
k(qn) ∪ S
i−2
k (qn+1) ∪ ... ∪ S
1
k(qn+i−2)
and l = 1+ 2+ ...+ (n+ i− 2)+ n by the definition of ∆-order in accordance with
the above Figure 0. Take qh ∈ Q = {qn : n ∈ ω} with ∆-order. Let qh = qkl ∈ Sk
and qkl = qni ∈ Sk(qn), and let Ah = {qi ∈ Q : 0 ≤ i ≤ h}. Note that S0 = {q0} is
the first line by the ∆-order of Q. Then qh = q
k
l ∈ S
l
k and
Ah = S0 ∪ S
k+l−1
1 ∪ ... ∪ S
l+1
k−1 ∪ S
l
k ∪ S
l−2
k+1 ∪ ... ∪ S
1
k+l−2.
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Then h = 1 + 1 + 2 + ...+ (k + l− 2) + k with l = 1 + 2 + ...+ (n+ i− 2) + n.
2 of the proof. Pick qni and qnj from Sk(q
k−1
n ) with i < j = i+1. Then we have
qni = q
k
ki
∈ Sk and qni = qkki = qhi ∈ Q. Then, by the above 1,
hi = 1 + 1 + 2 + ...+ (k + ki − 2) + k and ki = 1 + 2 + ...+ (n+ i − 2) + n.
Note qnj = q
k
kj
∈ Sk and qnj = qkkj = qhj ∈ Q with j = i+1. Then, by the above 1,
hj = 1 + 1 + 2 + ...+ (k + kj − 2) + k and kj = 1 + 2 + ...+ (n+ j − 2) + n.
Note j = i+1. Then kj = 1+2+ ...+(n+ i− 2)+ (n+ i− 1)+n > ki and hj > hi.
3 of the proof. Pick a qh ∈ Q with qh = qki ∈ S
i
k. Then, by ∆-order, there
uniquely exists qk−1n ∈ Sk−1 with qh ∈ Sk(q
k−1
n ). Let q
k−1
n = qmn ∈ Q for q
k−1
n ∈
Snk−1. Note that S0 = {q0} is the first line by the ∆-order in Q. Then we have
Amn = S0 ∪ S
n+k−2
1 ∪ ... ∪ S
n
k−1 ∪ S
n−2
k ∪ ... ∪ S
1
n+k−3 with q
k−1
n ∈ S
n
k−1 and
mn = 1 + 1 + 2 + ...+ (n+ k − 3) + (k − 1).
When qh ∈ Q with qh = qki ∈ S
i
k, then h = 1 + 1 + 2 + ... + (k + i − 2) + k.
Note qki = qnℓ ∈ S
ℓ
k(qn). Then i = 1 + 2 + ... + (n + ℓ − 2) + n > n. Then
h = 1+ 1 + 2 + ...+ (k + i− 2) + k > 1 + 1 + 2 + ...+ (k + n− 2) + k > mn. This
implies 3.
To check 4, take qki ∈ Sn(qk) and qhj ∈ Sm(qh) with [qk, qki) ∩ [qh, qhj) 6= ∅.
Case 1, qk = qh. Then i > j implies [qh, qhj) = [qk, qkj) ⊃ [qk, qki), i < j implies
[qh, qhj) = [qk, qkj) ⊂ [qk, qki) and i = j implies [qh, qhj) = [qk, qkj) = [qk, qki).
Case 2, qk ∈ (qh, qhj). Then qk ∈ [qhl+1, qhl) for some l ≥ j with qhl+1 and qhl
in Sm(qh). Then [qk, qki) ⊂ [qk, qk1) ⊂ (qh, qhj) by the definition of (qh, qhj).
Case 3, qh ∈ (qk, qki). Then [qh, qhj) ⊂ [qh, qh1) ⊂ (qk, qki) in the same way as
Case 2.
It is easy to see 5 from Construction 1. 
In order to construct g-functions of stratifiable spaces, we construct families of
closed and open intervals in (Q, ρ′).
Construction 2.
Call a family I ′ D in (X, τ) if I ′ is discrete in (X, τ), and P.D in (X, τ) if
I ′ is pairwise disjoint (X, τ).
Call a set B c.o in (X, τ) if B is a closed and open set in (X, τ). Call a family
I ′ c.o.D in (X, τ) if I ′ is D in (X, τ) and each B ∈ I ′ is c.o in (X, τ).
Take Q with ∆-order and pick an a ∈ N with a > 1 since we always use
a = n+ i ≥ 2 for H(n, i) after Section 3.
1. Take q0 = 0 ∈ Q. Let Qa0 = {q0} and Ia0 = {[q0, q1a)}. Here q1a ∈ S1(q0).
Let Qa1 = {q
1
i ∈ S1 : q0 ∈ Qa0 with q
1
i = q1i ∈ S1(q0) for 1 ≤ i ≤ a}. Then we
have Qa1 = {q1j ∈ S1 : 1 ≤ j ≤ a} and Ia1 = {[qi, qia) : qi ∈ Qa1}. Then Ia1 is
c.o.D in (Q, ρ′) and (∪Ia0) ∩ (∪Ia1) = ∅.
2. Assume we have had Qak = {qkkj ∈ Sk : 1 ≤ j ≤ a
k} = {qi ∈ Sk : i ≤ ak} and
Iak = {[qi, qia) : qi ∈ Qak} for k ≤ l such that:
(1). Iak is c.o.D in (Q, ρ
′) for each k ≤ l.
(2). (∪j<k ∪Iaj) ∩ (∪Iak) = ∅ for k ≤ l.
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Pick a qi ∈ Qal. Then qi = qlli ∈ Sl. Take Sl+1(qi) ⊂ Sl+1. Denote l + 1 by ℓ.
Let
Qaℓ = {qij ∈ Sℓ : qi ∈ Qal with qij ∈ Sℓ(qi) for 1 ≤ j ≤ a}.
Then we have Qaℓ = {qℓℓj ∈ Sℓ : 1 ≤ j ≤ a
ℓ} = {qi ∈ Sℓ : 1 ≤ i ≤ aℓ}. Let
Iaℓ = {[qi, qia) : qi ∈ Qaℓ}.
Then Iaℓ is c.o.D in (Q, ρ′). Note qi ∈ Qaℓ implies [qi, qia) ∩ (∪k≤l ∪Iak) = ∅.
Then, by induction on l, we have Qal and Ial for l ∈ N such that (1) and (2) in
2 for each l ∈ N . Let Q∗a = ∪lQal, Ia = ∪lIal and I = ∪a∈NIa .
Proposition 2.2. 1. Ia = ∪lIal is c.o.D in (Q, ρ′) and ∪Ia = [0, 1) for each
a ∈ N .
2. Q∗a ⊂ Q
∗
b if a < b.
3. If b > a, then ∪{[qj , qjb) ∈ Ib : [qj , qjb) ⊂ [qi, qia)} = [qi, qia) for each
[qi, qia) ∈ Ia, and Q∗b ∩ (qj , qjb) = ∅ for qj ∈ Q
∗
b .
4. ∪aQ
∗
a = Q.
5. Let [qi, qia), [qj , qjb) ∈ I with b > a. Then [qi, qia)∩ [qj , qjb) = ∅ or [qj , qjb) ⊂
[qi, qia).
Proof. To prove 1, pick a q ∈ [0, 1) = Q = ∪nSn. Then q ∈ Sn for some n ∈ N .
Then q = qli ∈ Sn(ql) for some ql ∈ Sn−1. If i > a, then q = qli ∈ [ql, qla) ∈ Ian.
If a ≥ i > 1, then qli ∈ Qan+1 ⊂ ∪Ian+1. This implies ∪Ia = [0, 1). Note
(∪Ian) ∩ (∪i<n ∪ Iai) = ∅ and every Ial is c.o.D. So Ia = ∪lIal is c.o.D in
(Q, ρ′). This implies 1. It is easy to see 2 since q = qli ∈ Sn(ql) with 1 ≤ i ≤ a
implies 1 ≤ i ≤ a < b if a < b.
The proof of 3. Let [qi, qia) ∈ Ia with b > a. Then qi, qia ∈ Q∗a ⊂ Q
∗
b . Pick a
qj ∈ [qi, qia) ⊂ [0, 1). Then there uniquely exists a [qh, qhb) ∈ Ib with qj ∈ [qh, qhb)
by the above 1. Then (qh, qhb) ∩ Q∗b = ∅ since Ib is pairwise disjoint. Then
qi, qia /∈ (qh, qhb). Then qj ∈ [qh, qhb) ⊂ [qi, qia). Then ∪{[qj , qjb) ∈ Ib : [qj , qjb) ⊂
[qi, qia)} = [qi, qia) since Ib is a c.o.D family with ∪Ib = [0, 1).
The proof of 4. Pick a qi ∈ Q. Then qi ∈ Sn for some n ∈ N . Then qi =
qn1k1 ∈ Sn(qn1) for some qn1 ∈ Sn−1. And then qn1 = qn2k2 ∈ Sn−1(qn2) for
some qn2 ∈ Sn−2.... And then qnn = qnnkn ∈ S2(qnn) for some qnn ∈ S1. Let
a = max{kn, ..., k1, i}. Then i ≤ a. Then qi = qn1k1 ∈ Qan ⊂ Q
∗
a.
The proof of 5. It is a corollary of 3 in Proposition 2.2. 
Let Qn’s be copies of Q with the topology ρ
′ for n ∈ N and X = ΠnQn with
product topology. Let Qi’s be copies of Q, Xn = Πi>nQi,
B′n = {Bn1 × ...×Bnn ×Xn : Bni ∈ Qi for i = 1, 2, ..., n}
and B′ = ∪nB′n. Then B
′ is a countable base. Denote the topology with the
countable base B′ by ρ. Then (X, ρ) is a zero-dimensional metric space.
3. To construct H and G on set X
Following only the idea of Condition A of M3-structures of Proposition 4.7 in
[4], we construct H = ∪n∈NHn in X .
Construction 3.1
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(A). Take Q = {qn : n ∈ ω} with ∆-order. Let H(1, i) = {qi} × X1 and
H ′1 = {H(1, j) : j ∈ N} with j = i+ 1. Then H
′
1 has the same ∆-order as Q.
(B). Assume we have had H ′n = {H(n, i) : i ∈ N}.
Let P (n, i) = {qi1} × {qi2} × ... × {qin} for H(n, i) = P (n, i) × Xn ∈ H
′
n and
k = n+ 1. We take P (k, l) in accordance with the following order:
P (n, 1)× {q1},→ P (n, 1)× {q2}, P (n, 1)× {q3}, P (n, 1)× {q4}, ...
ւ ւ ւ ...
P (n, 2)× {q1}, P (n, 2)× {q2}, P (n, 2)× {q3}, P (n, 2)× {q4}, ...
ւ ւ ...
P (n, 3)× {q1}, P (n, 3)× {q2}, P (n, 3)× {q3}, P (n, 3)× {q4}, ...
ւ ...
P (n, 4)× {q1}, P (n, 4)× {q2}, P (n, 4)× {q3}, P (n, 4)× {q4}, ...
............................................ Figure I. .........................................................
Let P (k, l) = P (n, i)× {qj} for k = n+ 1. Then l = 1 + 2 + ...+ (i+ j − 2) + i =
(i+ j − 2)(i+ j − 1)/2 + i. We call it a ∆-order still. Let
H(k, l) = P (k, l)×Xk.
Let H ′k = {H(k, l) : l ∈ N}. Then, by induction, we have H
′
k for each k ∈ N
and call that H ′k has a ∆-order. Let H
′ = ∪nH
′
n .
Proposition 3.1. 1 H ′n is a partition of X for each n ∈ N .
2. If H(n, i), H(n, i′) ∈ H ′n , then ρ(H(n, i), H(n, i
′)) = r > 0 or H(n, i′) =
H(n, i).
3. If H(n, i), H(n′, i′) ∈ H ′ with n′ > n, then ρ(H(n, i), H(n′, i′)) = r > 0 or
H(n′, i′) ⊂ H(n, i).
4. If H(n, i), H(n′, i′) ∈ H ′ with H(n′, i′) ⊂ H(n, i), then n′ ≥ n and i′ ≥ i.
5. Let H(n, i) = {qi1} × ...× {qin} ×Xn. Then i ≥ ij for each j ≤ n.
Proof. To check 1, let Qn = {qi : i ∈ ω} be the copy of Q with ∆-order and
H ′1 = {{qi} ×X1 : qi ∈ Q1}. Then ∪H
′
1 = X .
Assume ∪H ′n = X with ∪iP (n, i) = Πi≤nQi. Let k = n+ 1. Then ∪{P (n, i)×
{qj} : i, j ∈ N} = (Πi≤nQi)×Qk by induction of assumption. Then ∪H ′k = X .
On the other hand, Take H(n, i) and H(n, j) from H ′n with H(n, i) 6= H(n, j).
Then P (n, i) 6= P (n, j). Then H(n, i) ∩H(n, j) = ∅. This implies 1.
The proof of 2. Take H(n, i) and H(n, j) from H ′n with H(n, i) 6= H(n, j). Then
P (n, i) 6= P (n, j). Then ρn(P (n, i), P (n, j)) = r > 0 in metric space (Πi≤nQi, ρn).
Pike x ∈ H(n, i) and x′ ∈ H(n, j). Then ρ(x, x′) = ρn(P (n, i), P (n, j)) = r > 0.
Then ρ(H(n, i), H(n, j)) = min{ρ(x, x′) : x ∈ H(n, i) and x′ ∈ H(n, j)} = r > 0.
The proof of 3. Note that for each H(k, i) ∈ H ′k and k = n+ 1, there uniquely
exists an H(n, j′) ∈ H ′n with H(k, i) ⊂ H(n, j
′). Then 3 is a corollary of 2.
The proof of 4. It is easy to see that H(n′, i′) ⊂ H(n, i) and H(n′, i′) 6= H(n, i)
imply n′ > n. Let n′ = n + 1 = k with H(n, i) = P (n, i) × Xn and H(k, i
′) =
P (n, i)× {qj} ×Xk ∈ H ′k . Then i
′ = 1 + 2 + ...+ (i + j − 2) + i = (i+ j − 2)(i+
j − 1)/2 + i ≥ i by the ∆-order of H ′k .
The proof of 5. We use induction on k to prove 5.
A. k = 1. Take an H(1, i) = {qi} ×X1 ∈ H ′1 . Then i ≥ i for each i ∈ N .
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B. k = 2. Take an H(2, i′) ∈ H ′2 . Then H(2, i
′) = P (1, i)× {qj} ×X2. We can
prove that i′ = (i+ j− 2)(i+ j− 1)/2+ i ≥ i and i′ = (i+ j− 2)(i+ j− 1)/2+ i ≥ j
for i+ j ≥ 2, and i′ > i and i′ > j for i+ j ≥ 4.
In fact, we have i+ j ≥ 2 since i ≥ 1 and j ≥ 1.
Case 1, i+j = 2. Then i = j = 1. Then i′ = (i+j−2)(i+j−1)/2+i = i = j = 1.
Case 2, i + j = 3. Then i′ = (1 · 2)/2 + i = 1 + i > i and i′ = 1 + i ≥ j since
j ≤ 2.
Case 3, i + j = 4. Then i′ = (2 · 3)/2 + i = 3 + i > i and i′ = 3 + i > j since
j ≤ 3.
Case 4, i + j ≥ 5. Then (i + j)2 ≥ 5(i + j) and (i + j)2 − 3(i + j) ≥ 2(i + j).
Then i′ = (i + j − 2)(i+ j − 1)/2 + i > 2i+ j. So i′ > i and i′ > j.
C. Assume that H(n, i) = P (n, i)×Xn = {qi1}× ...×{qin}×Xn such that i ≥ ij
for each j ≤ n when k = n. Let k = n+ 1.
Take an H(k, i′) = P (n, i)×{qik}×Xk. Then i
′ = (i+ ik − 2)(i+ ik − 1)/2+ i.
Note i ≥ ij for each j ≤ n by inductive assumption. Then i′ ≥ i by the above 4.
So i′ ≥ i ≥ ij for each j ≤ n. We can prove i′ = (i + ik − 2)(i+ ik − 1)/2 + i ≥ ik
if i+ ik ≥ 2 in the same way as the above Case 1 - 4 in B. This implies 5.

Then H ′ = ∪nH ′n satisfies condition A of M3-structure in [4]. Following only
the idea of Condition B of M3-structures of Proposition 4.7 in [4], we construct a
g-function in X by H ′ = ∪nH ′n in the following Construction 3.2.
Construction 3.2
A. Take H ′n = {H(n, i) : i ∈ N} and an H(n, i) ∈ H
′
n . Note
H(n, i) = {qi1} × ...× {qin} ×Xn.
Let a = n+ i. Take Ia. Take [qlj , qlja)’s from Ia for j ≤ i. Let
J(n, i, l) = [ql1 , ql1a)× ...× [qli , qlia)×Xn+i.
Let J (n, i) be the family of all J(n, i, l)’s. Then J (n, i) is countable and c.o.D
in (Xn, ρ) with ∪J (n, i) = Xn. Let J (n, i) = {J(n, i, l) : l ∈ N},
H(n, i, l) = P (n, i)× J(n, i, l) and H (n, i) = {H(n, i, l) : l ∈ N}.
Then we have the following definition.
B. Definition. H(n, i, l) = {qi1}× ...×{qin}× [ql1, ql1a)× ...× [qli, qlia)×Xn+i and
H (n, i) = {H(n, i, l) : J(n, i, l) ∈ J (n, i)} = {H(n, i, l) : l ∈ N}.
Then H (n, i) is a c.D family in (X, ρ) with ∪H (n, i) = H(n, i). Let
Hn = ∪iH (n, i) and H = ∪nHn.
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In the same way as the ∆-order of H ′n , we give Hn a ∆-order by the ∆-order of
H ′n as the following:
H(n, 1, 1), → H(n, 1, 2), H(n, 1, 3), H(n, 1, 4), ..., H(n, 1, l), ...
ւ ւ ւ ...
H(n, 2, 1), H(n, 2, 2), H(n, 2, 3), H(n, 2, 4), ..., H(n, 2, l), ...
ւ ւ ...
H(n, 3, 1), H(n, 3, 2), H(n, 3, 3), H(n, 3, 4), ..., H(n, 3, l), ...
ւ ...
H(n, 4, 1), H(n, 4, 2), H(n, 4, 3), H(n, 4, 4), ..., H(n, 4, l), ...
.......................................... Figure II. ...................................
Then we can calculate the i′th member H(n, i, l) in Hn = ∪iH (n, i) by
i′ = 1 + 2 + ...+ (i + l − 2) + i = (i + l − 2)(i+ l − 1)/2 + i.
Call that Hn has a ∆-order. For H(n, i, l) ∈ H (n, i), note a = n+ i. Let
I(n, i) = [qi1 , qi1a)× ...× [qin , qina) and g(n, i, l) = I(n, i)× J(n, i, l).
Then we have the following definition.
C.Definition. g(n, i, l) = [qi1 , qi1a)×...×[qin , qina)×[ql1 , ql1a)×...×[qli , qlia)×Xn+i.
Let G (n, i) = {g(n, i, l) : l ∈ N}. Then
G (n, i) = {g(n, i, l) = I(n, i)× J(n, i, l) : J(n, i, l) ∈ J (n, i)}.
Then G (n, i) is a c.o.D family in (X, ρ). Then
∪G (n, i) = [qi1 , qi1a)× ...× [qin , qina)×Xn = I(n, i)×Xn
by ∪J (n, i) = Xn. Let Gn = ∪iG (n, i) and G = ∪nGn. Then Gn = ∪iG (n, i) has a
∆-order by the ∆-order of Hn. And then G = ∪nGn has a ∆-order by the ∆-order
of Gn, in the same way as the ∆-order of Hn by the ∆-order of H
′
n .
For 1 ≤ k ≤ n, take a projection πk : X → Qk = Q and let
J nk = {[qik , qika) : [qik , qika) = πk[g(n, i, l)] for each g(n, i, l) ∈ Gn}.
Note D1: Let g(n, i, l) = g(n, x) = g(n, i, x) for x ∈ H(n, i, l) ⊂ H(n, i). Then
G (n, i) = {g(n, i, l) : l ∈ N} = {g(n, i, x) : x ∈ H(n, i)} = {g(n, x) : x ∈ H(n, i)}.
It is easy to see that g : N ×X → ∪nGn is a function. We prove that g : N ×X →
∪nGn is a g-function of some stratifiable space in section 7.
Note D2: Let x, y ∈ H(n, i, l). Then g(n, i, l) = g(n, x) = g(n, y). Let
H(n, i, l) = H(n, i, x) = H(n, x) = H(n, i, y) = H(n, y) and
n1 < n2 < ... < nk with H(nk, xk) ⊂ ... ⊂ H(n2, x2) ⊂ H(n1, x1).
Then H(ni, xk) = H(ni, xi) since xk ∈ H(ni, xi) for 1 ≤ i ≤ k.
Note D3: G (∗, ∗, ∗) = {g(ni, xi) ∈ G : g(ni, xi) satisfies P} if and only if
H (∗, ∗, ∗) = {H(ni, xi) ∈ H : g(ni, xi) satisfies P}. So we give only one of defini-
tions G (∗, ∗, ∗) or H (∗, ∗, ∗) if we definite families.
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Note D4: Let H(n, i) ∈ H ′n with
H(n, i) = {qi1} × ...× {qin} ×Xn.
We have a = n+ i,
g(n, i, l) = [qi1 , qi1a)× ...× [qin , qina)× [ql1 , ql1a)× ...× [qli , qlia)×Xn+i and
H(n, i, l) = {qi1} × ...× {qin} × [ql1 , ql1a)× ...× [qli , qlia)×Xn+i.
Let g(n, x) = g(n, i, l) and H(n, x) = H(n, i, l) for arbitrary x ∈ H(n, i, l). Then
g(n, x) ∩H(n, i) = H(n, x).
Proposition 3.2. Let qik , qjk ∈ Q = {qi : i ∈ ω} with ∆-order and ik, jk ∈ N .
Then: 1. If qjk ∈ (qik , qika), then jk > ik, jk > a and [qjk , qjkb) ⊂ (qik , qika).
2. If qjk /∈ [qik , qika) with jk > ik, then [qik , qika) ∩ [qjk , qjkb) = ∅.
3. If [qjk , qjkb), [qik , qika) ∈ J
n
k with b > a, then [qik , qika) ∩ [qjk , qjkb) = ∅ or
[qjk , qjkb) ⊂ [qik , qika).
Proof. To prove 1 let qjk ∈ (qik , qik0), qjk ∈ Sj∗k and qik ∈ Si∗k . Note, by B) in
Construction 1, (qik , qik0)∩ (∪j≤i∗kSj) = ∅. Then j
∗
k > i
∗
k. Let j
∗
k = i
∗
k+h. Because
of qjk ∈ (qik , qik0), take Sh1(qik) = {qikl ∈ Sh1 : l ∈ N} with h1 = i
∗
k + 1. Then
there exists a qikl1 ∈ Sh1(qik) such that qjk ∈ [qikl1 , qikl1−1), qikl1 = q1k and 1k > ik
in Q by 3 of Proposition 2.1.
If qjk = qikl1 , then jk = 1k > ik. If qjk 6= qikl1 , then qjk ∈ (q1k , q1k0). Take
Sh2(q1k) = {q1kl ∈ Sh2 : l ∈ N} with h2 = h1 + 1. Then there exists a q1kl2 ∈
Sh2(q1k) such that qjk ∈ [q1kl2 , q1kl2−1), q1kl2 = q2k and 2k > 1k in Q by 3 of
Proposition 2.1.
Note i∗k < i
∗
k + 1 = h1 < ... < i
∗
k + h = j
∗
k . Then, by finite induction, there
is an m ≤ h, a qℓklm ∈ Shm(qℓk) = {qℓkl ∈ Shm : l ∈ N} (ℓ = m − 1) such that
qjk ∈ [qℓklm , qℓklm−1), qjk = qℓklm = qmk and mk > ℓk in Q by 3 of Proposition 2.1.
Then jk = mk > ℓk > ... > 2k > 1k > ik.
On the other hand, qjk ∈ (qik , qika) implies that there exists an l > a with
qjk ∈ [qikl, qikl−1). Let qikl = qlk in Q. Then, by the above proof, we have jk ≥ lk
in Q. Note that qikl is the lth in Sh1(qik ) ⊂ Q, and qikl = qlk is the lkth in Q.
So lk > l by 1 of Proposition 2.1. So jk ≥ lk > l > a. And then, it is easy to
see [qjk , qjkb) ⊂ [qik , qika) since qjk ∈ (qik , qika) implies [qjk , qjkb) ⊂ [qjk , qjk1) ⊂
(qik , qika). This implies 1.
The proof of 2. qjk /∈ [qik , qika) implies qjk < qik or qika < qjk . Case 1, qika < qjk
implies [qik , qika)∩[qjk , qjkb) = ∅. Case 2, qjk < qik . Suppose qik ∈ (qjk , qjk0). Then
ik > jk by 1 of Proposition 3.2, a contradiction to jk > ik. So qik /∈ (qjk , qjk0).
Then qjk < qik implies [qjk , qjk0) ∩ [qik , qika) = ∅. This implies 2.
The proof of 3. Note b > a. Let [qjk , qjkb) ∩ [qik , qika) 6= ∅. If qik = qjk ,
then [qjk , qjkb) ⊂ [qik , qika). If qik 6= qjk , then qik ∈ (qjk , qjkb) or qjk ∈ (qik , qika).
qik ∈ (qjk , qjkb) implies ik > jk and ik > b by 1 of Proposition 3.2. ik > b implies
ik > b = n + j > a = n + i > i, a contradiction to i ≥ ik by 5 of Proposition 3.1.
So qjk ∈ (qik , qika) implies [qjk , qjkb) ⊂ [qik , qika). 
Proposition 3.3. Function G satisfies the following conditions:
1 ∩ng(n, i, y) = {y}.
4 y ∈ g(n, i, x) implies g(n, j, y) ⊂ g(n, i, x) for some j.
5 g(n+ 1, j, x) ⊂ g(n, i, x).
6 j > k implies H(n, k) ∩ (∪G (n, j)) = ∅.
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6′ H(n, k, h) ∩ g(n, j, l) 6= ∅ and H(n, k, h) 6= H(n, j, l) imply k > j.
7 Every G (n, i) is a c.o.D family.
8 If g(n, i, l), g(n, j, ℓ) ∈ Gn with j > i, then g(n, i, l)∩g(n, j, ℓ) = ∅ or g(n, j, ℓ) ⊂
g(n, i, l).
Proof. We prove 8 at firstly. Let g(n, i, l), g(n, j, ℓ) ∈ Gn with j > i and g(n, i, l) ∩
g(n, j, ℓ) 6= ∅. Then [qjk , qjkb) ⊂ [qik , qika) by 3 of Proposition 3.2 since j > i implies
b = n+ j > n+ i = a. Then [qlk , qlka)∩ [qℓk , qℓkb) 6= ∅ implies [qℓk , qℓkb) ⊂ [qlk , qlka)
by 5 of Proposition 2.2.
The proof of 1: Let x ∈ H(n, in, ln) ⊂ g(n, in, x) for n ∈ N . Then ∩nH(n, in, ln) =
{x}. Then ∩ng(n, in, x) = {x}.
The proof of 7: G (n, i) is a c.o.D family in (X, ρ) by C of Construction 3.2.
The proof of 6: Take an H(n, i, l) and a g(n, j, ℓ) with j > i. Then there exists
k ≤ n with qik 6= qjk . If qik < qjk , then qik /∈ [qjk , qjkb). So H(n, i, l)∩g(n, j, ℓ) = ∅.
If qik ∈ (qjk , qjkb), then ik > jk and ik > b by 1 of Proposition 3.2. Note ik > b
implies ik > b = n + j > n + i > i, a contradiction to i ≥ ik by 5 of Proposition
3.1. So qjkb < qik . Then qik /∈ [qjk , qjkb). Then H(n, i, l) ∩ g(n, j, ℓ) = ∅. So
H(n, i, l) ∩ [∪G (n, j)] = ∅ if j > i.
The proof of 6′: Suppose j ≥ k. Case 1, j = k. Note that h = l implies
H(n, k, h) = H(n, j, l), a contradiction to H(n, k, h) 6= H(n, j, l). So H(n, k, h) ∩
H(n, j, l) = ∅ implies h 6= l. Then g(n, k, h) ∩ g(n, j, l) = ∅ by the above 7, a
contradiction to H(n, k, h) ∩ g(n, j, l) 6= ∅.
Case 2, j > k. Then, by the above 6, H(n, k, h) ∩ g(n, j, l) = ∅, a contradiction
to H(n, k, h) ∩ g(n, j, l) 6= ∅.
The proof of 4: In fact, pick a y ∈ g(n, i, x) = g(n, i, l). If y ∈ H(n, i, l),
then g(n, i, y) = g(n, i, x). If y /∈ H(n, i, l), then y ∈ H(n, j, ℓ) with H(n, j, ℓ) ∩
g(n, i, x) 6= ∅ and H(n, j, ℓ) 6= H(n, i, l). Then j > i by 6′ of Proposition 3.3. Then
b = n + j > n + i = a. Then [qjk , qjkb) ⊂ [qik , qika) by 3 of Proposition 3.2. Then
[qℓk , qℓkb) ⊂ [qlk , qlka) by 5 of Proposition 2.2. This implies g(n, j, y) ⊂ g(n, i, x).
The proof of 5: Let πk be a projection from X to Qk and let H(n, i, l) ⊂ H(n−
1, j, ℓ). Then i ≥ j by 4 of Proposition 3.1. Then b = n + i > (n − 1) + j = a.
So πk(x) = qik ∈ [qjk , qjka) implies [qik , qikb) ⊂ [qjk , qjka) by 3 of Proposition
3.2 for 1 ≤ k ≤ n − 1. On the other hand, H(n, i, l) ⊂ H(n − 1, j, ℓ) implies
[qlk , qlkb) ⊂ [qℓk , qℓka) by 5 of Proposition 2.2 since [qlk , qlkb) and [qℓk , qℓka) in I for
n < k ≤ n+ i = b. And then πn(x) = qin ∈ [qℓ1 , qℓ1a) implies [qin , qinb) ⊂ [qℓ1 , qℓ1a)
since b > a. So g(n, x) = g(n, i, l) ⊂ g(n− 1, j, ℓ) = g(n− 1, x). 
Proposition 3.4. G = ∪nGn is a base of metric space (X, ρ).
Proof. LetB = Bn1×...×Bnn×Xn ∈ B
′. Then B = [qn1 , qm1)×...×[qnn , qmn)×Xn.
Let x = (qi1 , ..., qin , ...) ∈ B. Then qij ∈ [qnj , qmj ) for j ≤ n.
Case 1, qij = qnj ∈ [qnj , qmj ). Then [qnj , qnjℓj ) ⊂ [qnj , qmj ) for some ℓj . Take
ℓj .
Case 2, qij ∈ (qnj , qmj ). Let qij ∈ Si and qmj ∈ Sm. If i ≥ m, take ℓj = 0.
If i < m, then there exists [qij lj+1, qij lj ) with qmj ∈ [qij lj+1, qij lj ) and qij lj+1 ∈
(qnj , qmj ). Take ℓj = lj + 1.
Let k = max{ℓj : j ≤ n} and l = max{k, n}. Note, for each Hn = ∪iH (n, i),
there uniquely exists an H(n, in, ln) ∈ Hn with x ∈ H(n, in, ln). Let Hx =
{H(n, in, ln) ∈ Hn : x ∈ H(n, in, ln)}.
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Take H(l, i, h) = H(l, il, ll) from Hx. Let a = l + il. Then
g(l, x) = g(l, i, h) = [qi1 , qi1a)× ...× [qil , qila)× J(l, i, h) ⊂ B.

In topological space (X, ρ), denote the closure of a set A by ClρA, and let
IntρA = X − Clρ(X −A).
Proposition 3.5. 1. IntρH(n, x
′) = ∅ for arbitrary H(n, x′) ∈ H .
2. Clρ[H(n, y)−H(n+ 1, y)] = H(n, y) for arbitrary H(n, y) ∈ H .
3. Let H(ni+1, yi+1) ⊂ H(ni, yi) and ni < ni+1. Then ∩iH(ni, yi) = {y}.
Proof. Note g(ℓ, x)−H(l, y) 6= ∅ for arbitrary g(ℓ, x) and arbitrary H(l, y). Then
IntρH(n, x
′) = ∅ for arbitrary H(n, x′) ∈ H .
To see 3 note H(ni, yi) = {qi1} × ... × {qin} × [ql1 , ql1a) × ... × [qli , qlia) × Xni
for ni = n by the definition of H(n, i, l). Note H(ni+1, yi+1) ⊂ H(ni, yi) for i ∈ N .
Let ni+1 = m > n = ni. Then
H(ni+1, yi+1) = {qi1}× ...×{qin}× ...×{qim}× [qh1, qh1b)× ...× [qhk , qhkb)×Xni+1 .
Then ∩iH(ni, yi) = (qi1 , qi2 , ..., qin , ...). 
4. To construct Ln covers sequences on Gm
We’ll use Ln covers and Ln covers sequences throughout this paper. To construct
Ln-covers sequences on g(m, a∗, y0), let m
2 = m+ a∗, n ≥ m,
Gm = g(m, a
∗, y0) = I(m, a
∗, y0)× J(m, a
∗, y0), H0 = H(m, a
∗) ∩ g(m, a∗, y0),
H (m, 1) = {H(n, 1′i, il) ∈ Hn : H(n, 1
′
i, il) ⊂ Gm} and
G (m, 1) = {g(n, 1′i, il) ∈ Gn : H(n, 1
′
i, il) ∈ H (m, 1)}.
Then H0 = H(m, a
∗, y0) by Note D4. Then we have the following fact.
Fact 4.0. H(ℓ, h, k) ∩Gm 6= ∅ implies g(ℓ, h, k) ⊂ Gm if ℓ ≥ m.
Construction 4.
Condition. 1. H (m, 1) = {H(n, 1′i, il) ∈ Hn : H(n, 1
′
i, il) ⊂ Gm} with ∆-order.
2. ∪H (m, 1) = ∪G (m, 1) = Gm.
Æ. We use Conditions of Construction 4 to construct a c.o.D family G (n,m, 0)
in (X, ρ) by induction.
Operation O1. Conditions. 1. H (m, 1) with ∆-order.
2. 1′1 < 1
′
2 < ... < 1
′
i < ....
We use Conditions of Operation O1 to construct the first cover of Gm by induc-
tion.
A. Pick the least number 1′1. Denote 1
′
1 by 11. Let
H ∗(1, 1) = {H(n, 11, 1l) ∈ H (n, 11) : g(n, 11, 1l) ⊂ Gm}.
Then O∗(1, 1) = {g(n, 11, 1l) : l ∈ N} is a c.o.D family. Let O1m = ∪O
∗(1, 1).
B. Assume we have had a c.o.D family O∗(1, k), a c.D family H ∗(1, k) and an
Okm for each k < h. Let G
h
m = Gm − ∪k<hO
k
m and
H ′(1, h) = {H(n, 1′i, 1l) : H(n, 1
′
i, 1l) ∩G
h
m 6= ∅}.
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If H ′(1, h) = ∅, let H (n,m, 0) = ∪k<hH ∗(1, k) and G (n,m, 0) = ∪k<hO∗(1, k).
If H ′(1, h) 6= ∅, let 1e = min{1′i : H(n, 1
′
i, 1l) ∈ H
′(1, h)}. Denote 1e by 1h.
Suppose H(n, 1h, hl) ∈ H ′(1, h) with H(n, 1h, hl) ∩ Okm 6= ∅ for some k < h.
Then H(n, 1h, hl)∩ g(n, 1k, kl) 6= ∅ for some g(n, 1k, kl) ∈ O∗(1, k). Then g(n, x) =
g(n, 1h, hl) ⊂ g(n, 1k, kl) ⊂ Okm for x ∈ H(n, 1h, hl)∩g(n, 1k, kl) by 4 of Proposition
3.3. Then g(n, 1h, hl) ∩ G
h
m = ∅, a contradiction to H(n, 1h, hl) ∩ G
h
m 6= ∅. Then
H(n, 1h, hl) ∩Ghm 6= ∅ implies g(n, 1h, hl) ⊂ G
h
m. Let
H ∗(1, h) = {H(n, 1h, hl) ∈ G (n, 1h) : H(n, 1h, hl) ⊂ G
h
m}.
Then O∗(1, h) = {g(n, 1h, hl) : l ∈ N} is a c.o.D family. Let Ohm = ∪O
∗(1, h).
Then, by induction, we have had a c.o.D family O∗(1, h), a c.D family H ∗(1, h)
and an Ohm for each h ∈ N . Let G (n,m, 0) = ∪hO
∗(1, h) and H (n,m, 0) =
∪hH ∗(1, h).
We call the above induction Operation O1 on H (m, 1) and G (m, 1).
Claim 4.1. 1. ∪G (n,m, 0) = Gm and g(n, h, k) is a c.o set in (X, ρ) for every
g(n, h, k) ∈ G (n,m, 0).
2. Every O∗(1, h) is c.o.D, and G (n,m, 0) = ∪hO∗(1, h) is c.o.D in (Gm, ρ).
3. H (n,m, 0) is a c.D family and g[n,H1m] = ∪{g(n, x) : x ∈ H
1
m} = Gm for
∪H (n,m, 0) = H1m.
4. Let g(ℓ, i′′, l′′) ⊂ Gm with ℓ ≥ n. Then there exists a g(n, i′, l′) ∈ G (n,m, 0)
such that g(ℓ, i′′, l′′) ⊂ g(n, i′, l′).
5. Let g(n, i, l) be the first member in G (n,m, 0) with ∆-order. Then
H(n, i, l) = H(n, 11, 11) ⊂ ∪H
∗(1, 1) ⊂ H0.
Proof. To see 1 pick an x ∈ Gm = ∪H (m, 1). Then there exists an H(n, 1′i, ih)
with x ∈ H(n, 1′i, ih). Case 1, i = 1. Then H(n, 11, 1e) ∈ H
∗(1, 1) and x ∈
H(n, 11, 1e) ⊂ O1m. Case 2, i > 1. Then 1k < 1
′
i < 1k+1. This implies x ∈ O
k
m, and
1′i = 1k+1 implies x ∈ O
k+1
m . And then it is easy to see that g(n, h, k) is a c.o set in
(X, ρ). This implies 1.
The proof of 2. Note that Okm ∩ O
k+1
m = ∅ and each O
∗(1, h) is a c.o.D family.
Then G (n,m, 0) is a c.o.D family in (X, ρ) since ∪G (n,m, 0) = Gm is a c.o set.
The proof of 4. Let H(n, i′, l′) ∩ Gm 6= ∅. Then g(n, i′, l′) ⊂ Gm by Fact 4.0.
Then H(n, i′, l′) ∈ H (m, 1). Then there exists an 1i with 1i ≤ i′ < 1i+1. If 1i = i′,
then g(n, 1i, il) = g(n, i
′, l′) for some il. If 1i < i
′, then i′ < 1i+1 and H(n, i
′, l′) ⊂
g(n, 1i, il) for some il by the definition of 1i. Then g(n, i
′, l′) ⊂ g(n, 1i, il).
Let ℓ > n. Then there exists an H(n, i′, l′) ∈ H (m, 1) with H(ℓ, i′′, l′′) ⊂
H(n, i′, l′). Then there exists a g(n, i∗, l∗) ∈ G (n,m, 0) such that H(n, i′, l′) ⊂
g(n, i∗, l∗). So g(ℓ, i′′, l′′) ⊂ g(n, i∗, l∗) by 4 and 5 of Proposition 3.3.
The proof of 5. Let g(n, i, l) ∈ G (n,m, 0) be the first member in G (n,m, 0).
Then H(n, i, l) ⊂ Gm = g(m, a∗, y0). Then i ≥ 11 since ∪H ∗(1, 1) ⊂ H0 and 11 is
the least number.
Suppose i > 11. Then H(n, i, l) is in the i’th line in the Figure II. It is a con-
tradiction since H(n, i, l) is the first member in G (n,m, 0) with ∆-order (following
the direction of arrow in the Figure II).
Then i = 11 and H(n, i, l) ⊂ ∪H ∗(1, 1) ⊂ H0. Then, in the first line, we have
H(n, i, l) = H(n, 1, 1) = H(n, 11, 11).

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Definition Ln. Call G (n) a least number cover ( Ln cover) on (n,B) (or
on B) if and only if G (n) and B satisfy 1, 2 and 4 of Claim 4.1.
It is easy to check the following fact.
Fact *. Let G (n) be a Ln cover on (n,B). Then G ′ is a Ln cover on (n,∪G ′) if
G ′ ⊂ G (n).
Definition Ln′. Let H be a closed set in (∪G ′, ρ) with H ∩H(n, i′, l′) 6= ∅ for
each g(n, i′, l′) ∈ G ′. Also call G ′ a Ln cover of (n,H) (or H).
Note Ln. Let H be a closed set in (X, ρ) and G (n,H) = {g(n, x) ∈ Gn : x ∈
H}. Then there exists G ′(n,H) ⊂ G (n,H) such that ∪G ′(n,H) = ∪G (n,H) and
G ′(n,H) is a Ln cover of (n,H) by 3 of Claim 4.1. Call G ′(n,H) a Ln subcover of
(n,H) also. Then ∪G ′(n,H) is c.o in (X, ρ).
Œ. ( Construction 4 is continued.) Assume that we have constructed a c.o.D
family G (na,m, 0) and a c.D family H (na,m, 0) in (X, ρ) such that Claim 4.1. In
the following, we construct the next Ln cover by induction. To do it let b = a+ 1
and nb = na + 1.
Take a g(na, aj , jh) ∈ G (na,m, 0). For H(n, i, il) ∈ H (m, 1), let H(n, b
′
i, il) =
H(n, i, il) ∩ g(na, aj , jh) if H(n, i, il) ∩ g(na, aj , jh) 6= ∅, and let
H (n, aj , jh) = {H(n, b
′
i, il) = H(n, i, il) ∩ g(na, aj, jh) : H(n, i, il) ∈ H (m, 1)}.
Then b′1 < b
′
2 < ... < b
′
i < ... by ∆-order of H (m, 1). Let
H ′(nb, aj, jh) = {H(nb, bi, ik) ∈ Hnb : H(nb, bi, ik) ⊂ g(na, aj , jh)}.
Then ∪H ′(nb, aj , jh) = ∪G ′(nb, aj, jh) = g(na, aj , jh). Give H ′(nb, aj , jh) a ∆-
order as a subsequence of Hnb . Then we have the following claim.
Claim 4.2. Let H(nb, b
1
1, 1e) be the first member in H
′(nb, aj , jh) with ∆-order,
and H(n, b′1, 1l) be the first member in H (n, aj , jh) with ∆-order. Then:
1. H(nb, b
1
1, 1e) ⊂ H(na, aj , jh) ⊂ H(n, b
′
1, 1l).
2. b′1 is the least number in H (n, aj , jh), and b
1
1 is the least number in H
′(nb, aj , jh)
with b′1 < aj < b
1
1.
Proof. At first, we proveH(na, aj, jh) ⊂ H(n, b′1, 1
′
l) for the first memberH(n, b
′
1, 1
′
l) ∈
H (n, aj , jh). To do it Suppose H(na, aj, jh) ⊂ H(n, b1, 1l) with b′1 6= b1.
Then H(na, aj , jh) ⊂ H(n, b1, 1l) implies g(na, aj, jh) ⊂ g(n, b1, 1l) since n < na.
ThenH(n, b′1, 1
′
l)∩g(n, b1, 1l) 6= ∅. Then b
′
1 6= b1 implies b1 < b
′
1 by 6
′ of Proposition
3.3. It is a contradiction to the definition of b′1. Then b1 = b
′
1.
On the other hand, 1′l 6= 1l implies g(n, b
′
1, 1
′
l) ∩ g(n, b
′
1, 1l) = ∅ since G (n, b
′
1) is
discrete by 7 of Proposition 3.3. ThenH(n, b′1, 1
′
l)∩g(na, aj , jh) = ∅, a contradiction
to H(n, b′1, 1
′
l) ∈ H (n, aj , jh). This implies H(na, aj, jh) ⊂ H(n, b1, 1l).
We proveH(nb, b
1
1, 1e) ⊂ H(na, aj , jh). To do it take the first memberH(nb, b
1
1, 1e)
from H ′(nb, aj , jh).
Replace H0 with H(n, b1, 1l), ∪H ∗(1, 1) with H(na, aj , jh), and G (n,m, 0) with
G ′(nb, aj , jh) in 5 of Claim 4.1. Here
H ′(nb, aj, jh) = {g(nb, x) ∈ G (nb,m, 0) : g(nb, x) ⊂ g(na, aj , jh)}.
Then, by 5 of Claim 4.1, we haveH(nb, b
1
1, 1e) ⊂ H(na, aj , jh) ⊂ H(n, b
′
1, 1l). Then,
by 4 of Proposition 3.1, b′1 < aj < b
1
1 since nb > na > n ≥ m. 
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Construction 4 is continued. Take G ′(nb, aj , jh) and H ′(nb, aj , jh). Then
H ′(nb, aj , jh) = {H(nb, bi, ik) ∈ Hnb : i, k ∈ N},
∪H ′(nb, aj , jh) = ∪G
′(nb, aj , jh) = g(na, aj , jh) and b1 < b2 < ... < bi < ....
Replace n with nb, Gm with g(na, aj , jh), and H (m, 1) with H ′(nb, aj , jh) in
operation O1. Then Condition of Operation O1 is satisfied. Then we have the
following claim.
Claim 4.3. 1. G (nb, aj , jh) is a Ln cover on g(na, aj , jh) for every g(na, aj , jh) ∈
G (na,m, 0).
2. H (nb, aj , jh) is a c.D family in (Gm, ρ).
3. Let ∪H (nb, aj , jh) = H. Then g[nb, H ] = ∪G (nb, aj, jh) = g(na, aj , jh).
4. Let g(ℓ, i′, l′) ⊂ Gm with ℓ ≥ nb. Then there exists a g(nb, i∗, l∗) ∈ G (nb,m, 0)
such that g(ℓ, i′, l′) ⊂ g(nb, i
∗, l∗).
5. G (nb,m, 0) = ∪{G (nb, aj , jh) : g(na, aj , jh) ∈ G (na,m, 0)} is a Ln cover on
Gm.
Proof. Note 2 of Claim 4.1. Then G (nb, aj , jh) = ∪{G (nb, bk, k) : k ∈ N} is a c.o.D
family in (X, ρ). Then ∪G (nb, aj , jh) = g(na, aj , jh) by 1 of Claim 4.1 if we replace
Gm with g(na, aj , jh). Then G (nb, aj , jh) is a Ln cover on g(na, aj , jh) by 1,2 and
4 of Claim 4.1. Then 2 is a corollary of 1.
To prove 3, replace ∪H (n,m, 0) = H1m with ∪H (nb, aj , jh) = H in 3 of Claim
4.1. Then g[nb, H ] = ∪G (nb, aj , jh) = g(na, aj, jh).
We prove 4 by induction. Note g(ℓ, i′, l′) ⊂ Gm for ℓ ≥ m. Assume that
g(ℓ, i′, l′) ⊂ Gm with ℓ ≥ na implies g(ℓ, i′, l′) ⊂ g(na, aj, jh) for some g(na, aj , jh) ∈
G (na,m, 0).
Let g(ℓ, i′, l′) ⊂ Gm with ℓ ≥ nb. Then there exists a g(na, aj , jh) ∈ G (na,m, 0)
such that g(ℓ, i′, l′) ⊂ g(na, aj , jh) by inductive assumption. Note g(ℓ, i′, l′) ⊂
g(na, aj , jh) and G (nb, aj , jh) is a Ln cover on g(na, aj , jh). Then there exists a
g(nb, i
∗, l∗) ∈ G (nb, aj , jh) ⊂ G (nb,m, 0) such that g(ℓ, i′, l′) ⊂ g(nb, i∗, l∗) by the
definition of Ln cover since G (nb, aj , jh) is a Ln cover of g(na, aj , jh). This implies
4.
Note G (na,m, 0) is a c.o.D family by inductive assumption. Then G (nb,m, 0) is
a c.o.D family in (Gm, ρ). So G (nb,m, 0) is a Ln cover on (nb, Gm). 
Note Æ and Œ. We have completed induction on b ∈ N . Let nb = na + 1 and
G(n,m,L) = {G (ni,m, 0) : ni ≥ n}.
Then we have proved the following claim.
Claim 4.4. 1. G(n,m,L) is a Ln covers sequence on Gm.
2. Every G (nb,m, 0) is a Ln cover on Gm.
3. Every H (nb,m, 0) is a c.D family in (Gm, ρ).
4. For every g(na, i, j) ∈ G (na,m, 0), there exists a family G (nb, i, j) ⊂ G (nb,m, 0),
∪G (nb, i, j) = g(na, i, j) and [∪(G (nb,m, 0)− G (nb, i, j))] ∩ g(na, i, j) = ∅.
5. Let H(ℓ, i′, l′) ∩ Gm 6= ∅ with ℓ ≥ nb. Then there exists a g(nb, i∗, l∗) ∈
G (nb,m, 0) such that g(ℓ, i′, l′) ⊂ g(nb, i∗, l∗).
This completes Construction 4.
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In the following, we describe a Ln cover by coordinates. To do it let G (n,m, 0) ∈
G(n,m,L). Then ∪G (n,m, 0) = Gm. Note, by Operation O1, H (n,m, 0) =
∪hH ∗(1, h) and H ∗(1, h) = {H(n, 1h, hl) ∈ H (n, h) : H(n, 1h, hl) ⊂ Ghm}.
A. Take H ∗(1, 1). Note the definition of g(n, i, l). Let 11 be the least number
and a1 = n+ 11. Take g(n, 11, 1l) ∈ O∗(1, 1). Let 1′ = 11. Then
g(n, 11, 1l) = [q11 , q11a1)× ...× [q1n , q1na1)× [ql1 , ql1a1)× ...× [ql1′ , ql1′a1)×Xa1 .
Then O∗(1, 1) = {g(n, 11, 1l) : l ∈ N}.
B. Assume O∗(1, k) = {g(n, 1k, kl) : l ∈ N} with ak = n+1k. Take H
∗(1, h) for
h = k+1 in Operation O1. Let h′ = n+1h, g(n, 1h, hl) ∈ O∗(1, h) and ah = n+1h.
Then ah > ak > a1 and
g(n, 1h, hl) = [qh1 , qh1ah)× ...× [qhn , qhnah)× [qℓ1 , qℓ1ah)× ...× [qℓh′ , qℓh′ah)×Xah .
Then O∗(1, h) = {g(n, 1h, hl) : l ∈ N} is c.o.D in (X, ρ). Then, by induction on N ,
we have O∗(1, h) for every h ∈ N .
Take Q∗ah from Proposition 2.2. Note m
2 = m + a∗ for Gm = g(m, a
∗, y0). Let
j ≤ n and
I (j,Gm) = {[qhj , qhjah) : qhj ∈ Q
∗
ah
∩ [qij , qijm2)}.
Then ∪I (n,Gm) = [qij , qijm2) and I (j,Gm) is c.o.D in (Q, ρ) for j < n by 3 of
Proposition 2.2.
Let g(n, 1h, hl) ∈ O∗(1, h), J(n, 1h, hl) = [qℓ1 , qℓ1ah) × ... × [qℓh′ , qℓh′ah) × Xah
and
J (1h, Gm) = {J(n, 1h, hl) : l ∈ N}.
Then, for every h ∈ N , we have ∪J (1h, Gm) = J(m, a
∗, y0) since
Gm = I(m, a
∗, y0)× J(m, a
∗, y0).
Then we have the following Proposition.
Proposition 4.5. Let m2 = m+ a∗ and G (n,m, 0) = ∪hG ∗(1, h) be a Ln cover on
Gm and Gm = [qi1 , qi1m2)× ...× [qim , qimm2)× [ql1 , ql1m2)× ...× [ql1′ , ql1′m2)×Xm2 .
1. Let J (1h, Gm) = {J(n, 1h, hl) : g(n, 1h, hl) ∈ G ∗(1, h)} for every h ∈ N .
Then ∪J (1h, Gm) = J(m, a∗, y0) and J (1h, Gm) is c.o.D in (J(m, a∗, y0), ρ).
2. Let j ≤ m and I (j,Gm) = {[qhj , qhjah) : g(n, 1h, hl) ∈ G (n,m, 0)}. Then
∪I (j,Gm) = [qij , qijm2) for j ≤ m, and I (j,Gm) is c.o.D in (Q, ρ).
Note 4.6. When g(na, i, j) ∈ G (na,m, 0) with b > a, let
G (nb, i, j) = {g(nb, i
′, j′) ∈ G (nb,m, 0) : g(nb, i
′, j′) ⊂ g(na, i, j)} and
H (nb, i, j) = {H(nb, i
′, j′) ∈ H (nb,m, 0) : g(nb, i
′, j′) ∈ G (nb, i, j)}.
Then G (nb, i, j) is a Ln cover on (nb, g(na, i, j)). Both G (nb, i, j) and H (nb, i, j)
are used always throughout this paper for g(na, i, j). Then we may replace Gm with
g(na, i, j), and G (nb, i, j) = ∪hG (nb, h) in Proposition 4.5. We have the following
corollary.
Corollary 4.6. Let G (nb, i, j) = ∪hG (nb, h) be a Ln cover on g(na, i, j).
1. Let J (1h, nb) = {J(nb, 1h, hl) : g(nb, 1h, hl) ∈ G (nb, h)} for every h ∈ N .
Then ∪J (1h, nb) = J(na, i, j) and J (1h, nb) is c.o.D in (J(na, i, j), ρ).
2. Let l ≤ na, ah = nb + 1h, c = na + i for g(na, i, j) and I (l, g(na, i, j)) =
{[qhl , qhlah) : g(nb, 1h, hl) ∈ G (nb, h)}. Then ∪I (l, g(na, i, j)) = [qil , qilc) for l ≤
na, and I (l, g(na, i, j)) is c.o.D in (Q, ρ).
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Note 4.7. Note G (nb, i, j) = ∪hG (nb, h) if g(na, i, j) ∈ G (na,m, 0) with b > a
by Corollary 4.6. Let
G (nb, i, j,Ha) = {g(nb, 1h, hl) ∈ G (nb, i, j) : H(nb, 1h, hl) ⊂ H(na, i, j)} and
H (nb, i, j,Ha) = {H(nb, 1h, hl) ∈ H (nb, i, j) : g(nb, 1h, hl) ∈ G (nb, i, j,Ha)}.
Then G (nb, i, j,Ha) is a Ln cover of H(na, i, j). Let
G (nb, Ha, 1h) = {g(nb, 1h, hl) ∈ G (nb, h) : H(nb, 1h, hl) ⊂ H(na, i, j)} and
H (nb, Ha, 1h) = {H(nb, 1h, hl) : g(nb, 1h, hl) ∈ G (nb, Ha, 1h)}.
Corollary 4.7. 1. G (nb, i, j,Ha) = ∪hG (nb, Ha, 1h) is a Ln cover of H(na, i, j).
2. G (nb, Ha, 1h) is a Ln cover of H(na, i, j) ∩H(nb, 1h) for every h ∈ N .
We use Ln covers sequence G(n,m,L) = {G (ni,m, 0) : ni ≥ n} on Gm to prove
the following proposition.
Proposition 4.8. Let H(n, i∗, l∗) ⊂ Gm. Then there exists an a ∈ N and a family
G (a, i∗, l∗) ⊂ G (a,m, 0) such that ∪H (a, i∗, l∗) ⊂ H(n, i∗, l∗) ⊂ ∪G (a, i∗, l∗).
Proof. Let H(n, i∗, l∗) ∩ g(n, h, k) 6= ∅, H(n, i∗, l∗) ∩H(n, h, k) = ∅ and
G (ℓ, n, h, k) = {g(ℓ, h′, k′) ∈ G (ℓ,m, 0) : g(ℓ, h′, k′) ∩H(n, h, k) 6= ∅}.
We prove that there exists an ah with H(n, i
∗, l∗) ∩ [∪G (ℓ, n, h, k)] = ∅ for each
ℓ ≥ ah.
At first, H(n, i∗, l∗) ∩ g(n, h, k) 6= ∅ and H(n, i∗, l∗) ∩ H(n, h, k) = ∅ implies
i∗ > h by 6′ of Proposition 3.3. Note that H(n, i∗, l∗) ∩ g(n, h, k) 6= ∅ implies
g(n, i∗, l∗) ⊂ g(n, h, k) by 4 of Proposition 3.3. Let G (n, f) = {g(n, h, k) ∈ Gn :
H(n, i∗, l∗) ∩ g(n, h, k) 6= ∅ and H(n, i∗, l∗) ∩ H(n, h, k) = ∅}. Then G (n, f) =
{g(n, hi, ki) : hi < i∗} is finite by 7 and 8 of Proposition 3.3.
And then, πj [H(n, i
∗, l∗)] = {qi∗
j
} and πj [H(n, h, k)] = {qhj} with qi∗j 6= qhj for
some j ≤ n. Here πj is a projection from X to Qj = Q.
Suppose qi∗
j
= qhj for each j ≤ n. Then P (n, i
∗) = P (n, h). Then H(n, i∗, l∗) ∩
H(n, h, k) = ∅ implies J(n, i∗, l∗) ∩ J(n, h, k) = ∅. So g(n, i∗, l∗) ∩ g(n, h, k) = ∅, a
contradiction to H(n, i∗, l∗) ∩ g(n, h, k) 6= ∅.
Let qi∗
j
6= qhj . Then qi∗j /∈ [qhj , qhjai) for some ai. Pick an ℓ ≥ ai. Let x ∈
H(ℓ, h′, k′) ⊂ H(n, h, k). Then H(n, i∗, l∗) ∩ g(ℓ, x) = H(n, i∗, l∗) ∩ g(ℓ, h′, k′) = ∅
since qi∗
j
/∈ [qhj , qhja′) = πj [g(ℓ, x)] with a
′ = ℓ + h′ > ai. Then H(n, i
∗, l∗) ∩
[∪G (ℓ, n, h, k)] = ∅ for each ℓ ≥ ai.
Let a = max{ai : hi < i∗}. Take G (a, n, i∗, l∗). ThenH(n, i∗, l∗) ⊂ ∪G (a, n, i∗, l∗)
since G (a,m, 0) ∈ G(n,m,L). Take a g(a, i, l) ∈ G (a, n, i∗, l∗). Then g(a, i, l) ∩
H(n, i∗, l∗) 6= ∅. Let H(a, i, l) ⊂ H(n, ia, la). Then g(n, ia, la) ∩ H(n, i∗, l∗) 6= ∅.
Then g(n, i∗, l∗) ⊂ g(n, ia, la).
Suppose H(n, i∗, l∗) ∩H(n, ia, la) = ∅. Then g(n, ia, la) = g(n, hi, ki) ∈ G (n, f)
for some hi < i
∗. Then, for each ℓ ≥ ai,
H(n, i∗, l∗) ∩ [∪G (ℓ, n, ia, la)] = H(n, i
∗, l∗) ∩ [∪G (ℓ, n, hi, ki)] = ∅.
Then H(n, i∗, l∗)∩[∪G (a, n, ia, la)] = ∅ for a ≥ ai. Note H(a, i, l) ⊂ H(n, ia, la) and
g(a, i, l) ∈ G (a,m, 0) since g(a, i, l) ∈ G (a, n, i∗, l∗). Then g(a, i, l) ∈ G (a, n, ia, la).
Then g(a, i, l) ∩ H(n, i∗, l∗) = ∅, a contradiction to g(a, i, l) ∈ G (a, n, i∗, l∗) and
g(a, i, l) ∩H(n, i∗, l∗) 6= ∅.
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So H(n, i∗, l∗) ∩ H(n, ia, la) 6= ∅. Then H(n, i∗, l∗) = H(n, ia, la). Then, for
each g(a, i, l) ∈ G (a, n, i∗, l∗), we have H(a, i, l) ⊂ H(n, i∗, l∗). So ∪H (a, i∗, l∗) ⊂
H(n, i∗, l∗) ⊂ ∪G (a, n, i∗, l∗). Then G (a, n, i∗, l∗) = G (a, i∗, l∗) is desired. 
Corollary 4.9. Let H(n∗, i∗, l∗) ⊂ Gm with n∗ ≥ n. Then there exists a k ∈ N
and a family G (k, i∗, l∗) ⊂ G (k,m, 0) such that ∪H (k, i∗, l∗) ⊂ H(n∗, i∗, l∗) ⊂
∪G (k, i∗, l∗).
Proof. Let H(n∗, i∗, l∗) ⊂ Gm. Then H(n∗, i∗, l∗) ⊂ ∪G (n∗, n∗, i∗, l∗). Then
G (n∗, n∗, i∗, l∗) = {g(n∗, i′, l′)} by 5 of Claim 4.4. If H(n∗, i′, l′) = H(n∗, i∗, l∗),
then G (n∗, n∗, i∗, l∗) is desired. If H(n∗, i′, l′) 6= H(n∗, i∗, l∗), then H(n∗, i′, l′) ∩
H(n∗, i∗, l∗) = ∅ and H(n∗, i∗, l∗) ⊂ g(n∗, i′, l′). We consider Ln covers sequence
on Gm ∩ g(n
∗, i′, l′):
G (n∗,m, 0)|g(n∗, i′, l′), G (n∗ + 1,m, 0)|g(n∗, i′, l′), G (n∗ + 2,m, 0)|g(n∗, i′, l′), ....
Then, by Proposition 4.8, there exists a k ∈ N and a family
G (k, n∗, i∗, l∗)|g(n∗, i′, l′) ⊂ G (k,m, 0)|g(n∗, i′, l′) such that
∪[H (k, n∗, i∗, l∗)|g(n∗, i′, l′)] ⊂ H(n∗, i∗, l∗) ⊂ ∪[G (k, n∗, i∗, l∗)|g(n∗, i′, l′)].
Note G (k, n∗, i∗, l∗)|g(n∗, i′, l′) = G (k, n∗, i∗, l∗) ⊂ G (k,m, 0). Then
G (k, n∗, i∗, l∗)|g(n∗, i′, l′) = G (k, n∗, i∗, l∗) = G (k, i∗, l∗) is desired. 
Professor Gary Gruenhage went through the primitive paper, and told us that
some sections are too complicated and too hard to understand. So we are going to
rewriting the paper from Section 5.
5. To construct a Ln cover on gc(n, i, l)−H
In order to construct holes in neighborhoods, we have to construct a Ln covers
on g(n, i, l)−H also.
Let family H with ∆-order and H ′ ⊂ H . Call H ′ with ∆-order if H ′ as a
subsequence of H . We always use H ′ with ∆-order throughout this paper.
Proposition 5.1. Fix an n ∈ N and an m < n. Then, for arbitrary g(n, i, l) ∈
Gn, there exists c ∈ N such that k > c and H(m, k, h) ∩ g(n, i, l) 6= ∅ implies
g(m, k, h) ⊂ g(n, i, l).
Proof. 1. Let g(n, i, l) = [qi1 , qi1a)× ...× [qin, qina)× [ql1 , ql1a)× ...× [qli, qlia)×Xn+i
and c1 = a. Assume qij ∈ Sh′j for 1 ≤ j ≤ n, and qlj ∈ Sh′n+j for 1 ≤ j ≤ i. Let
h′ = max{h′j : 1 ≤ j ≤ n + i}. Then qij ∈ Sh′j implies qij = qℓjk2j ∈ Sh
′
j
(qℓj ) for
some qℓj ∈ Sℓ∗j with ℓ
∗
j ≤ h
′− 1. So do qlj ∈ Sh′n+j for 1 ≤ j ≤ i. If qij = q1 = 0 for
some j, let k2j = 0.
2. Let c2 = max{k
2
j : 1 ≤ j ≤ n + i}. Then, for each j, qℓj ∈ Sl∗j implies
qℓj = qmjk3j ∈ Sl
∗
j
(qmj ) for some qmj ∈ Sm∗j with m
∗
j ≤ l
∗
j − 1 ≤ h
′ − 2. If
qℓj = q1 = 0 for some j, let k
3
j = 0.
3. Let c3 = max{k
3
j : 1 ≤ j ≤ n + i}. Note h
′ is finite. Then, by finite
induction at most h′ times, we have c1, c2, ..., ch′ . Let c = max{ci : i ≤ h′}. Then
qij , qℓj , ..., qlj in Q
∗
c for j ≤ n + i. Let I (n, i, l) be the family of all [qℓj , qℓjc)’s,...,
[qij , qijc)’s and [qlj , qljc)’s for j ≤ n + i. Then I (n, i, l) ⊂ Ic by 2 of Proposition
2.2.
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Let H(m, k, h) ∈ Hm with H(m, k, h) ∩ g(n, i, l) 6= ∅, k > c, b = m+ k and
H(m, k, h) = {qk1} × ...× {qkm} × [qh1 , qh1b)× ...× [qhk , qhkb)×Xb.
Case 1. 1 ≤ j ≤ m. H(m, k, h)∩g(n, i, l) 6= ∅ implies qkj ∈ [qij , qija). k > c ≥ c1
implies b = m+k > k > c ≥ a. If qkj = qij , then [qkj , qkjb) ⊂ [qij , qijc) ⊂ [qij , qija).
If qkj 6= qij , then qkj ∈ (qij , qija). Then [qkj , qkjb) ⊂ [qij , qijc) ⊂ [qij , qija) by 1 of
Proposition 3.2.
Case 2. m < j ≤ n. Then b = m+k > k > c ≥ a. Let [qhj , qhjb)∩[qij , qija) 6= ∅.
Suppose qhj /∈ [qij , qija). Then qhj < qij or qija < qhj .
Subcase 2.1. qija < qhj . Then [qij , qija) ∩ [qhj , qhjb) = ∅. It is a contradiction
to [qhj , qhjb) ∩ [qij , qija) 6= ∅.
Subcase 2.2. qhj < qij . (We want to know qhjb < qija or qija < qhjb.)
(a). qij = qℓjk2j ∈ Sh
′
j
(qℓj ) for some qℓj ∈ Sℓ∗j . Then qℓj < qij .
And then qℓj = qmjk3j ∈ Sl
∗
j
(qmj ) for some qmj ∈ Sm∗j . Then qmj < qℓj .
(b). Note that qij ∈ Sh′j and h
′ is finite. Let qhj ∈ Sh∗j−1.
If h∗j − 1 ≥ h
′
j , then qhj < qij implies [qhj , qhj ,0) ∩ [qij , qij ,0) = ∅ by (1) and
(2) of B in Construction 1. It is a contradiction to [qhj , qhjb) ∩ [qij , qija) 6= ∅. So
h∗j − 1 < h
′
j by Construction 1 since qij ∈ Sh′j and qhj /∈ [qij , qija). Then h
∗
j ≤ h
′
j
and qhjb ∈ Sh∗j (qhj ). Then there is a p ∈ N such that p < h
′ and c ≥ cp ≥ k
p
j , and
there is a qm′
j
∈ Sh∗
j
−1 such that qm′
j
< qm′
j
k
p
j
= qmj < ... < qℓj < qij .
Subcase (b1). qhj 6= qm′j . Then qhj0 ≤ qm′j by (2) of B in Construction 1
since both qhj and qm′j are in Sh∗j−1 with qhj < qij . Then [qhj , qhjb)∩ [qij , qija) = ∅
since qhj0 ≤ qm′j < qm′jk
p
j
= qmj < ... < qℓj < qij . It is a contradiction to
[qhj , qhjb) ∩ [qij , qija) 6= ∅.
Subcase (b2). qhj = qm′j . Note b > c ≥ cp ≥ k
p
j . Then it is easy to see that
qhjb < qhjkpj = qm′jk
p
j
= qmj < ... < qℓj < qij . Then [qhj , qhjb) ∩ [qij , qija) = ∅. It is
a contradiction to [qhj , qhjb) ∩ [qij , qija) 6= ∅.
Summarizing Subcase 2.1, Subcase (b1) and Subcase (b2), then qhj < qij implies
qhjb < qij . It is a contradiction to [qhj , qhjb) ∩ [qij , qija) 6= ∅.
Then we have qhj ∈ [qij , qija). Then b > a implies [qhj , qhjb) ⊂ [qij , qija). This
complete a proof of Case 2.
We use the above Case 2 throughout this paper.
Case 3, n < j ≤ n+ i. Note b = m+k > k > c > a. So [qhj , qhjb)∩ [qlj , qlja) 6= ∅
implies [qhj , qhjb) ⊂ [qlj , qljc) ⊂ [qlj , qlja) by 5 of Proposition 2.2.
Case 4, a = n+ i < j ≤ m+ k. Then [qhj , qhjb) ⊂ [0, 1). 
Corollary 5.2. Fix an n ∈ N and an m < n. Then for arbitrary g(n, i, l) ∈ Gn,
there exists at most finitely many k’s such that H(m, k, h) ∩ g(n, i, l) 6= ∅ and
g(m, k, h)− g(n, i, l) 6= ∅.
Note*. By Proposition 5.1 and 5.2, we can construct a Ln cover G (m, i, l)
on g(n, i, l) − ∪i≤ℓH(mi, ki) with mi < n in the following Construction 5. Let
H(n, i, l) ⊂ ... ⊂ H(1, i1, l1) with H(n, i, l) ⊂ g(n, i, l). Then, by Proposition 5.1,
there is a c ∈ N such that g(1, k, h) ⊂ g(n, i, l) if H(1, k, h) ∩ g(n, i, l) 6= ∅ with
k > c. Note H(m, k, h) = {qk1}× ...×{qkm}× [qh1 , qh1b)× ...× [qhk , qhkb)×Xb. Let
πaa+b[H(m, k, h)] = πa[H(m, k, h)]× ...× πb[H(m, k, h)].
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Then π1m[H(m, k, h)] = {qk1}×...×{qkm} = {(qk1 , ..., qkm)}. Denote π
1
m[H(m, k, h)]
by (qk1 , ..., qkm) if π
1
m[H(m, k, h)] is a point. Then we have
π2m+k[H(m, k, h)] = {qk2} × ...× {qkm} × ...× [qh1 , qh1b)× ...× [qhk , qhkb) and
πm+1m+k[H(m, k, h)] = [qh1 , qh1b)× ...× [qhk , qhkb).
Let Ic(n, i, l) = [qi1 , qi1c)× ...× [qin , qinc), J(n, i, l) = [ql1 , ql1a)× ...× [qli , qlia)×Xa
and gc(n, i, l) = Ic(n, i, l)× J(n, i, l).
Corollary 5.3. Let ℓ ≤ m ≤ n, g(n, i, l) ∈ Gn and gc(n, i, l) = Ic(n, i, l)×J(n, i, l).
1. If H(ℓ, k, h) ∩ gc(n, i, l) 6= ∅ with k > c, then g(ℓ, k, h) ⊂ gc(n, i, l).
2. If H(m, k, h)∩gc(n, i, l) 6= ∅ with H(m, k, h)∩H(ℓ, iℓ, lℓ) = ∅ and H(n, i, l) ⊂
H(ℓ, iℓ, lℓ), then g(m, k, h) ⊂ gc(n, i, l) and
gc(n, i, l)−H(ℓ, iℓ, lℓ)
= ∪ {H(m, k, h) : H(m, k, h) ∩H(ℓ, iℓ, lℓ) = ∅ and H(n, i, l) ⊂ H(ℓ, iℓ, lℓ)}
= ∪ {g(m, k, h) : H(m, k, h) ∩H(ℓ, iℓ, lℓ) = ∅ and H(n, i, l) ⊂ H(ℓ, iℓ, lℓ)}.
Proof. To check 1 let H(ℓ, k, h) ∩ gc(n, i, l) 6= ∅ with k > c for arbitrary ℓ ∈ N .
Let j ≤ ℓ. Then πj [H(ℓ, k, h)] = qkj ∈ [qij , qijc). Then b = ℓ + k > k > c implies
[qkj , qkjb) ⊂ [qij , qijc) by 3 of Proposition 3.2 for j ≤ ℓ. Then, in the same way as
Proposition 5.1, we can prove g(ℓ, k, h) ⊂ gc(n, i, l) by four Cases in the proof of
Proposition 5.1. This implies 1.
proof of 2. Let H(m, k, h) ∩ gc(n, i, l) 6= ∅, ℓ ≤ m ≤ n and H(m, k, h) ⊂
H(ℓ, kℓ, hℓ) for some H(ℓ, kℓ, hℓ). Note gc(n, i, l) ⊂ g(n, i, l) ⊂ g(ℓ, iℓ, lℓ) and
H(ℓ, kℓ, hℓ) ∩ H(ℓ, iℓ, lℓ) = ∅. Then we have H(ℓ, kℓ, hℓ) ∩ g(ℓ, iℓ, lℓ) 6= ∅. Then
kℓ > iℓ by 6
′ of Proposition 3.3. Then k ≥ kℓ > iℓ since H(m, k, h) ⊂ H(ℓ, kℓ, hℓ)
by 4 of Proposition 3.1. Then, by kℓ > iℓ, we have
π1ℓ [H(m, k, h)] = (qk′1 , qk′2 , ..., qk′ℓ) 6= (qi′1 , qi′2 , ..., qi′ℓ) = π
1
ℓ [H(ℓ, iℓ, lℓ)].
Then there exists a j ≤ ℓ with qk′
j
6= qi′
j
. Then, for j ≤ ℓ, πj [H(ℓ, kℓ, hℓ)] =
qk′
j
6= qi′
j
and πj [H(ℓ, kℓ, hℓ)] = qk′
j
∈ (qi′
j
, qi′
j
c) since H(ℓ, kℓ, hℓ) ∩ g(ℓ, iℓ, lℓ) 6= ∅.
Then kℓ ≥ k
′
j by 5 of Proposition 3.1, and k
′
j > c by 1 of Proposition 3.2. Then
g(ℓ, kℓ, hℓ) ⊂ gc(n, i, l) since kℓ ≥ k′j > c and H(ℓ, kℓ, hℓ) ∩ gc(n, i, l) 6= ∅ by the
above 1. Then g(m, k, h) ⊂ g(ℓ, kℓ, hℓ) ⊂ gc(n, i, l) by 5 of Proposition 3.3 since
H(m, k, h) ⊂ H(ℓ, kℓ, hℓ). 
Call c on (g(n, i, l),m).
To construct a Ln cover of g(n, i, l)−H , we take H(n, i, l) ⊂ g(n, i, l).
Construction 5.
Conditions. 1. H(n, i, l) ⊂ ... ⊂ H(m, k, h) ⊂ ... ⊂ H(2, i2, l2) ⊂ H(1, i1, l1).
2. H(n, i, l) ⊂ g(n, i, l).
Let H ∗(m,n, 1) = {H(m, k′, h′) ∈ Hm : H(m, k
′, h′) ∩ g(n, i, l) 6= ∅ and
g(m, k′, h′)− g(n, i, l) 6= ∅}.
Then H(m, k, h) ∈ H ∗(m,n, 1) since H(n, i, l) ⊂ H(m, k, h). Let
H (m, k′i) = {H(m, k
′
i, il) ∈ H
∗(m,n, 1) : H(m, k′i, il) ⊂ H(m, k
′
i)}
20 HUAIPENG CHEN∗ AND BOSEN WANG∗∗∗
and H ′(m, k′i) = ∪H (m, k
′
i). Then H
′(m,n, 1) = {H ′(m, k′j) : j ≤ k(m)} is finite
by Corollary 5.2. Let
H ′(m, kj , hj) = H
′(m, k′j) ∩ g(n, i, l) for 1 ≤ j ≤ k(m),
H (m,n, f) = {H ′(m, kj , hj) : 1 ≤ j ≤ k(m)},
O(m,n, 1) = g(n, i, l)− ∪H (m,n, f),
G (m,n, 1) = {g(m, 1′i, ih) ∈ Gm : g(m, 1
′
i, ih) ⊂ O(m,n, 1)} and
H (m,n, 1) = {H(m, 1′i, ih) ∈ Hm : g(m, 1
′
i, ih) ∈ G (m,n, 1)}.
Then ∪G (m,n, 1) = ∪H (m,n, 1) = O(m,n, 1) and Clρ(∪G (m,n, 1)) = g(n, i, l)
by Corollary 5.2.
Fact 5.4. ∪G (m,n, 1) = ∪H (m,n, 1) = O(m,n, 1).
Proof. Pick an x ∈ g(n, i, l) − ∪H (m,n, f). Then there exists an H(m, k∗, l∗) ∈
Hm with x ∈ H(m, k
∗, l∗). Then H(m, k∗, l∗) ∩ g(n, i, l) 6= ∅. Then we have
H(m, k∗, l∗) ⊂ g(n, i, l) ⊂ g(m, k, h) since H(m, k∗, l∗) ∩ [∪H (m,n, f)] = ∅. Sup-
pose g(m, k∗, l∗) ∩ H(m,hj , kj) 6= ∅ for some H(m,hj , kj) ⊂ H ′(m,hj , kj) ∈
H (m,n, f). Then hj > k∗ by 6′ of Proposition 3.3 and g(m,hj, kj)− g(n, i, l) 6= ∅
by the definition of H (m,n, f). Then g(m,hj, kj) ⊂ g(m, k∗, l∗) by 4 of Proposition
3.3. Then g(m, k∗, l∗)−g(n, i, l) 6= ∅, a contradiction to H(m, k∗, l∗) /∈ H (m,n, f).
So g(m, k∗, l∗) ∩ [∪H (m,n, f)] = ∅. Then g(m, k∗, l∗) ⊂ O(m,n, 1). 
We construct a Ln cover G (m,n, ∗) on (m,O(m,n, 1)) such that ∪G (m,n, ∗) =
∪G (m,n, 1) by induction. Note 1′1 < 1
′
2 < ... < 1
′
i < ....
A. Take the least number 1′1 and denote 1
′
1 by 11. Let
G (m,n, 11) = {g(m, 11, 1e) : g(m, 11, 1e) ∈ G (m,n, 1)} = {g(m, 11, 1e) : e ∈ N}.
Then G (m,n, 11) is c.o.D family in (X, ρ) by 7 of Proposition 3.3. Let
H (m,n, 11) = {H(m, 11, 1e) : e ∈ N}.
B. Assume we have had G (m,n, 1i) and H (m,n, 1i) for i < k. Let Ok =
∪i<k ∪ G (m,n, 1i).
Case 1,H(m, 1′i, ih)−Ok = ∅ for eachH(m, 1
′
i, ih) ∈ H (m,n, 1). Let G (m,n, ∗) =
∪i<kG (m,n, 1i) and H (m,n, ∗) = ∪i<kH (m,n, 1i).
Case 2, H(m, 1′i, ih)−Ok 6= ∅ for some H(m, 1
′
i, ih) ∈ H (m,n, 1). Let
1k = min{1
′
i : H(m, 1
′
i, ih)−Ok 6= ∅}.
Note, for some g(m, 1j, ℓ) ∈ ∪i<kG (m,n, 1i), H(m, 1k, kh) ∩ g(m, 1j, ℓ) 6= ∅ im-
plies H(m, 1k, kh) ⊂ g(m, 1k, kh) ⊂ g(m, 1j, ℓ) ⊂ Ok, a contradiction. Then
H(m, 1k, kh) − Ok 6= ∅ implies H(m, 1k, kh) ∩ Ok = ∅. Note 1k > 1j for each
g(m, 1j, ℓ) ∈ ∪i<kG (m,n, 1i). Then g(m, 1k, kh) ∩Ok = ∅ by 8 of Proposition 3.3.
Let G (m,n, 1k) = {g(m, 1k, kh) : H(m, 1k, kh) − Ok 6= ∅}. Then G (m,n, 1k)
is a c.o.D family in (X, ρ) and [∪G (m,n, 1k)] ∩ Ok = ∅. Let H (m,n, 1k) =
{H(m, 1k, kh) : h ∈ N}.
Then, by induction, we have c.o.D family G (m,n, 1k) and c.D family H (m,n, 1k)
for each k. Let
G (m,n, ∗) = ∪kG (m,n, 1k) and H (m,n, ∗) = ∪kH (m,n, 1k).
Then ∪G (m,n, ∗) = ∪G (m,n, 1) = O(m,n, 1) = g(n, i, l) − ∪H (m,n, f). Let
H = g(n, i, l)∩[∪H (m,n, f). Then, by 1 of Proposition 3.5, H ⊂ Clρ[∪G (m,n, ∗)].
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Summarizing the above A and B, we have proved the following claim.
Claim 5.5. 1. G (m,n, ∗) = ∪kG (m,n, 1k) is a c.o.D family in (O(m,n, 1), ρ) and
g(m,h, k) is a c.o set in (X, ρ) for each g(m,h, k) ∈ G (m,n, ∗).
2. H (m,n, ∗) = ∪kH (m,n, 1k) is a c.D family in (O(m,n, 1), ρ).
3. H (m,n, f) = {H ′(m, kj , hj) : 1 ≤ j ≤ k(m)} is finite.
4. ∪G (m,n, ∗) = ∪G (m,n, 1) = O(m,n, 1) = g(n, i, l)− ∪H (m,n, f).
5. Let g(ℓ, h, k) ⊂ O(m,n, 1) with ℓ ≥ m. Then there exists a g(m, i′, l′) ∈
G (m,n, ∗) such that g(ℓ, h, k) ⊂ g(m, i′, l′).
6. Let H = g(n, i, l) ∩ [∪H (m,n, f)]. Then H ⊂ Clρ[∪G (m,n, ∗)].
Call the above process Construction 5 on g(n, i, l).
Call G (m,n, ∗) a least number cover ( Ln cover) on (m,O(m,n, 1)) ( or
on O(m,n, 1) ) if and only if G (m,n, ∗) and O(m,n, 1) satisfy 1 and 4 - 5 of Claim
5.4.
Corollary 5.6. There exists a Ln covers sequence G(n,m,L) on O(m,n, 1) such
that:
1. Every G (ℓ,m, ∗) ∈ G(n,m,L) is a Ln cover on O(m,n, 1).
2. Every H (ℓ,m, ∗) is a c.D family in (O(m,n, 1), ρ).
Construction 5.1.
Conditions. {G (ℓ, n, 0),G (ℓ+ 1, n, 0)} is a Ln covers sequence on O(m,n, 1).
To introduce Operation ℓ12th, take G (ℓ, n, 0), and a g(ℓ, ih, hj) ∈ G (ℓ, n, 0). Let
ℓ = na and d = ℓ+ 1 = nb. Then we have
H ′(d, ih, hj) = {H(d, ik, hk) ∈ H (d, n, 0) : H(d, ik, hk) ⊂ H(ℓ, ih, hj)} and
G ′(d, ih, hj) = {g(d, ik, hk) ∈ G (d, n, 0) : H(d, ik, hk) ∈ H
′(d, ih, hj)}.
Then, by Corollary 4.7, we have the following claim.
Claim 5.7. 1. G ′(d, ih, hj) = ∪uG (d, ih, eu) is a Ln cover of H(ℓ, ih, hj).
2. G (d, ih, eu) is a Ln cover of H(ℓ, ih, hj) ∩H(d, ke) for every e ∈ N .
3. H ′(d, ih, hj) is infinite and H ′(d, ih, hj) has a ∆-order as a subsequence of
Hd.
Proof. 1 and 2 is a corollary of Corollary 4.7 for na = ℓ and nb = ℓ + 1 = d.
To prove 3, note the definition of H(n, i, l). Then πb[H(ℓ, ih, hj)] = [0, 1) if
b = d+ ik > ℓ+ ih = a by 4 of Proposition 3.1 and πb[H(d, ik, hk)] = [qh′
b
, qh′
b
b). Let
J db = {πb[H(d, ik, hk)] : H(d, ik, hk) ∈ H
′(d, ih, hj)}. Then J db is a c.o.D family
in ([0, 1), ρ′) and ∪J db = [0, 1) by definitions of H(d, ik, hk) and H(ℓ, ih, hj). So
J db is infinite. Then H
′(d, ih, hj) is infinite. Give H ′(d, ih, hj) a ∆-order as a
subsequence of Hd. Then, for d = ℓ+ 1 and g(ℓ, ih, hj) ∈ G (ℓ, n, 0), we have
H ′(d, ih, hj) = {H(ℓ
1
2, xi) : i ∈ N}.

ℜ1. Condition: {G (ℓ, n, 0),G (ℓ + 1, n, 0)} is a Ln covers sequence on Gm and
g(ℓ, ih, hj) ∈ G (ℓ, n, 0).
Let
Hd(d, ih, hj) = {H(ℓ
1
2, xi) ∈ H
′(d, ih, hj) : i = 1} = {H(ℓ
1
2, x1)}.
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Then ∪Hd(d, ih, hj) ⊂ H(ℓ, ih, hj) and Gd(d, ih, hj) ⊂ G (ℓ + 1, n, 0) by 2 of Claim
5.7. Let Gd(ℓ+ 1, n) = ∪{Gd(d, ih, hj) : g(ℓ, ih, hj) ∈ G (ℓ, n, 0)}.
Call Gd(ℓ + 1, n) 1’th Ln family.
Recall A a mad family on N in page 115 of Van Douwen [7] if it is a maximal
pairwise almost disjoint subfamily of [N ]ω. α, β, δ and γ are used to denote members
in A . Take an α from A . Then α = {α(1), α(2), ...} ⊂ N .
ℜ2. Let m+ j = mj and ℓ+ 1 = m2. Take H(m2, x) = H(ℓ12, x). Let G (m3, x)
with ∆-order be a Ln cover of H(m2, x). Then
G (m3, x) = {g(m3, x
i) : i ∈ N}.
Let H(m3, x
i) = g(m3, x
i) ∩ H(m2, x). Then ∪iH(m3, xi) = H(m2, x). Let
G (m4, xi) with ∆-order be a Ln cover of H(m3, xi). Then
G (m4, x
i) = {g(m4, x
i
j) : j ∈ N}
Let H(m4, x
i
j) = g(m4, x
i
j) ∩H(m2, x). Then
∪jH(m4, x
i
j) = H(m3, x
i) and ∪ij H(m4, x
i
j) = H(m2, x).
Take a g(m4, x
i
j) ∈ G (m4, x
i). Let G (m5, xij) with ∆-order be a Ln cover of
H(m4, x
i
j). Then
G (m5, x
i
j) = {g(m5, x
i
jl) : l ∈ N}.
Let H(m5, x
i
jl) = H(m2, x) ∩ g(m5, x
i
jl),
H (m5, x
i) = {H(m5, x
i
jl) : j, l ∈ N} and G (m5, x
i) = ∪{G (m5, x
i
j) : j ∈ N}.
Then ∪lH(m5, xijl) = H(m4, x
i
j) and ∪ijl H(m5, x
i
jl) = H(m2, x).
Fix an α = {α(1), α(2), ...} ⊂ N for α ∈ A . Let
Hd1(m5, αx
i) = {H(m5, x
i
jl) ∈ H (m5, x
i
j) : l > α(i) for j ≤ α(i)},
Hd2(m5, αx
i) = {H(m5, x
i
jl) ∈ H (m5, x
i
j) : l ≤ α(i) for j > α(i)} and
Hd(m5, αx
i) = Hd1(m5, αx
i) ∪Hd2(m5, αx
i).
Take Gd(m5, αxi) = {g(m5, xijl) ∈ G (m5, x
i
j) : H(m5, x
i
jl) ∈ Hd(m5, αx
i)}. Let
Gd(m5, αx) = ∪{Gd(m5, αx
i) : i ∈ N} and HC(m5, αx) = ∪{Hd(m5, αx
i) : i ∈ N}.
Then HC(m5, αx) = ∪HC(m5, αx) ⊂ H(m2, x).
Call HC(m5, αx) a characterization set of α in H(m2, x) (or α ch-set). 
Let
H−1(ℓ+ 1, n) = H (ℓ+ 1, n, 0)−Hd(ℓ+ 1, n).
Then both Hd(ℓ + 1, n) and H−1(ℓ + 1, n) are discrete families of closed sets in
(O(m,n, 1), ρ). Take the relative Gd(ℓ + 1, n) and G−1(ℓ + 1, n). Then both
Gd(ℓ + 1, n) and G−1(ℓ+ 1, n) are c.o.D families in (O(m,n, 1), ρ).
Let H1d = ∪Hd(ℓ+ 1, n) and H−1 = ∪H−1(ℓ + 1, n). Then
g[ℓ+ 1, H1d ] = ∪Gd(ℓ + 1, n), g[ℓ+ 1, H−1] = ∪G−1(ℓ + 1, n) and
g[ℓ,H−1] = g[ℓ,H
1
d ] = O(m,n, 1).
Summarizing the above Construction 5.1, we have proved the following claim.
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Claim 5.8. A. If {G (ℓ, n, 0),G (ℓ+1, n, 0)} is a Ln covers sequence on O(m,n, 1),
then there uniquely exists 1’th Ln family Gd(ℓ+ 1, n) such that:
1. Both Gd(ℓ+ 1, n) and G−1(ℓ + 1, n) are infinite.
2. Gd(ℓ+ 1, n) is c.o.D, and Hd(ℓ+ 1, n) is c.D in (O(m,n, 1), ρ).
3. Let H1 = ∪H (m,n, f). Then H1 ⊂ Clρ[∪Gd(ℓ + 1, n)].
4. H1 ∩O(m,n, 1) = ∅ and H1 ∪O(m,n, 1) = g(n, i, l).
B. Let g(ℓ, ih, hj) ∈ G (ℓ, n, 0).
1. G ′(d, ih, hj) ∩ Gd(ℓ+ 1, n) = Gd(d, i1, h1) = {g(d, i1, h1)} = {g(ℓ12, x1)}.
2. ∪Hd(ℓ + 1, ih, hj) ⊂ H(ℓ, ih, hj).
3. g[ℓ+ 1, H1d ] = ∪Gd(ℓ + 1, n), g[ℓ+ 1,∪Gd(ℓ+ 1, n)] = ∪Gd(ℓ + 1, n),
g[ℓ+ 1, H−1] = ∪G−1(ℓ+ 1, n) and g[ℓ,H−1] = g[ℓ,H
1
d ] = O(m,n, 1).
6. To construct holes in neighborhoods
In this section, we use Operation ℓ12th to construct holes families which make
bases of neighborhoods are not C.P.
Take H (n, i) with ∪H (n, i) = H(n, i) in Construction 3.2. Note, before Con-
struction 4, we have H0 = H(m, a
∗, y0) and Gm = g(m, a
∗, y0). Let
n ≥ m, H(n, i) ∩H0 = ∅,
H ′(n, 1i) = {H(n, 1i, il) ∈ H (n, 1i) : H(n, 1i, il) ⊂ H(n, 1i) ∩Gm},
H ′(n, 1i) = ∪H
′(n, 1i), 11 < 12 < ... < 1i < ... and
H (n,Gm) = {H
′(n, 1i) : 1i ∈ N(Gm)}.
Then ∪H (n,Gm) = g(m, a∗, y0)−H(m, a∗, y0).
Proposition 6.1. Let G (n+ 1, 11) be Ln cover of H ′(n, 11). Then there exists an
open set g(n+ 1, 12) such that:
1. g(n+ 1, 12) ∩ [∪G (n+ 1, 11)] = ∅.
2. Let G (n, 12) be a Ln cover of H ′(n, 12). Then there exist infinitely many
g(n, xj)’s in G (n, 12) such that g(n, xj) ⊂ g(n+ 1, 12).
3. Let G (n + 1, 12) = ∪jG (n + 1, 12, cj) be a Ln cover on H ′(n, 12). Then
∪G (n+ 1, 12, cj) ⊂ g(n+ 1, 12) for infinitely many G (n+ 1, 12, cj)’s.
Proof. Take H ′(n, 11). Then H
′(n, 11) = H(n, 11) ∩ Gm by the definitions of Gm
and H(n, i) in (B) of Construction 3.1. Let
H(n, 11) = {q11} × ...× {q1n−1} × {q1n} ×Xn.
Note m2 = m+ a∗, n ≥ m, Gm = g(m, a∗, y0) = I(m, a∗, y0)× J(m, a∗, y0) and
g(n, 11, 1l) = [q11 , q11b)× ...× [q1n , q1nb)× [ql1 , ql1b)× ...× [ql1′ , ql1′b)×Xb
if H(n, 11, 1l) ∈ H ′(n, 11) with ∪H ′(n, 11) = H ′(n, 11), 1′ = 11 and b = n + 11.
Let
Jn(m, a
∗, y0) = [ql1 , ql1m2)× [ql2 , ql2m2)× ...×Xm2 .
Note Gm = [qi1 , qi1m2)× ...× [qin , qinm2)× Jn(m, a
∗, y0). Then
H ′(n, 11) = Gm∩H(n, 11) = {q11}× ...×{q1n}×Jn(m, a
∗, y0) if m ≤ n < m
2 and
H ′(n, 11) = Gm ∩H(n, 11) = {q11} × ...× {q1n} ×Xn if n ≥ m
2.
Let G (n, 11) = {g(n, xj) : H(n, xj) ⊂ H ′(n, 11)} be a Ln cover of H ′(n, 11) and
H(n, xj) ∈ H (n, 11). Then
H(n, xj) = H(n, 11, 1j) ⊂ H
′(n, 11) = H(n, 11) ∩Gm.
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Then 11 > a
∗ since n ≥ m, H ′(n, 11) ⊂ Gm = g(m, a∗, y0) and H ′(n, 11) ∩H0 = ∅.
Then b = n + 11 > m
2 = m + a∗. Let πn : X → Qn be a project map. Then
πn[H
′(n, 11)] = q1n ∈ [0, 1) = πn[Gm] for n > m
2, or
πn[H
′(n, 11)] = q1n ∈ [qin , qinm2) = πn[Gm] for m < n ≤ m
2.
Then [q1n , q1nb) ⊂ [qin , qinm2) by b > m
2.
A. Let G (n + 1, 11) be a Ln cover of H ′(n, 11). Then, by 1 of Corollary 4.7,
we have G (n + 1, 11) = ∪{G (n + 1, 1
′
j) : j ∈ N}. Take a G (n + 1, 1
′
j). Let
g(n+1, xij) ∈ G (n+ 1, 1
′
j), d = n+ 1 and ej = (n+ 1)+ 1
′
j . Then ej > b = n+ 11,
g(n+1, xij) = [q11 , q11ej )×...×[q1n , q1nej )×[qjd , qjdej )×[qji1 , qji1ej )×...×[qjil , qjil ej )×Xej ,
I(n+ 1, xij) = [q11 , q11ej )× ...× [q1n , q1nej )× [qjd , qjdej ),
In(n+ 1, x
i
j) = [q11 , q11ej )× ...× [q1n , q1nej ) and
J(n+ 1, xij) = [qji1 , qji1ej )× ...× [qjil , qjil ej )×Xej .
Then, for every g(n+ 1, xhj ) ∈ G (n+ 1, 1
′
j), we have
In(n+ 1, x
h
j ) = In(n+ 1, x
i
j) = In(n+ 1, ej) = [q11 , q11ej )× ...× [q1n , q1nej ) and
I(n+1, xhj ) = I(n+1, x
i
j) = I(n+1, ej) = [q11 , q11ej )× ...× [q1n , q1nej )× [qjd , qjdej ).
Let I (n, 11) = {In(n+ 1, x
i
j) : g(n+ 1, x
i
j) ∈ G (n+ 1, 11)}. Then
I (n, 11) = {In(n+ 1, ej) : j ∈ N}.
Note the definition of ej. Then ∩jIn(n+1, ej) = p(n, 11) = {q11}× ...×{q1n}. Let
p(n, 12) = {q21} × ...× {q2n} and H(n, 12) = p(n, 12)×Xn. Then
H ′(n, 12) = H(n, 12) ∩Gm = p(n, 12)× Jn(m, a
∗, y0).
Then p(n, 12) 6= p(n, 11). Then q1h 6= q2h for some h ≤ n.
B. Note b = n+ 11. Let g(n, 11, b) = I(n, 11, b)× J(n, 11, b). Here
I(n, 11, b) = [q11 , q11b)×...×[q1n , q1nb) and J(n, 11, b) = [ql1 , ql1b)×...×[q1′b , q1′bb)×Xb.
Let c = n+12. Then c > b = n+11. Let g(n, 12, c) = I(n, 12, c)× J(n, 12, c). Here
I(n, 12, c) = [q21 , q21c)×...×[q2n , q2nc) and J(n, 12, c) = [ql′1 , ql′1c)×...×[ql′c , ql′cc)×Xc.
Case 1. There exists an h ≤ n with [q1h , q1hb) ∩ [q2h , q2hc) = ∅. Then we have
I(n, 11, b) ∩ I(n, 12, c) = ∅. Then it is easy to see In(n + 1, xij) ∩ I(n, 12, c) = ∅ if
g(n + 1, xij) ∈ G (n + 1, 11) with πh[g(n + 1, x
i
j)] = [q1h , q1hej ) ⊂ [q1h , q1hb). Then
g(n+ 1, xij) ∩ g(n, 12, c) = ∅.
Case 2. [q1h , q1hb)∩ [q2h , q2hc) 6= ∅ for each h ≤ n. Note c > b > m
2. Then, by 3
of Proposition 3.2, [q1h , q1hb) ⊃ [q2h , q2hc) for each h ≤ n. Note p(n, 12) 6= p(n, 11).
Then there exists an h ≤ n with q2h ∈ (q1h , q1hb). Let
I (n, 11,∈) = {In(n+ 1, ej) : q2h ∈ (q1h , q1hej ) = πh[In(n+ 1, x
i
j)]− {q1h}} and
I (n, 11, /∈) = {In(n+ 1, ej) : q2h /∈ (q1h , q1hej ) = πh[In(n+ 1, x
i
j)]− {q1h}}.
Then I (n, 11,∈)∩I (n, 11, /∈) = ∅ and I (n, 11,∈)∪I (n, 11, /∈) = I (n, 11). Then
I (n, 11,∈) is finite since q2h /∈ ∩jπh[In(n+ 1, ej)] = {q1h}. Then we have In(n+
1, xij) ∩ I(n, 12, c) = ∅ for every I(n+ 1, x
i
j) ∈ I (n, 11, /∈). Let
I (n+ 1, 11,∈) = {I(n+ 1, ej) : In(n+ 1, ej) ∈ I (n, 11,∈)},
G (n+ 1, 11,∈) = {g(n+ 1, x
i
j) ∈ G (n+ 1, 11) : I(n+ 1, ej) ∈ I (n+ 1, 11,∈)},
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I (n+ 1, 11, /∈) = {I(n+ 1, ej) : In(n+ 1, ej) ∈ I (n, 11, /∈)} and
G (n+ 1, 11, /∈) = {g(n+ 1, x
i
j) ∈ G (n+ 1, 11) : I(n+ 1, ej) ∈ I (n+ 1, 11, /∈)}.
Then g(n+1, xij)∩ g(n, 12, c) = ∅ for every g(n+1, x
i
j) ∈ G (n+1, 11, /∈). Then we
have the following claim:
Claim 6.2. 1. Both I (n, 11,∈) and I (n+ 1, 11,∈) are finite.
2. g(n+ 1, xij) ∩ g(n, 12, c) = ∅ for every g(n+ 1, x
i
j) ∈ G (n+ 1, 11, /∈).
C. Note c > b > m2. Take Ib from 1 of Proposition 2.2. Let Ibm2 =
Ib|[ql1 , ql1m2). Then Ibm2 is infinite. Let
Fbm2(1) = {[qid , qidb) ∈ Ibm2 : there exits an I(n+ 1, ej) ∈ I (n+ 1, 11,∈)
with πd[I(n+ 1, ej)] = [qjd , qjdej ) ⊂ [qid , qidb)}.
Claim 6.3. 1. Fbm2(1) is finite.
2. Ibm2 −Fbm2(1) is infinite.
3. There exists a ql1p ≥ max[∪Fbm2 (1)] with p > a = m
2 = m + a∗ such that
[ql1p, ql1a) ∩ [∪Fbm2(1)] = ∅.
D. Note Jn(m, a
∗, y0) = [ql1 , ql1m2)× [ql2 , ql2m2)× ...×Xm2 . Let
O(b,m2) = ∪(Ibm2 −Fbm2(1)), Jn+1(m, a
∗, y0) = [ql2 , ql2m2)× ...×Xm2 and
g(n+ 1, 12) = I(n, 12, c)×O(b,m
2)× Jn+1(m, a
∗, y0).
Then g(n+ 1, 12) ⊂ Gm, and
H ′(n, 12) ∩ g(n+ 1, 12) = {q21} × ...× {q2n} ×O(b,m
2)× Jn+1(m, a
∗, y0).
Let J(n+ 1, 12) = O(b,m
2)× Jn+1(m, a∗, y0). Then
g(n+ 1, 12) = I(n, 12, c)× J(n+ 1, 12).
Let g(n+ 1, x) ∈ G (n+ 1, 11,∈). Note d = n+ 1. Then
πd[g(n+ 1, x)] = [qjd , qjdej ) ⊂ [qj′d , qj′db) ∈ Fbm2(1).
Then J(n+1, x)∩J(n+1, 12) = ∅. Then g(n+1, x)∩g(n+1, 12) = ∅. Let g(n+1, x) ∈
G (n+ 1, 11, /∈). Then I(n + 1, x) = I(n + 1, ej) and In(n + 1, ej) ∩ I(n, 12, c) = ∅.
Then g(n+ 1, x) ∩ g(n+ 1, 12) = ∅.
Claim 6.4. g(n+ 1, 12) ∩ [∪G (n+ 1, 11)] = ∅.
E. Let G (n + 1, 12) be a Ln cover of H
′(n, 12). Then, by 1 of Corollary 4.7,
G (n+ 1, 12) = ∪jG (n+ 1, 12, cj). Note d = n+ 1. Then
O(b,m2) ⊂ [ql1 , ql1m2) = πd[H
′(n, 12)] ⊂ πd[∪G (n+ 1, 12)].
Let [qh, qhb) ∈ Ibm2−Fbm2(1). Then qh ∈ [qh, qhb) ⊂ O(b,m
2) ⊂ πd[∪G (n+1, 12)].
Then there exists a g(n+ 1, 2j, yh) ∈ G (n+ 1, 12, cj) with
g(n+ 1, 2j, yh) = [q21 , q21cj )× ...× [q2n , q2ncj )× [ql′1 , ql′1cj )× ...× [ql′2′ , ql
′
2′
cj )×Xcj
and qh ∈ πd[g(n + 1, 2j, yh)] = [ql′
1
, ql′
1
cj ). Here ql′h ∈ [qlh , qlhm2) for 1 ≤ h ≤ a
∗,
2′ = 2j and cj = (n + 1) + 2j > n + 12 = c > b = n + 11 by 4 of Proposition 3.1
since H(n+ 1, 2j, yh) ⊂ H ′(n, 12).
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Note cj > b implies Q
∗
b ⊂ Q
∗
cj
by 2 of Proposition 2.2, and qi ∈ Q∗b with
[qi, qib) ∈ Ib implies qi ∈ Q∗cj with [qi, qicj ) ∈ Icj and [qi, qicj ) ⊂ [qi, qib). Then
qh ∈ [qh, qhb) ∈ Ibm2 ⊂ Ib implies qh ∈ Q
∗
b ⊂ Q
∗
cj
. Then, by 3 of Proposition 3.2,
qh = ql′
1
∈ [ql′
1
, ql′
1
cj ) = [qh, qhcj ) ⊂ [qh, qhb).
Let I(n+ 1, 2j, yh) = [q21 , q21cj )× ...× [q2n , q2ncj )× [ql′1 , ql′1cj ) and
J(n+ 1, 2j, yh) = [ql′
2
, ql′
2
cj )× ...× [ql′
2′
, ql′
2′
cj )×Xcj .
And then let I (cj ,m2, lh) = Icj |[qlh , qlhm2) for 2 ≤ h ≤ 2j = 2
′. Then, by 3 of
Proposition 2.2, ∪I (cj ,m2, lh) = [qlh , qlhm2). Let
J (n+ 1, cj) = I (cj ,m
2, l′2)× ...×I (cj ,m
2, l′2′)× {Xcj}.
Then J(n + 1, 2j, yh) ∈ J (n + 1, cj) by the definition of g(n, i, l) in A-C of Con-
struction 3.2. Let
G ∗(n+1, 12, cj) = {I(n+1, 2j, yh)×J(n+1, 2j, jl) : J(n+1, 2j, jl) ∈ J (n+1, cj)}.
Then g(n+1, 2j, yh) ∈ G
∗(n+1, 12, cj) since J(n+1, 2j, yh) ∈ J (n+1, cj). Then
G ∗(n+1, 12, cj) = G (n+1, 12, cj) by the definition of G (n, i) in C of Construction
3.2 and 2 of Corollary 4.7. Then there exist infinitely many G (n+ 1, 12, cj)’s such
that ∪G (n+ 1, 12, cj) ⊂ g(n+ 1, 12).
Note Claim 6.4 and the definition of g(n+ 1, 12). It is easy to see 1.
Note the definitions of I(n, 12, c) and g(n + 1, 12), and 2 of Claim 6.3. Then it
is easy to see 2. 
Proposition 6.5. Let G (n+1, 1i) be Ln cover of H ′(n, 1i) for i < j. There exists
an open set g(n+ 1, 1j) such that:
1. g(n+ 1, 1j) ∩ [∪G (n+ 1, 1i)] = ∅ for every i < j.
2. Let G (n, 1j) be a Ln cover of H ′(n, 1j). Then there exist infinitely many
g(n, xi)’s in G (n, 1j) such that g(n, xi) ⊂ g(n+ 1, 1j).
3. Let G (n + 1, 1j) = ∪bG (n + 1, 1j, cb) be a Ln cover of H ′(n, 1j). Then
∪G (n+ 1, 1j, cb) ⊂ g(n+ 1, 1j) for infinitely many G (n+ 1, 1j, cb)’s.
Proof. Let G (n+1, 1j) = ∪bG (n+1, 1j, cb) be a Ln cover of H ′(n, 1j) with ∆-order.
Fix an H ′(n, 1i) for i < j. Then, by Claim 6.2, there exists I (n+ 1, 1i,∈), and
a set g(n, 1j, c) with c = n+1j such that I (n+1, 1i,∈) is finite, and g(n+1, y)∩
g(n, 1j, c) = ∅ for every g(n+1, y) ∈ G (n+1, 1i, /∈). Note b = n+11 > m+a∗ = m2.
Let G (n + 1, 1i) be Ln cover of H ′(n, 1i). Then G (n + 1, 1i) = ∪hG (n + 1, 1i, ih)
by 1 of Corollary 4.7. Let g(n + 1, ih, x) = g(n + 1, x) ∈ G (n + 1, 1i, ih). Then
eih = (n + 1) + ih > n + 1i > n + 11 = b. Take Fbm2 = Ib|[ql1 , ql1m2) from 2 of
Claim 6.3. Let
Fbm2(i) = {[qjd , qjdb) ∈ Ibm2 : there exits a [qj′d , qj′deih) ∈ I (n+ 1, 1i,∈)
such that [qj′
d
, qj′
d
ei
h
) ⊂ [qjd , qjdb)}.
In the same way, Fbm2(i) is finite for each i < j. Then ∪i<jFbm2(i) is finite. Then
Ibm2 − ∪i<jFbm2(i) is infinite. Let
O(b,m2, j) = ∪[Ibm2 − ∪i<jFbm2(i)] and
g(n+ 1, 1j) = I(n, 1j, c)×O(b,m
2, j)× [ql2 , ql2m2)× ...×Xm2 .
Then, in the same way as the proof of C, D and E, open set g(n+1, 1j) satisfies 1,
2 and 3. 
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Recall A a mad family on N in page 115 of Van Douwen [7] if it is a maxi-
mal pairwise almost disjoint subfamily of [N ]N . α, β, δ and γ are used to denote
members in A . Take a β from A . Then β = {β(1), β(2), ...} ⊂ N .
Recall the quasi-order ≤∗ on [N ]N in page 115 of Van Douwen [7] by
α ≤∗ β if α(n) ≤ β(n) for all but finitely many n ∈ N.
A subset A ′ of A is called unbounded if A ′ is unbounded in (A ,≤∗).
Call an α ∈ [N ]N strictly increasing if α(i) < α(j) if and only if i < j.
Construction 6.1.
A. Note g(m, a∗, y0) = Gm. Let O(m, y0) = g(m, a
∗, y0) − H(m, a∗, y0) and
G(m,m,L) = {G (mi,m, 0) : mi ≥ m} be a Ln covers sequence on O(m, y0) which
satisfies 1 of Corollary 5.6.
Take H ′(n, y0) = H (n,Gm) for every n ≥ m before Proposition 6.1. Let
H′(m,m,H) = {H ′(n, y0) : n ≥ m}.
Take H ′(m, y0) ∈ H
′(m,m,H) for n = m. Then
H ′(m, y0) = {H
′(m, 1h) : h ∈ N} and 11 < 12 < ... < 1i < ...
with ∆-order in Construction 3.1. Then we have the following Condition B∗1 .
Condition B∗1 : 1. O(m, y0) = ∪H
′(m, y0).
2. H ′(m, y0) = {H ′(m, 1h) : h ∈ N} with 11 < 12 < ... < 1h < ....
B. Take H ′(m, 1j) ∈ H ′(m, y0). Let m1 = m+ 1 and G (m1, 1j) be a Ln cover
of H ′(m, 1j). Take a g(m1, z) ∈ G (m1, 1j). Let m2 = m1 + 1,
H(m1, jz) = H
′(m, 1j) ∩ g(m1, z) and
G (m2, z) = {g(m2, zl) ∈ Gm2 : l ∈ N} with ∆-order
be a Ln cover of H(m1, jz). Take an g(m2, zn) ∈ G (m2, z). Let
H(m2, jzn) = H(m1, jz) ∩ g(m2, zn) = H
′(m, 1j) ∩ g(m2, zn).
Let m3 = m1 + 2 and G (m3, jzn) be a Ln cover of H(m2, jzn). Let
G (m3, 1j , z) = ∪{G (m3, jzn) : g(m2, zn) ∈ G (m2, z)}.
Then G (m3, 1j , z) is a Ln cover of H(m1, jz). Take an H(m2, jzn). Let
G (m3, jzn) = {g(m3, z
n
v ) : v ∈ N} with ∆-order,
H(m3, jz
n
v ) = H(m2, jzn) ∩ g(m3, z
n
v ) = H
′(m, 1j) ∩ g(m3, z
n
v ) and
H (m3, jzn) = {H(m3, jz
n
v ) : v ∈ N}.
Claim 6.6. 1. ∪vH(m3, jznv ) = H(m2, jzn) and ∪nH(m2, jzn) = H(m1, jz).
2. G (m3, 1j , z) is a Ln cover of H(m1, jz).
3. G (m3, jzn) is a Ln cover of H(m2, jzn) for every n ∈ N .
B1. Take an H(m3, jz
n
v ). Let v
α
0 = α(m+ v), v
α
1 = α(m+ v) + 1 and
G(vα0 , jz
n
v ) = {G (v
α
0 , jz
n
v ),G (v
α
1 , jz
n
v )}
be a covers sequence of H(m3, jz
n
v ). Then there exists 1’th Ln family H
∗
d (v
α
1 , jz
n
v )
with ∆-order by ℜ1. Then G ∗d (v
α
1 , jz
n
v ) is c.o.D in (X, ρ) by 2 of A in Claim 5.8.
B2. For the same H(m3, jz
n
v ) as B1, take H (m5, x
v) and G (m5, x
v) for v =
i from ℜ2. Let x = zn and xv = znv . Then, by ℜ2, there exists an α ch-set
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HC(m5, αzn), G (m5, znv ) and Gd(m5, αz
n
v ). Note both G (m5, z
n
v ) and G (v
α
1 , jz
n
v )
are Ln covers of H(m3, jz
n
v ). Let G(5, αz
n
v ) = ∪Gd(m5, αz
n
v ). Then g(v
α
1 , t) ∩
G(5, αznv ) 6= ∅ implies g(v
α
1 , t) ⊂ G(5, αz
n
v ) if v
α
1 ≥ m5. Let v(v
α
5 ) be the least
number such that v ≥ v(vα5 ) implies v
α
1 ≥ m5. Let
Gd(v
α
1 , jz
n
v ) = {g(v
α
1 , t) ∈ G
∗
d (v
α
1 , jz
n
v ) : g(v
α
1 , t) ∩G(5, αz
n
v ) 6= ∅} if v ≥ v(v
α
5 ),
Gd(v
α
1 , jz
n
v ) = Gd(m5, αz
n
v ) if v < v(v
α
5 ),
G−1(v
α
1 , jz
n
v ) = {g(v
α
1 , t) ∈ G (v
α
1 , jz
n
v ) : g(v
α
1 , t) ∩ [∪Gd(v
α
1 , jz
n
v )] = ∅},
Gd(nσ
α
1 , jz, pσ) = ∪{Gd(v
α
1 , jz
n
v ) : v ≥ p and g(m3, z
n
v ) ∈ G (m3, jzn)} and
G−1(nσ
α
1 , jz, pσ) = ∪{G−1(v
α
1 , jz
n
v ) : v ≥ p and g(m3, z
n
v ) ∈ G (m3, jzn)}.
Note that G (m1, 1j) is a Ln cover of H
′(m, 1j) for H
′(m, 1j) ∈ H
′(m, y0). Let
Gd(nσ
α
1 , 1j , pσ) = ∪{Gd(nσ
α
1 , jz, pσ) : g(m1, z) ∈ G (m1, 1j)},
G−1(nσ
α
1 , 1j , pσ) = ∪{G−1(nσ
α
1 , jz, pσ) : g(m1, z) ∈ G (m1, 1j)},
Gd(nσ
α
1 , pσ) = ∪{Gd(nj
α
1 , 1j , pσ) : H
′(m, 1j) ∈ H
′(m, y0)} and
G−1(nσ
α
1 , pσ) = ∪{G−1(nj
α
1 , 1j , pσ) : H
′(m, 1j) ∈ H
′(m, y0)}.
Claim 6.7. Let H(nσα1 , pσ) = ∪Hd(nσ
α
1 , pσ).
1. H(nσα1 , qσ) ⊂ H(nσ
α
1 , pσ) if q > p.
2. ∩pH(nσα1 , pσ) = ∅ and H(m3, jz
n
u) ∩H(m3, jz
n
v ) = ∅ if u 6= v.
3. ∪H (nσα1 , jz, pσ) ⊂ H(m2, jzn).
4. Let x ∈ H(m2, jzn) for some jzn. Then there uniquely exists u such that
x ∈ g(uα1 , t) ∈ Gd(u
α
1 , jz
n
u) ∪ G−1(u
α
1 , jz
n
u ).
5. G (nσα1 , 1j, pσ) = Gd(nσ
α
1 , 1j , pσ) ∪ G−1(nσ
α
1 , 1j, pσ) is c.o.D in (X, ρ).
B3. Take H (1σα1 , pσ) = ∪{H (1j
α
1 , 1j, pσ) : H
′(m, 1j) ∈ H ′(m, y0)}. Note
∪Hd(v
α
1 , jz
1
v) ⊂ H(m3, jz
1
v) for every v, 1j ∈ N . We construct families by induction
on H ′(m, y0).
B3.1. Let H ′(m, 11) ∈ H ′(m, y0) and G (m1, 11) be a Ln cover of H ′(m, 11).
For j = 1 and n = 1, take Gd(1σα1 , 11, pσ) and G−1(1σ
α
1 , 11, pσ) from B2. Let
H(m, 11) = H
′(m, 11)− ∪Gd(1σ
α
1 , 11, pσ).
B3.2. For n = 1, assume that we have had Gd(1σα1 , 1ℓ, pσ), G−1(1σ
α
1 , 1ℓ, pσ) and
H(m, 1ℓ) for each ℓ < j. Take H
′(m, 1j). Let
H∗(m, 1j) = H
′(m, 1j)− ∪ℓ<j ∪ Gd(1σ
α
1 , 1ℓ, pσ).
Then H∗(m, 1j) 6= ∅ by 2 and 3 of Proposition 6.5. Let G (m1, 1j) be a Ln covers
sequence of H ′(m, 1j) and
G ∗(m1, 1j) = {g(m1, z) ∈ G (m1, 1j) : g(m1, z) ∩H
∗(m, 1j) 6= ∅}.
Take Gd(1σα1 , jz, pσ), G−1(1σ
α
1 , jz, pσ) for every g(m1, z) ∈ G
∗(m1, 1j) from the
above B2. Let
Gd(1σ
α
1 , 1j, pσ) = ∪{Gd(1σ
α
1 , jz, pσ) : g(m1, z) ∈ G
∗(m1, 1j)}?
G−1(1σ
α
1 , 1j , pσ) = ∪{G−1(1σ
α
1 , jz, pσ) : g(m1, z) ∈ G
∗(m1, 1j)} and
H(m, 1j) = H
′(m, 1j)− ∪i≤j ∪ Gd(1σ
α
1 , 1i, pσ).
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Then, by induction for every j ∈ N , there exist Gd(1σα1 , 1j , pσ), G−1(1σ
α
1 , 1j, pσ),
H(m1, 1j), G ∗(m1, 1j), and
G(vα0 , jz
1
v) = {G (v
α
0 , jz
1
v),G (v
α
1 , jz
1
v)} for every v ∈ N.
Let H (m,G1) = {H(m, 1j) : j ∈ N},
G ∗(m1, G1) = ∪jG
∗(m1, 1j), G−1(1σ
α
1 , G1) = {G−1(1σ
α
1 , 1j, pσ) : j ∈ N},
G (1σα1 , G1) = ∪jGd(1σ
α
1 , 1j , pσ) and H(1σ
α
1 , G1) = ∪H (1σ
α
1 , G1).
Claim 6.8. Let D(1σα1 , G1) = ∪G (1σ
α
1 , G1) and H(m,G1) = ∪H (m,G1). Then:
1. Gd(1σα1 , 1j, pσ) is c.o.D in (X, ρ) for every j ∈ N .
2. D(1σα1 , G1) ∪H(m,G1) = O(m, y0) and D(1σ
α
1 , G1) ∩H(m,G1) = ∅.
3. ClρD(1σ
α
1 , G1) = g(m, y0).
4. H(m, 1j) = H
′(m, 1j)−D(1σα1 , G1) = H
′(m, 1j)− ∪i≤j ∪ G (1σα1 , 1i, pσ) for
every H ′(m, 1j) ∈ H ′(m, y0).
5. g[p,H(1σα1 , G1)] = O(m, y0) if p = m1.
6. Let t ∈ g[p,D(1σα1 , G1)] − D(1σ
α
1 , G1). Then, there exists a k such that
H(ℓ, t) ∩ g[q,D(1σα1 , G1)] = ∅ if ℓ, q > k.
Proof. It is easy to see 1, 2 and 4. 5 follows from 3 of B in Claim 5.8.
Proof of 3. To do it pick an r ∈ H(m, 1j). Then, by the above definition of
H(m, 1j) and 4 of Claim 6.7, there uniquely exists g(v
α
1 , r
′) ∈ G (vα1 , jz
1
v) such that
H(vα1 , r) ⊂ H(v
α
1 , jr
′) = g(vα1 , r
′) ∩H(m, 1j) ⊂ H(m, 1j) and
g(vα1 , r
′) ∩ [∪i≤j ∪ Gd(1σ
α
1 , 1i, pσ)] = ∅.
Let p > vα1 and r ∈ H(p, y
′) ⊂ H(vα1 , jr
′). Then there exists a c with g(m, 1ℓ, t) ⊂
gc(p, y
′) if 1ℓ > c and H(m, 1ℓ, t)∩ gc(p, y′) 6= ∅ by 1 of Corollary 5.3. Let 1ℓ be the
least number for m < p. Then, for every t ∈ H ′(m, 1ℓ) ∩ gc(p, y
′), we have
g(m, 1ℓ, t) ⊂ gc(p, y
′) ⊂ g(p, y′).
And then we may prove the following Fact.
Fact 6.9. Let G (m1, 1k) be a Ln cover of H ′(m, 1k) for H ′(m, 1k) ∈ H ′(m, y0),
G(m1, 1ℓ) = ∪{∪G (m1, 1k) : 1j < 1k < 1ℓ} and H(m1, 1ℓ, t) ⊂ gc(p, y′). Then
g(m1, 1ℓ, t) ∩G(m1, 1ℓ) = ∅.
Proof. Note 1j < 1ℓ. Let 1j < 1k < 1ℓ for some 1k. Let g(m1, 1k, s) ∈ G (m1, 1k),
Ic(p, y
′) = [q1, q1c)× ...× [qm1 , qm1c), gc(p, y
′) = Ic(p, y
′)× J(p, y′),
I(m1, 1j , r) = [q1, q1cj )×...×[qm1 , qm1cj ), g(m1, 1j , r) = I(m1, 1j, r)×J(m1, 1j , r),
I(m1, 1ℓ, t) = [q
′
1, q
′
1cℓ)× ...× [q
′
m1
, q′m1cℓ), g(m1, 1ℓ, t) = I(m1, 1ℓ, t)×J(m1, 1ℓ, t),
I(m1, 1k, s) = [q
′′
1 , q
′′
1ck
)× ...× [q′′m1 , q
′′
m1ck
) and
g(m1, 1k, s) = I(m1, 1k, s)× J(m1, 1k, s).
NoteH(m1, 1ℓ, t) ⊂ H ′(m1, 1′ℓ) ⊂ H
′(m, 1ℓ), H(m1, 1k, s) ⊂ H ′(m1, 1′k) ⊂ H
′(m, 1k)
and H(p, y′) ⊂ H(vα1 , r) ⊂ H(m1, 1j , r) ⊂ H
′(m1, 1
′
j) ⊂ H
′(m, 1j) such that
H ′(m1, 1
′
k) = [{q
′′
1} × ...× {q
′′
m1
} ×Xm1 ] ∩ g(m, y0) and gc(p, y
′) ⊂ g(m, y0).
Case 1. g(m1, 1k, s) ∩ gc(p, y′) = ∅. Then g(m1, 1k, s) ∩ g(m1, 1ℓ, t) = ∅ since
g(m, 1ℓ, t) ⊂ gc(p, y′).
Case 2. g(m1, 1k, s) ∩ gc(p, y
′) 6= ∅. Note that 1ℓ is the least number such that
1ℓ > c, 1ℓ > 1j and H
′(m, 1ℓ) ∩ gc(p, y′) 6= ∅. Then 1j < 1k < 1ℓ implies
H ′(m, 1k) ∩ gc(p, y
′) = ∅.
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Then, for every H ′(m1, 1
′
k) ⊂ H
′(m, 1k), we have H
′(m1, 1
′
k) ∩ gc(p, y
′) = ∅. Then
H ′(m1, 1
′
k)∩ gc(p, y
′) = ∅ implies q′′i /∈ [qi, qic) for some i ≤ m1 since g(m1, 1k, s) ∈
H (m1, 1k) and g(m1, 1k, s) ∩ gc(p, y′) 6= ∅.
Note 1j < 1k. This implies cj = m+ 1j < m+ 1k = ck. Note
H(p, y′) ⊂ H(vα1 , r) ⊂ H(m, 1j).
Suppose g(m1, 1k, s) ∩ g(m1, 1ℓ, t) 6= ∅ for some 1k < 1ℓ. Then g(m1, 1ℓ, t) ⊂
gc(p, y
′) ⊂ g(m1, 1j , r) implies g(m1, 1k, s)∩ g(m1, 1j , r) 6= ∅. Then 1j < 1k implies
H ′(m, 1j) ∩ g(m1, 1k, s) = ∅ by 6 of Proposition of 3.3, and implies g(m1, 1k, s) ⊂
g(m1, 1j, r) by 8 of Proposition 3.3. Then [q
′′
b , q
′′
bck
) ⊂ [qb, qbcj ) for each b ≤ m1.
Then q′′b ∈ [qb, qbcj ) for each b ≤ m1, and q
′′
i /∈ [qi, qic) for some i ≤ m1. Then
q′′i ∈ [qi, qicj ) and q
′′
i /∈ [qi, qic). Then qic < q
′′
i . Then [qi, qic) ∩ [q
′′
i , q
′′
ick
) = ∅.
Note gc(p, y
′) ∩ g(m1, 1k, s) 6= ∅. Then [qi, qic) ∩ [q′′i , q
′′
ick
) 6= ∅ for each i ≤ m1,
a contradiction. Then g(m1, 1k, s) ∩ g(m1, 1ℓ, t) = ∅ for each 1k < 1ℓ. Then
G(m1, 1ℓ) ∩ g(m1, 1ℓ, t) = ∅. 
Fact 6.10. Let H(m + 1, s) ⊂ H ′(m, 1ℓ) and g(m + 1, s) ∩ gc(p, y′) 6= ∅. Then
H(m+ 1, s) ∩ gc(p, y′) 6= ∅, g(m+ 1, s) ⊂ gc(p, y′) and g(m, s) ⊂ gc(p, y′).
Proof. Note g(m, a∗, y0) = I(m, a
∗, y0)× J(m, a∗, y0). Let
J(m, a∗, y0) = [ql1 , ql1m2)× [ql2 , ql2m2)× ...×Xm2 .
Let H(m, 1ℓ) = {q11}× ...×{q1m}×Xm and P (m, 1ℓ) = {q11}× ...×{q1m}. Then
H ′(m, 1ℓ) = Gm ∩H(m, 1ℓ) = P (m, 1ℓ)× J(m, a
∗, y0).
Let gc(p, y
′) = Im(p, y
′) × Jm(p, y′). Note that 1ℓ is the least number such that
H ′(m, 1ℓ) ∩ gc(p, y′) 6= ∅. Then
P (m, 1ℓ) ∈ Im(p, y
′) = [q1, q1c)× ...× [qm, qmc).
Let G (m1, 1ℓ) be an Ln cover ofH ′(m, 1ℓ). Then there exists a g(m1, s) ∈ G (m1, 1ℓ)
such that H(m1, s) ⊂ H
′(m, 1ℓ) and g(m1, s) ∩ gc(p, y
′) 6= ∅. Then we have
H(m1, s) ⊂ H(m, s) and g(m, s) ∩ gc(p, y′) 6= ∅. Note
g(m, s) = g(m, 1ℓ, s) = I(m, 1ℓ, s)× J(m, 1ℓ, s).
Then J(m, 1ℓ, s) ∩ Jm(p, y′) 6= ∅. Note H(m, 1ℓ, s) = P (m, 1ℓ)× J(m, 1ℓ, s) by the
definition of H(n, i, l) in A of Construction 3.2. Then H(m, 1ℓ, s) ∩ gc(p, y′) 6= ∅.
Then g(m, s) ⊂ gc(p, y′) by the definition 1ℓ. Then g(m+ 1, s) ⊂ gc(p, y′).

The proof of 3 is continued. Let t∗ ∈ H ′′(m1, 1ℓ) = H ′(m1, 1ℓ) ∩ gc(p, y′) with
H ′′(m, 1ℓ) ∩H(p, y′) = ∅, and G (m1, 1ℓ) be an Ln cover of H ′(m, 1ℓ). Then there
exists a g(m1, x) ∈ G (m1, 1ℓ) such that
t∗ ∈ H ′′(m, 1ℓ) ∩ g(m1, x) ⊂ gc(p, y
′) ∩ g(m1, x).
Then g(m1, x)∩ gc(p, y′) 6= ∅. Then, by Fact 6.10, we have g(m1, x) ⊂ gc(p, y′) and
x ∈ H ′(m, 1ℓ) ∩ g(m1, x) ⊂ H ′′(m, 1ℓ).
Let G ∗∗(m1, y′1ℓ) = {g(m1, x) ∈ G (m1, 1ℓ) : gc(p, y′) ∩ g(m1, x) 6= ∅} and
G ∗(m1, y
′1ℓ) = {g(m1, x) ∈ G (m1, 1ℓ) : g(m1, x) ⊂ gc(p, y
′)}.
Then G ∗∗(m1, y′1ℓ) = G ∗(m1, y′1ℓ) 6= ∅. Let G (m, 1ℓ) be a Ln cover of H ′(m1, 1ℓ)
and
G ∗(m, y′1ℓ) = {g(m,x) ∈ G (m, 1ℓ) : g(m,x) ⊂ gc(p, y
′)}.
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Then G ∗(m, y′1ℓ) 6= ∅ by Fact 6.10.
A. Note Gd(1σα1 , 1i, pσ) = ∪{Gd(1σ
α
1 , iz, pσ) : g(m1, z) ∈ G
∗(m1, 1i)} for i ∈ N .
Let g(m1, z) ∈ G ∗(m1, y′1ℓ) Then g(m1, z) ∩ [∪i≤j ∪ Gd(1σα1 , 1i, pσ)] = ∅ since
g(m1, z) ⊂ gc(p, y
′) ⊂ g(vα1 , r
′) and g(vα1 , r
′) ∩ [∪i≤j ∪ Gd(1σ
α
1 , 1i, pσ)] = ∅. Note
g(m1, z) ∩ G(m1, 1ℓ) = ∅ for j < k < ℓ by Fact 6.9. Let i > ℓ, G (m1, 1i) be a Ln
cover of H ′(m1, 1i) and G(m1, 1i) = ∪G (m1, 1i). Then, by 6 of Proposition 3.3, we
have G(m1, 1i)∩[∪Hd(1σα1 , 1ℓ, pσ)] = ∅. Note G (m1, 1ℓ) is an Ln cover ofH
′(m, 1ℓ)
and G ∗(m1, y′1ℓ) ⊂ G (m1, 1ℓ). Then Gd(1σα1 , 1ℓ, pσ)|g(m1, z) = Gd(1σ
α
1 , ℓz, pσ) for
every g(m1, z) ∈ G ∗(m1, y′1ℓ) by the definition of Hd(1σα1 , ℓz, pσ) in B3.2.
B. Let g(m1, z) ∈ G ∗(m1, y′1ℓ). Then ∪Gd(1σα1 , ℓz, pσ) ⊂ g(m1, z) ⊂ gc(p, y
′).
Let Gd(1σ
α
1 , ℓz, p) = ∪Gd(1σ
α
1 , ℓz, pσ).
Then we have the following fact:
Fact 6.11. 1. ∅ 6= G ∗(m1, y′1ℓ) ⊂ G ∗(m1, 1ℓ) and G ∗(m, y′1ℓ) 6= ∅.
2. Hd(1σα1 , pσ)|H(m1, z) = Hd(1σ
α
1 , ℓz, pσ) for every g(m1, z) ∈ G
∗(m1, y
′1ℓ).
3. H(m1, z)−Gd(1σα1 , ℓz, p) ⊂ gc(p, y
′) and Gd(1σ
α
1 , ℓz, p) ⊂ gc(p, y
′) for every
g(m1, z) ∈ G ∗(m1, y′1ℓ).
Call H(m1, z) full if g(m1, z) ∈ G ∗(m1, y′1ℓ).
Pick an arbitrary xdj ∈ H(m1, z)−Gd(1σα1 , ℓz, p). Let
A∗dℓ = {xdz : xdz ∈ H(m1, z)−Gd(1σ
α
1 , ℓz, p) and g(m1, z) ∈ G
∗(m1, 1ℓ)} and
A∗d = {A
∗
dℓ : H
′(m, 1ℓ) ∈ H
′(m, y0)}.
Then we have the following fact:
Fact 6.12. Let H(vα1 , t) ∈ H−1(1σ
α
1 , pσ). Then:
1. H(vα1 , t) ⊂ ClρA
∗
d.
2. H(vα1 , t) ⊂ Clρ[∪ℓ>jH(m, 1ℓ)], H(v
α
1 , t) ⊂ Clρ[∪i>j ∪ Hd(1σ
α
1 , 1i, pσ)] and
H(vα1 , t) ⊂ Clρ[∪i>j ∪ Gd(1σ
α
1 , 1i, pσ)].
The proof of 3 is continued. Then, by the above Fact 6.12, ClρD(1σ
α
1 , G1) =
g(m, y0).
Proof of 6. Let t ∈ g[p,D(1σα1 , G1)] − D(1σ
α
1 , G1). Then there exists an
H ′(m, 1j) ∈ H
′(m, y0) such that
t ∈ H ′(m, 1j) ∩ [g[p,D(1σ
α
1 , G1)]−D(1σ
α
1 , G1)].
A. Let D(1, <) = ∪i<j ∪ Gd(1σ
α
1 , 1i, pσ) and D(1,=) = ∪i≤j ∪ Gd(1σ
α
1 , 1i, pσ).
Then, by 4 of Claim 6.8,
t ∈ H(m, 1j) = H
′(m, 1j)−D(1σ
α
1 , G1) = H
′(m, 1j)−D(1,=) ⊂ H
′(m, 1j)−D(1, <).
Then there exits an H(vα1 , r) ⊂ H(v
α
1 , jr) = g(v
α
1 , r) ∩ H(m, 1j) ⊂ H(m, 1j) such
that t ∈ H(vα1 , jr) ⊂ g(v
α
1 , r) ∈ G−1(v
α
1 , jz
1
v) and H(v
α
1 , jr) ∩ D(1, <) = ∅. Then
H(vα1 , t) ⊂ H(v
α
1 , jr) ⊂ H(m, 1j).
Let H (m, 1j−) = {H ′(m, 1l) ∈ H ′(m, y0) : 1l < 1j}. Then H (m, 1j−) is
finite. Let H(m, 1j−) = ∪H (m, 1j−). Then ρ(H(m, 1j−), H ′(m, 1j)) = r > 0 by
3 of Proposition 3.1. Then there exists a q such that
g[q,H(m, 1j−)] ∩H
′(m, 1j) = ∅.
Let g(vα1 , s) ∈ Gd(1σ
α
1 , i, pσ) for i < j.
Case 1, vα1 ≤ q. Then g[q, g(v
α
1 , s)] = g(v
α
1 , s) and g(v
α
1 , s) ∩H(v
α
1 , t) = ∅.
Case 2, vα1 > q. Then g[q, g(v
α
1 , s)]∩H
′(m, 1j) = ∅ since H(v
α
1 , s) ⊂ H
′(m, 1i) ⊂
H(m, 1j−) and g[q,H(m, 1j−)] ∩H ′(m, 1j) = ∅.
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Then g[q,D(1, <)] ∩H(vα1 , t) = ∅. Let q1 = q.
B. Let H (m, 1j+) = {H ′(m, 1l) ∈ H ′(m, y0) : 1l > 1j} and H(m, 1j+) =
∪H (m, 1j+). Then H ′(m, 1j) ∩ g[m1, H(m1, 1j+)] = ∅. Let q2 > m1.
C. Note G (m1, 1j) is a Ln cover of H
′(m, 1j) and G (m3, 1j , z) is a Ln cover of
H(m1, jz) for every g(m1, z) ∈ G (m1, 1j) by 2 of Claim 6.6. Then there uniquely ex-
ists an g(m3, z
1
v) ∈ G (m3, 1j, z) such that t ∈ H(m3, jz
1
v) = g(m3, z
1
v) ∩H(m1, jz).
Then t ∈ g[p,∪Gd(vα1 , jz
1
v)] − ∪Gd(v
α
1 , jz
1
v) since G (m3, 1j , z) is a Ln cover of
H(m1, jz). Note, by 3 of B of Claim 5.8, q ≥ vα1 implies
g[q,∪Gd(v
α
1 , jz
1
v)] = ∪Gd(v
α
1 , jz
1
v).
Then there exists an ℓ > vα1 such that H(l, t)∩g[q,∪Gd(v
α
1 , jz
1
v)] = ∅ if l, q > ℓ. Let
q3 > ℓ.
Let l, q > max{q1, q2, q3}. Then H(l, t) ∩ g[q,D(1σα1 , G1)] = ∅. 
To calculate g[p,D(1σα1 , G1)] for p ≥ m5, we prove the following proposition.
Proposition 6.13. Let p ≥ m5, H ′(m, y0) = {H ′(m, 1h) : h ∈ N} with O(m, y0) =
∪H ′(m, y0). Then:
1. g[p,D(1σα1 , G1)] = D(p,m
α) = ∪hD(p,mα, 1h).
2. ClρD(p,m
α) = g(m, y0).
3. D(p,mα) ∩H(p,mα) = ∅ and D(p,mα) ∪H(p,mα) = O(m, y0).
4. Let Gd(1α, j) = ∪Gd(1σ
α
1 , 1j , qσ) and g[p,Gd(1α, j)] = D(p,m
α, 1j). Then
D(p,mα, 1j) is a c.o set in (X, ρ) for every j ∈ N , D(p,mα) = ∪jD(p,mα, 1j) and
H(m, 1j) = H
′(m, 1j)−D(p,mα) = H ′(m, lj)− [∪i≤jD(p,mα, 1i)].
5. There exists a c.o.D family Gd(p,mα, 1j) with D(p,mα, 1j) = ∪G (p,mα, 1j).
6. Let H(l, t) ⊂ H(p,mα) = ∪jH(m, 1j). Then H(l, t) ⊂ Clρ[∪j>hH(m, 1j)]
and H(l, t) ⊂ Clρ[∪j>hD(p,mα, 1j)] for arbitrary h ∈ N .
Proof. A. Take Hd(1σα1 , 1j , pσ) = ∪{Hd(1σ
α
1 , jz, pσ) : g(m1, z) ∈ G
∗(m1, 1j)} from
B3.2. Take Hd(vα1 , jz
1
v) ⊂ Hd(1σ
α
1 , 1j, pσ). Let v
α
1 > q. Then
D(q, v) = g[q,∪Hd(v
α
1 , jz
1
v)] = g[q,∪Gd(v
α
1 , jz
1
v)]
is a c.o set in (X, ρ) by the definition of G(vα0 , jz
n
v ) and 3 of B of Claim 5.8. Then
D(q, v) ⊂ g(m3, z
1
v). Let D(q+, z, 1j) = {D(q, v) : v
α
1 > q}. Then D(q+, z, 1j)
is c.o.D in (X, ρ). Let vα1 ≤ q. Then g[q, g(v
α
1 , t)] = g(v
α
1 , t). Let D(q−, z, 1j) =
∪{Gd(vα1 , jz
1
v) : v
α
1 ≤ q}. Then D(q−, z, 1j) is c.o.D in (X, ρ). Let
D(q, z, 1j) = D(q−, z, 1j) ∪D(q+, z, 1j)
Dd(q,m
α, 1j) = ∪{D(q, z, 1j) : g(m1, z) ∈ G
∗(m1, 1j)}.
Then Dd(q,mα, 1j) is c.o.D in (X, ρ). Let Gd(1α, j) = ∪Gd(1σα1 , 1j , pσ). Then
g[q,Gd(1α, j)] = ∪Dd(q,mα, 1j) = D(q,mα, 1j) is a c.o set for every j ∈ N .
B. I. Let k = 1. Note H(m, 11) = H
′(m, 11) − D(q,mα, 11). Then we have
H(m, 11) = H
′(m, 11)− g[q,Gd(1α, 11)]. Then H(m, 11) ∩ g[q,∪j>1Gd(1α, j)] = ∅.
Then H(m, 11) ∩ ∪j>1D(q,mα, 1j) = ∅ by the definition of D(q,mα, 1j). Then
H(m, 11) = H
′(m, 11)− g[q,∪jGd(1α, j)] = H
′(m, 11)−D(q,m
α, 11).
II. Assume g[q,∪j≤nGd(1α, j)] = ∪j≤nD(q,mα, 1j). Let k = n + 1. Take
H ′(m, 1k). Then, by 1 and 2 Proposition 6.5, there exist infinitely many g(m1, z)
such that H(m1, z) ⊂ H ′(m, 1k) and g(m1, z) ∩ g[q,∪n<kH ′(m, 1n)] = ∅. Let
H ′′(m, 1k) = H
′(m, 1k)− g[q,∪j≤nGd(1α, j)] and
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H∗∗(m, 1k) = H
′(m, 1k)− ∪j≤nD(q,m
α, 1j).
Then H∗∗(m, 1k) = H
′′(m, 1k) 6= ∅ by inductive assumption. Then H ′′(m, 1k) ⊂
H∗(m, 1k) by the definition of H
∗(m, 1k) in B3.2. Take G ∗(m1, 1k) from B3.2. Let
G ′′(1α, k) = {g(m1, z) : g(m1, z) ∈ G
∗(m1, 1k) and H(m1, z) ∩H
′′(m, 1k) 6= ∅}.
G (1α, k) = ∪{Gd(1σ
α
1 , kz, pσ) : g(m1, z) ∈ G
′′(1α, k)},
G (q,mα, 1k) = {g[q, g(v
α
1 , t)] : g(v
α
1 , t) ∈ G (1α, k)} and G(1α, k) = ∪G (1α, k).
Then g[q,G(1α, k)] = ∪G (q,mα, 1k) = D(q,mα, 1k),
g[q,G(1α, k)] ∪ g[q,∪j≤nGd(1α, j)] = g[q,∪j≤kGd(1α, j)],
D(q,mα, 1k) ∪ [∪j≤nD(q,m
α, 1j)] = ∪j≤kD(q,m
α, 1j) and
g[q,G(1α, k)] ∪ g[q,∪j≤nGd(1α, j)] = D(q,m
α, 1k) ∪ [∪j≤nD(q,m
α, 1j)].
Then H(m, 1k) = H
′(m, 1k)− g[q,∪j≤kGd(1α, j)] = H ′(m, 1k)−∪j≤kD(q,mα, 1j)
in the same way as the above I.
Then we have G ′′(1α, k), G (q,mα, 1k) and H(m, 1k) for every k ∈ N . Let
H (q,mα, 1) = {H(m, 1k) : k ∈ N} and D(q,mα, 1) = {D(q,mα, 1k) : k ∈ N}.
This implies 1, 3, 4 and 5. Let G′′(1, α) = {G ′′(1α, k) : k ∈ N}.
Let
A∗dj = {xdz : xdz ∈ H(m1, z)− [∪D(q, z, 1j)] and g(m1, z) ∈ G
′′(1α, j)} and
A∗d = {A
∗
dj : H
′(m1, 1j) ∈ H
′(m, y0)}.
Then, in the same way as the proof of 3 of Claim 6.8, we have the following fact:
Fact 6.14. Let H(l, t) ⊂ H(q,mα) = ∪H ′(q,mα, 1). Then:
1. H(l, t) ⊂ ClρA∗d.
2. H(l, t) ⊂ Clρ[∪ℓ>jH(m, 1ℓ)], H(l, t) ⊂ Clρ[∪i>j ∪ G (1α, i)] and H(l, t) ⊂
Clρ[∪i>j ∪H (1α, i)].
This implies 2 and 6. Then we complete the proof of proposition. 
Let p > m5. Let D = D(1σ
α
1 , G1) = ∪G (1σ
α
1 , G1). Then D is an open set in
(X, ρ). Let ∂D = [ClρD]−D. Then D ∩ ∂D = ∅. Take g[p,D(1σα1 , G1)] from 1 of
Proposition 6.13. Let max{p,m5 + 1} = q2. Take Hd(2σα1 , q2σ) in B2. Let
H(2σα1 , q2σ) = [∪Hd(2σ
α
1 , q2σ)]− g[p,D(1σ
α
1 , G1)].
Note Face 6.12 and Fact 6.14. Then we have the following denotation.
Denotation 1. Denote g[p,D(1σα1 , G1)] ∪ H(2σ
α
1 , q2σ) by Clτg[p,D(1σ
α
1 , G1)]
for p > m5.
Claim 6.15. Let p > m5. Then:
1. ∩pClτg[p,D(1σα1 , G1)] = D(1σ
α
1 , G1).
2. Let t ∈ Clτg[p,D(1σα1 , G1)] − D(1σ
α
1 , G1). Then there exists a k > p such
that H(ℓ, t) ∩ Clτg[q,D(1σ
α
1 , G1)] = ∅ if ℓ, q > k.
3. Clτg[p,D(1σ
α
1 , G1)] = g[p,D(1σ
α
1 , G1)] ∪H(2σ
α
1 , q2σ).
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Proof. To see 2 let E(α2, p) = Clτg[p,D(1σ
α
1 , G1)]. Then, for q2 = max{p,m5+1},
E(α2, p) = g[p,∪G (1σα1 , G1)] ∪H(2σ
α
1 , q2σ).
Let t ∈ E(α2, p)−D(1σα1 , G1). Then t ∈ g[p,∪G (1σ
α
1 , G1)] or t ∈ H(2σ
α
1 , q2σ).
Case 1, t ∈ g[p,∪G (1σα1 , G1)]. Then t ∈ g[p,∪G (1σ
α
1 , G1)]−∪G (1σ
α
1 , G1). Then,
by 6 of Claim 6.8, there exists a q > p such that H(ℓ, t)∩ g[q,D] = ∅ if ℓ > q. Here
D = D(1σα1 , G1). Then we have the following Fact.
Fact 6.16. Let t ∈ g[p,∪G (1σα1 , G1)] − ∪G (1σ
α
1 , G1). Then there exists a k1 ∈ N
such that H(ℓ, t) ∩ g[q,D(1σα1 , G1)] = ∅ if ℓ, q > k1.
Case 2. t ∈ H(2σα1 , q2σ). Then t /∈ D since H(2σ
α
1 , q2σ) ∩ g[p,D(1σ
α
1 , G1)] = ∅.
Then H(ℓ, t) ∩ g[q,D] = ∅ by Fact 6.16.
On the other hand, by the definition of H(2σα1 , q2σ), there exists an H(u
α
1 , t
′) ∈
H (2σα1 , q2σ) such that x ∈ H(u
α
1 , t
′) = H(uα1 , t). Note the definition ofH (2σ
α
1 , q2σ).
Let vp = u
α
1 and q > vp. ThenH(u
α
1 , t) /∈ H (2σ
α
1 , qσ) andH(u
α
1 , t)∩[∪H (2σ
α
1 , qσ)] =
∅. Then we have the following Fact.
Fact 6.17. Let t ∈ H(2σα1 , q2σ). Then there exists a vp ∈ N such that H(ℓ, t) ∩
H(2σα1 , qσ) = ∅ if q, ℓ > vp.
Let q > n(t) = max{k1, vp}. Then, by Denotation 1, we have
g[q,D(1σα1 , G1)] ∪H(2σ
α
1 , qσ) = Clτg[q,D(1σ
α
1 , G1)].
Then H(ℓ, t) ∩ Clτg[q,D(1σα1 , G1)] = ∅ if ℓ > n(t).
The proof of 2 is continued. Then, by Case 1 and Case 2, we have proved 2.
Then it is easy to see ∩pClτg[p,D(1σα1 , G1)] ⊂ D(1σ
α
1 , G1). This implies 1. 
Construction 6.1 is continued.
Q. Assume, for n = h+1, and pn ≥ ph ≥ ... ≥ p2 ≥ p > m5, we have constructed
E(αn, pn) = Clτg[pn, E(αh, ph)] = g[pn, E(αh, ph)] ∪H(nσ
α
1 , qnσ).
Here qn = max{pn, qh} and H(nσα1 , qnσ) = [∪Hd(nσ
α
1 , qnσ)]−g[pn, E(αh, ph)]. By
induction in the same as method of B1 and B2, we construct
E(αk, pk) = Clτg[pk, E(αn, pn)] = g[pk, E(αn, pn)] ∪H(kσ
α
1 , qkσ) such that
E(αk, pk) = D(p2,m
α)∪g[p3, H(2σ
α
1 , q2σ)] ∪ ...∪
∪ g[pk, H(nσ
α
1 , qnσ)] ∪H(kσ
α
1 , qkσ) and
H(kσα1 , qkσ) = [∪Hd(kσ
α
1 , qkσ)]−g[pk, E(αn, pn)]. Here k = n+1, qk = max{pk, qn}
and pk ≥ pn ≥ ... ≥ p1 > m5.
By Proposition 6.13, assume we have had H (pn,mα, n) = {H(m,ni) : i ∈ N},
D(pn,mα, n) = {D(pn,mα, ni) : i ∈ N} and G′′(n, α) = {G ′′(nα, i) : i ∈ N} with
H(m,nj) = H
′(m, 1j)−D(αn, pn) = H
′(m, 1j)− [∪i≤jD(p,m
α, ni)].
Here D(αn, pn) = ∪D(pn,mα, n).
Q1. Take H ′(m, 11) ∈ H
′(m, y0) and D(pn,m
α, n1) ∈ D(pn,m
α, n). Note
k = n+ 1. Let G (m1, k1) be a Ln cover of H ′(m, 11),
H∗(m, k1) = H
′(m, 11)−D(pn,m
α, n1) and
G ∗(m1, k1) = {g(m1, z) ∈ G (m1, k1) : g(m1, z) ∩H
∗(m1, k1) 6= ∅}.
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Let g(m1, z) ∈ G ∗(m1, k1) and H(m1, 1z) = g(m1, z) ∩ H ′(m, 11). Then we have
H(m1, 1z) ∩ E(αn, pn) ⊂ ∪i≤nH(m2, 1zi) since ∪H (iσα1 , 1z, pσ) ⊂ H(m2, 1zi) by
1 of Claim 6.6 and 3 of Claim 6.7, and pi > m5 for i ≤ n. Let pk ≥ pn and
qk = max{pk, qn}. Take Gd(kσ
α
1 , 1z, qkσ) and G−1(kσ
α
1 , 1z, qkσ) from B2 for every
H(m1, z) ∈ G ∗(m1, k1). Let
Gd(kσ
α
1 , 11, qkσ) = ∪{Gd(kσ
α
1 , 1z, qkσ) : g(m1, z) ∈ G
∗(m1, k1)},
H(kσα1 , 11, qkσ) = ∪Hd(kσ
α
1 , 11, qkσ),
G−1(kσ
α
1 , 11, qkσ) = ∪{G−1(kσ
α
1 , 1z, qkσ) : g(m1, z) ∈ G
∗(m1, k1)} and
D(pk,m
α, k1) = D(pn,m
α, n1) ∪ g[pk, H(kσ
α
1 , 11, qkσ)].
Q2. Assume we have had H (kσα1 , 1i, qkσ) and D(pk,m
α, ki) for i < j. Take
H ′(m, 1j) ∈ H ′(m, y0) and D(pn,mα, nj) ∈ D(qn,mα, n). Let G (m1, kj) be a Ln
cover of H ′(m, 1j),
H∗(m, kj) = H
′(m, 1j)− ∪i<jD(pk,m
α, ki) and
G ∗(m1, kj) = {g(m1, z) ∈ G (m1, kj) : g(m1, z) ∩H
∗(m, kj) 6= ∅}.
Then, by 2 and 3 of Proposition 6.5, there exists infinitely many g(m1, z) ∈
G ∗(m1, kj) with H(m1, z) ⊂ H∗(m, kj). Then, in the same way as Q1, take
Hd(kσα1 , jz, qkσ) and G−1(kσ
α
1 , 11, qkσ) for every g(m1, z) ∈ G
∗(m1, kj). Let
Gd(kσ
α
1 , 1j, qkσ) = ∪{Gd(kσ
α
1 , jz, qkσ) : g(m1, z) ∈ G
∗(m1, kj)},
H(kσα1 , 1j , qkσ) = ∪Hd(kσ
α
1 , 1j , qkσ),
G−1(kσ
α
1 , 1j , qkσ) = ∪{G−1(kσ
α
1 , jz, qkσ) : g(m1, z) ∈ G
∗(m1, kj)} and
D(pk,m
α, kj) = D(pn,m
α, nj) ∪ g[pk, H(kσ
α
1 , 1j, qkσ)].
Then, by induction, we haveD(qk,m
α, kj), Hd(kσα1 , 1j , qkσ) andH−1(kσ
α
1 , 1j , qkσ)
for every H ′(m, 1j) ∈ H ′(m, y0). Let G ∗(m1, kσ) = ∪jG ∗(m1, kj),
D(αk, pk) = ∪jD(pk,m
α, kj) and H(m, kj) = H
′(m, kj)−D(αk, pk).
Then H(m, kj) = H
′(m, 1j)− [∪i≤jD(pk,mα, ki)].
Then Hd(kσα1 , 1j , qkσ) and g[pk, H(nσ
α
1 , qnσ)] satisfy Proposition 6.13. Let
Hd(kσ
α
1 , qkσ) = ∪{Hd(kσ
α
1 , 1j, qkσ) : j ∈ N},
H(kσα1 , qkσ) = [∪Hd(kσ
α
1 , qkσ)]− g[pk, E(αn, pn)] and
E(αk, pk) = Clτg[pk, E(αn, pn)] = g[pk, E(αn, pn)] ∪H(kσ
α
1 , qkσ).
We prove that the definition of E(αk, pk) = Clτg[pk, E(αn, pn)] is reasonable to
definite closure operations.
Proposition 6.18. Let p′k > pk. Then Clτg[p
′
k, E(αn, pn)] ⊂ Clτg[pk, E(αn, pn)].
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Proof. By 1 of Claim 6.7, we have H(1σα1 , q
′
1σ) ⊂ H(1σ
α
1 , q1σ) if q
′
1 > q1.
A. Let p′2 > p2. Then g[p
′
2, D(1σ
α
1 , G1)] ⊂ g[p2, D(1σ
α
1 , G1)]. Let q
′
2 = max{p
′
2, q1}
and q2 = max{p2, q1}. Then q′2 ≥ q2. Then, by B2 in Construction 6.1, we have
Hd(2σ
α
1 , q
′
2σ) ⊂ Hd(2σ
α
1 , q2σ). Then
Clτg[p
′
2, D(1σ
α
1 , G1)] = g[p
′
2, D(1σ
α
1 , G1)] ∪H(2σ
α
1 , q
′
2σ)
= g[p′2, D(1σ
α
1 , G1)] ∪ [∪Hd(2σ
α
1 , q
′
2σ)− g[p
′
2, D(1σ
α
1 , G1)]]
= g[p′2, D(1σ
α
1 , G1)] ∪ [∪Hd(2σ
α
1 , q
′
2σ)]
⊂ g[p2, D(1σ
α
1 , G1)] ∪ [∪Hd(2σ
α
1 , q2σ)]
= g[p2, D(1σ
α
1 , G1)] ∪ [∪Hd(2σ
α
1 , q2σ)− g[p2, D(1σ
α
1 , G1)]
= g[p2, D(1σ
α
1 , G1)] ∪H(2σ
α
1 , q2σ)
= Clτg[p2, D(1σ
α
1 , G1)].
B. Assume that we have Clτg[p
′
n, E(αh, ph)] ⊂ Clτg[pn, E(αh, ph)] if p
′
n > pn
for n = h + 1. Let p′k > pk. Then q
′
k = max{p
′
k, qn} ≥ qk = max{pk, qn}. Then
g[p′k, E(αn, pn)] ⊂ g[pk, E(αn, pn)] and Hd(kσ
α
1 , q
′
kσ) ⊂ Hd(kσ
α
1 , qkσ). Then
E(αk, p′k) = Clτg[p
′
k, E(αn, pn)] ⊂ Clτg[pk, E(αn, pn)] ⊂ E(αk, pk)
in the same way as the above A. 
Then we have E(α1, p1) = D(1σ
α
1 , G1),
E(α2, p2) = g[p2, G(1σ
α
1 , G1)] ∪H(2σ
α
1 , q2σ) with q2 = max{p2, q1} and
E(αk, pk) = Clτg[pk, E(αn, pn)] = g[pk, E(αn, pn)] ∪H(kσ
α
1 , qkσ)
with qk = max{pk, qn}.
7. To construct a stratifiable space (Y, τ)
Construction 7.
We define a topological space (Y, τ). To do it take g(m, a∗, y0). Let
Y = Gm = g(m, a
∗, y0) and H0 = g(m, a
∗, y0) ∩H
′(m,n0).
Then H0 = H(m, a
∗, y0). For every x ∈ Y , let Hx = {H(l, x) ∈ H : l ≥ m} and
Gx = {g(l, x) ∈ G : l ≥ m}. Then
{x} = ∩l≥mH(l, x) = ∩l≥mg(l, x).
Let
HY = ∪{Hx : x ∈ Y } and GY = ∪{Gx : x ∈ Y }.
To define topological space (Y, τ), take G (1σα1 , G1). LetD(1σ
α
1 , G1) = ∪G (1σ
α
1 , G1)
for α ∈ A . Let k = n+ 1, qk = max{pk, qn} for pk ≥ pn ≥ ... ≥ p1 > m5,
H(kσα1 , qkσ) = [∪Hd(kσ
α
1 , qkσ)] − g[pk, E(αn, pn)],
E(αk, pk) = g[p2, D(1σ
α
1 , G1)]∪g[p3, H(2σ
α
1 , q2σ)] ∪ ...∪
∪ g[pk, H(nσ
α
1 , qnσ)] ∪H(kσ
α
1 , qkσ),
D(αk, pk) = g[p2, D(1σ
α
1 , G1)] ∪ g[p3, H(2σ
α
1 , q2σ)] ∪ ... ∪ g[pk, H(nσ
α
1 , qnσ)].
Then E(αk, pk) = D(αk, pk) ∪H(kσα1 , qkσ) and E(αk, pk) ∩H0 = ∅.
Definition A. 1. Let g(l, x) be closed and open if g(l, x) ∈ GY .
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2. Let Clτg[p2, D(1σ
α
1 , G1)] = Gm if p2 ≤ m5, and let
Clτg[p2, D(1σ
α
1 , G1)] = g[p2, D(1σ
α
1 , G1)] ∪H(2σ
α
1 , q2σ) = E(α2, p2)
be closed and open if p2 > m5.
3. Let
U(αℓ2, p2x) = g(ℓ, x)− E(α2, p2)
be a closed and open neighborhood of x if x ∈ Y − E(α2, p2) and ℓ > m5.
Definition B. Let k = n+ 1 > 2.
1. Let ClτD(αk, pk) = Gm if pk ≤ m5, and let
ClτD(αk, pk) = D(αk, pk) ∪H(kσ
α
1 , qkσ) = E(αk, pk)
be closed and open if pk > m5.
2. Let
U(αℓk, pkx) = g(ℓ, x)− E(αk, pk)
be a closed and open neighborhood of x if x ∈ Y − E(αk, pk) and ℓ > m5.
Definition C. Let ph > pk and
g[ph, U(αℓk, pkx)]
be a closed and open if U(αℓk, pkx) = g(ℓ, x)− E(αk, pk). 
Proposition 7.1. Definition C is reasonable.
Proof. Let y′ ∈ H(vα1 , t) ∈ Hd(v
α
1 , jz
n
v ). ThenH(v
α
1 , t) ⊂ H(nσ
α
1 , pnσ) ⊂ E(αn, pn).
Then H(vα1 , t) ∩ [Y − E(αn, pn)] = ∅. Let H(v
α
1 , t) ⊂ H
′(m, lj0), 1j = lj0 and
H(mvα1 ,−t) = [H
′(m, lj0) ∩ g(v
α
1 , t)]−H(v
α
1 , t).
Then H(mvα1 ,−t) ⊂ Y − E(αn, pn) by the definition of E(αn, pn). Take a g(ℓ, s)
such that g(vα1 , t) ⊂ g(ℓ, s). Then we have
H(mvα1 ,−t) ⊂ Us = U(αℓn, pns) = g(ℓ, s)−E(αn, pn) with H(v
α
1 , t)∩Us = ∅.
I. gc(p, y
′)∩
[
Y − [g[ℓ, Us]∪H(vα1 , t)]
]
6= ∅ if H(vα1 , t)∩ g[ℓ,H(mv
α
1 ,−t)] = ∅ for
every p, ℓ ≥ max{vα1 , p1, p2, ..., pn, q}.
In fact, y′ ∈ H(vα1 , t) ⊂ H
′(m, lj0). Let G (m1, lj0) be a Ln cover of H ′(m, lj0),
H∗(m,nj0) = H
′(m, lj0)− ∪1i<lj0D(pn,m
α, ni) and
G ∗(m1, lj0) = {g(m1, z) ∈ G (m1, lj0) : g(m1, z) ∩H
∗(m, lj0) 6= ∅}.
Then, by the definition of D(pn,m
α, ni), there is a p ≥ max{vα1 , p1, p2, ..., pn, q}
with gc(p, y
′)∩ [∪1i<lj0D(pn,m
α, ni)] = ∅. Here G (ℓ, 1i) is a Ln cover on H ′(m, 1i)
for 1i < lj0, and
q = min{ℓ : [∪G (ℓ, 1i)] ∩H
′(m, lj0) = ∅ for 1i < lj0}.
Let 1ℓ be the least number with gc(p, y
′)∩H ′(m, 1ℓ) 6= ∅ just as the same definition
before Fact 6.9. Then, by 1 of Fact 6.11, ∅ 6= G ∗(m1, y
′1ℓ) ⊂ G
∗(m1, 1ℓ).
Let g(m1, z) ∈ G ∗(m1, y′1ℓ). Then g(m1, z) ⊂ gc(p, y′). Take an H(vα1 , tz) from
Hd(vα1 , jz
n
v ) for j = 1ℓ and H(v
α
1 , tz) ⊂ H(m1, z). Then, by Fact 6.19, we have
g(m1, z) ∩G(m1, 1ℓ) = ∅ for G(m1, 1ℓ) = ∪{∪G (m1, 1k) : lj0 < 1k < 1ℓ}.
And then H ′(m, 1ℓ) ∩ [∪G (m1, 1i)] = ∅ for 1i > 1ℓ by 6 of Proposition 3.3.
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Note H(vα1 , t) ∩ g[ℓ,H(mv
α
1 ,−t)] = ∅ for every p, ℓ ≥ max{v
α
1 , p1, p2, ..., pn, q}.
Then H(vα1 , tz) ∩ g[ℓ, Us] = ∅ if ℓ ≥ max{v
α
1 , p1, p2, ..., pn, q}. Then it is easy to see
H(vα1 , tz) ⊂ Y − g[ℓ, Us] and H(v
α
1 , tz) ⊂ gc(p, y
′). Then
gc(p, y
′) ∩
[
Y − [g[ℓ, Us] ∪H(v
α
1 , t)]
]
6= ∅.
II. We prove that: if gc(p, y
′) ∩
[
Y − [g[ℓ, Us] ∪ H(vα1 , t)]
]
6= ∅ for every p, ℓ ≥
max{vα1 , p1, p2, ..., pn, q}, then Definition C is reasonable.
In fact, y′ ∈ H(vα1 , t) ∈ Hd(v
α
1 , jz
n
v ) and H(v
α
1 , t)∩[Y −E(αn, pn)] = ∅. Suppose
gc(p, y
′) ∩
[
Y − [g[ℓ, Us] ∪ H(vα1 , t)]
]
= ∅ for some p, ℓ ≥ max{vα1 , p1, p2, ..., pn, q}.
Then we have gc(p, y
′) − H(vα1 , t) ⊂ g[ℓ, Us]. Note that H(v
α
1 , t) ∩ [g[ℓ, Us] = ∅,
and g[ℓ, Us] is closed by Definition C in Section 7. Then we have H(v
α
1 , t) ∩
gc(p, y
′) = gc(p, y
′) − g[ℓ, Us] is open. Then H(vα1 , t) is open since y
′ is arbitrary
in H(vα1 , t). Then, by the definition of D(αn, pn) in Q2 of Construction 6.1, this
implies H(nσα1 , qnσ) = ∪{H(v
α
1 , t) ∈ Hd(nσ
α
1 , qnσ) : H(v
α
1 , t) ∩ D(αn, pn) = ∅}.
Then H(nσα1 , qnσ) is open. On the other hand, by 1 of Definition B in Section 7,
ClτD(αn, pn)−D(αn, pn) = H(nσ
α
1 , qnσ).
This is a contradiction.
III. So, in the following we must prove that H(vα1 , t) ∩ g[ℓ,H(mv
α
1 ,−t)] = ∅ for
every ℓ ≥ max{vα1 , p1, p2, ..., pn, q}.
To do it let k = vα1 . Then H(v
α
1 , t) = H(k, t) and g(v
α
1 , t) = g(k, t). Let
H(k, t) = H(k, 11, t) ⊂ H ′(m, lj0), a = k + 11 = k + d,
H(mvα1 , t) = H
′(m, lj0) ∩ g(v
α
1 , t),
g(k, t) = [q11 , q11a)× ...× [q1k , q1ka)× [qh1 , qh1a)× ...× [qhd , qhda)×Xk+11 and
H(k, t) = {q11} × ...× {q1m} × ...× {q1k} × [qh1 , qh1a)× ...× [qhd , qhda)×Xk+11 .
Note H(k, t) ⊂ H ′(m, lj0). Then H ′(m, lj0) = [{q11}× ...×{q1m}×Xm]∩Gm and
P (m, lj0) = {q11} × ...× {q1m} = (q11 , ..., q1m). Let b = m+ 1. Then
H(mvα1 , t) = H
′(m, lj0)∩g(k, t) = P (m, lj0)×[q1b , q1ba)×...×[q1k , q1ka)×J(k, 11, t).
Let I(mvα1 , t) = (q11 , ..., q1m)× [q1b , q1ba)× ...× [q1k , q1ka).
1. Take a Ln cover of H(mvα1 ,−t) for k = n+ 1. To do it note Figure I in (B)
of Construction 3.1. Let P (k, 1i) = P (n, 1l)× {q1j} in Figure I satisfy
P (k, 1i) = (q11 , ..., q1m)× {qib} × ...× {qik}.
Then P (k, 1i)×Xk = H(k, 1i) satisfies ∪iH(k, 1i) = H(mvα1 , t). Then top m coor-
dinate of H(k, 1i) is (q11 , ..., q1m) for every i.
1A. Let H(k, t) = H(k, 11, t), g(k, 11, t) = I(k, 11, t)× J(k, 11, t) and
H(k, 11) = P (n, 1)× {q1} ×Xk = P (k, 11)×Xk.
Then H(k, 11)∩g(k, 11, t) = H(k, 11, t). Note we take a Ln cover of H(mvα1 ,−t) for
k = n+ 1. Then we can not take P (n, 1)× {q1} in Figure I in (B) of Construction
3.1 since H(k, t) = H(k, 11) ∩ g(k, 11, t) and
P (n, 1)× {q1} = P (k, 11) = (q11 , ..., q1k) ∈ I(k, 11, t).
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1B. We must take P (n, 1) × {q2} = P (k, 12) since 12 is the least number such
that H(k, 12) = P (n, 1)× {q2} ×Xk = P (k, 12)×Xk,
H(k, 12) ∩ g(k, t) ⊂ H(mv
α
1 ,−t) and H(k, 11) ∩H(k, 12) = ∅.
Let a2 = k+12, P (k, 12) = (q21 , ..., q2k) and I(k, 12) = [q21 , q21a2)× ...× [q2k , q2ka2).
Then P (k, 12) = (q1, ..., qm, q2b , ..., q2k) by the definition of P (k, 1i) in Figure I.
Then
I(k, 12) = [q1, q1a2)× ...× [qm, qma2)× [q2b , q2ba2)× ...× [q2k , q2ka2).
Take Ia2 from 1 of Proposition 2.2. Note a2 = k + 12 > k + 11 = a. Let
Ia2j = Ia2 |[qhj , qhja) for 1 ≤ j ≤ k, and
I(k, a2, h) = [qh′
1
, qh′
1
a2)× ...× [qh′k , qh′ka2) with [qh′j , qh′ja2) ∈ Ia2j for 1 ≤ j ≤ k
and I ∗(k, a2) be the family of all I(k, a2, h)’s. Then
I ∗(k, a2) = {I(k, a2, h) : h ∈ N}.
Then ∪I ∗(k, a2) = I(k, 11, t) by the definition of Ia2j for 1 ≤ j ≤ k. Let
I +(k, a2) = {I(k, a2, h) ∈ I
∗(k, a2) : I(k, a2, h) ∩ I(mv
α
1 , t) 6= ∅}.
Then I +(k, a2) = {I(k, a2, h) : h ∈ N} with ∆-order. Then
P (k, 11) ∈ I(k, a2, 1) and P (k, 12) ∈ I(k, a2, 2) = I(k, 12).
Then I(k, a2, 1)∩ I(k, a2, 2) = ∅ since Ia2j is pairwise disjoint for 1 ≤ j ≤ k. Then
I(k, a2, 1) = [q11 , q11a2)× ...× [q1m , q1ma2)× [q1b , q1ba2)× ...× [q1k , q1ka2).
Let
Ia2j = Ia2 |[q1j , q1ja) for k < j ≤ a2 = k+,
J(k, a2, h) = [qh′
k+1
, qh′
k+1
a2)× ...× [qh′k+ , qh′k+a2)×Xa2 with [qh′j , qh′ja2) ∈ Ia2j
for k < j ≤ a2 = k+, and J (k, a2) be the family of all J(k, a2, h)’s. Then
J (k, a2) = {J(k, a2, h) : h ∈ N}.
Then ∪J (k, a2) = J(k, 11, t) by the definition of Ia2j . Let
G (k, 12) = {I(k, 12)× J(k, a2, l) : J(k, a2, l) ∈ J (k, a2)}.
Then G (k, 12) is a Ln cover ofH(k, 12)∩g(k, t) andH(k, 12)∩g(k, t) ⊂ H(mvα1 ,−t).
1C. Assume we have had G (k, 1i) for i < j. Following ∆-order (direction of the
arrow) in Figure I, take the first point P (n, i)× {qj′} with
P (n, i′)× {qj′} = P (k, 1j) ∈ I(k, 11, t)− ∪i<jI(k, 1i) and P (k, 1j) 6= P (k, 11).
Let aj = k+1j . Then, in the same way as 1B, we have I(k, 1j), I +(k, aj), J (k, aj)
and G (k, 1j).
Then I(k, 1j) ∩ [∪i<jI(k, 1i)] = ∅.
In fact, suppose I(k, 1j) ∩ [∪i<jI(k, 1i)] 6= ∅. Then I(k, 1j) ∩ I(k, 1i) 6= ∅ for
some i < j. Then I(k, 1j) ⊂ I(k, 1i) by 8 of Proposition 3.3 since i < j. Then
P (k, 1j) ∈ I(k, 1j) ⊂ I(k, 1i), a contradiction to P (k, 1j) ∈ I(k, 11, t)−∪i<jI(k, 1i).
Then, by induction, we have I(k, 1j), I +(k, aj) and G (k, 1j) every j ∈ N satis-
fying claim:
1. P (k, 11) ∈ I(k, aj , 1), P (k, 1j) ∈ I(k, aj , ℓ) = I(k, 1j)
(q11 , ..., q1m) ∈ Im(k, aj , 1) ∩ Im(k, 1j) and
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I(k, aj , 1) ∩ I(k, aj , ℓ) = ∅.
2. G (k, 1j) is a Ln cover ofH(k, 1j)∩g(k, t) and H(k, 1j)∩g(k, t) ⊂ H(mvα1 ,−t).
3. I(k, 1j) ∩ [∪i<jI(k, 1i)] = ∅.
Then, by induction, we have I(k, 1j), I(k, aj , 1) and G (k, 1j) for j ∈ N . Let
I (k,−t) = {I(k, 1j) : j ∈ N},
I (k, aσ, t) = {I(k, aj , 1) : j ∈ N} and G (k,−t) = ∪jG (k, 1j).
Then G (k,−t) is a Ln cover of H(mvα1 ,−t).
In fact, pick an x ∈ H(mvα1 ,−t). Let
I(mvα1 ,−t) = (q11 , ..., q1m)× [q1b , q1ba)× ...× [q1k , q1ka)− P (k, 11),
x = P (k, 1j)×(q′k+1, q
′
k+2, ...) and P (k, 1j) ∈ I(mv
α
1 ,−t). If P (k, 1j) ∈ ∪i<jI(k, 1j),
then x ∈ ∪i<jG (k, 1i). If P (k, 1j) /∈ ∪i<jI(k, 1j). Then P (k, 1j) ∈ I(k, 1j) and
x ∈ ∪G (k, 1j). Then H(mv
α
1 ,−t) ⊂ ∪G (k, 1j).
2. Take an I(k, 1j) = [q11 , q11aj )× ...× [q1m , q1maj )× ...× [qjk , qjkaj ) ∈ I (k,−t).
Let Im(k, 1j) = [q11 , q11aj )× ...× [q1m , q1maj ) and
Im(k,−t) = {Im(k, 1h) : I(k, 1h) ∈ I (k,−t)}.
3. Let p > vα1 and y
′ ∈ H(vα1 , t). Then H(p, y
′) ⊂ H(vα1 , t). Then there
exists a c with g(m, lℓ, t) ⊂ gc(p, y′) if lℓ > c and H(m, lℓ, t) ∩ gc(p, y′) 6= ∅ by
1 of Corollary 5.3. Let lℓ be the first number. Then H
′(m, lℓ) ∩ gc(p, y′) 6= ∅
and H ′(m, lℓ) ∩ H ′(m, lj0) = ∅. Then lℓ > lj0 since H(vα1 , t) ⊂ H(mv
α
1 , t) =
g(vα1 , t) ∩H
′(m, lj0). Then H
′(m, lℓ) = [(q
′
1, ..., q
′
m)×Xm] ∩Gm,
P (m, lℓ) = (q
′
1, ..., q
′
m) 6= (q11 , ..., q1m) = P (m, lj0) and
H ′(m, lℓ) ∩ g(k, t) = (q
′
1, ..., q
′
m)× [q1b , q1ba)× ...× [q1k , q1ka)× J(k, t).
Then there exists an h ≤ m with q′h 6= qh. Note ∩jIm(k, 1j) = {(q11 , ..., q1m)}. Let
πh : Y → Qh be a project map. Then there exists an n0 such that
q′h /∈ [q1h , q1haj ) = πh[Im(k, 1j)], and q1haj < q
′
h for every j ≥ n0.
Then q′h ∈ (q1h , q1haj ) ⊂ [q1h , q1haj ) = πh[Im(k, 1j)] if j < n0. Then we may
assume
P (m, lℓ) = (q
′
1, ..., q
′
m) ∈ Im(k, 1j) for every j < n0.
3A. Note gc(p, y
′) = I(p, y′, c)×J(p, y′, c). Let G (m, lℓ) be a Ln cover ofH ′(m, lℓ)
and
G ∗(m, y′lℓ) = {g(m,x) ∈ G (m, lℓ) : g(m,x) ⊂ gc(p, y
′)}.
Then, by Fact 6.11 and Fact 6.10, we have G ∗(m, y′lℓ) 6= ∅. Let e = m + lℓ and
g(m,x) = g(m, lℓ, x) ∈ G ∗(m, y′lℓ). Then g(m, lℓ, x) = I(m, lℓ, x)× J(m, lℓ, x),
P (m, lℓ) = (q
′
1, ..., q
′
m) ∈ I(m, lℓ, x) = [q
′
1, q
′
1e)× ...× [q
′
m, q
′
me) and
I(m, lℓ, x) ∩ Im(k, 1j) = ∅ if Im(k, 1j) ∈ Im(k,−t) with j ≥ n0.
Let G ∗(m1, y′lℓ) = {g(m1, z) ∈ G (m1, lℓ) : g(m1, z) ⊂ gc(p, y′)}. Then, by Fact
6.11 and Fact 6.10, we have G ∗(m1, y′lℓ) 6= ∅.
3B. Let b = m+1. Note H(p, y′) ⊂ H(vα1 , t) = (q11 , ..., q1m , q1b , ..., q1k)×J(k, t)
and g(m, lℓ, x) ⊂ gc(p, y
′). Let
I(p, y′, c) = [q11 , q11c)× ...× [q1m , q1mc)× ...× [q1k , q1kc)× ...× [q1p , q1pc),
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gc(p, y
′) = I(p, y′, c)× J(p, y′, c) and
H(mp, y′, c) = (q′1, ..., q
′
m)× [q1b , q1bc)× ...× [q1p , q1pc)× J(p, y
′, c).
Then H(mp, y′, c) = gc(p, y
′) ∩H ′(m, lℓ). Note g(m, lℓ, x) ⊂ gc(p, y′). Then
H(m, lℓ, x) = H
′(m, lℓ) ∩ g(m, lℓ, x) ⊂ H
′(m, lℓ) ∩ gc(p, y
′) = H(mp, y′, c).
Let G ∗(m1, xy′) = {g(m1, z) ∈ G ∗(m1, y′lℓ) : H(m1, z) ∩ H(m, lℓ, x) 6= ∅}. Then
G ∗(m1, xy′) = ∪{G (m1, xl′ℓ) : l
′
ℓ ∈ N1} such that N1 is infinite by Corollary 4.7,
and G (m1, xl′ℓ) = {g(m1, l
′
ℓ, zi) ∈ G
∗(m1, y
′lℓ) : i ∈ N(l′ℓ)} 6= ∅ for every l
′
ℓ ∈ N1.
Let G (m1, lℓ) be a Ln cover of H ′(m, lℓ) and
G (mp, y′, c) = {g(m1, z) ∈ G (m1, lℓ) : g(m1, z) ∩H(mp, y
′, c) 6= ∅}.
Then H(mp, y′, c) ⊂ ∪G (mp, y′, c) and G (mp, y′, c) ⊂ G ∗(m1, y′lℓ). Then we have
G ∗(m1, xy
′) ⊂ G (mp, y′, c).
3C. Let Im(n0,−t) = {Im(k, 1j) : I(k, 1j) ∈ I (mvα1 ,−t) with j < n0}. Take
g(m1, l
′
ℓ, z) ∈ G (mp, y
′, c) with l′ℓ > aj . Let e
′ = m1 + l
′
ℓ, b = m+ 1 = m1,
I(m1, l
′
ℓ, z) = [q
′
1, q
′
1e′)× ...× [q
′
m, q
′
me′)× [q
′
b, q
′
be′) and
J(m1, l
′
ℓ, z) = [q
′
b+1, q
′
b+1e′ )× ...× [q
′
k, q
′
ke′ )× ...× [q
′
e′ , q
′
e′e′)×Xe′ .
Then g(m1, l
′
ℓ, z) = I(m1, l
′
ℓ, z)×J(m1, l
′
ℓ, z) ∈ G (m1, l
′
ℓ) by Definition C in Section
3. Let
Im(m1, l
′
ℓ, z) = [q
′
1, q
′
1e′ )× ...× [q
′
m, q
′
me′),
Ibk(m1, l
′
ℓ, z) = [q
′
b, q
′
be′ )× ...× [q
′
k, q
′
ke′ ) and
Jk(m1, l
′
ℓ, z) = [q
′
k+1, q
′
k+1e′ )× ...× [q
′
e′ , q
′
e′e′)×Xe′ .
3D. On the other hand, take an I(k, aj , 1) ∈ I (k, aσ, t). Then
P (k, 11) ∈ I(k, aj , 1) = [q11 , q11aj )× ...× [q1m , q1maj )× [q1b , q1baj )× ...× [q1k , q1kaj ).
Let Ibk(k, aj , 1) = [q1b , q1baj )× ...× [q1k , q1kaj ) and Pbk(k, 11) = (q1b , ..., q1k). Then
Pbk(k, 11) = (q1b , ..., q1k) ∈ Ibk(k, aj , 1).
Note H(mp, y′, c) ⊂ ∪G (mp, y′, c). Take a g(m1, l′ℓ, z) ∈ G (mp, y
′, c) with
Pbk(k, 11) ∈ Ibk(m1, l′ℓ, z). Then Ibk(m1, l
′
ℓ, z) = [q1b , q1be′) × ... × [q1k , q1ke′) since
q1i ∈ Q
∗
aj
⊂ Q∗e′ for 1b ≤ 1i ≤ 1k by e
′ > aj . Then
Ibk(m1, l
′
ℓ, z) ⊂ Ibk(k, aj , 1)
by 1 of Proposition 3.2 since e′ > aj . Let
G ∗(mp, y′, c) = {g(m1, z) ∈ G (mp, y
′, c) : Pbk(k, 11) ∈ Ibk(m1, l
′
ℓ, z)}.
Then we have G ∗(mp, y′, c) 6= ∅ since g(m1, l′ℓ, z) ∈ G
∗(mp, y′, c). Take a g(m1, z)
from G ∗(mp, y′, c). It is easy to see g(m1, z) ⊂ gc(p, y′) and H(m1, z) ⊂ H ′(m, lℓ)
by the definition of G (mp, y′, c). And then we have the following claim.
3D1. g(m1, z) ∩ [∪G (k, 1j)] = ∅ if j < n0.
In fact, note I(k, aj , 1)∩I(k, 1j) = ∅. Then we have Ibk(m1, l
′
ℓ, z)∩Ibk(k, 1j) = ∅
for each j < n0 since (q11 , ..., q1m) ∈ Im(k, aj , 1) ∩ Im(k, 1j) by 1 of Claim 1C, and
Ibk(m1, l
′
ℓ, z) ⊂ Ibk(k, aj , 1). Then Ik(m1, l
′
ℓ, z) ∩ I(k, 1j) = ∅ for every j < n0.
Then g(m1, z) ∩ [∪G (k, 1j)] = ∅ if j < n0.
3D2. g(m1, z) ∩ [∪G (k, 1j)] = ∅ if j ≥ n0.
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In fact, j ≥ n0 implies q′h /∈ [q1h , q1haj ) = ph[Im(k, 1j)] for some h ≤ m by the
above 3. Then q1haj < q
′
h since q
′
h ∈ [q1h , q1hai) = ph[Im(k, 1i)] if i < n0. Then we
have [q1h , q1haj ) ∩ [q
′
h, q
′
he) = ∅. Then g(m1, z) ∩ [∪G (k, 1j)] = ∅ if j ≥ n0.
4. Take a g(k, x) with x ∈ H(mvα1 ,−t). Then there exists a g(k, x
′) ∈ G (k,−t)
with g(k, x) ∩ g(k, x′) 6= ∅ since G (k,−t) is a Ln cover of H(mvα1 ,−t). Then
g(k, x) ⊂ g(k, x′) by the definition of Ln covers. Then, for every g(m1, z) ∈
G ∗(mp, y′, c), we have
g(m1, z) ∩ g[k,H(mv
α
1 ,−t)] = ∅.
Note ℓ > k implies g[ℓ,H(mvα1 ,−t)] ⊂ g[k,H(mv
α
1 ,−t)]. Then g(m1, z) ⊂ gc(p, y
′)
and [g(m1, z) ∩ E(αk, pk)]− g[ℓ, Us] 6= ∅. 
1. Let x /∈ E(αk, pk). Then U(αℓk, pkx) = g(ℓ, x) − E(αk, pk) is open by the
definition A and B.
2. Let ℓ > m5, x ∈ E(αk, pk) and
U(αℓk, pkx) = g(ℓ, x) ∩ E(αk, pk).
Then U(αℓk, pkx) = g(ℓ, x) ∩ E(αk, pk) is open by the definition A and B.
3. Let x ∈ Y and
U (x) = {U(αℓk, pkx) : α ∈ A , ℓ > m5, k ≥ 2 and pk > m5}.
And then let U ′ ⊂ U (x) be finite, U(αℓk, pkx) ∈ U ′, U [α−ℓk′, p′kx] = ∩U
′
with α− = {αi : U(αiℓiki, pikx) ∈ U
′},
Ux = {U [α
−ℓk′, p′kx] : U
′ ⊂ U (x) is finite} and U = ∪{Ux : x ∈ Y }.
Then U is a family of open sets by the definition A and B.
A base Ux of neighborhoods of x is called an outer base of x in Definition 1.3 of
[22] also.
Proposition 7.2. 1. Ux is a base of neighborhoods of x in some topological space
(Y, τ) for every x ∈ Y .
2. HY = ∪{Hx : x ∈ Y } is a countable network of (Y, τ).
3. U is a base of some topological space (Y, τ).
Proof. Let U(αℓk, pkx), U(βℓ
′n, pnx) ∈ U (x) and t ∈ U(αℓk, pkx) ∩ U(βℓ′n, pnx).
Let H(uα1 , tα) ⊂ U(αℓk, pkx) and H(v
β
1 , tβ) ⊂ U(βℓ
′n, pnx). Pick a point t such
that t ∈ H(uα1 , tα) ∩H(v
β
1 , tβ).
Case 1, U(βℓ′n, pnx) = g(ℓ
′, x)−E(βn, pn) and U(αℓk, pkx) = g(ℓ, x)−E(αk, pk).
Then H(uα1 , tα) ∩E(αk, pk) = ∅ and H(v
β
1 , tβ) ∩E(βn, pn) = ∅. Let
l > max{uα1 , v
β
1 , ℓ
′, ℓ}.
Then g(l, t) ∩ U(αℓk, pkx) = g(l, t) ∩ [g(ℓ, x)− E(αk, pk)]. Then
U(αlk, pkt) = g(l, t) ∩ U(αℓk, pkx) = g(l, t)− E(αk, pk) ∈ U (t).
Then, in the similar way, we have
g(l, t) ∩ U(βℓ′n, pnx) = g(l, t)− E(βn, pn) = U(βln, pnt) ∈ U (t).
Then, by the definitions of H(uα1 , tα) and H(v
β
1 , tβ), we have
H(l, t) ⊂ U [α−lk, pkt] = U(αlk, pkt) ∩ U(βln, pnt) ∈ Ut.
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Case 2, U(βℓ′n, pnx) = g(ℓ
′, x)−E(βn, pn) and U(αℓk, pkx) = g(ℓ, x)∩E(αk, pk).
Then H(vβ1 , tβ) ∩ E(βn, pn) = ∅ and H(a, tα) ⊂ g(ℓ, x) ∩E(αk, pk). Let
l > max{a, vβ1 , ℓ
′, ℓ}.
Then g(l, t) ∩ U(αℓk, pkx) = g(l, t) ∩ [g(ℓ, x) ∩E(αk, pk)]. Then
U(αlk, pkt) = g(l, t) ∩ U(αℓk, pkx) = g(l, t) ∩ E(αk, pk) ∈ U (t).
Then, in the similar way, we have
g(l, t) ∩ U(βℓ′n, pnx) = g(l, t)− E(βn, pn) = U(βln, pnt) ∈ U (t).
Then, by the definitions of H(uα1 , tα) and H(v
β
1 , tβ), we have
H(l, t) ⊂ U [α−lk, pkt] = U(αlk, pkt) ∩ U(βln, pnt) ∈ Ut.
Case 3, U(βℓ′n, pnx) = g(ℓ
′, x)∩E(βn, pn) and U(αℓk, pkx) = g(ℓ, x)∩E(αk, pk).
Then H(b, tβ) ⊂ g(ℓ′, x) ∩ E(βn, pn) and H(a, tα) ⊂ g(ℓ, x) ∩ E(αk, pk). Let
l > max{a, b, ℓ′, ℓ}.
Then we have g(l, t) ∩ U(αℓk, pkx) = g(l, t) ∩ E(αk, pk) = U(αlk, pkt) ∈ U (t) and
g(l, t) ∩ U(βℓ′n, pnx) = U(βln, pnt) ∈ U (t). Then, by the definitions of H(u
α
1 , tα)
and H(vβ1 , tβ), we have
H(l, t) ⊂ U [α−lk′, p′kt] = U(αlk, pkt) ∩ U(βln, pnt) ∈ Ut.
Let U [α−ℓk′, p′kx], U [β
−ℓ′n′, p′ny] ∈ U and t ∈ U [α
−ℓk′, p′kx] ∩ U [β
−ℓ′n′, p′ny]
in general. Then, in the same way as the above proof, there exists a g(l, t) and a
U [γ−lk′, p′kt] ∈ Ut such that
H(l, t) ⊂ U [γ−lh′, p′ht] ⊂ U [α
−ℓk′, p′kx] ∩ U [β
−ℓ′n′, p′ny].
Then, by Proposition 1.2.3 in [5], U is a base for some topological space (Y, τ). 
Let B0 be a defined set in Definitions A-C. Then B0 is c.o in (Y, τ) because both
B0 and Y − B0 are in U . Denote the closure of B0 in (Y, τ) by Cl∗B0, and in
Definitions of A-C by ClτB0. Then
Cl∗B0 = B0 = ClτB0.
Take E(αk, pk) = D(αk, pk) ∪H(kσα1 , qkσ) from Definition A-B.
Note ∁. Cl∗D(αk, pk) = ClτD(αk, pk) for every α ∈ A , k ≥ 2 and pk ∈ N .
In fact, let t /∈ ClτD(αk, pk) = E(αk, pk). Then U(αlk, pkt) = g(l, t)−E(αk, pk)
satisfies U(αlk, pkt) ∩E(αk, pk) = ∅. Note Y − E(αk, pk) ∈ U . Then D(αk, pk) ⊂
E(αk, pk) implies Cl
∗D(αk, pk) ⊂ E(αk, pk). Then t /∈ Cl∗D(αk, pk). Then
Cl∗D(αk, pk) ⊂ ClτD(αk, pk).
Pick an x ∈ H(kσα1 , qkσ). Then there exists an H(v
α
1 , x) ∈ Hd(kσ
α
1 , qkσ) with
H(vα1 , x) ∩ D(αk, pk) = ∅. Take a gc(ℓ, x) for ℓ > m5. Then, by Fact 6.10-6.11
and 3 of Proposition 6.5, there exists a full H(m1, z) with H(m1, z) ⊂ gc(ℓ, x) and
g(m1, z) ∈ G ∗(m1, y′1ℓ). Then, for every E(βh, ph), we have
H(m1, z) ∩ [gc(ℓ, x) ∩ E(βh, ph)] 6= ∅ and H(m1, z) ∩ [gc(ℓ, x)− E(βh, ph)] 6= ∅.
Then x ∈ Cl∗D(αk, pk). Then ClτD(αk, pk) ⊂ Cl∗D(αk, pk). 
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Then the closure operation Clτ in definitions A-C is the same as the closure
operation Cl∗ in (Y, τ).
Denote the topological space by (Y, τ).
So, in topological space (Y, τ), we can denote the closure of a set A by ClτA by
Note ∁. Let
IntτA = Y − Clτ (Y −A).
Proposition 7.3. 1. ∩pClτg[p,E(αk, pk)] = E(αk, pk).
2. Let t ∈ Clτg[p,E(αk, pk)] − E(αk, pk). Then there exists an ℓ such that: if
l, q > ℓ, H(l, t) ∩ Clτg[q, E(αk, qk)] = ∅.
Proof. Let p > pk. Then g[p,E(αk, pk)] = D(αk, pk)∪ g[p,H(kσα1 , qkσ)]. Then, by
1 of Definition B,
Clτg[p,E(αk, pk)] = g[p,E(αk, pk)] ∪H(hσ
α
1 , qhσ).
Here h = k + 1 and qh = max{pk, qn}.
Let t ∈ H(m1, jz) = H ′(m, 1j) ∩ g(m1, z) for some g(m1, z) ∈ G ∗(m1, 1j),
H (t, 1j−) = {H
′(m, 1i) ∈ H
′(m, y0) : i < j}, H− = ∪H (m, 1j−),
H (m, 1j+) = {H
′(m, 1i) ∈ H
′(m, y0) : i > j} and H+ = ∪H (m, 1j+).
1. t /∈ g[p,H+] if p > m1 = ℓ1 by 6′ of Proposition 3.3.
2. t /∈ g[p,H− ∩ E(αk, pk)] if p > ℓ2 for some ℓ2 since H (t0, 1j−) is finite.
3. Note p > pk and t ∈
[
H(m1, jz) ∩ Clτg[p,E(αk, pk)]
]
− E(αk, pk). Then
t /∈ D(αk, pk) since g[p,D(αk, pk)] = D(αk, pk) ⊂ E(αk, pk) if p > pk. Then there
exists an ℓ3 such that l > ℓ3 implies H(l, t) ∩D(αk, pk) = ∅ by Fact 6.16.
4. t ∈
[
g[p,H(kσα1 , qkσ)] ∩ H(m1, jz)
]
− E(αk, pk). Then, by the definition of
H(kσα1 , qkσ), there exists an Hd(v
α
1 , jz
l
v) ⊂ H (kσ
α
1 , jz, qkσ) such that
t ∈ g[p,∪Hd(v
α
1 , jz
l
v)]− E(αk, pk).
Then there exists an H(vα1 , s
′) ∈ Hd(vα1 , jz
l
v) such that t ∈ g[p,H(v
α
1 , s
′)] −
E(αk, pk). Note H(v
α
1 , s
′) is closed in (Y, ρ). Then there exists ℓ4 > v
α
1 such
that H(h, t) ∩ g[q,H(vα1 , s
′)] = ∅ if h, q > ℓ4 by 1 of Claim 6.8. Note p > pk > m5,
t ∈ g[p,∪Hd(v
α
1 , jz
l
v)] ∩H(m1, jz) ⊂ H(m3, jz
l
v) and
H(m3, jz
l
v) ∩H(m3, jz
n
u) = ∅ if l 6= n or v 6= u. Then
H(h, t) ∩ g[q,H(kσα1 , qkσ)] = ∅.
5. t ∈ H(hσα1 , qhσ). Note H(hσ
α
1 , qhσ) ∩ g[p,H(kσ
α
1 , qkσ)] = ∅. Then, in
the same way as the proof of Fact 6.17, there exists an ℓ5 such that H(l, t) ∩
H(hσα1 , q
∗
hσ) = ∅ if q
∗
h, l > ℓ5.
Let ℓ, q > max{ℓi : i ≤ 5}. Then, by 1 of Definition B, we have
Clτg[q, E(αk, pk)] = g[q, E(αk, pk)] ∪H(hσ
α
1 , qhσ).
Here qh = max{q, qk} and h = k + 1. Then H(ℓ, t) ∩ Clτg[q, E(αk, pk)] = ∅. 
Proposition 7.4. Let U(αℓk, pkx) = g(ℓ, x)− E(αk, pk). Then:
1. ∩pClτg[p, U(αℓk, pkx)] = U(αℓk, pkx).
2. Let t ∈ Clτg[p, U(αℓk, pkx)] − U(αℓk, pkx). Then there exists an ℓ such that
H(l, t) ∩ Clτg[q, U(αℓk, pkx)] = ∅ if l, q > ℓ.
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Proof. Let Ux = U(αℓk, pkx), p > pk and t ∈ Clτg[p, Ux]−Ux. Then t ∈ g[p, Ux]−
Ux by Definition C.
Let t ∈ Hj = H ′(m, lj) for some H ′(m, lj) ∈ H ′(m, y0),
H (m, j+) = {H(m, li) ∈ H (m, y0) : i > j}, H+ = ∪H (m, j+),
H (m, j−) = {H(m, lj) ∈ H (m, y0) : i < j} and H− = ∪H (m, j−).
Then H (m, j−) is finite.
1. Let ℓ1 = m1. Then g[q,H+] ∩Hj = ∅ if q > ℓ1.
2. Note ρ(H−, H
′(m, lj)) = r > 0 by 2 of Proposition 3.1. Then there exists an
ℓ2 such that g[q,H− ∩ Ux] ∩Hj = ∅ if q > ℓ2.
3. Note Ux = U(αℓk, pkx) = g(ℓ, x)− E(αk, pk). Then
H ′(m, lj) ∩ Ux = [g(ℓ, x) ∩H
′(m, lj)]− [D(αk, pk) ∪H(kσ
α
1 , qkσ)].
Let G (m1, kj) be a Ln cover of H
′(m, 1j). From Q2 of Construction 6.1, take
H∗(m, kj) = H
′(m, 1j)− ∪i<jD(pk,m
α, ki) and
G ∗(m1, kj) = {g(m1, z) ∈ G (m1, kj) : g(m1, z) ∩H
∗(m1, kj) 6= ∅}.
Fact 7.4.1. Let g(m1, z) ∈ G ∗(m1, kj) and s ∈ H(m2, jzn) ∈ H (m2, jz) with
n < k. If s /∈ ∪i<jD(pk,mα, ki), then g(p, s) ∩ [∪i<jD(pk,mα, ki)] = ∅ for p > pk.
Proof. Note s ∈ H(m2, jzn) ⊂ H(m1, jz) and s /∈ ∪i<jD(pk,m
α, ki). Take g(m, s).
Then g(m, s) ∩ [∪i<jH ′(m, 1i)] = ∅ by 6 of Proposition 3.3 since H(m, s) ⊂
H ′(m, 1j). Take H(pk, s). Then H(pk, s) ⊂ H(m, s) since pk > m5 > m.
Suppose g(pk, s) ∩ [∪i<jD(pk,mα, ki)] 6= ∅.
Case 1. There exists an n < k such that D(pn,m
α, ni) ⊂ ∪i<jD(pk,mα, ki) and
g(pk, s)∩D(pn,mα, ni) 6= ∅. Then there exists a g(pn, s′) withH(pn, s′) ⊂ H ′(m, 1i)
for some i < j and g(pk, s) ∩ g(pn, s′) 6= ∅. Then g(pn, s) ∩ g(pn, s′) 6= ∅ since
g(pk, s) ⊂ g(pn, s) by pk > pn. Then
g(pk, s) ⊂ g(pn, s) ⊂ g(pn, s
′) ⊂ D(pn,m
α, ni) ⊂ ∪i<jD(pk,m
α, ki).
It is a contradiction to s /∈ ∪i<jD(pk,mα, ki).
Case 2. Then there exists a g(pk, s
′) ⊂ ∪i<jD(pk,m
α, ki) with H(pk, s
′) ⊂
∪i<jH ′(m, 1i) such that
g(pk, s) ∩ g(pk, s
′) 6= ∅.
Then g(pk, s) ⊂ g(pk, s′) by 8 of Proposition 3.3. Then we have
s ∈ g(pk, s
′) ⊂ ∪i<jD(pk,m
α, ki).
It is a contradiction to s /∈ ∪i<jD(pk,mα, ki). So g(pk, s)∩ [∪i<jD(pk,mα, ki)] = ∅.
Then g(p, s) ∩ [∪i<jD(pk,m
α, ki)] = ∅ for p > pk. 
Fact 7.4.2. Let H(m2, jzn) ∈ H (m2, jz) with n < k. If p > pk ≥ pn, then
g[p,H(m2, jzn) ∩ Ux] ⊂ Ux.
Proof. Note ∪vH(m3, jznv ) = H(m2, jzn) by 1 of Claim 6.6. Take an H(m3, jz
n
v ).
Case 1, vα0 < pn. Take Hd(v
α
1 , jz
n
v ) and H(v
α
1 , t) ∈ Hd(v
α
1 , jz
n
v ). Then we have
∅ 6= H(vα0 , t)− g[pn, H(v
α
1 , t)] = H(v
α
0 ,−v
α
1 t) ⊂ Ux and
g[pn, H(v
α
0 ,−v
α
1 t)] ∩ g[pn, H(v
α
1 , t)] = ∅ by 8 of Proposition 3.3.
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Note G (vα0 , jz
n
v ) is a Ln cover of H(m3, jz
n
v ). Let Hd(v
α
1 , jz
n
v ) = ∪Hd(v
α
1 , jz
n
v ) and
H(m3,−jz
n
<) = ∪{H(m3, jz
n
v )− g[pn, Hd(v
α
1 , jz
n
v )] : v
α
0 < pn}.
Then H(m3,−jz
n
<) ⊂ Ux and g[pn, H(m3,−jz
n
<)]∩g[pn, Hd(v
α
1 , jz
n
v )] = ∅ for every
vα0 < pn.
Case 2, vα0 = pn. Then g[pn, H(v
α
1 , t)] = g(v
α
0 , t) for everyH(v
α
1 , t) ∈ Hd(v
α
1 , jz
n
v ).
Then g[pn,∪Hd(vα1 , jz
n
v )] = [∪G (v
α
0 , jz
n
v )] ∩G(5, αz
n
v ). Then
g[pn,∪Hd(v
α
1 , jz
n
v )] ∩H(m3, jz
n
v ) = H(m3, jz
n
v ) ∩G(5, αz
n
v ).
Let H(m3,−jznv ) = H(m3, jz
n
v )−G(5, αz
n
v ). Note pn > m5. Then
g[pn, H(m3,−jz
n
v )] ∩ g[pn, G(5, αz
n
v )] = ∅.
Case 3, vα0 > pn > m5. Then we have
H(m3, jz
n
v )] ∩ g[pn, Hd(v
α
1 , jz
n
v )] = H(m3, jz
n
v )] ∩G(5, αz
n
v ).
Let H(m3,−jznv ) = H(m3, jz
n
v ) − G(5, αz
n
v ). Note pn > m5. Then we have
g[pn, H(m3,−jznv )] ∩G(5, αz
n
v ) = ∅. Then
g[pn, H(m3,−jz
n
v )] ∩ g[pn, G(5, αz
n
v )] = ∅.
Let
H(m3,−jz
n
≥) = ∪{H(m3, jz
n
v )− g[pn, Hd(v
α
1 , jz
n
v )] : v
α
0 ≥ pn}.
Then H(m3,−jzn≥) ⊂ Ux and g[pn, H(m3,−jz
n
≥)]∩g[pn, Hd(v
α
1 , jz
n
v )] = ∅ for every
vα0 ≥ pn.
Let H(m3,−jznσ) = H(m3,−jz
n
<) ∪H(m3,−jz
n
≥). Then, for every v ∈ N ,
g[pn,∪Hd(v
α
1 , jz
n
v )] ∩ g[pn, H(m3,−jz
n
σ)] = ∅.
Then, for every s ∈ Ux∩H(m2, jzn) with n < k, we have g[p, {s}]∩H(m2, jzn) ⊂ Ux
if p > pn. 
The proof of Proposition 7.4 is continued. Let G (m1, kj) be a Ln cover of
H ′(m, 1j). Take H
∗(m, kj) = H
′(m, 1j)− ∪i<jD(pk,mα, ki) and
G ∗(m1, kj) = {g(m1, z) ∈ G (m1, kj) : g(m1, z) ∩H
∗(m, kj) 6= ∅}
from Q2 in Section 6. Let s ∈ H∗(m, kj). Then s /∈ ∪i<jD(pk,mα, ki) and
g[p, {s}]∩[∪i<jD(pk,mα, ki)] = ∅ by Fact 7.4.1. Then H(p, s)∩[∪i6=jH ′(m, 1i)] = ∅
by the above 1 and 2. Then H(p, s) ⊂ H(m3, jznv ) for some g(m1, z) ∈ G
∗(m1, kj).
Case 1, n < k. Let s ∈ H(m3, jz
n
v ) ∩ Ux. Then H(p, s) ⊂ H(m3, jz
n
v ) ∩ Ux by
Fact 7.4.2. Then t /∈ H(p, s) if p > pk.
Case 2, n > k. Then H(m3, jz
n
v ) ∩ g(ℓ, x) ⊂ Ux since Ux = g(ℓ, x)− E(αk, pk).
Then H(p, s) ⊂ H(m3, jznv )∩Ux if s ∈ H(m3, jz
n
v )∩g(ℓ, x), p > ℓ and p > pk > m5.
Then t /∈ H(p, s).
Case 3, n = k. Note t ∈ g[p, Ux]−Ux. Then there exists an s ∈ H(m3, jzkv )∩Ux
such that t ∈
[
g[p, {s}] ∩H(m3, jzkv )
]
− Ux. Note, by the definition of E(αk, pk),
[
g[p, {s}] ∩H(m3, jz
k
v )
]
−H(kσα1 , qkσ) ⊂ Ux.
Then t ∈ H(kσα1 , qkσ).
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To see it suppose t /∈ H(kσα1 , qkσ). Note t ∈ g[p, {s}] ∩ H(m3, jz
k
v ). Then we
have t ∈
[
g[p, {s}] ∩ H(m3, jzkv )
]
− H(kσα1 , qkσ) ⊂ Ux. It is a contradiction to
t ∈
[
g[p, {s}]∩H(m3, jzkv )
]
− Ux.
Then t ∈ H(kσα1 , qkσ) implies that there exists anH(m3, jz
k
v ) and anH(v
α
1 , s
′) ∈
Hd(vα1 , jz
k
v ) such that t ∈ H(v
α
1 , s
′). Then g(vα1 , s
′) ∩ [∪Hd(vα1 , jz
k
v )] = H(v
α
1 , s
′).
Then t ∈ H ′(m, lj) ∩ g(vα1 , s
′) = H(mvα1 , s
′) and
t /∈ H(mvα1 ,−s
′) = H(mvα1 , s
′)−H(vα1 , s
′) ⊂ Ux.
Let p ≥ vα1 . Note g[p, Ux] ∩ H(mv
α
1 , s
′) = H(mvα1 ,−s
′) ⊂ Ux. Then we have
g[p, Ux] ∩ g(vα1 , s
′) ∩H ′(m, lj) = H(mvα1 ,−s
′). Then
H(mvα1 ,−s
′) ⊂ g[p,H(mvα1 ,−s
′)] ∩ g(vα1 , s
′) ∩H ′(m, lj)
⊂ g[p, Ux] ∩ g(v
α
1 , s
′) ∩H ′(m, lj) = H(mv
α
1 ,−s
′).
Then g[p,H(mvα1 ,−s
′)] ∩H(vα1 , s
′) = ∅. Let p > ℓ3 = vα1 . Then we have
H(vα1 , s
′) ∩ g[p, Ux] = ∅.
Note t ∈ H(vα1 , s
′) implies H(vα1 , t) = H(v
α
1 , s
′). Then H(vα1 , t) ∩ g[p, Ux] = ∅ if
p > ℓ3.
Let q, l > max{ℓi : i ≤ 3}. Then H(l, t) ∩ Clτg[q, Ux] = ∅. 
Note g[p, U(αℓk, pkx)] is a closed set if U(αℓk, pkx) = g(ℓ, x) − E(αk, pk) by
Definition C.
Proposition 7.5. Let Ux = U(αℓk, pkx) = g(ℓ, x)− E(αk, pk). Then:
1. Clτg[l, g[p, Ux]] = g[p, Ux] if l ≥ p.
2. ∩lClτg[l, g[p, Ux]] = g[p, Ux].
Proof. Note g[p, Ux] is a c.o set and g[l, g[p, Ux]] = g[p, Ux] if l ≥ p. Then t /∈ g[p, Ux]
implies H(l, t) ∩ g[p, Ux] = ∅ for some l. Then we have Clτg[l, g[p, Ux]] = g[p, Ux]
by the definition C. 
Recall Proposition 3.3. Function G satisfies the following conditions:
1 ∩ℓg(ℓ, i, y) = {y}.
4 y ∈ g(ℓ, i, x) implies g(ℓ, j, y) ⊂ g(ℓ, i, x) for some j.
5 g(ℓ+ 1, j, x) ⊂ g(ℓ, i, x).
6 j > k implies H(ℓ, k) ∩ (∪G (ℓ, j)) = ∅.
6′ H(ℓ, k, h) ∩ g(ℓ, j, l) 6= ∅ and H(ℓ, k, h) 6= H(ℓ, j, l) imply k > j.
7 Each G (ℓ, i) is c.o.D family.
8 If g(ℓ, i, l), g(ℓ, j, e) ∈ Gℓ with j > i, then g(ℓ, i, l)∩ g(ℓ, j, e) = ∅ or g(ℓ, j, e) ⊂
g(ℓ, i, l).
Theorem 1. a. (Y, τ) is a stratifiable space and GY is a g-function of (Y, τ).
Proof. To prove Theorem 1 we show the function GY such that:
2, x ∈ g(ℓ, xℓ) ∈ GY implies xℓ → x and
3, if H is closed and x /∈ H , then x /∈ Clτ (∪{g(ℓ, x′) ∈ GY : x′ ∈ H}) for some ℓ.
proof of 2. Let x ∈ Y . Let g(ℓ, xℓ) = g(ℓ, iℓ, lℓ), xℓ ∈ H(ℓ, iℓ, lℓ), x ∈ H(ℓ, i′ℓ, l
′
ℓ) =
{ql1} × ...× {qlℓ} × J(ℓ, i
′
ℓ, l
′
ℓ) and S = {xℓ : ℓ ∈ N}. Suppose that there exists an
U [α−lk, pkx] with
S − U [α−lk, pk, x] = S1 = {xni : i ∈ N}.
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Let xℓi ∈ H(ℓi, iℓi , lℓi) ⊂ H(ℓ, ji, ki) ⊂ g(ℓ, ji, ki) for i ∈ N , and let
N1 = {ji : xℓi ∈ H(ℓi, iℓi , lℓi) ⊂ H(ℓ, ji, ki) for i ∈ N}.
Suppose that there exists a strictly increasing infinite subsequence of N1, to say
j1 < j2 < ... < ji < .... Then xℓi ∈ g(ℓ, ji, ki) implies g(ℓi, xℓi) ⊂ g(ℓ, ji, ki) by
4 of Proposition 3.3. Note x ∈ H(ℓ, i′ℓ, l
′
ℓ). Then ji → +∞ implies ji > i
′
ℓ when
i > n0 for some n0. Then, by 6 of Proposition 3.3, g(ℓ, ji, ki) ∩ H(ℓ, i′ℓ, l
′
ℓ) = ∅, a
contradiction to x ∈ g(ℓi, xℓi) ⊂ g(ℓ, ji, ki).
So we may assume j = j1 = j2 = ... = ji = ... and g(ℓ, ji, ki) = g(ℓ, j, ki). Let
G (ℓ, j) = {g(ℓ, j, ki) : i ∈ N}. Then G (ℓ, j) is a c.o.D family in (Y, ρ) by 7 of
Proposition 3.3. Note x ∈ g(ℓi, xℓi) ⊂ g(ℓ, j, ki) for each i. Then it is easy to see
k1 = k2 = ... = ki = .... So H(ℓ, ji, ki) = H(ℓ, j, k) for each i.
Suppose H(ℓ, i′ℓ, l
′
ℓ) 6= H(ℓ, j, k) = {qj1}× ...×{qjℓ}× J(ℓ, j, k). Note the defini-
tion of H(ℓ, i′ℓ, l
′
ℓ). Then there exists an e ≤ ℓ with qje 6= qle .
In fact, suppose qje = qle for each e ≤ ℓ. Then H(ℓ, j, k) 6= H(ℓ, i
′
ℓ, l
′
ℓ) implies
J(ℓ, j, k) ∩ J(ℓ, i′ℓ, l
′
ℓ) = ∅. Then g(ℓ, j, k) ∩ g(ℓ, i
′
ℓ, l
′
ℓ) = ∅, a contradiction to x ∈
g(ℓi, xℓi) ⊂ g(ℓ, j, k).
So H(ℓ, i′ℓ, l
′
ℓ) 6= H(ℓ, j, k) implies qjℓ 6= qlℓ for some e ≤ ℓ. Note xℓi ∈ H(ℓ, j, k),
and ∩ig(ℓi, xℓi) = {x} since x ∈ g(ℓi, xℓi). Then xℓi converges to x in (Y, ρ),
and x ∈ H(ℓ, j, k) since H(ℓ, j, k) is closed in (Y, ρ). Note x ∈ H(ℓ, i′ℓ, l
′
ℓ). Then
H(ℓ, i′ℓ, l
′
ℓ) = H(ℓ, j, k) by 1 of Proposition 3.1, a contradiction to supposition
H(ℓ, i′ℓ, l
′
ℓ) 6= H(ℓ, j, k).
This implies H(ℓ, j, k) = H(ℓ, i′ℓ, l
′
ℓ). So S1 ⊂ H(ℓ, j, k) = H(ℓ, i
′
ℓ, l
′
ℓ), a con-
tradiction to S1 ∩ U [α−lk, pkx] = ∅ and H(ℓ, i′ℓ, l
′
ℓ) ⊂ U [α
−lk, pkx]. So S −
U [α−, l, p, h, x] is finite for each U [α−lk, pkx]. So xℓ → x.
proof of 3. Let H be closed in (Y, τ). Then there exists an O ∈ τ and a family
O = {Uλ : λ ∈ Λ} ⊂ U such that O = ∪O and
H = Y −O = Y − ∪O = Y − ∪{Uλ : λ ∈ Λ}.
Note Uλ ∈ U . Then Uλ = ∩{Uiλ ∈ U (xλ) : i ≤ n(λ)}. Let Uiλ = Y −Hiλ. Then
Uλ = Y − ∪i≤n(λ)Hiλ. Then
H = Y −∪{Uλ : λ ∈ Λ} = Y −∪{Y −∪i≤n(λ)Hiλ : λ ∈ Λ} = ∩{∪i≤n(λ)Hiλ : λ ∈ Λ}.
Let s /∈ H . Then there exists an ∪i≤n(λ)Hiλ such that s /∈ ∪i≤n(λ)Hiλ ⊃ H .
Note s /∈ ∪i≤n(λ)Hiλ. Then s /∈ Hiλ for each i ≤ n(λ). Then, by Proposition
7.3-7.5, there exists an ℓi such that H(li, s) ∩ Clτg[qi, Hiλ] = ∅ if li, qi > ℓi. Let
ℓ > max{qi, li : i ≤ n(λ)}. Then H(l, s)∩ [∪i≤n(λ)Clτg[q,Hiλ]] = ∅ if l, q > ℓ. Note
∪i≤n(λ)Clτg[q,Hiλ] = Clτg[q,∪i≤n(λ)Hiλ].
Then H(l, s) ∩ Clτg[q,∪i≤n(λ)Hiλ] = ∅ if l, q > ℓ. Then H(l, s) ∩ Clτg[q,H ] = ∅ if
l, q > ℓ. 
8. Properties of neighborhoods of stratifiable space (Y, τ)
Proposition 8.1. Let y ∈ H0, y′ ∈ U [α−bk′, p′ky] = ∩i≤nU(αibiki, pkiy) ∈ Uy,
U [α−bk′, p′ky] = g(b, y) − E[α
−k′, p′k] and U(δbk, pky
′) = g(b, y′) − E(δk, pk) with
δ 6= αi for i ≤ n. Then there exists an H(l, t) ⊂ E(δk, pk) and H(l, t) ⊂
U [α−bk′, p′ky].
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Proof. Let α− = {αi : i ≤ n}. Note E[α−k′, p′k] ∩H0 = ∅ for α ∈ A .
A. Suppose y 6= y′. Then there exists an l with g(l, y′) ∩ g(l, y) = ∅. Then we
may assume y′ = y ∈ H0.
B. Take g(l, y). Then there exists c such that H(m, ℓ, h)∩ gc(l, y) 6= ∅ and ℓ > c
imply g(m, ℓ, h) ⊂ gc(l, y) by 1 of Corollary 5.3. Let 1j be the least number such
that 1j > c and H
′(m, 1j) ∩ gc(l, y) 6= ∅.
Let G (m1, 1j) be an Ln cover of H ′(m, 1j) and
G ∗(m1, y1j) = {g(m1, x) ∈ G (m1, 1j) : g(m1, x) ⊂ gc(l, y)}.
Take Gd(nσ
α
1 , jz, p) = ∪Gd(nσ
α
1 , jz, pσ) from Fact 6.11. Then, by Fact 6.11, we
have the following fact:
Fact B**. 1. ∅ 6= G ∗(m1, y1j) ⊂ G ∗(m1, 1j).
2. Hd(nσα1 , 1j, pσ)|H(m1, z) = Hd(nσ
α
1 , jz, pσ) for every g(m1, z) ∈ G
∗(m1, y1j).
3. H(m1, z) − Gd(nσα1 , jz, p) ⊂ gc(l, y) and Gd(nσ
α
1 , jz, p) ⊂ gc(l, y) for every
g(m1, z) ∈ G ∗(m1, y1j). 
Let k > n∗ = max{ki : i ≤ n}. IfH(l, t) ⊂ H(kσδ1 , qkσ)∩H(m2, jzk) ⊂ H(m1, z)
for g(m1, z) ∈ G ∗(m1, y1j), then H(l, t) ∩ E[α−k′, p′k] = ∅ since E[α
−k′, p′k] ∩
H(m1, z) ⊂ ∪i≤nH(m2, jzi) by 2 of Fact B∗∗ for α−. So, without loss of generality,
we may assume k ≤ min{ki : i ≤ n}.
C. Take α− = {αi : i ≤ n}.
1. Let e be the least number such that i > e implies that {αh(i) : h ≤ n} is
different each other. We may assume
α1(i) < ... < αb(i) = β(i) < δ(i) < γ(i) = αb+1(i) < ... < αn(i).
2. Take Hd(m5, θti), Hd1(m5, θti) and Hd2(m5, θti) from ℜ2. Let
H−z(m5, θt
i) = {H(m5, t
i
jl) ∈ H (m5, θt
i
j) : l ≤ θ(i) for j ≤ θ(i)} and
H−y(m5, θt
i) = {H(m5, t
i
jl) ∈ H (m5, θt
i
j) : l > θ(i) for j > θ(i)}.
Note γ(i) = αb+1(i) < ... < αn(i). Then H−z(m5, γti) ⊂ ... ⊂ H−z(m5, αnti) and
H−z(m5, γt
i) = ∩{H−z(m5, αjt
i) : b+ 1 ≤ j ≤ n}.
Note α1(i) < ... < αb(i) = β(i). Then H−y(m5, α1ti) ⊃ ... ⊃ H−y(m5, βti) and
H−y(m5, βt
i) = ∩{H−y(m5, αjt
i) : 1 ≤ j ≤ b}.
Take Hd(m5, δti) from ℜ2. Let
H (m5δ,−βγ, t
i) = Hd(m5, δt
i) ∩ [H−y(m5, βt
i) ∩H−z(m5, γt
i)].
Then
H (m5δ,−βγ, t
i) = {H(m5, t
i
jl) : β(i) < l ≤ δ(i) if δ(i) < j ≤ γ(i), or
δ(i) < l ≤ γ(i) if β(i) < j ≤ δ(i) }.
3. We translate H (m5δ,−βγ, ti) into H (m5δ,−βγ, zkv ).
To do it take H (m5, xv) and G (m5, xv) for v = i from ℜ2. Let xv = zkv and
take H(m3, jz
k
v ) from Claim 6.6 for v > e. Here e is in the above 1 of C. Let
H (m5δ,−βγ, z
k
v ) = {H(m5, t
v
jl) ∈H (m5, x
v) : β(v) < l ≤ δ(v) if δ(v) < j ≤ γ(v),
or δ(v) < l ≤ γ(v) if β(v) < j ≤ δ(v) }.
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Note H(m5, t
v
jl) = H(m, j
′z) ∩ g(m5, tvjl) for H(m5, t
v
jl) ∈ H (m5δ,−βγ, z
k
v ). Let
G (m5δ,−βγ, z
k
v ) = {g(m5, t
v
jl) ∈ G (m5, x
v) : H(m5, t
v
jl) ∈ H (m5δ,−βγ, z
k
v)}.
4. Take H(m3, jz
k
v ) and G
∗
d (v
α
1 , jz
k
v ) from B1 of Construction 6.1. Let
H (m5δ,−βγ, qkz) = ∪{H (m5δ,−βγ, z
k
v ) : z
k
v ∈ H(m1, jz), v > e and v > qk} and
H(m5δ,−βγ, qkz) = ∪H (m5δ,−βγ, qkz).
Then, for j ≤ n, H(m5δ,−βγ, qkz) ∩ E(αjkj , pkj ) = ∅. Then, by the definition of
H (m5δ,−βγ, zkv), we have
H(m5δ,−βγ, qkz) ∩ [∪Hd(v
δ
1, jz
k
v )] ⊂ H(kσ
δ
1 , qkσ) ⊂ E(δk, pk).
Claim 8.2. Let
G (m5δ,−βγ, qk) = ∪{G (m5δ,−βγ, qkz) : g(m1, z) ∈ G
∗(m1, 1j) and j ∈ N} and
H (m5δ,−βγ, qk) = ∪{H (m5δ,−βγ, qkz) : g(m1, z) ∈ G
∗(m1, 1j) and j ∈ N}.
Then: 1. G (m5δ,−βγ, qkz) is a Ln family,
2. For every H(m5, t
v
jl) ∈ H (m5δ,−βγ, qk), there uniquely exists a g(m5, t
v
jl) ∈
G (m5δ,−βγ, qk) with H(m5, tvjl) = g(m5, t
v
jl) ∩H(m1, j
′z),
3. H(m5δ,−βγ, qk)∩E(αjkj , pkj ) = ∅ for each αj ∈ α
−. Here H(m5δ,−βγ, qk) =
∪H (m5δ,−βγ, qk).
4. H(m5δ,−βγ, qk) ∩ [∪Hd(vδ1 , jz
k
v )] ⊂ H(kσ
δ
1, qkσ) ⊂ E(δk, pk).
The proof is continued. Let H(vδ1, t) ∈ Hd(v
δ
1, jz
k
v )|H(m5δ,−βγ, qk). Then
H(vδ1 , t) ⊂ E(δk, pk), H(v
δ
1 , t) ⊂ gc(l, y) and H(v
δ
1, t) ∩ E(αjkj , pkj ) = ∅. Then
H(vδ1 , t) ⊂ gc(l, y)− E(αjkj , pkj ) for j ≤ n. 
Let A be a mad family on N . Take an α ∈ A . Let k ≥ 1. Then there exists a
family E (α, k) = {E(αk, p) : p > m5} by Definition B. Let E (α) = ∪kE (α, k).
Let Vy = {Vλ : λ ∈ Λ} be an arbitrary neighborhoods base of y ∈ H0 in (Y, τ).
Then Vλ is open in (Y, τ) for every Vλ ∈ Vy by the definition of neighborhoods base
before Proposition 7.2. Let b > m5, y ∈ H0, p1 > m5, c on (g(b, y),m) and
U (y, 2, c) = {U(αb2, p2y) = gc(b, y)− E(α2, p2) ∈ U (y) : α ∈ A }.
Take Uy from Proposition 7.2. Then, for arbitrary U(αb2, p2y) ∈ U (y, 2, c), there
exists a Vα ∈ Vy such that Vα ⊂ U(αb2, p2y) by the definition of Vy. Then there
exists an U [α−bk′, p′ky] ∈ Uy such that U [α
−bk′, p′ky] ⊂ Vα by the definition of
Uy. Let U [α
−bk′, p′ky] = ∩i≤nU(αibiki, pkiy) ∈ Uy , α
− = {αi : i ≤ n} and
E[α−k′, p′k] = ∪i≤nE(αiki, pki).
Take Hd(kσα1 , qkσ) from B2, and take H(m5α,−βγ, qkz) from Claim 8.2 for
g(m1, z) ∈ G ∗(m1, 1j). Let
H (m5σ
α
1 ,−βγ, qkz) = Hd(kσ
α
1 , qkσ)|H(m5α,−βγ, qkz) and
H(m5σ
α
1 ,−βγ, qkz) = ∪H (m5σ
α
1 ,−βγ, qkz).
Call Vα fine if there exists an n ≤ k and a full g(m1, z) ∈ G ∗(m1, 1j) such that
H(m5α,−βγ, qnz)−H(m5σ
α
1 ,−βγ, qnz) ⊂ U [α
−bn′, p′ns] ⊂ Vα ⊂ U(αb2, p2y) and
H(m5σ
α
1 ,−βγ, qnz) ∩ ClτVα = ∅ for Vα ∈ Vy.
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Proposition 8.3. Let y ∈ H0, U [α−bk′, p′ky] = ∩i≤nU(αibiki, pkiy) ∈ Uy, Vα ∈ Vy
and U(αb2, p2y) ∈ U (y, 2, c) such that
U [α−bk′, p′ky] ⊂ Vα ⊂ U(αb2, p2y) ⊂ gc(b, y).
Then Vα is fine.
Proof. We prove the proposition by induction on k for U [α−bk′, p′ky]. To do it
note U [α−bk′, p′ky] = gc(b, y) − E[α
−k′, p′k] ⊂ Vα ⊂ U(αb2, p2y) since y ∈ H0 and
H0 ∩ E(βh, ph) = ∅ for every β ∈ A and every h ≥ 2. Let α− = {αi : i ≤ n}
and U [α−bk′, p′ky] = ∩i≤nU(αibiki, pkiy). Then α ∈ α
− by Proposition 8.1. Then
α = αa and E(αk, pka) ⊂ E[α
−k′, p′k] = ∪i≤nE(αiki, pki). Then we may assume
E(αk, pk) ⊂ E[α−k′, p′k].
In fact, if pka ≤ pk, then E(αk, pk) ⊂ E(αk, pka) ⊂ E[α
−k′, p′k].
Let pk < pka . Then E(αk, pka) ⊂ E(αk, pk) and U(αbk, pky) ⊂ U(αbk, pka).
Then U [α−bk′, p′ky] ∩ U(αbk, pky) ⊂ U [α
−bk′, p′ky] ⊂ Vα ⊂ U(αb2, p2y). we de-
note E[α−k′, p′k] ∪ E(αk, pk) by E[α
−k′, p′k], and U [α
−bk′, p′ky] ∩ U(αbk, pky) by
U [α−bk′, p′ky] still. Then E(αk, pk) ⊂ E[α
−k′, p′k]. Then we have the following
fact.
Fact 1. There exists an U [α−bk′, p′ky] ∈ Uy such that E(αk, pk) ⊂ E[α
−k′, p′k],
α ∈ α− and U [α−bk′, p′ky] = gc(b, y)−E[α
−k′, p′k] ⊂ Vα ⊂ U(αb2, p2y) ∈ U (y, 2, c).
A. k = 2 and U [α−b2′, p′2y] = gc(b, y)− E[α
−2′, p′2] ⊂ Vα ⊂ U(αb2, p2y).
Then E(α2, p2) ⊂ E[α−2′, p′2] by Fact 1. Note Vα ⊂ U(αb2, p2y). Then we have
E(α2, p2) ∩ U(αb2, p2y) = ∅. Then E(α2, p2) ∩ ClτVα = ∅ since E(α2, p2) is a c.o
set by 1 of Definition B. Then, by 4 of Claim 8.2, H(m5σ
α
1 ,−βγ, q2z) ∩ClτVα = ∅
since H(m5σ
α
1 ,−βγ, q2z) ⊂ E(α2, p2). Note H(m1, z)−E(α2, p2) ⊂ U(αb2, p2y) by
the definition of U(αb2, p2y) for every H
′(m, 1j) ∈ H ′(m, y0) and every g(m1, z) ∈
G ∗(m1, 1j) with g(m1, z) ⊂ gc(b, y). Then, by 3 and 4 of Claim 8.2, we have
H = H(m5α,−βγ, q2z)−H(m5σ
α
1 ,−βγ, q2z) = H(m5α,−βγ, q2z)−E(α2, p2) and
H = H(m5α,−βγ, q2z)− E[α
−2′, p′2] ⊂ U [α
−b2′, p′2y] ⊂ Vα.
Then Vα is fine if U [α
−b2′, p′2y] ⊂ Vα ⊂ U(αb2, p2y) with α ∈ α
−.
B. k = 3 and U [α−b3′, p′3y] = gc(b, y)− E[α
−3′, p′3] ⊂ Vα ⊂ U(αb2, p2y).
Then α ∈ α− and E(α3, p3) ⊂ E[α−3′, p′3] by Fact 1.
Case 1, there exists an H ′(m, 1j) ∈ H ′(m, y0) and a full g(m1, z) ∈ G ∗(m1, 1j)
such that H(m5σ
α
1 ,−βγ, q3z) ∩ClτVα = ∅. Then we can prove that Vα is fine.
In fact, by 3 and 4 of Claim 8.2, we have
H = H(m5α,−βγ, q3z)−H(m5σ
α
1 ,−βγ, q3z) = H(m5α,−βγ, q3z)−E(α3, p3) and
H = H(m5α,−βγ, q3z)− E[α
−3′, p′3] ⊂ U [α
−b3′, p′3y] ⊂ Vα.
Case 2, for every H ′(m, 1j) ∈ H ′(m, y0) and every full g(m1, z) ∈ G ∗(m1, 1j),
we have
H(m5σ
α
1 ,−βγ, q3z) ∩ ClτVα 6= ∅.
Let δ ∈ α− with δ 6= α. Then H(m5σα1 ,−βγ, q3z) ∩ E(δ3, p3) = ∅ by 3 of
Claim 8.2 for every H ′(m, 1j) ∈ H ′(m, y0) and every g(m1, z) ∈ G ∗(m1, 1j). Then
E(α3, p3) is the unique open set with H(m5σ
α
1 ,−βγ, q3z) ⊂ E(α3, p3) in α
−. Take
D(α3, p3) = g[p2, D(1σ
α
1 , G1)] ∪ g[p3, H(2σ
α
1 , q2σ)]. Then, by the definition of
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E(α2, p2), g[p2, D(1σ
α
1 , G1)] ⊂ E(α2, p2). Note g[p3, H(2σ
α
1 , q2σ)] − E(α2, p2) is
open and dense in E(α3, p3)− E(α2, p2) by the definition of E(α3, p3). Then
H(m5σ
α
1 ,−βγ, q3z) ∩ Clτ
[
Vα ∩ g[p3, H(2σ
α
1 , q2σ)]
]
6= ∅.
Let Vα(p3) = Vα ∩ g[p3, H(2σα1 , q2σ)] and x ∈ Vα(p3). Then there exists an open
neighborhood U [β−ℓk′, p′kx] such that U [β
−ℓk′, p′kx] ⊂ Vα(p3) because both Vα and
g[p3, H(2σ
α
1 , q2σ)] are open sets in (Y, τ). Then we have the following fact.
Fact B.1. U [β−ℓk′, p′kx] ⊂ Vα(p3) ⊂ Vα for some U [β
−ℓk′, p′kx] ∈ Ux.
Note p3 > m5 and x ∈ Vα(p3) = Vα ∩ g[p3, H(2σα1 , q2σ)] ⊂ g[p3, H(2σ
α
1 , q2σ)].
Then x ∈ E(α2, p2) or x ∈ g[p3, H(2σα1 , q2σ)]− E(α2, p2).
Note x ∈ Vα(p3) ⊂ Vα ⊂ U(αb2, p2y) = gc(b, y) − E(α2, p2). Then x ∈
g[p3, H(2σ
α
1 , q2σ)] − E(α2, p2). Then x ∈ g(ℓ, x) − E(α2, p2) for some ℓ ∈ N with
g(ℓ, x) ⊂ gc(b, y). Note 1 of Proposition 7.2. We may let
E∩[θh, ph] = g(ℓ, x) ∩
⋂
i≤n1
E(θihi, p
i
h), E[β
−2′, p′2] = ∪i≤n2E(βi2i, p
i
2) and
U [β−ℓk′, p′kx] = U [β
−ℓ2′, p′2x] = E∩[θh, ph] ∩ g(ℓ, x) ∩
[
gc(b, y)− E[β
−2′, p′2]
]
.
Note U [β−ℓ2′, p′2x] ⊂ U(αb2, p2y) = gc(b, y)− E(α2, p2). Then we have
U [β−ℓ2′, p′2x] = U [β
−ℓ2′, p′2x] ∩ U(αb2, p2y) and
U [β−ℓ2′, p′2x] = E∩[θh, ph]∩g(ℓ, x)∩
[
gc(b, y)−E[β
−2′, p′2]
]
∩ [gc(b, y)−E(α2, p2)].
Then U [β−ℓ2′, p′2x] = E∩[θh, ph] ∩ g(ℓ, x) ∩
[
gc(b, y) −
[
E[β−2′, p′2] ∪ E(α2, p2)
]]
.
Let β− = {βi : i ≤ n2} with α ∈ β−. Denote E[β−2′, p′2]∪E(α2, p2) by E[β
−2′, p′2]
still. Then we have proved the following fact.
Fact B.2. α ∈ β−, U [β−ℓ2′, p′2x] = E∩[θh, ph]∩ g(ℓ, x)∩
[
gc(b, y)−E[β−2′, p′2]
]
and E(α2, p2) ⊂ E[β−2′, p′2].
In order to prove that Vα is fine in case 2 if U [β
−ℓ2′, p′2x] ⊂ Vα ⊂ U(αb2, p2y)
and α ∈ β−, we give the following decompositions.
Decomposition B.3. Decompose E∩[θh, ph].
To do it note x ∈ U [β−ℓ2′, p′2x] ⊂ Vα(p3) = Vα ∩ g[p3, H(2σ
α
1 , q2σ)].
I. Note the definition of H(kσα1 , qkσ). Then we have x /∈ H(3σ
α
1 , q3σ) since
g[p3, H(2σ
α
1 , q2σ)] ∩H(3σ
α
1 , q3σ) = ∅. Then x /∈ H(nσ
α
1 , qnσ) since H(nσ
α
1 , qnσ) ∩
D(nσα1 , qnσ) = ∅ and g[p3, H(2σ
α
1 , q2σ)] ⊂ D(nσ
α
1 , qnσ). Note x ∈ ∩i≤n1E(θihi, p
i
h).
Then x ∈ H(2σθi1 , q2σ) for n
′
1 < i ≤ n1, and x ∈ D(θihi, p
i
h) for i ≤ n
′
1 ≤ n1. Note
x ∈ D(θihi, pih) implies that there exists a g(ℓ1, x) ⊂ D(θihi, p
i
h) ⊂ E(θihi, p
i
h) if
ℓ1 = max{v
θi
1 : i ≤ n
′
1 and x ∈ H(m3, j
′z2v)}. Here H(m3, j
′z2v) is defined in B2
of Construction 6.1. Then we may assume
x ∈ E′∩[θh, ph] = g(ℓ1, x) ∩
⋂
n′
1
<i≤n1
E(θi2i, p
i
2).
Then x ∈
⋂
n′
1
<i≤n1
H(2σθi1 , q
i
2σ), ClτD(θi2, p
i
2) = D(θi2, p
i
2) ∪ H(2σ
θi
1 , q
i
2σ) for
n′1 < i ≤ n1, and x ∈ U [β
−b2′, p′2y] = gc(b, y)− E[β
−2′, p′2].
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II. Assume θ = θn′ with θ1(v) ≤ ... ≤ θn′(v) and n′ = n1−n′1. Note H(v
θi
1 , x) ∈
Hd(2σ
θi
1 , q
i
2σ) since x ∈ H(2σ
θi
1 , q
i
2σ). Then H(v
θ
1 , x) ⊂
⋂
n′
1
<i≤n1
H(2σθi1 , q
i
2σ).
Note x ∈ U [β−b2′, p′2y] = gc(b, y) − E[β
−2′, p′2]. Then H(l, x) ⊂ U [β
−b2′, p′2y] for
some l ∈ N by 2 of Proposition 7.2. Then we can assume H(l, x) ⊂ H(vθ1 , x). Let
D[gx, θ, p
′
2] = g(l, x) ∩
⋂
n′
1
<i≤n1
D(θi2, p
i
2). Then H(l, x) ⊂ ClτD[gx, θ, p
′
2] since
D(θi2, p
i
2) is open and dense in (E(θi2, p
i
2), τ) for n
′
1 < i ≤ n1.
Then there exists a g(kt, t) ⊂ D[gx, θ, p′2] such that g(kt, t)− E[β
−2′, p′2] 6= ∅.
In fact, suppose g(kt, t) ⊂ E[β−2′, p′2] for every g(kt, t) ⊂ D[gx, θ, p
′
2]. Then
D[gx, θ, p
′
2] ⊂ E[β
−2′, p′2] andD[gx, θ, p
′
2] is open and dense in (g(l, x)∩E
′
∩[θh, ph], τ).
Then
H(l, x) ⊂ ClτD[gx, θ, p
′
2] ⊂ ClτE[β
−2′, p′2] = E[β
−2′, p′2].
It is a contradiction to H(l, x) ⊂ U [β−b2′, p′2y] = gc(b, y)− E[β
−2′, p′2].
Then g(kt, t)−E[β−2′, p′2] 6= ∅ for some g(kt, t) ⊂ D[gx, θ, p
′
2]. Then there exists
a g(ℓs, s) ⊂ D[gx, θ, p′2] such that H(ℓs, s) ⊂ g(ℓs, s)− E[β
−2′, p′2]. Then
g(ℓs, s) ⊂ g(ℓ1, x)∩
⋂
n′
1
<i≤n1
D(θi2i, p
i
2) ⊂ g(ℓ1, x)∩
⋂
n′
1
<i≤n1
E(θi2i, p
i
2) ⊂ E∩[θh, ph].
Then ∅ 6= ∪G ∗(m, s1′ℓ) ⊂ gcs(ℓs, s) by 1 of Fact 6.11. Let H(m1, z) ∈ G
∗(m1, s1
′
ℓ).
Then we have H(m1, z) ⊂ gcs(ℓs, s) ⊂ E∩[θh, ph], gcs(ℓs, s) ⊂ g(ℓs, s) ⊂ g(ℓ, x) and
H(ℓs, s) ⊂ g(ℓs, s)−E[β−2′, p′2]. This completes a decomposition of E∩[θh, ph]. 
Decomposition B.4. Decompose U [β−b2′, p′2y] = gc(b, y)− E[β
−2′, p′2].
Note g(ℓs, s) ⊂ E∩[θh, ph] and U [β−ℓ2′, p′2x] = E∩[θh, ph]∩
[
g(ℓ, x)−E[β−2′, p′2]
]
.
Let U [β−ℓs2
′, p′2s] = g(ℓs, s)− E[β
−2′, p′2]. Then H(ℓs, s) ⊂ U [β
−ℓs2
′, p′2s] and
g(ℓs, s) ∩ U [β
−b2′, p′2y] = g(ℓs, s) ∩ U [β
−ℓ2′, p′2x] = g(ℓs, s)− E[β
−2′, p′2].
Then U [β−ℓs2
′, p′2s] ⊂ U [β
−ℓ2′, p′2x] ⊂ Vα(p3). 
The proof of Case 2 is continued. Note Vα ⊂ U(αb2, p2y) = gc(b, y)−E(α2, p2).
Then Vα ∩E(α2, p2) = ∅. Then E(α2, p2) ∩ClτVα = ∅ since E(α2, p2) is a c.o set.
Let Wβ = U [β
−b2′, p′2y]. Then E(α2, p2) ⊂ E[β
−2′, p′2] and
U [β−b2′, p′2y] ⊂Wβ ⊂ U(αb2, p2y).
Take H(m1, z) ∈ H ∗(m1, s1′ℓ) since ∅ 6= ∪G
∗(m, s1′ℓ) ⊂ gc(ℓs, s). Then, by 3 of
Claim 8.2, we have H (m5α,−βγ, q2z) ⊂ H(m1, z),
H = H(m5α,−βγ, q2z)−H(m5σ
α
1 ,−βγ, q2z) = H(m5α,−βγ, q2z)− E[β
−2′, p′2].
Note H(m5σ
α
1 ,−βγ, q2z) ⊂ E(α2, p2) by 4 of Claim 8.2. Then
H(m5σ
α
1 ,−βγ, q2z) ∩ ClτVα = ∅.
Then H(m1, z) ⊂ E∩[θh, ph] and H(m5α,−βγ, q2z) ⊂ H(m1, z) ⊂ gc(ℓs, s). Then
H(m5α,−βγ, q2z)− E[β−2′, p′2] ⊂ g(ℓs, s)− E[β
−2′, p′2] = U [β
−ℓs2
′, p′2s]. Then
H ⊂ U [β−ℓs2
′, p′2s] = E∩[θh, ph] ∩
[
g(ℓs, s)− E[β
−2′, p′2]
]
⊂ U [β−ℓ2′, p′2x] ⊂ Vα.
This completes a proof of Case 2.
Summarizing the above Case 1 and Case 2, we have the following Fact.
Fact B.5. Let U [α−b3′, p′3y] = gc(b, y) − E[α
−3′, p′3] ⊂ Vα ⊂ U(αb2, p2y) with
E(α3, p3) ⊂ E[α−3′, p′3] and α ∈ α
−. Then the following 1 or 2 holds.
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1. There exists an H ′(m, 1j) ∈ H ′(m, y0) and a full g(m1, z) ∈ G ∗(m1, 1j) such
that H(m5σ
α
1 ,−βγ, q3z) ⊂ H(m1, z), H(m5σ
α
1 ,−βγ, q3z) ∩ClτVα = ∅,
H = H(m5α,−βγ, q3z)−H(m5σ
α
1 ,−βγ, q3z) = H(m5α,−βγ, q3z)−E(α3, p3) and
H = H(m5α,−βγ, q3z)− E[β
−3′i, p
′
3] ⊂ U [α
−b3′, p′3y] ⊂ Vα.
2. If there exists U [β−ℓ2′, p′2x] = E∩[θh, ph] ∩ g(ℓ, x) ∩
[
gc(b, y) − E[β
−2′, p′2]
]
with U [β−ℓ2′, p′2x] ⊂ Vα ⊂ U(αb2, p2y) and E(α2, p2) = E(αa2a, p
2
a) ⊂ E[β
−2′, p′2],
then there exists U [β−ℓs2
′, p′2s] = g(ℓs, s)− E[β
−2′, p′2] ⊂ U [β
−ℓ2′, p′2x] and exists
H(m1, z) ∈ H ∗(m1, s1′ℓ) such that
H = H(m5α,−βγ, q2z)−H(m5σ
α
1 ,−βγ, q2z) = H(m5α,−βγ, q2z)− E[β
−2′, p′2],
H(m5σ
α
1 ,−βγ, q2z) ∩ ClτVα = ∅ and H ⊂ U [β
−ℓ2′, p′2x] ⊂ Vα.
The proof of B is continued. If k = 3 and U [α−b3′, p′3y] ⊂ Vα ⊂ U(αb2, p2y),
then Vα is fine by Fact B.5.
C. Assume, for k = h = l + 1, we have proved the following fact.
Fact B.h. Let U [α−bh′, p′hy] = gc(b, y)− E[α
−h′, p′h] ⊂ Vα ⊂ U(αb2, p2y) with
α ∈ α− and E(αh, ph) ⊂ E[α−h′, p′h]. Then the following 1 or 2 holds.
1. There exists an H ′(m, 1j) ∈ H ′(m, y0) and a full g(m1, z) ∈ G ∗(m1, 1j) such
that H(m5σ
α
1 ,−βγ, qhz) ⊂ H(m1, z), H(m5σ
α
1 ,−βγ, qhz) ∩ ClτVα = ∅,
H = H(m5α,−βγ, qhz)−H(m5σ
α
1 ,−βγ, qhz) = H(m5α,−βγ, qhz)−E(αh, ph) and
H = H(m5α,−βγ, qhz)− E[α
−h′, p′h] ⊂ U [α
−bh′, p′hy] ⊂ Vα.
2. If there exists an l < h and exists an U [β−ℓl′, p′lx] such that
U [β−ℓl′, p′lx] = E∩[θh, ph] ∩ g(ℓ, x) ∩
[
gc(b, y)− E[β
−l′, p′l]
]
⊂ Vα ⊂ U(αb2, p2y)
and E(αl, pl) ⊂ E[β−l′, p′l], then there exists an Us ⊂ U [β
−ℓl′, p′lx] such that
H(ℓs, s) ⊂ Us = g(ℓs, s) − E[β−l′, p′l], and exists an H(m1, z) ∈ H
∗(m1, s1
′
ℓ)
such that
H = H(m5α,−βγ, qlz)−H(m5σ
α
1 ,−βγ, qlz) = H(m5α,−βγ, qlz)− E[β
−l′, p′l],
H(m5σ
α
1 ,−βγ, qlz) ∩ ClτVα = ∅ and H ⊂ U [β
−ℓl′, p′lx] ⊂ Vα.
C*. Let k = h+1 and U [α−bk′, p′ky] = gc(b, y)−E[α
−k′, p′k] ⊂ Vα ⊂ U(αb2, p2y).
Then α ∈ α− and E(αk, pk) ⊂ E[α−k′, p′k] by Fact 1.
Case 1, there exists an H ′(m, 1j) ∈ H ′(m, y0) and a full g(m1, z) ∈ G ∗(m1, 1j)
such that
H(m5σ
α
1 ,−βγ, qkz) ∩ ClτVα = ∅.
Then, by 3 and 4 of Claim 8.2, we have
H = H(m5α,−βγ, qkz)−H(m5σ
α
1 ,−βγ, qkz) = H(m5α,−βγ, qkz)−E(αk, pk) and
H = H(m5α,−βγ, qkz)− E[α
−k′, p′k] ⊂ U [α
−bk′, p′ky] ⊂ Vα.
Then Vα is fine. Otherwise we have the following case.
Case 2, for every H ′(m, 1j) ∈ H
′(m, y0) and every full g(m1, z) ∈ G
∗(m1, 1j),
H(m5σ
α
1 ,−βγ, qkz) ∩ ClτVα 6= ∅.
A NEGATIVE ANSWER TO THE PROBLEM: ARE STRATIFIABLE SPACES M1? 55
Let δ ∈ α− with δ 6= α. Then H(m5σα1 ,−βγ, qkz)∩E(δk, pk) = ∅ by 3 of Claim
8.2. Then we can prove that g[pk, H(hσ
α
1 , qhσ)] − E(αh, ph) is open and dense in(
D(αk, pk)− E(αh, ph), τ
)
for the unique α ∈ α−.
In fact, note H(kσα1 , qkσ) ∩E(αh, ph) = ∅. Then H(kσ
α
1 , qkσ) ⊂ Y −E(αh, ph).
Note the definitions of D(αk, pk) and E(αh, ph). Then
H(kσα1 , qkσ) ⊂ Clτ [D(αk, pk)− E(αh, ph)] and
D(αk, pk)− E(αh, ph) = g[pk, H(hσ
α
1 , qhσ)]− E(αh, ph). Then we have
H(kσα1 , qkσ) ⊂ Clτ [D(αk, pk)−E(αh, ph)] = Clτ
[
g[pk, H(hσ
α
1 , qhσ)]−E(αh, ph)
]
.
Then H(m5σ
α
1 ,−βγ, qkz) ∩ Clτ
[
Vα ∩
[
g[pk, H(hσ
α
1 , qhσ)]− E(αh, ph)
]]
6= ∅. Let
Vα(pk) = Vα ∩
[
g[pk, H(hσ
α
1 , qhσ)]− E(αh, ph)
]
and x ∈ Vα(pk).
Then, in the same way as the proof of Fact B.1, we have the following fact.
Fact C.1. There exists an open neighborhood U [β−ℓh′, p′hx] ∈ Ux such that
U [β−ℓh′, p′hx] ⊂ Vα(pk) ⊂ Vα ⊂ U(αb2, p2y).
Then, by 1 of Proposition 7.2, we have
E∩[θh
′, p′h] = g(ℓ, x) ∩
⋂
i≤n1
E(θihi, p
i
h), E[β
−e′, e′h] = ∪i≤n2E(βie
′
i, e
i
h) and
U [β−ℓh′, p′hx] = E∩[θh
′, p′h] ∩ g(ℓ, x) ∩
[
gc(b, y)− E[β
−e′, e′h]
]
⊂ gc(b, y).
Note U [β−ℓh′, p′hx] ∩ E(αh, ph) = ∅ since U [β
−ℓh′, p′hx] ⊂ Vα(pk). Then we have
U [β−ℓh′, p′hx] ⊂ gc(b, y)− E(αh, ph) = U(αbh, phy). Then
U [β−ℓh′, p′hx] = U [β
−ℓh′, p′hx] ∩ U(αbh, phy) and
U [β−ℓh′, p′hx] = E∩[θh
′, p′h] ∩ g(ℓ, x) ∩
[
gc(b, y)−
[
E[β−e′, e′h] ∪ E(αh, ph)
]]
.
Let E[β−h′, e′h] = E[β
−e′, e′h] ∪ E(αh, ph) and β
− = {βi : i ≤ n2}.
Then we have the following fact in the same way as the proof of Fact B.2.
Fact C.2. α ∈ β−, U [β−ℓh′, p′hx] = E∩[θh
′, p′h]∩g(ℓ, x)∩
[
gc(b, y)−E[β−h′, e′h]
]
and E(αh, ph) ⊂ E[β−h′, e′h].
Then, in the same way as the proof of Decomposition B.3, there exists g(ℓs, s)
and H ∗(m1, s1′ℓ) such that g(ℓs, s) ⊂ g(ℓ, x) and ∅ 6= ∪G
∗(m, s1′ℓ) ⊂ gc(ℓs, s) for
every g(m1, z) ∈ G ∗(m1, s1′ℓ). Then we have the following fact.
Fact C.3. There exist gcs(ℓs, s) andH
∗(m1, s1
′
ℓ) such that g(ℓs, s) ⊂ E∩[θh
′, p′h]
and H(ℓs, s) ⊂ U [β−ℓsh′, e′hs] = g(ℓs, s)− E[β
−h′, e′h] ⊂ U [β
−ℓh′, p′hx] ⊂ Vα(pk).
C**. Take G ∗(m1, hσ) = ∪jG
∗(m1, hj) from Q2 of Construction 6.1. Let
G ∗(m1, s, hσ) = {g(m1, z) ∈ G
∗(m1, hσ) : g(m1, z) ⊂ gcs(ℓs, s)}.
Then ∅ 6= G ∗(m1, s1′ℓ) ⊂ G
∗(m1, s, hσ).
Case 1, there exists a full g(m1, z) ∈ G ∗(m1, s, hσ) such that
H(m5σ
α
1 ,−βγ, qhz) ∩ ClτVα = ∅.
Then, by 3 and 4 of Claim 8.2, we have
H = H(m5α,−βγ, qhz)−H(m5σ
α
1 ,−βγ, qhz) = H(m5α,−βγ, qhz)−E(αh, ph) and
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H = H(m5α,−βγ, qhz)− E[α
−h′, p′h] ⊂ U [β
−ℓse, pes] ⊂ Vα.
Then Vα is fine.
If Case 1 is not true, then we have the following case.
Case 2, for every g(m1, z) ∈ G ∗(m1, s, hσ), H(m5σα1 ,−βγ, qhz) ∩ ClτVα 6= ∅.
Let δ ∈ α− with δ 6= α. Then H(m5σα1 ,−βγ, qhz)∩E(δh, ph) = ∅ by 3 of Claim
8.2. Then E(αh, ph) is the unique open set with H(m5σ
α
1 ,−βγ, qhz) ⊂ E(αh, ph)
and α ∈ α−. Note h = l + 1 by inductive assumption C. Take
D(αh, ph) = g[p2, D(1σ
α
1 , G1)] ∪ g[p3, H(2σ
α
1 , q2σ)] ∪ ... ∪ g[ph, H(lσ
α
1 , qlσ)].
Then we have g[ph, H(lσ
α
1 , qlσ)] ⊂ E(αh, ph) by the definition of E(αh, ph). Note
g[ph, H(lσ
α
1 , qlσ)]− E(αl, pl) is open and dense in E(αh, ph)− E(αl, pl). Then
H(m5σ
α
1 ,−βγ, qhz) ∩ Clτ
[
Vα ∩
[
g[ph, H(lσ
α
1 , qlσ)]− E(αl, pl)
]]
6= ∅.
Let Vα(ph) = Vα ∩
[
g[ph, H(lσ
α
1 , qlσ)] − E(αl, pl)
]
and x ∈ Vα(ph). Then there
exists an open neighborhood U [γ−ℓl′, p′lx] ∈ Ux such that U [γ
−ℓl′, p′lx] ⊂ Vα(ph).
Then U [γ−ℓl′, p′lx] ⊂ Vα(ph) ⊂ Vα. Then we have the following fact.
Fact C.4. There exists an open neighborhood U [γ−ℓl′, p′lx] ∈ Ux such that
U [γ−ℓl′, p′lx] ⊂ Vα(ph) ⊂ Vα ⊂ U(αb2, p2y).
Then, in the same way as the proof of Fact B.2 and C.2, we have the following
fact.
Fact C.5. α ∈ γ−, U [γ−ℓl′, p′lx] = E∩[θl
′, p′l] ∩ g(ℓ, x) ∩
[
gc(b, y) − E[γ−l′, p′l]
]
and E(αl, pl) ⊂ E[γ
−l′, p′l].
Then Fact C.5 satisfies the assumption of 2 of Fact B.h. Then Vα is fine by the
inductive assumption Fact B.h.
Then, by inductive proof A, B and C, we complete a proof of the proposition. 
Proposition 8.4. Let U [α−bk′, p′ky] ⊂ Vα ⊂ U(αb2, p2y) and g(m1, z) ∈ G
∗(m1, 1ℓ)
such that H(m5α,−βγ, qkz) − H(m5σα1 ,−βγ, qkz) ⊂ U [α
−bk′, p′ky] ⊂ Vα and
H(m5σ
α
1 ,−βγ, qkz)∩ClτVα = ∅. Then, for every H(v
α
1 , t1) ∈ H (m5σ
α
1 ,−βγ, qkz)
and every H(vα1 , t2) ∈ H−1(kσ
α
1 , jz, qkσ)|H(v
α
0 , t1) with
H(vα1 , t2) ⊂ H(m5α,−βγ, qkz) −H(m5σ
α
1 ,−βγ, qkz),
H(vα1 , t1) and H(v
α
1 , t2) satisfy
H(vα1 , t1) ∩ ClτVα = ∅, H(v
α
1 , t2) ⊂ Vα and
H(vα1 , t1) ∪H(v
α
1 , t2) ⊂ H(v
α
0 , t1) ∈ H (v
α
0 , jz
k
v ).
Proof. Let U [α−bk′, p′ky] ⊂ Vα ⊂ U(αb2, p2y). Then, by Proposition 8.3, Vα is fine.
Then there exists an H(m5σ
α
1 ,−βγ, qkz) with H(m5σ
α
1 ,−βγ, qkz)∩ClτVα = ∅ and
H(m5α,−βγ, qkz) −H(m5σ
α
1 ,−βγ, qkz) ⊂ U [α
−bk′, p′ky] ⊂ Vα.
Take an H(vα1 , t1) ∈ H (m5σ
α
1 ,−βγ, qkz), and an H(v
α
1 , t2) ∈ H−1(v
α
1 , jz
k
v )| with
H(vα1 , t2) ⊂ H(m5α,−βγ, qkz) −H(m5σ
α
1 ,−βγ, qkz)
and H(vα1 , t1) ∪ H(v
α
1 , t2) ⊂ H(v
α
0 , t1) by the definition of Hd(v
α
1 , jz
k
v ). Then
H(vα0 , t1) ∈ H (v
α
0 , jz
k
v ). Then H(v
α
1 , t1) ∩ ClτVα = ∅ and H(v
α
1 , t2) ⊂ Vα. 
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9. stratifiable space (X, τ) in not M1-spaces
Recall A a mad family on N . α, β, δ and γ are used to denote members in A .
Proposition 9.1. Let A = ∪iAi. Then there exists an Ai such that Ai is un-
bounded.
Proof. Suppose that each Ai is bounded. Then A is bounded, a contradiction. 
Take a α ∈ A . Let k > 1. Then there exists a family E (α, k) = {E(αk, pk) :
pk > m5} by 1 of Definition B. Let E (α) = ∪kE (α, k).
Take Vy = {Vλ : λ ∈ Λ} and U (y, 2, c) from Proposition 8.3. Let b > m5, y ∈ H0
and p2 > m5. Note
U (y, 2, c) = {U(αb2, p2y) = gc(b, y)− E(α2, p2) ∈ U (y) : α ∈ A }.
Take Uy . Then, for every U(αb2, p2y) ∈ U (y, 2, c), there exists an U [α−bαk, pky] ∈
Uy and a Vα ∈ Vy such that
U [α−bαk
′, p′ky] = ∩i≤nU(αibiki, pkiy) ⊂ Vα ⊂ U(αb2, p2y) ⊂ gc(bα, y)
with α ∈ α− = {αi : i ≤ n} by Proposition 8.1. Then, by Proposition 8.3, Vα is
fine. Then there exists a full g(m1, z) such that
H(m5α,−βγ, qkz)−H(m5σ
α
1 ,−βγ, qkz) ⊂ U [α
−bαk
′, p′ky] ⊂ Vα ⊂ gc(bα, y) and
H(m5σ
α
1 ,−βγ, qkz) ∩ ClτVα = ∅.
Denote H(m1, z) by H(m1, zα). Let H (y,A ) = {H(m1, zα) : α ∈ A } and
U [y,A ] = {U [α−bαk
′, p′ky] : U [α
−bαk
′, p′ky] ⊂ Vα ⊂ U(αb2, p2y) and α ∈ A }.
Note H(m1, zα) ∈ HY is countable. Then there exists an H(m1, zα) = H(m1, z)
and a unbounded subfamily A1 ⊂ A such that
U [y,A1] = {U [α
−bαk
′, p′ky] : H(m1, zα) = H(m1, z) and α ∈ A1}.
Take an U [α−bαk
′, p′ky] = ∩i≤nU(αibiki, pkiy) ∈ U [y,A1]. Then α ∈ α
−. Then
there exists an unbounded subfamily A2 ⊂ A1 such that |α−| = |β−| = n′, kα =
kβ = k and pkα = pkβ = pk if α, β ∈ A2. Let
U [y,A2] = {U [α
−bαk
′, p′ky] : |α
−| = n′, kα = k, pkα = pk and α ∈ A2}.
Take the relativeH (y,A2) = {H(m1, zα) = H(m1, z) : α ∈ A2}. Then H (y,A2) =
{H(m1, z)}.
Call U [y,A2] an idea family.
Summing up to the above result we have the following proposition.
Proposition 9.2. Let Vα be fine for every α ∈ A . Then there exists an idea family
U [y,A2] with the same full set H(m1, z).
Let [n1, n2, ..., nh] = {α ∈ A : α(i) = ni for i = 1, 2, ..., h}. Then, for arbitrary
h ∈ N ,
A = ∪{[n1, n2, ..., nh] : n1, n2, ..., nh ∈ N with n1 < n2 < ... < nh}.
Let A ′ ⊂ A . Fix an h ∈ N and let A′h = {[n1, n2, ..., nh]
′ : [n1, n2, ..., nh]
′ ⊂ A ′}.
Then A ′ = ∪A′h.
Proposition 9.3. If there exists b ∈ N such that, for every h > b and every
[n1, n2, ..., nh]
′ ∈ A′h, there exists a k ∈ N with α(h + 1) < k for every α ∈
[n1, n2, ..., nh]
′, then A ′ is bounded.
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Proof. 1. Note A′b is countable. Take a [1i, 2i, ..., bi]
′ from A′b. Then there exists
a k1 such that α(b + 1) = 2
′
j < k1 for each α ∈ [1i, ..., bi]
′. Let βi(b + 1) = k1.
Let A′b+1[1i, ..., bi] = {[1i, ..., bi, 2j]
′ ∈ A′b+1 : [1i, ..., bi, 2j ]
′ ⊂ [1i, ..., bi]′}. Then
A′b+1[1i, ..., bi] is finite. Take a [1i, ..., bi, 2j ]
′ from A′b+1[1i, ..., bi]. Then there exists
a k2j such that α(b + 2) < k2j for each α ∈ [1i, ..., bi, 2j]′. Let βi(b + 2) = k2 =
max{k2j : j ≤ k1}.
2. Assume that A′k[1i, ..., kl] is finite and βi(b+ k) = kk. Denote k+ 1 by n and
let A′n[1i, ..., kl] = {[1i, ..., kl, nj ]
′ ∈ A′k : [1i, ..., kl, nj]
′ ⊂ [1i, ..., kl]′ ∈ A′k[1i, ..., kl]}.
Take a [1i, ..., kl, nj]
′ fromA′n[1i, ..., kl]. Then there exists a knj such that α(n+1) <
knj for each α ∈ [1i, ..., kl, nj ]′. Note that A′n[1i, ..., kl] is finite. Let βi(b + n) =
kk+1 = max{knj : j ≤ kk}.
Then, by induction, we have a βi for every [1i, 2i, ..., bi] ∈ A
′
b such that α(n) ≤
βi(n) if n > 1 for every α ∈ [1i, 2i, ..., bi].
Let β(n) = β1(n) + ...+ βn(n). Then β is a bounded on A ′. 
Corollary 9.4. Let A ′2 be unbounded. Then, for each b ∈ N , there exists an
h > b and a [n1, n2, ..., nh] ∈ A′2 such that for each k ∈ N , α(h + 1) ≥ k for some
α ∈ [n1, n2, ..., nh].
Proof. This is an inverse no proposition of Proposition 9.3. 
Proposition 9.5. Vy = {Vλ : λ ∈ Λ} is not closure preserving.
Proof. Note vα1 = α(m + v) + 1 and H(m3, jz
k
v ) ⊂ H(m1, jz) for α ∈ A2 with
H(m1, z) = H(m1, zα) ⊂ H(m1, jz). Then there exists a qk such that, for every
α ∈ A2, we have
H(m5α,−βγ, qkz) −H(m5σ
α
1 ,−βγ, qkz) ⊂ U [α
−bk′, p′ky] ⊂ Vα ⊂ gc(b, y) and
H(m5σ
α
1 ,−βγ, qkz) ∩ ClτVα = ∅.
Let [n1, n2, ..., nv]
′ ⊂ A2 satisfy Corollary 9.4. Then, for arbitrary l ∈ N , there
exists an αh ∈ [n1, n2, ..., nv]′ with αh(v+1) ≥ l. Let α∗ = {αh : h ∈ N}. Then we
may assume α1(m+ v) < α2(m+ v) < ... < αh(m+ v) < ....
A. Take α1 ∈ α∗ for p = 1. Denote α1 by α. Take relative U [α−bαk′, p′ky], Vα and
U(αb2, p2y). Then U [α
−bαk
′, p′ky] = g(b, y)−∪i≤nE(αiki, pki) ⊂ Vα ⊂ U(αb2, p2y).
Let α−1 = {βi : i ≤ n
′}. Then α1 ∈ α
−
1 . Then, by Proposition 8.4, for every
H(vα1 , t1) ∈ H (m5σ
α
1 ,−βγ, qkz) and everyH(v
α
1 , t2) ∈ H−1(kσ
α
1 , jz, qkσ)|H(v
α
0 , t1)
with H(vα1 , t2) ⊂ H(m5α,−βγ, qkz)−H(m5σ
α
1 ,−βγ, q
′
kz), H(v
α
1 , t1) and H(v
α
1 , t2)
satisfy H(vα1 , t1) ∩ClτVα = ∅, H(v
α
1 , t2) ⊂ Vα and
H(vα1 , t1) ∪H(v
α
1 , t2) ⊂ H(v
α
0 , t1) ∈ H (v
α
0 , jz
k
v ).
Let H (v, α−1 ) = H (m5σ
α
1 ,−βγ, qkz)|H(m5, jz
k
v ) and H(v, α
−
1 ) = ∪H (v, α
−
1 ).
B. Let p = n and δ = αn. Take H (m5δ,−βγ, zkv ) in 3 of proof of Proposition
8.1. Let H(m5δ,−βγ, zkv ) = ∪H (m5δ,−βγ, z
k
v ). Assume we have had
H (v, α−n ) = H (m5σ
δ
1 ,−βγ, qkz)|H(m5δ,−βγ, z
k
v )
and H(v, α−n ) = ∪H (v, α
−
n ). Then we have ∩i≤nH(v, α
−
i ) 6= ∅ by the definition of
H (m5δ,−βγ, zkv). Let
H (v, α−n ,∧) =
∧
i≤n
H (v, α−i ) = {∩i≤nH(v
αi
1 , t
i
1) : H(v
αi
1 , t
i
1) ∈ H (v, α
−
i ) for i ≤ n}.
Then H (v, α−n ,∧) ⊂ H (v, α
−
n ) and ∪H (v, α
−
n ,∧) = ∩i≤nH(v, α
−
i ).
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Take an H(vδ1, t
n
1 ) ∈ H (v, α
−
n ,∧). Then, by Corollary 4.9, there exists an ℓ,
exists a Ln cover G (ℓ, jzkv ) of H(m3, jz
k
v ) and exists a G (ℓ, t
n
1 ) ⊂ G (ℓ, jz
k
v ) such
that ∪H (ℓ, tn1 ) ⊂ H(v
δ
1 , t
n
1 ) ⊂ ∪G (ℓ, t
n
1 ). Then there exists an αh ∈ α
∗ with
αh(m+ v) > ℓ. Denote αh by θ. Note that
G(vθ0 , jz
k
v ) = {G (v
θ
0 , jz
k
v ),G (v
θ
1 , jz
k
v )}
is a covers sequence of H(m3, jz
n
v ). Then there exists an subfamily G (v
θ
1 , t
n
1 ) ⊂
G (vθ1 , jz
k
v ) such that ∪H (v
θ
1 , t
n
1 ) ⊂ H(v
δ
1, t
n
1 ) ⊂ ∪G (v
θ
1 , t
n
1 ).
On the other hand, note θ = αh ∈ α∗ ⊂ [n1, n2, ..., nv]′ ⊂ A2. Then there exist
U [θ−bk′, p′ky], Vθ and U(θb2, p2y) such that U [θ
−bk′, p′ky] ⊂ Vθ ⊂ U(θb2, p2y) and
H(m1, z) ∈ H (m1, 1ℓ) satisfying
H(m5θ,−βγ, q
′
kz)−H(m5σ
θ
1 ,−βγ, q
′
kz) ⊂ U [θ
−bk′, p′ky] ⊂ Vθ
and H(m5σ
θ
1 ,−βγ, q
′
kz) ∩ ClτVθ = ∅. Let h = n + 1. Then, by Proposition 8.4,
for every H(vθ1 , t
h
1 ) ∈ H (m5σ
θ
1 ,−βγ, q
′
kz) and every H(v
θ
1 , t
h
2 ) ∈ H−1(kσ
θ
1 , jz, qkσ)
with H(vθ1 , t
h
2 ) ⊂ H(v
θ
0 , t
h
1 ), we have
H(vθ1 , t
h
2) ⊂ H(m5θ,−βγ, q
′
kz)−H(m5σ
θ
1 ,−βγ, q
′
kz),
H(vθ1 , t
h
1 ) ∩ ClτVθ = ∅, H(v
θ
1 , t
h
2 ) ⊂ Vθ and H(v
θ
1 , t
h
1 ) ∪H(v
θ
1 , t
h
2 ) ⊂ H(v
θ
0 , t
h
1 ).
Then, by induction for every αh, we denote αh by θ. Then H(v
θ
1 , t
h
1) ∩ ClτVθ = ∅,
H(vθ1 , t
h
2 ) ⊂ Vθ and H(v
θ
1 , t
h
1 ) ∪H(v
θ
1 , t
h
2 ) ⊂ H(v
θ
0 , t
h
1). Let
H (v, α−h ) = H (m5σ
θ
1 ,−βγ, qkz)|H(m5θ,−βγ, z
k
v ) and
H (v, α−h ,∧) =
∧
i≤h
H (v, α−i ).
C. Note vα1 = α(m + v) + 1, α1(m + v) < α2(m + v) < ... < αh(m + v) < ...
and ∪H (vθ1 , t
n
1 ) ⊂ H(v
δ
1 , t
n
1 ) ⊂ ∪G (v
θ
1 , t
n
1 ) for δ = αn and θ = αn+1. Then, by
3 of Proposition 3.5, we have ∩hH(v
αh
0 , t
h
1 ) = ∩hH(v
αh
1 , t
h
1 ) = {t} 6= ∅. Note
t ∈ H(vαh1 , t
h
1) and H(v
αh
1 , t
h
1 ) ∩ClτVαh = ∅. Then t /∈ ClτVαh for every h ∈ N .
On the other hand, we have t ∈ H(vαh0 , t
h
1 ) ⊂ g(v
αh
0 , t
h
1). Then, by Note D2,
th2 ∈ H(v
αh
1 , t
h
2 ) ⊂ H(v
αh
0 , t
h
1 ) ⊂ g(v
αh
0 , t
h
1 ) = g(v
αh
0 , t
h
2 ) and H(v
αh
1 , t
h
2 ) ⊂ Vαh .
Then th2 → t if h → +∞ by 2 in the proof of Theorem 1.a. Then we have t ∈
Clτ [∪hVαh ]. Then Vy = {Vλ : λ ∈ Λ} is not closure preserving. 
Theorem 1. b. (Y, τ) is not an M1-space.
Proof. Suppose that B = ∪iBi is a σ-closure preserving base of (Y, τ). Let
B(i, y) = {B ∩ g(i, y) : y ∈ B ∈ Bi}. Then B(y) = ∪iB(i, y) is a closure
preserving outer base of y in (Y, τ). It is a contradiction to Proposition 9.5. 
10. Problems.
Theorem 1 suggest the following problems.
Problem 1. Simplify space (X, τ) or look for a simpler counterexample.
Note stratifiable µ-spaces have various dimension theoretical properties and nice
preservation properties under topological operations. But, for hereditarily M1-
spaces, we have only a simple definition. So we venture to hope the following
problem having a positive answer after the counterexample.
Problem 2. Are hereditarily M1-spaces stratifiable µ-spaces?
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Liu [13] has given a characterization ofM1-spaces by g-functions. We don’t know
how to construct a σ-closure preserving base for M1-spaces.
Problem 3. Construct a σ-closure preserving base for M1-spaces.
Recall a well-known theorem in [9]: A space X is stratifiable if and only if X is
semi-stratifiable and monotonically normal. So we have the following problem 4.
Problem 4. Character differences between stratifiable µ-spaces and stratifiable
spaces.
The following problem 4 is more difficult than Problem 4.
Problem 5. Character differences between M1-spaces and stratifiable spaces.
Junnila [17] proved that every (first countable) topological space is the continu-
ous image of a stratifiable (metrizable) σ-discrete T1-space under an open mapping.
Reference Lin [12]. The following problem should be difficult.
Problem 6. Character open images of M1-spaces.
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