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Abstract 
Survey of various problems about combinatorial games. 
O. Introduction 
A combinatorial game is the situation where two players, usually called A and B, 
play alternately by selecting an element in a finite set X according to fixed rules; the 
first player to achieve a certain configuration has won, and his opponent has lost. 
In fact, there are three types of games, and they all have a general formulation with 
a graph: this paper is a survey of the general results and problems related to these 
formulations. 
1. The snake in the box 
To extend a game which was only defined for undirected graphs, consider two 
players, A and B, playing alternately by selecting a vertex of a (directed) graph G. The 
vertex set is a finite set X = V(G), and the set of all the possible initial positions is 
a fixed subset Xo c X. First, the player A selects a vertex Xo in Xo, and his opponent 
selects a vertex xl in the set F(xo) of the successors of Xo; then A selects a vertex x2 in 
F(xl), and so on; it is not permitted to select a vertex which has been previously used. 
The player who cannot play has lost. This game is called the snake in the box on 
a directed graph G. 
The main question is: does there exist a simple way to recognize these graphs for 
which the first player can win? 
Example (The game of the poisoned cooky). Gale [13] proposed to play with a rectan- 
gular array ofp columns and q rows, each integral point (i,j) with 1 ~< i ~< p, 1 ~< j ~< q 
representing a cooky. The players A and B play alternately by eating a cooky 
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(i,j) still available, together with all the cookies which remain in the quadrant 
{(i',j')/i' >~ i, j '  ~ j }. 
The cooky (1, 1) is poisoned, and the player who eats it has lost! For which values of 
(p, q) can the first player guarantee a win? 
In fact, the first player can always win, but the proof is non-constructive: if A wins 
by selecting (p, q) at the beginning, the proof is achieved. Otherwise, A loses, and B can 
win by selecting (p', q'); then A could have also won by selecting (p', q') at the 
beginning. A contradiction. 
To generalize this argument, we have the following theorem. 
Theorem 1. Let G be a directed graphs such that the even (directed) circuits do not cover 
all the vertices. Consider the 'snake in the box' on G with Xo = V(G). Then there exists 
a winning strategy for the first player. 
Proof. Let Xo be a vertex of G which does not belong to an even circuit. If A wins by 
selecting Xo, the proof is achieved. Otherwise, A loses by selecting Xo, and con- 
sequently B can win by choosing XleF(xo) and by following a strategy a. Then 
A could have won by selecting xl at the beginning and by following the same strategy 
tr he will win because Xo will never be used, neither by A by the definition of tr, nor by 
B because this would imply the existence of an even circuit covering Xo. A contradic- 
tion follows. [] 
Remark. This non-constructive argument gives a sufficient condition for the existence 
of a winning strategy, but this condition is not necessary. For example, if the arcs of 
G are (a, c), (c, a), (b, c), (d, c), (c,f), (f, g), (f, e) (g, b), (e, d), the player A wins (but A loses 
if the vertex a is removed from G). 
Theorem 2. Let G be a symmetric graph (i.e. every pair of adjacent vertices are joined by 
two opposite arcs). Consider the 'snake in the box' with Xo = V(G). Then the first player 
wins if and only if a maximum atching of G does not cover all the vertices. 
Proof. Let G = (X, E) be a simple graph with edge set E, and let F c E be a maximum 
matching ('set of edges which are pairwise disjoint'). We shall use here a well known 
result (proved in 1-2] to extend a theorem of K6nig-Ergevary for bipartite graphs): 
Alternating chain lemma. In a simple graph G, a matching F is maximum if and only if 
there are no two uncovered vertices which are connected by an alternating chain (chain 
whose edges are alternately in E - F and in F). 
Note that the necessity of this condition is trivial, because if an alternating chain 
/~ connects two uncovered vertices, one could get a better matching by removing from 
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F the edges of F n #, and by adding the edges of / t -  F. This contradicts the 
maximality of F. [] 
In some simple cases, in particular if G is a cubic graph, the converse may look 
obvious; however, to get a general proof without induction, one need an argument due 
to Rabin (which uses the fact that the condition is necessary to show that it is 
sufficient!). For the proof of Theorem 2, only the trivial part is used: if the maximum 
matching F does not cover a vertex Xo the player A wins by selecting Xo at the 
beginning; because if his opponent selects x~ E F(Xo), the vertex xl is necessarily 
covered by an edge of the matching F (by the alternating chain lemma), and then 
A can select he other endpoint of this edge, etc. Since A can always get a new vertex, 
his opponent loses. 
If F covers all the vertices, the same argument shows that B can always win. [] 
Remark. This argument can be extended to show that if G is a directed graph with no 
odd circuits, and if the even circuits partition the vertex set, then the second player 
wins; but if there is a partition of the vertex set into even circuits plus one singleton, 
then the first player wins. 
2. Nim games 
Given two players A and B and a directed graph G, the following game can be 
defined: starting from some initial vertex a, the first player A selects a vertex 0 in F(a) 
then the player B selects a vertex l from F(Xo). Next, player A selects a vertex 2 from 
F(x~), etc. If a player selects a vertex x with F(x) = 0, a 'sink', his opponent cannot 
play and he loses. With this formulation, the graph G may have circuits, and the game 
does not necessarily terminate; one can agree that for some integer k, if the same 
position has been encountered more than k times, then the game is a draw. 
Example. There are many examples of Nim games in the literature; the first reference 
in mathematical journals is Bouton [9] who generalized an ancient game known in 
China (?) under the name of fan tan. The game of the poisoned cooky is also a Nim 
game, each vertex representing a configuration of cookies in a p x q rectangular rray, 
but we must add to the graph a new vertex, the sink, together with an arc going from 
the empty configuration to the sink. 
For a graph G, a kernel is a subset S c V(G) satisfying two axioms: 
(1) (Stability) 
x~S =~ r (x )nS=O,  
(2) (Absorption) 
x¢S =~ F(x )nS  SO. 
62 C. Berge/ Discrete Mathematics 151 (1996) 59-65 
Clearly, if G has a kernel S and if the player A can get a vertex in S, he does not lose: 
by the axiom (2), every sink belongs to S; by the axiom (1), the choice of his opponent 
will be in X - S, and therefore it cannot be a sink. Furthermore, A can always come 
back to a position in S. If the graph has no circuits, the kernel is the set of the winning 
positions. Note that the interest for existence theorems for kernels was first motivated 
by the cooperative n-person games [20] and by the axiom basis (K6nig). The kernel of 
some transitive graph is also the smallest set of counterexamples needed to show that 
a scheme of implications (between mathematical properties) cannot be completed by 
new theorems [3]; furthermore a result of Maffray [19] shows that the solution of the 
'stable marriage problem' (Gale, Shapley, Conway) is in fact the kernel of the 
line-graph of a bipartite graph. 
For all these reasons, many conjectures have been proposed for the structure of graphs 
which are 'kernel-perfect' (i.e. having a kernel, as well as its subgraphs) [7, 8, 10, 14, 19]. 
The main conjecture is the following. 
Let us recall that a simple graph G is called perfect if every induced subgraph 
GA satisfies ct(GA) = O(GA), where ~(G) denotes the stability number of G (maximum 
number of independent vertices), and O(G) denotes the minimum number of cliques 
needed to cover the vertex set of G. The 'perfect graph conjecture' is the following. 
Conieeture. A graph is perfect if and only if there is no induced odd cycle CEk + 1 with 
k >/2, and no induced C2k÷1 (complement of a C2k÷1, k ~> 2). 
Recall that an 'orientation' of an edge consists in replacing this edge either by an arc 
or by two parallel arcs in opposite directions; a directed graph has a good orientation if
every clique contains at least one vertex which is a successor of all its other vertices. 
Thus, the orientation of a kernel-perfect graph is always good. A simple graph is 
solvable if every good orientation results in a kernel-perfect directed graph. 
Proposition. Let G be a simple graph which is solvable; then G does not contain as an 
induced subgraph an odd cycle C2k÷ 1, with k >>. 2, nor its complement C2k+ 1. 
Proof. Clearly, for k ~> 2, the odd cycle C2k + 1 is not a solvable graph, because an odd 
circuit is a good orientation and has no kernel. Also, the complement C2k ÷ 1 of an odd 
cycle C2k + 1 = [Xl ,  X2 ..... X2k+ X, Xl] is not solvable. First, one can obtain from C2k+ 1 
a directed graph G with a good orientation: join xi and x j, by two opposite arcs if 
j ~ i - 2, i - 1, i, i + 1 or i + 2; add the arcs (xi, x j) if j = i + 2. Clearly, a singletor 
{xi} is not a kernel of G, because (x~+2, x~) is not an arc; a 2-element stable set 
{xi, xi+l} is not a kernel, because (xi+2, xi) is not an arc. So G has no kernel, and 
C2k+1 is not an arc. So G has no kernel, and C2k+1 is not solvable. 
Now, we need to show that every induced subgraph of a solvable graph G is also 
solvable. 
Let GA be the subgraph of G induced by A c V(G); let HA be a directed graph 
obtained by a good orientation of GA. Let H be the directed graph obtained from G by 
directing every edge {x, y} as follows: if x, yeA,  direct {x, y} as in GA. If x ~ A, yeA 
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direct {x, y} from x to y. If x ~ A, y ¢ A, direct {x, y} in both directions. Clearly, this 
directed graph H has good orientation. Since G is solvable, H has a kernel S and the 
set S n A is a kernel of HA; This achieves the proof. [] 
This proposition suggests two conjectures. 
Conjecture 1 (Berge, Duchet [7]). Every perfect graph is solvable. 
Conjecture 2. Every solvable graph is perfect. 
The solvability has been proved for various classes of perfect graphs [7, 8, 18, 19]. 
3. Positional games on a hypergraph 
A hypergraph on a finite set X is a family H = (Et, E2 ..... Era) of non-empty subsets 
whose union is X; the elements of X are the vertices of H, the Ei's are the edges. The 
hypergraph is simple if no edge contains any other. Thus, a simple graph is a simple 
hypergraph whose edges are ofcardinality 2,and the results about hypergraphs can be 
viewed as generalizations of theorems about graphs. 
Let k be an integer >/2 a k-coloring of H is a partition ($1, Sz ..... Sk) of the 
vertex set X into k classes, the 'color classes', such that every edge of cardinality >/2 
meets at least two color classes. A vertex in Si will be said to be a vertex of color i. The 
chromatic number z(H) is the smallest integer k for which H admits a k-coloring. 
A k-coloring ($1, $2 ..... Sk) is said to be uniform if the number of vertices having the 
same color is always the same (to within one), that is, for all i, 
[n/k] <<, IS, t~  < In~k]*. 
Given a hypergraph H, a positional game on H is the situation where two players, 
say A and B, play in turn at coloring a vertex of H, with red for A and blue for B; 
a vertex already colored cannot be recolored. The winner is the one who first colors an 
edge of H completely with his color. If neither of the players obtains amonochromatic 
edge, then the game is a draw. 
Example (The generalized tic-tac-toe). The classical 'tic-tac-toe' is played on a board 
of 3 columns and 3 rows: the player A colors with red one of the cells, his opponent 
colors with another cell etc. The winner is the player who achieves a monochromatic 
column, or a monochromatic row, or a monochromatic diagonal. 
It is well known that player B can always get a draw, but Hales and Jewett [17] 
have shown that no draw is possible if one plays on a n-dimensional cube of size p and 
if n is large enough. 
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More precisely, let H be a hypergraph of pn vertices, whose edges are the 
'lines' of p vectors Xo, Xl ..... xp_~e~" satisfying, for some non-empty set 
I c{0 ,1 ,2  ..... p -  1}, 
. . . . . .  Xp_ ,=p-1  (i~1), 
x{~=x{ . . . . .  x~,_ l~<p- 1 ( j~l ) .  
I f  n is larger than some integer HJ(p), then very bicoloring admits a monochromatic 
line. Remark that this result of Hales and Jewett has a new proof by Shelah [15] 
contains a well-known theorem of Van der Waerden on arithmetic progressions: for 
every positive integer k, there exists an integer W(k) such that every bicoloring of 
{0, 1 ,..., W(k)} admits an arithmetic progression of k terms. 
The implication is trivial, since there is a one-two-one correspondence b tween the 
lines of the n-dimensional cube and the arithmetic progressions of p -  1 terms 
included in {0, 1 ..... t" - 1); for instance, the line 000, 110, 220 ..... (p - 1)(p - I)0 corre- 
sponds to the arithmetic progression 0 + 0t + 0t 2, 1 + t, 2 + 2t ..... (p - 1) + (p - 1)t. 
Theorem 3. Let H be a hypergraph which admits no uniform bicoloring. Then, in 
a positional game on H, the first player A has a strategy which assures him a win. 
Proof. If H does not admit a uniform bicoloring, and if all the vertices have been 
colored (alternatively with red and with blue) there necessarily exists a mono chro- 
matic edge, and no draw is possible. Then the theorem of Zermelo-Von Neumann 
implies that either player A or player B has a winning strategy. We argue by 
contradiction: suppose that it is the second player B who has a winning strategy a; 
that is, the sequence: 
XO, Yl = O'(Xo), X1, Y2 = O'(Xo, X1), X2 . . . .  
terminates with an edge completely blue. Then the player A can consider an arbitrary 
position Yo and play with the same strategy a starting with Xo = a(yo). Assuming that 
the player B selects the same Yl, Y2 ..... as before (except that ifyk÷ 1 is equal to Yo, the 
player B is entitled to color with blue one extra vertex), the sequence will be: 
Xo = a(yo);yl; xl = a(yo, yO;... 
Then the first monochromatic edge will be red. A contradiction. [] 
In the literature, there are various necessary conditions for a hypergraph H to 
satisfy x(H)/> 3: see [6, Ch. 4]. They all imply the existence of a winning strategy 
for A. 
On the other hand, the non-existence of a winning strategy for A can follow from 
general theorems like the following. 
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Theorem 4. Let H be a hypergraph such that 
2-1el + max ~ 2 -IEI < 1. 
EEH x EeH 
x~E 
In the positional game on H, the second player has a strategy for forcing a draw (and 
H admits a uniform bicoloring). 
For a proof, see [6, p. 127]; this result is an extension of a theorem of Erd6s and 
Selfridge [12], who have shown that if each edge has the same size r, and if the number 
of edges m(H) and the maximum degree A(H) satisfy of m(H) + A(H) < 2 r, then the 
second player can force a draw. 
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