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This work concentrates on processing of multichannel magnetoencephalographic (MEG) data. The aim of the work is
to improve the quality of the measured signals in order to enable reliable data analysis. A special requirement for the
developed mathematical methods is that they should be applicable to all MEG measurements regardless of the level of
cooperation of the subject. This is essential, e.g., with small children and in clinical investigations. In addition to
MEG, the methods presented here can be used in other magnetic multichannel measurements, too.
MEG measurements are used in basic brain research and recently also in clinical examinations. The method has
excellent time resolution and reasonably good spatial resolution, which makes it a very useful tool in analysis of
various brain functions. During the last 20 years, the instrumentation of MEG has been developed from devices
containing less than 40 channels and limited coverage to whole-head systems with more than 300 channels. Yet, many
of the signal processing and analysis methods used today date back to the time of the old instrumentation with limited
coverage of the magnetic field.
Traditionally, MEG investigations have been performed primarily only with cooperative subjects in order to avoid the
characteristic problems of MEG, including signal distortions due to head movements and artifacts caused by sources
attached to the body. In clinical measurements, however, the patient may have involuntary movements and carry
artifact sources such as therapeutic stimulators.
This work introduces the signal space separation method (SSS), which is based on Maxwell’s equations and the
generous spatial sampling by modern multichannel MEG devices. The thesis describes the theoretical foundations of
SSS and its temporal extension tSSS, and demonstrates the results in several applications. SSS and tSSS are shown to
significantly improve the quality of MEG data under conditions previously considered too challenging for meaningful
analysis. Notably, the methods have potential to expand the applicability of MEG to some new patient groups, e.g.,
patients with deep brain stimulators.
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Tämä työ keskittyy magnetoenkefalografian (MEG) signaalinkäsittelyyn. Työn tarkoituksena on parantaa mitattujen
signaalien laatua luotettavan data-analyysin varmistamiseksi. Kehitettyjen matemaattisten menetelmien
erityisvaatimuksena on, että niiden pitää olla sovellettavissa kaikkiin MEG-mittauksiin riippumatta koehenkilön
yhteistyöstä. Tämä on erityisen tärkeää esimerkiksi pieniä lapsia ja potilaita koskevissa tutkimuksissa. MEG:n lisäksi
työssä esitetyt menetelmät ovat sovellettavissa muihin monikanavamittauksiin.
MEG-mittauksia käytetään aivojen perustutkimuksessa ja nykyään myös kliinisissä tutkimuksissa. Menetelmällä on
erinomainen aika- ja tyydyttävä paikkatarkkuus, mikä tekee MEG:stä erittäin hyödyllisen työkalun erilaisten
aivotoimintojen analysoimisessa. Viimeisten kahdenkymmenen vuoden aikana MEG-laitteistot ovat kehittyneet alle
40-kanavaisista, pään rajoitetusti kattavista laitteista yli 300-kanavaisiksi koko pään kattaviksi järjestelmiksi. Tästä
huolimatta monet nykyään käytössä olevat signaalinkäsittelymenetelmät on kehitetty aikana, jolloin aivojen tuottamaa
magneettikenttää ei vielä pystytty mittaamaan kattavasti.
Perinteisesti MEG-tutkimuksia on suoritettu etupäässä yhteistyökykyisille koehenkilöille MEG:n tyypillisten
ongelmien välttämiseksi. Näihin ongelmiin kuuluvat esimerkiksi pään liikkeen ja kehossa olevien häiriölähteiden
aiheuttamat signaalivääristymät. Kuitenkin kliinisissä mittauksissa potilaalla voi esiintyä tahdosta riippumattomia
liikkeitä ja hänellä voi olla häiriötä tuottavia lähteitä, kuten hoidossa käytettäviä stimulaattoreita.
Tässä työssä esitellään signaaliavaruuserottelumenetelmä (SSS), joka pohjautuu nykyaikaisten MEG-laitteiden
kattavaan kenttänäytteistykseen ja Maxwellin yhtälöihin. Väitöskirjassa kuvataan SSS:n ja sen ajallisen laajennuksen
tSSS:n teoreettiset perusteet ja esitellään tuloksia useissa sovelluksissa. Työssä osoitetaan, että SSS ja tSSS parantavat
merkittävästi MEG-signaalien laatua tilanteissa, joita on perinteisesti pidetty liian haastavina mielekkään analyysin
kannalta. Erityisesti näytetään, että menetelmillä on mahdollisuus laajentaa MEG-tutkimukset koskemaan uusia
potilasryhmiä, kuten syväaivostimulaattoreilla hoidettavia potilaita.
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1 Introduction
Multichannel measurement techniques are commonly used to record the spatial dis-
tribution of bio- and geomagnetic fields. An example of biomagnetic modalities is
magnetoencephalography (MEG), which is investigated in this thesis.
Among the first multichannel measurements were geomagnetic observations recorded
at numerous observatories that were distributed on the surface of the Earth. In the
absence of electronics or hardware for data acquisition, the data analysis relied on
sophisticated mathematical models describing the general nature of the geomagnetic
field including contributions from the Earth and the outer space (Gauss and Weber,
1839; Garland, 1979). The geometry of modern MEG measurements (for a review,
see Ha¨ma¨la¨inen et al., 1993) resembles that of the early geomagnetic recordings, but
acquisition of MEG data includes a variety of digital signal processing methods and
hardware solutions to ensure good data quality. Traditional problems of multichan-
nel MEG, however, include the sometimes excessive external or nearby interference,
spatial signal variations caused by moving head with respect to the sensors, and
data visualization problems caused by the large number of sensors.
The initiative for the studies of this thesis arose from the infant MEG measurements
conducted at the BioMag laboratory (HUSLAB, Helsinki University Central Hos-
pital, Finland) (Cheour et al., 2004; Imada et al., 2006). Challenges caused by the
strong interference fields compared to the tiny signals originating from the infant
brain and the need to compensate for the different head positions and head move-
ment encouraged the idea to develop a general-purpose signal processing method to
alleviate these problems in as simple manner as possible.
The objective of the thesis is to show that it is feasible and advantageous to trans-
form the multichannel MEG signals into a standardized and device-independent
representation corresponding to the actual brain signals only, with the different
kinds of distortions significantly suppressed. The transformation, enabled by the
large amount of information in the multichannel measurement, is derived directly
from the quasistatic Maxwell’s equations with little additional assumptions. Inter-
estingly, it turns out that the method resembles the approach taken by Gauss and
Weber in their geomagnetism studies already in the early 19th century.
The most important applications arising from this theoretical idea are suppression
of external interference, standardization of MEG signals with respect to the head
position and sensor geometry, head movement compensation, removal of artifacts
generated by sources in the proximity of the sensors, and facilitated source modelling
utilizing the simplified representation of the data. All these applications exploit the
same linear transformation of the multichannel MEG signals into a subspace with a
lower dimension than the number of channels.
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This overview of the thesis work is organized as follows. Chapter 2 describes the
multichannel MEG measurements and their traditional challenges. Chapter 3 intro-
duces the idea of representing the multichannel signal as a set of spatially indepen-
dent coordinates. Chapter 4 shows that the signal space separation (SSS) method
satisfies the general formalism of the coordinate representation of chapter 3. Finally,
chapter 5 demonstrates the performance of SSS and its temporal extension (tSSS)
in practical measurements and chapter 6 gives concluding remarks.
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2 Magnetic multichannel measurements
2.1 Basic measurement geometry
This thesis considers multichannel measurements arranged as shown in Fig. 2.1. The
purpose of such a measurement is to detect the magnetic field generated by the cur-
rent distribution Jin(r
′). The electromagnetic signals are measured simultaneously
with multiple sensors designed to receive as much information as possible of the
current confined inside a certain volume, a sphere with radius rmin in this example.
The object, possibly non-spherical, located inside the sphere enclosed by the sensors
may be a human brain (MEG) or the Earth, for example.
rmin
rmax
Jout
Jin
Figure 2.1: Schematic illustration of the basic geometry of a multichannel MEG
measurement.
This work concentrates on the MEGmethod where the ultimate goal is the modelling
and localization of the neurophysiological current sources based on the magnetic
signals measured with submillisecond temporal resolution. This is called the inverse
problem that does not have a unique solution (Helmholtz, 1853). By using suitable
constraints, however, the brain activity can usually be estimated with good spatial
accuracy, which makes MEG a valuable tool both in brain research and clinical
neurological work (see, e.g., Ha¨ma¨la¨inen et al., 1993; Barth et al., 1982; Paetau et
al., 1990; Ma¨kela¨ et al., 2006).
It is evident from Fig. 2.1 that, if not properly taken into account, several imperfec-
tions may compromise the interpretation of the measured signals. First of all, the
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signal distribution among the sensors depends on the relative position of the object
of interest with respect to the sensors. The position may even be time-dependent.
Furthermore, in addition to the interesting signal Jin(r
′), external currents Jout(r
′)
are present in the environment and generate interference fields that are superim-
posed on the interesting fields and distort the result. For the purpose of source
modelling, an ideal sampling of the field would yield uncorrelated pieces of informa-
tion about Jin(r
′). For technical reasons, however, this requirement is not fulfilled
in the sensor outputs. It is impossible to arrange real sensors around the object
without spatial redundancy in the information given by them.
This work presents a method that uniquely transforms the measured signals into
device-independent components containing uncorrelated information about Jin(r
′)
with the contribution of Jout(r
′) being suppressed. The method decomposes the mea-
sured signals into elementary fields obeying quasistatic Maxwell’s equations and hav-
ing measurable spatial frequencies. The internal and external currents correspond
to separate elementary fields in this model. Essentially, the decomposition performs
spatial filtering with the objective of bringing the measurement into accordance
with Maxwell’s equations with the interesting information packed as compactly as
possible in a form free of imperfections.
2.2 Multichannel magnetoencephalography and its applications
The human brain is a network consisting of at least 1010 neurons on the cortex.
The neurons are linked by about 1014 synapses forming a complex system capable of
receiving, processing, and sending an immense amount of signals affecting the func-
tioning of the whole human being. The information processing is based on small
electric currents flowing in the neural network. Fig. 2.2 shows the propagation of a
single action potential toward the synapse where it releases transmitter molecules
producing a dipolar postsynaptic current and the associated magnetic field. When
a large number of synapses act in concert this way, a magnetic field, large enough to
be detected by the MEG sensors, arises. The detected field is mostly due to the net
dipolar primary current produced at the synapses because the current correspond-
ing to the action potential is quadrupolar and the associated field diminishes as a
function of distance faster than the dipolar field.
MEG provides a non-invasive measurement of the electric activity in the brain’s
neural network. The excellent time resolution of MEG, better than 1 ms, enables
practically real-time examination of brain functions. Similar temporal resolution is
also achieved by electroencephalography (EEG), measurement of the voltage dis-
tribution on the scalp. The magnetic field, however, is less influenced by local
differences in the conductivity distribution of the head, especially by the great dif-
ference between the conductances of the skull and the neural tissue. This renders
MEG more useful than EEG in localization of the physiological current distribution.
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Action potential Postsynaptic potential
Synapse
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Q
Propagation
10
5
 cells
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100 fT
Figure 2.2: Postsynaptic current generating a magnetic field. The current is rep-
resented as a dipole moment with strength typically on the order of 10 nAm. This
generates a magnetic field of about 100 fT at the distance of the MEG sensors.
The localization of the active brain areas based on the measured field requires the
solution of the so called inverse problem. Solution of this problem is the ultimate
goal of MEG recordings. In the source models, the current distribution is usually
expressed as a sum of the primary and volume currents in the form J = Jp + Jv,
and the primary current distribution Jp is estimated.
A unique solution of the inverse problem of MEG and EEG does not exist since any
electromagnetic field can be produced by more than one current distribution inside
a volume conductor (Helmholtz, 1853). Such current distributions are called equiv-
alent in the following. By imposing suitable restrictions on the current distribution,
one can often solve the inverse problem in a satisfactory way among a restricted set
of allowed source models. The most common models are the single and multiple
current dipoles (Brenner et al., 1978; Tuomisto et al., 1983; Scherg, 1990; Mosher
et al., 1992) and the minimum norm current estimates (Ioannides et al., 1990; Dale
and Sereno, 1993; Ha¨ma¨la¨inen and Ilmoniemi, 1994; Pascual-Marqui et al., 1994;
Matsuura and Okabe, 1995; Uutela et al., 1999). The current dipole model consid-
ers the primary current to be concentrated to a single point with a certain dipole
moment. This model is especially simple in the case of a spherically symmetric con-
ductor, where it can be shown that an equivalent source current is a triangle loop
(Ilmoniemi, 1985; Ilmoniemi et al., 1985) and the associated magnetic field outside
the conductor has a simple analytic form (Sarvas, 1987). The spherically symmet-
ric conductor model is sufficiently accurate in many cases, which has made Sarvas’
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formula and localization of current dipoles very useful and popular in MEG. In con-
trast to current dipoles, the non-parametric models have the advantage of allowing
for a more flexible set of solutions. The minimum norm current models, for exam-
ple, seek for a current distribution having the smallest possible overall norm among
the equivalent distributions of a given type. The minimization provides a possibly
multi-focal current distribution estimate without extensive user intervention. This
is advantageous especially in cases of complex source configurations.
All physical properties of electromagnetic fields are governed by Maxwell’s equa-
tions. In neuromagnetism, most of the interesting phenomena occur at frequencies
below 100 Hz allowing one to ignore the contribution of the time derivatives of the
magnetic, B, and electric, E, fields (Plonsey and Heppner, 1967; Ha¨ma¨la¨inen et al.,
1993). Thus, one arrives at the quasistatic Maxwell’s equations:
∇ · E = ρ/0, (2.1)
∇×E = 0, (2.2)
∇ ·B = 0, (2.3)
∇×B = µ0J. (2.4)
Here ρ is the charge density, 0 and µ0 are the permittivity and permeability of
vacuum, respectively, and J is the current density. All the forward and inverse
models of MEG are based on these equations.
Applications of MEG
Among the functional brain mapping modalities including EEG, positron emission
tomography (PET), and functional magnetic resonance imaging (fMRI), MEG has
the best combination of excellent time and reasonable spatial resolution. Therefore,
MEG has gained popularity in basic brain research and recently also in clinical
studies.
Early MEG work concentrated especially on somatosensory and auditory process-
ing. These brain functions are associated with quite focal and distinctive activation
areas and were studied already in the 1970s (Brenner et al., 1975, Teyler et al., 1975,
Hari et al., 1980). With modern MEG devices covering the whole head more com-
plicated studies examining higher brain functions and complex clinical conditions
have become feasible (see, e.g., Hari et al., 1993; Nishitani and Hari, 2002)
In addition to studies on brain activity evoked by certain stimuli, the spontaneous
activity has been studied in detail. Especially, the rhythmic activity such as the α-
(Williamson et al., 1989) and µ-rhythm (Tiihonen et al., 1989) has been investigated.
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MEG has great potential in clinical work. For example, MEG is helpful in localiza-
tion of functional areas in brain tissue suffering from distortions caused by a tumor.
In such a case, the anatomical mapping by magnetic resonance imaging (MRI) or
some other suitable modality gives information about the tumor but leaves uncer-
tainty about the functional areas that should be preserved in surgery. Thus, MEG
is a very valuable tool in presurgical mapping (Gallen et al., 1993; Ma¨kela¨ et al.,
2006). Another major application area is localization of epileptic foci (Barth et al.,
1982; Paetau et al., 1990; Shibasaki et al., 2007). The method is very useful also in
clinical research, like in studies on response mechanisms to deep brain stimulation
(DBS) (Ma¨kela¨ et al., 2007; Kringelbach et al., 2007). Stimulation of the brain with
DBS and with the vagal nerve stimulator (VNS) aims at alleviating the symptoms of
Parkinson’s disease and epilepsy (Rodriguez-Oroz et al., 2005; George et al., 2000).
Thorough understanding on how the stimulation affects the brain is still lacking and
MEG may be able to provide insight into the open questions.
The sensitivity of MEG measurements to different kinds of disturbances has been a
significant obstacle in clinical examinations; the ambient interfering magnetic fields
are six to eight orders of magnitude higher that the biomagnetic fields, see Fig.
2.3. Also, traditional signal processing methods have not been efficient enough to
allow studies involving moving uncooperative patients or medical equipment causing
strong magnetic interference, e.g., VNS or DBS. The work presented in this thesis
aims at removing or at least alleviating these problems. These general problems
specific to MEG will be discussed in more detail in section 2.5.
2.3 Measurement of MEG signals
The amplitude of a typical evoked brain field is on the order of 100 fT at a distance
of a couple of centimeters from the surface of the head. In comparison, the static
field of the Earth is about 108 times larger than this. The weakness of the brain
signals creates a special challenge on the measurement instruments and external
interference suppression methods. This section gives a brief introduction to the
MEG instrumentation; the interference reduction methods will be dealt with in
section 2.5.
Although the first MEG measurement by Cohen (Cohen, 1968) was carried out
using a single induction coil, today the superconducting quantum interference de-
vice (SQUID) is considered the only practical sensor for MEG measurements. The
SQUID (Zimmerman et al., 1970; Cohen, 1972; Lounasmaa, 1974) is a superconduct-
ing loop interrupted by one or two Josephson junctions (Josephson, 1962). Owing
to its superior noise performance the latter, called dc SQUID, is now solely used in
MEG. With a suitable bias current being fed through the dc SQUID, the voltage
across the SQUID is periodic as a function of the external magnetic field. In MEG,
the SQUID is kept at a constant working point by a feedback current that is linearly
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Range of flux meter
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flux meter
SQUID
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Flux density (T)
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Earth Magnetism
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Figure 2.3: Amplitudes of some typical magnetic fields. The left panel shows the
range of the conventional magnetic flux meter and the SQUID sensor.
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proportional to the external magnetic field. Thus, the strength of the feedback gives
a measure of the magnetic field (Ryha¨nen et al., 1989).
The magnetic field is coupled to the SQUID through a flux transformer consisting
of a pickup coil and an input coil, as shown if Fig. 2.4. The flux measured by the
SQUID is a product of the current flowing in the flux transformer and the mutual
inductance between the SQUID and the transformer. The pickup coils are usu-
ally arranged as magnetometers or gradiometers. The magnetometer is typically a
single loop measuring the projection of the magnetic field to the normal of the mag-
netometer plane. The first order gradiometers consist of two identical loops wound
in opposite directions. This configuration measures the planar or axial derivative
of the field, which makes the gradiometers less sensitive to far-away interference
sources than the magnetometers. On the other hand, the magnetometers couple
better to fields generated by deep brain sources located closer to the center of the
head and relatively far from the sensors.
Bext
Ishield
Bcoupled
SQUID
Input coil
Pickup coil
Figure 2.4: The principle of flux transforming. The field threading the pickup
loop generates a shielding current providing the input flux of the SQUID through
the input coil.
The first multichannel MEG devices in the 1980s had 4-7 channels covering an area
ranging from only a few cm to about 10 cm in diameter (Ilmoniemi et al., 1984;
Romani et al., 1985; Williamson et al., 1985, Knuutila et al., 1987). A substan-
tial improvement in the coverage was achieved when devices having more than 20
channels emerged. For example, the number of channels of the devices manufac-
tured at the Helsinki University of Technology and Neuromag Ltd. rose from 24
(Kajola et al., 1989) to 122 (Ahonen et al., 1992) between 1989 and 1992. Today,
the state-of-the-art MEG devices contain more than 200 channels providing for a
good whole-head coverage. Some of the major commercially available MEG systems
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are Elekta Neuromag Oy’s (Helsinki, Finland) 306-channel system employing mag-
netometers and planar gradiometers, the 248-channel system of 4D-Neuroimaging
Ltd. (San Diego, USA) having magnetometers, and Yokogawa’s (Tokyo, Japan)
160-channel system utilizing axial gradiometers. A number of 275-channel systems
with axial gradiometer sensors produced by the former CTF/VSM (Port Coquit-
lam, Canada) company are still in use. These different devices are used in research
institutes and in clinical laboratories. They are accompanied with the necessary
electronics, workstations, software, and equipment for generating various sensory
stimuli in different experiments.
The design of a multichannel MEG device contains several non-trivial decisions con-
cerning especially the geometry of the sensor array, proper number of channels, and
the configuration of the pickup loops. It is crucial to realize that the performance
of the array has to be optimized by considering the information acquired simultane-
ously from all channels instead of separately optimizing individual channels. This
is based on the fact that a multichannel MEG measurement can be considered as
spatial sampling of the magnetic field. Thus, a thorough understanding of sampling
theory is necessary in the development of MEG devices. The theory (Ahonen et al.,
1993) shows that the spatial frequencies of MEG signals are limited to a relatively
low end of the spectrum. As a consequence, there is an upper limit to the practical
number of sensors and a lower limit to the practical minimum distance between
adjacent sensors. Despite being of fundamental nature in the design of multichannel
sensor arrays, the sampling theory has not been very extensively used by other in-
vestigators. Some groups, however, have utilized a similar approach. For references,
see, e.g., (Hochwald and Nehorai, 1997; Naddeo et al., 2002).
The design of the 306-channel MEG system of Elekta Neuromag Oy is based on the
concepts of sampling theory. The array consists of sensor elements each containing
one magnetometer and two orthogonal planar gradiometers. This design guarantees
that each sensor element provides three independent pieces of information as the
current sensitivity patterns of these three pickup coils are orthogonal. Altogether
306 independent channels are obtained comprising of 510 loops since each of the
204 gradiometers consists of two loops and the 102 magnetometers have one loop.
Information theoretical considerations based on Shannon’s theory (Shannon, 1948;
Shannon, 1949) have been used to evaluate this and the other existing MEG systems
(Nenonen et al., 2004).
In addition to having a good spatial coverage, the response of a modern multichannel
MEG device must be consistent with Maxwell’s equations. That is, the array must
contain minimal manufacturing errors and all significant imperfections have to be
quantitatively known in order to take them into account in data analysis. The
raw MEG signals always contain some imperfections because of errors in calibration
coefficients, knowledge about the sensor geometry, balance of the gradiometers, and
cross-talk between the sensors. Bias is introduced if analysis models derived from
Maxwell’s equations assuming perfect measurement accuracy are used on data and
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sensor information containing these distortions.
Other multichannel measurements
In addition to MEG, there are also other multichannel measurement modalities
related to the schematic illustration of Fig. 2.1. Probably the first multichannel
measurements were the geomagnetic observations made by different observatories
around the world in the nineteenth century. Gauss and Weber (Gauss and Weber,
1839; Garland, 1979) developed a mathematical theory for the magnetic measure-
ments by expressing the fields as expansions of harmonic functions. The theory
first considered the signals to arise from currents flowing inside of the Earth and
then discussed the possible contributions from the outer space on the measurements
made on the surface of the Earth. It was concluded that the observations were
dominated by fields arising from underground currents. Modern geomagnetic mea-
surements consist of a large number of magnetic registrations made by observatories
and satellites (see, e.g., Tank, 2000; Sabaka et al., 2004; Lesur, 2006)
Today, numerous medical examinations utilize multichannel measurements. In mod-
ern magnetocardiography (MCG), the magnetic field produced by the heart is mea-
sured with multiple sensors outside of the torso (Nenonen and Katila, 1991; Nenonen
et al., 1991). Electroencephalography (EEG) measures differences in the electric po-
tential on the surface of the head with multiple electrodes. It differs from Fig. 2.1
in the sense that in EEG, the sensors are attached to the head and therefore head
movements do not modulate the measured signal. The counterpart of EEG in ex-
aminations of the heart is electrocardiography (ECG).
A recent theory suggests that earthquakes may be preceded by geomagnetic changes
caused by mechanical deformation of rocks, (see, e.g., Fujinava and Takahashi, 1998;
Rabinovitch et al., 2007). Multichannel measurements of the associated magnetic
fields could enable a method to forecast the onset of a quake, but this approach has
also been criticized (Geller, 1997).
2.4 Mathematical representation of MEG signals
The signal recorded by the jth sensor is proportional to the flux
φj =
∫
Sj
B(r) · dS, (2.5)
where Sj indicates the area confined by the pickup coil. In forward calculations of
the sensor signals, one has to approximate the surface integral numerically in the
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form
φFC,j =
∫
Sj
BFC(r) · dS ≈
M∑
p=1
BFC(rp) ·∆Sp, (2.6)
where the subscript FC stands for forward calculation based on some source model
and the integration points rp are chosen to approximate the surface integral with
adequate precision. The accuracy increases as a function of the number of integra-
tion points, M , and thus there is a trade-off between accuracy of the model and
computational efficiency. Numerical surface integral estimates with different accu-
racies can be found, e.g., in (Abramowitz and Stegun, 1964). Typically, M ranges
from 4 to 16.
According to Fig. 2.1, the brain and external interference sources contribute to the
field in the form B(r) = Bin(r) +Bout(r) leading to signal
φj =
∫
Sj
[Bin(r) +Bout(r)] · dS ≡ φin,j + φout,j . (2.7)
In some cases there may exist sources of field also in the intermediate volume between
the green sphere and the red circle in Fig. 2.1. Then, in the sense of the previous
equation, the signal is of the form
φj = φin,j + φout,j + φinter,j . (2.8)
A common model for the signal produced by biomagnetic sources is the lead field
representation (Malmivuo, 1976; Tripp, 1983), where the signal is represented as a
projection of the current to the lead field Lj of the particular sensor. In mathematical
terms
φin,j =
∫
v′
Lj(T, r
′) · Jin(r′)dv′ =
∫
v′
Lpj (T, r
′) · Jpin(r′)dv′ (2.9)
where T is an operator transforming the sensor geometry into the coordinate system
of the head and Lpj is the lead field corresponding to primary current. Consequently,
given a current distribution Jin(r
′), the sensor output depends on the position and
orientation of the head with respect to the sensor.
Usually the lead field is defined for the primary current. If the magnetic field of
a current dipole Q at an arbitrary position rq can be calculated, the lead field is
obtained from the relation
φin,j = L
p
j (T, rq) ·Q. (2.10)
This lead-field formulation requires knowledge of the conductivity distribution in
order to take the volume currents properly into account.
The lead fields of individual sensors generally overlap, that is, with j 6= k
∫
v′
Lj · Lkdv′ 6= 0 (2.11)
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and ∫
v′
L
p
j · L
p
kdv
′ 6= 0 (2.12)
For illustration, Fig. 2.5 shows the lead fields Lp of planar gradiometers and mag-
netometers of the Elekta Neuromag’s 306-channel device. The orthogonality of the
lead fields of the three sensors on a single sensor element is easily visualized. It is
technically not feasible, however, to create a sensor array with orthogonal lead fields
between all sensors.
Figure 2.5: Lead fields of two orthogonal gradiometers and a magnetometer.
Let us now define the signal vector φ as consisting of the signal values of the N
individual sensors:
φ = [φ1 φ2 . . . φN ]
T, (2.13)
where T denotes transpose. The vector φ could be a sample of raw data at time
instant t, averaged response, or contain spectral information from different channels.
Based on equations 2.7 and 2.9, the signal vector is more specifically expressed as
φ(Jin,Jout, T ) = φin(Jin, T ) + φout(Jout) (2.14)
The N -dimensional vectors φ define the signal space of MEG. This highly useful
concept was introduced to MEG signal analysis in the 1980s (Ilmoniemi, 1981; Il-
moniemi and Williamson, 1987; Ilmoniemi et al., 1987).
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2.5 Basic problems of MEG measurements
External interference
Fig. 2.3 shows typical variations of amplitudes of different kinds of fields present in
an unshielded environment. The fields generated by the brain are several orders of
magnitude smaller than most of the fields considered interference in MEG. Because
of this huge amplitude difference, the MEG measurements are usually carried out
in magnetically shielded rooms (MSR) (Cohen, 1970; Kelha¨ et al., 1982, Bork et
al., 2001). The shielding is based on the wall structure of the MSR that typically
utilizes aluminium and high permeability ferromagnetic alloy composed of iron and
nickel, often called µ-metal. In the low frequency range the shielding is based on
the ferromagnetic µ-metal whereas in the high frequency end the shielding effect is
dominated by eddy currents in the aluminium.
To clarify the performance of passive shielding with MSR, let us now divide the
volume of external interference sources into volumes ρ and R located inside and
outside of the MSR, respectively. Both of these volumes are external to the sensor
array in the sense of Fig. 2.1. The passive shielding only suppresses interference
arising from the large volume R, and so the original interference
φout(Jout) = φout[Jout(ρ)] + φout[Jout(R)] (2.15)
has the following residual after introduction of the magnetic shield:
φr,out(Jout) = φout[Jout(ρ)] + φr,out[Jout(R)] (2.16)
with typically the attenuation ||φr,out[Jout(R)]||/||φout[Jout(R)]|| << 1. With the
modern design, attenuation factors of 35 dB and 45 dB have been reached for rooms
with the µ-metal in a single or two separate shells, respectively, at a frequency of
0.1 Hz. A heavy room with eight layers has been reported to have an attenuation
of more than 100 dB (Bork et al., 2001).
The residual φr,out(Jout) may severely interfere with the brain signals, especially in
the presence of interference sources inside the MSR producing signals that are not
attenuated by the passive shielding. In order to suppress the residual interference,
several methods have been developed. The most common of them are the refer-
ence sensor method (see, e.g., Vrba and Robinson, 2001), and projection methods,
especially the signal space projection (SSP) (Uusitalo and Ilmoniemi, 1997).
Conventional reference sensors are located sufficiently far away, typically more than
10 cm, from the brain so that they can be assumed to record interference only. Then
the interference field is parametrized by, e.g., a low-order Taylor expansion whose
coefficients can be estimated from the signals of the reference sensors. A fundamental
problem with the reference sensors is that the interference field is recorded quite far
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away from the proper sensors. The harmful signal distortion takes place at the
sites of the proper sensors and so the interference components estimated from the
reference sensors have to be extrapolated over a long distance making the method
prone to errors in the geometry and calibration of the sensor arrangement. In
addition, nearby interference sources, such as vagal nerve stimulators (VNS) or
braces, producing spatially complex fields cannot be effectively suppressed by the
reference sensors. The traditional approach utilizing Taylor series converging at the
origin is not even in theory applicable for attenuation of this nearby interference
because the method assumes that all interference sources are further away than any
of the MEG sensors.
The SSP method in its usual implementation is based on a statistical analysis on data
measured with the proper sensors and containing typical interference patterns to be
removed. By using, e.g., the principal component analysis (PCA), one can determine
the subspace U of the signal space that contains the interference directions. Then
the projection operator P⊥ = I−UUT projects out the external interference:
P⊥φ = P⊥(φin + φout) = P⊥φin. (2.17)
SSP has the advantage that the interference is measured at the very site where it
needs to be removed. In addition, calibration errors do not affect the performance
of the method. A drawback is shown by Eq. (2.17), which indicates that removal of
the interference by SSP generally distorts the brain signal as the projection operator
P⊥ is not orthogonal to φin. This distortion can, however, be taken into account
in source modelling by applying the projection operator also to the forward model.
Because ||P⊥φin|| ≤ ||φin||, the amplitude of the brain signals may also decrease but
for most practical cases this effect is quite insignificant. Another difficulty arises
when the interference field changes significantly with time. Usually the SSP oper-
ator is calculated from an empty room measurement with no subject but only the
interference sources present. Spatial patterns of typical environmental interference
fields are usually stationary, whereas spatially and temporally complex interference,
e.g., from stimulators attached to the body of a patient, may be difficult to suppress
with SSP. The projection operator can, of course, be determined from the actual
data but with complex interference this procedure is more difficult than with empty
room interference. In such a situation, the interference is typically spread into a
larger number of PCA components than the environmental empty room signal.
Head movements
A characteristic problem in MEG is related to the fact that the sensors are not
attached to the head. Different locations of the subject with respect to the device
hamper the comparison of data from different measurement sessions. Even more
severe problems arise if the subject moves the head during the measurement, which
may cause considerable source localization bias if the movement is not compensated
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for. Head movements are unavoidable in many cases, e.g., with small children and
some patient groups.
Assuming that the external interference has been removed from the measurement,
the remaining signal is, according to Eq. (2.14), of the form φin(Jin, T (t)). The
residual imperfection is the time-dependent transformation T (t) between the head
and the measurement device. In order to compensate for the head position differ-
ences, the data have to be transformed into a device-independent model that can
be used for calculation of the virtual signals corresponding to a standard head po-
sition. Suitable models are, e.g., minimum norm and minimum current estimates
(MNE and MCE) (Numminen et al., 1995; Uutela et al., 2001) and multipole ex-
pansion (Burghoff et al., 2000). For movement compensation, the head position has
to be tracked continuously or at least intermittently. This can be accomplished by
attaching small magnetic coils to known locations on the head and activating them
with signals having individual temporal patterns (Uutela et al., 2001). Amplitudes
corresponding to individual coils can be extracted and the head position with respect
to the device can be calculated from the amplitude information.
Source modelling
Once the transformation T (t) is known, the signal φin(Jin, T (t)) can be used for
source modelling. One can, for example, fit a specific model to the data by adjusting
the model parameters to minimize the difference between φin(Jin, T (t)) and the
forward model of Eq. (2.6). Another possibility is to use the non-parametric models
such as MCE, where the L1 norm of the current distribution is minimized over
the source surface or volume. If the number of channels and integration points
are N and M , respectively, the forward model requires NM calculations, which is
computationally quite intensive when the number of channels is large and a high
accuracy is needed for the numerical surface integral of Eq. (2.6). Furthermore,
due to the overlapping lead fields of the sensors, the Gram matrix containing inner
products of the lead fields, shown by Eq. (2.12) and employed by MNE and MCE,
is ill-posed and has to be regularized. The regularization is case-sensitive and often
requires user intervention without quantitative criteria. For a review of numerical
regularization methods, see (Hansen, 2006).
General signal processing in MEG
Traditional preprocessing methods of MEG data have been mostly tailored to han-
dle one imperfection at a time. This has led to a chain of operations and sometimes
unnecessarily complicated processing. For example, in the case of a moving subject
one would first suppresses the contribution of external interference, then compensate
for the movement by MNE, and finally perform source modelling on φin(Jin, T (t))
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requiring a large number of forward calculations and possibly numerical regulariza-
tion.
Specifically, some cases with nearby interference sources have been too difficult for
existing preprocessing methods. For example, the quality of MEG data from pedi-
atric epilepsy patients is significantly deteriorated in more than 50 % of the cases,
often due to nearby artifact sources and therapeutic hardware such as VNS devices
(Paetau, 2008).
Every MEG measurement contains the brain signals in an undistorted form. Distor-
tion caused by external interference or changing head position does not destroy the
brain signal as long as the sensors are operational. In order to recover the true brain
signals, the imperfections have to be recognized and their contribution removed from
the data. Chapter 3 introduces the basic idea of utilizing the generous oversampling
of modern MEG devices to achieve this goal.
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3 Coordinate representation of multichannel signals
3.1 Sampling of the magnetic field
This section is entirely based on publication I. The output of a multichannel mea-
surement can be formulated as a mapping from current to output F [Jin(r
′, T (t)) +
Jout(r
′)], which indicates that the contribution of the brain and interference cur-
rents is measured with a device whose signal also depends on the transformation
T (t) that relates the sensor geometry with the coordinate system of the head. This
formulation describes the apparent problems of MEG to a large extent.
As an ultimate preprocessing method, we search for a transformation F → f , where
f [Jin(r
′)] maps the brain sources into device-independent components with the con-
tribution of Jout(r
′) and T (t) eliminated. Furthermore, we prefer f to be a mapping
from the N -dimensional signal vector into an n-dimensional vector of uncorrelated
point-like virtual sensors with n < N .
The transformation f should only change the representation of the data into a more
favourable form without loosing information about Jin(r
′). Such a request can only
be satisfied if the measured signal can be uniquely parametrized with the number of
parameters being smaller than N , the number of sensors. That is, N must exceed m,
the number of degrees of freedom of the neuromagnetic field that can be measured
with the multichannel device.
Any source distribution can be expressed as a superposition of elementary currents.
In the case of physiological currents inside a volume conductor, a current dipole can
be chosen as an elementary current. In general, one current dipole has six degrees
of freedom describing the three-dimensional location and orientation of the dipole.
Thus, a current distribution consisting of nd dipoles would generate a magnetic field
with 6nd degrees of freedom. As no upper limit for nd can be assumed, the MEG
signal apparently seems to have an infinite number of degrees of freedom.
The sampling theory of neuromagnetic fields (Ahonen et al., 1993) shows, however,
that in MEG signals, the contribution of spatial frequencies higher than (2d)−1 is
below the sensor noise and therefore insignificant when d is the shortest distance
between a source of magnetic field and a MEG sensor. In other words, the part con-
taining biomagnetic information in the measured signals is limited in spatial com-
plexity. This gives us the general idea of treating the MEG signals in the same way
as the Fourier transform treats digitized temporal signals having limited frequency
contents. The transformation F → f could be, for example, a decomposition of the
spatially sampled MEG signals to a set of Fourier-like spatial basis components.
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3.2 General coordinate representation of a multichannel mea-
surement
A discrete signal s = [s0 s1 . . . s(Ns−1)]
T, with T indicating transpose and Ns
being the number of samples, containing a finite number of degrees of freedom is
conveniently expressed as an expansion of discrete basis components:
s =
Ns−1∑
k=0
ckfk, (3.1)
where the vectors fk are the basis vectors and the coefficients ck are the coordinates
of s in this basis. In the matrix form, we have
s = Fc, (3.2)
where F = [f0 f1 . . . fNs−1] is the signal basis and c = [c0 c1 . . . cNs−1]
T contains the
coordinates of s in this basis. Specifically, in Fourier transform, the basis F consists
of the sine and cosine components up to the Nyquist frequency (Nyquist, 1928)
and the coordinates c are the Fourier coefficients. They contain all the information
conveyed by the discretized signal s. According to Eq. (3.2), the coefficients can be
decomposed as
c = F†s, (3.3)
where F† = (FTF)−1FT is the pseudoinverse of F. In the Fourier transform, the
sampled data segment is usually chosen in such a way that the basis vectors are
linear algebrally orthogonal over the sampled time interval. Then, FTF is a diagonal
matrix.
The signal vector φ of an MEG measurement is also a discretized signal but now
the samples are produced by spatial instead of temporal sampling. According to the
sampling theory mentioned before (Ahonen et al., 1993), a modern multichannel
MEG array provides an adequately sampled signal vector φ in Nyquist’s sense. In
order to create a representation similar to Eq. (3.2) for the MEG signals, we first
expand the magnetic field with vector-valued basis functions bk:
B(r) =
m∑
k=1
xkbk(r) +R(r, m), (3.4)
where the truncation order m is chosen in such a way that the residual R(r, m) is
below the instrument noise. As in Fourier-series, the coefficients xk are the strengths
or amplitudes of the basis functions bk(r), given B(r), that should cover all measur-
able degrees of freedom. That is, they should correspond to the spatial frequencies
present in the biomagnetic part of the MEG signal. Each of the basis functions
corresponds to a basis vector φk with its jth component being the flux through the
jth pickup loop:
φkj =
∫
Sj
bk(r) · dS (3.5)
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Thus, with the residual R(r, m) omitted, Eq. (3.4) transforms to
φ =
m∑
k=1
xkφk ≡ Φx (3.6)
which defines the basis
Φ = [φ1 φ2 . . . φm] (3.7)
and the coordinates of a multichannel MEG measurement
x = [x1 x2 . . . xm]
T. (3.8)
The coordinates can be estimated as
xˆ = Φ†φ. (3.9)
3.3 Unique device-independent coordinates of MEG signals
Visualization of higher than three-dimensional signal bases is extremely difficult
without abstract mathematical concepts. Therefore, it is illustrative to start by
investigating the simple Cartesian coordinates of a given location r. In comparison
to the lead field form of 2.9, the Cartesian coordinates can be expressed as inner
products x = ex · r, y = ey · r, and z = ez · r, where ex, ey, and ez are the
orthogonal x-, y-, and z-directional unit vectors. Thus, the Cartesian coordinates
can be regarded as virtual channels containing orthogonal information and together
leaving no ambiguity about the location of the interesting object.
In biomagnetism, we seek a transformation F → f such that f would consist of the
coordinates x revealing the exact current distribution. Due to the non-uniqueness of
the electromagnetic inverse problem (Helmholtz, 1853), however, such a goal cannot
be achieved. If no a priori assumptions other than the division shown in Fig. 2.1
are made, the achievable coordinates would ideally represent spatially uncorrelated
features of the general current distribution. Specifically, we would like to have the
contributions of Jin and Jout separated as x = [x
T
in x
T
out]
T satisfying
xin,j =< λj,Jin > (3.10)
and
< λj, λk >= δjk, (3.11)
where < · > indicates inner product, λj is the lead field corresponding to the j:th
coordinate, and δjk is Kronecker’s delta function.
This formulation is consistent with the non-uniqueness of the magnetic inverse prob-
lem if there exists a non-zero current J⊥ that satisfies < λj,J⊥ >= 0 for every j.
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Current distributions Jin and Jin+J⊥ would then both produce the same coordinates
xin.
In practice, to achieve such a coordinate representation, the basis Φ must contain
all relevant spatial frequencies. Furthermore, the geometry of the sensor array with
respect to the head must be taken into account in the calculation of Φ in order to
get device-independent coordinates. The next chapter shows how these requests can
be fulfilled and the contributions of Jin and Jout separated into their own sets of
coordinates.
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4 The signal space separation method (SSS)
4.1 Harmonic basis functions
In the subsequent sections, a spatial basis is derived for MEG that, in comparison
to SSP for example, does not involve any statistics. The idea is to create a basis
allowing for the device-independent representation of the data that is capable of
significantly suppressing the contribution of the distortions typical to MEG.
Vector-valued basis functions are needed to achieve a coordinate representation of
a biomagnetic multichannel measurement, as stated by Eq. (3.4). Maxwell’s equa-
tions cover all properties of the magnetic field, so let us start from the quasistatic
Maxwell’s equations Eq. (2.3) and Eq. (2.4). These equations can be linked to the
geometry of a MEG measurement shown in Fig. 2.1
In chapter III of publication II, the suitable basis functions are derived starting from
the fact that every sensor is located in a current-free volume reducing Eq. (2.4) to
∇×B = 0. (4.1)
Consequently, the magnetic field can be expressed as the gradient of a harmonic
scalar potential V :
B = −µ0∇V, (4.2)
where, due to relation ∇ ·B = 0, V satisfies Laplace’s equation
∇2V = 0. (4.3)
In the spherical coordinate system (r, θ, ϕ), Laplace’s equation has the series-form
solution (e.g. Jackson, 1999) at field point r
V (r) =
∞∑
l=0
l∑
m=−l
αlm
Ylm(θ, ϕ)
rl+1
+
∞∑
l=0
l∑
m=−l
βlmr
lYlm(θ, ϕ), (4.4)
where Ylm is the normalized spherical harmonic function and the coefficients αlm
and βlm are called multipole moments. This expansion compactly represents the
contribution of all sources generating a magnetic field. The two different parts of
the expansion having different r-dependencies cover the convergence and divergence
requirements of the fields produced by sources in different volumes of the space.
The signal of a source in the volume containing the origin (r′ < rmin) must be
non-singular when r′ > rmin. Similarly, the signal generated in the outside volume
(r′ > rmax) must be non-singular when r
′ < rmax. Consequently, the first sum
in Eq. (4.4) describes fields generated by sources with r′ < rmin and similarly the
second sum is related to sources with r′ > rmax
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selecting the expansion origin in a suitable way, typically at the center of the volume
enclosed by the sensor array, the contributions of the brain and interference sources
are separated to the first and second sum of the expansion, respectively. At this
point we assume that there are no sources in the volume defined by rmin < r
′ < rmax.
Publication II further showed that by inserting Eq. (4.4) into Eq. (4.2), the following
expansion is obtained for the magnetic field:
B(r) = −µ0
∞∑
l=1
l∑
m=−l
αlm
νlm(θ, ϕ)
rl+2
− µ0
∞∑
l=1
l∑
m=−l
βlmr
lωlm(θ, ϕ), (4.5)
where νlm(θ, ϕ) =
√
(l + 1)(2l + 1)Vlm(θ, ϕ) and ωlm(θ, ϕ) =
√
l(2l + 1)Wlm(θ, ϕ)
with V and W being the vector spherical harmonic functions defined by Hill (Hill,
1954; Arfken, 1985). Here the monopole term (l = 0) must be left out due to relation
∇ ·B = 0 valid everywhere. An alternative way to formulate an expansion for B is
to use recursive formulas for the derivatives of the harmonic scalar potential (Nolte
et al., 2001).
The question remains whether the residual in Eq. (3.4) is insignificant when trun-
cating the series. This was investigated theoretically in publication II and experi-
mentally in publication IV. The series was found to converge fast enough so that
in typical MEG measurements, truncation of the two expansions in Eq. (4.5) at
l = Lin = 8 and l = Lout = 3 was sufficient to ensure a negligible residual. Even in
the case of 100 simultaneous current dipoles, Lin = 8 is enough to reconstruct the
brain signal with insignificant residual compared to sensor noise.
The relatively low expansion orders are sufficient because of the quite large distance
between the sensors and sources of magnetic field, which applies to both the inter-
esting and interfering sources. Because the series representing the neural sources
converges fast as a function of distance, fields with the highest spatial frequencies
corresponding to high l are attenuated below sensor noise at the distance of the sen-
sors when the sensor noise level of the present SQUID technology, about 3 fT/
√
Hz,
is assumed. With Lin = 8, the highest spatial frequencies are 9/(2piR) on a sphere
with radius R. By setting the expansion origin approximately at the center of the
brain, the closest sensors are typically at a distance of at least 10 cm from the ori-
gin. The corresponding highest spatial frequencies explained by our basis functions
are then about 14.3 1/m. This is in agreement with the sampling theory (Ahonen
et al., 1993) stating that spatial frequencies higher than (2D)−1 ≈ 14.7 1/m are
insignificant in MEG. Here, value D = 34 mm was used as the distance between
adjacent sensors.
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4.2 The SSS basis
The basis vectors corresponding to the VSH functions are calculated by Eq. (3.5)
giving us vectors alm and blm corresponding to the basis functions −µ0r−(l+2)νlm
and −µ0rlωlm, respectively. Thus, our linear model for any momentary signal vector
φ, based on Eq. (3.6) - Eq. (3.8), is
φ = Sx, (4.6)
where the SSS basis S = [Sin Sout] separates the contribution of Jin and Jout as
Sin = [a1,−1 a1,0 a1,1 . . . aLin,Lin ] (4.7)
and
Sout = [b1,−1 b1,0 b1,1 . . . bLout,Lout] (4.8)
The corresponding coordinates x = [xHin x
H
out]
H
xin,lm = αlm, (4.9)
xout,lm = βlm. (4.10)
Here the transpose is denoted as the Hermitian transpose H due to the coordinates
being complex-valued.
Based on the expansion, Eq. (4.4), of the harmonic scalar potential V alone, one
might think that the sensors would have to be located on a non-spherical array
in order to produce non-singular SSS basis. This conclusion would arise from the
fact that the internal and external part of the scalar expansion have exactly the
same angular dependence. Publication II shows, however, that in the measurement
of magnetic field derivable from V , the SSS basis is singular only if the normal
vectors of the sensors are all either radial or tangential, even for sensors located on
a perfectly spherical surface. Thus, the SSS basis separates the inside and outside
contributions more clearly than an intuitive conclusion might suggest.
In practice, the modern multichannel MEG devices have a non-singular SSS basis
since the sensors are located on a non-spherical surface and they are not strictly
radial or tangential. Thus, the estimate xˆ = S†φ gives unique device-independent
coordinates in the form
xˆ =
[
xˆin
xˆout
]
(4.11)
Given a perfect calibration accuracy of the sensors and adequate spatial sampling,
there is no mixing between the contributions of Jin and Jout because of the linear
independence of the SSS basis vectors. Even with realistic calibration accuracy, this
mixing is negligible if the expansion orders are sufficient, as will be shown in chapter
5.1.
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All real measurements contain sensor noise. In MEG measurements, it is usually
assumed that this noise is normally distributed and uncorrelated among the sensors,
resulting in a diagonal covariance matrix. Application of SSS changes the sensor
noise covariance N, which can be taken into account if needed as shown in publica-
tion II. The brain noise, which dominates over the sensor noise especially below 60
Hz, is not affected by SSS since it is produced by currents in the internal volume
defined by Fig. 2.1.
The condition number, defined as the ratio of the largest and smallest singular
value of the SSS basis, is apparently very high due to the highly different scales
of the different basis functions leading to a large range of norm values among the
SSS basis vectors. The basis can be stabilized simply by normalizing S, which
usually gives a reasonable condition number, as discussed in publication IV. Further
stabilization can be achieved by selecting only the basis functions that have strong
enough coupling to the sensor array to exceed sensor noise (Nenonen et al., 2007).
When using normalized S, the estimated coordinates xˆin,lm can be converted to SI
units by dividing them with norms ||alm|| of the non-normalized basis.
4.3 Coordinates for MEG: The magnetostatic multipole mo-
ments
As shown in publication II, the operation φ→ xˆ transforms the multichannel mea-
surement into the magnetostatic multipole moments that have a lead field represen-
tation
αlm = < λ
α
lm,Jin > =
∫
v′
λαlm(r
′) · Jin(r′)dv′, (4.12)
where
λαlm(r
′) =
i
2l + 1
√
l
l + 1
r
′lX∗lm(θ
′, ϕ′). (4.13)
The current distribution Jin is enclosed by a sphere with radius Rα. Because of the
orthonormality of the tangential VSH functions Xlm over a spherical surface, the
lead fields λαlm are orthogonal over the spherical volume enclosing the brain. Thus,
Eq. (4.12) satisfies Eq. (3.10) and Eq. (3.11) thereby making the multipole moments
a suitable choice for coordinates of MEG measurements. Alvarez (Alvarez, 1991)
has proposed a method for extracting the multipole moments from a magnetic mea-
surement conducted on a plane. He derives an expression equivalent with Eq. (4.13).
In his expression the integrand contains J ·Xlm. However, with the current being
real-valued, J ·Xlm = (Xlm · J)∗ = X∗lm · J, which is compatible with Eq. (4.13).
The coordinate representation provided by the multipole moments has several ad-
vantages over the conventional approach of directly using the signals of the physical
sensors in data analysis. In the multipole moments, all the information of the
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magnetic field produced by the brain is packed into a compact representation cor-
responding to point-like sensors with orthogonal lead fields. Therefore, the number
of multipole moments needed is smaller than the number of physical sensors. The
forward modelling of the moments does not require any numerical integration as
in calculation of the flux through the pick-up loop of the sensor. Throughout this
thesis, it should be noted that the orthogonality of the multipole moments corre-
sponds to spatial information and linear algebra, and should not be confused with
statistical orthogonality or independence.
Furthermore, the multipole moments are device-independent and thus enable a
straightforward calculation of virtual signals corresponding to different head po-
sitions and sensor arrays.
4.4 Spatiotemporal signal space separation (tSSS)
The spatial SSS performs in a satisfactory manner in typical MEG measurements.
A good estimate xˆ is guaranteed when deviations φ of the signal from the model in
Eq. (4.6) are insignificant. Taking the deviations into account, the model is of the
form
φ = Sx + φ. (4.14)
In addition to random sensor noise, such deviations can be produced by insufficient
calibration accuracy of the sensor array causing erroneous elements in the basis
matrix S. Additional source of deviation is the presence of sources that produce
detectable magnetic fields with spatial frequencies higher than those included in the
basis S rendering the dimension of the basis matrix too small to correctly describe
these fields. Such sources are typically artifact sources in the immediate vicinity of
the sensors, e.g., stimulators or magnetized electrodes close to the head.
From Eq. (4.14) we get the estimate
xˆ = S†φ = S†Sx + S†φ ≡ x+ x, (4.15)
where
x =
[
xin,
xout,
]
(4.16)
Thus, the signal deviation φ leaks into the internal and external signal contribution
estimated by SSS. Temporally, xin, and xout, contain mutually equivalent temporal
waveforms that are originally present in the signal deviation φ. Assuming that
the brain and external interference signals, both correctly modelled by the spatial
SSS, are temporally uncorrelated, the only possible cause for temporal correlation
between xin and xout is the above leakage phenomenon.
Removal of the contribution of φ was developed and applied in publication III. First,
the intersecting waveforms are identified by a singular value decomposition (SVD)
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based subspace intersection estimation method. Then the intersecting waveforms
are projected out in the time domain from the SSS-estimate of the internal signal.
Consequently, the recognized signal deviations, usually caused by nearby artifacts,
are suppressed below the noise level of the sensors. Recently, quite a similar method
utilizing reference sensors, instead of SSS as the original separation method, has
been proposed (de Cheveigne´ and Simon, 2007).
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5 Applications of SSS and tSSS
5.1 Suppression of external interference
The estimated coordinates, i.e., the magnetostatic multipole moments of Eq. (4.11)
allow one to suppress the contribution of external interference simply by omitting
xˆout and considering xˆin only. These coordinates contain the measurable information
generated by physiological currents in the brain. One can reconstruct the measure-
ment as it would be in the absence of interference by
φˆin = Re(Sinxˆin), (5.1)
where Re indicates the real part.
The sensitivity of xˆ to random noise and calibration errors depends on the condition
number, defined as the ratio of the largest and smallest singular value, of the basis
matrix S. In SSS it is particularly important that the subspaces Sin and Sout differ
clearly enough from each other in order to achieve a good estimate xˆin. The spectrum
of principal angles between the subspaces gives a measure of difference (Golub and
Van Loan, 1996) between the internal and external bases. In publication IV the
minimum, mean, and maximum principal angles were computed for three different
sensor configurations with four reasonable (Lin, Lout) combinations. With the orders
Lin = 8 and Lout = 3, the minimum, mean, and maximum principal angles for the
306-channel device are 5, 11, and 25 degrees, respectively. These values have turned
out to be large enough in order to achieve good signal separation.
The condition number and principal angles of S affect the stability of the pseudoin-
verse S†. A well-conditioned matrix tolerates reasonable measurement errors, either
due to random noise or systematic inaccuracies in the information concerning the
gains and geometry of the sensors. Publication IV demonstrates that in the basic
implementation of SSS with the 306-channel device, the overall contribution of ran-
dom noise is not significantly affected by the SSS reconstruction. On the other hand,
calibration errors as small as 1 % result in shielding factor of about 15 only against
external interference. Fortunately, calibration accuracy of about 0.1 % is achievable
by a parameter search method minimizing the difference between measured signals
and the SSS basis. With this accuracy, the shielding factor, achievable by the SSS
method, clearly exceeds 100. Fig. 5.1 shows the computational shielding factors for
different values of Lout. The asymptotic shielding factor decreases with increasing
Lout as the condition number of S increases with its dimension.
Fig. 5.2 shows a practical example of the performance of SSS in interference suppres-
sion. Auditory evoked fields were recorded from a healthy subject in the presence of
interference typical for a laboratory environment. The measurement was done in a
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Figure 5.1: The shielding factor of SSS as a function of distance of the interference
source from the center of the sensor array at different Lout values. The curves
are based on a simulation corresponding to calibration accuracy of 0.1 % of the
306-channel MEG device. The dashed curve corresponds to Lout = 4 and perfect
calibration accuracy.
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magnetically shielded room whose door was left intentionally open for the duration
of the recording. The averaged responses are dominated mostly by power-line in-
terference especially on magnetometers but the gradiometers are also affected. SSS
effectively suppresses the disturbances and reveals a clear brain response associated
with a dipolar field pattern.
100 fT/cm
100 ms
100 fT
100 ms
Figure 5.2: Left: the original (blue) and SSS-reconstructed (red) evoked auditory
signals from a subset of channels. The channels are organized as triplets where the
magnetometer is shown on the right and the orthogonal gradiometers are shown on
the left. Right: the SSS-reconstructed field pattern at the time of the peak latency.
5.2 Standardization of MEG signals
The magnetostatic multipole vector xin composed of the αlm values offers dimen-
sionality reduction, i.e., packing of data, and standardization of the MEG signals
into a device-independent form. The former feature is achieved by the orthogonal-
ity of the lead fields λlm and the latter stems from the fact that the multipoles are
attached to the coordinate system of the head.
The device-independence enables a simple method to transform the measured sensor-
level signals into different head positions or sensor arrays. Instead of reconstructing
the signals of the configuration used in the measurement, the basis matrix Sin is
replaced by the basis Sin,v of the virtual configuration:
φv = Re(Sin,vxˆin). (5.2)
The transformation is limited by the information content of the actual measurement
making it impossible to enhance the SNR of the measurement, e.g., by virtually
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transforming the head position closer to the sensors. In such a transformation the
increasing signal amplitude is associated with increasing sensor noise. This effect
is quite insignificant in transformation between different head positions relatively
close to each other as demonstrated by the example of head position standardiza-
tion shown in Fig. 5.3 including four different head positions of an adult subject.
Reduction of SNR in transformations over large distances can be controlled by the
Wiener-like weighting method introduced in publication I.
5.3 Head movement compensation
The movement compensation can be considered time-dependent standardization of
MEG signals. The changing head position is taken into account as a time-dependent
SSS basis S(t). The compensated result in its simplest form is the estimate
xˆ(t) = S(t)†φ(t). (5.3)
Consequently, the dynamics related to the head movements is suppressed by SSS
leaving only the time-dependence of brain activity in xˆin(t). If desired, virtual signals
corresponding to physical sensors and a standard head position can be reconstructed
from xˆin(t) by Eq. (5.2).
It was shown in publication II that if the head movement and brain signals can
be assumed to be statistically independent, movement compensation of averaged
signals simplifies to
E[xˆ] = E[S]†E[φ], (5.4)
where E[ · ] indicates averaging over the consecutive trials. Thus, in this case it is
sufficient to separately average the SSS basis and the signal vector.
The performance limits of SSS-based movement compensation were tested by the
extreme case of randomly moving a small phantom head with movement ranging up
to 15 cm. The dipole moment was 20 nAm and 500 responses were averaged. The
head position monitoring was able to track the movement (Fig. 5.4) and compensa-
tion of the averaged dipole field using Eq. (5.4) followed by Eq. (5.2) demodulated
the distortion caused by the movement. Consequently, the movement bias causing
a dipole localization error of about 4 cm was reduced to give a location accuracy
of approximately 4 mm. An example of movement compensation in a real auditory
MEG measurement is demonstrated in publication IV.
5.4 Removal of nearby artifacts
Significant artifact sources in the proximity of the MEG sensors are quite com-
mon especially in clinical examinations. These disturbances arise from, e.g., VNS
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Figure 5.3: Auditory signals from a subset of channels corresponding to measure-
ments with four different head positions. Left column: Original evoked responses.
Right column: Evoked responses after standardizing the head positions with SSS.
Blue, red, green, and black colours correspond to positions in the middle, left side,
right sight, and slightly downward within the Elekta Neuromag r© sensor array.
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Figure 5.4: Top: Estimated time traces of phantom position when the phantom
was intentionally moved. Lower left figure: The unprocessed averaged field pattern
corresponding to repeated activation of an artificial current dipole in the phantom.
Lower right figure: The movement-compensated field pattern from the same record-
ing.
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stimulators, magnetized dental work, EEG cables, or magnetic particles left on the
skull from previous brain surgery. For the same reason, meaningful MEG scans on
Parkinsonian patients treated with deep brain stimulators (DBS) have been tradi-
tionally considered impossible although some studies exist despite the large artifacts
(Kringelbach et al., 2007).
The tSSS method is especially efficient in removing artifacts caused by nearby
sources even from sources located between the brain and the sensors. Publication
V demonstrates that tSSS removes artifacts having varying spatial characteristics
and enables one to examine single evoked responses without any additional signal
processing. It is shown that the quality of the tSSS processed data is preserved as
the spatial complexity of the artifact pattern is intentionally increased from normal
environmental condition to additional external interference and finally to nearby
artifacts generated by a magnetized object attached to subject’s lip, see Fig. 5.5.
The tSSS method has also been used in clinical measurements involving VNS and
DBS stimulators (Taulu et al., 2006; Ma¨kela¨ et al., 2007).
Figure 5.5: Consecutive single auditory responses from a single gradiometer chan-
nel containing original (upper figure) and tSSS reconstructed (bottom figure) data.
In both figures, the epochs corresponding to control (i), additional external inter-
ference (ii), and nearby artifacts (iii) are separated by thin white lines.
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The tSSS method is a very efficient method to remove interference from MEG mea-
surements without a priori information about the artifacts. As in the case of SSS,
source modelling of tSSS processed data can be done readily without having to take
the processing into account in forward calculation algorithms. The sensor noise
covariance N, however, is modified by SSS and tSSS, but this can be taken into
account, if needed, by using Eqs. 33 and 34 of publication II. Let us now denote
this modified and known covariance as N˜. The original total noise covariance is
Ntot = Nbrain +N, (5.5)
where Nbrain is the covariance due to brain noise that dominates over N at frequen-
cies below 60 Hz. After SSS, the covariance is
N˜tot = Nbrain + N˜. (5.6)
The expression for N˜ is given in publication II and the actual noise properties of
common MEG systems are described in publication IV. Because of the dominating
role of Nbrain, the change from Ntot to N˜tot is not significant in practice.
The drawback of tSSS as compared to SSS is that the former method is compu-
tationally more extensive and involves temporal processing that, in principle, may
alter the temporal pattern of the brain signals. This problem can be avoided by
selecting the time window of tSSS properly as discussed in publication V.
5.5 Source modelling with multipole moments
The idea of using the multipole expansion as a model for extended sources has been
proposed and studied previously (see, e.g., Karp et al., 1980; Katila, 1983; Jerbi et
al., 2002). In contrast to those methods utilizing a low-order multipole expansion
as a source model for a limited portion of the cortex or the heart, publications I and
II show the derivation and demonstration of source modelling based on multipole
moments αlm corresponding to the whole brain. The idea is based on the ability
of the SSS method to transform the whole multichannel measurement into a set
of magnetostatic multipole moments having orthogonal lead fields corresponding to
the total current, see Eq. (4.11) - Eq. (4.13).
The multipole moments αlm represent the MEG data in the form of standardized
and device-independent virtual channels. Existing source modelling methods can
be used on the αlm values by replacing the forward model of the physical sensors
with that corresponding to Eq. (4.12). The multipole moments offer a simple model
as they can be considered point-like virtual sensors that do not require surface
integration unlike the physical sensors whose pick-up loops need to be modelled.
In the case of SSS, this modelling takes place in the computation of the SSS basis
matrix that needs to be updated once for each head position.
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The analytic and orthogonal lead fields of the multipole moments correspond directly
to the total current Jin(r
′). Thus, the multipole moments couple to Jin(r
′) with a
mathematical expression allowing one to derive a general estimate for Jin(r
′) in a
least-squares sense to explain the measured data, as shown in publications I and II.
This estimate is of the form
Jin(r
′) =
∞∑
l=1
l∑
m=−l
αlmηl
(
r′
Rα
)l
X∗lm(θ
′, ϕ′), (5.7)
where Rα is the radius of the sphere enclosing the current, and
ηl = −i(2l + 1)(2l + 3)
√
l + 1
l
1
Rl+3α
. (5.8)
This estimate does not make any reference to the conductor geometry whose effect
is inherently included in the measured multipole moments αlm. The physiologically
generated primary current Jp does not depend on the conductor volume unlike the
associated passive volume current Jv. Both of these contributions show up in the αlm
values and need not be modelled explicitly. Fig. 5.6 shows an example of the total
current estimate in a real evoked response corresponding to auditory stimulation.
Here the norm ||Jin||6 is used for visualization purposes. One should note, however,
that this estimate is more sensitive to noise than the norm ||Jin||2.
5.6 Other applications
The SSS-based transformation of the multichannel data into an orthogonal coordi-
nate representation is useful also in many applications not described above. One of
them is the active compensation system utilizing coils inside the MSR to produce
compensating signals for the external interference based on feedback received from
actual MEG sensors. While suppressing the interference, the coils apparently dis-
tort the brain signal as well, which can be reconstructed by SSS that removes the
contribution of the coils located outside the sensor array. The active compensation
method enables MEG measurements with lighter MSRs that fit into standard office
space.
Direct current (DC) or near-DC signals are of interest, e.g., in migraine and head
trauma studies; for a review, see (Cohen, 2004). The SQUID sensors, however, are
insensitive to static fields and signals at very low frequencies are prone to strong
interference. These problems can be alleviated by modulating the low-frequency
signals to higher frequencies by moving the head with respect to the sensors. One
solution is to move the subject in a controlled manner using a moving bed (Mackert
et al., 1999). SSS-based movement compensation allows measurement of DC signals
that are modulated by the unrestricted voluntary movement of the head (Taulu et
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Figure 5.6: The normalized total current ||Jin||
6 corresponding to an auditory
evoked field. The current ||Jin|| was projected to the mesh surface.
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al., 2004). Thus, the need for special instrumentation to create the movement is
avoided.
In publication IV, it was demonstrated that a calibration accuracy on the order of
0.1 % is achieved based on SSS. Briefly, calibration of a multichannel device can be
represented as finding a set of calibration parameters that are optimal in the sense
that they minimize some distance function d(Φ,M) between the measurement Φ
and some model signal M that the measurement is assumed to obey. Typically, the
model signal is produced by a specially constructed calibration source or phantom
(see, e.g., Hall Barbosa et al., 1999; Ornelas et al., 2003). The calibration parameters
are then adjusted to minimize the difference between the measured signals and the
forward model of the calibration source in a least-squares sense. The accuracy
of calibration based on a restricted calibration signal is limited by the accuracy
of the forward model and, especially, the geometrical precision of the calibration
source regarding its manufacturing and positioning with respect to the MEG device.
In practice, accuracy better than a few percent is difficult to achieve with this
approach. In the SSS-based calibration, the model M is the SSS basis. Thus, instead
of calibrating against a certain calibration source, one calibrates directly against
Maxwell’s equations, provided that the basic assumptions of SSS are valid, i.e.,
there are no sources of magnetic field in the sensor volume and the measured fields
correspond to relatively low spatial frequencies. The calibration can be implemented,
e.g., by measuring strong environmental signals containing magnetic fields in all
three spatial directions and at different spatial frequencies. Then, the parameters
describing the gains and the geometry of the device are fitted by simulated annealing,
simplex, or an equivalent algorithm to minimize the subspace angle between Φ and
S. When the angle is at minimum, the SSS model is consistent with the measured
signals produced by magnetic fields known to obey Maxwell’s equations.
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6 Conclusions
This thesis describes solutions to some of the most prevalent signal processing prob-
lems of MEG. The basic idea is the transformation of the multichannel data into a
set of spatially uncorrelated components that correspond to brain signals only and
are device-independent. The method is successful in MEG utilizing modern multi-
channel devices but can also be used in other magnetic multichannel measurement
technologies, such as MCG or geomagnetism. Publication I describes the general
idea of representing a multichannel signal as a set of coordinates in a suitable signal
subspace, analogous to representing the three dimensional location of an object by
the Cartesian coordinates. Compatible with this framework, publication II describes
the mathematics of the SSS method that transforms the multichannel signals into
device-independent multipole moments with separate sets of moments for the brain
signals and external interference. Publication III introduces the temporal extension
(tSSS) to the spatial SSS, which is needed for the artifact removal in cases with very
strong interference or artifact sources located very close to the sensors. Publications
IV and V demonstrate the applications of SSS and tSSS with simulated and real
data.
The output of the SSS transformation contains the measured information in a form
attached to the coordinate system of the head and with the contributions of the
external interference sources suppressed. Thus, SSS and tSSS reconstructions si-
multaneously perform artifact suppression, position standardization, and movement
compensation. Furthermore, the standardized result is more tractable for source
analysis than the original signal values of the physical sensors. The method is based
on the harmonic analysis of the magnetic flux density based on Maxwell’s equa-
tions in free space. It has been shown to be a robust tool in MEG largely due to
the fact that it is based on fundamental and well-known laws of physics with few
assumptions, a condition only possible for modern multichannel devices providing
extensive oversampling of the biomagnetic field. The methods presented in this the-
sis are already in use by several investigators. After the first introduction of the
idea of SSS (Taulu et al., 2003), the earliest studies in basic brain research utilizing
this method have been in infant MEG (Cheour et al., 2004; Pihko et al., 2004). In-
vestigations concerning head position standardization and movement compensation
have also been carried out (see, e.g., Lioumis et al., 2007; Medvedovsky et al., 2007;
Wehner et al., 2008). Clinical studies have so far concerned epilepsy and Parkinson’s
disease (Taulu et al., 2006; Ma¨kela¨ et al., 2007). tSSS is expected to be especially
important in clinical examinations as it opens the possibility to study certain pa-
tient groups traditionally excluded from MEG. Such cases are, e.g., patients with
magnetic contamination in the skull and patients treated with stimulators like VNS
or DBS.
The method has also commercial potential. Elekta Neuromag Oy’s MaxFilterTM
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software product is based on SSS and tSSS and it is already in routine use in MEG
signal processing. In addition, this software is an essential part of Elekta Neuromag
Oy’s single-shell MSR, MaxShieldTM, which has already been installed at eight sites
in Europe and the United States. These products involve six patent applications
(FI115324, FI115737, FI115736, FI20040233, FI20050445, US11/654029) related to
SSS or tSSS, three of which have been granted so far.
The SSS method is not restricted to MEG. It can be extended to any other mea-
surement technique where the signals can be represented as a linear combination
of harmonic basis functions. Such measurements could be, e.g., different biomag-
netic applications, and geomagnetic measurements using sensors on the terrestrial
stations and in the satellites.
The main limitation of SSS is its sensitivity to the calibration accuracy of the mea-
surement device and requirement for a relatively large number of sensors (Nurminen
et al., 2008), although it has been shown to be feasible for a device with only 76
channels (Okada et al., 2006). To be suitable for SSS, special care has to be taken in
the precision of the manufacturing and calibration processes of the device. tSSS is
less sensitive to the calibration errors than SSS but it is also more time-consuming.
Currently, SSS and tSSS are oﬄine processes but means enabling their on-line usage
are being developed.
The SSS and tSSS methods are still under development. Especially the noise opti-
mization of the SSS method, optimization of the sensor array, and the criteria for the
optimal choice of tSSS parameters will be studied. The coordinate representation
supported by SSS provides interesting topics for future research. Among these, the
usage of the multipole moments in conjunction with Shannon’s information theory
has been briefly studied (Nenonen et al., 2007). Novel and efficient source mod-
elling algorithms based on the multipole-related coordinate representation are also
likely to emerge, for example by further developing the basic current distribution
estimate of publication I. The simple representation of the measured data by the
coordinates also provides efficient tools to model the information captured by the
physical sensors. This can be used in design of improved sensor arrays that, in turn,
provide increased stability for the SSS basis with subsequently improved suppression
of external interference and optimized overall SNR of the SSS reconstruction. This
may prove useful especially in studies of single-trial evoked responses.
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