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1. INTRODUCTION 
In this paper we establish the existence of two nonnegative solutions to 
the singular second order Dirichlet problem 
here our nonlinear term g + h may be singular at  y = 0. All the papers in 
the literature, except one [2] to our knowledge, discuss the existence of one 
solution to (1.1) in the case when g + h is singular at  y = 0. In [2] we used 
Krasnoselski’s fixed point theorem in a cone together with a Leray- 
Schauder alternative to establish the existence of two solutions to both the 
singular (n ,  p )  and ( p ,  n - p )  focal boundary value problems. It is possible 
using quite a different cone (i.e., the cone in this paper) to extend the 
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ideas in [2] (using the ideas also in this paper) to guarantee the existence 
of two (or more) solutions to (1.1). However, some strong integrability 
conditions (similar to those in [2]) have to be assumed on 4 and g + h. In 
this paper by using a more general fixed point theorem (which was 
established in [3] using degree theory and in [7] using the essential map 
approach) than that of Krasnoselski, we are able to establish the existence 
of two solutions to (1.1) under very general assumptions (in particular no 
integrability assumptions need to be assumed on g + h). In [ 11 for example 
we established the existence of one solution to (1.1) using a Leray-Schauder 
alternative and in this paper we note that by adding one extra assumption 
we are able to guarantee the existence of two solutions. Also we would like 
to remark that the theory presented in this paper for the Dirichlet problem 
could be extended (in an obvious way) so that the results in [2] could be 
improved for (1 , l )  focal boundary value problems. 
For the remainder of this section we present some results from the 
literature which will be needed in Section 2. First we state the fixed point 
result we will use in Section 2 (see [3, 71). 
Let E = ( E ,  I I  . I l l  be a Banach space and let K c E be a 
cone in E .  Also, r ,  R are constants with 0 < r < R. Suppose A: n K + K 
(here Q R  = {x E E : llxll < RS) is a continuous, compact map and assume 
THEOREM 1.1. 
the conditions 
x # h A ( x )  for h E [ O ,  1) andx E d E Q r  n K 
and 
thereexis t sauEK\{O}wi thx#A(x)  + 6 u  
forany 6 > 0 andx E d E Q R  n K .  
hold. Then A has afixedpoint in K n {x E E : r I llxll I RS. 
Remark 1.1. In Theorem 1.1 if (1.2) and (1.3) are replaced by 
x # h A ( x )  for h E [ O ,  1) and x E d E Q R  n K 
and 
there exists a u E K\{ 0} with x # A( x) + 6 u  
for any 6 > 0 and x E d E Q r  n K 
then A also has a fixed point in K n {x E E : r I llxll I RS. 
THEOREM 1.2. Let E = ( E ,  I I  . I l l  be a Banach space, let K c E be a cone, 
and let I I  . I I  be increasing (strictly) with respect to K.  Also, r ,  R are constants 
with 0 < r < R. SupposeA: & n K + K (here Q R  = {x E E : llxll < RS) is 
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a continuous, compact map and assume the conditions 
x # hA(x) for h E [ O ,  1) andx E d,Q, n K (1.4) 
IlRXll 2 llxll f o r x  E d,Q, n K .  (1.5) 
and 
hold. Then A has afixedpoint in K n {x E E : r I llxll I RS. 
Notice (1.5) guarantees that (1.3) is true. This is a standard 
argument and for completeness we supply it here. Suppose there exists 
u E K\{O} with x = A(x)  + 6 u  for some 6 > 0 and x E d,Q, n K.  Then 
since 1 1 .  I I  is increasing with respect to K we have, since 6 u  E K ,  
Pro05 
llxll = Ilk + Sull > IlRXll 2 Ilxll, 
a contradiction. The result now follows from Theorem 1.1. I 
Remark 1.2. In Theorem 1.2, if (1.4) and (1.5) are replaced by 
x # hA( x) for h E [0, 1) and x E d,Q, n K (1.4)* 
and 
IlRXll 2 llxll for x E d,Q, n K ,  (1.5)* 
then A has a fixed point in K n {x E E : r I llxll I RS. 
In this paper E = (C[O, 11, I .  1 0 )  (here lulo = supt ,[o,l,lu(t>l, u E C[O, 11) 
will be our Banach space and 
K = { y E C[O, 11 : y (  t )  2 0 for t E [0,1] and y ( t )  is concave on [0,1]}. 
( 1.6) 
Let 8: [0,1] X [0,1] + [O,m) be defined by 
The following result is easy to prove and is well known. 
THEOREM 1.3. 
y ( t o )  = lylo and 
Let y E K (as in (1.6)). Then there exists to E [0,  11 with 
y ( t )  2 8( t , to ) ly lo  2 t ( 1  - t)lylo f o r t  E [o, 11. 
436 AGARWAL AND O’REGAN 
Pro05 The existence of to is immediate. Now if 0 I t I t o  then since 
y ( t )  is concave on [0 ,1]  we have 
that is, 
t 
y ( t )  2 -y ( to )  = e( t , t , ) lylo 2 t ( 1  - t) lylo.  
t0 
A similar argument establishes the result if t o  I t I 1. 
the problem 
I 
Finally in this section we state the existence result established in [ l ]  for 
(1 .7)  
y ” ( t )  + $ ( t ) f ( t , y ( t ) )  = 0 ,  
y ( 0 )  = y ( l )  = 0 .  
0 < t < 1 ,  
THEOREM 1.4. Suppose the conditions 
$ E C ( 0 , l )  with $ > 0 on ( 0 , l )  and i l t ( l  - t ) $ ( t )  dt < 00, 
(1 .8)  
lim t ( 1  - t ) ’ $ ( t )  = 0 @ l l t $ ( t )  dt = 00, 
t + 1 -  0 
f :  [ 0 , 1 ]  x (0,m) + (0,m) iscontinuous, (1.10) 
, ( 1 . 1 1 )  
, ( 1 . 1 2 )  
I f ( t , y )  I g ( y )  + h ( y )  on [ 0 , 1 ]  X (0,m) withg > 0 continuous and nonincreasing on (0,m) , h 2 0 continuous on [ 0,m) and h / g  nondecreasing on ( 0 ,  m) 
for each constant H > 0 there exists $H continuous on [ 0 , 1 ]  
andpositiveon ( 0 ,  1 )  s u c h t h a t f ( t , y )  2 $H( t )  I on [O ,  11 X (0 ,  H ]  
and 
> b, (1.13) 
1 
there exists a constant r > 0 with 
1 1  + h ( r ) / g ( r ) }  
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are satisfied; here 
b, = max 2 / o 1 l z t ( l  - t ) $ ( t )  d t , 2 J 1  t ( l  - t ) $ ( t )  dt . ( 1 . 1 4 )  i ‘/2 1 
Then (1.7) has  a solution y E C[O, 11 n C’(0, 1)  with y > 0 on ( 0 , l )  and 
Remark 1.3. In 111 we showed lylo I r . In fact lylo # r from the 
lylo < r .  
argument in Theorem 2.2. 
2. SINGULAR PROBLEMS 
In this section we examine the singular Dirichlet problem 
y ( 0 )  = y ( l )  = 0 .  
THEOREM 2.1. Suppose the conditions 
$ E C ( 0 , l )  with $ > 0 on ( 0 , l )  and /o’t(l - t ) $ ( t )  dt < 00 
( 2 . 2 )  
lim t ( 1  - t ) ’ $ ( t )  = 0 @ / ‘ t $ ( t )  dt = 00, 
t + 1 -  0 
g > 0 is continuous and nonincreasing on ( 0 ,  m) , ( 2 . 4 )  
h 2 0 is continuous on [ 0,m) with h / g  nondecreasing on ( 0 ,  m) , ( 2 . 5 )  
and 
> b, ( 2 . 6 )  
1 
there exists a constant r > 0 with 
11 + h ( r ) / g ( r ) }  
are satisfied; here 
b, = max 2 / o 1 l z t ( l  - t ) $ ( t )  d t , 2 J 1  t ( l  - t ) $ ( t )  dt . i ‘/2 1 
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Then (2.1) has a solution y E C[O, 11 n C2(0, 1) with y > 0 on (0 , l )  and 
The result follows from Theorem 1.4 with f ( t ,  u )  = g(u) + h(u). 
Assume (2.2)-(2.6) hold. Choose a E (0,1/2) and f i x  it, 
lylo < r. 
Pro05 
THEOREM 2.2. 
Notice (1.12) is clearly satisfied with $ H ( t )  = g(H) .  
and suppose there exists R > r with 
I 
Rg(a(1 - 4 R )  
I L 1 p u G ( u , s ) $ ( s )  ds ;  
g ( R ) g ( a ( l  - 4 R )  + g ( R ) h ( a ( l  - 4 R )  
(2.7) 
here 0 I uI 1 is such that 
G ( u , s ) $ ( s )  ds = sup J l p a G ( t , s ) $ ( s )  ds 
t t [ O , l ]  a 
(2.8) 
and 
( 1 - t ) s ,  O I S I t ,  i (1  - s ) t ,  t I S  5 1 .  G ( t , s )  = 
Then (2.1) has a solution y E C[O, 11 n C2(0, 1) with y > 0 on (0 , l )  and 
r < lylo I R. 
To show the existence of the solution described in the statement 
of Theorem 2.2, we will apply Theorem 1.2. First however choose E > 0 
and E < r with 
Pro05 
Let m, E {1,2, .  . . } be chosen so that l/m, < E and l/m, < a( l  - a)R 
and let No = {m,, m,  + 1, .  . .} .  We first show that 
(2.10) 
Y ” ( t )  + $ ( t ) [ g ( y ( t > )  + h ( Y ( t ) ) l  = 0, 
Y ( 0 )  = Y ( 1 )  = l /m 
0 < t < 1, 
has a solution ym for each m E No with ym > l /m on (0 , l )  and r I lymlo 
I R. To show (2.1OIm has such a solution for each m E No,  we will look at 
(2.1 1) 
Y ” ( t )  + $ ( t ) [ g * ( y ( t ) )  + h ( Y ( t ) ) l  = 0 ,  
Y ( 0 )  = y ( l )  = l /m 
0 < t < 1,  
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Remark 2.1. 
Fix m E No. Let E = (C[O, 11, I .  1 0 )  and 
Notice g*(u)  ~ g ( u )  for u > 0. 
K =  { u  E C[O, l ] :u ( t )  2 Ofort  E [O,l]andu(t)isconcaveon[O,l]}. 
(2.12) 
Clearly K is a cone of E.  Let A :  K + C[O, 11 be defined by 
A standard argument [8] implies A :  K + C[O, 11 is continuous and com- 
pletely continuous. Next we show A :  K + K.  If u E K then clearly 
Au( t )  2 0 for t E [0,1]. Also notice that 
( A u ) ” ( t )  I 0 o n ( o , 1 ) ,  
A u ( 0 )  = A u ( l )  = l /m 
so Au( t )  is concave on [O, 11. Consequently A u  E K so A :  K + K.  Let 
and 0, = { u  E C[O,l] : luol < r} Q2 = { u  E C[O,l]  : lulo < R}. 
We first show 
y # hAy for h E [0,1] and y E K n d o , .  (2.14) 
Suppose this is false, i.e., suppose there exist y E K n d o ,  and h E [0,1) 
with y = hAy. We can assume h # 0. Now since y = hAy we have 
y”( t )  + h+( t ) [g* (y ( t ) )  + h ( y ( t ) ) ]  = 0, 0 < t < 1, 
(2.15) 
\ I  
y(0) = y ( l )  = l /m.  
Since y” I 0 on (0 , l )  and y > l /m on [0,1] there exists to E (0 , l )  with 
y’ 2 0 on (0, t o ) ,  y’ I 0 on ( t o ,  l), and y(to) = lylo = r (note y E K n d o , ) .  
Also notice 
g* (y ( t ) )  + h(Y(t))  I g ( y ( t > )  + h(Y(t))  for t (091) 
since g is nonincreasing on (0,m). For x E (0 , l )  we have 
440 AGARWAL AND O’REGAN 
Integrate from t ( t  I t o )  to to to obtain 
and then integrate from 0 to to to obtain 
Consequently 
and so 
Similarly, if we integrate (2.16) from t o  to ( t  2 t o )  and then from to to 1 we 
obtain 
Now (2.17) and (2.18) imply 
(2.19) 
where b, is as defined in (1.14). This contradicts (2.10) and consequently 
(2.14) is true. 
Next we show 
lAylo 2 lylo for y E K n d o , .  (2.20) 
To see this let y E K n d o ,  so lylo = R. Also since y(t) is concave on 
[0,1] (since y E K )  we have from Theorem 1.3 that y(t) 2 t(1 - t)lylo 2 
t ( l  - t )R  for t E [0,1]. Also for s E [ a ,  1 - a ]  we have 
g* (y ( s ) )  + h ( Y ( 4 )  = g ( y ( s ) )  + h(Y(3)) 
y ( s )  E [ a ( l  - ~ ) R , R ]  f o r s  E [ a , ~  - a ] .  (2.21) 
since y(s) 2 a(1 - a)R > l /m0 for s E [ a ,  1 - a]. Note in particular that 
SINGULAR DIRICHLET PROBLEMS 44 1 
2 R = Iylo, 
and so lAylo 2 Iylo. Hence (2.21) is true. 
Now Theorem 1.2 implies A has a fixed point y ,  E K n (.n,\Q,), i.e., 
r I lymlo I R .  In fact lymlo > r (note if lymlo = r then following essen- 
tially the same argument from (2.16)-(2.19) will yield a contradiction). 
Consequently (2.11)" (and also (2.10),) has a solution y ,  E C[O, 11 n 
C2(0, l), y ,  E K ,  with 
1 
m - I y , ( t )  
for t E [0 ,1 ] ,  r < ly,lo I R (2.22) 
and (from Theorem 1.3, note y ,  E K )  
y , ( t )  2 t ( 1  - t ) r  f o r t  E [0 ,1] .  (2.23) 
Next we will show 
{ Y , } , ~ ~ ~  is a bounded, equicontinuous family on [0 ,1] .  (2.24) 
Returning to (2.16) (with y replaced by y,) we have 
Now since y k  I 0 on ( 0 , l )  and y ,  2 l / m  on [0,1] there exists t ,  E ( 0 , l )  
with y k  2 0 on (0 ,  t,) and y k  I 0 on (t,, 1). Integrate (2.25) from t 
( t  < t,) to t ,  to obtain 
(2.26) 
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On the other hand, integrate (2.25) porn t, to t (t > t,) to obtain 
(2.27) 
We now claim that there exist a, and a ,  with a, > 0, a ,  < 1, a, < a, with 
a, < inf{t, : m  EN,} I sup{t, : m  E No}  < a, .  (2.28) 
Here t, (as before) is the unique point in (0 , l )  with 
We now show inf{t, : m E No} > 0. If this is not true then there is a 
subsequence S of No with t, + 0 as m --f 00 in S. Now integrate (2.26) 
from 0 to t, to obtain 
Remark 2.2. 
y$,> = 0. 
(2.29) 
Since t, + 0 as rn + 00 in S, we have from (2.291, that y,(t,) + 0 as 
m + 00 in S. However, since the maximum of y, on [O, 11 occurs at t, we 
have y, + 0 in C[O, 11 as m + 00 in S. This contradicts (2.23). Conse- 
quently inf{t, : m E No} > 0. A similar argument shows sup{t, : rn E No} 
< 1. Let a, and a ,  be chosen as in (2.283. Now (2.26), (2.271, and (2.28) 
imply 
where 
max{t, a,)  
u( t>  = J ' (XI  dx. 
min{t, a,) 
It is easy to see 17, p. 3001 that u E L1[O, 11. Let I :  [O,m) + [O,m) be 
defined by 
Note I is an increasing map from [O,m) onto [O,m) (notice I(m) = 00 since 
g > 0 is nonincreasing on (0,m)) with I continuous on [O,A] for any 
A > 0. Notice 
{ I ( Y , ) } , ~ ~ ~  is a bounded, equicontinuous family on [0,1]. (2.31) 
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The equicontinuity follows from (here t ,  s E [0,1]) 
This inequality, the uniform continuity of I -  
lY,(t> - Y m ( J > I  = l I - l ( q Y m ( t ) ) )  
now establish (2.24). 
The Arzela-Ascoli theorem guarantees the existence of a subsequence 
N of No and a function y E C[O, 11 with y, converging uniformly on [0,1] 
to y as m + 00 through N. Also y(0) = y(1) = 0, r I lylo I R ,  and y(t)  2 
t ( l  - t ) r  for t E [0,1]. In particular y > 0 on (0 , l ) .  Fix t E ( 0 , l )  (without 
loss of generality assume t # 1/2). Now y,, m E N ,  satisfies the integral 
equation 
Y,(X> = Y m ( f j  + Y k ( f j ( X  - f j  
for x E (0 , l ) .  Notice (take x = 2/3) that {yk(1/2)}, m E N ,  is a bounded 
sequence since rs(1 - s) ~ y , ( s )  I R for s E [0,1]. Thus { ~ k ( 1 / 2 ) } , € ~  
has a convergent subsequence; for convenience let {yk(1/2)}, denote 
this subsequence also, and let ro E R be its limit. Now for the above fixed 
t ,  
Y,(t> = Y m ( f j  + Y k ( f j ( t  - f j  
and let m + 00 through N (we note here that g + h is uniformly continu- 
ous on compact subsets of [min(l/2, t), max(l/2, t)] X (0, R]) to obtain 
We can do this argument for each t E ( 0 , l )  and so y”(t) + $(t)[g(y(t)) + 
h(y(t))] = 0 for 0 < t < 1. Finally it is easy to see that lylo > r (note if 
lylo = r then following essentially the argument from (2.16)-(2.19) will 
yield a contradiction). I 
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Remark 2.3. If in (2.7) we have R < r then (2.1) has a solution 
y E C[O, 11 n C2(0, 1) with y > 0 on (0 , l )  and R I ly lo < r .  The argument 
is similar to that in Theorem 2.2 except here we use Remark 1.2. 
It is also possible to use the ideas in Theorem 2.2 to 
discuss other boundary conditions, for example, y'(0) = y(1) = 0. 
If we use Krasnoselski's fixed point theorem in a cone we 
need more than (2.2)-(2.6) and (2.7) to establish the existence of a solution 
y E C[O, 11 n C2(0, 1) with y > 0 on (0 , l )  and r < lylo I R. This is be- 
Remark 2.4. 
Remark 2.5. 
cause (2.14) is less restrictive than lAyl0 < lylo for y € K n d o ,  (see also 
121). 
THEOREM 2.3. Assume (2.2)-(2.6) and (2.7) hold. Then (2.1) has two 
solutionsy,, y 2  E C[O, 11 n C2(0, 1) w i t h y ,  > 0, y 2  > 0 on (0, 11, and l y l lo  
The existence of y ,  follows from Theorem 2.1 and the existence 
< Y < ly2lo < R. 
Pro05 
EXAMPLE 2.1. 
of y 2  follows from Theorem 2.2. I 
The singular boundary value problem 
y" + & ( y p a  + y p  + 1) = o 
y ( 0 )  = y ( l )  = 0 ,  
on (0,  I ) ,  
(2.32) 
has two solutions y, ,  y 2  E C[O, 11 n C2(0, 1) with y ,  > 0, y 2  > 0 on (0,1), 
and lyllo < 1 < ly2l0. 
To see this we will apply Theorem 2.3 with 4 = A, g(u) = up" ,  and 
h(u) = u p  + 1. Clearly (2.2)-(2.5) hold. Also note 
a ! >  0, p > 1 
1 
6(a! + 1) ' 
2 
- t )  d t ,  -1' t(1  - t )  dt 
a! + 1 1 / 2  
Consequently (2.6) holds (with r = 1) since 
1 
{ l  + h ( r ) / g ( r ) }  
1 1 
> b, = - 
3( a! + 1) 6( a! + 1) 
Finally note (since p > 1, take a = 1/4) that 
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so there exists R > 1 with (2.7) holding. The result now follows from 
Theorem 2.3. 
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