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Abstract
Let O be a bounded domain in Rn; nX2: In the well-known paper (Indiana Univ. Math.
J. 20 (1971) 1077) Moser found the smallest value of K such that
sup
Z
O
expðð f ðxÞ=KÞn=ðn1ÞÞ : fAW 1;n0 ðOÞ; jjrf jjLnp1
 
oN:
We extend this result to the situation in which the underlying space Ln is replaced by the
Zygmund space Ln loga L ðaon  1Þ; the corresponding space of exponential growth then
being given by a Young function which behaves like expðtn=ðn1aÞÞ  1 for large t: The case
when a ¼ n  1; which gives rise to a space of double exponential growth, is also discussed.
r 2003 Elsevier Inc. All rights reserved.
MSC: 46E35; 46E30
Keywords: Orlicz spaces; Orlicz–Sobolev spaces; Embedding theorems; Sharp constants
1. Introduction
Throughout the paper O will denote a bounded domain in Rn; nX2; we shall write
n0 ¼ n
n1 (i.e.
1
n
þ 1
n0 ¼ 1), and on1 will stand for the measure of the surface of the unit
sphere in Rn:
ARTICLE IN PRESS
$The research is supported by the Marie Curie Fellowship HPMT-CT-2000-00090.
E-mail address: hencl@karlin.mff.cuni.cz.
0022-1236/03/$ - see front matter r 2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-1236(02)00172-6
A famous result (see [11,15,17,18] implies that the ﬁrst-order Sobolev space
W
1;n
0 ðOÞ may be continuously embedded in the Orlicz space LFðOÞ with Young’s
function of exponential type, FðtÞ ¼ exp tn0  1; t40:
In [12] Moser proved that for KXnðn1Þ=no1=nn1 we have
sup
Z
O
expðð f ðxÞ=KÞn0 Þ : fAW 1;n0 ðOÞ; jjrf jjLnp1
 
oN ð1:1Þ
but that for Konðn1Þ=no1=nn1 the integral
R
O expðð f ðxÞ=KÞn
0 Þ can be made
arbitrarily large by an appropriate choice of fAW 1;n0 ðOÞ; jjrf jjLnp1:
Here by rf we denote the generalized derivative of f while W 1;n0 ðOÞ and LF0 ðOÞ
stand for the closure of C10ðOÞ in W 1;nðOÞ and LFðOÞ; respectively. For the deﬁnition
of the norm in LFðOÞ see Preliminaries. By WLF0 ðOÞ we denote the set of functions
f such that jrf jALF0 ðOÞ:
Let aon  1 and set
g ¼ n
n  1 a40 and B ¼ 1
a
n  1 ¼
n0
g
40:
Then the following analogue of the embedding result given above is
known. The space WLn loga LðOÞ of Sobolev type, modelled on the
Zygmund space Ln loga LðOÞ; is continuously embedded into the Orlicz
space with Young’s function expðtgÞ  1: These results are due to Fusco
et al. [9] for ao0 and Edmunds et al. [3] in general. Another proof
of this embedding was given by Cianchi [2]. In [3] the space WLn loga L is
modelled as a set of functions with Bessel potential in the generalized
Lorentz Zygmund space and the results are much more general than those
we mention here. For other results concerning these spaces we refer the reader
to [4–8,13].
It is easy to see from [3, Theorem 4.2; 13, Lemma 8.1] that our spaces WLF
and spaces H1Lp;p;a from [3] are the same. Moreover, it is not difﬁcult to
prove that the norms jj f jjLF þ jjrf jjLF and jjrf jjLF are equivalent on WLF0 :
It is enough to verify this fact only for radial functions thanks to
Polya–Szego¨ principle (see Preliminaries) and we can use norms jj:jjLp;p;a instead of
jj:jjLF thanks to [13, Lemma 8.1]. The equivalence of norms on WLF0 for
radial functions with Lp;p;a norms can be carried out analogously to the case of
W
1;p
0 spaces.
Our aim is to ﬁnd the best constant K such that analogue of (1.1) is valid for the
embeddings of WLF0 ðOÞ; where the Young function F satisﬁes limt-N FðtÞtn loga t ¼ 1; to
the Orlicz space with Young’s function expðtgÞ  1:
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Suppose that the function F : Rþ-Rþ satisﬁes
ðiÞ Fð0Þ ¼ 0; F is increasing and convex;
ðiiÞ FðtÞpM1tnð1þ jlog tjnÞ for tAð0; 1	;
ðiiiÞ lim
t-N
FðtÞ
tn loga t
¼ 1: ð1:2Þ
For such a function F we shall prove the two following theorems in Section 3.
Theorem 1.1. Let aon  1: Suppose that F satisfies (1.2)(i) and (iii), and let
K4B
n1
n n
1go
1
n
n1: ð1:3Þ
Suppose that fAWLF0 ðOÞ and
R
O Fðjrf jÞ dxp1: ThenZ
O
expðð f ðxÞ=KÞgÞ dxoc;
where c depends on n; a;LnðOÞ; K and F only.
The following theorem states that the constant in (1.3) is sharp.
Theorem 1.2. Let aon  1: Suppose that F satisfies (1.2)(i)–(iii). Let R40; mAN and
KoB
n1
n n
1go
1
n
n1:
Then there is a radial function f : Bð0; RÞ-R such that fAWLF0 ðBð0; RÞÞ andR
Bð0;RÞFðjrf jÞp1; but Z
Bð0;RÞ
expðð f ðxÞ=KÞgÞ dx4m:
These theorems do not give any information in the borderline case
K ¼ Bn1n n
1
go
1
n
n1: ð1:4Þ
Recall that Moser (when a ¼ 0 and FðtÞ ¼ tn) was able to prove the statement of
Theorem 1.1 even for K ¼ nðn1Þ=no
1
n
n1:
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We show in Section 4 that the condition limt-N
FðtÞ
tn loga t
¼ 1 is not enough to
guarantee that in general. We prove that there is a F which satisﬁes (1.2), but the
statement of Theorem 1.2 is valid for K given by (1.4). On the other hand, if we
require an additional condition on the growth of F then we obtain the statement of
Theorem 1.1 even in case (1.4). Then we turn our attention to the case a ¼ n  1:
From [3] we know that for aon  1 the space WLn logn1 L loga log LðOÞ is
continuously embedded into the Orlicz space with Young’s function of double-
exponential type that is, given by expðexpðtgÞÞ  e: We shall ﬁnd the best value of K
for these embeddings in Section 5. Note that we use the letter a for the power of
double logarithm and not for the power of single logarithm as before.
Suppose that the function F : Rþ-Rþ satisﬁes
ðiÞ Fð0Þ ¼ 0; F is increasing and convex;
ðiiÞ FðtÞpM1tnð1þ jlog tjnÞ for tAð0; 1	;
ðiiiÞ lim
t-N
FðtÞ
tnjlog tjn1 loga jlog tj ¼ 1: ð1:5Þ
Theorem 1.3. Let aon  1: Suppose that F satisfies (1.5)(i) and (iii), and let
K4B
n1
n o
1
n
n1: ð1:6Þ
Suppose that fAWLF0 ðOÞ and
R
O Fðjrf jÞ dxp1: ThenZ
O
expðexpðð f ðxÞ=KÞgÞÞ dxoc;
where c depends on n; a;LnðOÞ; K and F only.
The following theorem states that the constant in (1.6) is sharp.
Theorem 1.4. Let aon  1: Suppose that F satisfies (1.5)(i)–(iii). Let R40; mAN and
KoB
n1
n o
1
n
n1:
Then there is a radial function f : Bð0; RÞ-R such that fAWLF0 ðBð0; RÞÞ andR
Bð0;RÞFðjrf jÞp1; but
Z
Bð0;RÞ
expðexpðð f ðxÞ=KÞgÞÞ dx4m:
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Analogous to Section 4 it is possible to obtain the statement of Theorem 1.4 also
in the borderline case K ¼ Bn1n o
1
n
n1 if we require additional condition on the
growth of F:
2. Preliminaries
We denote by Ln the n-dimensional Lebesgue measure.
By Bð0; RÞ we denote the open euclidean ball in Rn with centre 0 and radius R40:
Given functions g; h we say that gðtÞbhðtÞ for t big enough if limt-NgðtÞhðtÞ ¼N:
Analogously gðtÞbhðtÞ for t small enough if limt-0þgðtÞhðtÞ ¼N:
A function F : Rþ-Rþ is a Young function if Fð0Þ ¼ 0; F is increasing and
convex.
Denote by LFðA; dmÞ the corresponding Orlicz space with Young’s function F on
a set A with measure m: This space is equipped with the norm
jj f jjLF ¼ inf l40 :
Z
A
Fðj f ðxÞj=lÞ dmðxÞpFð1Þ
 
: ð2:1Þ
Note that this is slightly different from the usual deﬁnition where the conditionR
A
Fðj f ðxÞj=lÞ dmðxÞpFð1Þ is replaced by R
A
Fðj f ðxÞj=lÞ dmðxÞp1: We use (2.1) to
have inequality (2.2) with a sharp constant.
Given a differentiable Young’s function F we can deﬁne a generalized inverse to
fðuÞ ¼ F0ðuÞ by
cðsÞ ¼ inffu : fðuÞ4sg for s40
and further we deﬁne its associated Young’s function C by
CðtÞ ¼
Z t
0
cðsÞ ds for tX0:
The dual space of LF can be identiﬁed with the Orlicz space LC: If in addition we
have Fð1Þ þCð1Þ ¼ 1 then the following generalization of Ho¨lder’s inequality is
valid (see [14, p. 58] for a proof)Z
A
j f ðyÞgðyÞj dmðyÞpjj f jjLFðA;dmÞjjgjjLCðA;dmÞ: ð2:2Þ
We shall use this inequality for a measurable subset ACR and a measure dmðyÞ ¼
on1yn1 dy: For an introduction to Orlicz spaces see e.g. [14].
The non-increasing rearrangement f n of a measurable function f on O is
deﬁned by
f nðtÞ ¼ inffs40 :LnðfxAO : j f ðxÞj4sgÞptg; t40:
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We also deﬁne the non-increasing radially symmetric rearrangement f # by
f #ðxÞ ¼ f n on1
n
jxjn
 
for xABð0; RÞ; LnðBð0; RÞÞ ¼LnðOÞ:
For an introduction to these rearrangements see e.g. [16]. We shall need the fact that
for every Young’s function F and for every measurable function f :O-R we have
Z
O
Fðj f ðxÞjÞ dx ¼
Z
Bð0;RÞ
Fðj f #ðxÞjÞ dx ¼
Z LnðOÞ
0
Fðj f nðyÞjÞ dy:
We shall use the Polya–Szego¨ principle (see e.g. [16] for the proof).
Theorem 2.1. Let O be an open bounded set and let R40 be such that LnðBð0; RÞÞ ¼
LnðOÞ: Let F be a Young function. Suppose that the function f :O-R is Lipschitz
continuous,
R
O Fðjrf jÞoN and fAWLF0 ðOÞ: Then f n is locally absolutely continuous
and Z
O
Fðjrf ðxÞjÞ dxX
Z
Bð0;RÞ
Fðjrf #ðxÞjÞ dx:
We shall use the following elementary inequalities. Given aAR there is c40 such
that for all x40 we obtain
logað1þ xÞpcðxa þ xÞ: ð2:3Þ
If y40; z40 and q40 then
ðz þ yÞqp yq þ z sup
xA½0;z	
d
dx
ðy þ xÞq
p yq þ zqðyq1 þ ðy þ zÞq1Þpyq þ CðqÞzðyq1 þ zq1Þ: ð2:4Þ
If 0pyp1 and q40 then
ð1 yÞqp1minf1; qgy: ð2:5Þ
In several places we shall use the fact that for every bAR there is c40 such that for
every aA½1
2
; 1
2
	 we have
1 cjajpð1þ aÞbp1þ cjaj:
We denote by C a generic positive constant which may depend on n; a;LnðOÞ; K
and F: This constant may vary from expression to expression. Some lemmas state
that for every e40 something is true. Then the constants C in the proof of lemma
may depend also on a ﬁxed e40:
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3. Embedding into single-exponential spaces
3.1. Lower estimate
Proof of Theorem 1.2. Since KoBð1nÞ=nn1=go1=nn1 we can ﬁnd e40 such that A4K ;
where
A ¼
1
on1  2e
ð1þ eÞ2
1
Bn1nn1a
 !1
n
: ð3:1Þ
For t14n set f ðxÞ ¼ gðjxjÞ; where
gðyÞ ¼
ð2
R
y þ 2ÞAnB logBð2Þt1=gB1 for yA½R=2; R	;
AnB logBðR=yÞt1=gB1 for yA½Ret1=n; R=2	;
At
1=g
1 for yA½0; Ret1=n	:
8><
>:
First, we would like to prove that for t1 big enough we have
1X
Z
Bð0;RÞ
Fðjrf ðxÞjÞ dx ¼ on1
Z R
0
Fðjg0ðyÞjÞyn1 dy: ð3:2Þ
Set M ¼ expðjlog t1j2Þ: Clearly, there is t24n such that for t14t2 we have
R expðt1=nÞoMominðR=2; 1=eÞ: HenceZ R
0
Fðjg0ðyÞjÞyn1 dy ¼
Z M
Ret1=n
þ
Z R=2
M
þ
Z R
R=2
¼ I1 þ I2 þ I3: ð3:3Þ
Thanks to (1.2) we see that there is E41 such that
FðtÞp M2t
nð1þ jlog tjnÞ for tAR;
ð1þ eÞtnjlog tja for tA½E;N	:
(
ð3:4Þ
Clearly, jg0ðyÞj ¼ Ct1=gB1 for yAðR=2; RÞ and ð1=g BÞo0 for every aoðn  1Þ:
Therefore
I3pC
Z R
R=2
jg0ðyÞjnð1þ jlog jg0ðyÞjjnÞyn1 dypCtð1=gBÞn1 ð1þ jlog t1jnÞ t1-N! 0:
Thus there is t34t2 such that for all t14t3 we have
I3oe: ð3:5Þ
The substitution z ¼ logðR=yÞ shows that for every aAR\f1g we haveZ R=2
M
loga
R
y
 
dy
y
¼
Z log R
M
log 2
za dzpCð1þ jlog Mjaþ1Þ
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and moreoverZ R=2
M
log1
R
y
 
dy
y
¼
Z log R
M
log 2
1
z
dzpCð1þ jlogjlog MjjÞ:
In both cases we have Z R=2
M
loga
R
y
 
dy
y
pCð1þ jlog Mjaþ2Þ: ð3:6Þ
Plainly,
logB1
R
y
pC
y
for every yA½M; R=2	: Together with (3.6) and 1=g Bo0 this implies
I2pCt
1
gB
 
n
1
Z R=2
M
logðB1ÞnðR=yÞ 1
yn
 1þ log Ct
1
gB
1 log
ðB1Þ R
y
 
1
y
 !

n !
yn1 dy
pCt
1
gB
 
n
1
Z R=2
M
logðB1ÞnðR=yÞðð1þ logn t1Þ þ jlog R=yjnÞdy
y
pCt
1
gB
 
n
1 ðð1þ logn t1Þð1þ jlog MjðB1Þnþ2Þ þ ð1þ jlog MjBnþ2ÞÞ t1-N! 0:
Hence we can ﬁnd t44t3 such that for all t14t4 we have
I2oe: ð3:7Þ
Since M5t1=gB1 51 we can ﬁnd t54t4 such that for all t14t5 we have
yA½Ret1=n; M	 ) AnBB logB1 R
y
1
y
t
1=gB
1 ¼ jg0ðyÞj4E: ð3:8Þ
Since log 1=Mblog t1b1 we can also require that for all t14t64t5 we have
yA½Ret1=n; M	 ) loga R
y
logajg0ðyÞjoð1þ eÞ: ð3:9Þ
In view of (3.8), (3.4), (3.9) and (3.1) we see for all t14t6 that
I1p ð1þ eÞ
Z M
Ret1=n
jg0ðyÞjnjlogjg0ðyÞjjayn1 dy
p ð1þ eÞ2
Z M
Ret1=n
jg0ðyÞjn loga R
y
 
yn1 dy
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p t
1
gB
 
n
1 ð1þ eÞ2AnnBnBn
Z M
Ret1=n
logðB1Þnþa
R
y
 
dy
y
p ð1þ eÞ2AnnBnBn ðn
1ÞðB1Þnþaþ1
ðB  1Þn þ aþ 1 ¼ ð1þ eÞ
2
Annn1aBn1 ¼ 1
on1
 2e: ð3:10Þ
From (3.2), (3.3), (3.5), (3.7) and (3.10) it follows that for t14t6 we have
Z
Bð0;RÞ
Fðjrf jÞpon1ðI1 þ I2 þ I3Þp1:
As A4K we obtain
Z
Bð0;RÞ
expðð f ðxÞ=KÞgÞX
Z
Bð0;Ret1=nÞ
expðð f ðxÞ=KÞgÞ dx
¼C expðt1Þ expððA=KÞgt1Þ t1-N!N: &
3.2. Upper estimate
Suppose that the function F : Rþ-Rþ satisﬁes (1.2)(i) and (iii). In a standard way
we can prove that there is a function F1 : Rþ-Rþ such that
F1 is a Young function;
F01 is continuous and increasing on ð0;NÞ;
F1ðtÞ ¼ 1
n
tn for tA½0; 1	;
lim
t-N
F1ðtÞ
1
n
tn loga t
¼ 1;
lim
t-N
F01ðtÞ
tn1 loga t
¼ 1 and
there is P41 such that F1ðtÞp1
n
FðtÞ for tA½P;NÞ: ð3:11Þ
Denote by C the Young function associated to F1: Clearly, CðtÞ ¼ tn
0
n0 for tA½0; 1	:
Hence F1ð1Þ þCð1Þ ¼ 1 and therefore ðF1;CÞ is a normalized complementary
Young’s pair and we can use inequality (2.2).
Let us ﬁrst estimate the growth of C:
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Lemma 3.1. Set
L ¼ n1ðn  1Þ1þ an1: ð3:12Þ
There is E40 such that for every tAR we have
CðtÞo #CðtÞ :¼ Etn=ðn1Þð1þ jlog tjEÞ: ð3:13Þ
Moreover, for every e40 there is A41 such that for every tA½A;NÞ we have
CðtÞp *CðtÞ :¼ ðL þ eÞtn=ðn1Þ loga=ðn1Þ t: ð3:14Þ
Proof. Denote f ¼ F01; c ¼ f1 and CðtÞ ¼
R t
0 c: Given e40 ﬁnd d; 0odo12;
such that
Lð1þ dÞ2 1þ d
1 d
  1
n1
oL þ e: ð3:15Þ
From (3.11) we obtain that there is A141 such that for every t4A1 we have
fðtÞ4 *fðtÞ ¼ ð1 dÞtn1 loga t:
Set
*cðtÞ ¼ 1þ d
1 d
  1
n1ðn  1Þ an1t 1n1 log an1 t: ð3:16Þ
Clearly, there is A24A1 such that for t4A2 we have
*fð *cðtÞÞ ¼ ð1þ dÞðn  1Þat loga t logað *cðtÞÞ
¼ ð1þ dÞt log t þ log
1þd
1dðn  1Þa loga t
 
log t
 a
4t:
It follows that
*cðtÞ4 *f1ðtÞ4f1ðtÞ ¼ cðtÞ: ð3:17Þ
Set
*C1ðtÞ ¼ ð1þ dÞ2 1þ d
1 d
  1
n1ðn  1Þ an1 t
n
n1
n
n1
log
a
n1 t:
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It follows from (3.16) and (3.17) that there is A34A2 such that for every t4A3
we have
*C01ðtÞ ¼ ð1þ dÞ2
1þ d
1 d
  1
n1ðn  1Þ an1t 1n1 log an1 t 1 a
n
1
log t
 
4 ð1þ dÞ *cðtÞ4ð1þ dÞcðtÞ ¼ ð1þ dÞC0ðtÞ:
This and (3.15) give us that there is A4A3 such that for t4A we have
CðtÞo *C1ðtÞo *CðtÞ ¼ ðL þ eÞt
n
n1 log
a
n1 t:
Since C is increasing and CðtÞ ¼ tn0
n0 for tA½0; 1	 it is obvious that (3.14) implies
(3.13). &
In the proof of Theorem 1.1 we shall use the generalized Ho¨lder’s inequality (2.2)
and then we shall need to estimate the term jj 1
yn1jjðLCðt;RÞ;on1yn1 dyÞ:
Lemma 3.2. For every e140 there is t0Að0; 1Þ such that for every tAð0; t0Þ we have
1
yn1




ðLCðt;RÞ;on1yn1 dyÞ
pD log
1
g 1=t;
where D
n
n1 ¼ on1
B
þ e1 ¼ on1ð1 a
n1Þ
þ e1: ð3:18Þ
Proof. We want to prove that for l ¼ D log1=gð1=tÞ we haveZ R
t
C
1
lyn1
 
on1yn1 dypCð1Þ ¼ n  1
n
for t small enough.
From the deﬁnition of L in (3.12) we know that given e140 we can ﬁnd e40
such that
D
n
n1 ¼ on1
B
þ e14ðL þ eÞð1þ eÞðn  1Þ
 a
n1
ð1 a
n1Þ n1on1n  e
  : ð3:19Þ
For this e40 we use Lemma 3.1. From now on e and A are ﬁxed.
Set M ¼ MðtÞ ¼ ejlog 1=tj
1
ðEþ1Þ4g
: We can clearly ﬁnd t1; 0ot1o1=ee; such that
for tAð0; t1Þ we have
toMoR and 1
lMn1
4A; ð3:20Þ
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where A comes from condition (3.14). Hence Lemma 3.1 gives us thatZ R
t
C
1
lyn1
 
yn1 dy
p
Z M
t
*C
1
lyn1
 
yn1 dy þ
Z R
M
#C
1
lyn1
 
yn1 dy ¼ I1 þ I2: ð3:21Þ
Clearly,
I2pE
Z R
M
1
l
n
n1
1þ log 1
lyn1

E
 !
dy
y
p C
l
n
n1
Z R
M
ð1þ jlog ljE þ jlog yjEÞdy
y
¼ J1 þ J2;
where
J1 ¼ C
l
n
n1
Z R
M
ð1þ jlog ljEÞdy
y
pC 1
log
n
ðn1Þgt
ð1þ logE log tÞð1þ jlog MjÞ
t-0þ
! 0
and
J2 ¼ C
l
n
n1
Z R
M
jlog yjE dy
y
pC 1
log
n
ðn1Þgt
ðC þ jlog MjEþ1Þ
t-0þ
! 0:
Hence, there is t2Að0; 1Þ such that if 0otot2 then
I2oe: ð3:22Þ
Since logð1=Mn1ÞblogðlÞ41 for small t we can choose t3Að0; 1Þ such that when
0otot3 we obtain
yA½t; M	 ) loga=ðn1Þ 1
yn1
loga=ðn1Þ
1
lyn1
oð1þ eÞ:
Thus (3.21) and (3.19) give us for 0otot3 that
I1p ð1þ eÞðL þ eÞ
Z M
t
1
l
n
n1
loga=ðn1Þ
1
yn1
dy
y
p ð1þ eÞðL þ eÞ
D
n
n1 log
n
gðn1Þ 1=t
ðn  1Þ an1 log
1 a
n1 1=t
1 a
n1
p n  1
on1n
 e: ð3:23Þ
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From (3.21)–(3.23) we have that for 0otot0 ¼ minðt1; t2; t3Þ;
Z R
t
C
1
lyn1
 
yn1 dypI1 þ I2pn  1on1n: &
Proof of Theorem 1.1. Since the CN0 ðOÞ functions are dense in WLF0 ðOÞ (see [6]) we
can suppose without loss of generality that f is Lipschitz continuous. Find R40
such that LnðOÞ ¼LnðBð0; RÞÞ: From the basic properties of radially symmetric
rearrangements we obtain
Z
O
expðð f ðxÞ=KÞgÞ dx ¼
Z
Bð0;RÞ
expðð f #ðxÞ=KÞgÞ dx
and the Polya–Szego¨ principle, Theorem 2.1, gives us
Z
Bð0;RÞ
jrf #ðxÞj dxp
Z
O
jrf ðxÞj dxp1:
Hence we can suppose without loss of generality that f ðxÞ ¼ gðjxjÞ; g is non-
increasing, classically differentiable almost everywhere and moreover O ¼ Bð0; RÞ:
Since fAWLF0 ðOÞ we have gðRÞ ¼ 0:
In view of (1.3) and (3.18) we can clearly ﬁnd e140 and Z40 so small that
K4ð1þ ZÞDn1=g 1on1: Then d ¼ n 
ð1þZÞD
Kon1
 g
40:
Put dmðyÞ ¼ on1yn1 dy: Given tAð0; RÞ set
A ¼ fyAðt; RÞ : jg0ðyÞj4Pg
(recall that the constant P comes from (3.11)). From (3.11) we obtain
Z
A
F1ðjg0ðyÞjÞon1yn1 dypon1
n
Z
A
Fðjg0ðyÞjÞyn1 dy
pon1
n
Z R
0
Fðjg0ðyÞjÞyn1 dy
¼ 1
n
Z
Bð0;RÞ
Fðjrf ðxÞjÞ dxp1
n
¼ F1ð1Þ:
Hence jjg0ðyÞjjðF1;A;dmÞp1:
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Therefore (2.2) and Lemma 3.2 give us for 0otot0 that
gðtÞp
Z R
t
jg0ðyÞj dy ¼
Z
yAðt;RÞ\A
jg0ðyÞj dy þ
Z
A
jg0ðyÞj 1
on1yn1
dmðyÞ
pPR þ 1
on1
jjg0ðyÞjjðF1;A;dmÞ
1
yn1




ðC;A;dmÞ
pPR þ 1
on1
1
yn1




ðC;ðt;RÞ;dmÞ
pPR þ D
on1
log1=g t:
Hence there is t1; 0ot1ot0o1; such that for all 0otot1 we have
gðtÞpð1þ ZÞ D
on1
log1=g t:
We know that g is non-increasing and thus
Z
Bð0;RÞ
expðð f ðxÞ=KÞgÞ dx ¼on1
Z R
0
expððgðyÞ=KÞgÞyn1 dy
pC þ C
Z t1
0
exp
ð1þ ZÞD
on1K
 g
log
1
y
 
yn1 dy
pC þ C
Z t1
0
ydnyn1 dy ¼ C þ C
d
¼ C: &
4. On sharp embedding into single exponential spaces
4.1. Counterexample
We shall ﬁrst prove that there is a function F : Rþ-Rþ which satisﬁes
assumptions (1.2) but the statement of Theorem 1.1 is not valid for the borderline
case (4.1) for this F: Recall that Moser [12] proved that it is valid even in the
borderline case for a ¼ 0 and FðtÞ ¼ tn:
Theorem 4.1. Let aon  1 and set
K ¼ Bn1n n
1
go
1
n
n1: ð4:1Þ
There is F which satisfies (1.2) but for every mAN we can find function
fAWLF0 ðBð0; 1ÞÞ such that
R
Bð0;1ÞFðjrf jÞ dxp1 butZ
Bð0;1Þ
expðð f ðxÞ=KÞgÞ dx4m:
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Proof. Given aon  1 we can ﬁnd constants L140; L24e and a function F which
satisﬁes (1.2) and moreover
FðtÞp
L1t
n for tA½0; L2	;
1 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log log t
p
 
tn loga t for tA½L2;N	:
8><
>: ð4:2Þ
For s41 we deﬁne fsðxÞ ¼ gsðjxjÞ where
gsðyÞ ¼
ð2y þ 2ÞKnB logBð2Þs1=gBð1þ 1= ﬃﬃsp Þ1=g for yA½1
2
; 1	;
KnB logBð1=yÞs1=gBð1þ 1= ﬃﬃsp Þ1=g for yA½es=n; 1
2
	;
Ks1=gð1þ 1= ﬃﬃsp Þ1=g for yA½0; es=n	:
8><
>:
Easy computation gives usZ
Bð0;1Þ
expðð fsðxÞ=KÞgÞ dxX
Z
Bð0;es=nÞ
expðð fsðxÞ=KÞgÞ dx
¼Ceseð1þ
1ﬃ
s
p Þs
s-N!N:
It remains to prove that
R
Bð0;1ÞFðjrfsjÞp1 for s large enough.
Set M ¼ expðjlog sj2Þ: Plainly, there is s140 such that for s4s1 we have
expðs=nÞoMo1
2
and therefore
Z 1
0
Fðjg0ðyÞjÞyn1 dy ¼
Z M
et1=n
þ
Z 1
2
M
þ
Z 1
1
2
¼ I1 þ I2 þ I3: ð4:3Þ
Obviously, ð1=g BÞo0 and jg0ðyÞjpCs1=gB for yA 1
2
; 1
 
: Hence there is s24s1
such that for every s4s2 and yA 12; 1
 
we have jg0ðyÞjoL2: It follows from (4.2) that
I3pC
Z 1
1
2
jg0ðyÞjnyn1 dypCsð1=gBÞn: ð4:4Þ
Analogous to the proof of Theorem 1.2 we obtain from (4.2), (3.6) and deﬁnition
of M that
I2pC
Z 1
2
M
jg0ðyÞjnð1þ jlogjg0ðyÞjjnÞyn1 dy
pCs
1
gB
 
n
Z 1
2
M
logðB1Þnð1=yÞ1=ynð1þ jlogjg0ðyÞjjnÞyn1 dy
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pCs
1
gB
 
n
Z 1
2
M
logðB1Þn ð1=yÞðð1þ lognsÞ þ jlog 1=yjnÞ dy
y
pCs
1
gB
 
nðð1þ logn sÞð1þ jlog MjðB1Þnþ2Þ þ ð1þ jlog MjBnþ2ÞÞ
pCs
1
gB
 
nð1þ log2Bnþ4 sÞ: ð4:5Þ
Since M5s1=gB51 we can ﬁnd s34s2 such that if s4s3 then
yA½es=n; M	 ) KnB 1
y
B logB1
1
y
s1=gBð1þ 1= ﬃﬃsp Þ1=g ¼ jg0sðyÞj4L2:
Plainly, there is s44s3 such that for s4s4 we have
sup
yAðes=n;M	
jg0sðyÞj ¼ jg0sðes=nÞj ¼ KnBes=nB
s
n
 B1
s1=gB 1þ 1ﬃﬃ
s
p
 1=g
pes:
Thus (4.2) gives us for yA½expðs=nÞ; M	 that
Fðjg0sðyÞjÞp 1
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log s
p
 !
jg0sðyÞjn loga jg0sðyÞj: ð4:6Þ
Clearly, we can ﬁnd s54s4 such that for s4s5 and yA½expðs=nÞ; M	 we have
loga jg0sðyÞj
loga 1
y
p 1þ logðyjg
0
sðyÞjÞ
log 1
y
 !a
p1þ C
log Cs1=gB logB1 1
y
  
log 1
y
p 1þ C log Cs
1=gB logB1es=n
  
log 1
M
þ C log Cs
1=gB logB1 1
M
  
log 1
M
p 1þ C
log s
: ð4:7Þ
From (4.6), (4.7), (4.1) and ð1=g BÞn ¼ B ¼ ðB  1Þn þ aþ 1 we obtain for
s4s5 that
I1p 1 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log s
p
 !Z M
es=n
jg0sðyÞjn loga jg0sðyÞjyn1 dy
¼ 1 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log s
p
 !
1þ 1ﬃﬃ
s
p
 n
g
KnnBnBnsB
Z M
es=n
logðB1Þn
1
y
 
loga jg0sðyÞj
dy
y
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p 1 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log s
p
 !
1þ 1ﬃﬃ
s
p
 n
g
1þ C
log s
 
KnnBnBnsB
Z M
es=n
logB1
1
y
 
dy
y
p 1 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log s
p
 !
1þ 1ﬃﬃ
s
p
 n
g
1þ C
log s
 
KnnBnBnsB
ðs=nÞB
B
p 1
on1
1 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log s
p
 !
1þ 1ﬃﬃ
s
p
 n
g
1þ C
log s
 
: ð4:8Þ
Using (4.8), (4.5), (4.4) we obtain that for large enough s we haveZ
Bð0;1Þ
FðjrfsðxÞjÞ dx ¼on1
Z R
0
Fðjg0sðyÞjÞyn1 dy ¼ on1ðI1 þ I2 þ I3Þ
p 1 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log s
p
 !
1þ 1ﬃﬃ
s
p
 n
g
1þ C
log s
 
þ Cs
1
gB
 
nð1þ log2Bnþ4 sÞp1: &
4.2. Sharp embedding
From the last section we know that if we want to have the statement of
Theorem 1.1 for the borderline case (4.10) then we need to require something more
for F than (1.2).
Suppose that the function F : Rþ-Rþ satisﬁes
F is a Young function;
there are A141; d140 such that for every t4A1 we have
FðtÞXtn loga tð1þ loga tÞ where a ¼ minf1; 1=gg  d140: ð4:9Þ
That is, instead of limt-N
FðtÞ
tn loga t
¼ 1 we require the stronger growth estimate
FðtÞXtn loga tð1þ loga tÞ:
Theorem 4.2. Let aon  1: Suppose that F satisfies (4.9). Let
K ¼ Bn1n n
1
go
1
n
n1: ð4:10Þ
Suppose that fAWLF0 ðOÞ and
R
O FðjDf jÞ dxp1: ThenZ
O
expðð f ðxÞ=KÞgÞ dxod; ð4:11Þ
where d depends on n; a;LnðOÞ and F only.
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Suppose that the function F : Rþ-Rþ satisﬁes (4.9). In a standard way we can
prove that there is a function F1 : Rþ-Rþ such that
F1 is a Young function;
F01 is continuous and increasing on ð0;NÞ;
F1ðtÞ ¼ 1
n
tn for tA½0; 1	;
there is A24A1 such that for every t4A2 we have
F1ðtÞ ¼ 1
n
tn loga tð1þ loga tÞp1
n
FðtÞ: ð4:12Þ
Denote by C the Young function associated to the function F1: Clearly, CðtÞ ¼ tn
0
n0
for tA½0; 1	: Hence F1ð1Þ þCð1Þ ¼ 1; therefore ðF1;CÞ is a normalized complemen-
tary Young’s pair and we can use inequality (2.2).
Let us ﬁrst estimate the growth of C:
Lemma 4.3. Set
L ¼ n1ðn  1Þ1þ an1: ð4:13Þ
There is E40 such that for every tAR we have
CðtÞo #CðtÞ :¼ Etn=ðn1Þð1þ jlog tjEÞ: ð4:14Þ
Moreover, there are A34A2 and d340 such that for every tA½A3;NÞ we have
CðtÞp *CðtÞ :¼ Ltn=ðn1Þ loga=ðn1Þtð1 logb tÞ; ð4:15Þ
where b ¼ minf1; 1=gg  d340:
Proof. Recall that a ¼ minf1; 1=gg  d140 in (4.9). Set
d2 ¼ d1=2; d3 ¼ d1=4 and b1 ¼ minf1; 1=gg  d240: ð4:16Þ
Thus 0oaob1obo1: Put
*C1ðtÞ ¼ Ltn=ðn1Þ loga=ðn1Þ tð1 logb1 tÞ:
Denote f ¼ F01; c ¼ f1; CðtÞ ¼
R t
0
c and *c1 ¼ *C01:
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Clearly, there is B14A2 such that for every t4B1 we have
fðtÞ ¼ tn1 loga t ð1þ loga tÞ þ a
n
log1 tð1þ loga tÞ  a
n
loga1 t
h i
X tn1 loga t 1þ 1
2
logat
 
¼ *fðtÞ:
Analogously, there is B24B1 such that for every t4B2
*c1ðtÞXðn  1Þ
a
n1t
1
n1 log
a
n1 tð1 2 logb1 tÞ ¼ *cðtÞ:
Clearly, there is B34B2 such that for t4B3 we have
ð1 2 logb1 tÞn1Xð1 C logb1 tÞ;
1þ logððn  1Þ
a loga tð1 2 logb1 tÞn1Þ
log t
 !a
Xð1 log1þd1=2 tÞ
and
1þ 1
2
logaððn  1Þ an1t 1n1 log an1 tð1 2 logb1 tÞÞ
 
Xð1þ C loga tÞ:
This and 0oaominf1 d1=2; b1g show that there is B44B3 such that for all
t4B4 we have
*fð *cðtÞÞ ¼ tð1 2 logb1 tÞn1log
aððn  1Þat loga tð1 2 logb1 tÞn1Þ
loga t
 1þ 1
2
loga ðn  1Þ an1 t 1n1 log an1 tð1 2 logb1 tÞ
  
X tð1 C logb1 tÞð1 log1þd1=2 tÞð1þ C loga tÞ4t:
It follows that fð *c1ðtÞÞ4t and thus
*c1ðtÞ4f1ðtÞ ¼ cðtÞ: ð4:17Þ
Hence for t4B4 we have
CðtÞo *C1ðtÞ þ C:
Together with b1ob this implies that there is A34B4 such that for all t4A3 we have
CðtÞo *CðtÞ:
Since C is increasing and CðtÞ ¼ tn0
n0 for tA½0; 1	 it is obvious that (4.15) implies
(4.14). &
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In the proof of Theorem 4.2 we shall use the generalized Ho¨lder’s inequality (2.2)
and then we shall need to estimate the term jj 1
yn1jjðLCðt;RÞ;on1yn1 dyÞ:
Lemma 4.4. There are t0Að0; 1Þ and d440 such that if 0otpt0 we have
1
yn1




ðLCðt;RÞ;on1yn1 dyÞ
pD log
1
g 1=tð1 logc 1=tÞ where ð4:18Þ
D ¼ on1
B
 n1
n
and c ¼ minf1; 1=gg  d440: ð4:19Þ
Proof. Recall that b ¼ minf1; 1=gg  d340 in Lemma 4.3. Choose d4 ¼ d3=2 (i.e.
boc). We want to prove that for
l ¼ D log1=gð1=tÞð1 logcð1=tÞÞ
we have Z R
t
C
1
lyn1
 
on1yn1 dypCð1Þ ¼ n  1
n
for t small enough.
Set M ¼ ejlog 1=tj
minf1;1=gg
ðEþ1Þðn1Þ
: We can clearly ﬁnd t1Að0; eeÞ such that for 0otot1
we have
toMoR and 1
lMn1
4A3: ð4:20Þ
Hence Lemma 4.3 gives us thatZ R
t
C
1
lyn1
 
yn1 dyp
Z M
t
*C
1
lyn1
 
yn1 dy
þ
Z R
M
#C
1
lyn1
 
yn1 dy
¼ I1 þ I2: ð4:21Þ
Analogous to the proof of Lemma 3.2 we obtain
I2pE
Z R
M
1
l
n
n1
1þ log 1
lyn1

E
 !
dy
y
pC 1
log
n
ðn1Þg 1=t
ðð1þ logE jlog tjÞð1þ jlog MjÞ þ 1þ jlog MjEþ1Þ:
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Thus there is t2Að0; t1Þ such that if 0otot2 we have
I2oC
1
log
n
ðn1Þg 1=t
jlog MjEþ1pC 1
log
n
ðn1Þg
minf1;1=gg
ðn1Þ 1=t
: ð4:22Þ
Since logd3=2ð1=MÞblogðlÞ41 for small t and 0obo1 d3=2; we can choose
t3Að0; t2Þ such that if 0otot3 and yA½t; M	 we have
1þ log
1
l
log 1
yn1
 ! a
n1
o 1þ 1
log1d3=2 1=y
 !
ð4:23Þ
and
1þ 1
log1d3=2 1=y
 !
1 logb 1
yn1
 
p 1 C logb 1
yn1
 
:
Clearly, there is t4Að0; t3Þ such that if 0otot4 and yA½t; M	 we have l41; yo1
and 1
lyn14e: Therefore
0o 1 logb 1
lyn1
 
p 1 logb 1
yn1
 
: ð4:24Þ
Further there is t5Að0; t4Þ such that if 0otot5 we have
1
ð1 logc 1=tÞ nn1
pð1þ C logc 1=tÞ: ð4:25Þ
Hence (4.21), (4.23)–(4.25), (4.19), (4.13) and boc give us that there is t6Að0; t5Þ
such that for 0otot6 we obtain
I1pL
Z M
t
1
l
n
n1
loga=ðn1Þ
1
lyn1
1 logb 1
lyn1
 
dy
y
p L
l
n
n1
Z M
t
1þ 1
log1d3=2 1=y
 !
loga=ðn1Þ
1
yn1
1 logb 1
yn1
 
dy
y
p L
l
n
n1
Z M
t
loga=ðn1Þ
1
yn1
1 C logb 1
yn1
 
dy
y
p L
l
n
n1
Z M
t
loga=ðn1Þ
1
yn1
dy
y
max
yA½t;M	
1 C logb 1
yn1
 
p L
D
n
n1 log
n
ðn1Þg t
ð1þ C logc 1=tÞðn  1Þ an1 log
1 a
n1 1=t
1 a
n1
ð1 C logb 1=tÞ
¼ n  1
on1n
ð1þ C logc 1=tÞð1 C logb 1=tÞpn  1
on1n
ð1 C logb 1=tÞ: ð4:26Þ
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From (4.21), (4.22), (4.26) and 0obominf1; 1=ggp nðn1Þg minf1;1=ggðn1Þ we obtain that
there is t0Að0; t6Þ such that for 0otot0 we haveZ R
t
C
1
lyn1
 
yn1 dyp I1 þ I2
pC 1
log
n
ðn1Þg
minf1;gg
n1 t
þ n  1
on1n
ð1 C logb 1=tÞ
p n  1
on1n
: &
Now we can use some ideas of Garsia [10] (see [1] for the proof of Lemma 3.2.2) to
prove the main result of this section.
Proof of Theorem 4.2. As in the proof of Theorem 1.1 we can suppose without loss
of generality that f is radial, classically differentiable almost everywhere and
O ¼ Bð0; RÞ: Set gðjxjÞ ¼ f ðxÞ and put dmðyÞ ¼ on1yn1 dy: Given tAð0; RÞ set
A ¼ fyAðt; RÞ : jg0ðyÞj4A2g
(recall that the constant A2 comes from (4.12)). Analogous to the proof of Theorem
1.1 we obtain, thanks to (4.12), that jjg0ðyÞjjðF1;A;dmÞp1:
Therefore (2.2) and Lemma 4.4 with constants (4.19) give us for 0otot0 that
gðtÞp
Z R
t
jg0ðyÞj dy ¼
Z
yAðt;RÞ\A
jg0ðyÞj dy þ
Z
A
jg0ðyÞj 1
on1yn1
dmðyÞ
pA2R þ 1on1jjg
0ðyÞjjðF1;A;dmÞ
1
yn1




ðC;A;dmÞ
pA2R þ 1on1
1
yn1




ðC;ðt;RÞ;dmÞ
pA2R þ Don1 log
1=g 1=tð1 logc 1=tÞ:
If tA½t0; R	 then
gðtÞp
Z R
t0
jg0ðyÞjpA2R þ Don1jlog t0j
1=gð1 logc 1=t0ÞpC:
Hence for every tA½0; R	 we have
gðtÞpC þ D
on1
jlog tj1=gð1 jlog tjcÞ: ð4:27Þ
Set
GðzÞ ¼ gðe
z=nÞ
K
 g
z: ð4:28Þ
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The substitution yn ¼ ez gives usZ
Bð0;RÞ
expðð f ðxÞ=KÞgÞ dx ¼on1
Z R
0
expððgðyÞ=KÞgÞyn1 dy
¼C
Z N
n log R
expðGðzÞÞ dz ¼ C
Z N
n log R
Z N
GðzÞ
el dl dz
¼C
Z N
N
jEljel dl; ð4:29Þ
where
El ¼ fz : zAðn log R;NÞ;GðzÞolg:
If zAEl and zp2n then (4.28) and (4.27) give us
z  lp gðe
z=nÞ
K
 g
pC: ð4:30Þ
If zAEl and z42n then (4.28), (4.27), D ¼ Kon1n1=g; (2.4), (2.5) and
1 c4maxf0; ðg 1Þ=gg give us
z  lp gðe
z=nÞ
K
 g
p C þ D
Kon1
jlog ez=nj1=gð1 jlog ez=njcÞ
 g
¼ðC þ z1=gð1 ðn=zÞcÞÞgpzð1 ðn=zÞcÞg þ Cðz
g1
g þ CÞ
p zð1 C=zcÞ þ Cðz
g1
g þ CÞpz þ C  Cz1c:
Hence
z1cpClþ C: ð4:31Þ
From (4.30) and (4.31) it follows that there is l0AR such that El ¼ | for lol0:
Moreover
jEljp2n þ njlog Rj þ ðC þ ClÞ
1
1c:
Thus (4.29) gives usZ
Bð0;RÞ
expðð f ðxÞ=KÞgÞ dxpC
Z N
l0
ðC þ ðC þ ClÞ 11cÞel dloN: &
5. Embedding into double-exponential spaces
The strategy of this section is similar to that when dealing with the single
exponential case, but we give some details for the convenience of the reader.
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5.1. Lower estimate
Proof of Theorem 1.4. Clearly there is e40 such that A4Kð1þ eÞ; where
A ¼
1
on1  2e
ð1þ eÞ4
1
Bn1
 !1
n
: ð5:1Þ
For t14n set f ðxÞ ¼ gðjxjÞ where
gðyÞ ¼
2
R
y þ 2 A logBð1þ log 2Þt1=gB1 for yA½R; R=2	;
A logBð1þ log R=yÞt1=gB1 for yA½Re
1
n
et1 ; R=2	;
A logBð1þ 1
n
et1Þt1=gB1 for yA½0; Re
1
n
et1 	:
8>><
>>:
Put M ¼ expðexp ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃlog t1p Þ: Plainly, there is t24n such that for t14t2 we obtain
R exp 1
n
et1
 
oMoR=2: ð5:2Þ
Therefore
Z R
0
Fðjg0ðyÞjÞyn1 dy ¼
Z M
Re
1
n
et1
þ
Z R=2
M
þ
Z R
R=2
¼ I1 þ I2 þ I3: ð5:3Þ
Using (1.5) we see that there is E4e such that
FðtÞp M2t
nð1þ jlog tjnÞ for tAR;
ð1þ eÞtnjlog tjn1 logajlog tj for tA½E;N	:
(
ð5:4Þ
Analogous to the proof of Theorem 1.2 we can ﬁnd t34t2 such that for all t14t3
we have
I3oe: ð5:5Þ
Clearly,
logB1 1þ log R
y
 
1
1þ log R
y
pC
y
ð5:6Þ
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for every yA½M; R=2	: From (5.4), (5.2) and (5.6) we have
I2pCt
1
gB
 
n
1
Z R=2
M
logðB1Þn 1þ log R
y
 
1
ð1þ log R
y
Þnð1þ jlogjg
0ðyÞjjnÞdy
y
pCt
1
gB
 
n
1
Z R=2
M
logðB1Þn 1þ log R
y
 
1
logn R
y
ð1þ logn t1Þ þ log R
y

n
 
dy
y
¼ J1 þ J2:
From (2.3), (3.6) and 1=g Bo0 we obtain
J1pCt
1
gB
 
n
1 ð1þ logn t1Þ
Z R=2
M
logðB1Þn
R
y
þ log R
y
 
1
lognR
y
dy
y
pCt
1
gB
 
n
1 ð1þ lognt1Þð1þ jlog MjðB1Þnnþ2 þ jlog Mj1nþ2Þ t1-N! 0
and
J2pCt
1
gB
 
n
1
Z R=2
M
logðB1Þn
R
y
þ log R
y
 
1
lognR
y
logn
R
y
dy
y
pCt
1
gB
 
n
1 ð1þ jlog MjðB1Þnþ2 þ jlog Mj1þ2Þ t1-N! 0:
Hence there is t44t3 such that for all t14t4 we have
I2oe: ð5:7Þ
As M5t1=gB1 51 there is t54t4 such that for all t14t5 we have
yA½Re1net1 ; M	 ) AB logB1 1þ log R
y
 
1
1þ log R
y
1
y
t
1=gB
1 ¼ jg0ðyÞj4E:
Since log 1=Mblog t1b1 we can ﬁnd t64t5 such that for all t14t6 we have
yA½Re1net1 ; M	 ) jlog jg0ðyÞjjn1 1þ log R
y
 ðn1Þ
oð1þ eÞ
"
and
loga 1þ log R
y
 
jlogjlogjg0ðyÞjjjaoð1þ eÞ

:
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Hence we obtain from (5.4) by the substitution z ¼ logð1þ log R
y
Þ that
I1p ð1þ eÞ
Z M
Re
1
n
et1
jg0ðyÞjnjlogjg0ðyÞjjn1jlogjlogjg0ðyÞjjjayn1 dy
p t
1
gB
 
n
1 ð1þ eÞ3AnBn
Z M
Re
1
n
et1
logðB1Þnþa 1þ log R
y
 
1
1þ log R
y
dy
y
p ð1þ eÞ3AnBn 1ðB  1Þn þ aþ 1 t
1
gB
 
n
1 log 1þ
1
n
et1
  ðB1Þnþaþ1
:
An easy computation gives us ðB  1Þn þ aþ 1 ¼ B ¼  1g  B
 
n: Hence there is
t74t6 such that for all t14t7 we obtain, thanks to (5.1), that
I1pð1þ eÞ4AnBn1 ¼ 1on1  2e: ð5:8Þ
From (5.3), (5.5), (5.7) and (5.8) it follows that for t14t6 we haveZ
Bð0;RÞ
Fðjrf jÞ ¼ on1
Z R
0
Fðjg0ðyÞjÞyn1 dy ¼ on1ðI1 þ I2 þ I3Þp1:
Clearly, there is t84t7 such that if t14t8 we have
yA½0; Re1net1 	 ) ð1þ eÞgðyÞ ¼ ð1þ eÞA logB 1þ 1
n
et1
 
t
1=gB
1 XAt
1=g
1 :
This and A4Kð1þ eÞ give usZ
Bð0;RÞ
expðexpðð f ðxÞ=KÞgÞÞX
Z
Bð0;Re
1
n
et1 Þ
expðexpðð f ðxÞ=KÞgÞÞ dx
XC expð exp t1Þ exp exp Að1þ eÞK
 g
t1
  
t1-N
!N: &
5.2. Upper estimate
Suppose that the function F : Rþ-Rþ satisﬁes (1.5)(i) and (iii). It is not difﬁcult
to show that there is a function F1 : Rþ-Rþ such that
F1 is a Young function;
F01 is continuous and increasing on ð0;NÞ;
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F1ðtÞ ¼ 1
n
tn for tA½0; 1	;
lim
t-N
F1ðtÞ
1
n
tn logn1t logaðlog tÞ ¼ 1;
lim
t-N
F01ðtÞ
tn1 logn1 t logaðlog tÞ ¼ 1
and there is P41 such that F1ðtÞp1
n
FðtÞ for tA½P;NÞ: ð5:9Þ
Denote by C the Young function associated to the function F1: Easy computation
gives us CðtÞ ¼ tn0
n0 for tA½0; 1	: Thus F1ð1Þ þCð1Þ ¼ 1 and therefore ðF1;CÞ is a
normalized complementary Young’s pair and we can use the inequality (2.2).
We ﬁrst estimate the growth of C:
Lemma 5.1. There is E40 such that for every tAR we have
CðtÞo #CðtÞ :¼ Etn=ðn1Þð1þ jlog tjEÞ: ð5:10Þ
Moreover, for every e40 there is A4e such that if tA½A;NÞ we have
CðtÞp *CðtÞ :¼ ðn  1Þ
2
n
þ e
 !
tn=ðn1Þ log1 t loga=ðn1Þðlog tÞ: ð5:11Þ
Proof. Set f ¼ F01; c ¼ f1 and CðtÞ ¼
R t
0 c: Given e40 we can ﬁnd dAð0; 12Þ such
that
ðn  1Þ2
n
ð1þ dÞ2 1
ð1 dÞ3=ðn1Þ
oðn  1Þ
2
n
þ e: ð5:12Þ
Assumptions (5.9) give us that there is A14e such that if t4A1 we have
fðtÞX *fðtÞ ¼ ð1 dÞtn1 logn1 t loga log t:
Set P ¼ 1ð1dÞ3=ðn1Þðn  1Þ and
*cðtÞ ¼ Pt 1n1 log1 t log an1 log t: ð5:13Þ
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Plainly, there is A24A1 such that for t4A2 we have
logn1ð *cðtÞÞ
logn1 t
¼ 1
n  1
 n1
1þ logðP
n1 logðn1Þt loga log tÞ
log t
 !n1
X
1
n  1
 n1
ð1 dÞ
and
loga logð *cðtÞÞ
loga log t
¼
loga
1
n  1 log t þ log ðP log
1 t log
a
n1 log tÞ
 
loga log t
Xð1 dÞ:
Hence
*fð *cðtÞÞ ¼ ð1 dÞPn1t log
n1ð *cðtÞÞ
logn1 t
loga logð *cðtÞÞ
loga log t
X ð1 dÞ3 1
n  1
 n1
Pn1t ¼ t:
It follows that
*cðtÞX *f1ðtÞ4f1ðtÞ ¼ cðtÞ: ð5:14Þ
Denote
*C1ðtÞ ¼ ð1þ dÞ2P t
n
n1
n
n1
log1 t log
a
n1 log t:
From (5.13) and (5.14) we obtain that there is A34A2 such that for every t4A3 we
have
*C01ðtÞ ¼ ð1þ dÞ2Pt
1
n1 log1 t log
a
n1 log t 1 n  1
n log t
 a
n
1
log t log log t
 
4 ð1þ dÞ *cðtÞ4ð1þ dÞcðtÞ:
Thus (5.12) give us that there is A4A3 such that for t4A we have
CðtÞo *C1ðtÞo *CðtÞ ¼ ðn  1Þ
2
n
þ e
 !
t
n
n1 log1 t log
a
n1 log t:
Since C is increasing and CðtÞ ¼ tn0
n0 for tA½0; 1	 it is obvious that (5.11) implies
(5.10). &
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In the proof of Theorem 1.3 we shall use the generalized Ho¨lder’s inequality (2.2)
and then we shall need to estimate the term jj 1
yn1jjðLCðt;RÞ;on1yn1 dyÞ:
Lemma 5.2. For every e140 there is t0Að0; 1Þ such that if 0otot0 we have
1
yn1




ðLCðt;RÞ;on1yn1 dyÞ
pD log
1
gjlog tj
where D
n
n1 ¼ on1
B
þ e1 ¼ on1ð1 a
n1Þ
þ e1: ð5:15Þ
Proof. Set l ¼ D log1=g logð1=tÞ: Given e140 we can ﬁnd e40 such that
D
n
n1 ¼ on1ð1 a
n1Þ
þ e14
ðn1Þ2
n
þ e
 
ð1þ eÞ2
ð1 a
n1Þðn  1Þ n1on1n  e
 : ð5:16Þ
For this e we apply Lemma 5.1. From now on e and A are ﬁxed.
Put M ¼ ejlog log 1=tj
1
ðEþ1Þ4g
: Plainly, there is t1Að0; eeÞ such that for 0otot1
we have
toMoR and 1
lMn1
4A; ð5:17Þ
where A comes from condition (5.11). From Lemma 5.1 we have
Z R
t
C
1
lyn1
 
yn1 dy
p
Z M
t
*C
1
lyn1
 
yn1 dy þ
Z R
M
#C
1
lyn1
 
yn1 dy ¼ I1 þ I2: ð5:18Þ
Analogous to the proof of Lemma 3.2 we obtain that
I2p
C
l
n
n1
ðð1þ jlog ljEÞð1þ jlog MjÞ þ jlog MjEþ1Þ
t-0þ
! 0:
Hence there is t2Að0; 1Þ such that if 0otot2 we have
I2oe: ð5:19Þ
ARTICLE IN PRESS
S. Hencl / Journal of Functional Analysis 204 (2003) 196–227224
Since logð1=Mn1ÞblogðlÞ41 for small t we can ﬁnd 0ot3o1 such that for all
0otot3 we have
yA½t; M	 ) log1 1
lyn1
log
1
yn1
oð1þ eÞ

and loga=ðn1Þ log
1
y
loga=ðn1Þ log
1
lyn1
oð1þ eÞ

:
Together with (5.11) and (5.16) this imply that for 0otot3 we have
I1p ð1þ eÞ2 ðn  1Þ
2
n
þ e
 !Z M
t
1
l
n
n1
log1
1
yn1
loga=ðn1Þ log
1
y
dy
y
p
ð1þ eÞ2 ðn1Þ2
n
þ e
 
ðn  1ÞD nn1 log
n
gðn1Þ log 1=t
log1
a
n1 log 1=t
1 a
n1
p n  1
on1n
 e: ð5:20Þ
From (5.18)–(5.20) we obtain that for 0otot0 ¼ minðt1; t2; t3Þ we haveZ R
t
C
1
lyn1
 
yn1 dypI1 þ I2pn  1on1n: &
Proof of Theorem 1.3. As in the proof of Theorem 1.1 we can suppose without loss
of generality that f ðxÞ ¼ gðjxjÞ where g is non-increasing, classically differentiable
almost everywhere, gðRÞ ¼ 0 and moreover O ¼ Bð0; RÞ:
Thanks to (1.6) and (5.15) we can ﬁnd e140 and Z40 small enough such that
K4ð1þ ZÞD 1on1:
Set dmðyÞ ¼ on1yn1 dy and for tAð0; RÞ put
A ¼ fyAðt; RÞ : jg0ðyÞj4Pg
(recall that the constant P comes from (5.9)). Analogous to the proof of Theorem 1.1
we obtain by (5.9) that jjg0ðyÞjjðF1;A;dmÞp1:
Hence (2.2) and Lemma 5.2 give us for 0otot0 that
gðtÞp
Z R
t
jg0ðyÞj dy ¼
Z
yAðt;RÞ\A
jg0ðyÞj dy þ
Z
A
jg0ðyÞj 1
on1yn1
dmðyÞ
pPR þ 1
on1
jjg0ðyÞjjðF1;A;dmÞ
1
yn1




ðC;ðt;RÞ;dmÞ
pPR þ D
on1
log1=gjlog tj:
Thus there is t1; 0ot1ot0o1 such that if 0otot1 we have
gðtÞpð1þ ZÞ D
on1
log1=gjlog tj:
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Since g is non-increasing and ð1þZÞDon1Ko1 we haveZ
Bð0;RÞ
expðexpðð f ðxÞ=KÞgÞÞ dx
¼ on1
Z R
0
expðexpððgðyÞ=KÞgÞÞyn1 dy
pC þ C
Z t1
0
exp exp
ð1þ ZÞD
on1K
 g
log log
1
y
 
yn1 dy
pC þ C
Z t1
0
y1yn1 dy ¼ C: &
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