Abstract-In this paper, thorough analysis along with mathematical derivations of the matched filter for a voltmeter used in electrical impedance tomography systems are presented. The effect of the random noise in the system prior to the matched filter, generated by other components, are considered. Employing the presented equations allow system/circuit designers to find the maximum tolerable noise prior to the matched filter that leads to the target signal-to-noise ratio (SNR) of the voltmeter, without having to over-design internal components. A practical model was developed that should fall within 2 dB and 5 dB of the median SNR measurements of signal amplitude and phase, respectively. In order to validate our claims, simulation and experimental measurements have been performed with an analog-to-digital converter (ADC) followed by a digital matched filter, while the noise of the whole system was modeled as the input referred at the ADC input. The input signal was contaminated by a known value of additive white Gaussian noise (AWGN) noise, and the noise level was swept from 3% to 75% of the least significant bit (LSB) of the ADC. Differences between experimental and both simulated and analytical SNR values were less than 0.59 and 0.35 dB for RMS values ≥ 20% of an LSB and less than 1.45 and 2.58 dB for RMS values < 20% of an LSB for the amplitude and phase, respectively. Overall, this study provides a practical model for circuit designers in EIT, and a more accurate error analysis that was previously missing in EIT literature.
I. INTRODUCTION

I
MAGE reconstruction in electrical impedance tomography (EIT) aims to estimate the spatially varying electrical properties within a domain from a set of boundary voltage measurements. The amplitudes and phases of these measurements carry information about the internal electrical properties, and by processing them, it is possible to estimate the spatial distribution of conductivity and permittivity. Recently, EIT has been considered in a number of medical applications, and it is attractive due to its affordability, its safe non-ionizing radiation-based nature [1] , and its potential for portability and miniaturization [2] - [4] . A positive trend towards EITs acceptance in medical imaging is the release of several commercial systems for lung ventilation and perfusion monitoring applications [5] .
One challenge with EIT is that the image reconstruction problem is poorly conditioned and ill-posed, meaning that the boundary voltage measurements must be read out at signal-tonoise ratios (SNRs) as high as 90 dB [6] . Insufficiently high SNR makes the different impedance distributions indistinguishable from each other, resulting in EIT images that are of limited clinical value. Ordinarily, these SNR levels have challenging power and area implications for the circuit integration of a multi-channel, multi-MHz signal application such as EIT.
Fortunately, the EIT readout chain incorporates a matched filter, which makes high SNR achievable even with relatively low-precision circuit components [7] - [9] . For instance, depending on electronic circuit noise levels and the number of taps in the matched filter, a 10 bit resolution analog-to-digital converter (ADC) is sufficient for 96 dB SNR. Previous investigators (e.g., [9] , [10] ) have recognized this possibility, but their results do not completely take into account how electronic noise and quantization error will interact to affect SNR. Further, previous work has rarely considered the SNR of phase measurements, focusing only on amplitude. It is difficult for the circuit designer to use these previous results to make proper trade-offs and decisions between various circuit specifications to try to meet EIT performance goals. Although EIT relies on in-phase and quadrature (or real and reactive) components for performing reconstructions, we concern ourselves here with analyzing the SNR of the amplitude and phase because these are important for analyzing system performance ( [11] ) and in calibrating an EIT system ( [6] , [12] ).
In this paper, we formulate the SNR of both the extracted amplitude and phase of the matched filter considering both quantization and additive electronic noise of the system. An analytic and two approximate models are developed. The approximate models are referred to as the Discrete Uniform (DU) and Continuous Uniform (CU) models. Based on simulations (validated through measurements), the DU model should fall within 2 dB and 5 dB of the median SNR measurements of signal amplitude and phase, respectively, and the CU model should fall within 6.5 dB and 11 dB of the median SNR measurements of signal amplitude and phase, respectively. Thus a circuit designer could use the, more accurate, DU model to translate a target SNR to circuit-level specifications that incorporate various parameters including electronic noise budget, ADC resolution, and number of filter taps of the matched filter. Therefore, the designer can budget the noise between different blocks prior to the matched filter, without having to over-design the system.
Determining SNR in terms of circuit-level specification is not unique to EIT; numerous works have studied closely related problems. Quantization noise due to an ADC has been thoroughly explored beginning around 1947 [13] , [14] . Error propagation of noisy signals through an ADC has been considered in the area of signal processing [15] , where it is referred to as non-subtractive dither. In [15] , a simple expression, which corresponds to our Continuous Uniform (CU) model, is described and analyzed for when it is technically applicable. As they considered dither, noise produced from a user-specified probability distribution, their results are not directly applicable in the case of Gaussian additive noise. Error modeling and analysis of digital matched filters is also well-studied in signal-processing literature, e.g., [16] , but our particular signal, additive noise (distribution and range), ADC, and matched filter appear to have not been considered.
The remainder of this paper is organized as follows; Section II describes amplitude and phase extraction using a matched filter, Section III discusses the noise resulting from analog and mixedsignal circuits, Section IV presents the analytic expressions for the SNR, and Section V discusses the DU model and its utility. The analytic model and our simulation code are validated by a set of measured data (Section IV-B), and two sets of example curves produced by the DU model illustrate how the model can aid in circuit design (Section V). Although the analytic model is very accurate, it would be unpractical to use prior to circuit construction. However, the DU model provides a real practical SNR formula that could help circuit designers achieve an SNR tolerance. Overall, the DU model yields a specific and accurate SNR formulation that provides a practical use and error description that was missing in the EIT literature.
II. AMPLITUDE AND PHASE EXTRACTION
In EIT, a low-amplitude sinusoidal current of frequency f Hz is injected into the tissue via a pair of electrodes. This injected current results in a set of boundary voltages developing across the surface of the tissue, each of which is measured with phasesensitive voltage readout circuitry. The readout circuit provides both amplitude (A) and phase (φ) information, based on the in-phase and quadrature ('I' and 'Q') components of the timedependent boundary voltage, V BND (t)
The I/Q components, V I and V Q , can be extracted by multiplying the boundary voltage with orthogonal sinusoidal signals and integrating over one period, T = 1/f . This yields In general, more than one period can be sampled; through averaging this can increase the SNR of the measurements. From the I/Q components, the amplitude and phase of the boundary voltage can be calculated as
Any errors in the readout circuit will affect how precisely we can measure these amplitude and phase values. In turn, measurement precision is a major factor in determining the imaging quality of the EIT system as a whole. The remainder of this paper will explore the relationship between circuit-level error and overall measurement precision. Practically, this is explored by finding the SNR of the output signal. The primary effort is in the calculation of the (variance of the) noise. Fig. 1(a) is a simplified diagram of a typical EIT readout circuit. The boundary voltage, V BND , is sensed on a pair of electrodes and amplified by an instrumentation amplifier. The amplified voltage is then converted to a digital signal with an ADC. A pair of digital filters perform the I/Q extraction and additional processing calculates the amplitude and phase of the signal.
III. NOISE FROM ANALOG AND MIXED-SIGNAL CIRCUITS
The instrumentation amplifier and the analog components of the ADC both produce random electronic noise from their component devices. The noise from all of these sources can be lumped together and modeled as a single additive white Gaussian noise (AWGN) voltage signal, v n (t), that is referred to the input of the ADC [see Fig. 1(b) ]. This is a common assumption. The flicker noise and the corner frequency vary from design to design, since it is device and design dependent, and can be lowered by proper design and circuit techniques [17] . The 1/f corner frequency reported for commercial amplifiers shows the corner frequency as low as 500 Hz for CMOS amplifiers [18] . In EIT, 1/f noise can be likely ignored based on the moderately high current frequencies (1 kHz-10 MHz). It is common to assume that electronic noise (assumed predominately to be from thermal sources) is AWGN [19] , and the practice of combining different noise sources into a single term is a standard approach [19] , [20] . We note that noise due to current or tissue sources are not explicitly considered in this study. The AWGN noise is added to the otherwise clean signal, V BND (t), and sampled by the ADC to produce
, where k is a discrete time index. The ADC then quantizes the sampled signal, which is equivalent to adding quantization noise, q n [k], to the signal. Thus, the output of the ADC can be written as
where v n [k] and q n [k] are both continuous valued, random variables, with Fig. 2 presents an equivalent, perhaps more tractable model of the k'th ADC output. In this model, we can think of the ADC output as the sampled clean input plus two error terms
Here, q[k] is a quantization error that is completely deterministic; it is the difference between the clean input sample,
is a discrete-valued random variable of the form mLSB, where m is an integer and LSB is the least significant bit. The LSB for a b-bit ADC is defined by LSB = V F S /2 b , where V F S is the full-scale voltage. For a derivation of (7) see Appendix A.
The main advantage of expressing V ADC [k] with (7) is that it expresses the error as a single random variable, d n , as opposed to two correlated random variables (q n [k] and v n [k] in (6)). This means that the amount of noise in Fig. 3 . Illustration of the effect that the random noise, vn [k] , has on the ADC output. In this example, the signal
, which is 0.25 LSB away and is the closest ADC quantization level. However, the presence of the random noise term, vn [k] , can cause the ADC output to "jump" by some multiple of an LSB away from the ideal clean output. The probability of a +1 LSB jump is 30.2%, and the probability of a −1 LSB jump is 6.7%. Also, it is possible (62.5% probability) that there will be no jump at all, and that the random noise term has no effect, ultimately, on the ADC output. The random noise vn[k] is assumed to have a normal distribution with zero mean and a standard deviation of 0.5 an LSB.
where
is equal to mLSB. We note that (8) is the definition of variance for a discrete random variable [21] . Since q[k] is deterministic it has a variance of zero, and therefore does not contributed to var(V ADC [k]).
Studying Fig. 2 , we see that d n [k] is a discretization of the random and quantization error. We assume the random error (v n [k]) to be normally distributed with a standard deviation of σ n . Incorporating the deterministic error q[k] into the random error (v n [k] ) is equivalent to offsetting its mean by q [k] . Thus the probability of d n [k] attaining a given value mLSB is determined by evaluating the probability of the normal error
where the variable x in the integral represents the random normal error v n [k] , and the last line of (9) follows from the previous line by definition ([21] ) given that v n [k] is an AWGN with standard deviation σ n . Fig. 3 provides an additional illustration of how the error is modeled. It shows the continuous probability distribution function (pdf) of the input random error, v n [k], offset by the deterministic error, q [k] , and the resulting discrete probability mass function (pmf) that represents the distribution of the output random error, d n [k], of the ADC. This illustrates the dependence of d n [k] on the width of the normal error and the offset location due to the deterministic error.
IV. SIGNAL-TO-NOISE RATIO IN A PHASE-SENSITIVE MEASUREMENT SYSTEM
To predict the SNR that we can expect from the readout circuit, we will consider the noise signal, d n [k], and how it propagates through the I/Q extraction to the final amplitude and phase measurements.
The SNR of the amplitude and phase of the whole chain shown in Fig. 1 can be found using the following:
whereV A\φ and var(A \ φ) are the mean and variance, respectively, of the amplitude and phase. In the remainder of this section, equations for the amplitude and phase SNRs will be defined by finding the mean and variance of the amplitude and phase, and these equations are compared to the SNR from a set of measured data. In order to find the aforementioned mean and variance values, one needs to first calculate the mean and variance of the in-phase and quadrature components.
A. SNR Using the Analytical Model
Fig . 1 showed the I/Q extraction being performed in the digital domain; implementing the I/Q extraction in its original continuous-time form ( (2) and (3)) would require costly, highprecision analog components. Instead, low cost, digital matched filters are used to approximate V I and V Q via
where F s is the ADC sample rate and N is the number of sample points in one period of the input signal, i.e., for this situation N is also the number of matched filter taps. The amount of noise in the calculated V I and V Q signals is given by
Here, we have used the fact (8) that var(
and the assumption that the variances, d n [k], are uncorrelated (white). Recalling (4), the variance of the amplitude is
where we have linearized the function x 2 + y 2 , on the assumption that the in-phase and quadrature noise is sufficiently small. Appendix B shows the details of our derivation. Similarly, using (5), we write the variance of the phase as
Here, too, we have used a linearization approach to arrive at a simple expression (see Appendix C for details). Further, details of the calculation of the covariance (cov(V I , V Q )) are given in Appendix D.
From (15) and (16), the SNR for the amplitude and phase using (10) are therefore SNR A = 10 log 10 (A 2 )
− 10 log 10 var(V I ) cos
Equations (17) and (18) are purely analytical models to predict the SNR of the amplitude and phase measurements. The model depends on the amount of electronic noise, the ADC resolution, the number of matched filter taps, and the phase of the measured voltage. Therefore, if we wanted to characterize the SNR performance of an EIT system, then we could use this model as a reasonably accurate check against experimental measurement results. Fig. 4 are the results of comparing the analytical models, (17) and (18), to measured and simulated data. The DU and CU Models, discussed in detail in the following section, are also included in Fig. 4 for comparison. The measured and simulated SNR values are determined by calculating the mean and standard deviation values of amplitude and phase using (10). The measurement setup involved an evaluation board with an Analog Devices AD7760 24-bit sigma delta ADC, which was chosen to guarantee that the ADC has a very low-level thermal noise (< 0.38 μV rms ), much lower than the noise input by the signal generator. A signal generator (Agilent 33522A) input a sinusoidal signal with a frequency of 3.125 kHz (f ) and a fullscale voltage, V F S of 6.42 V. The effective sampling frequency was 78.125 kHz (F S ) based on the sampling frequency of 20 MHz and a decimation rate of 256 on the evaluation board. This results in 25 equally spaced points per period (N ). A total of 5, 000 periods were sampled for each measurement set, i.e., these were used to numerically calculate the mean and variance in (10). White Gaussian noise was added to the signal with RMS values (σ n ) ranging from 0.5% to 75% of a 7-bit LSB using the same signal generator. The measurements were reduced to 7-bit values using a straightforward reduction in bit depth using Matlab. We focus on the percent LSB of white noise error, because this is the most significant factor in how the error distribution varies. The minimum noise added to the signal corresponded to 0.5% an LSB or 0.251 mVrms, where the LSB is given by 50.156 mV = 6.42/2 7 V. In order to produce 0.5% LSB increments the signal generator added noise in minimum increments of 1.154 mVrms with a bandwidth of 2.048 MHz, and a low-pass filter was used to remove noise above 64.0591 kHz. Thus reducing in-bandwidth noise. An antialiasing filter on the evaluation board of the ADC, which had a cut-off frequency of 6.97 MHz, was also used. This prevented possible folding of the noise. The simulated data was constructed in Matlab using a 7-bit sinusoidal signal with the same frequency, sampling frequency, number of samples, and added noise as the measured data.
B. Comparison to Measured Data
In Fig. 4 one can see very good agreement for RMS values 20% of an LSB and higher. Specifically, maximum absolute differences between all combinations of analytic, simulated, and measured data is less than 0.59 dB and 0.35 dB for amplitude and phase measurements, respectively. For RMS values less than 20% an LSB the differences between measured and analytic data (or simulated) increases, but are less than 1.45 and 2.58 dB for amplitude and phase, respectively. The differences between simulated and analytic SNR values are less than 0.25 dB over all RMS values. The non-smooth aspects of the curves at low RMS values are due to different phase values (i.e., different deterministic quantization errors across different RMS values), which was due to the fact that the phase of the input signal was not explicitly set. Small deviations between measured and simulated (or the analytic model) appear due to Fig. 5 . Illustration of the SNR amplitude corresponding to the DU and CU models and calculated from 5,000 simulated noisy input signals which uniformly vary phase from 0 to 90 degrees with RMS values ranging from 3-75% an LSB. The input signal assumes the same scenario as the measured scenario (Fig. 4) .
phase drifts and DC offsets in the data that could not be entirely removed.
V. DETERMINING CIRCUIT-LEVEL SPECIFICATIONS TO MEET A SNR TARGET
Beyond its use to verify measurement results, the model of (17) and (18) would be a powerful design tool, if, given a target SNR, it could provide a corresponding set of required circuit design specifications (e.g., noise budget, ADC resolution, number of filter taps) that must be met. Unfortunately, (17) and (18) are unhelpful in this regard, because they are based on (9), which depends on the phase of a boundary voltage that will be known only after the circuit has been designed and deployed in a functioning EIT system.
Even though the individual sample values are unknown during circuit design, we do have an idea about their statistics. In particular, we know that the quantization error resembles a random variable with a uniform distribution between −0.5 LSB and 0.5 LSB. We refer to this as the Discrete Uniform (DU) model. Using this assumption, we can recalculate the probability function (9) giving us (8) . Since there is no longer a k dependence, (13) and (14) 
Given a particular set of design parameters, the DU model of (21) and (22) is able to predict a reasonably representative value for SNR (Figs. 4 and 5) . The actual SNR might vary over a wide range, but in practice (and in our simulated experiments) it is expected to fall within ±2 dB of the median value; the DU model provides an estimated SNR that is within this window (see Fig. 6 ). As the SNR can vary due to the phase of the signal, this bound was determined by investigating simulations of SNR based on 5,000 phase values uniformly ranging from 0 to 90 degrees with all other parameters taken to be the same as the measured scenario (Section IV-B). Therefore, a circuit designer can use this model to translate a target SNR to circuit-level specifications. Fig. 7 illustrates two sets of curves that show the various combinations of electronic noise budget (RMS), ADC resolution and number of filter taps (N ) that could be used to achieve an SNR of 80 dB. Specifically, Fig. 7(a) compares an 8-, 10-, and 12-bit ADC with N = 25, and, Fig. 7(b) compares 10, 100, and 1,000 filter taps for a 10-bit ADC. Both plots consider RMS values ranging from 10 μV to 10 mV, which covers 1-100% an LSB for each curve. We note that Figs. 5-7 illustrate SNR of the amplitude but similar properties and utility are applicable for the phase. The phase has a bound of ±5 dB Fig. 7 . Different combinations of circuit-level design choices that will achieve a measurement precision of 80 dB SNR. (a) A 10-bit ADC, followed by a 25-tap matched filter, can meet the 80 dB SNR specification as long as the total circuit noise (input-referred to the ADC) is 300 μVrms or less. With the same 25-tap matched filter, a 12 bit ADC design can tolerate up to 1 mVrms of noise and still meet the SNR target. (b) The number of taps in the matched filter can be traded off with the amount of circuit noise in order to achieve a desired SNR target. In this example with a 10 bit ADC, a system with a 10 tap filter would require a total noise level(input-referred to the ADC) of 100 μVrms or less in order to achieve 80 dB SNR. Increasing the number of filter taps (and hence ADC sampling rate) by a factor of 100 will relax the noise specification to 6 mVrms. tolerance based on simulations as opposed to the ±2 dB for the amplitude.
It is worth mentioning an alternative simplified model that can be constructed from two points of view. First, one can construct the model directly considering the sampled signal V ADC [k], assuming that the error terms v n [k] and q n [k] are independent of each other, the quantization error q n [k] is uniformly-distributed error over −LSB/2 to LSB/2, and v n [k] is a normally distributed error with a variance of σ 2 n . Alternatively, one can arrive at this model by taking the DU model but allowing for continuous output values, as opposed to discrete LSB factors. We refer to this simplified model as the ContinuousUniform (CU) model. The variance of the CU model is given by
which was the modeling approach used in [15] for a similar problem. The SNR formulae for the CU model is equivalent to the DU model, i.e., (21) and (22), except one needs to substitute in (23) in place of var(d DU n ). As a further connection between the CU and DU model, one could interpret the double integrals in (19) as the convolution of two pdfs, which is equivalent to the addition of two random variables, e.g.,
Figs. 4 and 5 shows the predicted SNR values using this model compared to the measurement data and a large set of simulated data and the DU model, respectively. Based on the simulation results, the CU model is expected to fall within 6.5 dB and 11 dB of the median SNR measurements of signal amplitude and phase, respectively. More specifically, the CU model is very accurate for high levels of noise, but substantially underestimates the SNR for lower levels of noise. For instance, the differences between the CU model and the mean simulated SNR amplitude values are less than 0.16 dB for RMS values ≥ 20% an LSB, and the maximum difference for RMS values < 20% an LSB is 6.3 dB. In contrast, the analytic model and the DU model developed are accurate across all levels of noise (see Fig. 4 ). Quantitatively the difference between simulated data and the analytic model is less than 0.25 dB across all RMS values considered, and for the DU model the differences between the simulated mean and DU model from Fig. 5 are less than 1.35 dB over all RMS values considered. However, we note that if one is interested in larger % LSB RMS values (say greater than 20%), then the CU model may be desirable to use because of its added simplicity and its better accuracy in this error region. The CU model is more accurate than the DU model for RMS values greater than 20% an LSB (Fig. 4) because at these noise levels it is more accurate to assume that the AWGN is independent of the ADC noise (CU model) than to consider discrete mLSB-valued noise (DU-model). Further, in the low RMS region (< 20% an LSB) the DU model is more accurate, which implies the discrete mLSB-valued noise is a better assumption. We note the region of low RMS (thermal) noise is important for applications that use low-to moderateresolution ADCs, since these are not thermal noise limited [22] .
VI. CONCLUSION
In conclusion this study has derived an analytical model to accurately describe the SNR of the amplitude and phase of an EIT measurement that considers both quantization caused by the ADC and additive system noise (prior to the ADC) that was not previously described in EIT literature. The analytical model (and our simulation code) was validated by a set of measured data. Furthermore, a practical model (DU model) was developed that a circuit designer could use as a tool to translate a target SNR to circuit-level specifications. The models developed here are being used in the design and development of analog readout front ends for an EIT system. Use of these tools within this design process will be reported. APPENDIX A DETAILED DERIVATION OF (7) Assume that ADC(·) is a function denoting the ADC process. The output of the ADC is given by
The deterministic error is defined as the difference between the ADC output of the noise-free input (V *
) and the noise-free input, i.e.,
The probabilistic error is defined as the difference between the ADC output of the noisy signal and the ADC output of the noise-free signal, i.e.,
A simple check can verify that (A.1) is equal to V BND [k] plus (A.2) and (A.3), which verifies and explicitly defines each term in (7).
APPENDIX B DERIVATION OF VARIANCE OF AMPLITUDE
The amplitude is given in terms of the in-phase and quadrature component of the signal, i.e., (4). Thus we are interested in determining the following:
In order to derive the variance of the amplitude, (A.4), we use two linear approximations. The first is used to approximate V 
Next, a linear approximation to the square root function is used, centered at the point a =V 
In our application Δx = 2(V I e V I +V Q e V Q ). Thus inserting our specific forms of a and Δx into (A.8) we have
One can now return to (A.4) by taking the variance of both sides of (A.9), i.e.,
Next by using standard identities we have
where we have assumed that var(V I ) = var(e V I ) and var(V Q ) = var(e V Q ). One can then use (2) and (3), which should be equivalent to the average V I and V Q values, to simplify (A.11) to our final expression for the variance of the amplitude, i.e., (15) .
APPENDIX C DERIVATION OF VARIANCE OF PHASE
The phase derivation follows in a similar fashion. In this case we use two linear approximations in order to estimate the following:
The first linear approximation is with regards to the ratio, V Q /V I , and the second is with regards to the inverse tangent function. We begin by taking a first order approximation of the function y = 1/x. In general, this approximation is given by where e V I and e V Q are small errors with regard to the inphase and quadrature components. We drop the second order term, i.e., e V Q e V I /V Similar to the amplitude variance calculation, we can then use (2) and (3) to simplify (A.19) to our final expression for the variance of the phase, i.e., (16) .
APPENDIX D COVARIANCE CALCULATION
First note the standard definition of the covariance
(A.20)
The independent expectations of the in-phase and quadrature components, i.e., E[V I ] and E[V Q ], can be computed using similar equations to (13) and (14) , which follows from the standard formula for the expectation from a discrete probability distribution, i.e., (8) .
