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It has become a standard approach to reason about contextual equivalence using some
notion of (bi)simulation. The main technical task of this approach is to show that
(bi)simulation is a (pre)congruence, and hence is sound for reasoning about contextual
equivalence.Howedevised amethod toprove this, andhismethodhas beenwidely adapted
and applied. This paper deals with this challenge for call-by-need computation including
non-determinism. In this setting, sharing of sub-computations must be taken into account
due to its observable effects on the outcome of computations. The technical results of
this paper are the deﬁnition of a class of non-deterministic reduction-based functional
languages (SHOCS). The deﬁnition of this class is in terms of a schematic characterization of
the reduction rulesof the language. Themain result is that for SHOCS languagesmutual sim-
ilarity is sound for reasoning about contextual equivalence based onmay-convergence. The
paper also contains a presentation of a particular non-deterministic call-by-need calculus
with let, case, constructors, and seq.
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1. Introduction
Higher-order calculi, in particular extended lambda calculi, are of increasing relevance as a foundation for programming
languages, parallel programming aswell as concurrentmodeling languages and their respective (operational and contextual)
semantics. Functional programming languages are closely related to such calculi and often make use of semantic properties
from this ﬁeld, e.g. to recognize admissible program transformations and correctness of program analyses. This is also
a motivation to investigate lambda calculi using different non-deterministic primitives. We address call-by-need non-
deterministic lambda calculi, since they are an appropriate device for studying the effect of the combination of sharing
and non-determinism, as well as parallel execution and concurrency in higher-order programming languages, in particular
in lazy functional ones. Using call-by-need is also indispensable for giving semantics to parallel Haskell [1].
Deﬁning equality of expressions and correctness of program transformations by contextual preorder and contextual
equivalence is of highly practical relevance, as it usually determines the maximal sensible equality. Contextual preorder of
two expressions s, t is deﬁned as s c t for two expressions, iff for all contexts C (i.e. programs), whenever C[s] evaluates to
a value, then also C[t] evaluates to a value. Contextual equivalence, s c t, holds iff s c t and t c s.
Contextual equivalence using may-convergence in all contexts is the appropriate one for deterministic calculi, since this
comprises a very rich set of tests due to the inﬁnite set of contexts. It is used in non-deterministic calculi, too, though there
are as well stronger variants, e.g. [2–6], which also take non-termination into account, or employ combinations of may- and
must-convergence. In this paper we considerc and c based on may-convergence, i.e. the existence of an evaluation to a
value.
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The disadvantage of the deﬁnition of contextual preorder is that there is no intrinsic support for a machine-based proof
of s c t for given expressions s, t. It is vitally important to ﬁnd tools that are able to prove s c t for as much pairs of
terms as possible. One method is to restrict the number of necessary contexts by providing context lemmas [7], which were
proved in a general way formay- as well as must-convergence-based contextual preorders for a class of call-by-need lambda
calculi in [8]. A more powerful alternative is to use applicative (bi)simulation, or (mutual) similarity [9]. Without involving
inﬁnitely many contexts, this roughly works as follows: Reduce the given terms s, t to values and, if their top-level symbol is
the same, recursively compare the respective subexpressions in the case of constructor applications, or, if the expressions are
abstractions apply them to all possible closed arguments, and then check again. In the case of a non-deterministic reduction
relation, for every value reachable from s, there must be a related value reachable from t. In general, the Knaster–Tarski
greatest ﬁxpoint characterization, which is applicable in this case, allows co-inductive proofs of properties such as equality.
The correctness proof, i.e. that bisimilarity implies contextual equivalence (or even is equivalent to) is nontrivial and was
given for the untyped lazy lambda calculus by Abramsky [9], and for awhole class of lazy calculi by Howe [10,11]. Applicative
bisimulation was also treated for a lambda calculus in [12] for may- as well as must-convergence, in a non-deterministic
calculus based on a combination of call-by-name and call-by-value, but not for call-by-need. There is further work to extend
the scope of this result to different classes of calculi, cf. [13–16].
The ﬁrst result for non-deterministic call-by-need calculi appears in [17,18] showing that in a tiny non-deterministic call-
by-need lambda calculus L similarity w.r.t. an approximation reduction is a sufﬁcient criterion for contextual equivalence.
That work has to overcome several obstacles in generalizing Howe’s method: First, substitutions must be restricted to a
subset of all terms, an observation which has already been made in [19] using value-substitutions for non-determinism in
a call-by-value calculus. Certainly, value-substitution is not suitable for call-by-need, hence pseudo-values are introduced.
This notion emerged from the fact that it appears to be impossible to apply Howe’s method immediately to call-by-need
calculi, since sharing cannot be adequately treated. Therefore one of the novelties of the approach in [17,18] is to consider
an approximation variant LA of L with the same contextual equivalence but based on a different evaluation. After deﬁning
similarity within LA a generalization of Howe’s method can be applied. An in-depth discussion for the reasons to use an
approximation variant can be found in [17,18].
This paper signiﬁcantly enhances the work in [17,18] to extended call-by-need calculi permitting also constructors and
case-expressions together with their corresponding reductions as well as other non-deterministic primitives like amb, and
parallel or. This allows the application of similarity as a proof tool also for other variants of non-deterministic call-by-need
calculi. While this paper treats similarity w.r.t. LA in a rather general way, the treatment of the relation between L and LA
appears to be provable only if the calculus is ﬁxed (i.e. not in a general way). An example for a calculuswill be given in Section
2, where the complete proofs are in [20].
The contributions of this paper are as follows: We introduce schematic higher-order computation systems (SHOCS) as a
generalization of the approach and proofs in [17,18]. The extension to case and constructors allows to apply the method to
realistic examples involving data structures like lists and also to recursive functions that operate on data structures. We also
introduce the notion of stability that is based on the properties of the small-step reduction relation, which allows a slight
adaptation and restructuring of Howe’s proof [10]. This is required, since our proof method emphasizes the use of reduction
rules instead of performing a certain proof task for every language operator (see also [14]). Howe’s proof that similarity is
a congruence cannot be used directly, as a non-converging constant (denoted by) is involved whose use is incompatible
with call-by-value. Moreover, only pseudo-values – that may include a  – are allowed for substitution, in contrast to all
expressions in Howe’s approach.
In order to give an informal introduction into the application of our result, consider the three expressions t1 := (let x =
(0 ⊕ 1) in (x, x)), t2 = (0 ⊕ 1, 0 ⊕ 1) and t3 = (0, 0) ⊕ (1, 1), where ⊕ means non-deterministic choice. The reduction of
the expressions t1, t3 may result in the two pairs (0, 0) and (1, 1): The call-by-need evaluation strategy forces to ﬁrst select
0 or 1 before constructing the pair. The reduction of t2 may result in (0, 0), (0, 1), (1, 0), and (1, 1). This immediately leads to
the conviction that t1, t3 are equivalent, but different from t2. The deﬁnition of contextual equivalence gives an immediate
test to show t1 ∼ t2 and t1 ∼ t3 by deﬁning a context (if f [ ] then ⊥ else 0) where f checks whether the ﬁrst and second
component of the pair are equal or not. However, the equivalence proof of t1 and t3 requires to look for convergence in all
contexts C. Instead of ﬁguring out all evaluations of all expressionsC[t1], C[t3], itwould bemuch easier to simply compare the
reduction outcomes, i.e. (0, 0) and (1, 1), and since these outcomes are equivalent as sets, we want to conclude equivalence.
That this reasoning is sound is proved inMain Theorem 5.5. Due to higher-order and call-by-need, some care has to be taken
w.r.t. evaluation strategy and sharing: more detailed examples are in Section 2.
Recent counterexamples (cf. [21]) show that the simulation method as deﬁned in this paper cannot be extended to
non-deterministic calculi with (recursive) letrec. Therefore this paper does not impose an arbitrary restriction by only
considering non-recursive let. Rather the above mentioned results give strong evidence that the class of non-deterministic
call-by-need lambda calculi covered by SHOCS is as large as possible.
The structure of this paper is as follows: In Section 2 we deﬁne a non-deterministic extended call-by-need calculus, and
illustrate the simulation proof method for this calculus as an instance of the general method. In Section 3 the abstract syntax
for higher-order calculi is presented following Howe [10,11]. Then schematic higher-order computation systems (SHOCS)
and their reductions are introduced. In Section 4, the technique of Howe is extended to these calculi. The stability criteria are
then explained and shown to be sufﬁcient conditions for correctness of similarity in Theorem 4.12. In Section 5 we establish
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Fig. 1. Searching the Redex using label-shift.
left-stability for every kind of reduction in a SHOCS, which ﬁnally proves that in every SHOCS, similarity implies contextual
preorder.
2. A non-deterministic extended call-by-need calculus: simulation proofs
In this section we treat a non-deterministic call-by-need lambda calculus LS , where the goal is to illustrate our method of
simulation proofs of equations. The calculus LS is in itself an interesting calculus, since it is sufﬁciently expressive to model
aspects of lazy functional programming languages with non-deterministic features. The calculus is used to illustrate the
simulation proof method that requires to ﬁrst construct an approximation variant LA of the calculus, such that LA satisﬁes
the conditions of a structured higher-order computation system (SHOCS) as deﬁned in the next section.
The proof of all properties concerning the calculi LS , LA and their equivalence are not part of this paper, but can be found
in sufﬁcient detail in [20].
2.1. A call-by-need calculus
The non-deterministic call-by-need calculus LS has binary application, non-recursive let, choice, seq, case and construc-
tors and is equipped with a normal-order reduction that deﬁnes evaluation to weak head normal form. The calculus LS is an
extended version of the corresponding calculus in [17,18] by case and constructors, see also [22,2,3] for non-deterministic
calculi with case and constructors, and [23–25] for deterministic call-by-need calculi. Note that the exact deﬁnition of the
syntax and rules may vary slightly in different papers, in particular the syntax and the rules dealing with case-expressions.
We describe the syntax of LS . There is an inﬁnite set V of variables and a ﬁnite set K of constructors with ﬁxed arities. The
canonical operators, indicating values, areλ and the constructors fromK . The syntax is as follows,where Emeans expressions
and c, ci ∈ K:
E ::= V | (E E) | λx.E | (let V = E in E) | (choice E E) | (seq E E)
| (c E1 . . . Ear(c)) | (case E of (c1 V . . . V) → E; . . . ; (cm V . . . V) → E)
The case-construct is assumed to have a pattern (c x1 . . . xar(c)) for every constructor c ∈ K , where the variables in a pattern
have to be distinct. For simplicity we have only one case-construct which allows to simulate typed “cases”. The scoping rules
are as usual, where let is non-recursive, and hence the scope of x in (let x = s in t) is the term t.We assume that expressions
satisfy the distinct variable convention before reduction is applied, which can be achieved by a renaming of bound variables.
A nested let-expression is written as (let x1 = s1, . . . , xn = sn in t), meaning (let x1 = s1 in (let x2 = s2 . . . in (let xn =
sn in t) . . .)).
We use labels indicating the normal order redex, where T means “top-let”, S means a “subterm”, and M is a variable
that may stand for S or T . The shifting algorithm (unwind) starts with tT , where t is unlabeled, and uses the rules in Fig. 1
exhaustively. In Fig. 2 the normal-order reduction rules are deﬁned, where the rules are applied by ﬁrst running the unwind-
labeling on a label-free expression, and then applying the reduction rule. The reduction of swith result t is denoted as s
no−→ t,
and in case of a sequence it is denoted as s
no,*−−→ t. A cv-expression means an expression of the form (c x1 . . . xn) where c is
a constructor and xi are variables. A value is an abstraction or a constructor-expression (c t1 . . . tn). We use the following
abbreviation for reduction rules: (choice) = (choicer)∪ (choicel), (lll) = (llet)∪ (lapp)∪ (lseq)∪ (lcase). Aweak head normal
form (WHNF) is an expression (let x1 = t1, . . . , xn = tn in v), where v is a value. A term s converges, iff s no,*−−→ s1 for some
WHNF s1, denoted as s ⇓.
Two terms s, t are related by contextual preorder, s ≤c t, iff ∀C : C[s] ⇓ =⇒ C[t] ⇓, and s, t are contextually equivalent,
s ∼c t, iff s ≤c t and t ≤c s.
Proving properties of the calculus LS is done in [20], e.g. correctness proofs of transformations, and showing correctness
of modifying the calculus by changing the evaluation strategy and the reduction rules. Remarkably, the correctness proof
for transformations and further properties of the calculus LS could only be accomplished by a detailed analysis of another
calculus L with slightly different reduction rules: In Fig. 2, the rules (case), (seq) and (cp) in the calculus L view bindings
x = y as transparent, e.g. the rule (cp)L can make the reduction (let x = λz.z, y = x in (x Nil)) → (let x = λz.z, y =
x in ((λz.z)Nil)). In addition the calculus L allowsnon-local rules: it looks for thevalueof bindings insteadofﬁrst substituting
and then applying a local rule, e.g. (seq)L canmake the reduction: (let x = λz.z, y = x in (seq y Nil)) → (let x = λz.z, y =
x in Nil). In L it is not necessary to copy cv-expressions either, e.g. L can make the following case-reduction:
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Fig. 2. Normal-order rules of LS .
The LA-reduction
A−→ is deﬁned as one of the reductions above in any non-closing surface context.
Fig. 3. Reductions in LA: approximation reductions.
(let x = (Cons (λz.z) Nil), y = x in (case y of ((Cons y1 y2) → y1); (Nil → λx.Nil))) → (let z1 = (λz.z), z2 = Nil, x =
(Cons z1 z2), y = x in (lety1 = z1, y2 = z2 iny1)). The sameobservationwasmadeandused for constructing the correctness
proofs in [22,26] for a calculus with letrec.
Applicative similarity cannot be applied directly as a tool to LS for two reasons:
The deﬁnition of similarity is not compatible with sharing as represented by let. This is, because similarity is in general
based on evaluation (to a value) followed by decomposition, i.e. is continued recursively on the subterms. But in the calculus
LS there are values with let as the topmost operator, although – obviously – not every let-term is a value. To continue the
decomposition process in (let x = s in t) for t, by keeping the let-binding x = s is in conﬂict with sharing if s contains a
non-deterministic choice-possibility. A second, more technical reason is that the (llet)-rule resists the technique of Howe.
Both challenges can be solved by using a semantically equivalent (approximation) calculus without the (llet)-rule, that
uses pseudo-values as the expressions that may be copied within a term, and answer terms as a replacement for values. This
is formalized by amore general rule format for calculi whereHowe’s technique applies: These are the schematic higher-order
computation systems (SHOCS) introduced and analyzed in the next sections.
2.2. A call-by-need approximation calculus
Wewill nowdeﬁne the approximation calculus LA corresponding to LS , such that the contextual preorders of the respective
calculi are equivalent. Furthermore, LA is a SHOCS as declared in the next section, and as a result, Main Theorem 5.5 can
eventually be applied to LA. The syntax of LS is extended by additionally permitting a constant  as an expression. The
canonical operators in the sense of a SHOCS are λ and the constructors. A surface-context is a context where the hole is not
within an abstraction, and a non-closing surface context is a surface context C[ ], where the hole is not in the scope of a let or
in an alternative of a case, and since it is a surface context, also not in an abstraction, i.e. it is a context that cannot capture
variables.
The reduction rules of LA are deﬁned in Fig. 3.
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Fig. 4. Finding AP-reduction contexts.
A term t converges w.r.t. LA: t ⇓A iff t A,*−→ v, where v is a answer.
Two terms s, t are related by contextual preorder w.r.t. LA, s ≤c,A t, iff ∀C : C[s] ⇓A =⇒ C[t] ⇓A, and s, t are contextually
equivalentw.r.t. LA, s ∼c,A t, iff s ≤c,A t and t ≤c,A s.
We argue that the addition of  to the syntax of LS does not change its semantics. Let L be the calculus LS on the
expressions and contexts that may contain, but with the same deﬁnition of reductions rules, normal-order reduction and
WHNFs. The corresponding convergence is denoted using the sufﬁx L. Let φ be the translation of expression from L to
expressions of LS which replaces every occurrence of by  = (λx.(x x)) (λx.(x x)). Then the following holds [20]:
Proposition 2.1. Let s be an L-expression. Then s ⇓L ⇐⇒ φ(s) ⇓LS . Moreover, for all L-expressions s, t the relation
sc,L t ⇐⇒ φ(s) ≤c,LS φ(t) holds.
If it is not ambiguous, we do not mention the distinction between LS and L, and assume that the calculus L is used.
Theorem 2.2 ([20]). Let s be an expression. Then s ⇓LS ⇐⇒ s ⇓LA , and also ≤c,LS = ≤c,LA .
2.2.1. A less non-deterministic approximation reduction
In order to have a more convenient reduction, in particular avoiding unnecessary reduction alternatives, we deﬁne a
special kind of approximation reduction:
Deﬁnition 2.3. Let AP be the class of contexts, where the hole can be reached by a label-shift of S using the rules in Fig. 4.
Note that AP-contexts are also non-closing surface contexts. We deﬁne
AP−→ as a reduction from Fig. 3 in an AP-context and
s ⇓AP iff s AP,*−−→ v for some answer v.
Note that AP-reductions have – besides choice non-determinism – only a non-determinism w.r.t. whether a (stop)-
reduction is performed for a subterm or another reduction. In the case that a free variable is in an AP-context, the next
AP-reduction is a stop-reduction replacing this free variable by . Note also that the stop rule may be used not only in
maximal AP-contexts.
Theorem 2.4 ([20]). Let s be an expression. Then for all answers v : s ⇓A v ⇐⇒ s ⇓AP v.
2.3. Simulation proofs for examples
In Section 5.1 we argue in a general form that the approximation calculus LA permits proofs for contextual equivalence
using mutual simulation. The deﬁnition of simulation in the calculus LA, as an instance of the general deﬁnition in the next
section, is as follows:
Deﬁnition 2.5. The behavioral preorder ≤b is deﬁned as the greatest relation on closed expressions satisfying the following
two conditions:
• For all closed expressions s, t: If s ⇓A λx.s′, then t ⇓A λx.t′ and for all closed pseudo-values r: s′[r/x] ≤b t′[r/x].• For all closed expressions s, t: If s ⇓AP (c s1 . . . sn), then t ⇓AP (c t1 . . . tn) and for all i: si ≤b ti.
The relation≤bo on all expressions is deﬁned as the open extension on closed pseudo-values, i.e. for all s, t: s≤bo t ⇐⇒
for all substitutions σ that replace variables by closed pseudo-values: if σ(s), σ(t) are closed, then σ(s) ≤b σ(t) holds.
Mutual similarity b is deﬁned as b := ≤bo ∩ ≥bo.
Note that Theorem 2.4 permits us to replace A-convergence by AP-convergence, which leads to less non-determinism for
the intermediate reductions.
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Fig. 5. Combinators, recursive functions and examples.
As we will see in Sections 4 and 5, which contains an treatment of SHOCS, a generalization of the calculus LA, we can use
the following criteria to show contextual equivalence in the calculus LA, and hence also in the calculus LS .
• For two closed expressions s, t: if s b t then sc t.• For two open expressions s, t: if s bo t then sc t; i.e. if for all substitutions σ that replace variables by closed pseudo-
values: if σ(s), σ(t) are closed and σ(s)b σ(t) then sc t.
Here we will demonstrate the application of this tool to some examples.
Using the deﬁnitions from Fig. 5 it is easy to see that Y K b Y2 K using AP-reduction, and hence (Y K) ∼c (Y2 K). The
main argument is that all the answers in every recursion of the similarity-test are abstractions. The relation s0 b t0 is easy to
verify using simulation, and hence s0 c t0 holds. Note that similarity-testing of s0, t0 requires s0 to AP-reduce to an answer,
hence the expression (choice 0 1) will be reduced before any comparison takes place.
The expressions s1, t1 are lists with elements 0, 1, where the selection can bemade independently for every element, and
where the simulation method permits a proof of equivalence. It is not hard to see that s1 ∼c s2, since the latter corresponds
either to an inﬁnite lists of 0’s or of 1’s, and contexts that distinguish s1 and s2 can easily be constructed. We illustrate the
respective AP-reductions that are necessary for a simulation proof of s2 ∼c t2. The AP-reduction of (Y F) for an abstraction
F results in: Y F
AP,*−−→ Fn(F ′ F ′) AP−→ Fn , where F1 a = Fa, Fn+1 a = F (Fn a) and F ′ = λx.F (x x). Thus the possibilities of
AP-reductions of s2 are as follows:
repeat (choice 0 1)
AP,*−−→ (Fn  (choice 0 1)
where F = (λr.λx.Cons x (r x)))
AP−→ (Fn  0) or (Fn  1)
AP,*−−→ (Cons 0 (Cons 0 . . . (Cons 0))) or (Cons 1 (Cons 1 . . . (Cons 1)))
The reduction of t2 results in (Cons 0 (Cons 0 . . . (Cons 0))) for repeat 0 and (Cons 1 (Cons 1 . . . (Cons 1))) for repeat 1,
hence t2 can reduce to (Cons 0 (Cons 0 . . . (Cons 0))) or to (Cons 1 (Cons 1 . . . (Cons 1))). This shows that s2, t2 have the
same answers using AP-reductions, hence they are mutual similar, and therefore contextually equivalent.
Further contextual equivalences that can immediately be derived using mutual similarity and the second criterion above
using the open extension are commutativity, idempotency and associativity of choice seen as a binary operator.
3. The higher-order abstract framework
In this section we deﬁne the higher-order abstract syntax, the permitted rule formats and give an account of the general
class of permitted calculi.
3.1. Higher-order computation language
The higher-order abstract syntax is borrowed from [11]. LetL = (O,α) be a signature, whereO consists of symbols, called
operators, and for every τ ∈ O its argument arity α(τ) which is a perhaps empty sequence of non-negative integers, and
where we denote the arity n of τ as ar(τ ). Let V be a countable set of variables. Then L is called a higher-order computation
language (HOCL) and O its set of operators. The sets iT (L) are inductively deﬁned as follows:
282 M. Mann, M. Schmidt-Schauß / Information and Computation 208 (2010) 276–291
1. V ⊆ 0T (L).
2. If t ∈ 0T (L) and x1, . . . , xn ∈ V are distinct then x1, . . . , xn.t ∈ nT (L).
3. If τ ∈ Owith α(τ) = 〈k1, . . . , kn〉 and tj ∈ kjT (L) for j ∈ {1, . . . , n}, then τ(t1, . . . , tn) ∈ 0T (L).
The elements of nT (L) are called operands, and for n > 0 they are called higher-order operands, also denoted as (≥1)T (L),
and the elements of T (L) := 0T (L) are called terms of the language L. The construct x1, . . . , xn.t binds variables. Free
and bound variables of operands are deﬁned as usual, FV(t) denotes the set of free variables of an operand t. The set of
closed terms will be referred to as T0(L). Tuples of operands (or terms) are sometimes denoted as t, or ti, and sometimes
τ(t1, . . . , tn) is written as τ ti. If the language L is clear from context we omit the parameter L in the notation, and then we
may write T for the set of all terms. Note that the abstract syntax has an implicit abstract typing: whenever an operator τ
and operands ai arementioned in some context, then τ(ai) is supposed to form a valid term.Wewill use the convention that
in terms and operands all bound variables are different, and that they are also different from free variables, which can be
achieved by renaming bound variables. The expression s[t/x] stands for the application of the capture-free substitution of
t for x, where a perhaps necessary renaming of bound variables during substitution is included. Syntactic equality of terms
and operands includes alpha-renaming.
Example 3.1. With O = {λ, let,@, Cons, Nil, case} a language with lists and a case is declared, where Cons and Nil are the
constructors. The argument-arities of λ,@, let are α(λ) = 〈1〉, α(@) = 〈0, 0〉, α(let) = 〈1, 0〉, α(Cons) = 〈0, 0〉, α(Nil) =
〈〉, and α(case) = 〈0, 2, 0〉. The latter holds, since the language has exactly 2 constructors, and thus every case-expression
consists of an expression to be analyzed and two alternatives. A term like (case x of (Cons z1 z2) -> y; Nil -> Nil) is
expressed as case(x, z1z2.y, Nil).
1
In LS in Section 2, there is one case for all constructors, however, it is also easily possible tomodel a class of case-constructs
for every group of constructors belonging to a data type.
A context C is a term with a hole [ ] (syntactically this is an operand), and C[s] stands for the resulting term where term
s has been plugged into the hole of C. Note that contexts may possibly capture free variables. A non-closing surface context
(NCS-context) [17] is a context, where every suboperand that contains the hole is a term, and only terms can be substituted
for the hole, i.e. the hole is not in the scope of any binder.
3.2. Schematic higher-order computation systems
In this subsection we deﬁne schematic higher-order computation systems (SHOCS) based on a set of canonical operators
and correspondingly deﬁned answers, and a simple but powerful rule format for small-step reduction that covers a class of
extended lambda calculi. The reduction strategy, which is usually an approximation reduction of a call-by-need calculus (like
LA), will be reminiscent of call-by-value, but involves irreducible non-answer terms (e.g.) in order tomodel approximation.
LetANS ⊆ T be the set of answers, PV ⊆ T be the set of pseudo-values, where we assume thatANS ⊆ PV . The exact
nature of these setswill bemade precise later inDeﬁnition 3.7. Answers are the possible outcomes of (successful) evaluations
of terms, whereas pseudo-values are the terms that are allowed for instantiation. A substitution σ with range PV ∩ T0 will
be called pseudo-valued substitution or PV-substitution for short. Let ⊆ O be a set of canonical operators. We will use τ if
we mean a general operator in O, and θ for canonical operators.
Thedeﬁnitionof the rule formatbelow involves threekindsofmeta-variables,meta-termsandsecond-order substitutions.
The formalism closely follows [13] except that we use pseudo-value meta-variables and answer meta-variables in addition
to general variables (see Example 3.6 for the intended use).
Deﬁnition 3.2. Let PMV, AMV, TMV be three countable sets of pseudo-value meta-variables V , V1, V2, . . . , answer meta-
variables A,A1,A2, . . . , and operand meta-variables, respectively, and letMV = PMV ∪˙ AMV ∪˙ TMV be the set of all meta-
variables, ranged over by X ,X1,X2, . . . ,Y ,Y1,Y2, . . .. We assume that the arity of the meta-variables in PMV and AMV is 0,
and that TMV contains a countable set of meta-variables for every arity n ∈ ηoN. The arity ar(X ) ∈ ηoN of a meta-variable
X ∈ MV determines the number of binders of the (higher-order) operand which may be substituted for this meta-variable.
For simplicity we write X (n) to indicate ar(X ) = n.
The sets of meta-terms nMT of arity n ∈ ηoN are deﬁned as follows:
1. V ⊆ 0MT (where V is the set of ordinary variables).
2. IfM ∈ 0MT and x1, . . . , xn ∈ V then (x1, . . . , xn)M ∈ nMT .
3. If τ ∈ Owith α(τ) = 〈k1, . . . , kn〉 andMj ∈ kjMT for j ∈ {1, . . . , n} then τ(M1, . . . ,Mn) ∈ 0MT .
4. If X (n) ∈ MV then X (n) ∈ nMT .
5. If X (n) ∈ MV and Vj ∈ PMV for j ∈ {1, . . . , n} then X (n) · (V1, . . . , Vn) ∈ 0MT .
1 See also Example 3.6.
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Note that 1–3 are the usual rules for term formation while 4 and 5 concern meta-variables and the corresponding meta-
application:
Pseudo-value meta-variables V must be instantiated only by pseudo-values in PV , answer meta-variables A must be
instantiated only by answers in ANS , and meta-variables X may be instantiated by any operand (as long as the arity is
correct). For a meta-variable X ∈ MV with arity α(X ) = n and second-order substitution σ with σ(X ) = x1, . . . , xn.t we
deﬁne:
σ(X · (V1, . . . , Vn)) = t[σ(Vj)/xj] (3.1)
Deﬁnition 3.3. Let τ ∈ O be an operator. Then the set Iτ (of term positions) is deﬁned as
Iτ = { i | α(τ) = 〈k1, . . . , kn〉 ∧ ki = 0 }
Intuitively, Iτ describes the positions of the operator τ where evaluation may take place in the sense of the approximation
reduction.
Deﬁnition 3.4. The set of rules of a HOCL is in SHOCS format if the following conditions are met:
For each operator τ there are |Iτ | many inference rules (NCS-rules) of the form below:
{
Xi → Yi
τ(X1, . . . ,Xi, . . . ,Xar(τ )) → τ(X1, . . . ,Yi, . . . ,Xar(τ ))
}
i∈Iτ
where the meta-variables Xi and Yi are distinct and the meta-variables X1, . . . ,Xn, are pairwise different.
The other rules match one of the following two formats:
There may be further rules (projection rules) of the form
{
τ(M1, . . . ,Mar(τ )) → Mk
}
where
1. τ ∈ .
2. For all i: Mi may be of two forms: either Mi ∈ AMV ∪˙ TMV is a meta-variable or Mi is a meta-term of the form
θ(V1, . . . , Vl), where θ ∈ .
3. Meta-variables occur at most once in the left-hand side.
4. Mk is some meta-term of arity 0 occurring in the left-hand side.
There may be further rules (copy rules) of the form
{
τ(M1, . . . ,Mar(τ )) → X · (V1, . . . , Vl)
}
where
1. τ ∈ .
2. For all j,Mj is either ameta-variable∈ TMV ∪˙ AMV ∪˙ PMV , or a term of the form θ(X1, . . . ,Xar(θ)), where for all i: either
Xi ∈ PMV or Xi ∈ TMV has arity greater than 0, and θ ∈ .
3. Meta-variables occur at most once in the left-hand side.
4. X is a meta-variable in TMV of arity l and must occur in the left-hand side. The pseudo-value meta-variables V1, . . . , Vl
must also occur in the left-hand side of the rule. The meta-variables V1, . . . , Vl are pairwise distinct.
Remark 3.5. Note that the inference rules (NCS-rules) allow reduction in any non-closing surface context. For this reason
evaluated terms may only be required at positions where reduction may take place by one of the rules of inference. This is
different from the corresponding property in [13] because we do not treat call-by-value here.
Aprojection rules is called a simple projection if allmeta-termson the left-hand side are operandmeta-variables, otherwise
we speak of a conditional projection.
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Intuitively, the copy rules allow to copy operands of a subterm which are pseudo-values to other locations in the term.
Copy rules are slightly restricted to be of depth 2, however, it is sufﬁcient for all concrete reduction rules.
Example 3.6. The rules (choicel), (choicer) in the calculus LS from Section 2 are simple projection rules while the rule (seq)
is a conditional projection:
choice(X ,Y) → X
choice(X ,Y) → Y
seq(A,Y) → Y
The β-reduction (betaA) is a copy-reduction where τ stands for application @, λ is a canonical operator, i.e.:
@(λ(X ), V) → X · V
The case-construct has a copy rule or a projection rule for every possible constructor and corresponding constructor-
alternative. The reduction (case (Consv1 v2)of (Consx1 x2) → t1; Nil → t2) → t1[v1/x1, v2/x2] for lists andpseudo-values
v1, v2 in the approximation calculus is a reduction by a reduction rule that matches the schema of a copy rule:
case (Cons(V1, V2),X ,Y) → X · (V1, V2)
while (case (Nil) of (Cons x1 x2) → t1; Nil → t2) → t2 obeys the schema of a conditional projection rule:
case (Nil,X ,Y) → Y
The arity of case is 〈0, 2, 0〉 if we assume that only the constructors Cons and Nil are in the language.
Givena relation−→⊆ T × T , thenotations−→+ and−→* mean the transitive and reﬂexive–transitive closure, respectively,
of −→.
Deﬁnition 3.7. A schematic higher-order computation system (SHOCS) is a tuple (L,,), where L is a HOCL,  O, and
 ∈ O \  is a 0-ary constant. The components  and  are called canonical operators and Stop, respectively. We will use
the following further components. PV , ANS ,−→,⇓, called pseudo-values, answer terms, small-step reduction, and evaluation,
respectively, where ANS ⊆ PV ⊆ T , and −→ ⊆ T × T . The following conditions must hold:
1. The set PV is inductively deﬁned as follows:
PV := {} ∪ {θ(a1, . . . , aar(θ)) | θ ∈  is canonical and for all i either ai = x.t for some t, or ai ∈ PV }.
2. The set of answers is deﬁned as: ANS := PV \ {}.
3. The reduction −→ is given by rules according to the SHOCS format of Deﬁnition 3.4.
Additionally there is a rule s −→  (the stop rule) which is applicable if s is not an answer. Due to the NCS-rules, this rule
is applicable also in non-closing surface contexts.
4. We deﬁne ⇓ ⊆ T ×ANS as ∀s ∈ T , v ∈ ANS : s ⇓ v ⇐⇒ s −→* v.
Note that the relation−→ is not deterministic in general, since it is allowed in arbitrary non-closing surface contexts. As an
example,, Nil, Cons(, Nil) are pseudo-values, and the latter two are also answers, wherewe assume as usual that Nil and
Cons are constructors and hence Nil, Cons ∈ . Note that free variables may appear in pseudo-values and answers, provided
they are within higher-order operands e.g. Cons((λ(x.y)), Nil) (in concrete languages this means: within abstractions).
Let the answer set of a term s be ans(s) = { t | s ⇓ t }. LetDIV be the set of diverging terms, i.e.DIV := {s ∈ T | σ(s) ⇓ for
all pseudo-valued substitutions σ }. It is obvious that DIV ∩ T0 = {s ∈ T0 | s ⇓}.
Proposition 3.8. The following holds for every SHOCS:
1. The constant does not converge: ⇓.
2. For all s ∈ T0 : s −→ t =⇒ t ∈ T0.
3. ∀v ∈ ANS : v ⇓ v.
4. ∀s ∈ T0,∀v ∈ ANS : s ⇓ v =⇒ v ∈ T0.
5. ∀s ∈ T : s[/x] ⇓ ⇐⇒ s ⇓.
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Proof. This follows from the conditions on SHOCS and the permitted kinds of rules:
1.  ⇓ holds, since there is no rule matching a rule schema that reduces, since is not an answer.
2. The rules according to the rule schemata always have a subexpression of the left-hand side as right-hand term or a
meta-application consisting of operands of the left-hand side, hence no free variables can be introduced.
3. This follows trivially from the deﬁnition.
4. This follows from (2).
5. This claim depends on the rule format.
“ =⇒ ": If s[/x] ⇓, then also s ⇓, by using the same reduction sequence, but inserting x → -reductions with high-
priority, in particular, whenever the variable x appears in an NCS-context. Note that the conditions on pseudo-values and
answers are only conditions on subterms in NCS-contexts.
“⇐=": The same reduction sequence can be used: The reason is that s′ → s′′ implies s′[/x] → s′′[/x], if s′ is an
answer (or a pseudo-value) then also s′[/x]. 
4. Similarity and the precongruence candidate
For this and the following Section 5, we assume that a ﬁxed SHOCS is given. In this section we will sketch Howe’s
method [10,11] applied to SHOCS, where we omit proofs which are only adaptations from [10,11]. More information can also
be found in [27]. Contrary to [10], our proof method emphasizes the use of reduction rules instead of performing a certain
proof task for every language operator (see also [14]).
In the following we only use binary admissible (term-)relations υ ⊆ T × T where for every variable permutation ρ :
s υ t ⇐⇒ ρ(s) υ ρ(t). A relation on higher-order operands is an extension of an (admissible) term-relation υ deﬁned as
follows x.s υ y.t : ⇐⇒ s[z/x] υ t[z/y] for fresh and different variables z. For a relation υ ⊆ T × T , (υ) 0 := υ ∩ T0 × T0
deﬁnes its restriction to closed terms.
A preorder is a reﬂexive and transitive relation and an equivalence relation is a symmetric preorder. A relation υ ⊆ T × T
is compatible (with contexts) if for every context C: s υ t implies C[s] υ C[t]. A precongruence is a compatible preorder, and a
congruence is a compatible equivalence relation. A relation υ ⊆ T × T is said to be operator-respecting (see also [10]), if and
only if ∀i : ai υ bi implies τ(a1, . . . , aar(τ )) υ τ(b1, . . . , bar(τ )) for all operands ai, bi and operators τ ∈ O. For an open term
t a substitution σ is closing if σ(t) is closed.
The following deﬁnition of an open extension is different from Howe’s development, where all substitutions are used.
Deﬁnition 4.1. A relation η ⊆ T0 × T0 on closed terms is extended to open terms as follows: for s, t ∈ T × T : s ηo t, if and
only if σ(s) η σ (t) for all closing pseudo-valued substitutions σ holds.
The relation ηo is reﬂexive (transitive, symmetric, respectively) whenever η is. Further obvious properties for relations
η, ν ⊆ T0 × T0 and ηo, νo are: (ηo) 0 = η; ν ⊆ η =⇒ νo ⊆ ηo; η ⊆ ηo; and if η is a preorder, then η ◦ ηo ⊆ ηo holds.
4.1. Simulations and contextual equivalence
Deﬁnition 4.2. The contextual preorder c ⊆ T × T and the contextual equivalence c ⊆ T × T are deﬁned by
s c t : ⇐⇒ (∀C ∈ C : C[s] ⇓ =⇒ C[t] ⇓)
s c t : ⇐⇒ s c t ∧ t c s
Contextual preorder is a precongruence and contextual equivalence a congruence.
Deﬁnition 4.3. Let υ ⊆ T × T be a relation. Then [υ] ⊆ T0 × T0 is deﬁned by
s [υ] t : ⇐⇒ (∀θ(s1, . . . , sar(θ)) : s ⇓ θ(s1, . . . , sar(θ))=⇒ (∃θ(t1, . . . , tar(θ)) : t ⇓ θ(t1, . . . , tar(θ)) ∧ ∀i : si υ ti))
A relation η ⊆ T0 × T0 is called a simulation if and only if η ⊆ [ηo] holds. Similarity b ⊆ T0 × T0 is deﬁned to be the
greatest ﬁxed point of [ · o] on T0 × T0, i.e. as the largest simulation.Mutual similarity is deﬁned as b := b ∩b.
FromDeﬁnition 4.3 and the properties of the open extension it is clear that [ · o] ismonotone, hence its greatest ﬁxed point
exists using the Knaster–Tarski ﬁxpoint theorem. By η ⊆ [ηo] a simulation constitutes a post-ﬁxed point of [ · o]. A relation η
whichmeets η ⊆ [ηo] is called [ · o]-dense in [28]. So we haveb =
⋃ {η | η ⊆ [ηo]}. This is the base for the proof principle
of co-induction, cf. [14,29,30]. The technique of ﬁxed points and co-inductionwas used and is being used for different related
calculi, cf. [7,31,9,19,14,30].
The relationb is a preorder: transitivity follows by showing that ≤b ◦ ≤b is a simulation by co-induction. This implies
that the relationb is an equivalence relation. Note that in general ⋂
i∈ηoN
Fi(T0 × T0) is not a simulation, where F(R) := [Ro],
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and Fi+1(R) := F(Fi(R)), since continuity of F appears to fail for non-deterministic reduction, hence we also could not use
the Kleene-representation of the greatest ﬁxpoint.2
Sinceb =
[bo], for all s, t ∈ T0: sb t ⇐⇒ (∀θ(a1, . . . , aar(θ)) ∈ ans(s) : ∃θ(a′1, . . . , a′ar(θ)) ∈ ans(t) : ∀i : aibo a′i).
The precongruence candidate ̂b thatwedeﬁne belowas an extension ofbo will be operator-respecting by construction,
but is in advance not known to be transitive.
Deﬁnition 4.4. The precongruence candidate ̂b ⊆ T × T is deﬁned inductively on the structure of the left argument:
• x ̂b s if x ∈ V is a variable and xbo s.
• τ(a1, . . . , aar(τ )) ̂b s if there exist a′1, . . . , a′ar(τ ) such that for all i: ai ̂b a′i and τ(a′1, . . . , a′ar(τ ))bo s hold.
Note that if ai is a higher-order operand, i.e. ai = x.bi and ai = y.b′i , then the condition x.bi ̂b y.b′i means bi[z/x] ̂b b′i[z/y]
for fresh variables z.
The relation ̂b can be seen as an operator-respecting closure ofbo. As Howe puts it: s ̂b t if t can be obtained from s via
one bottom-up pass of replacements of subterms by terms that are larger underbo. Note that the precongruence candidate is
admissible.
The following two lemmas can be proved by adapting Howe’s corresponding proofs to pseudo-valued substitutions; (for
an explicit proof see e.g. [27]). We provide only the detailed proofs of parts (5) and (6), since these are concerned with
pseudo-values.
Lemma 4.5.
1. ̂b is reﬂexive.
2. ̂b and (̂b) 0 are operator-respecting.
3. bo ⊆ ̂b.
4. ̂b ◦bo ⊆ ̂b.
5. Let a, a′ be closed pseudo-values. Then (a ̂b a′ ∧ s ̂b s′) =⇒ s[a/x] ̂b s′[a′/x]. Note that [a/x], [a′/x] are pseudo-valued
substitutions.
6. ̂b ⊆ ((̂b) 0)o.
Proof. We only prove parts (5) and (6), since the other parts are standard (see e.g. [10]). The proof is by induction on the
structure of the term s.
• If s ∈ V is a variable then s ̂b s′ is equivalent to s bo s′ by deﬁnition. If s ≡ x then s[a′/x] ≡ a′ bo s′[a′/x] holds by
the deﬁnition of the open extension (which is deﬁned by looking at all closing pseudo-valued substitutions). Because
of a ̂b a′ we also have a ≡ s[a/x] ̂b s[a′/x] ≡ a′ and thus a ̂b s′[a′/x] is implied by composition, i.e. property 4 of
Lemma 4.5.
If s is a variable different from x, i.e. s ≡ y, then y[a′/x]bo s′[a′/x] is valid. Therefore y[a/x] ≡ y ≡ y[a′/x]bo s′[a′/x]
holds and y[a/x] ̂b s′[a′/x] follows from property 3 of Lemma 4.5.
• If s is of the form s ≡ τ(si) then τ(si) ̂b s′ means that there are s′i such that si ̂b s′i and τ(s′i)bo s′ holds. Hence, for all i :
si[a/x]̂b s′i[a′/x]bythe inductionhypothesis.Moreover,τ(si)[a/x]≡τ(si[a/x])̂b τ(s′i[a′/x])≡τ(s′i)[a′/x]bo s′[a′/x],
since ̂b is operator-respecting, and because of the deﬁnition of the open extension. This implies s[a/x] ̂b s′[a′/x] by
composition (see Lemma 4.5 (4)).
Nowpart (6) follows immediately frompart (5), since s ̂b t impliesσ(s) ̂b σ(t) for every closingpseudo-valuedsubstitution
σ . 
Lemma 4.6. Let τ(a1, . . . , aar(τ )), s ∈ T0 be closed terms, such that τ(a1, . . . , aar(τ )) ̂b s holds. Then there are operands a′i ,
such that τ(a′1, . . . , a′ar(τ )) is closed, ∀i : ai ̂b a′i and τ(a′1, . . . , a′ar(τ ))b s.
Proof. Thedeﬁnition of ̂b implies that there is a term τ(a′′1 , . . . , a′′ar(τ )) such that ai ̂b a′′i for all i and τ(a′′1 , . . . , a′′ar(τ ))b
o
s.
Let σ be the substitution with σ(x) :=  for all x ∈ FV(τ (a′′1 , . . . , a′′ar(τ ))). Since is a closed pseudo-value, Lemma 4.5(5)
now shows that ai = σ(ai) ̂b σ(a′′i ) holds for all i. The relation σ(τ(a′′1 , . . . , a′′ar(τ )))bo s holds, since s is closed, and by
the Deﬁnition of the open extensionbo. The requested term is τ(σ (a′′1), . . . , σ(a′′ar(τ ))). 
The proof of the following theorem is an adaptation of [11, Theorem 3.1] to pseudo-valued substitutions (see also [27]).
2 Thanks to a remark of an anonymous referee.
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Theorem 4.7. The following claims are equivalent.
1. bo is a precongruence.
2. ̂b ⊆ bo.
3. (̂b) 0 ⊆ b.
Proof. The claim is shown by a chain of implications.
“1 =⇒ 2”: Assumingbo to be a precongruence and a ̂b s, we show abo s by induction on the deﬁnition of ̂b.
• If a ∈ V is a variable, the only possibility is abo s.
• If a ≡ τ(a1, . . . , aar(τ )) for some operator τ and operands ai, there are operands a′i such that ai ̂b a′i for every i
and τ(a′1, . . . , a′ar(τ )) b
o
s. From the induction hypothesis we may conclude ∀i : ai bo a′i , which in turn means
τ(a1, . . . , aar(τ ))bo τ(a′1, . . . , a′ar(τ )) and furthermore τ(a1, . . . , aar(τ ))b
o
s sincebo is a precongruence.
“2 =⇒ 3”: From ̂b ⊆ bo we have (̂b) 0 ⊆ (bo) 0 = b.
“3 =⇒ 2”: From (̂b) 0 ⊆ b we have ((̂b) 0)o ⊆ bo by monotonicity. In conjunction with Lemma 4.5 this becomes
̂b ⊆ ((̂b) 0)o ⊆ bo.
“2 =⇒ 1”: Lemma 4.5 (3) and ̂b ⊆ bo together imply ̂b = bo, thusbo is operator-respecting by Lemma 4.5 (2)
and a precongruence. 
4.2. Stability as a sufﬁcient criterion
Deﬁnition 4.8. We call (̂b) 0 stable, iff it is left-stable and right-stable, where
• the relation (̂b) 0 is left-stable, iff for all s, s′, t ∈ T0: s (̂b) 0 t and s −→ s′ implies s′ (̂b) 0 t;
• the relation (̂b) 0 is right-stable, iff for all t ∈ T0, θ(s1, . . . , sar(θ)) ∈ ANS ∩ T0: if θ(s1, . . . , sar(θ)) (̂b) 0 t, then there
is a θ(t1, . . . , tar(θ)) ∈ ANS ∩ T0, such that t ⇓ θ(t1, . . . , tar(θ)) and ∀i : si ((̂b) 0)o ti.
Proposition 4.9. If (̂b) 0 is stable, then it is also a simulation.
Proof. Let s, t ∈ T0, such that s (̂b) 0 t. Let s ⇓ θ(s1, . . . , sar(θ)). Then θ(s1, . . . , sar(θ)) ∈ ANS ∩ T0 and θ(s1, . . . ,
sar(θ)) (̂b) 0 t by left-stability and byDeﬁnition 3.7 (4). Right-stability of (̂b) 0 implies that there is some θ(t1, . . . , tar(θ)) ∈
ANS ∩ T0, such that t ⇓ θ(t1, . . . , tar(θ)) and ∀i : si ((̂b) 0)o ti. This means that s
[
((̂b) 0)
o
]
t, and hence (̂b) 0 is a
simulation. 
Proposition 4.10. If (̂b) 0 is a simulation, thenb
o
is a precongruence.
Proof. Since b contains all simulations, we obtain (̂b) 0 ⊆ b. The third of the equivalent claims of Theorem 4.7 is
satisﬁed, hencebo is a precongruence. 
Proposition 4.11. Ifbo is a precongruence, thenbo ⊆ c .
Proof. Let sbo t. Then ∀C : C[s]bo C[t] becausebo is a precongruence. Proposition 3.8 (5) shows that C[s] ⇓ implies
that (C[s]σ) ⇓, for a substitution σ that replaces all free variables by. The relation (C[s]σ)b(C[t]σ) holds, since σ is a
closing pseudo-valued substitution, and implies (C[t]σ) ⇓, sinceb is a simulation. Now Proposition 3.8 (5) shows C[t] ⇓,
and so s c t. 
Theorem 4.12. If (̂b) 0 is stable, thenb
o
is a precongruence,bo ⊆ c , (̂b) 0 = b, andb ⊆ (c) 0.
Proof. The chain of Propositions 4.9–4.11 shows the ﬁrst two claims. Theorem 4.7 shows the third claim. 
Corollary 4.13. If (̂b) 0 is stable, then for all closed terms s, t ∈ T0 :
sbt =⇒
(∀θ(s1, . . . , sar(θ)) : s ⇓ θ(s1, . . . , sar(θ)) =⇒∃θ(t1, . . . , tar(θ)) : t ⇓ θ(t1, . . . , tar(θ))
∧ θ(s1, . . . , sar(θ)) b θ(t1, . . . , tar(θ))
)
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Proof. This follows, since sbt =⇒ ∀θ(s1, . . . , sar(θ)) : s ⇓ θ(s1, . . . , sar(θ)) =⇒ ∃θ(t1, . . . , tar(θ)) : t ⇓ θ(t1, . . . ,
tar(θ)) ∧ ∀i : si bo ti. Sincebo is a precongruence, we also have θ(s1, . . . , sar(θ))bθ(t1, . . . , tar(θ)). 
4.3. On right-stability
Lemma 4.14. Let s, t be closed terms. Then s −→* t implies that t b s.
Lemma 4.15. Let s ∈ DIV ∩ T0, in particular s =  is permitted. Then sb t and s ̂b t for all closed terms t.
Proof. The ﬁrst relation holds, since b =
[bo], and since s does not converge. The second relation holds, since for
s = τ(si), the relation s ̂b t follows from si ̂b si and sb t. 
Lemma 4.16. Let t ∈ T0 and θ(si) ∈ ANS ∩ T0. If θ(si) (̂b) 0 t, then there is a θ(ti) ∈ ANS ∩ T0, such that t ⇓ θ(ti) and
∀i : si ̂b ti.
Proof. The proof is by induction on the depth of θ(si). The deﬁnition of (̂b) 0 and Lemma 4.6 imply that there is a closed
θ(s′i) with si ̂b s′i ∧ θ(s′i)bt. We deﬁne s′′i by looking at the operands si, s′i for every i:
• If si is a higher-order operand, then let s′′i := s′i . The relation si ̂b s′′i holds.• If si = , then there are the following cases: If s′i ⇓, then let s′′i be such that s′i ⇓ s′′i : otherwise, s′′i := . The relation
si ̂b s′′i holds by Lemma 4.15.
• If si ∈ ANS , then si := θi(si,j) and si, s′i are closed. We apply the induction hypothesis to si (̂b) 0 s′i , which results in
a closed θi(s
′
i,j) with s
′
i ⇓ θi(s′i,j), and si,j ̂b s′i,j . We deﬁne s′′i := θi(s′i,j). Since ̂b is operator-respecting, we also have
si ≡ θi(si,j) (̂b) 0 θi(s′i,j) ≡ s′′i .
Deﬁnition 3.7 of answer terms now implies that θ(s′′i ) ∈ ANS . The construction above shows that θ(s′i) −→* θ(s′′i ) by
Deﬁnition 3.7 (3) (i.e. due to the NCS-rules) and that θ(s′′i ) is closed (see Proposition 3.8), which implies θ(s′′i )bθ(s′i)bt
by Lemma 4.14, and then θ(s′′i )bt by transitivity of b. Now θ(s′′i )bt and b =
[bo] imply that there is a closed
θ(ti) ∈ ANS with t ⇓ θ(ti) and s′′i bo ti. The two relations si ̂b s′′i and s′′i bo ti can be combined to si ̂b ti by Lemma 4.5,
part 4. 
Corollary 4.17. The relation (̂b) 0 is right-stable.
Proof. Follows from Lemma 4.5, which shows ̂b ⊆ ((̂b) 0)o, and from Lemma 4.16. 
5. Left-stability of schematic reductions
We assume that a SHOCS is given and prove that left-stability of (̂b) 0 holds, which is the gap we have to close in order
to show stability. First we treat top-level reductions, while in Lemma 5.4 left-stability will be shown also for reductions in
arbitrary non-closing surface contexts.
The following is obvious:
Lemma 5.1. The relation (̂b) 0 is left-stable w.r.t. reduction by stop-reduction. That is, if s (̂b) 0 t for closed terms s, t and
s −→ , then (̂b) 0 t.
Lemma 5.2. The relation (̂b) 0 is left-stable w.r.t. projections.
Proof. Let τ(si) and t be closed termswith τ(si) (̂b) 0 t, and τ(si) −→ sk by a projection rule R according to the rule schema
τ(M1, . . . ,Mar(τ )) → Mk in Deﬁnition 3.4. We have to show that sk (̂b) 0 t.
The relation τ(si) (̂b) 0 t implies that there is a closed term τ(s′i), such that si ̂b s′i , and τ(s′i)b t. We will deﬁne a term
s′′ = τ(s′′1 , . . . , s′′ar(τ )) by scanning all the cases for the arguments si:
1. If Mi is an answer-meta-variable, then the terms si, s′i are closed, si is an answer, and the relation si ̂b s′i implies that
there is some s′′i with s′i ⇓ s′′i ∈ ANS and si ̂b s′′i by Lemma 4.16.
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2. IfMi is an (unrestricted) operand-meta-variable, then let s′′i := s′i .
3. If Mi is a meta-term of the form θ(V1, . . . , Var(θ)), then the terms si, s′i are closed, si is an answer of the form θ(si,1, . . . ,
si,ar(θ)), and the relation si ̂b s′i implies that s′i ⇓ s′′i ∈ ANS with s′′i = θ(s′′i,1, . . . , s′′i,ar(θ)), and si ̂b s′′i by Lemma 4.16.
Then τ(s′i) −→* τ(s′′i ) by the fact that reduction is compatible with non-closing surface contexts (due to the NCS-rules in
Deﬁnition 3.4), and thus Lemma 4.14 implies τ(s′′i )bτ(s′i), and by transitivity ofb, τ(s′′i )b t. We have τ(s′′i ) −→ s′′k , using
the same projection rule R, which is applicable due to the form of s′′i , hence by Lemma 4.14: s′′kbτ(s′′i ). Transitivity ofb
implies s′′kbt. Together with sk (̂b) 0 s′′k this implies sk (̂b) 0 t, and hence the claim holds. 
Lemma 5.3. The relation (̂b) 0 is left-stable w.r.t. copy-reductions.
Proof. Given closed terms s = τ(si) and t such that τ(si) (̂b) 0 t and τ(si) −→ s′ by a copy-reduction R according to the
rule schema τ(M1, . . . ,Mar(τ )) → X · (V1, . . . , Vl), we have to show that s′ is a closed term with s′ (̂b) 0 t:
Since τ(si) (̂b) 0 t there is a closed term τ(s′i) such that si ̂b s′i and τ(s′i)bt. The meta-variable X in the rule schema
R is of arity l. Let p0 be the position of X in the left-hand side, and pi, i = 1, . . . , l be the positions of the meta-variable Vi
in the left-hand side. The term resulting from the reduction is s′ = r[v1/x1, . . . , vl/xl] where s|p0 = x1 . . . xl.r, and where
vi = s|pi , i = 1, . . . , l. We will deﬁne a closed term s′′ = τ(s′′1 , . . . , s′′ar(τ )) by scanning all the cases for the arguments si:
• IfMi ∈ TMV , then let s′′i := s′i .
• IfMi ∈ AMV ∪˙ PMV and the term si is an answer, then the relation si ̂b s′i implies that s′i ⇓ s′′i ∈ ANS with si ̂b s′′i by
Lemma 4.16.
• If Mi ∈ PMV and si = , then either s′i is an answer, and we let s′′i := s′i , or s′i is not an answer, and we deﬁne s′′i := .
In both cases, si ̂b s′′i holds and s′i −→* s′′i .• If Mi = θ(X1, . . . ,Xar(θ)), then si is an answer with si = θ(si,1, . . . , si,ar(θ)) and si,j are pseudo-values or higher-order
operands. The relation si ̂b s′i implies that s′i ⇓ s′′i = θ(s′′i,1, . . . , s′′i,ar(θ)) ∈ ANS with si,j ̂b s′′i,j , for j = 1, . . . , ar(θ),
where s′′i,j are pseudo-values or higher-order operands and si ̂b s′′i by Lemma 4.16.
Thus, s′i −→* s′′i for all i, s′′i is closed, and the copy-reduction rule R is applicable to τ(s′′i ) as well, yielding τ(s′′i ) −→ s′′′ =
r′[v′1/x′1, . . . , v′l/x′l] with s′′|p0 = x′1 . . . x′l .r′ and where v′h are pseudo-values at position ph in s′′. Lemma 4.5 (4) now shows
s′ (̂b) 0 s′′′ since r ̂b r′, and the vi, v′i are closed pseudo-values with vi ̂b v′i , i = 1, . . . , l. From τ(s′i) −→* s′′′ it follows
that s′′′bτ(s′i)bt and hence s′′′bt by transitivity. Using Lemma 4.5 we derive the claim s′ (̂b) 0 t from s′ ̂b s′′′ and
s′′′bt. 
Now the left-stability results can be transferred from top-level reductions to arbitrary non-closing surface contexts.
Lemma 5.4. If (̂b) 0 is left-stable w.r.t. a reduction s −→ r, then it is also left-stable w.r.t. S[s] −→ S[r], where S is a non-closing
surface context.
Proof. We prove the claim by induction on the depth of the hole of the NCS-context S (i.e. on the number of applications of
NCS-rules). The induction base is trivial. If S = [ ], it is sufﬁcient to prove that if s −→ r ∧ s (̂b) 0 t′ =⇒ r (̂b) 0 t′, then
τ(s1, . . . , si−1, s, si+1, . . . , sn) (̂b) 0 t implies τ(s1, . . . , si−1, r, si+1, . . . , sn) (̂b) 0 t.
Assume τ(s1, . . . , si−1, s, si+1, . . . , sn) (̂b) 0 t. Then there is a closed term τ(s′1, . . . , s′i−1, s′, s′i+1, . . . , s′n) such that sj ̂b s′j
for j = i, and s (̂b) 0 s′, and τ(s′1, . . . , s′i−1, s′, s′i+1, . . . , s′n) (b) 0 t. By the induction hypothesis, s (̂b) 0 s′ and s −→
r implies r (̂b) 0 s′. Now we can use the deﬁnition of ̂b, since we have sj ̂b s′j for j = i, and r ̂b s′, and obtain
τ(s1, . . . , si−1, r, si+1, . . . , sn) (̂b) 0 t because τ(s1, . . . , si−1, r, si+1, . . . , sn) and t are closed. 
Main Theorem 5.5. In every SHOCS,bo is a precongruence,bo ⊆ c , (̂b) 0 = b, andb ⊆ (c) 0.
Proof. The relation (̂b) 0 is stable w.r.t. reduction, which follows from Corollary 4.17, and Lemmas 5.1–5.4. Then Theorem
4.12 is applicable. 
5.1. Application of the framework
The framework of SHOCS can be applied to our example calculi. However, as we already noted, not to the original calculus
LS , and also not to the calculus L, but to the equivalent calculus LA.
290 M. Mann, M. Schmidt-Schauß / Information and Computation 208 (2010) 276–291
Fig. 6. Some non-deterministic rules.
We ﬁrst argue how LA can be seen as a SHOCS.
• The reduction is A-reduction A−→, in non-closing surface contexts.
The pseudo-values are the expressions built from constructors, , and abstractions, and the answers are the pseudo-
values with the exception of . t ⇓ now means that t A−→ v, where v is an answer. As already argued, we can also use
AP-reduction, since for all v, t: t ⇓AP v ⇐⇒ t ⇓A v, see Theorem 2.4.• The rules of this calculus now match the rule formats of a SHOCS: The rules of the approximation calculus in Fig. 3 are
only applied in NCS-contexts and the notion of pseudo-values and answers are equivalent.
Theorem 2.4 and Main Theorem 5.5 imply:
Theorem 5.6. For the calculus LA using the reduction
AP−→, the following two criteria for contextual equivalence hold:
b ⊆ (c) 0
bo ⊆ c
Due to Theorem 2.2, this can also be used for proving contextual preorder and equivalence in the calculus LS.
More concrete examples can be found in Section 2.3.
Applications that go beyond our example calculi include also other calculi that permit non-deterministic rules like amb,
a parallel convergence tester pconv and a “parallel or" por with the deﬁnitions in Fig. 6, which match the rule format of a
projection rule of a SHOCS.
6. Conclusion and further research
We have shown that in a class of higher-order calculi, similarity can be used as a proof tool for contextual preorder,
provided an appropriate approximation calculus can be deﬁned for the calculus in question. We also presented a speciﬁc
non-deterministic call-by-need calculus with case and constructors as a prototypical example calculus. The construction
of adequate and fully abstract term models as b-quotient for non-deterministic call-by-need lambda calculi appears
to be possible based on the results in this paper, using a similar construction as in [17], chapter 5. We recently found
counterexamples that show that the simulation method as deﬁned in this paper cannot be extended to non-deterministic
calculi with (recursive) letrec (see [21]).
Possible directions of further research are to investigate the relationship between a call-by-need calculus and its approxi-
mation calculus, for other calculi and if possible for classes of calculi. Further research would be to investigate an application
of themethod to non-deterministic call-by-need calculi where amust-convergence is part of the deﬁnition of the contextual
preorder as e.g. in [3]. In this investigation, the-constant will have a meaning that is different from. However, note that
if may-convergence and must-convergence are used, the class of SHOCS will be more restricted, e.g. a bottom-avoiding amb
cannot be covered.
Acknowledgments
Authors thank an anonymous referee for detecting an error and for further valuable hints, and also the other referees for
their comments, hints and demands. Authors thank David Sabel for discussions and reading several versions of the paper.
References
[1] C.A. Baker-Finch, D.J. King, P.W. Trinder, An operational semantics for parallel lazy evaluation, in: International Conference on Functional Programming,
ICFP, ACM Press, 2000, pp. 162–173.
[2] A.K.D. Moran, D. Sands, M. Carlsson, Erratic fudgets: a semantic theory for an embedded coordination language, in: Coordination ’99, Lecture Notes in
Computer Science, vol. 1594, Springer-Verlag, 1999, pp. 85–102.
[3] A.K.D.Moran, D. Sands,M. Carlsson, Erratic fudgets: a semantic theory for an embedded coordination language, Sci. Comput. Program. 46 (1–2) (2003)
99–135.
M. Mann, M. Schmidt-Schauß / Information and Computation 208 (2010) 276–291 291
[4] A. Kutzner,M. Schmidt-Schauß, A nondeterministic call-by-need lambda calculus, in: International Conference on Functional Programming 1998, ACM
Press, 1998, pp. 324–335.
[5] D. Sabel, Semantics of a call-by-need lambda calculus with McCarthy’s amb for program equivalence, Dissertation, Goethe-Universität Frankfurt,
Institut für Informatik, Fachbereich Informatik und Mathematik, 2008.
[6] D. Sabel,M. Schmidt-Schauß, A call-by-need lambda-calculuswith locally bottom-avoiding choice: context lemma and correctness of transformations,
Math. Struct. Comput. Sci. 18 (03) (2008) 501–553.
[7] R. Milner, Fully abstract models of typed λ-calculi, Theor. Comput. Sci. 4 (1977) 1–22.
[8] M. Schmidt-Schauß, D. Sabel, On generic context lemmas for higher-order calculi with sharing. Theoret. Comput. Sci., 2010, in press,
doi:10.1016/j.tcs.2009.12.001.
[9] S. Abramsky, The lazy lambda calculus, in: D.A. Turner (Ed.), Research Topics in Functional Programming, Addison-Wesley, 1990, pp. 65–116.
[10] D. Howe, Equality in lazy computation systems, in: 4th IEEE Symposium on Logic in Computer Science, 1989, pp. 198–203.
[11] D. Howe, Proving congruence of bisimulation in functional programming languages, Inform. Comput. 124 (2) (1996) 103–112.
[12] C.-H.L. Ong, Non-determinism in a functional setting, in: Proceedings of 8th IEEE Symposium on Logic in Computer Science (LICS ’93), IEEE Computer
Society Press, 1993, pp. 275–286.
[13] D. Sands, From SOS rules to proof principles: an operational metatheory for functional languages, in: Proceedings of the 24th Annual ACM
SIGPLAN-SIGACT Symposium on Principles of Programming Languages (POPL), ACM Press, 1997, pp. 428–441.
[14] A.D. Gordon, Bisimilarity as a theory of functional programming, Theor. Comput. Sci. 228 (1–2) (1999) 5–47.
[15] K.L. Bernstein, A congruence theorem for structured operational semantics of higher-order languages, in: Proceedings of IEEE Symposium on Logic in
Computer Science LICS, 1998, pp. 153–164.
[16] A. Ziegler, D. Miller, C. Palamidessi, A congruence format for name-passing calculi, Electron. Notes Theor. Comput. Sci. 156 (1) (2006) 169–189.
[17] M. Mann, A non-deterministic call-by-need lambda calculus: proving similarity a precongruence by an extension of Howe’s method to sharing, Ph.D.
Thesis, Dept. of Computer Science and Mathematics, J.W. Goethe-Universität, Frankfurt, Germany, 2005.
[18] M.Mann, Congruence of bisimulation in a non-deterministic call-by-need lambda calculus, Electron. Notes Theor. Comput. Sci. 128 (1) (2005) 81–101.
[19] S.B. Lassen, Relational reasoning about functions and nondeterminism, Ph.D. Thesis, Faculty of Science, University of Aarhus, 1998.
[20] M. Schmidt-Schauß, M. Mann, On equivalences and standardization in a non-deterministic call-by-need lambda calculus, Frank Report 31, Inst. f.
Informatik, J.W. Goethe-University, Frankfurt, August 2007.
[21] M. Schmidt-Schauß, E. Machkasova, D. Sabel, Counterexamples to simulation in non-deterministic call-by-need lambda-calculi with letrec, Frank
Report 38, Inst. f. Informatik, J.W. Goethe-University, Frankfurt, 2009. Available from: <http://www.ki.informatik.uni-frankfurt.de/papers/frank/>.
[22] M. Schmidt-Schauß, M. Schütz, D. Sabel, On the safety of Nöcker’s strictness analysis, Frank Report 19, Inst. f. Informatik, J.W. Goethe-University,
Frankfurt, 2004.
[23] Z.M. Ariola,M. Felleisen, J.Maraist,M. Odersky, P.Wadler, A call-by-need lambda calculus, in: POPL’95, ACMPress, San Francisco, CA, 1995, pp. 233–246.
[24] Z.M. Ariola, M. Felleisen, The call-by-need lambda calculus, J. Funct. Program. 7 (3) (1997) 265–301.
[25] J. Maraist, M. Odersky, P. Wadler, The call-by-need lambda calculus, J. Funct. Program. 8 (1998) 275–317.
[26] M. Schmidt-Schauß, M. Schütz, D. Sabel, Safety of Nöcker’s strictness analysis, J. Funct. Program. 18 (04) (2008) 503–551.
[27] M. Mann, M. Schmidt-Schauß, How to prove similarity a precongruence in non-deterministic call-by-need lambda calculi, Frank Report 22, Inst. f.
Informatik, J.W. Goethe-University, Frankfurt, January 2006.
[28] A.D. Gordon, A tutorial on co-induction and functional programming, in: Functional Programming, Glasgow 1994, Workshops in Computing,
Springer-Verlag, 1994, pp. 78–95.
[29] F. Nielson, H.R. Nielson, C. Hankin, Principles of Program Analysis, Springer-Verlag, 1999..
[30] D. Sangiorgi, On the origins of bisimulation, coinduction, and ﬁxed points, Tech. Rep. 2007-24, Dept. Computer Science, Univ. Bologna, 2007.
[31] D. Park, Concurrency and automata on inﬁnite sequences, in: P. Deussen (Ed.), Theoretical Computer Science, Lecture Notes in Computer Science, vol.
104, Springer-Verlag, 1981, pp. 167–183.
