Magnetic and charge susceptibilities in the half-filled triangular
  lattice Hubbard model by Li, Shaozhi & Gull, Emanuel
Magnetic and charge susceptibilities in the half-filled triangular lattice Hubbard model
Shaozhi Li1 and Emanuel Gull1, 2
1Department of Physics, University of Michigan, Ann Arbor, Michigan 48109, USA
2Center for Computational Quantum Physics, The Flatiron Institute, New York, New York, 10010, USA
(Dated: August 29, 2019)
We study magnetic and charge susceptibilities in the half-filled two-dimensional triangular Hub-
bard model within the dual fermion approximation in the metallic, Mott insulating, and crossover
regions of parameter space. In the insulating state, we find strong spin fluctuations at the K point
at low energy corresponding to the 120◦ antiferromagnetic order. These spin fluctuations persist
into the metallic phase and move to higher energy. We also present data for simulated neutron
spectroscopy and spin-lattice relaxation times, and perform direct comparisons to inelastic neutron
spectroscopy experiments on the triangular material Ba8CoNb6O24 and to the relaxation times
on κ-(ET)2Cu2(CN)3. Finally, we present charge susceptibilities in different areas of parameter
space, which should correspond to momentum-resolved electron-loss spectroscopy measurements on
triangular compounds.
Introduction. Experimental evidence on several or-
ganic materials, including κ-(BEDT-TTF)2Cu2(CN)3
[1, 2], EtMe3Sb[Pd(dmit)2]2 [3–5], and κ-H3(Cat-EDT-
TTF)2 [6], suggests that these compounds are close to
a two-dimensional triangular structure and exhibit in-
teresting electron correlation behavior including, poten-
tially, a quantum spin liquid phase [7] in the ground state
[8]. These compounds, as well as the low energy physics
of the fully isotropic triangular material Ba8CoNb6O24
[9], may be described by a half-filled single orbital Hub-
bard model on a triangular two-dimensional lattice, with
an on-site Coulomb interaction strength comparable to
or larger than the bandwidth [10].
Because of the subtle competition of metallic, ordered,
and spin liquid phases in the ground state, this model has
been studied extensively with a wide range of numerical
tools, including exact diagonalization (ED) [11–13], den-
sity matrix renormalization group theory (DMRG) [8],
variational Monte Carlo (VMC) [14–17], variational clus-
ter approximation [18–20], strong coupling expansions
[21], path integral renormalization group techniques [22],
and cluster dynamical mean field theory (DMFT) in the
cellular [23–27] and dynamical cluster [28, 29] variants.
The focus in most of these studies has been on the pre-
cise location of the phase boundaries, ordering (or the
absence thereof), and on the nature of these phases.
Experimentally, much of our knowledge about corre-
lated triangular systems is obtained from single- and
two-particle scattering experiments such as photoemis-
sion [30], Raman spectroscopy [31], nuclear magnetic
resonance (NMR) [2, 32], or inelastic neutron scatter-
ing [9, 33]. To understand these experimental results,
it is necessary to calculate the corresponding response
functions as a function of energy and momentum. For
neutron spectroscopy and angular-resolved photoemis-
sion spectroscopy, in particular, both fine momentum and
energy resolutions are desired. Such results are difficult
to obtain, as computational methods formulated on finite
lattices (such as ED, DMRG, and cluster DMFT) pro-
vide limited momentum resolution. In addition, quantum
Monte Carlo approaches are impeded by a sign problem
in frustrated systems [34]. Results for these quantities
are therefore often obtained from fits to quantum spin
models, which are only justified in the large Coulomb
interaction limit.
In this paper, we provide results for the momentum
and energy dependence of the spin and charge spectra
of the half-filled triangular lattice Hubbard model. We
use the dual fermion (DF) approximation, which is a di-
agrammatic extension of the DMFT and recovers con-
tinuous momentum dependence without suffering from
a sign problem. We perform simulations from weak to
strong interactions and systematically study spin and
charge spectra in different areas of parameter space. We
then relate our results back to experiments on triangular
lattice compounds and calculate nuclear magnetic reso-
nance relaxation times.
Model. The Hubbard model is defined as
H = −t
∑
〈ij〉,σ
(
c†iσcjσ + h.c.
)
+ U
∑
i
nˆi↑nˆi↓. (1)
〈· · · 〉 denotes a summation over nearest neighbors; c†iσ
(ciσ) creates (annihilates) an electron with spin σ on site
i; nˆiσ = c
†
iσciσ is the particle number operator; U is
the on-site Coulomb interaction; and t is the nearest-
neighbor hopping integral. We set t = 1 throughout this
paper and restrict ourselves to half filling.
Method. We study the model in the ladder dual
fermion approximation [35–40] using the open source
code of Ref. [41]. The DF method is a diagrammatic
extension of the DMFT [42] which treats all local cor-
relations in a non-perturbative manner and perturba-
tively adds nonlocal charge and spin correlations [40, 41].
DMFT calculations are performed with the continuous
time auxiliary field quantum Monte Carlo method [43, 44]
with submatrix updates [45]. DF is accurate at high tem-
perature [46] but uncontrolled in practice in the sense
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2FIG. 1. Panels (a), (b), and (c): Static magnetic susceptibility in the momentum space, χm(q, iν0), for U = 6t, 8.2t, and 12t
at T = t/6. The white dashed line delineates the Brillouin zone boundary. Panels (d), (e), and (f): Imaginary part of the
dynamic magnetic susceptibility Imχm(q, ω) along the high symmetry direction for the same values of U . White dots: peak
position of the spectra ωm(q).
that adding systematic corrections, while possible in the-
ory [47, 48], is not feasible for the parameters studied
here. A detailed assessment of the approximation er-
rors of the susceptibility and the single-particle proper-
ties on the square lattice [49] showed that while doping-
and interaction dependent scaling effects were present,
the overall momentum dependence was accurate.
DF calculations are performed on a momentum space
grid — here we choose a square 24 × 24 cluster, result-
ing in 288 points in the triangular lattice Brillouin zone.
Both the single-particle Green’s function and two-particle
susceptibilities are defined on that grid. To examine the
spectral properties, we use the ALPS implementation
[50, 51] of the maximum-entropy method [52] to perform
the analytic continuation of Matsubara data to the real
frequency space.
Results. The half-filled Hubbard model exhibits a
metal-insulator phase transition on the triangular lattice
at low temperature, which has been widely studied by
DF [28, 53, 54] and other methods [8, 20]. In this work,
we set T = t/6, which is above the critical temperature of
this transition, such that the system exhibits metallic be-
havior for U ≤ 8t, crossover behavior for 8t < U < 9.5t,
and insulating behavior for U ≥ 9.5t [55]. To illustrate
these three behaviors, we choose one point in each region:
U = 6t in the metallic phase, U = 8.2t in the crossover
region, and U = 12t in the insulating phase.
We first focus on the magnetic properties. Fig-
ure 1 shows the momentum-resolved static and dynami-
cal magnetic susceptibility for U = 6t, U = 8.2t, and U =
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FIG. 2. Panel (a): The spin excitation energy ωm(K) at the K
point and the density of states (DOS) at ω = 0 as a function
of U . Panel (b): Imaginary part of dynamical magnetic sus-
ceptibility Imχm(q, ω) at q =K as a function of ω for various
different U .
12t. The static magnetic susceptibilities χm(q, iν0 = 0)
[55] for these three values of U are plotted in panels (a),
(b), and (c), respectively. The white dashed line rep-
resents the boundary of the Brillouin zone. Static spin
correlations are enhanced as U increases. At U = 12t,
the static spin correlations show a clear peak at the K
point, which is much stronger than that in the metallic
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FIG. 3. Panel (a): Spin susceptibility Imχm(q, ω) obtained
from inelastic neutron scattering on Ba8CoNb6O24 by Rawl
et al. [9] . Panel (b): DF calculation at U = 12t and T = t/6,
using a fit of t = 3 meV.
(U = 6t) and crossover (U = 8.2t) regions. The strong
peak at U = 12t indicates the formation of 120◦ an-
tiferromagnetic (AFM) spin fluctuations [8], which will
magnetically order at low temperature [8, 25, 56].
Figure 1(d), (e), and (f) show the imaginary part of
the dynamical magnetic susceptibility Imχm(q, ω) as a
function of energy ω and momentum q along a high sym-
metry path in the Brillouin zone (see labels in panel (a)).
White dots show the energy ωm(q) of the maximum in-
tensity at each momentum, referred to as the spin-wave
dispersion. It is clear that, except for momenta near the
Γ point, the intensity of spin excitations is enhanced and
the spin excitation energy decreases as U increases. At
U = 6t there is no dominant spin excitation and spin
fluctuations occur in a large part of the Brillouin zone.
At U = 8.2t and U = 12t the spin excitation energy at
the K point is smaller compared to other momenta, and
most spin fluctuations occur at the K point. For U = 8.2t
and U = 12t, the spin excitation energy at the Γ point
is nonzero, violating the total spin conservation. This is
an artifact of the DF approximation [49, 57].
Figure 2(a) shows the spin excitation energy ωm(q) at
the K point as a function of U . ωm(K) approaches to two
different values at small and large U , and a sharp decrease
occurs as U increases from 6t to 7t. Figure 2(b) shows
Imχm(q, ω) at q = K for various different U values. The
maximum value of Imχm(K, ω) increases very little as
U increases from 6t to 7t, while it increases rapidly as
U continues to increase. These results suggest that spin
fluctuations start to condense at the K point around U =
7t. The density of states (DOS) at the Fermi surface,
plotted in Fig. 2(a), shows that the system is still metallic
at U = 7t. Our results therefore suggest that the strong
spin fluctuations not only exist in the insulating phase
but also extend into the metallic phase.
In Fig. 3 we compare our numerical data with the
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FIG. 4. Panel (a) Spin-lattice decay rate (T1T )
−1 as
a function of temperature T/t for different U values.
Panel (b) shows (T1T )
−1 from 1H NMR measurements
of κ-(ET)2Cu2(CN)3 [2]. The hopping integral t for κ-
(ET)2Cu2(CN)3 is about 0.055 eV [58].
experimental magnetic susceptibilities obtained from
Ba8CoNb6O24[9]. To the left of the green line, no exper-
imental data is available. Our simulations were obtained
for U = 12t and T = t/6, and we set t = 3 meV to
fit the experimental data. Both our numerical data and
the experimental data show that the intensity of the spin
excitation around the K point is strong. We also note
that the spin gap at the K point and the spin excitation
energy at the M point are similar. In Ref. [9], a Heisen-
berg model was used to fit Fig. 3(a), giving an estimated
spin-spin interaction J = 0.144 meV. In our case J = 1
meV if J = 4t2/U is used. Two sources contribute to
this discrepancy. First, an energy scaling factor inherent
to the DF approximation [49] may change the overall en-
ergy scale of the DF results, leading to a larger fit value.
More importantly, the spin spectra of the Hubbard and
Heisenberg models, when compared at zero temperature
on a 3 × 3 lattice using ED, show agreement only for
U > 20t and differ markedly at U = 12t [55].
Figure 4(a) plots the spin-lattice relaxation rate
(T1T )
−1 as a function of temperature for the three values
of U . (T1T )
−1 is calculated via lim
ω→0
∑
q
Imχm(q,ω)
ω [59].
It is shown that (T1T )
−1 is enhanced as U increases.
At U = 12t, (T1T )
−1 increases rapidly as temperature
decreases, indicating the formation of a magnetic or-
der at low temperature with the transition temperature
T ≈ 0.125t. For U = 8.2t, (T1T )−1 increases very slowly
at low temperature, consistent with the previous result
that the magnetic order is absent at low temperature [53].
The increase of (T1T )
−1 also implies that spin fluctua-
tions are not negligible. At U = 6t, (T1T )
−1 is almost
independent of temperature, consistent with the weak
spin fluctuations shown in Fig. 1(d).
4FIG. 5. Panels (a), (b), and (c): Static charge susceptibility in momentum space, χc(q, iν0), for U = 6t, 8.2t, and 12t at T = t/6.
The white dashed line delineates the Brillouin zone boundary. Panels (d), (e), and (f): Imaginary part of the dynamical charge
susceptibility Imχc(q, ω) along the high symmetry direction for the same three values of U . White dots: peak position of the
spectra.
Figure 4(b) shows the spin-lattice relaxation rate of κ-
(ET)2Cu2(CN)3 measured under different pressures, ex-
tracted from Ref. [2]. The x-axis has been rescaled by t,
which is about 0.055 eV for κ-(ET)2Cu2(CN)3 [58]. At 0
GPa, corresponding to the spin liquid region, (T1T )
−1
monotonously increases as temperature decreases. At
0.4 GPa, corresponding to the metallic phase near the
phase boundary, (T1T )
−1 increases as T decreases and
reaches the maximum value at about 0.03t. Continu-
ing to decrease temperature, (T1T )
−1 decreases due to
the appearance of a superconducting state, which is not
plotted in Fig. 4(b) and absent in our calculations. At
0.8 GPa, (T1T )
−1 is independent of temperature. We no-
tice that the temperature dependent behavior of (T1T )
−1
for these three pressures is similar to that for the three
values of U we calculated. The main difference is the be-
havior of (T1T )
−1 at high temperature. In experiment,
(T1T )
−1 has a smaller value at 0.8 GPa than that for 0
GPa and 0.4 GPa at high temperature. In our calcula-
tions, (T1T )
−1 approaches the same value at high tem-
perature. This difference may be due to pressure changes
of the lattice geometry in κ-(ET)2Cu2(CN)3 [60].
We next examine the charge properties. Figure 5(a),
(b), and (c) show the static charge susceptibility
χc(q, iν0) for the same three values of U . It is clearly seen
that χc(q, iν0) is suppressed as U increases and is invisi-
ble in the insulator (U = 12t). At U = 6t the maximum
value of χc(q, iν0) is located at the Γ point, indicating a
uniform charge distribution. χc(q, iν0) along the Γ → Γ′
direction (Γ′ is the Γ point in the second Brillouin zone)
is larger compared to the other momenta. These features
are weaker at U = 8.2 and invisible at U = 12t.
Figure 5(d), (e), and (f) plot the imaginary part of the
charge susceptibility Imχc(q, ω) for these three values of
U . At U = 6t there is no charge gap at the Γ point and
the maximum energy of the charge excitation is located
around the Brillouin zone boundary, corresponding to the
charge excitation from the bottom to the top of the band.
Little change is visible near the crossover, U = 8.2t. The
nonzero charge excitation at the Γ point is because DF
violates the total charge conservation [49, 57]. We also
note that the maximum energy of the charge excitation
does not change much as U increases before the Mott
gap is opened, while it increases rapidly as the gap is
opened. Our predicted charge spectra may be observed in
momentum-resolved electron-loss spectroscopy measure-
ments on triangular compounds.
Finally, we compare our magnetic and charge suscep-
tibilities to the bare susceptibility Imχ0(q, ω) [55], which
is evaluated by a multiplication of two Green’s func-
tions [55]. The low energy spectra of Imχ0(q, ω) and
Imχm(q, ω) are consistent at U = 6t but inconsistent
at U = 8.2 and U = 12t. The high energy spectra
of Imχ0(q, ω) are consistent with Imχc(q, ω) only near
the Brillouin zone boundary for these three values of U .
These discrepancies suggest that the many-body effects
or vertex corrections are essential.
Summary. We have studied the Hubbard model on a
triangular lattice and presented the momentum and en-
ergy dependence of the spin and charge spectra in the
metallic, Mott insulating, and crossover regimes. We
find that the strong spin fluctuations at the K point at
low energy exist in not only the insulator but also the
metallic phase. We also compared our simulated data
5of neutron spectroscopy and relaxation times to inelas-
tic neutron spectroscopy experiments on the triangular
material Ba8CoNb6O24 and to the relaxation times on
κ-(ET)2Cu2(CN)3.
Our work employed the fermion Hubbard model in-
stead of spin models which are typically used to study
spin excitation spectra in frustrated systems. Unlike spin
models, which are a low energy limit of the Hubbard
model at large U (U > 20t), our results are valid both in
the metallic and the insulating regime.
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FIG. S1. Metal-Insulator crossover as a function of U , for temperature T = t/3 and T = t/6. (a) evolution of the quasiparticle
weight estimate Z at momentum kF = (5pi/6, 0). (b) double occupancy. (c) local density of states.
Fig. S1 shows the quasiparticle weight Z, the double occupancy D = 〈nˆ↑nˆ↓〉, and the local density of states
as a function of interaction strength at temperature T = t/3 and T = t/6. Both of these temperatures are in
a crossover regime above the metal-insulator phase transition. Z is approximately determined as Z(kF , iω0) =
1/(1 − ImΣ(kF , iω0)/ω0), where Σ(kF , iω0) is the self-energy at the lowest Matsubara frequency ω0, and kF =
(5pi/6a, 0) is a momentum on the Fermi surface of the non-interacting system. The double occupancy is obtained via
D = 12
[
χlocc (τ = 0)− 2χlocs (τ = 0) + 2〈nˆ↑〉〈nˆ↓〉
]
, where χlocc(s)(τ) is the local charge (spin) susceptibility. Figure S1(c)
plots the local density of states (DOS) at the Fermi surface, obtained via analytic continuation of the local electron
Green’s function. All three quantities are large at small U , consistent with metallic behavior, and approach a small
value at a large U , consistent with insulating behavior.
Spectral function
Figure S2(a)-(c) show the momentum resolved single-particle spectral functions A(k, ω) for U = 6t, 8.2t, and 12t
at T = t/6. The white dashed line indicates the Fermi surface. At U = 6t, when it is a metal, there is a strong
quasiparticle peak at the Fermi surface. At U = 8.2t, the intensity of this quasiparticle peak is suppressed and the
lower (upper) Hubbard band forms around K (Γ) point. At U = 12t, a Mott gap is fully opened. Our calculations
show that the Mott gap is opened as U > 10t [see Fig. S1]. We notice that there is no superstructure in Fig. S2 (c)
as long-ranged magnetic order is absent. All these features we observed in the spectral function are consistent with
previous cluster perturbation theory results [S20].
8FIG. S2. Momentum dependence of the spectral function A(k, ω) for (a) U = 6t, (b) U = 8.2t, and (c) U = 12t at T = t/6.
The white dashed line shows the Fermi surface.
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FIG. S3. The imaginary part of spin susceptibilities Imχm(K,ω) at zero temperature for (a) U = 12t, (b) U = 20t, and (c)
U = 30t. Blue lines represent the Hubbard model, and red lines represent the Heisenberg model with J = 4t2/U . Black dots
in pannel (a) show results of the Heisenberg model with J = 0.186t.
Charge-density-wave and magnetic susceptibilities
The charge-density-wave (CDW) susceptibility is defined as
χc(q, iνn) =
∫ β
0
dτeiνnτ [〈ρq(τ)ρ−q(0)〉 − 〈ρq(τ)〉〈ρ−q(0)〉] , (S1)
where ρq(τ) =
∑
r,σ e
iq·rnˆr,σ(τ), and nˆr,σ = c
†
r,σ(τ)cr,σ(τ).
The magnetic susceptibility is defined as
χm(q, iνn) =
∫ β
0
dτeiνnτ 〈Szq(τ)Sz−q(0)〉, (S2)
where Szq(τ) =
1
2
∑
r e
iq·r [nˆr,↑(τ)− nˆr,↓(τ)].
Comparison between the Hubbard and Heisenberg models
In the strong Coulomb interaction limit (U  t), the Hubbard Hamiltonian simplifies to the Heisenberg Hamil-
tonian with a spin-spin interaction J = 4t2/U . To valid this simplification, we calculate the imaginary part of spin
susceptibilities Imχm(q, ω) on a 3 × 3 lattice using exact diagonalization at zero temperature for the Hubbard and
Heisenberg models, respectively. Figure S3 plot Imχm(K,ω) as a function of frequency ω at U = 12t, 20t, and 30t.
At U = 12t (J = 0.333t) Imχm(K,ω) of the Hubbard model is located at lower energy compared to the Heisenberg
model, and can be fitted by the Heisenberg model with J = 0.186t, implying that a spin-spin interaction of 4t2/U is
overestimated by a factor of two. Imχm(K,ω) of the Heisenberg model moves toward to Imχm(K,ω) of the Hubbard
9model as U increases, and they overlap as U > 30t. These results indicate that the low energy physics of the Hubbard
model can be described by the Heisenberg model only as U > 20t.
Bare susceptibility
FIG. S4. Momentum dependence of the imaginary part of the bubble susceptibility χ0(q, ω) for (a) U = 6t, (b) U = 8.2t, and
(c) U = 12t at T = t/6. White dots: peak position of the spectra.
The bare susceptibility is defined as
χ0(q, iνn) = − 1
Nβ
∑
k,ωm
Gσ(k, iωm)Gσ(k+ q, iωm + iνn), (S3)
where ωm (νn) is the fermion (bosonic) Matsubara frequency. We use the maximum-entropy method to perform the
analytical continuation. Figure S4 shows the imaginary part of the bubble susceptibility χ0(q, ω). At U = 6t the
spectrum is split into two branches. The low-energy spectrum corresponds to the spin excitation as shown in Fig. 1(b)
in the main text; the high-energy spectrum corresponds to the charge excitation as shown in Fig. 4(b) in the main
text. The intensity of the low-energy spectrum is suppressed at U = 8.2t. At U = 12t the low-energy spectrum
completely disappears. The high-energy spectrum has a weak momentum dependence and moves to higher energy as
U increases. All these results are different from magnetic and charge susceptibilities shown in the main text, implying
that vertex corrections are important.
