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We discuss the properties of ferromagnetic orders on the Lieb lattice and show that a symmetry
protected quadratic-flat band crossing point will dramatically affect the magnetic ordering. In
the presence of a weak on-site repulsive interaction, the ground state is a nematic ferromagnetic
order with simultaneous broken of time-reversal and rotational symmetries. When the interaction
strength increases, the rotational symmetry will restore at a critical value, and the system enters
a conventional ferromagnetic regime. The mean-field transition temperatures for both the nematic
and conventional ferromagnetic phases are in the order of interaction. This observation suggests
that these magnetic orders have the potential to be realized and detected in cold atomic systems
within realistic experimental conditions.
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The investigation on ferromagnetism is one of the cen-
tral topics in condensed matter physics, and has at-
tracted attention for nearly a century since the early age
of quantum theory. Heisenberg showed that a system
of localized spins would favor a fully polarized state by
gaining exchange energy. [1] However, the same argument
can not be simply applied in itinerant fermions, where the
kinetic energy of the underlying system has to be consid-
ered on an equal footing with the interaction effect.
The discussion on the stability of itinerant ferromag-
netism in a lattice system dates back to 1960’s. Thou-
less [2] and Nagaoka [3] pointed out that a ferromagnetic
ground state can be stabilized in any finite bipartite lat-
tice with an infinite on-site repulsive interaction. Lieb
showed that the stable region of ferromagnetism can be
extended to arbitrary repulsive interaction, provided that
the number of sites are different for the composite sub-
lattices. [4] The key ingredient in Lieb’s argument is the
existence of a non-dispersive, or equivalently flat, band.
When the flat band is partially filled, fermions tend to
be spin polarized to minimize the interaction energy,
without paying any cost in the kinetic energy. In other
words, since states in the flat band consist of localized
Wannier functions, the ferromagnetic states can benefit
from the exchange interaction as pointed out by Heisen-
berg. Subsequent studies confirm the stability of ferro-
magnetism in various models [5–10], and generalize the
idea to nearly-flat-band cases [11]. Experimental realiza-
tion of the (nearly) flat-band ferromagnetism has been
proposed in a class of physical systems including atomic
quantum wires [12], quantum-dot super-lattices [13], and
organic polymers [14].
Rapid progress in cold atom experiments has paved
a new route towards the exploration of ferromagnetism
in itinerant fermions. Thank for the extraordinary con-
trollability of lattice potentials and interaction, several
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proposals have been given to realize (nearly) flat-band
ferromagnetism [15–17]. In particular, Noda et al. inves-
tigated two-component cold fermions loaded into a two-
dimensional (2D) generalized Lieb lattice, and suggested
that a ferromagnetic order can be stabilized in a wide
parameter region. [16] The 2D generalized Lieb lattice
consists of two square lattices (sublattice A and B), and
has three sites per unit cell, as depicted in Fig. 1(a). With
only nearest-neighbor hopping, the lattice topology sup-
ports a flat band in the middle of two dispersive bands,
hence can stabilize ferromagnetism when it is partially
filled.
Apparently, a band structure containing only one sin-
gle flat band does not exist in any realistic physical sys-
tem. In all proposed model lattices for flat-band ferro-
magnetism, the flat band is always associated with dis-
persive bands, and the effect of their accompany is not
fully understood. As a typical example, if the two com-
posite sublattices of the Lieb lattice have the same depth,
the flat band degenerates with the two linearly disper-
sive bands at the M = (pi/d, pi/d) point. On the other
hand, in general cases where the depth of sublattice B is
shifted from that of sublattice A by an amount of Vb, the
flat band touches only one of the two dispersive bands
at the M-point, as illustrated in Fig. 1(c), leading to a
quadratic-flat band crossing point (QFBCP).
In this manuscript, we show that the ferromagnetic or-
der is dramatically affected by the existence of the QF-
BCP. In the non-interacting level, the QFBCP is pro-
tected by the time reversal (TR) and C4 rotational sym-
metries. When a repulsive on-site interaction is present,
since the density of state of the flat band is singular,
the QFBCP becomes marginally unstable, leading to a
spontaneous broken of the TR and/or C4 rotational sym-
metries. At half filling, we find that in the weak coupling
limit the ground state is a nematic ferromagnetic (NFM)
order, where the spontaneous magnetization on sites 2
and 3 are different such that the C4 rotational symmetry
of the underlying lattice is broken down to C2. The C4
rotational symmetry will restore with increasing interac-
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FIG. 1: (Color online) (a) 2D Lieb lattice consisting of two
square sublattices A and B. There are three sites (1, 2, 3)
within a unit cell (dotted square). (b) The Lieb lattice can
be realized by arranging three square optical lattices. Here,
a typical example with V10 = V20 = 2V30 (see text) is shown
to demonstrate the case of Vb/(2t) = 0. (c) Band structure
of the Lieb lattice with Vb/(2t) = 1. Note that the flat band
degenerates with the upper dispersive band at the M-point,
leading to a quadratic-flat band crossing point.
tion via a second or first order phase transition, depend-
ing on the value of Vb. Within a mean-field calculation,
we further map out the phase diagram, and identify three
phases including: (i) a semimetal with NFM order; (ii) a
band insulator with NFM order, and (iii) a band insula-
tor with conventional FM order. These magnetic orders
have the potential to be realized and detected in cold
fermions loaded in optical lattices.
We consider spin 1/2 fermions loaded in a 2D Lieb
lattice
H = −t
∑
<i,j>,α
c†iαcjα + Vb
∑
i∈B
ni
+UA
∑
i∈A
ni↑ni↓ + UB
∑
i∈B
ni↑ni↓, (1)
where t is the nearest neighbor hopping matrix, c†iα(ciα)
is the creation (annihilation) operator for fermion on site
i with spin α, Vb ≡ B − A is the chemical potential
offset for the sublattice B (i.e., the relative shift of the
two sublattices), i=A,B describes an energy of each lat-
tice site, and Ui=A,B is the on-site interaction. In the
context of cold atoms, a Lieb lattice with lattice param-
eter d can be realized by arranging three square opti-
cal lattices with V1 = V10[sin
2(2pix/d) + sin2(2piy/d)],
V2 = V20[sin
2(pix/d + pi) + sin2(piy/d + pi)], and V3 =
V30[cos
2(pix/d+piy/d)+cos2(pix/d−piy/d)]. In this con-
figuration, the potential depths for sublattices A and B
are hA = V10+V20/2−V30 and hB = V10−V20/2+V30, re-
spectively, and can be controlled independently via suit-
able combination of laser intensities [18]. For an op-
tical lattice given by the above configuration, param-
eters of Eq. (1) can be attained by using harmonic
approximation where the Wannier function on a lat-
tice site is approximated by the ground state wave-
function of a harmonic oscillator [19]. Under this ap-
proximation, the on-site interaction can be rewritten as
Ui/Er = (2hi/piEr)
1/2as/az, where the recoil energy
Er ≡ pi2~2/(2ma2) is used as the energy unit and az
is the characteristic length of z-axis trapping potential.
Similarly, t and Vb can also be obtained analytically. Ac-
cording to the calculation above, this arrangement offers
the ability to tune the hopping matrix t and the potential
offset Vb. A repulsive interaction Ui > 0 can be achieved
and varied via an adiabatic ramping to the upper branch
on the BEC side of a Feshbach resonance [20].
In the non-interacting case, the Hamiltonian can be di-
agonalized in momentum space, leading to a band struc-
ture consisting of three bands as shown in Fig. 1(c).
One of the three bands is completely flat, as required
by the bipartiteness. The flat band has Bloch wavefunc-
tion ∝ [0,− cos(kxa), cos(kya)] on the three sites within
a unit cell, indicating the presence of local Wannier func-
tions residing on sublattice B and having opposite ampli-
tudes between sites 2 and 3. When the chemical poten-
tial offset Vb = 0, the three bands are degenerate at the
M = (pi/d, pi/d) point, where the two dispersive bands
linearly intersect with the flat band. In general cases
of Vb 6= 0, depending on the sign of Vb, one of the two
massive bands breaks the M-point degeneracy, and the
flat band only touches the other dispersive band as il-
lustrated in Fig. 1(c). As a consequence, the M-point
becomes a quadratic-flat band crossing point (QFBCP).
Around this point, the effective two-band Hamiltonian
reads
Heff0 =
2t2
Vb
( |δk|2 δk2+
δk2− |δk|2
)
+O(δk4), (2)
where δk = k −M and δk± = δkx ± iδky. From this
effective Hamiltonian, it is clear that the cases of positive
and negative chemical potential offset Vb are equivalent
via a particle-hole transformation. Thus, we focus on
systems with Vb > 0 without loss of generality in the
following discussion.
The presence of a QFBCP at the M-point is the cen-
tral feature of the Lieb lattice. This band crossing point
(BCP) is protected by the TR and C4 rotational sym-
metries in the non-interacting case, and is characterized
with a nontrivial topological index 2pi. Such a puta-
tive topologically stable BCP becomes marginally unsta-
ble against infinitesimal repulsive interaction [21], lead-
ing to a spontaneous broken of TR and/or C4 rotational
symmetries, which drives the system towards a magnetic
and/or nematic phase. Besides, since the BCP consists
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FIG. 2: (Color online) (a) Zero temperature phase diagram
for spin 1/2 Fermi system on the Lieb lattice at half filling.
The onsite magnetization within sublattice B preserves the
lattice symmetry within the FM phase, and becomes non-
uniform in the NFM regime. The NFM phase is favored for
weak interaction, and is separated from the FM regime via a
second order (thin solid) or first order (thick solid) transition.
Within the NFM regime, the system is a semimetal (SM) for
small as/az and Vb/Er, and becomes a band insulator (BI)
with increasing as/az and Vb/Er. For two typical values of
Vb/Er = 0.15 and 0.2, the magnetization on the three sites are
shown in (b) and (c), respectively. Here, we fixed V10 = 0.5Er
and V30 = 0.1Er.
of a non-dispersive band, the infinite density of state al-
lows the possibility of filling the higher momentum states
with one single spin species without gaining any kinetic
energy. As a consequence, if the on-site interaction Ui is
repulsive, the system could easily favor a ferromagnetic
phase for filling factors between 1/3 and 2/3.
Next, we focus on the case of repulsive Hubbard Ui > 0
at half filling, and investigate the possibility for a stable
ferromagnetic order. Within a mean-field (MF) level, the
magnetic order is characterized by on-site magnetization
Bi=1,2,3 ≡ −2Ui〈Si〉/(3~), where Si is the spin operator
on site i. The momentum-space Hamiltonian takes the
form
HMFk =
 B1 · ~σ −2t cos kx · 1 −2t cos ky · 1B2 · ~σ + Vb · 1 0
B3 · ~σ + Vb · 1
 , (3)
where ~σ = (σx, σy, σz) represents Pauli matrices, 1 de-
notes identity in the spin space, and the lower off-
diagonal elements are filled to guarantee the Hermiticity
of the Hamiltonian. The six energy bands of this Hamil-
tonian are occupied to half filling, leading to the energy
functional
E =
∑
(k,j)∈Γ
Ej(k) +
N0
2UA
B21 +
N0
2UB
(B22 +B
2
3)
+
1
6
N0UA +
1
3
N0UB , (4)
where the summation over (k, j) is restricted to the set
of occupied Bloch states Γ with band index j, and N0
denotes the total number of unit cells.
To study the possibility of nematic magnetic order with
both TR and C4 rotational symmetries broken, we allow
the magnetization on sublattice B can be different for
sites 2 and 3, and map out the zero-temperature phase
diagram as shown in Fig. 2(a) by minimizing the energy
functional. We find that the optimized magnetization
Bi=1,2,3 are always along the z-axis, hence we consider
only axial magnetic order in the following discussion.
In the weakly interacting limit, the nematic ferromag-
netic phase (NFM) is always favorable with an expo-
nentially small magnetization difference. When as/az
is increasing from the weakly interacting limit, the NFM
phase remains stable up to a critical value (as/az)c, above
which the C4 rotational symmetry restores and the sys-
tem enters the FM regime. The order of the NFM-FM
phase transition depends on the value of Vb. For Vb be-
low a critical value Vc/Er ≈ 0.156, the NFM-FM tran-
sition is of the second order, as identified by the con-
dition Vb = B1z − B2z and depicted by a thin solid
line in Fig. 2(a). By increasing Vb > Vc, the NFM-FM
phase boundary becomes of the first order [thick solid
line Fig. 2(a)], resulting from the competition between
the corresponding metastable states.
Within the NFM phase, the C4 rotational symmetry
is spontaneous broken down to C2 by splitting the QF-
BCP into two Dirac points located along the direction of
one of the principal axes for weak interactions. The two
Dirac points have the same Berry flux pi, in clear con-
trast to the case of graphene where the two Dirac points
have Berry fluxes pi and −pi. In this case, the system is
an anisotropic semimetal (SM) at half filling, with the
Fermi surface shrinks to the two Dirac points as shown
in Fig. 3(a). By increasing as/az, the two Dirac points
move towards the boundary of the Brillouin zone, and
eventually disappear when the magnetization difference
δ = |B2z −B3z| between sites 2 and 3 exceeds the band-
width of the first excited dispersive band. As a result, a
full gap is open and the system becomes an anisotropic
band insulator (BI) as depicted in Fig. 3(b). When the
system enters the FM regime, the magnetization is large
enough such that a finite gap is always present, and the
system is a band insulator as shown in Fig. 3(c). As the
system enters the band insulator regime, being either a
NFM or a FM state, we expect a quantum anomalous hall
effect state can be stabilized provided a weak spin-orbit
coupling [22] that supports a non-trivial Chern number
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FIG. 3: (Color online) Band structure for (a) semimetal with
NFM order, (b) band insulator with NFM order, and (c) band
insulator with FM order. The solid (dashed) curves represent
up (down) spin. These three cases are represented in the
phase diagram Fig. 2(a), and correspond to Vb/Er = 0.2,
as/az = 0.3, 0.5 and 1.5, respectively. The variation of ∆s
and ∆b for Vb/Er = 0.2 is shown in (d). Note that ∆s is
always in the order of the interaction. Here, V10 = 0.5Er and
V30 = 0.1Er are fixed.
of the occupied band but does not close the band gap, as
discussed in Ref. [23].
Note that in both the NFM and FM phases, the spin
gap to create a minority spin ∆s remains in the order of
the interaction strength U [See Fig. 3(d)]. Although the
Mermin-Wigner theorem excludes the possibility of any
2D ferromagnetic order at finite temperature in the ther-
modynamic limit, the existence of such an order in a finite
size system is perfectly allowed, provided that the coher-
ence length ξ is comparable or exceeding the system size
L. Specifically, the coherence length of the magnetic or-
der is ξ ∼ ~c exp(ρs/T )/(kBT ), where c is the spin-wave
velocity at zero temperature, and the phase stiffness ρs
is in the same order of the MF transition temperature
TMF [24]. Therefore, when the temperature goes well be-
low ∆s, the coherence length can greatly exceed the lat-
tice spacing such that domains with magnetic ordering
can be formed. Since the energy gap ∆s increases almost
linearly with U , and the interaction can be tuned to be
fairly large via an s-wave Feshbach resonance, the tem-
perature required to observe the FM and NFM domains
could be reachable within present technology.
In a realistic setup of cold atom experiment, a 2D
geometry proposed in our manuscript is usually real-
ized by a one-dimensional optical lattice or a pancake-
shaped trap. The resulting trapping potential is highly
anisotropic with typical trap size Lz ∼ µm along the
strongly confined axial direction and Lxy ∼ 102 µm in the
quasi-2D radial plane. To incorporate the global trapping
potential, one commonly used scheme is to implement the
local density approximation (LDA) by introducing a po-
sition dependent chemical potential µ(r). The LDA is
valid as the coherence length is much smaller than the
radial trap size ξ  Lxy. [25] Besides, we also require
the coherence length to be much greater than the lattice
spacing ξ  d, such that FM or NFM ordered domains
can be formed and resolved. Since the lattice spacing
d ∼ 102 nm is about 3 orders of magnitude smaller than
Lxy, there is a large parameter window for the system
to establish magnetic orders within LDA, where different
phases coexist and form a ring structure.
The detection of the ferromagnetic orders can be im-
plemented via an in-situ measurement [26, 27], which is
able to extract single site density distribution for differ-
ent spin species, and hence the local magnetization Bi ∝
ni↑ − ni↓. If the system is prepared with equally pop-
ulated two-component Fermi gas, we expect to resolve
FM or NFM domains with opposite magnetizations. An-
other possible detection scheme is to measure the single-
particle dispersion with Bragg spectroscopy [28] or angle-
resolved photoemission spectroscopy (ARPES) [29].
In summary, we discuss the effect of a quadratic-flat
band crossing point (QFBCP) on the ferromagnetic (FM)
order. Taking the 2D Lieb lattice as an example, we
show that the QFBCP is marginally unstable against in-
finitesimal repulsive interaction, given an infinite den-
sity of state of the flat band. In the weakly interacting
limit, the ground state is a nematic ferromagnetic (NFM)
order with time-reversal and rotational symmetries bro-
ken. Within the NFM regime, the spontaneous gener-
ated magnetizations are different on sublattice B, and
the QFBCP is broken into two Dirac points along one of
the principal axes. In the strong coupling limit, the in-
teraction U becomes the only relevant energy scale, and
a conventional ferromagnetic (FM) phase is favored. We
then map out the zero-temperature phase diagram within
a mean-field analysis, and identify three regions including
a semimetal with NFM order, a band insulator with NFM
order, and a band insulator with FM order. We point out
that the spin gap for all three phases is in the same or-
der of interaction, which can be tuned via a Feshbach
resonance. Thus, we expect these magnetic phases can
be realized in two-component Fermi gases loaded in op-
tical lattices at experimentally reachable temperatures,
and can be distinguished via a species selective in-situ
measurement.
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