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Abstract
We consider the problem of encoding a string of length n from an alphabet [0, σ − 1] so that
access and substring-equality queries (that is, determining the equality of any two substrings)
can be answered efficiently. A clear lower bound on the size of any prefix-free encoding of this
kind is n log σ + Θ(log(nσ)) bits. We describe a new encoding matching this lower bound when
σ ≤ nO(1) while supporting queries in optimal O(1)-time in the cell-probe model, and show how
to extend the result to the word-RAM model using Θ(log2 n) bits of additional space.
Using our new encoding, we obtain the first optimal-space algorithms for several string-
processing problems in the word-RAM model with rewritable input. In particular, we describe
the first in-place algorithm computing the LCP array in O(n logn) expected time and the first
in-place Monte Carlo solutions to the sparse suffix sorting, sparse LCP array construction, and
suffix selection problems. Our algorithms are also the first running in sublinear time for small
enough sets of input suffixes. Combining these solutions, we obtain the first optimal-space and
sublinear-time algorithm for building the sparse suffix tree.
Keywords and phrases Text transform, Longest Common Extensions, In-place, Karp-Rabin,
sparse suffix sorting
Digital Object Identifier 10.4230/LIPIcs...
1 Introduction and related work
In this paper we consider the problem of finding an encoding for a string S efficiently
supporting the following queries:
Random access: return any S[i]
Substring-equality: is the substring S[i, . . . , j] equal to S[i′, . . . , j′]?
Letting n be the string length and Σ = [0, σ − 1] be the alphabet, any prefix-free
encoding representing S cannot use less than n log σ + Θ(log(nσ)) bits: we need at least
Θ(logn + log σ) bits to specify the alphabet’s size and the string’s length (call this the
class of the string), and dlog σne bits to specify the string (call this the offset of the string
in its class). The best time-space trade-off for this problem to date has been described
by Bille et al. in [4, 3, 2]: augmenting the string with a data structure of O(n/τ) words,
substring-equality queries can be solved in O(τ) time by computing and comparing the
Karp-Rabin fingerprints of the two substrings. Indeed, some kind of time-space trade-off
seems to be inevitable in this setting: in the write-only model where the string is not allowed
to be overwritten, the relation s(n)t(n) ∈ Ω(n logn) must hold, where s(n) ∈ Ω(n) and t(n)
are the space (in bits) used on top of the input string and the time for answering queries,
respectively [22]. Even in the less-restrictive encoding model where the goal is to find a
representation for the data efficiently supporting a particular set of queries, tight lower
bounds (larger than the information-theoretic one for representing the data) are known for
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several problems [27, 10, 13]. Not all hope is lost, however. As Dodis et al. showed in [5],
an optimal-space encoding supporting random access and update queries in optimal O(1)
time exists. In this paper we show that, surprisingly, this is the case also for random access
and substring-equality queries. We show a space-optimal encoding supporting these queries
in optimal constant time in the cell-probe model. We furthermore extend the result to the
word-RAM model, where we show that constant query times can be achieved at the price of
using slightly more space (Θ(log2 n) bits). This is one of the central technical contributions
of the paper, and is reported in Theorem 4.
Our result is presented, more in general, as a new string transform that can be computed
in-place (overwriting the original string) and that supports queries more efficiently than the
original string (our encoding is obtained by plugging-in the representation of Dodis et al. [5]).
Presenting the result as a transform has an important benefit: we can abstract from the input
representation and use our method as a general in-place strategy for solving string-processing
problems in little space. All our results for these problems hold in the word-RAM model
with rewritable input.
The first application we consider is suffix sorting: to compute the lexicographic order of
the string’s suffixes. Suffix sorting has been the subject of study of dozens of research articles
since the introduction of suffix arrays in [26, 1, 14], and is a fundamental step in most of
the indexing and compression algorithms developed to date. Relevant to our work are the
results of Franceschini and Muthukrishnan [7], Goto [15], and Li et al. [23]. The authors
of these papers showed that suffix sorting is possible within the same space of the string
and the final suffix array, that is, in place. Parallel to the study of techniques to sort all
suffixes of a string, several authors started considering the problem of efficiently sorting only
a subset of b string’s suffixes [19, 17, 11, 6, 2, 3, 18], a fundamental step in the construction
of compressed and sparse text indexes [19] and space-efficient compression algorithms. Very
recently, Gawrychowski and Kociumaka [11] gave the first optimal time-and-space solution to
the problem, showing that O(b) working space and O(n) running time are achievable with a
Monte Carlo algorithm (they also consider a Las Vegas algorithm with higher running time).
Interestingly, to date no in-place (i.e. O(1) working space) and sub-quadratic (i.e. o(n · b)
time) algorithm is known for the general sparse suffix sorting problem. Such an algorithm
should take as input a string S and an array B of b positions, and suffix-sort these position
using O(1) words of working space on top of S and B. Using our new string transform, we
give the first in-place solution to the sparse suffix sorting problem. This result is reported in
Theorem 5.
The second problem we consider is that of building in-place the Longest Common
Prefix array (LCP), that is, the array storing the lengths of the longest common prefixes
between lexicographically adjacent suffixes. Like suffix-array construction algorithms, LCP
construction algorithms have been the subject of several research articles in the last decades
(see [29, 12] and references therein). As opposed to suffix arrays, in-place algorithms for
building the LCP array have been considered only very recently [24]. The time-gap between
solutions for building in-place the (full) suffix array and the LCP is considerable, as the fastest
known algorithm for the latter problem runs in O(n2) time [24]. The second contribution
of this paper is the first sub-quadratic in-place LCP array construction algorithm. Our
algorithm uses constant space on top of S and LCP, runs in O(n logn) expected time on
alphabets of size nO(1), and returns always the correct result. This result is reported in
Theorem 8. Applying the same techniques to the sparse suffix array, we obtain the first
solution to the in-place sparse LCP array (SLCP) construction problem. This result is
reported in Theorem 6.
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To conclude, we consider the suffix selection problem: to return the i-th lexicographically
smallest suffix. It is known that this problem can be solved in optimal O(n) time and O(n)
words of space on top of the string [8]. Considering that the output consists of only one
position, this solution is far from being space-efficient. In this paper, we present the first
in-place solution for the suffix selection problem that runs in sub-quadratic time. The result
is reported in Theorem 9.
The work described in this paper is an extension of the data structure presented in [28]
for supporting substring-equality queries within ndlog σe + Θ(logn) bits of space. We
generalize this result to any alphabet size σ (the strategy [28] converts S to a binary string
before building the data structure). As an immediate result of this generalization, we can
abstract from the input representation and present our result as a string transformation.
A second benefit of generalizing to any alphabet size is that we are able to reduce the
space of the structure described in [28] to n log σ + Θ(logn) bits, therefore matching the
information-theoretic lower bound for representing the underlying string with a prefix-free
encoding.
1.1 Notation
We assume that the input string S is rewritable and that the size of the data structure
representing it does not depend on its content, that is, updating the characters of S does
not change the space of the data structure. For example, a word-packed string or the
representation described in [5] satisfy this requirement. Intuitively, we need this requirement
since in our solutions we overwrite S with a transform and, in order for this process to run
in-place, the size of the string does not have to increase.
We describe our results in the cell-probe and in the word RAM models of computation.
In both models, the word size is w = Θ(logn) bits.
If not otherwise specified, logarithms are in base 2.
Since we make use only of integer additions, multiplications, modulo, and bitwise oper-
ations (masks, shifts), we assume that we can simulate a memory word of size w′ = c · w
for any constant c with only a constant slowdown in the execution of these operations.
Subtractions, additions and multiplications between (c · w)-bits words take trivially constant
time by breaking the operands in 2c digits of w/2 bits each and use schoolbook’s algorithms
(i.e. O(c)-time addition and O(c2)-time multiplication). The modulo operator a mod q (with
q fixed) can be computed as a mod q = a−ba/qc ·q. Computing ba/qc can be done efficiently
using Knuth’s long division algorithm [21]. Bitwise operations on (c ·w)-bits words can easily
be implemented with c bitwise operations between w-bits words.
We enumerate string positions starting from 0. For a more compact notation, with
S[i, . . . , j] we denote both S’s substring starting at position i and ending at position j, and
the integer S[i]S[i+ 1], . . . , S[j], each S[i] being a digit in base σ. If j < i, S[i, . . . , j] denotes
the empty string  or the integer 0. The use (string/integer) will be clear from the context.
We assume that we can draw integers uniformly distributed in a given interval in constant
time and using O(1) words of working space.
W.h.p. (with high probability) means with probability at least 1− n−c for an arbitrarily
large constant c.
The Karp-Rabin hash function [20] takes as input a string S ∈ [0, σ − 1]∗, converts it
into its natural representation as a number s composed of |S| digits in base σ (i.e. the i-th
most significant digit of s is equal to S[i]), and returns s mod q, where q is a prime number.
Since in this paper we view strings from [0, σ − 1]∗ as numbers in base σ, we can define the
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Karp-Rabin fingerprint φq(S) of a string S simply as
φq(S) = S mod q.
Let now s¯ ∈ N. With φq,s¯ we indicate the “shifted” Karp-Rabin function
φq,s¯(S) = (S + s¯) mod q = (φq(S) + s¯) mod q.
1.2 Results
In the following theorems, t ∈ O(logσ n) indicates the time needed to extract and update
blocks of Θ(logσ n) contiguous characters of S (both in the word-RAM and cell-probe
models). Note that, if the representation of S supports packed queries (e.g. characters are
word-packed), then t = O(1).
The results described in this paper are summarized in the following theorems.
I Theorem 1. We can overwrite S with a new string S′ ∈ Σn in O(n · t/ logσ n) expected
time and in-place. In the cell-probe model, S′ can be used to:
Extract any block of Θ(logσ n) contiguous packed characters of S in O(t) worst-case time.
With high probability of success, solve substring-equality queries on S in O(t) worst-case
time.
Using Θ(log2 n) bits of extra space, the above query times hold also in the word-RAM
model.
I Theorem 2. We can overwrite S with a new string S′ ∈ Σn in O(n · t · logn) expected time
using n logn bits of working space (freed after the computation of S′ is done) on top of S. S′
can be used to solve the queries of Theorem 1 with the same query times and deterministically
(i.e. the returned result is always correct).
I Theorem 3. The transform S′ of Theorems 1 and 2 can be inverted and overwritten with
S in O(n · t/ logσ n) worst-case time and in-place.
As a by-product of the above theorems, we obtain an optimal prefix-free string encoding
supporting substring-equality queries.
I Theorem 4. There is a prefix-free encoding representing any string S in n log σ+ Θ(logn)
bits of space, where n = |S| and σ ≤ nO(1) is the size of the alphabet of S, such that the
encoded string supports packed random access and substring-equality queries in O(1) time in
the cell-probe model. The same query times can be achieved in the word-RAM model at the
cost of using Θ(log2 n) additional bits of space.
Note that any prefix-free encoding supporting access queries must use n log σ+Θ(log(nσ))
bits of space1, which under our assumption σ ≤ nO(1) becomes n log σ + Θ(logn) bits. It
follows that Theorem 4 is optimal in the cell-probe model (and near-optimal in the word-RAM
model).
The transform S′ of Theorems 1 and 2 represents a new strategy for solving a wide range
of string-processing problems in-place. More in detail, we show:
I Theorem 5. Any set B = {i1, . . . , ib} of b suffixes of S can be sorted in O((n/ logσ n +
b log2 n) · t) expected time using O(1) words of space on top of S and B. The result is correct
with high probability.
1 i.e. Θ(log σ + logn) bits to encode the class and log(σn) bits to encode the offset in the class.
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I Theorem 6. Given a set B = {i1, . . . , ib} of b suffixes of S we can replace B with the
sparse LCP array relative to B in O((n/ logσ n+ b log2 n) · t) expected time using O(1) words
of space on top of S and B. The result is correct with high probability.
The sparse suffix tree can easily be computed in optimal O(b) space once the SSA and
SLCP arrays are available. We therefore obtain the corollary:
I Theorem 7. The sparse suffix tree can be computed in O((n/ logσ n+ b log2 n) · t) expected
time using O(b) words of space on top of S and the input set of b suffixes. The result is
correct with high probability.
Notably, for b ∈ O(n log σ/ log3 n) and when packed computation can be exploited (i.e.
t ∈ O(1)), the above algorithms run in O(n/ logσ n) time. For log σ ∈ o(logn), this running
time is sublinear.
Since the space needed to de-randomize our structure is the same as that of the (full)
LCP array, we also show how to build this array in-place (and always return the correct
result):
I Theorem 8. The Longest Common Prefix array (LCP ) of S can be computed in O(n·t·logn)
expected time and O(1) words of space on top of S and the LCP itself.
To conclude, we describe the first in-place solution to the suffix selection problem:
I Theorem 9. Given an integer i < n we can—with high probability of success—find the
i-th lexicographically smallest text suffix of S in O(n log3 n) expected time using O(1) words
of working space on top of S.
2 A new string encoding
Let S[0, . . . , n− 1] be our input string. The overall idea of our strategy is to create a string
S′[0, . . . , n− 1] on the same alphabet as follows. Let τ ∈ Θ(logσ n) be a block size, and q
be a random prime of τ digits in base σ. We conceptually divide S and S′ in contiguous
non-overlapping blocks of τ digits each (assume for simplicity that τ divides n). The key
insight is to choose q so that all Karp-Rabin fingerprints of the S-prefixes ending at block
boundaries have only τ − 1 digits (instead of τ). At this point, each block B′ of S′ contains
the τ − 1 digits of the Karp-Rabin fingerprint of the corresponding S-prefix, plus one digit in
base σ storing (B div q), B being the τ -digits block of S corresponding to B′. It is easy to
show that S can be retrieved from S′. Moreover, since we turn global information (prefixes)
of S into local information (characters) of S′, we are able to answer substring equality queries
accessing only O(logσ n) contiguous locations of S′ (which translates to O(1) accesses when
Θ(logσ n) characters are packed in a single word). By using well-established techniques,
we can moreover choose q so that no S-substrings used to solve substring-equality queries
generate collisions through our hash function. We show how to perform this de-randomization
process using only n words of space. If we omit this step, then S can be overwritten with S′
in-place at the price of allowing an arbitrarily small error probability in substring-equality
queries.
In Definition 10 we formally introduce a family {λq,s¯,τ : [0, σ−1]n → [0, σ−1]n : q, s¯, τ ∈
N} of string transforms. In the next Lemmas we show how to choose a transform λq,s¯,τ from
this family with the following properties:
Invertible: we can reconstruct S from λq,s¯,τ (S).
Probabilistic: λq,s¯,τ is invertible and we can efficiently answer substring-equality queries
w.h.p. on S using λq,s¯,τ (S).
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Exact: λq,s¯,τ is invertible and we can efficiently answer exact substring-equality queries
on S using λq,s¯,τ (S).
Our final string encoding will be E(S) = 〈q, s¯, τ, n, σ, λq,s¯,τ (S)〉, where λq,s¯,τ is an exact
transform for S. Later we will show how to encode the components of E(S) so that its space
matches the lower bound of n log σ + Θ(logn) bits.
Let τ, q, s¯ be three non-negative integers such that τ = d ·dlogσ ne for some constant d ≥ 1,
στ−1 ≤ q < στ , and s¯ ≤ q. Let moreover Pj = φq,s¯(S[0, . . . , j · τ − 1]), for j = 1, . . . , n/τ , be
n/τ integers composed of τ digits in base σ each (if less, left-pad with zeros), and denote
with Pj [k], 0 ≤ k < τ , the i-th most significant digit of Pj . For simplicity, we assume that τ
divides n. This will not affect the space of our final encoding: if τ does not divide n, then
we virtually pad the text with n mod τ digits equal to zero. For our choice of τ , this results
in a waste of O(logσ n) characters, which can be stored in packed form as a number in base
σ in O(logn) bits while still supporting packed access and update queries with a constant
number of accesses to memory.
In Definition 10 we introduce our family of string transforms. For brevity, we call such
functions eq-transforms.
I Definition 10 (eq-transform). The eq-transform λq,s¯,τ (S) ∈ [0, σ − 1]n of S is defined as
follows. For every i = 0, . . . , n− 1:
λq,s¯,τ (S)[i] =
{
S[i, . . . , i+ τ − 1] div q if i mod τ = 0
P(i div τ)+1[i mod τ ] otherwise
Note that, in Definition 10, we discard all digits Pj [0], for j = 1, . . . , n/τ . In order to
being able to reconstruct the original string from its transform, we need to make sure that
this omission does not result in a loss of information.
2.1 Invertible eq-transforms
In the rest of the paper we focus our attention on invertible eq-transforms:
I Definition 11. We say that λq,s¯,τ is invertible with respect to S ∈ [0, σ − 1]n if and only
if we can reconstruct S from λq,s¯,τ (S).
The goal of the next Lemma is to show that — for an opportune choice of the parameters
τ, q, s¯ and with probability Θ(1) — we can find an invertible eq-transform for any input
string.
Let Zτ be the set of integers defined as
Zτ =
[
στ−1, στ−1
(
n
n− 1
)]
. (1)
I Lemma 12. Given an input string S ∈ Σn, let τ ≥ 2 · dlogσ ne, q be any integer chosen
from Zτ , and s¯ be a uniform integer chosen from [0, q − 1]. Then, λq,s¯,τ is invertible with
respect to S with probability at least 1/2.
Proof. Note that q has exactly τ digits, since n/(n − 1) < σ for n > 2 and σ ≥ 2.2 Let
Pi = φq,s¯(S[0, . . . , i · τ − 1]), for i = 1, . . . , n/τ be the shifted Karp-Rabin fingerprint of the
2 If σ = 1, then substring-equality queries can trivially be solved in constant time.
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prefix ending at the i-th block of S. Let moreover 1¯i ∈ {0, 1} be the indicator random variable
taking value 1 iff the most significant digit of Pi is larger than 0. Our goal now is to compute
the probability that all Pi, for i = 1, . . . , n/τ , have τ − 1 digits, i.e. X =
∑n/τ
i=1 1¯i = 0. We
then show that if this property is satisfied, then λq,s¯,τ is invertible.
X is a function of the random variables q and s¯, and is therefore a random variable itself.
We will now compute the expected value E[X ] of X and use it to derive a lower bound for
the probability P(X = 0). First, we note that Pi is a uniform random variable in the interval
[0, q − 1]. Let x be any integer in [0, q − 1]. Then:
P(Pi = x) = P(φq(S[0, . . . , i · τ − 1]) + s¯ ≡q x)
= P(s¯ ≡q x− φq(S[0, . . . , i · τ − 1]))
= 1/q
(2)
Equation 2 implies, in particular, that for any x ∈ [0, q − 1]:
P(Pi < x) = x/q (3)
Note that the most significant digit of Pi is equal to zero iff Pi < στ−1, therefore we
obtain, from Equation 3:
P(1¯i = 0) = στ−1/q. (4)
The Bernoullian random variable 1¯i has expected value E[1¯i] = P(1¯i = 1) = 1− P(1¯i =
0) = 1− στ−1/q. Since, from Equation 1, q ≤ στ−1
(
n
n−1
)
we moreover obtain
E[1¯i] = 1− σ
τ−1
q
≤ 1
n
At this point, E[X ] can be computed as
E[X ] = E
[∑n/τ
i=1 1¯i
]
=
∑n/τ
i=1 E[1¯i]
= nτ E[1¯i]
≤ nτ · 1n = 1τ
(5)
Note that E[X ] = ∑k>0 k · P(X = k) and P(X > 0) = ∑k>0 P(X = k), so P(X >
0) ≤ E[X ] holds. From Equation 5, E[X ] ≤ 1/τ , therefore P(X > 0) ≤ 1/τ . This yields
P(X = 0) ≥ 1− 1/τ . Remember that we choose τ ≥ 2 · dlogσ ne ≥ 2. We obtain:
P(X = 0) ≥ 1/2.
We now show that, if X = 0, then λq,s¯,τ is invertible. Assume X = 0. Suppose we are to
extract S[i] from λq,s¯,τ (S), and let b = (i div τ) + 1 be the block containing position i. Let
now y = λq,s¯,τ (S)[(b − 1) · τ + 1, . . . , b · τ − 1] be the number composed of the τ − 1 least
significant digits of the b-th block of λq,s¯,τ (S). Since X = 0 (i.e. all fingerprints of S-prefixes
ending at block boundaries have at most τ−1 digits), we have that y = φq,s¯(S[0, . . . , b ·τ−1]).
Similarly, x = λq,s¯,τ (S)[(b− 2) · τ + 1, . . . , (b− 1) · τ − 1] = φq,s¯(S[0, . . . , (b− 1) · τ − 1]) (if
b = 1, then define x = s¯). Now, define a quantity Q as
Q = (y − s¯)− (x− s¯) · στ mod q.
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Note that (y − s¯) mod q and (x − s¯) mod q are standard Karp-Rabin fingerprints. Let
B = S[(b− 1) · τ, . . . , b · τ − 1] be the b-th block of S. From the definition of φq,s¯ it is easy to
see that Q = B mod q. From the definition of λq,s¯,τ , we also have that
D = λq,s¯,τ [(b− 1) · τ ] = B div q.
It follows that
B = D · q +Q.
That is, we can retrieve the block B of S containing S[i]. With few additional arithmetic
operations modulo σ we can finally retrieve S[i] from B:
S[i] =
(
B div σ(τ−1)−(i mod τ)
)
mod σ.
J
2.2 Probabilistic eq-transforms
In this section we show how to efficiently compute a probabilistic eq-transform. We start by
proving the following number-theoretic lemma.
I Lemma 13. If τ ≥ 125 logσ n+ 1, then Zτ contains at least zp ≥ στ−4 logσ n prime numbers.
Proof. The size of Zτ is
|Zτ | = στ−1
(
n
n− 1
)
− στ−1 + 1 ≥ στ−1−logσ n (6)
Let pi(x) denote the number of primes smaller than x. Let moreover A = στ−1 and
H = στ−1−logσ n be the smallest element contained in Zτ and the lower bound for |Zτ |
stated in Equation 6, respectively. Our aim is to compute a lower bound for the number
zp = pi(A+H)− pi(A) of primes contained in Zτ . Note that the Prime Number Theorem
can be applied to solve this task only if H ≥ A · d, for some fixed d > 0, so we cannot use
it in our case. Luckily for us, Heath-Brown [16] proved (see also [25]) that, if H grows at
least as quickly as A7/12, then limA→∞ pi(A + H) − pi(A) = H/ lnA. Note that A grows
polynomially with n, so the hypothesis A→∞ holds (since ours is an asymptotic analysis).
Solving H ≥ A7/12 we get the constraint
τ ≥ 125 logσ n+ 1
When the above inequality is satisfied, Heath-Brown’s theorem gives us
zp ≥ σ
τ−1−logσ n
τ log σ ≥
στ−2 logσ n
n2
= στ−4 logσ n
where we used the facts that log σ ≤ lognO(1) ≤ n and τ ≤ n (which hold for n larger than
some constant).
J
In the following lemma we show how to compute a probabilistic eq-transform.
I Lemma 14. Given an input string S ∈ Σn, let τ = (9 + c′) · dlogσ ne for any constant
c′ ≥ 0, q be a uniform prime number chosen from Zτ , and s¯ be a uniform integer chosen
from [0, q − 1]. Then, with probability at least 1− 19+c′ the following hold:
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λq,s¯,τ is invertible with respect to S, and
Θ(logσ n) probes to λq,s¯,τ (S) are sufficient to answer substring equality queries on S
correctly with probability at least (1− n−c′).
Proof. Following closely the proof of Lemma 12, we obtain that P(X = 0) ≥ 1− 1/τ . Since
we choose τ = (9 + c′) · dlogσ ne ≥ (9 + c′) for some c′ ≥ 0, P(X = 0) ≥ 1− 19+c′ , i.e. λq,s¯,τ is
invertible with probability at least 1− 19+c′ . We now show that we can use such an invertible
λq,s¯,τ (S) to answer substring equality queries correctly with high probability.
We will first compute the probability that φq,s¯ does not generate collisions between pairs
of distinct substrings X 6= Y , with |X| = |Y |, of S. Assuming that no such collisions occur,
we will then show how to answer substring-equality queries.
Let X 6= Y , with |X| = |Y |, be two substrings of S. We have a collision iff φq,s¯(X) −
φq,s¯(Y ) ≡q 0. By definition, φq,s¯(X) = φq(X)+ s¯ mod q. It follows that we have a collision iff
φq(X)−φq(Y ) ≡q 0. Crucially, note that s¯ cancels out: the choice of s¯ does not influence the
number of collisions. It follows that the collision probability is fully determined after choosing
q, and the choice of s¯ only determines our ability of inverting λq,s¯,τ (S) (and therefore, as
shown below, of computing any fingerprint). Let C ≥ 0 be the random variable denoting the
number of collisions between equal-length substrings. By the above observation, this number
is equal to the number of pairs X 6= Y , with |X| = |Y |, such that φq(X)− φq(Y ) ≡q 0. Our
goal is now to compute an upper bound for P(C > 0).
Let Xki denote the substring of S of length k starting at position i. There is at least
one collision (C > 0) iff Xki ≡q Y kj for at least one pair Xki 6= Y kj , i.e. iff q divides at
least one of the numbers |Xki − Y kj | such that Xki 6= Y kj . Since q is prime, this happens
iff q divides their product z =
∏n−1
k=1
∏
i,j:Xk
i
6=Y k
j
|Xki − Y kj |. Since each |Xki − Y kj | has at
most n digits in base σ and there are no more than n2 such pairs for every k, we have
that z has at most n4 digits in base σ. Written in binary, z has at most n4dlog σe ≤ n5
digits in base 2 (again, dlog σe ≤ lognO(1) + 1 ≤ n holds for n larger than some constant).
It follows that there cannot be more than n5 distinct primes dividing z. Note that our
choice τ = (9 + c′) · dlogσ ne satisfies the inequality τ ≥ 125 logσ n + 1 of Lemma 13. The
probability of uniformly picking a prime q ∈ Zτ dividing z is therefore upper bounded by
n5/zp, where zp is the lower bound for the number of primes contained in Zτ computed in
Lemma 13. Since we choose τ = (9 + c′)dlogσ ne for some constant c′, this probability is at
most n5/zp ≤ σ9 logσ n−τ ≤ n−c′ .
We are left to show how to answer substring-equality queries using λq,s¯,τ (S). First, we
show how to compute φq(S[i, . . . , j]) for any substring S[i, . . . , j]. This will be sufficient to
solve substring-equality queries with high probability (i.e. comparing substrings’ fingerprints).
From the proof of Lemma 12, we can extract any block of τ digits of S accessing O(logσ n)
digits of λq,s¯,τ (S). From the definition of λq,s¯,τ (S), we can moreover retrieve the fingerprint
φq,s¯ of any block-aligned prefix of S accessing O(logσ n) digits of λq,s¯,τ (S). These operations
are sufficient to compute φq for any prefix X of S. We break X as X ′p, where X ′ is a
sequence of blocks and p is the prefix of a block. Let ` be the length of p. Then,
φq(X) = (φq,s¯(X ′)− s¯) · σ` + p mod q
Computing the value σ` with the fast exponentiation algorithm takes O(1) time in the
cell-probe model and O(log τ) = O(log logσ n) time in the word-RAM model. Alternatively,
we can pre-compute and store all values σ1, σ2, . . . , στ . Then, σ` can be retrieved in O(1)
time also in the word-RAM model at the price of using O(τ logn) ⊆ O(log2 n) additional
bits of space. These considerations will be used later in the definition of our encoding.
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At this point, the fingerprint φq(X) of any substring X of S can be computed as usually
done with Karp-Rabin fingerprints, i.e. as a difference (modulo q) between the fingerprint of
a S-prefix — i.e. the one ending at the end of X — and a shifted fingerprint of a S-prefix —
i.e. the fingerprint ending before X, multiplied by σ|X|:
φq(S[i, . . . , j]) = φq(S[0, . . . , j])− φq(S[0, . . . , i− 1]) · σj−i+1 mod q
Again, the value σj−i+1 mod q can be computed in O(log(j−1+1)) ⊆ O(logn) steps using
the fast exponentiation algorithm. This time is O(1) in the cell-probe model, and O(logn)
in the word-RAM model. We now show how to speed this step up also in the word-RAM
model by guaranteeing that we will compute φq only on substrings whose lengths are powers
of two. This will have an additional benefit. Since later (Theorem 2) we will be interested in
solving substring-equality queries exactly, we will need φq to be collision-free. Unfortunately,
checking that φq is collision-free among all pairs of substrings is a computationally-expensive
task. A much easier task, as shown later in Theorem 2, is to check that φq is collision-free
only among pairs of substrings whose lengths are powers of two.
Let X be any substring of S, and let ` = 2blog |X|c be the largest power of two smaller
than or equal to |X|. Let ϕ be a hash function defined as
ϕ(X) = 〈φq(X[1, . . . , `]), φq(X[|X ′| − `+ 1, . . . , |X ′|])〉
It is easy to see that two substrings X and Y are identical iff ϕ(X) = ϕ(Y ), provided that
φq is collision-free on substrings whose lengths are powers of two. We are left with the
problem of computing values of the form σ2i mod q. We have two options. The first is to
use the recurrence σ2i+1 mod q = (σ2i)2 mod q, i.e. applying the square operator i times
starting from σ. This solution uses O(1) words of working space and runs in O(1) time
in the cell-probe model and in O(logn) time in the word-RAM model. A second option is
to pre-compute and store values σ2i mod q for i = 0, . . . , blognc. Then, σ2i mod q can be
retrieved in constant time also in the word-RAM model at the price of using Θ(log2 n) bits
of extra space.
J
Our next goal is to show that our transform can be computed in-place. The first step is
to show how to pick the random prime q ∈ Zτ while using only O(1) words of space.
I Lemma 15. Fix an arbitrarily large constant c′′ and assume τ ≥ 125 logσ n + 1. Then,
in O(polylog(n)) expected time and O(1) words of space we can find an integer q ∈ Zτ
that, with probability at least 1− n−c′′ , is a prime uniformly distributed among the primes
contained in Zτ .
Proof. The overall strategy consists in picking a uniform integer from Zτ and testing it for
primality. If the integer is prime then we return it, otherwise we repeat the procedure. It is
clear that this strategy yields a prime uniformly distributed in Zτ (since every prime in Zτ
has the same probability to be chosen). Lemma 13 implies that the primes density in Zτ is
Θ((τ log σ)−1); it follows that this strategy returns a prime number (w.h.p.) in an expected
number of trials being at most O(τ log σ) = O(logn).
To test primality we use the Miller-Rabin probabilistic test [30], opportunely implemented
to run in-place. Let GCD(x, y) be the greatest common divisor of x and y. Given a candidate
number m and a positive integer b < m, the test verifies the condition Wm(b) defined as
1. bm−1 6≡m 1, or
2. ∃i s.t. 2i|(m− 1) and 1 < GCD(b(m−1)(2i)−1,m) < m
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If Wm(b) holds true, then m is composite and b is said to be a witness of the compositeness
of m. The key property that makes the test probabilistic is that, if m is composite, then at
least 3/4 of the numbers 1 ≤ b < m are witnesses, i.e. are such that Wm(b) holds true [30]. It
follows that, after k repetitions of the test Wm(b1), . . . ,Wm(bk) using uniform b1, . . . , bk, if m
is composite then we wrongly identify it as being prime with probability at most 2−2k. For our
prime generator we choose k = (c′′ · log2 n)/2. Then, the test is repeated k ∈ O(logn) times
and the probability of returning a composite number is at most 2−2k = 2−c′′·log2 n = n−c′′ .
It is easy to see that Wm(b) can be tested in O(polylog(n)) time while using O(1)
words of working space. First, note that the numbers b < m ∈ Zτ for which we test Wm(b)
satisfy b < m ≤ nO(1), i.e. they can be written using O(logn) bits. Then, computing
by mod m, with y ≤ nO(1), can be done in-place using the following recurrence given by the
fast exponentiation algorithm. Let |y| be the number of bits of y and yj , 1 ≤ j ≤ |y|, be the
j-th leftmost bit of y. Then, by mod m = t|y|, where
t1 = by1
ti+1 = (t2i · byi) mod m
It follows that any by mod m, with y ≤ nO(1), can be computed in O(logn) time using O(1)
words of working space. To compute the greatest common divisor in step (2) of the test,
note that GCD(b(m−1)(2i)−1,m) = GCD(b(m−1)(2i)−1 mod m,m). This quantity can be
computed in O(logn) time and O(1) words of working space using the Euclidean algorithm.
The GCD has to be computed for at most O(logn) values of i (i.e. such that 2i divides
m− 1). Overall, our prime generator runs in O(polylog(n)) expected time while using O(1)
words of space and returns a prime with high probability. J
At this point, it is not hard to show that a probabilistic eq-transform can be computed
and inverted in-place, i.e. overwriting the characters of S with those of the transform (and
the other way round). We prove these facts in the following theorems.
Proof of Theorems 1 and Theorem 3. Let c > 0 be an arbitrarily large constant. We fix
the constants of Lemmas 14 and 15 to be c′ = c′′ = c + 1. We extract a prime number
q from Zτ using Lemma 15, followed by the uniform seed s¯, and check if the resulting
eq-transform is invertible (read below for the procedure). By Lemma 14, we need to extract
at most O
(
1
(1−1/(9+c′))
)
∈ O(1) primes before finding an invertible eq-transform. Given
that q is a prime (recall that the algorithm of Lemma 15 fails with low probability), such
a transform is correct with probability at least 1 − n−c′ . We can express this fact as
P(λq,s¯,τ (S) is correct | q is prime) ≥ 1− n−c′ . This gives us
P(λq,s¯,τ (S) is correct) ≥ P(q is prime) · P(λq,s¯,τ (S) is correct | q is prime)
≥ (1− n−c′′) · (1− n−c′)
= (1− n−c−1)2
≥ 1− n−c
where the last inequality holds since we assume n ≥ 2. We now show how to check that the
pair q, s¯ yields an invertible eq-transform and how to replace in-place the input string with
such a transform.
Let Bi = T [(i − 1)τ, . . . , i · τ − 1] be the i-th block of S and Pi be the fingerprint of
the i-th prefix ending at a block boundary as defined in Lemma 12. By Lemma 12, if Pi
satisfies Pi < στ−1 for all i = 1, . . . , n/τ , then our transform is invertible. Since Pi+1 can be
computed from Pi and Bi+1, it is easy to see that the condition can be verified in-place and
O(n · t/ logσ n) running time with a single scan of S. This shows also that S can be replaced
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in-place and in the same running time with λq,s¯,τ (S): at the i-th step (for i = 1, . . . , n/τ),
we overwrite Bi with Pi (τ − 1 digits) followed by the digit Bi div q.
Similarly, Bi can be computed using Pi, Pi−1, and Bi div q; this implies that the
transform can easily be inverted (i.e. restoring the original string) in-place and O(n ·t/ logσ n)
time. Taking into account the time and space needed to generate uniform primes, our
construction/inversion procedures run in-place and in O(n · t/ logσ n+ polylog(n)) = O(n ·
t/ logσ n) expected time.
To conclude, the space difference between the cell-probe and word-RAM models comes
from the need to compute powers modulo q, as discussed in the proof of Lemma 14. J
2.3 Exact eq-transforms
In this section we show how to find an exact eq-transform: such a transform permits to
answer fast and exact (that is, with success probability equal to 1) substring-equality queries
on the original string.
Proof of Theorem 2. We fix the constant c of Theorem 1 to c = 1. This results in the choice
τ = 11 · dlogσ ne (see Lemma 14 and recall that we choose c′ = c+ 1). We replace S with a
probabilistic eq-transform λq,s¯,τ (S) using Theorem 1. Then, we check if φq is collision-free
among substrings whose lengths are powers of two (read below for the procedure). If this
is the case, then we are done (note: in Lemma 14 we need φq to be collision-free only on
substrings whose lengths are powers of two). Otherwise, we restore S (in-place) and try
with a new probabilistic eq-transform until we find one that does not introduce collisions on
substrings whose lengths are powers of two. By Theorem 1, each such φq is collision-free with
probability at least 1− n−1 ≥ 0.5 (since we can assume n ≥ 2), so we repeat this process
O(1) expected times.
We now show how to check that φq is collision-free on substrings whose lengths are powers
of two. To begin, we show how to sort in-place and O(n·t) time text positions i = 0, . . . , n−2e
(for a fixed e) using as comparison keys φq(T [i, . . . , i+ 2e− 1]). Here, in-place means using in
total (n− 2e + 1) logn ≤ n logn bits on top of λq,s¯,τ (S), i.e. only the space needed to write
down the text positions. Then, we plug this sorting procedure in a verification algorithm.
Remember that, using λq,s¯,τ (S), we can compute the Karp-Rabin fingerprint of any text
substring of length 2e in O(t) time, provided that we have pre-computed value σ2e mod q;
this will be the case since we will call the sorting procedure for e = 0, 1, . . . , blognc, and
σ2
e+1 mod q can be computed in constant time from σ2e mod q (both in the cell-probe and
word-RAM models).
A shifted Karp-Rabin fingerprint can be stored in τ ′ ∈ Θ(logn) bits of space. Let d′ be a
constant such that τ ′ ≤ d′ logn. Let xi = φq(T [i, . . . , i+ 2e − 1])i be the concatenation of
the fingerprint of T [i, . . . , i+ 2e − 1] and of position i written in binary using logn bits. xi
takes (d′ + 1) logn bits of space (if less, left-pad with zeros). We store x0, . . . xn/(d′+1)−1 in
an array A taking at most n logn bits of space. We sort x0, . . . xn/(d′+1)−1 in-place and O(n)
time using in-place radix sort [9]. Then, we compact A by replacing each xi with the integer
i. As a result, the first n/(d′+ 1) entries of A now contain text positions 0, . . . , n/(d′+ 1)− 1
sorted by their fingerprint. We apply recursively the above procedure to text positions
n/(d′ + 1), . . . , n− 1 using the free space left in A (i.e. n logn− nd′+1 logn bits) to perform
sorting. Note that, at each recursion step, the numbers we are sorting are always composed
of (d′ + 1) logn bits each. We recurse on n− nd′+1 = n d
′
d′+1 text positions. Let d =
d′+1
d′ > 1.
This gives us the recurrence T (n) = O(n · t) + T (n/d) for our overall procedure (with base
case T (1) = O(1)), which results in overall T (n) = O(n · t) time (since d > 1). After
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terminating the above procedure, A contains O(logn) sub-arrays of text positions sorted by
their fingerprints. Starting from the two rightmost such sub-arrays, we repeatedly apply
in-place merge sort [31] until the whole A is sorted. Note that a single comparison of two text
positions i and j requires computing φq(T [i, . . . , i+ 2e− 1]) and φq(T [j, . . . , j+ 2e− 1]) (O(t)
time using λq,s¯,τ (S) and the pre-computed value 2e mod q). Boundaries of the sub-arrays
can be computed on-the-fly (i.e. 0, n− n/d, n− n/d2, ...). At the j-th step, j ≥ 0, we merge
two sub-arrays of total size O(dj). The overall time spent inside this procedure is therefore
O(t∑logd ni=1 dj) = O(n · t).
We now use our sorting procedure to test φq for collisions. For e = 1, . . . , blognc we
repeat the following procedure. Using the above sorting procedure, we compute in-place and
O(n · t) time an array A[0, . . . , n− 2e] containing the first n− 2e + 1 text positions sorted
according to their fingerprints of length 2e. Then, we scan A and, for every pair of adjacent
A’s elements A[i], A[i + 1], if φq(T [A[i], . . . , A[i] + 2e − 1]) = φq(T [A[i + 1], . . . , A[i + 1] +
2e − 1]), then we check deterministically that the two substrings T [A[i], . . . , A[i] + 2e − 1]
and T [A[i+ 1], . . . , A[i+ 1] + 2e − 1] are indeed equal by comparing the fingerprints of their
two halves of length 2e−1 (if e = 1, we just compare characters). Note that this check is
clearly deterministic for e = 1, and a simple induction argument shows that the check never
fails also in the later steps. Finally, we free the memory allocated for A.
Analysis. For every e = 1, . . . , blognc we compute the sorted array A (O(n·t) comparisons).
Note that the substrings whose fingerprints we are computing have all the same length 2e, so
we only need to pre-compute value σ2e mod q in order to support fingerprint computation
in O(t) time. We moreover need value σ2e−1 mod q to perform the deterministic collision
checks. Since σ2e mod q can be computed in constant time from σ2e−1 mod q (i.e. applying
the square operator), we need to reserve only two memory words for this sampling of powers
of 2 modulo q (updating these two values every time e is incremented). Overall, our checking
procedure terminates in O(n · t · logn) time and uses n logn bits on top of λq,s¯,τ (S). J
2.4 An optimal string encoding
As a first surprising consequence of Theorem 2, in Theorem 4 we obtain an optimal encoding
for strings supporting optimal-time access and substring-equality queries.
Proof of Theorem 4. Let S′ = λq,s¯,τ (S) be an exact eq-transform for S computed using
Theorem 2. Our optimal encoding in the cell-probe model is ECP (S) = 〈q, s¯, τ, n, σ, S′〉. We
encode the integers q, s¯, τ, n using any prefix-free encoding (e.g. Elias-delta). We encode
S′ as follows. Let S′′ be the string of length n/τ over the alphabet [0, στ − 1] formed by
representing the blocks of length τ of S′ as numbers in [0, στ − 1]. We store S′′ with the
string representation of Dodis et al. [5]. This representation takes d(n/τ) log(στ )e = dn log σe
bits of space and supports the extraction of any block in constant time. This is sufficient to
achieve constant-time operations in the cell-probe model as described in Theorem 2. Overall,
the size of ECP (S) is of n log σ + Θ(logn) bits.
Similarly, our encoding in the word-RAMmodel is ERAM (S) = 〈q, s¯, τ, n, k, x1, . . . , xk, σ, S′〉,
where x1, . . . , xk are the Θ(logn) constants needed to support constant-time exponentiation
modulo q. Using again Elias-delta encoding for the constants and the representation of Dodis
et al. [5] for S′, our encoding uses n log σ + Θ(log2 n) bits of space and supports queries in
optimal (constant) time. J
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3 Applications to sparse text indexing
In this section we use our new encoding to solve the problems of computing in-place the LCP,
the SSA, and the SLCP arrays. We assume that each entry of these arrays is stored using
logn bits. We moreover describe the first in-place solution for the suffix selection problem
(that is, to return the i-th lexicographically smallest text suffix). All the results described in
this section hold in the word-RAM model.
A Longest Common Extension (LCE) query takes as input two suffixes i and j and
returns the length of their longest common prefix. Note that, given the ability of solving
substring-equality queries, it is easy to solve LCE queries with a binary search strategy
(requiring O(logn) substring-equality queries). With slow LCE queries on our data structure
we denote queries running in O(log2 n) time and O(logn) bits of space on top of the input
string (i.e. we always use the fast exponentiation algorithm to compute powers of σ modulo q
in substring-equality queries). With fast LCE queries we denote those running in O(t · logn)
time and requiring 2 · τ log σ · logn = 2 · (10 + c) log2 n bits of space on top of the input string
(i.e. we store powers of σ modulo q to speed up exponentiation modulo q, see Lemma 14;
recall that these integers take at most (10 + c) logn bits of space each, that we are storing at
most 2 · logn of them, and that c is the constant determining the probability of returning
wrong substring-equality results, see Theorem 1). Note that the lexicographic order of any
two string suffixes can be easily computed by comparing the two characters following their
longest common prefix (i.e. one LCE and one access query).
In some of our results below, we obtain the space to support fast LCE queries by
compressing integer sequences as done in [7, 9]: given a sequence S[1, . . . , k] of logn-bits
integers, with k ≥ 2 · (10 + c) log2 n, we first sort it in-place and in O(k log k) time using
any in-place comparison-sort algorithm. Then, we store in one word the index of the first
integer in the sorted sequence starting with bit ‘1’ and compact S in k logn − k adjacent
bits by removing the most significant bit from each integer. This saves k ≥ 2 · (10 + c) log2 n
bits of space. We store powers of σ modulo q in this space, so that our structure supports
fast LCE queries. When fast LCE queries are no more needed, S can be decompressed (i.e.
pre-pending again the most significant bit to each integer).
3.1 In-place SSA and SLCP arrays
By combining our Monte Carlo data structure with in-place comparison sorting, in-place
comparison-based merging [31], and compression of integer sequences, in Theorem 5 we
obtain the first sublinear-time in-place sparse suffix sorting algorithm.
Proof of Theorem 5. We first build our Monte Carlo structure using Theorem 1. If b ≤
n/ log4 n, then we suffix-sort the b text positions plugging slow LCE queries in any in-place
comparison sorting algorithm terminating within O(b log b) comparisons. This requires
O(b log b log2 n) ∈ O(n/ logn) time. If b > n/ log4 n, then we divide S in two sub-arrays
S′ = S[1, . . . , n/ log4 n] and S′′ = S[n/ log4 n+ 1, . . . , b] and:
We compress S′ in-place and O((n/ log4 n) · log(n/ log4 n)) = O(n/ log3 n) time as de-
scribed at the beginning of this section. For any fixed constant c, this saves n/ log4 n >
2 · (10 + c) log2 n bits of space (note that this inequality holds for n larger than some
constant). We store powers of σ modulo q in this space, so that our structure now
supports fast LCE queries.
We suffix-sort in-place (comparison-based sorting) S′′ using fast LCE queries. This step
terminates in O(b log b · t logn) ⊆ O(b · t · log2 n) time.
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We decompress S′. Now our structure supports only slow LCE queries.
We suffix sort in-place (comparison-based sorting) S′ using slow LCE queries. This step
terminates in O((n/ log4 n) · log(n/ log4 n) · log2 n) ∈ O(n/ logn) time.
We merge S′ and S′′ using slow LCE queries and in-place comparison-based merging [31].
This step terminates in O(b log2 n) time.
J
Note that we can add a further step to the above-described procedure: after having built
the SSA, we can overwrite it with the SLCP by replacing adjacent SSA entries with the
length of their longest common prefix. This step runs in-place and O(b log2 n) time using
slow LCE queries. This proves Theorem 6.
3.2 In-place LCP array
In this paragraph we describe the first sub-quadratic in-place LCP construction algorithm.
The result, stated in Theorem 8, follows from a careful combination of our deterministic data
structure, in-place suffix sorting [7], in-place radix sorting [9], and compression of integer
sequences.
Proof of Theorem 8. Our algorithm comprises the following steps:
We build and de-randomize our data structure using Theorem 2 (recall that, in Theorem
2, numbers modulo q take 11 logn bits as we fix the constant c of Theorem 1 to c = 1).
We store in O(1) words the modulo q and the seed s¯ computed during construction and
restore the text (needed for the next step).
We build the suffix array SA in-place and O(n logn) time using [7]. Note that we cannot
perform this step before computing q and s¯, since the de-randomization procedures needs
n logn bits of space.
We re-build our deterministic data structure using the values q and s¯ computed in the
first step. This step runs in-place and O(n) time using Theorem 1.
We compress the integers in SA′ = SA[1, . . . , n/ log2 n] with the procedure described
at the beginning of this section (in-place and O(n/ logn) time). This saves n/ log2 n >
2 · 11 log2 n bits of space (this inequality holds for n larger than some constant). We store
powers of σ modulo q in this space, so that our structure now supports fast LCE queries.
Note that SA′ is no more suffix-sorted.
We convert SA′′ = SA[n/ log2 n+ 1, . . . , n] to LCP [n/ log2 n+ 1, . . . , n] by computing
LCE values of adjacent suffixes using fast LCE queries. This step runs in-place and
O(n · t · logn) time.
We decompress SA′. Now our LCE structure supports only slow LCE queries.
We suffix-sort in-place (comparison-based sorting) SA′ using slow LCE queries. This
step takes O((n/ log2 n) log(n/ log2 n) log2 n) = O(n logn) time.
We convert SA′ to LCP [1, . . . , n/ log2 n] by computing LCE values of adjacent suffixes
using slow LCE queries. This step runs in O
(
n
log2 n · log2 n
)
= O(n) time and in-place.
J
3.3 In-place suffix selection
In Theorem 9 we provide the first optimal-space sub-quadratic algorithm solving the suffix
selection problem: given a text T and an index 0 ≤ i < n, output the text position
corresponding to the i-th lexicographically smallest text suffix. Our idea is to use a variant
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of the quick-select algorithm (i.e. solving the selection problem on integers) operating with
the lexicographical ordering of text suffixes.
Proof of Theorem 9. We build our Monte Carlo structure using Theorem 1. In our proced-
ure below, we use slow LCE queries to lexicographically compare pairs of suffixes. We scan
S and find the lexicographically smallest and largest text suffixes imin, imax in O(n log2 n)
time3. Then, we scan again S and count the number m of suffixes inside the lexicographic
range [imin, imax] (at the beginning, m = n). We pick a uniform random number r in [1,m],
scan again S, and select the r-th suffix ir falling inside the lexicographic range [imin, imax]
that we see during the scan. Finally, we recurse on [imin, ir] or [ir, imax] depending on where
the i-th smallest suffix falls (as in quick select, we repeat the process of choosing r until we
recurse on a set with at most 3m/4 elements. Since ir is uniform inside range [imin, imax],
we need to pick at most O(1) values of r until this condition is satisfied). We perform
at most O(logn) recursive steps, therefore the expected running time of our algorithm is
O(n log3 n). J
4 Conclusions
We have presented a new strategy for transforming a string in-place so that substring-
equality queries can be answered in constant time using the transformed string. Using our
transformation, we provided an optimal prefix-free encoding supporting substring-equality
queries in the cell-probe model, and a near-optimal encoding in the word-RAM model. Our
transformation represents also a powerful tool for solving in-place a wide range of string
processing problems. Using our technique, we provided the first in-place and sublinear-
time algorithms for the sparse suffix sorting, sparse LCP construction, and suffix selection
problems.
Our work leaves several exciting open problems. First of all, can we remove the Θ(log2 n)-
bits term from the space usage of our encoding in the word-RAM model? solving this
problem with a faster exponentiation algorithm seems unlikely, as it would imply a major
breakthrough in computational number theory. Other major open problems are whether our
string-processing algorithms can be de-randomized in-place, and whether we can achieve the
same time-space bounds in the read-only model (i.e. where the input string is not allowed
to be overwritten). Suffix-sorting arbitrary suffixes in sub-quadratic time using O(1) space
and without overwriting the original string seems a really hard task; we conjecture that ω(1)
space is needed in this model of computation in order to achieve sub-quadratic running time.
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