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Abstract 
As a dual behavioral and computational neuroscience research project , this study first 
tested reproductive effects on attention, learning, and decision making using the Attentional 
Set-Shifting Task (AS-ST) and then a Machine Learning model was constructed to simulate 
perceptual judgments and decision making through reinforced learning . In the behavioral 
task, response times and errors from 5 primiparous (one-time mothers) and 4 nulliparous 
(never pregnant) Sprague-Dawley rats were recorded during four increasingly complex 
attention modulation and paired associative learning tasks. The Machine Learning model 
reconstructed each task's decision problems through representation of internal and external 
conditions, valuation, action, and outcome evaluation to complete the task optimally. 
Behavioral results indicated that maternal experience significantly improved task 
performance response time and accuracy. Results from training the artificial model to 
complete the task indicate the potential decision making and learning processes of the 
rodents. Behavioral results were compared to the model pre and post-training, suggesting 
that maternal experience is associated with increased learning and optimal decision making 
as seen in the post-trained model. 
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From Mind to Machine: Parity Affects in the Attentional Set-Shifting Task in Animal and 
Machine Models 
Understanding how the human brain , a three pound mass of wet tissue, houses and 
creates memory, sensory perception, and complex behaviors remains one of the greatest 
yet unsolved mysteries. The field of Neuroscience, though only founded within the past 50 
years, is comprised of many sub-disciplines ranging from cellular to systems to behavioral . 
Research within each discipline helps to unfurl the mysterious underpinnings of the brain. 
As technological breakthroughs increase, research methodologies and techniques in 
Neuroscience are significantly and beneficially impacted . For example, computer science 
has enabled researchers to model complex information processing and decision making 
through the fields of Computational Neuroscience and Neuroeconomics. Research using 
biological models, i.e. experimentation involving humans , primates, or non-primate animals, 
is inherently limited by ethical constraints. Structural manipulations of information 
processing and perceptual systems are possible through the use of computational machine 
learning models (Silva, Freeman & Kinsley, 2012). Easy to manipulate, brain models enable 
researchers to gain a more direct view of perceptual system organization, network 
(neuronal) architecture, neural connectivity, and interaction which would thus provide the 
means through which complex behaviors and cognition arise (Elman, Bates, Johnson, 
Karmiloff-Smith , Parisi & Plunkett, 1997) . 
Though each discipline in Neuroscience offers unique methods for studying the brain 
at varying levels , bridging disciplines creates a more comprehensive understanding of the 
brain . Machine Learning models in Computational Neuroscience study and highlight the 
underlying principles of behavior, decision making, perception, and cognition. However, a 
merger with Behavioral Neuroscience allows investigators to explore how behaviors are 
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learned and executed . Biological and machine model comparisons of this type of cross-
disciplinary research creates a more robust understanding of not just a particular behavior 
or decision making process, but also the brain as a whole (Rangel , Camerer & Montague, 
2008) . 
Literature Review 
Some of the most striking results in behavioral tests in decision making , learning, 
and memory come from parity studies. In adapting for pregnancy and motherhood , a mother 
undergoes significant neurobiological changes that summate to create dramatic behavioral 
changes (Brunton & Russell, 2008). These studies have led to a greater understanding of 
both rodent and human mother preparations for the birth and care of offspring . Behavioral 
studies examining mothers and non-mothers have highlighted these adaptive changes , and 
have shown that, contrasted to non-mothers, maternal experience aids in better overall task 
performance (Lambert & Kinsley, 2012). Moreover, research indicates that primiparous 
females, compared to nulliparous females, are both quicker and more efficient at locating 
food rewards in learning and memory tasks (Kinsley, Tujuba & Meyer, 2011) . 
A mother rat must bear the cost of her large genetic investment in bearing and 
caring for offspring. She must ensure that her litter is both well protected and well-
nourished. These behavioral adaptations are brought about through neurochemical 
changes from fluctuations in reproductive hormones and changes in neurotransmitter 
releases that affect the brain globally enhancing cognitive abilities . 
Mothers must occasionally leave the nest to forage for food , and it is of increased 
importance that she completes that task effectively and efficiently in order to return to her 
nest quickly . Changes to the periaqueductal gray (PAG) have been shown to balance and 
mediate these survival needs of protecting the nest and eating . Structural changes to 
neurons have been observed in areas of the hypothalamus that regulate maternal behavior, 
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such as the medial preoptic area (mPOA) which serves, in part, to refocus attention to the 
changing demands of offspring care (Kinsley & Lambert, 2006). Dendritic spines on neurons 
within the mPOA increase in size and become denser and more active after pregnancy 
indicating enhanced connections from hypothalamic projections (Kinsley & Meyer, 2011). 
Similar neural architectural changes have also been found within the hippocampus 
increasing long-term potentiation and thus increasing the propensity for enhanced memory 
learning abilities (Kinsley, Collins, McLearie & Lambert, 1999). 
Even with such robust behavioral testing results, those observations cannot take into 
account what occurs between the input of the stimuli from the task and the outcome, or 
behavior, of the animal. The missing "middle part" of the mental processes of paying 
attention to relevant cues in the environment, the decision making process, and how the 
animal learns to make intelligent responses is not addressed through behavioral 
neuroscience. Machine learning models, however, offer the means to understand that 
essential "middle part". 
Animal testing has provided the framework for reinforcement learning models used 
throughout computational neuroscience, models which have more recently gained 
popularity through machine learning for use in robotics and artificial intelligence. Whether 
it's a machine mind or a human mind deciding the next move in a game of chess, reinforced 
learning (RL) is a decision making and learning process by which the learner is not given 
instructions on what action(s) to take but instead must learn to make the best action through 
exploration of an uncertain environment with the goal to achieve a maximum reward (Sutton 
& Barto, 1992). In an uncertain world, learners of the reinforcement type essentially must 
make a bold first move to interact with the environment at the cost of failure to achieve a 
goal (Rangel, Camerer & Montague, 2008).Every action made carries with it an outcome 
probability of success or failure, or positive versus negative payoff. However, those failures 
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in RL still allow the learner to gain some information about the environment - that is as long 
as the learner makes an action. Here , it is better to try and not succeed than to not try at all. 
As long as the learner explicitly explores its environment, then , through trial and error, the 
learner is able to increase positive payoff (rewards) to achieve a more optimal state of 
decision making and learning (Kaelbling & Littman, 1996) . 
Behavioral responses do more than just determine the immediate results; they also 
determine the probability of subsequent behaviors through changing the state of the 
environment for future decision making . An animal that optimally learns a task is projecting 
wh ich possible behaviors will be the most rewarded at some point in the future . Behaviors 
are based on a framework of value-based decision making. A learner, either an artificial 
agent or an animal, must be able to create representations of the environment including 
possible actions or behaviors. Values must then be assigned to those possible behaviors, 
and through valuation comparison, a learner is able to determine the best possible behavior 
or action selection . After a decision has been made, that behavioral outcome is then 
evaluated by the learner to determine its desirability . Learning is achieved through a 
feedback loop of updating what is known about the environment, possible actions and their 
payoff values, and the previous behav ior/action chosen (Rangel, Camerer & Montague, 
2008) . See Appendix B Figure 1 for an illustration of this learning process. 
Implementing RL with a value-based decision making framework through a 
computational machine learning model enables researchers to study how the brain may 
carry out complex decisions. Some of the most intricate tasks in Behavioral Neuroscience 
are attention based . Attention is the first step in processing any information from the 
environment. The information received and processed by any perceptual system within the 
brain is subject to modification through attentional-sets like selectivity , sustainment , and 
divided attention. Attention , however, isn't just an effector at the local level; it is a 
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dynamically coupled system with action, i.e . behavioral responses . Behavioral performance 
is directly linked to the responses of sensory neurons that which are affected by attention 
(Maunsell & Cook , 2002) . 
Birrell and Brown 's Attentional-Set Shifting paradigm uses paired associative 
learning to test rodents' ability to discriminate between changing environmental 
somatosensory and olfactory stimuli to correctly locate a food reward through a series of 
increasingly more complex tasks . This testing paradigm used in behavioral neuroscience is 
a powerful tool to test and examine changes not only to attentional sets, or the refocus and 
modulation of attention, but is also a powerful experimental design to test memory , learning , 
and decision making (Birrell & Brown, 2000). 
The choices of action within the AS-ST are based on the animal 's previous choices, 
the goal, and evaluation of actions that will maximize reward payoff over the long run . 
Computationally modeling the AS-ST can be achieved through machine learning with 
reinforcement learning (RL) model adapted from Rosenblatt's Perceptron Learning Rule 
(Bermudez, 2010). In order for the animal and the machine learning agent to gain control of 
its environment, it must explore and exploit environmental elements that lead to obtaining a 
reward, or a positive payoff. Actions are calculated from information on the state of the 
learning agent's environment (incoming information), possible sets of actions , the learning 
agent 's previous action, and action choice payoffs (does the action result in a reward or 
not?) . As the essential characteristic to RL models, agents are not given any information on 
which actions to take but through exploration, valuation, evaluation, and updating 
knowledge of the environment, it can learn to make the correct response to optimize reward 
payoff through increased behaviorally intelligent decisions (Sutton & Barto, 1992) . 
It is hypothesized that primiparous females will outperform nulliparous females in the 
Attentional-Set shifting task through decreased response times and decreased overall error. 
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From the mind of rat to the mind of a machine, the following dual experimental design will 
explore how a rat is able to learn such a complex task; additionally , it is hypothesized the 
behavioral performance of primiparous females will more closely correlate to a RL machine 
mind that has optimally learned the task . 
Materials and Methods 
Behavioral Testing Paradigm 
Animals 
This study collected and reported data from 9 Spague-Dawley (albino) rats: 5 
primiparous females (PRIMS) and 4 nulliparous females (NULLS). All animals used in this 
study were maintained in accordance with the guidel ines of the Institutional Animal Care 
and Use Committee (IACUC) of the University of Richmond and in accordance with the 
Guidelines for the Care and Use of Mammals in Neuroscience and Behavioral Research 
[(National Research Council , 2003); University of Richmond's assurance number : A3615-
01, Approval number: 12-04-1]. 
Apparatus 
Training and testing was conducted in a large glass aquarium with a thin layer of cob 
bedding on the bottom. A series of small terracotta pots (7cm x 4cm) were used throughout 
testing, and depending upon trial type , were affixed to either a weighted circular wooden 
board the same diameter of the pot, or to a wooden platform (6in x 6in) that could vary in 
texture. The small pots were filled with bedding that was used as a digging medium for the 
animals to retrieve the reward food , one third of a Fruit Loop (Kellogg Brand, Battlecreek , 
Ml) . 8 different natural scented oils (The Body Shop) were used throughout as the olfactory 
dimension and could easily be spread around the rim of each pot. A series of 8 different 
textures (somatosensory dimension) were glued to the 6in x 6in wooden boards to which 
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the terracotta pots were attached, creating a platform. In total, there were 9 pairings of 
platforms creating 18 different exemplar combinations, and thus the platforms could be 
varied by either their odor or texture . (See Appendix A Table 1 for testing phase 
descriptions used in the AS-ST; and Table 2 for exemplar combination descriptions.) 
Habituation 
Two days prior to the start of training, animals were placed on a restricted diet, and 
on the third day animals were introduced to the reward food (Fruit Loops).Once animals 
reliably ate the Fruit Loops in their home cages, Tank Habituation and Training began. 
Throughout habituation, training and testing, all animals were kept on a regulated diet. 
During Tank Habituation, each animal was allowed 15 minutes to freely explore and 
investigate the arena . Afterwards, an unscented, un-baited and unfixed pot that was filled 
half way with bedding was introduced and animals were allowed to freely investigate for five 
minutes. To shape digging behavior, a Fruit Loop was placed on the surface of the digging 
medium, and every time the animal retrieved the reward, the Fruit Loop was buried deeper 
by adding a covering layer of the digging medium . This continued until each animal 
retrieved six consecutive Fruit Loops buried in a pot filled to the rim with digging medium . 
Discrimination Training 
Simple Discrimination (SD) training was used to introduce animals to each of the 
dimensions it would see in later testing (odors and textures) as well as to train animals to 
discriminate between relevant and irrelevant stimuli. Animals had to learn to associate the 
reward with one of two varying odors (SD Training 1) or one of two varying textures (SD 
Training 2).These odors and textures were neither combined nor used again in subsequent 
testing trials . Animals had to correctly discriminate between the two platforms and retrieve 
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the reward six consecutive times in trials with five minute maximums . If the animal failed to 
find the Fruit Loop or did not dig at all, the platforms were removed , digging medium was 
refreshed , and the Fruit Loop was reburied to start a new trial. 
Testing 
There were four testing phases with different exemplar combinations of increas ing 
complexity each requiring the animal to learn and recall the relevant sensory stimuli through 
focused attention . The reward was consistently associated with one dimension in only one 
of two platforms . During each testing phase animals were given four "discovery " trials to 
freely dig in both pots to locate the reward without penalty from error. During testing trials 
however , if an animal began to dig in the wrong pot the platform was removed , an error was 
recorded , and thus the trial ended . Similar to SD Training 1 and 2, digging medium was 
refreshed between trials so that animals were not following their own odor , and odorants 
were also refreshed between trials . Placement of platforms was determined by a random 
sequence . 
Primiparous female correctly retrieving Fruit Loop during IDS Testing Trial 
Testing phases included Simple Discrimination (SD) , Compound Discrimination 
(CD) , Compound Discrimination Attentional Set Reversal (CDR) , Intra-Dimens ional Shift 
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(IDS), Intra-Dimensional Attentional Set Reversal (IDSR), Extra-Dimensional Shift (EDS) , 
and Extra-Dimensional Attentional Set Reversal (EDSR). Each testing phase consisted of 4 
discovery trials , 12 testing trials , 2 attentional set reversal discovery trials , and 6 attentional 
set reversal testing trials. Whereas SD tr ials differed only along one dimension , subsequent 
testing phases (CD, IDS, EDS and their set reversals) included both a relevant and 
irrelevant dimension (odors and textures) and could also vary by exemplar combinations of 
positive and negative stimuli. During attentional set reversals the relevant stimulus 
associated with the reward from the previous testing phase remained the same, but the 
irrelevant cue was changed thus requiring the attentional set shift (attention modulation) 
paramount to this behavioral paradigm. 
Response times (recorded in seconds) and errors were recorded for all 
discrimination tasks between the two parity groups. If an animal selected the wrong platform 
and began to dig, failed to find the reward, or did not initiate digging at all during a trial , an 
error was recorded for that trial. No digging trial errors are calculated as part of overall trial 
errors; however trials of inaction were reported and analyzed separately . 
Machine Learning Model 
The RL model required a machine learning agent to go through each of the testing 
phases used in the AS-ST (SD, CD, CDR, IDS, IDSR, EDS, EDSR) to achieve intelligent 
behavior. The agent was determined to display intelligent behavior when the criterion of a 
70% correct response rate within testing phases was reached . 
The eight olfactory and eight somatosensory stimuli used in the behavioral task were 
each randomly assigned a unique 8-dimensional binary input vector (for example , Odor 1 -
Vanilla - became 01010100) . Each input vector dimension was associated with a weight for 
a total of eight weights per vector set at random. These input vectors and associated 
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weights created the representations of the environmental stimuli used in the task . All 
exemplar combinations from AS-ST testing phases were modeled in this way. 
The model assigned values based on action payoffs (A) to the possible behavioral 
actions the agent could take with higher payoffs for rewarded actions and negative payoffs 
for incorrect actions. The agent could take one of three possible actions : selecting only the 
rewarded platform (Action 1), selecting both the rewarded and unrewarded platforms 
(Action 2), or failing to make any selection at all (Action 3). Payoffs were determined by time 
expenditure -(t) , energy expenditure -(e) , and reward prospect ±(r) , where t= -1; e= -1, and 
r- ±3. 
(A) = [-(t) - (e) ± r] 
Each input vector was multiplied by its associated weight and summated across both 
olfactory and somatosensory inputs (except for SD which only had olfactory input) to 
calculate the total stimuli input (x) . 
X = _Iwinfin 
Win= new weight ; fin= new input vector 
Initial weights for olfactory input were set at random during the first trial of SD, and 
somatosensory weights set at random during the first trial of CD. Weights (input type 
specific) for each subsequent trial were updated with the following machine learning rule: 
Win +- Wio + fin X V(8) X A x <J 
Win = new weight; Wio = old weight; fin = new input vector ; V(o) = acti vation function 
A = action payoff; <J = exploration rate 
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During the first trial in SD testing, the threshold (7) was set at random . Thresholds were 
updated throughout subsequent trials by subtracting the previous trial's threshold T0 from 
the previous total stimuli input x and adding the agent's exploration rate. The exploration 
rate was set at random and represented the random variability for environmental 
exploration. 
ncI WJJ- To]+ a 
i 
The activation function V(a) was the agent's action decision and was determined by the 
discriminant value of action . If the total stimuli input (x) was greater than the threshold (7), 
the agent acted, if (x) was equal to or less than T, the agent did not act. 
[L ~Ii > r] • +a 
[L wJi < r] • -a 
Discriminant Value where 
a= { i 
-1 
To implement and run the machine learning model in real-time , each testing phase 
and set-reversal (SD through EDSR) and their corresponding exemplar combinations were 
entered as input vectors with corresponding vector weights in Microsoft Excel (See 
Appendix B, Image 1 and 2).The AS-ST model was run 26 times and varied by the following 
training criteria: olfactory and somatosensory starting weights (randomized between every 
session run), number of trials run per testing phase, exploration rates , starting threshold, 
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and random variability. Seven sessions were executed to examine learning effects of one 
variable and trial run increases. Run sessions were designated as standard (66 total trials 
across all test phases), extended (132 total trials), and a final run (session 7) of 264 total 
trials . 
Sessions 1 through 6 were run four times each with random starting weights for both 
input vector modalities. The first two runs matched the number of trials of each test phase 
used in the behavioral design (12 trials each for SD, CD, IDS, EDS; 6 trials for each set-
reversal). The last two runs doubled the number of trials for each test phase (24 and 12, 
respectively). Session seven consisted of two runs with trial run sizes of 48 and 24 (reversal 
trials). The first session conducted served as a baseline phase to represent the model 
before training. See Appendix B Figure 2 for an illustration of the manipulated variables 
across each training session. 
Average number of errors and error types were recorded between sessions for one 
learning agent. Error Type 1 corresponded to Action 2: selecting both platforms and Error 
Type 2 corresponded to Action 3: failing to make any selection at all 
Results 
Behavioral Model 
A one-way between subjects ANOVA was conducted to compare parity effects on response 
times, errors, and no dig trials for SD, CD, CDR, IDS, IDSR, EDS, and EDSR using IBM 
SPSS v.19.0. 
Response Times 
There was a significant effect of maternal experience on response times at p<.05 
level for all trials except SD. Parity effects to CD [F(1,7)= 52.76, p=0 .000] Nulls (M=94.81 , 
SD= 23.50) and Prims (M=11.2, SD= 10.05); CDR [F(1,7)= 9.41, p=0.018] Nulls (M= 
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162.25, SD= 115.91) and Prims (M= 6.03, SD= 3.34) ; IDS [F(1,7)= 14.27, p= 0.007] Nulls 
(M= 171.67, SD= 98.21) and Prims (M= 8.25, SD= 6.59); IDSR [F(1,7)= 11.36, p= 0.012] 
Nulls (M= 192.25, SD= 125.47) and Prims (M= 6.47, SD= 3.08) ; EDS [F(1.7)= 24.05 , p= 
0.002] Nulls (M= 203.79, SD= 89.63) and Prims (M= 10.35, SD= 5.81); EDSR [F(1,7)= 
11.06, p= 0.013] Nulls (M= 201.07 , SD= 132.41) and Prims (M= 7.46, SD= 6.1) . (See 
Appendix A Chart 1 and 2 for ANOVA and descriptive statistics.) 
Errors and No Dig Trials 
Significant effects of parity on error was found for SD error [F(1,7)= 7.23, p=0.031] 
Nulls (M= 5.5, SD= 3.32) Prims (M= 1.2, SD= 1.3); CD error [F(1,7)= 9.23 , p=0 .019] Nulls 
(M= 4.5, SD= 1.91); CD no dig trials [F(1,7)= 10.03, p= 0.016J Nulls (M= 1.75, SO= 1.26) 
Prims (M= 0.00, SD= 0.00); CDR no dig trials [F(1,7)= 6.27, p= 0.041] Nulls (M= 2.75, SD= 
2.5) Prims (M= 0.00, SD= 0.00); IDS error [F(1,7)= 9.64, p= 0.017] Nulls (M= 7.25, SD= 
0.50) Prims (M=2.4, SD= 3.05); IDS no dig trials [F(1,7)= 8.88, p= 0.021) Nulls (M= 5.5, 
SD= 4.2) Prims (M= 0.00, SD= 0.00); and EDS no dig trials [F(1,7)= 14.83, p=0.006J Nulls 
(M= 7.5, SD= 4.43) Prims (M= 0.00, SD= 0.00) . Parity did not, however have significant 
effects on SD, IDSR, and EDSR no dig trials ; and CDR, IDSR, EDS, and EDSR errors . (See 
Appendix A Charts 3 and 4.) 
Computational Model 
A Descriptive Statistics report was run for Error Type 1 and 2 means and standard 
deviations in SPSS. Type 1 errors during standard length trials (M = 18.50, SD= 2.07) and 
Type 2 errors (M = 2.33, SD= 2.00). Type 1 errors during extended length trials (M = 32.17, 
SD= 6.99) and Type 2 errors (M = 1.67, SD= 1.51). Type 1 errors for the final run sessions 
From Mind to Machine 11 s
of 264 trials (M = 40.00, SD= 1.41) and Type 2 errors (M= 0.00, SD= 0.00) . (See Appendix 
B Chart 1 for Descriptive Statistics.) 
Average percentage rates of errors for each error type and session was plotted 
using SPSS's Means Plot. Session 1 had a Type 1 error average of 23.12% and Type 2 
average of 5. 79%; session 2 had a Type 1 error average of 29.17% and Type 2 average of 
2%; session 3 had a Type 1 error average of 28.41 % and Type 2 average of 3.5%; session 
4 had a Type 1 error 26 .89% and Type 2 average of 2%; session 5 had a Type 1 error 
average of 25.38% and a Type 2 average of 1 %; session 6 had a Type 1 error average of 
24.24% and a Type 2 average of 0%; and session 7 had a Type 1 error average of 15.15% 
and a Type 2 error average of 0%. (See Appendix B Graph 1 for means plot for Type 1 
Errors and Graph 2 for Type 2 Errors .) 
Lastly , a Linear Curve Estimation Regression with ANOVA was run in SPSS for 
Error Type by session. Though there was no significant correlation between trial runs and 
Type 1 errors , there was a significant negative linear correlation between trial runs and 
Type 2 errors [F(1,5)= 19.37, p= 0.007] , R = 0.892 and R Square= 0.795 . (See Appendix B 
Charts 2 - 6 and Graphs 3 and 4.) 
Model Comparison 
Behavioral Model 
As predicted , and based on the likely demands now placed on the maternal animal , 
the results from the behavioral test confirmed the hypothesis that mothers would outperform 
non-mothers during task trials in accuracy and speed. Response time results (most often 
with the p value nearing 0.000) indicate that mothers are significantly better (quicker 
performance) in required tasks . Their speed was much more consistent during all test ing 
phases with the highest standard deviation from the mean at around 1 0seconds . Non-
mothers, on the other hand, deviated from the mean over 2 minutes at times . The only 
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testing phase without significant response time effects was the first stage of testing, SD. 
During this stage, animals become familiar with the task so insignificant findings here could 
indicate a baseline level of learning between each parity group. As task complexity 
increased, response times for nulls increased; response times for prims, however, generally 
decreased with task complexity. More interestingly, prims' response times decreased 
between testing phases and their corresponding set reversals ; whereas the opposite was 
true for nulls: set reversals corresponded to increased response times (See Appendix A, 
Graph 5). Set reversal trials tested the animals' ability to favor information from 
environmental cues that previously had not been associated with the reward, thus requiring 
the animal to shift its focus of attention to stimuli that may have been disregarded in the 
past. These response time results indicate that mothers are better able to shift attention and 
thus learn the task more optimally . 
Efficiency seems to be brought to the forefront in the mother. Not only were mothers 
consistently faster at initiating behavior, their behavioral choices yielded the most correct 
responses. Since animals were allowed to dig in either or both pots, there were different 
types of erroneous or negative behavior - either initiating behavior but choosing the wrong 
pot at first (Type 1 error), or not initiating behavior thus not digging at all (Type 2 error).ln six 
out of the seven testing phases, mothers made significantly fewer errors . Results of 
average response times between groups indicate that mothers made significantly fewer 
errors on the set reversal trials than in the corresponding testing phases, whereas non-
mothers consistently made more errors during each set reversal trial. Graphs 1 and 2 in 
appendix A illustrate the differential Type 1 errors between mothers and non-mothers . 
Failure to initiate any behavior was rarely seen in mothers -the only testing phase 
associated with Action 3 (failure to act) was the last and most complex task, EDSR. Non-
mothers, in general, were up to seven times more likely to make errors. 
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Though error and response time averages generally increased as task complexity 
increased, the results from this study show that maternal experience aided in better over-all 
task performance through increasing the likelihood of correct behavior as well as 
consistently faster behaviors. 
Mothers have a greater demand placed upon them to act quickly and efficiently 
especially when there is the opportunity to earn a reward with metabolic merit. For instance, 
if they have to leave their nest and vulnerable offspring behind in order to exploit food and 
water sources. Non-mothers do not have the same inherent demands, and the results of 
this study suggest that those demands and differential payoffs for action could play a large 
role in a mother's decision making and learning process. 
Machine Model 
Results from the machine learning model fill in open questions left by the behavioral 
paradigm as to how an intelligent system actually learns the task; moreover, this model 
indicates how a learning agent would be able to best optimize the reward payoffs. 
Every action carried a probability of reward or failure, but in order for the agent to 
learn, it had to both explore and exploit the elements within its environment. Manipulated 
variables that affected the overall probability of taking an action included differential starting 
thresholds and variability, exploration rate differences, and the number of trials run for each 
testing phase. 
The action of the learning agent determined not just its immediate reward, but also 
determined the subsequent states of the environment. Therefore , in order to maximize 
rewarded payoffs the agent had to learn which actions yielded the most desirable outcomes 
where the probability of reward outweighed that of failure . 
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The threshold for action was initially set high at 20. The higher the threshold, the 
higher the summation had to be for sensory inputs and their corresponding weights. 
Sessions with lower initial thresholds corresponded to decrements in erroneous actions 
(both Type 1 and Type 2 errors). The RL model showed that initial actions are more difficult 
than subsequent actions because the agent, being in an uncertain environment, has no way 
to judge which action, if any, was the best to take. The lower the starting threshold, the 
easier it was for the agent to make an initial first move. Though there was an overall 
decrease in Type 2 errors across sessions one through three, it was the fourth session that 
was associated with the largest change when Type 2 errors were no longer made. The only 
testing variable that was manipulated in this session was the starting threshold which set at 
1. 
Increasing the number of trials also significantly affected the numbers of errors made 
across testing phases. The more time an agent had to explore gave it the opportunity to 
gain more information about the environment via trial and error experience . The seventh 
session run which consisted of a total of 266 total trials corresponded to the lowest amount 
of Type 1 error, at an error rate of 15%, and Type 2 error, at an error rate of 0%. This 
means that the agent, though making some errors, was at least acting upon and updating 
information about the environment. 
The significant negative linear correlation between Type 2 error and trial run 
sessions (p= 0.007; R= 0.892) indicated that as trial runs progressed, Type 2 errors 
significantly decreased. The profound drop in Type 2 error was due to a combination of 
increased trials per session, lower starting thresholds, and higher exploration rates. It was 
not determined with this model and analysis which variable (trial size, threshold, or 
exploration rate) created the largest difference. 
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In the behavioral task, the rewarded platform was associated with a food reward. 
Although steps were taken to mask any olfactory cues from the reward food that could be 
sensed from the animal, there was still the possibility that the animal was updating 
information and learning based on direct olfactory cues from the reward. Exploration Rate 1 
was used to buffer this specific perceptual noise, the additional sensory information besides 
the olfactory and somatosensory cues given which could be used by the agent to help guide 
and shape its behavior. 
During the two sessions, exploration rates were equally set and then increased 2 
fold over the course of training. Higher exploration rates were correlated to decreased Type 
1 and 2 errors. By increasing the rate of exploration, the weights assigned to each input 
vector increased thus increasing the likelihood of surpassing the threshold. 
Variability in this design was used to account for additional perceptual noise within 
the environment. Increased variability was associated with decreased errors, but it could 
not be concluded if it those changes significantly impacted the choice of action for the 
agent. 
Discussion 
In order to learn, a system, be it a mind or a machine, must perform behaviors that 
are the most advantageous to achieving rewards while decreasing the likelihood of failure. 
The use of a computational learning model allowed this research to not only to examine the 
processes of decision making, but also to understand how that relates to the behavioral AS-
ST. The significantly better overall performance of mothers versus non-mothers closely 
matched the action outcomes of the RL model with lower thresholds, higher exploration 
rates, and increased trial run lengths. The behavioral paradigm, unlike the RL model, is 
inherently limited to a finite number of trials; however, given this limitation, mothers were 
able to perform at a level analogous to artificial system that had optimally learned the task. 
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Errors in the RL model decreased the most when trial run length was extended, such 
as in the final seventh run. Comparing the animal model to the machine model suggests 
that maternal experience helps create a more optimally performing system through quicker 
learning, faster response times and fewer errors. Differences between threshold activation 
values are hypothesized to be analogous to task speed; however, the current paradigm was 
unable to determine the association between the two, but is a promising next step for this 
research . 
The demands placed on a mother to effectively and efficiently explore and exploit 
her environment is the main characteristic of successful reinforced learning, and the results 
of the machine model described heretofore highlight the similarities between its own optimal 
performance and the behavioral performance of mothers in the AT-ST. 
Easy to manipulate, machine learning models allow for "how" type investigations of 
intelligent information integration and processing, system organization, decision making, 
and the emergence of complex sensory-motor behaviors. Though the model presented is 
not without its limitations, it is a fertile ground for future investigations. 
Though response times were recorded for the behavioral paradigm, the results from 
the machine model only investigated accuracy and error type. A more comprehensive 
cross-model comparison would also correlate the differences between threshold and the 
activation function seen in the machine model to animals' response times . The closer an 
activation function was to the threshold would correspond to a system or learner that was 
more likely to act ; when the difference between those values were higher, the system or 
learner was less likely to act. The behavioral data from mothers versus non-mothers 
indicated that mothers were more likely to act, quicker in their responses, as well as more 
accurate. In the machine model, these behaviors equate to lower thresholds coupled with 
high activation functions and thus more accurate actions . 
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The strength of a stimulus is a key determinate for the likelihood of a particular 
behav ioral response (Palmer, Huk & Shadlen, 2005). Stimulus strength was modeled 
through weights, where larger weights were analogous to stronger stimuli, or stimuli more 
readily processed. The more complex a task is or becomes affects the coupling of 
response time and accuracy thus making it more difficult for a learning system, be that a rat 
or a computational agent , to learn . The machine model highlighted accuracy as a function of 
testing complexity and increasing stimulus strength through previous learning. A next step 
for this research, however, would be to implement Pieron's Law to analyze response times 
as a function of stimulus strength . Pieron's Law in signal detection holds that the stronger a 
stimulus is the quicker mean response times become (van Maanen , Grasman , Forstmann & 
Wagenmakers, 2011) . The results from the behavioral task adhere to this law though the 
current project did not correlate that finding to the machine model. 
As each testing phase was associated with a new reinforcer, it required the learner 
to efficiently divorce information values learned through previous conditions and reassign 
those values to a new cue stimulus . This is most optimally achieved when the system learns 
information from both exemplar combinations (both platforms) . For example , if a rat were to 
only dig at one platform during a testing phase, it would never learn the contents of the pot 
on the other platform. Though the experimenter was aware that a negative cue exemplar 
combination did not contain any reward, to the learner and explorer , the rat, it very welt 
could have had twice the amount of reward as the other pot. This is the essence of 
reinforced learning - one must explore and exploit the environment in order to elicit the 
most advantageous behavior (Rangel , Camerer & Montague , 2008) . 
In the behavioral task, mothers were more likely to explore their environment thus 
gaining more valuable information to make the most efficient and accurate future decisions. 
Mother rats that made Type 1 errors were also more likely to keep trying by moving to the 
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neighboring platform to dig thus finding the reward. Conversely, non-mothers who made 
Type 2 errors were likely to accept defeat and end their exploration thus not finding the 
reward. In comparison to the machine model, this "keep trying" behavior seen in mothers 
was analogous to the model 's initial Type 2 errors promptly followed by a plateau of 
accurate choices with low thresholds and high activation functions thus making accurate 
choices even more probable in the future. 
Anticipation of reward also subserves the process of learning through valuation: 
increased anticipation is coupled to higher payoffs for correct actions and lower payoffs for 
incorrect actions . Higher anticipation of reward is associated with higher exploration rates 
and decreased Type 2 errors . If errors were made, they would most likely be Type 1 as 
there would be an increase in choosing actions at random due to a positive shift in the costs 
of failure: Results from the machine model's output support this theory. It is most probable 
that once an agent (rat or machine) has already learned that there is the opportunity to be 
rewarded, the costs of exploring are decreased (Thrun, 1992). The machine model, 
however, kept negative and positive payoff values consistent throughout all testing phases. 
To address anticipation , the model used a variability factor for exploration rate differences . 
Exploration rates in rats would be affected by states including anticipation . 
The decision making processes of the brain are not wholly understood, but bridging 
Behavioral and Computational disciplines of Neuroscience provides a more comprehensive 
picture of how information is received, represented, processed and evaluated to produce 
behaviors. The use of a machine learning model comparison enabled this original research 
to examine the potential ways that rodents may learn the complex Attentional Set-Shifting 
Task; additionally, the findings from both experimental designs paves the way for new and 
exciting future research in attention, parity affects, and learning between Behavioral and 
Computational Neuroscience. 
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Appendix A 
Simple Compound 
Discrimination Discrimination 
Odorl Odor 1 Texture 
vs. vs. 
Odor2 Odor 2 Texture 2 
Set Reversal 
Odor 1 Texture 2 
vs. 
Odor 2 Texture 1 
Table 1: Testing phases of AS-ST 
01 Vanilla 
02 Lemon 
03 Jasmine 
04 Raspberry 
05 Satsuma Orange 
06 Grapefruit 
Tl Cloth 
T2 DuctTape 
T3 Coarse Sandpaper 
T4 Corkboard 
TS Plastic mesh canvas 
T6 Foam matting 
Table 2: Exemplar variables 
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Intra-Dimensional Extra-Dimensional 
Shift Shift 
Odor 3 Texture 3 Texture 5 Odor 5 
vs. vs. 
Odor 4 Texture 4 Texture 6 Odor 6 
Set Reversal Set Reversal 
Odor 3 Texture 4 Texture 5 Odor 6 
vs. vs. 
Odor 4 Texture 3 Texture 6 Odor 5 
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ANOVA 
Sum gf Squares di Mean Square F Sig. 
SD Between Groups 970B.76B 1 970B.76B 3.325 .111 
IMthin Groups 20437.2-43 7 2919.606 
Tatal 30146.011 B 
CD Between Groups 15534.73B 1 15534.738 52.761 .ODD 
IMthin Groups 2061.046 7 294.435 
Tatal 17595.786 B 
CDR Between Groups 54229.864 1 54229.B64 9.408 .01B 
IMthin Groups 40346.079 7 5764.011 
Tatal 94517.942 B 
IDS Between Groups 59344.702 1 59344.702 14.270 .007 
IMthin Groups 29110.406 7 415B.629 
Tatal 8B455.108 8 
IDSR Between Groups 76701.544 1 76701.544 11.360 .012 
IMthin Groups 47264.619 7 6752.D8B 
Tatal 123966.162 8 
EDS Between Groups 83155.127 1 83155.127 24.016 .002 
IMthin Groups 24237.040 7 3462.434 
Tatal 107392.168 B 
EDSR Between Groups B3301.346 1 B3301.346 11.055 .013 
IMthin Groups 52745.365 7 7535.052 
Tatal 136046.713 B 
Chart 1 : ANOVA for behavioral task response times 
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Dttcriptln, 
95% Confidence lr rval for Mean 
N Mean Sid. Deviillion Sid. Error Lower Bound Ulljler Bound Minimum Maximum 
SD Null 4 88.7300 81.92031 40.96016 -41.6235 219.0835 14.58 205.50 
Prim 5 22.6320 8.72397 3.901-18 11.7998 33.4642 8.00 29.33 
Total 9 52.0089 61.38608 20.46203 4.8234 99.1944 8.00 205.50 
CD Null 4 94.8100 23.50330 11.75165 57.4110 132.2090 62.58 118.08 
Prim 5 11.2000 10.04780 4.49351 -1.2760 23.6760 4.00 28.58 
Total 9 48.3600 46.89854 15.63285 12.3106 84.4094 4.00 118.08 
CDR Null 4 162.2500 115.90716 57.95358 -22.1842 3i16. 842 31.00 300.00 
Prim 5 6.0340 3.34182 1.49451 1.8846 10.1834 3.17 11.33 
Total 9 75.4633 108.73014 36.24338 .a 1140 159.0407 3.17 300.00 
IDS Null 4 171.6650 98.21206 49.10603 15.3877 327.9423 36.58 249.25 
Prim 5 8.2480 6.58743 2.94599 .0686 16.4274 3.25 19.83 
Total 9 80.8778 105.15174 35.05058 .0510 161.7046 3.25 249.25 
IDSR Null 4 192.2500 125.46807 62.73403 -7.3977 391.8977 64.67 300.00 
Prim 5 6.4660 3.07859 1.37679 2.6434 10.2886 3.50 10.83 
Total 9 89.0367 124.48201 41.49400 -li.6-187 184.7220 3.50 300.00 
EDS Null 4 203.7900 89.63292 44.81646 61.1640 346.4160 114.08 300.00 
Prim 5 10.3480 5.80643 2.59672 3.1384 17.5576 4.58 18.75 
Total 9 96.3222 115.86208 38.62069 7.2627 185.3817 4.58 300.00 
EDSR Null 4 201 .0700 132.40919 66.20459 -9.6226 411.7626 20.14 300.00 
Prim 5 7.4580 6.09887 2.72750 -.11-18 15.0308 2.00 14.57 
Total 9 93.5078 130.40644 43.46881 -li.7315 193.7470 2.00 300.00 
Chart 2: Descriptive statistics for behavioral task response times 
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ANOVA 
Swnof Mean 
$quns di Square F Sil. 
SD Ell'Of lletMen Groups 41.119 1 41.119 7.227 .031 
'Mhin Grol4is 39.800 7 5.686 
TOIII IKl.889 8 
SD No Dig Between Groups 8.889 1 8.889 1.830 .218 
'Mhin Groups 34.IDl 7 4.857 
TOIII 42.889 8 
CD &!or 8ftVeen Groups 21.356 1 21.356 9.228 .019 
'Mhin Groups 16.200 7 2.314 
Total 37.556 8 
CD No Dig l!MeenGroups 6.806 1 6.116 10.03 .016 
'Mhin Grol4!1 4.750 7 .679 
TOIII 11.556 8 
CDREll'Of lletMen Grol4is 11.756 1 11.756 4.156 .081 
'tM,in Groups 19.800 7 2.829 
Total 31.556 8 
CDRNo Dig Belween Groups 16.806 1 16.806 6.274 .041 
MIiin Gioups 18.750 7 2.679 
TOIII 35.556 8 
IDS Emw BMeen Groups 52.272 1 52.272 9.642 .017 
'IMw\Groups 37.950 7 5.421 
TOIII 90.222 8 
IDS No Dig lletMen Groups 67.222 1 67.222 8.878 .021 
'Mhin Groups 53.IDl 7 7.571 
TOIII 120.222 8 
IDSRfflor BMeen Groups 18.689 1 18.689 4.639 .I& 
'ltWwl Groups 28.200 1 4.029 
TOIII ~.889 8 
IDSR No Dig lletMen Groups 23.472 1 23.472 5.343 .054 
'Mhin Groups 30.750 7 4.393 
TOIII 54.222 8 
EDSenvr lletMen Groups 39.200 1 39.200 3.161 .119 
'ltWwl Groups 86.800 7 12.Gl 
TOIII 126.IDl 8 
EDS No Dig BeMen Groups 125.IDl 1 125.IDl 14.83 .IDi 
'Mhin Grol4is 59.IDJ 7 8.429 
TOIII 184.IDl 8 
EDSR &!or BMeen Groups 15.022 1 15.022 5477 .052 
'ltWwl Groups 19.200 7 2.743 
TOIII 34.222 8 
EDSR No Dig BMeen Groups 8.889 1 8.889 1.944 .2!1i 
'Mhin Groups 32.IDl 7 4.571 
TOIII 40.889 8 
Chart 3: ANOVA for errors in behavioral task 
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95% Coniclence lnlerval 
for Mean 
8'1. 8'1. lower Upper 
N Mean Devillion Em,r Bound Bound 
so Nul 4 5.5000 3.31662 1.65831 .2225 10.7775 
Em,r Prim 5 1.:ml 1.30384 .58310 -.4189 2.8189 
Total 9 3.1111 3.17980 1.05993 .6669 5.5553 
SD No Null 4 2.0000 136650 1.68325 -3.3569 7.3569 
Dig Prim 5 .0000 .00000 .00000 .0000 .0000 
Total 9 .8889 2.31541 .77180 -.8909 2.6687 
CD Nul 4 4.5000 1.91485 .95743 1.4530 7.5470 
Em,r Prim 5 UlOO 1.1~18 .50990 -.0157 2.8157 
Total 9 2.7778 2.16667 .72222 1.1123 4.4432 
CD No Nul 4 1.7500 1.25831 .62915 -.2522 3.7522 
Dig Prim 5 .0000 .00000 .00000 .0000 .0000 
Total 9 .7778 1.20185 .m2 -.1460 1.7016 
CDR Nul 4 2.5000 2.51661 1.25831 -1.5045 6.5045 
Em,r Prim 5 .:ml .44721 .:mlO • .3553 .7553 
Total 9 1.2222 1.98606 .66202 -.3044 2.7488 
CDR Null 4 2.7500 2.50000 1.25000 -1.2281 6.7281 
No Dig Prim 5 .0000 .00000 00000 .0000 .0000 
Total 9 1.2222 2.10819 .70273 -.3983 2.8427 
IDS Nul 4 7.2500 .50000 .25000 6.4544 8.0456 
Em,r Prim 5 2.~ 3.04959 1.36382 -1.3866 6.1866 
Total 9 4.5556 135824 1.11941 1.9742 7.1369 
IDS No Null 4 5.5000 4.20317 2.10159 -1.1882 12.1882 
Dig Prim 5 .0000 .00000 .00000 .0000 .0000 
Total 9 2.4444 187657 1.29219 -.5353 5.4242 
IDSR Nul 4 3.5000 3.00000 1.50000 -1.2737 8.2737 
Error Prim 5 .6000 .54772 .24495 •.0801 1.2801 
Total 9 1.8889 2.42097 .80699 .0280 17498 
IDSR Nul 4 3.2500 320156 1.60078 -1.8444 8.3444 
No Dig Prim 5 .0000 .00000 .00000 .0000 .0000 
Total 9 1.4444 2.60342 .86781 -.5567 3.44$ 
EDS Nul 4 8.0000 4.32049 2.16025 1.1251 14.8749 
Em,r Prim 5 3.8000 2.77489 1.2e1 .3545 7.2455 
Total 9 5.6667 3.!16863 1.32288 2.6161 8.7172 
EDS Null 4 7.5000 4.43471 2.21736 .4434 14.5566 
No Dig Prim 5 .0000 .00000 .00000 .0000 .0000 
Total 9 3.3333 4.79583 1.59861 -.3531 70197 
EDSR Null 4 4.0000 1.63299 .81650 1.4015 6.5985 
Error Prim 5 1.m 1.67332 .74833 -.6777 3.4777 
Total 9 2.5556 2.06828 .68943 .9657 4.1454 
EDSR Nul 4 3.1ml 2.58199 1.29099 -1.1085 7 .1085 
No Dig Prim 5 1.m 1.73205 .77460 -1.1506 3.1506 
Total 9 1.8889 2.26078 .75359 .1511 3.6267 
Chart 4 : Descriptive statistics for errors in behavioral task 
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Graph 1: Means plot for response times in behavioral task 
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Graph 3: Means plot for Type 2 errors in behavioral task 
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Figure 1: Learning process used in Reinforcement Learning Models . 
Session Threshold Variabil ity Exploration Exploration Rate 1 Rate 2 
1 20 10 1 1 
2 10 10 1 1 
3 10 10 2 1 
4 5 10 2 1 
5 1 10 2 1 
6 1 20 2 1 
7 1 20 4 2 
Figure 2 : Testing sessions used in RL Machine Model. 
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Type 1 
Type 2 Error - Type 1 Error Type 2 Error Errors - Final Type 2 
Type 1 Error - Standard - Extended - Extended Run Errors - Final 
Standard Trials Trials Trials Trials Sessions Run Sessins 
N Valid 6 6 6 6 2 2 
Missing 1 1 1 1 5 5 
Mean 1B.5000 2.3333 32.1667 1.6667 40.0000 .0000 
Median 18.5000 2.0000 34.0000 2.0000 40.0000 .0000 
Std. Deviation 2.07364 2.58199 5.74166 1.50555 1.41421 .00000 
Range 5.00 5.00 16.00 4.00 2.00 .00 
Sum 111.00 14.00 193.00 10.00 BO.OD .00 
Chart 1 : Descriptive statistics report for machine model errors 
Stu ien 
Graph 1: Means plot for machine model Type 1 error percentages 
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Graph 2: Means plot for machine model Type 2 error percentages 
Model Summary 
Adjusted R Std. Error of 
R R Square Square the Estimate 
.479 .229 .075 4.692 
The independent variable is Session. 
Chart 2: Curve Estimator Type 1 Errors 
IINOVII 
Sum of 
Squares di Mean Square F 
Regression 32.785 1 32.785 1.489 
Residual 110.088 5 22.018 
Total 142.874 6 
The independent variable 1s Session . 
Chart 3: Curve Estimator Type 1 Errors 
Coefficients 
Standardized 
Unstandardized Coefficients Coefficients 
B Std. Error Beta 
Session -1 .082 .887 -.479 
(Constant) 29.326 3.966 
Chart 4: Curve Estimator Type 1 Errors 
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Graph 3: Linear Regression Type 1 Errors 
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Sig. 
.277 
.001 
Model Summary 
Adjusted R Std. Error of 
R R Square Square the Estimate 
.B92 .795 .754 1.025 
The independent variable is Session. 
Chart 4: Curve Estimator Type 2 Errors 
ANOVA 
Sum of 
Squares df Mean Sciuare 
Regression 20.349 1 20.349 
Residual 5.253 5 1.051 
Total 25 .602 6 
The independent variable is Session. 
Chart 5: Curve Estimator Type 2 Errors 
Coefficients 
Standardized 
Unstandardized Coefficients Coefficients 
8 Std. Error Beta 
Session -.852 .194 -.892 
(Constant) 5.451 .866 
Chart 6: Curve Estimator Type 2 Errors 
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Graph 4 : Linear Regression Type 2 Errors 
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Sig 
.007 
Sig. 
.007 
.001 
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