Using (106 ± 4) × 10 6 ψ ′ events accumulated with the BESIII detector at the BEPCII e + e − collider, we present measurements of the branching fractions for ψ ′ decays to K + K − π 0 and
I. INTRODUCTION
In the framework of perturbative QCD (pQCD), J/ψ and ψ ′ decays to light hadrons are expected to be dominated by the annihilation of cc quarks into three gluons or one virtual photon, with hadron decay partial widths that are proportional to the square of the cc wave function overlaps at the origin, which can be related to their leptonic decay widths [1] . This suggests that the ratio Q h of branching fractions for ψ ′ and J/ψ decays to the same final state should follow the rule:
where Br denotes a branching fraction and h is a particular hadronic final state. This relation is referred to as the "12% rule".
Although the 12% rule works well for some specific decay modes of the ψ ′ , the decay ψ ′ to ρπ exhibits a factor of 70 times stronger suppression than expectations based on this rule. This suppression in vector-pseudoscalar (VP) meson modes was first observed by MARKII [2] , which is referred to as the "ρπ puzzle". Further tests of this rule in the VP modes have been performed by CLEO [3] and BESII [4] , and have been extended to the pseudoscalar-pseudoscalar meson (PP), vector-tensor meson (VT) and multibody decays.
Although Q h values have been measured for a wide variety of final states, most of them have large uncertainties due to low statistics [5] . Reviews of the rho-pi puzzle conclude that current theoretical explanations are unsatisfactory [6] . More experimental results are desirable.
For charmonium ψ(λ) decays to light hadrons h 1 (λ 1 ) and h 2 (λ 2 ), the asymptotic behavior of the branching fraction from a pQCD calculation to leading twist accuracy gives [7] :
where λ, λ 1 and λ 2 denote the helicities of the corresponding hadrons. Here m c is the charm quark mass and Λ QCD is the QCD energy scale factor. If the light quark masses are neglected, the vector-gluon coupling conserves quark helicity and this leads to the helicity selection rule (HSR) [8] : λ 1 + λ 2 = 0. If the helicity configurations do not satisfy this relation, the branching fraction should be suppressed. Strikingly, HSR-violating decays were recently observed in χ cJ decays into vector-vector meson pairs by BESIII [9] , which strongly indicates the failure of the HSR [10] . In an analysis of ψ ′ → K 0 S K ± π ∓ by BESII [4] , evidence for ψ ′ → K * J K 0 (K * J refers to either K * J (1430) or K * (1410)) was seen, but low statistics prevented a further study.
With the large ψ ′ data sample accumulated by the BESIII experiment, new opportunities to precisely test the 12% rule in the decays of ψ ′ → K * (892) + K − +c.c. and ηφ, and to search for ψ ′ → K * 2 (1430) ± K ∓ are available. Such measurements can shed light on charmonium decay mechanisms and, therefore, be helpful for understanding the ρπ puzzle. In particular, the decay ψ ′ → K + K − η provides opportunities to study not only φη, but also the excited φ states, such as φ 3 (1850) and φ(2170). The decay ψ ′ → K + K − π 0 also allows us to study the isospin violation decay ψ ′ → φπ 0 , which is expected to proceed via electromagnetic (EM)
processes [11] .
II. THE BESIII EXPERIMENT AND DATA SET
We use a data sample containing (106 ± 4) × 10 6 ψ ′ decays recorded with the BESIII detector [12] at the energy-symmetric double ring e + e − collider BEPCII. The primary data sample corresponds to an integrated luminosity of 156.4 pb −1 collected at the peak of the ψ ′ resonance. In addition, a 2.9 fb −1 (43 pb −1 ) data sample collected at a center-of-mass energy of 3.773 GeV (3.65 GeV) is used for continuum background studies.
BEPCII is designed to provide a peak luminosity of 10 33 cm −2 s −1 at a beam current of 0.93 A for studies of hadron spectroscopy and τ −charm physics [13] . The BESIII detector is described in detail elsewhere [12] . Charged particle momenta are measured with a smallcelled, helium-gas-based main drift chamber (MDC) with 43 layers operating within the 1T magnetic field of a solenoidal superconducting magnet. Charged particle identification is provided by measurements of the specific ionization energy loss dE/dx in the tracking device The optimization of the event selection criteria and the estimation of background sources are performed with Monte Carlo (MC) simulated data samples. The geant4-based simulation software [14] includes the geometric and material description of the BESIII detectors, the detector response and digitization models, as well as the tracking of the detector running conditions and performances. An inclusive ψ ′ MC sample is generated to study potential backgrounds. The production of the ψ ′ resonance is simulated with the MC event generator
kkmc [15] , while the decays are generated with besevtgen [16] for known decay modes with branching fractions being set at their PDG [5] world average values, and with lundcharm [17] for the remaining unknown decays. The analysis is performed in the framework of the BESIII offline software system [18] which provides the detector calibration, event reconstruction and data storage.
III. EVENT SELECTION
The selection criteria described below are similar to those used in previous BESIII analyses [9, 19] and are optimized according to the signal significance.
A. Photon identification
Electromagnetic showers are reconstructed by clustering EMC crystal energies. The energy deposited in nearby TOF counters is included to improve the reconstruction efficiency and the energy resolution. Shower identified as photon candidates must satisfy fiducial and
shower-quality requirements. Photon candidates that are reconstructed from the barrel region (| cos θ| < 0.8) must have a minimum energy of 25 MeV, while those in the endcaps (0.86 < | cos θ| < 0.92) must have at least 50 MeV. Showers in the angular range between the barrel and endcap are poorly reconstructed and excluded from the analysis. To eliminate showers caused by bremsstrahlung charged particles, a photon must be separated by at least
10
• from any charged track. EMC cluster timing requirements are used to suppress electronic noise and energy deposits from uncorrelated events. The number of photon candidates N γ is required to be 2 ≤ N γ ≤ 10.
B. Charged particle identification
Charged tracks are reconstructed from hits in the MDC. For each track, the polar angle must satisfy | cos θ| < 0.93, and it must originate within ±10 cm from the interaction point in the beam direction and within ±1 cm of the beam line in the plane perpendicular to the beam. The number of charged tracks is required to be two with a net charge of zero.
The time-of-flight and energy loss dE/dx measurements are combined to calculate particle identification (PID) probabilities for pion, kaon, and proton/antiproton hypotheses, and each track is assigned a particle type corresponding to the hypothesis with the highest confidence level. Both charged tracks are required to be identified as kaons.
C. Event selection criteria
To choose the correct γγ combination for the π 0 or η identification and to improve the overall mass resolution, a four-constraint kinematic fit (4C-fit) is applied under the hypothesis ψ ′ → γγK + K − constrained to the sum of the initial e + e − beam four-momentum.
For events with more than two photon candidates, the combination with the smallest χ 2 is kept. Candidates with χ 2 ≤ 20 for this fit are retained for further analysis. Figure 1 shows the invariant mass distribution for the two selected photons. Signal candidates of π 0 and η mesons are clearly seen.
Candidates π 0 are selected by requiring the invariant mass of two photons, M γγ , to satisfy the condition 0.117 GeV/c 2 ≤ M γγ ≤ 0.147 GeV/c 2 , an interval that is six times the π 0 mass resolution (∼5 MeV/c 2 ). To suppress the background from ψ ′ → γχ c0 , with
it is required that the energy of the less energetic photon (E γ low ) is larger than 70 MeV. Background events from ψ ′ → π 0 J/ψ, with J/ψ → K + K − , are removed by requiring that the mass of the two kaons satisfies
where m J/ψ is the J/ψ mass [5] .
There are in total 1158 ψ ′ → K + K − π 0 events selected from the data. A Dalitz plot of these events is shown in Fig. 2 . Invariant mass spectra of π 0 K ± and K + K − are shown in Fig. 3 . The two peaks in the π 0 K ± mass spectrum correspond to the K * (892) ± and K * ± J , where K * J may be K * J (1430) or K * (1410). A partial wave analysis (PWA), described below, is used to study the Dalitz plot structures.
The η candidates are reconstructed using the two selected photons in γγK + K − , and the η yields are determined by a fit to the M γγ distribution. To suppress the background from ψ ′ → ηJ/ψ, with J/ψ → K + K − , the invariant mass of the two kaons is required to be less than 3.05 GeV/c 2 . The background from the decay
, is suppressed by requiring that the lower energy photon should be outside of the range 115 MeV to 185 MeV. A Dalitz plot of the surviving events is shown in Fig. 4 , which is produced by using a loose η mass requirement of 0.48 GeV/c 2 ≤ M γγ ≤ 0.6 GeV/c 2 compared to the mass resolution for η → γγ (∼7 MeV/c 2 ). The diagonal band shows a clean signal for ψ ′ → φη decays. 
IV. PARTIAL WAVE ANALYSIS OF
We perform a partial wave analysis of the decay
A. The method
The method of the PWA is similar to that utilized in a previous BES publication [20] .
The decay amplitudes are constructed using the relativistic covariant tensor amplitudes as described in Ref. [21] . For the decay ψ
, the general form of amplitude reads:
where ψ µ (m) is the polarization vector of ψ ′ with a helicity value m; U µ i is the i-th partialwave amplitude with the coupling strength determined by a complex parameter Λ i . The differential cross section is given by where
Here, the sum over the ψ ′ polarization is taken as m = ±1 since the ψ ′ particle is produced from e + e − annihilation.
The partial wave amplitudes U i for the intermediate states, e.g.
, are constructed from the K + , K − and π 0 four-momenta. In the amplitude, the line shape for the resonance is described with a Breit-Wigner function:
where s is the invariant-mass squared, and M and Γ represent the mass and width, respectively.
The relative magnitudes and phases for amplitudes U i are determined by an unbinned maximum likelihood fit. The joint probability density for observing the N events in the data sample is where P (x i ) is a probability to produce event i with four-vector momentum
is calculated from the differential cross section
where the normalization factor σ M C is calculated from a MC sample with N M C accepted events, which are generated with a phase space model and then subject to the detector simulation, and are passed through the same event selection criteria as applied to the data analysis. With an MC sample of sufficiently large size, the σ M C is evaluated with
For technical reasons, rather than maximizing L, S = − ln L is minimized using the package FUMILI [22] .
B. Background subtraction
The number of non-π 0 background events in the selected events. The MC simulation shows that these background events are mainly due to The QED background events at the ψ ′ peak are generated using a model determined by performing a PWA fit to the data set taken at 3.773 GeV. As a cross check, the model with the determined coupling strengths is used to generate MC samples and compared with the data set taken at 3.650 GeV. Figure 5 compares mass distributions obtained from MC events with those obtained from experimental data. Here MC and experimental data were generated or taken at √ s = 3.650 GeV. For the K + K − and Kπ 0 invariant mass distributions, the data and MC agree well within statistical errors, and a peak around M π 0 K ± = 1.4 GeV/c 2 can be seen.
In the PWA fit, background events obtained from MC simulation or π 0 mass sideband are used to account for the background events in the data using a negative log-likelihood value. Hence, the complete log-likelihood function is:
where L dt and L bg are the likelihoods determined with the data and background events, respectively. The backgrounds are divided into two kinds: reducible background and irreducible background (QED background). This technique of background treatment assumes no interference between signal and irreducible background events. This method has been used in the analysis of Crystal Barrel data [23] and BESII data [20, 24] . 
C. Analysis results
Motivated by the structures seen in the Dalitz plot ( Fig. 2 ) and its projections (Fig. 3) , the decay modes listed in Tables I and II 
± and ρ(1700), and the non-resonance mode Table I ). The significance of a mode is calculated by comparing the difference of the S(= − ln L) values between the fit with and without that mode. The non-resonance mode is described as a P −wave K + K − system. For the charge-conjugate channels, the coupling strengths in amplitudes are the same. Each mode in the amplitude introduces two parameters are determined by the PWA fit, the magnitude of the coupling strength and the phase angle. Table II ). The ρ(770) may decay to The fit fails to match the data, and the log-likelihood gets worse by 95. Note that the total number of fitted events 1370±70 in Table I is larger than the number of net K + K − π 0 events 917(=1158-241) due to the destructive interference among the included resonances.
The numbers of fitted events given in Table I They are in general in a good agreement except for several points at the low M K + K − mass
region. An additional ρ(1450)π 0 to the best solution in the PWA helps to improve the fit quality through destructive interference (see Fig. 7 ). The statistical significance of this additional mode is only about 3.2σ and it only brings a small difference in signal yields, 3.3% for K * (892) ± K ∓ and 0.4% for K 2 (1430) * ± K ∓ . These yield differences are taken as a systematic uncertainties to account for additional resonance contributions to the low
The goodness of the global fit is determined by calculating a χ 2 all defined by
where N For the 3-body decay ψ ′ → K + K − π 0 , there are 5-independent variables, which are selected as the mass of the
the polar angle for the π 0 (θ π 0 ), the polar angle for the K − (θ K − ), and the azimuthal angle for the K + (φ K + ), where the angles are defined in the ψ ′ rest frame. 
D. Branching fractions
Branching fractions for
.c., and the inclusive decay ψ
Here Br( 
events (917 ± 37); N ψ ′ = (106 ± 4) × 10 6 is the number of ψ ′ events [25] ; and ǫ is the detection efficiency. To determine ǫ, the intensity from the amplitudes is used to weight both the complete set of generated MC events and the set which survives the selection procedure, and the ratio between these two weighted sets is taken as the detection efficiency.
The branching fractions are measured to be:
where the errors are only statistical. 
The φ candidates for ψ ′ → φπ 0 are reconstructed using the two kaons selected in the Figure 9 shows the invariant mass distribution of the two kaons, and a φ signal is clearly seen. The φ candidates are selected by requiring
MeV/c 2 , where M K + K − and m φ are the invariant mass of the two kaons and the mass of the φ [5] . Background sources from the initial state radiation process e + e − → γφ are suppressed by requiring that the energy for the energetic photon is less than 1.6 GeV. Figure 10 shows the invariant mass distribution of the two photons after the φ selection criterion is applied.
No significant π 0 signal is observed.
The number of observed events for ψ ′ → π 0 φ is obtained by fitting the mass distribution of the two photons as shown in Fig. 10 . The line shape of π 0 is taken from the MC simulation, and the background shape is taken as a first-order Chebychev polynomial function. The fit results are shown in Fig. 10 and the significance of π 0 signal is less than 3.0σ. The upper limit of observed π 0 events is estimated using the Bayesian approach to be N up = 6 at the 90% confidence level.
The upper limit on the branching fraction for ψ ′ → π 0 φ is calculated with
where Br(π 0 → γγ) and Br(φ → K + K − ) are the branching fractions for π 0 → γγ and
6 is the number of total ψ ′ decays; ε = 35.63% is the detection efficiency that was determined using MC events generated with the angular distribution 1 + cos 2 θ for ψ ′ → π 0 φ, where θ is the φ polar angle. σ sys = 5.8%
is the systematic error as listed in Table III . The upper limit of the branching fraction is
A. Background analysis
Background sources for ψ ′ → ηK + K − are studied with the ψ ′ inclusive MC sample. The
The MC simulation shows that the M γγ mass distribution of sum of these events in the region of the η meson is a smooth and well modeled with a polynomial function.
Background events from QED processes are studied using events taken at √ s = 3.773
GeV that are selected with the same criteria applied to the ψ ′ data. The signal yields are extracted with the same fit procedure used for the ψ ′ data. For ηφ, the contribution from the resonance decay ψ(3770) → ηφ is estimated to be 450 ± 112 events using the measured cross section σ = 2.4 ± 0.6 pb [26] . After subtracting the resonance decays, the QED yield for the e + e − → ηφ at √ s = 3.773 GeV is determined to be 268±115 events. For ηK + K − , the observed events are considered to be exclusively from QED processes because the ψ(3770) → ηK + K − has not observed [5] . At the ψ ′ peak, the QED background sources are estimated to be 16±7 events for the ηφ and 4±1 events for the ηK + K − according to the luminosity normalization. As a cross check, we use the data taken at √ s = 3.65 GeV to determine a QED background of 25 ± 9 events. The difference between the two estimates is taken as a background uncertainty and included into systematic errors.
B. Fit results
We performed a two-dimensional unbinned fit to the scatter plot of The signal yield for the ψ ′ → ηφ channel is 232 ± 16 events. Adding the φ 3 (1850) and φ(2170) resonances to the fit improves the fit quality with a statistical significance of 3.8σ
for the φ 3 (1850), and 3.1σ for the φ(2170). The goodness of the fit is χ 2 /ndf = 0.32(0.43) for
The yields of ηφ 3 (1850) and ηφ(2170) plus the contribution from the non-resonance decay ψ ′ → ηK + K − totals 288 ± 27 events. After subtracting the QED background, the net signals are 216 ± 16 events for ψ ′ → ηφ, and 284 ± 27 events for 
C. Branching fractions
Branching fractions are calculated from the relations
Here N obs ηKK = 284±27 and N obs ηφ = 216±16 are the numbers of net signal events; Br(η → γγ) and Br(φ → K + K − ) are the branching fractions for the η → γγ and φ → K + K − decays, respectively; ε ηKK = 22.10% and ε ηφ = 33.53% are the detection efficiencies determined from MC simulations, whose angular distributions match the data; ε ηKK is a weighted average 
VII. SYSTEMATIC ERRORS
The systematic errors in the branching fraction measurement originated from following sources are considered: 
photon efficiency
The soft and hard photon efficiencies are studied using ψ
The difference in the photon efficiency between the MC simulation and data is 1%, which is taken as a systematic uncertainty.
kaon tracking and PID efficiency
The uncertainties of kaon tracking and PID efficiency are studied using a sample of
. events as done in [19] . The uncertainties for both tracking and PID are determined to be 1% per track.
Number of ψ ′ events
The number of ψ ′ events is determined using its hadronic decays. The uncertainty is 4% [25] .
branching fractions
The uncertainties of branching fractions for K
γγ and φ → K + K − are taken from the world average values [5] .
kinematic fit
The differences between the MC simulation and data in the χ 2 distribution of the kinematic fit arise mainly due to inconsistences in the charged track parameters. The kaon track parameters in the MC simulation are corrected by smearing them to match the data. The difference in the detection efficiency between with and without making a correction to the MC is taken as a systematic error. The uncertainties are listed in Table III. 6. the π 0 mass window
The uncertainty due to the π 0 mass window is studied by comparing the π 0 selection efficiency obtained in the MC and the data. The uncertainty is 1.1%.
fit uncertainty
The fit uncertainties in the ηK It is estimated to be 3.6% (0.6%) for ηK + K − (ηφ). The background function is changed from 1st-order to 3rd-order polynomials.
The uncertainties due to the background shapes are 1.6% and 0.4% for ηK + K − and ηφ, respectively.
QED backgrounds
The QED background subtracted from ηφ is determined with the data taken at √ s = 3.773 GeV and at √ s = 3.65 GeV. The difference in the number of QED events between these two samples is 4.5%, which is taken as the QED background associated uncertainty. All above systematic errors are listed in Table III. For K + K − π 0 , the uncertainties from the PWA fit are listed below:
Breit-Wigner form
The uncertainty due to the resonance line shape is evaluated by using the Breit-Wigner function with a width Γ(s) dependent on the energy, i.e.
where s is the resonance mass squared; m and Γ 0 are the nominal mass and width, respectively; p(s) is the magnitude of resonance momentum; L is the angular momentum for the ψ ′ decays into a two-body final state. The differences between the fit yields determined with a constant and an energy-dependent width are taken as systematic errors. They are evaluated to be 0.1% and 0.9% for the K * (892) and K * 2 (1430), respectively.
additional resonances
The uncertainties from additional resonances, listed in Table II , are determined by adding them to the best solution of PWA fit one-by-one. The differences between the fit yields determined with and without the additional resonance are taken as systematic errors. For the non-resonant mode ψ ′ → K + K − π 0 , the uncertainty due to the P -wave K + K − system in the PWA fit is evaluated by replacing it with a P -wave Kπ system.
The difference in the fit yields is taken as a systematic error.
non-K
The number of non-K + K − π background events is obtained from a π 0 -sideband analysis and an exclusive MC simulation. The difference in the signal yields corresponding to one standard deviation of this background is taken as a systematic error.
the QED background
The QED background used at √ s = 3.686 GeV is produced via a MC simulation with amplitude information obtained from a PWA fit to the data taken at √ s = 3.773 GeV.
The uncertainty is estimated by replacing this QED background with the continuum data taken at √ s = 3.65 GeV. The difference of the fitted yields between these two approaches are 0.8% and 9.9% for K * 2 (1430) and K * (892), respectively, and used as systematic uncertainties.
5. uncertainty of K * (1680) and ρ(1700) widths
The decay widths of K * (1680) and ρ(1700) have large uncertainties; the world average values are Γ K * (1680) = 322 ± 110 MeV and Γ ρ(1700) = 250 ± 100 MeV [5] . The signal yields were re-obtained using widths that are changed by one standard deviation with respect to the nominal value. The differences in signal yields between these two methods are taken as systematic errors.
6. uncertainties of masses and widths for the K * (892) and K * (1430)
In the PWA fit, the masses and widths for the K * (892) and K * (1430) are fixed to the world average values. The differences in fit yields obtained by changing these parameters by one standard deviation are taken as systematic errors.
All systematic errors from the PWA fit are listed in Table IV .
Combining the systematic uncertainties from the PWA fit and the π 0 K + K − event selection gives total systematic errors of 
