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En los últimos años se han popularizado los procesadores con múltiples núcleos o multicore, 
presentes en elementos tan diversos como son consolas de videojuego, tarjetas gráficas o la pro-
pia CPU de los ordenadores. 
Estas nuevas arquitecturas, diferentes también entre ellas, requieren de nuevos paradigmas de 
programación. Cada vez los procesadores tienen más potencia de cálculo, pero los algoritmos 
secuenciales ya no pueden aprovechar al máximo las capacidades ofrecidas [14].
Una operación muy habitual en algoritmos de cálculo es la multiplicación matriz-vector, en espe-
cial con matrices dispersas (SpMV, por sus siglas en inglés), siendo ésta una operación con unas 
características muy particulares que dificultan el aprovechamiento de la capacidad de cálculo 
disponible.
De este modo, es necesario plantear algoritmos y estructuras de datos para estas matrices de 
forma que se aproveche al máximo la plataforma sobre la cual se ejecuten, abriendo un amplio 
abanico de posibilidades en los que no existe una solución única.
1.2.  Objetivos
El objetivo principal de este proyecto es estudiar diversos formatos de almacenamiento para 
matrices dispersas de forma que se permita un mejor rendimiento de la operación SpMV en 
arquitecturas multicore, como son las tarjetas gráficas.
De forma más detallada,  los objetivos de este proyecto son los siguientes:
• Estudiar diferentes formatos de almacenamiento para matrices a partir de los artículos 
disponibles e implementar aquellos que puedan tener un rendimiento correcto.
• Proponer formatos de almacenamiento que puedan suponer una mejora sobre los ya 
existentes.
• Estudiar las diferentes arquitecturas multicore correspondientes al hardware disponible: 
Procesador Intel Core i7, tarjeta gráfica Nvidia GTX295 y Cell Broadband Engine, y elegir 
una plataforma para la evaluación de los formatos de almacenamiento para matrices.
• Desarrollar e implementar la operación de producto matriz-vector dispersa (SpMV), tanto 
de forma secuencial como adaptada a una arquitectura multicore.
• Evaluar el rendimiento de los diferentes formatos de almacenamiento en las plataformas 
estudiadas y compararlos entre ellos.
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1.3.  Conceptos básicos
1.3.1.  Matriz dispersa
En el tratamiento de matrices es usual encontrarse con que gran parte de los valores que con-
forman la matriz son cero. Esto es debido a que dada la estructura de la matriz sólo unos pocos 
valores son relevantes de forma que hay que rellenar la matriz para completar la estructura.
Mientras que matemáticamente estos elementos son necesarios para mantener la consistencia, 
en términos de computación y almacenamiento resultan un gran lastre, especialmente cuando la 
relación entre el número de no-ceros y el número de ceros es favorable a estos últimos.
De este modo, para tratar con este tipo de matrices se almacenan únicamente aquellos valores 
diferentes de cero junto con la posición de éstos, de forma que se dispone de toda la informa-
ción de la matriz ahorrando un espacio en muchos casos importante.
Es adecuado comentar en este caso que con matrices de aplicaciones reales se pueden encon-
trar habitualmente densidades de 0,1% de forma que idealmente se podría reducir el espacio en 
un orden de 1000 veces.
1.3.2.  SpMV
Una operación muy habitual en el tratamiento de matrices es el producto matriz por vector. 
Ésta devuelve un vector de salida, para el cual cada elemento es el producto escalar entre la fila 
correspondiente de la matriz y el vector de entrada.
De este modo, para una matriz A de tamaño MxN, el vector de entrada x debe ser de tamaño M 
y el vector de salida y es de tamaño N. Así pues se puede representar esta operación como y = 
A·x
En su forma más general, en todo caso, la operación se define como y = α·A·x + β·y, con α y β 
escalares.
En el  tratamiento de  matrices  dispersas  esta operación recibe el  nombre en inglés  Sparse 
Matrix-Vector Multiplication, reduciéndolo a las siglas SpMV o SpMxV.
Esta operación, a diferencia del producto matriz-vector típico, no tiene una ejecución uniforme 
pues mientras en el caso denso el cálculo de y se compone de N sumas de M productos, en el 
caso disperso el número de operaciones a realizar depende exclusivamente de la matriz con la 
que se trata, siendo de 2 veces el número de no-ceros de la matriz, una vez por el producto con 
el valor correspondiente de x y luego la suma de los valores obtenidos en cada fila para obtener 
el valor final en y.
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2.  Arquitectura del dispositivo
2.1.  Introducción
En este apartado se describe el funcionamiento de la GPU con un enfoque claro a trabajar con 
ello mediante el uso de framework CUDA. Para ello se ha partido de los apuntes de la asignatura 
“Applied Parallel  Computing”  de  la  Universidad de Illinois  [10],  centrada en la  programación 
sobre GPUs.
De igual modo en esta introducción se expone una descripción básica de cada arquitectura 
multicore para las que se había propuesto trabajar.
2.1.1.  Arquitecturas multicore
Para la realización de este proyecto se partía de un hardware específico, un ordenador equi-
pado con un procesador Intel Core i7 y una tarjeta gráfica Nvidia GTX295, y por otra parte una 
consola Sony PS3 equipada con un procesador Cell. Estos tres elementos son ejemplos claros de 
las nuevas arquitecturas multicore que han aparecido en los últimos años y que, a un coste razo-
nable, están disponibles para cualquier usuario.
2.1.1.a.  CPU multicore
El procesador Intel Core i7, como todas las CPUs multicore de consumo con las que se montan 
los ordenadores actualmente, consiste en agrupar diversos procesadores con memoria compar-
tida de forma que, al ejecutar diversos programas simultáneamente, han permitido aumentar el 
rendimiento del procesador sin aumentar la frecuencia de reloj, que había sido hasta ahora el 
principal caballo de batalla en la comparación entre procesadores.
El aprovechamiento de estas arquitecturas se consigue por una parte aumentando el número 
de programas simultáneos que se pueden ejecutar en los diversos núcleos o, por otra parte, 
aumentando el número de threads de un programa concreto de forma que pueda aprovechar 
todos los núcleos en la ejecución de una sola operación. Por otra parte la mayoría de optimiza-
ciones que se aplican son las mismas que en un procesador de un procesador de un sólo núcleo.
2.1.1.b.  Cell Broadband Engine
Este procesador diseñado por IBM se ha popularizado debido a que es el usado por la consola 
de videojuegos Sony PS3, aunque ha habido noticias de que IBM va a dejar de dar soporte a esta 
arquitectura. Sus principales características son la distribución de sus procesadores y su capaci-
dad de cálculo vectorial.
El Cell se compone de un procesador principal llamado PPU (Power Processing Unit) que ges-
tiona 7 o 8 SPU (Synergistic Processing Unit), procesadores vectoriales con su propia memoria. 
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Así, a diferencia de las CPU multicore habituales, el Cell se puede ver como un procesador con un 
único núcleo que puede delegar tareas en otros núcleos para aligerar la carga de trabajo.
Se han realizado pruebas en esta arquitectura para el rendimiento de la operación SpMV [14] 
obteniendo como conclusión que, ante una buena distribución de la carga de trabajo, la evolu-
ción del rendimiento es prácticamente lineal con el número de SPUs utilizadas.
Al principio de la realización de este proyecto se desarrolló una primera implementación del 
formato CSR para matrices dispersas usando el framework Cell Superscalar (Cellss) del Barcelona 
Supercomputing Center el cual, mediante el uso de marcas auxiliares, permite trabajar en len-
guaje C sin modificaciones. Al enfocar posteriormente el proyecto únicamente en la arquitectura 
many-core de la GPU no se ha realizado más trabajo en el Cell.
2.2.  Arquitectura de la GPU
2.2.1.  Introducción
Las GPUs, a diferencia de las otras arquitecturas aquí descritas, no tienen un número reducido 
de núcleos sobre los que trabajar manteniendo hasta cierto punto el mismo paradigma de pro-
gramación, sino que debido al elevado número de núcleos (240 en la GPU usada) se considera 
una arquitectura many-core, en la que impera la computación en paralelo por encima de una 
división de trabajo como se podía hacer en las otras plataformas.
Al usar la tarjeta gráfica como plataforma para computación de operaciones matemáticas se 
entra en el campo de la computación de propósito general sobre GPUs, o GPGPU por sus siglas 
en inglés. Para ello han aparecido diversos entornos de trabajo como CUDA, muy orientado a las 
tarjetas gráficas de Nvidia, o OpenCL, una plataforma más abierta a diversos dispositivos.
El framework CUDA permite trabajar con un enfoque claro a la GPU disponible, es plenamente 
compatible y es más estable que OpenCL, de forma que se ha decidido trabajar sobre éste.
A continuación se expone la arquitectura de una GPU orientada especialmente a las caracterís-
ticas de la GPU usada y al uso de CUDA como herramienta de programación.
2.2.2.  Arquitectura básica
La GPU se utiliza como un complemento para la computación de la CPU, de forma que mien-
tras la CPU va ejecutando los diferentes programas puede delegar el trabajo a la GPU. De este 
modo se considera que la CPU es el dispositivo host que realiza llamadas sobre la tarjeta gráfica.
La tarjeta se compone de diversos SM (Streaming Multiprocessor), 30 en el caso de la GPU 
usada, los cuales se componen a su vez de 8 SP (Streaming Processor) y por tanto, tiene disponi-
bles 240 núcleos. Esta disposición de procesadores provoca una limitación en el desarrollo de las 
diferentes funciones para la GPU debido a que los recursos de cada uno son limitados.
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Por otra parte, la memoria de la GPU es compartida por todos los procesadores, disponiendo 
de un global de 896MB para almacenar todos los datos, que se transfieren desde y hacia la RAM 
del ordenador a petición de la CPU antes y después de cada ejecución de una función sobre la 
GPU.
2.2.3.  Organización de threads
Las funciones que ejecuta una GPU consisten en un único código, el cual se ejecuta en diferen-
tes threads sobre los múltiples núcleos de la tarjeta.  Para ello cada thread está identificado 
unívocamente mediante una distribución de bloques, la cual permite que cada thread diferente 
varíe su ejecución en base a estas variables dentro del mismo código.
Alternativamente la ejecución de estos threads dentro de cada SP se organiza mediante warps, 
los cuales mantienen relación con la organización de los 
bloques pero que incluyen características diferentes.
En  los  siguientes  subapartados  se  comentan  ambas 
organizaciones y su relación.
2.2.3.a.  Bloques
Una ejecución sobre la GPU está formada por un grid 
bidimensional, de tamaño hasta 65535x65535 bloques. 
Cada bloque a su vez es un conjunto de threads organi-
zados  en  3  dimensiones,  siendo  su  tamaño  máximo 
512x512x64. Aún así, el número máximo de threads en 
un bloque es de 512, de forma que estas dimensiones 
se pueden modelar según las necesidades del algoritmo, 
sean bloques de 512x1x1, 32x16x1 o 8x8x8.
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Cada bloque se ejecuta en un solo SM, el cual permite hasta 768 threads a la vez. De este 
modo, en un SM se puede ejecutar hasta un bloque de 512 threads o hasta 3 bloques de 256 
threads. La elección del tamaño de bloque afecta al número de threads que se pueden ejecutar 
en  cada SM y al final, al número de threads totales que se pueden ejecutar. Debido a esto, en 
todas las implementaciones en CUDA realizadas, salvo que se indique lo contrario como en los 
casos de PKT o COO, se usan bloques de 256 threads para aprovechar al máximo cada SM.
El  bloque no es solamente la  unidad organizativa que identifica a  los  threads,  sino que la 
memoria compartida se reparte en los diferentes bloques, permitiendo a los diferentes threads 
de un mismo bloque acceder a datos comunes.
2.2.3.b.  Warps
Mientras la división lógica de los threads son los bloques, de cara a la ejecución existe una 
agrupación intermedia, y ésta es el warp. Un warp es una agrupación de 32 threads que se ejecu-
tan al mismo tiempo en un SM.
Todos los threads en una ejecución tienen el mismo código, pero en el caso de los threads de 
un mismo warp comparten toda la ejecución. Esto supone, por ejemplo, que ante una estructura 
if-then-else, si algunos threads cumplen la condición y algunos no, la ejecución constará tanto del 
bloque then como del bloque else para todos los threads, trabajando cada thread sólo en el blo-
que que deba. Esto supone una penalización en el rendimiento que según la organización del 
código puede ser importante.
Del mismo modo que la ejecu-
ción  del  código,  el  acceso  a 
memoria es simultáneo en todos 
los threads de un mismo warp, de 
forma  que  si  éstos  piden  datos 
consecutivos de memoria el coste 
es  el  mismo  que  pedir  un  sólo 
dato. Al ser el acceso a memoria 
un  típico  cuello  de  botella  en 
computación, el aprovechamiento 
de esta característica favorece al 
rendimiento.
Los threads de cada warp pertenecen siempre al mismo bloque, de forma que es recomenda-
ble tener un número de threads por bloque múltiplo de 32, puesto que en caso contrario hay un 
warp que se debe rellenar con threads no usados, derivando en un desaprovechamiento de los 
recursos disponibles.
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2.2.4.  Arquitectura de la memoria
La  memoria  de  la  GPU  es  independiente  de  la 
memoria RAM del dispositivo host, lo cual significa 
que cualquier  dato  que deba ser  tratado en  una 
operación se debe transferir desde o hacia el host, 
dependiendo si es de entrada o de salida, respecti-
vamente.
Esto supone un trabajo adicional a la función que 
se quiera ejecutar sobre la GPU, de forma que es 
un  factor  importante  de  cara  al  trabajo  con esta 
arquitectura asegurar que la mejora en tiempo de 
ejecución compensa el coste de transferir los datos.
En la tarjeta gráfica hay diversos tipos de memo-
ria, con diferentes características lo cual hace que 
cada una sea apta para un tipo de datos concreto.
2.2.4.a.  Memoria global
La memoria global es la memoria de mayor tamaño de la GPU, siendo en el caso de la Nvidia 
GTX 295, la tarjeta utilizada en este proyecto, de 896 MB.
Esta memoria es también la memoria más lenta, con un tiempo de acceso de aproximada-
mente 200 ciclos, equivalente a la ejecución de 50 instrucciones. El modo en que está construida 
la memoria permite acceder a los datos por líneas de memoria, de forma que se puede acceder 
hasta a 32 palabras, pudiendo obtener 32 enteros o 16 números de doble precisión a la vez.
Esta característica de la memoria es la que permite, con una buena planificación en el algo-
ritmo, acceder a muchos datos simultáneos sin una pérdida elevada de rendimiento. De igual 
manera, para conseguir un buen rendimiento se recomienda realizar operaciones independien-
tes  después  de  un  acceso a  memoria  siempre  que  sea  posible,  pues  estas  instrucciones  se 
realizarían mientras se accede a la memoria, compensando en cierta medida el sobrecoste del 
acceso.
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2.2.4.b.  Memoria de texturas
La memoria de texturas es una memoria de características comparables a la memoria global, 
pero la información contenida en ella no se organiza en líneas de memoria secuenciales, como 
en el caso anterior, sino que se organiza en 2 dimensiones.
Esto significa que se puede acceder a los datos con una ordenación por fila o por columna sin 
pérdida de rendimiento, lo cual es adecuado en ciertos casos. Esto está pensado para acceder a 
mapas de bits cuando la GPU se usa en aceleración gráfica.
Por otra parte la memoria de texturas sólo puede acceder a un valor cada vez, de forma que el 
acceso de datos secuenciales es más lento que con la memoria global.
2.2.4.c.  Memoria de constantes
La memoria de constantes es una memoria de sólo lectura, de forma que desde la CPU se pue-
den transferir  datos  a  ésta,  pero  desde  la  GPU no  son  modificables.  Es  más  rápida  que  la 
memoria global, haciéndola adecuada para datos no modificables por la función a ejecutar.
Su tamaño en la GPU es de solamente 64 KB, lo cual la hace poco útil ante un número elevado 
de datos como podrían ser, en el caso que nos ocupa, el almacenamiento de la matriz dispersa o 
el mismo vector x.
2.2.4.d.  Memoria compartida
La memoria compartida es una memoria con un tiempo de acceso muy reducido, parecido al 
de los registros. Ésta tiene un tamaño fijo de 16 KB para cada SM, lo cual supone una limitación 
en el número de threads que se pueden ejecutar en cada multiprocesador.
Esta memoria permite ser accedida por cualquier thread dentro del mismo bloque, de forma 
que ante diferentes threads que usen los mismos datos, un sólo thread puede acceder a este 
valor en la memoria global, almacenarlo en la memoria compartida y así permitir a todos los 
threads del bloque acceder a ese valor.
Por otra parte, además de agilizar el acceso desde memoria global permite que threads puedan 
trabajar con datos obtenidos de otros threads dentro del mismo bloque. Esto es especialmente 
útil en casos como el que nos ocupa, puesto que para la operación SpMV se puede realizar el 
cómputo de un valor de  y con diferentes threads,  y sumar sus valores para obtener el valor 
correspondiente.
En el caso de que diversos bloques usen la memoria compartida y se requiera un tamaño supe-
rior al disponible, el bloque que excede el tamaño deberá esperar para ejecutarse, dándose el 
caso de que se desaproveche la capacidad de cálculo de los procesadores.
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2.2.4.e.  Registros
Los registros son la mínima expresión en el almacenamiento de datos sobre la GPU. De tamaño 
más pequeño, son también los elementos más rápidos en el acceso a los datos.
Los registros se usan para el almacenamiento de valores escalares y punteros, accediendo a los 
vectores y estructuras de datos en la memoria global (o en los diferentes tipos de memoria).
Como la memoria compartida, se distribuyen en los diferentes SM, con 8192 registros en cada 
multiprocesador. También los registros suponen un problema a la hora de distribuir los bloques 
de threads en los diferentes procesadores. Al usar todos los registros disponibles en un multipro-
cesador no se permite ningún bloque más, haciendo que se desaproveche capacidad de cálculo. 
El problema es tal que, en el caso en de requerir un sólo registro más de los disponibles, el blo-
que entero no puede ejecutarse.
Debido a esto es necesario un tamaño de bloque adecuado que permita por una parte agrupar 
los threads de forma que aprovechen al máximo la GPU, pero que no sean tan grandes como 
para tener que posponer la ejecución de cientos de threads debido a una mala planificación de 
recursos.
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3.  Formatos de almacenamiento
3.1.  Introducción
Una matriz es representada por los diferentes valores que la componen ordenados por filas y 
columnas. En el caso de una matriz dispersa, donde sólo se almacenan aquellos valores no cero 
esto ya no es aplicable, y hay que buscar una forma de almacenar la matriz de la forma más efi-
ciente.
En este apartado se comentan una variedad de formatos de almacenamiento para matrices dis-
persas,  junto  a  la  implementación  de  la  operación  SpMV  para  cada  formato,  tanto  en  una 
arquitectura secuencial como usando CUDA.
Estos formatos se pueden catalogar en dos grandes grupos, los formatos generales y los forma-
tos  específicos.  Estos  últimos  se  definen  por  estar  preparados para  tratar  con  matrices  que 
tengan una estructura específica, como por ejemplo una estructura en la que los no-ceros están 
en unas pocas diagonales, o matrices a bloques, en la que los valores se distribuyen en pequeños 
bloques densos.
Los formatos generales,  en contraposición, permiten trabajar con todo tipo de matrices sin 
características especiales, aunque cada formato tiene unas características que lo pueden hacer 
más adecuado para unas matrices y no tanto para otras.
En otro orden de clasificación, se puede plantear los formatos para arquitecturas específicas, 
en los  que el  formato se desarrolla  para obtener una ventaja significativa aprovechando las 
características de la máquina en la que se ejecuta. En este proyecto se incluyen unos pocos for-
matos de este tipo, como CSRN o CSRPELL.
Los algoritmos secuencial están escritos en C estándar, mientras que los algoritmos de CUDA 
están implementados en C++ con templates. En este caso se puede ver que para acceder al vec-
tor  x,  que  depende  del  uso  de  la  memoria  de  texturas,  se  usa  una  función  auxiliar 
fetch_x<UseCache> que accede a la memoria adecuada dependiendo del parámetro booleano.
3.2.  Formatos generales
Entre los formatos generales que se han estudiado se pueden definir 3 grandes familias: los 
formatos basados en CSR, en ELL y en JDS.
Del primero se han tratado CSR, CSRP, CSRN y CSRPELL. Tanto CSRN como CSRPELL son forma-
tos orientados a una plataforma diferente a la tratada en este proyecto de forma que, aunque 
estudiados como formatos y realizadas pruebas en formato secuencial, no se han realizado prue-
bas con CUDA.
De la familia del formato ELL se tratan los formatos ELL, Ladder ELL y HYB. En el caso de JDS se 
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han tratado JDS y TJDS. También se incluye el formato COO, un formato simple pero no por ello 
menos usado.
3.2.1.  COO
El formato a coordenadas, o COO, es la implementación más natural de una matriz dispersa. 
Para cada valor diferente de cero almacena el valor, la fila y la columna. De esta forma, se tienen 
todos los valores de una forma fácilmente accesible.
3.2.1.a.  Estructura de datos
Cada matriz se compone de 3 vectores:  row,  col y  val, todos ellos de tamaño número de no-
ceros. Cada no-cero queda identificado según el índice en los vectores: los vectores  row y  col 
marcan la fila y columna del valor, respectivamente, y el vector val almacena el valor.
Tipo Nombre Descripción
int[] row[nnz] Fila de cada no-cero
int[] col[nnz] Columna de cada no-cero
double[] val[nnz] Valor de cada no-cero
int nnz Número de no-ceros
3.2.1.b.  Algoritmo secuencial
El algoritmo secuencial del formato COO es uno de los más simples, recorriendo los diferentes 
vectores y actuando sobre cada no-cero.
Este algoritmo es compatible con cualquier COO pero puede tener un menor rendimiento res-
pecto otros algoritmos para COO partiendo de premisas más fuertes. En este caso no se requiere 
de ningún orden específico en el almacenamiento de los no-ceros, mientras que otros parten de 
que las filas y/o las columnas están en orden.
En el caso de este algoritmo, si las filas estuvieran en orden, no se tendría que realizar la indi-
rección de  y (línea  6)  para  almacenar  el  valor  a  cada no-cero,  sino que se podría  usar  una 
variable auxiliar para almacenar la suma de toda una fila y, finalmente, copiarla al vector y.
1. void coo_spmv(double *y, int *row, int *col, double *val, int nnz, 
double *x)
2. {
3.   int i;
4.   for(i=0; i<nnz; i++)
5.   {
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6.       y[row[i]]+=val[i]*x[col[i]];
7.   }
8. }
3.2.1.c.  Algoritmo en CUDA
Para el formato COO, [2] ofrece un algoritmo en CUDA que para aprovechar las ventajas de la 
arquitectura  many-core  de  la  GPU exige  unas  condiciones  sobre  el  formato  para  funcionar 
correctamente.
En el caso de este algoritmo, la nomenclatura de la matriz cambia, de forma que los vectores 
row, col y val se convierten, respectivamente, en I, J y V.
3.2.1.c.a.  Algoritmo flat
Este algoritmo aprovecha las capacidades de la arquitectura de la GPU dividiendo el trabajo 
entre los diferentes threads. El único contrapunto es que el algoritmo exige que la matriz en COO 
esté ordenada por filas, premisa bajo la cual no todas las matrices serían compatibles, pero si ha 
sido convertida desde un formato que sí ordene por filas (como podría ser CSR) no supone más 
contratiempo.
La matriz es divida en diferentes pedazos, asignando cada pedazo de la matriz a un warp dife-
rente, de forma que los threads de cada warp trabajan juntos para obtener el resultado. En las 
líneas 21 y 22 se calculan los límites de la parte de COO que trata cada warp, mediante un índice 
de inicio y de final.
La parte importante de la operación se realiza en el bucle para cada thread, en las líneas de 33 
a 64. Allí los diferentes threads van realizando la operación para cada no-cero asignado (línea 35) 
y posteriormente se acumulan los diferentes resultados parciales obteniendo un resultado global 
que se puede almacenar en el vector y.
En este caso el primer thread dentro del warp comprueba si se sigue tratando la misma que se 
trataba en la iteración anterior. Si es así acumula el valor que ya había calculado (líneas 38 y 39), 
mientras que en caso contrario almacena el valor definitivo de la fila de la iteración anterior en y.
(líneas 40 a 43).
Para obtener los valores correctos que se deben almacenar en y se realiza una reducción de 
sumas hacia el último thread del warp, comprobando siempre que se trate de la misma fila 
(líneas 46 a 51). Al finalizar la reducción el último thread, que contiene la suma de todos los 
resultados en la misma fila se almacena en el vector auxiliar de carry, ya que es posible que la 
fila no haya finalizado aún y se almacene el valor definitivo en la siguiente iteración (líneas 53 a 
56). Para los otros threads, si son el último thread que ha tratado la fila, almacenan el resultado 
final en el vector y (líneas 57 a 62).
Este algoritmo permite acceder al vector y un número mínimo de ocasiones, al almacenar los 
valores parciales de fila en la memoria compartida partiendo de que los no-ceros están ordena-
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dos. La división de la matriz en los diferentes warps hace que cada warp trate un número fijo de 
no-ceros. Para los no-ceros restantes se utiliza una implementación que usa un sólo thread, que 
trata los no-ceros valor a valor (líneas 99 y 100).
1. template <typename IndexType, typename ValueType, unsigned int 
BLOCK_SIZE, bool UseCache>
2. __global__ void
3. spmv_coo_flat_kernel(const IndexType num_nonzeros,
4.                      const IndexType interval_size,
5.                      const IndexType * I, 
6.                      const IndexType * J, 
7.                      const ValueType * V, 
8.                      const ValueType * x, 
9.                            ValueType * y)
10. {
11.     __shared__ IndexType idx[BLOCK_SIZE];
12.     __shared__ ValueType val[BLOCK_SIZE];
13.     __shared__ IndexType carry_idx[BLOCK_SIZE / 32];
14.     __shared__ ValueType carry_val[BLOCK_SIZE / 32];
15.
16.     const IndexType thread_id   = BLOCK_SIZE * blockIdx.x + 
threadIdx.x;     // global thread index
17.     const IndexType thread_lane = threadIdx.x & (WARP_SIZE-1); 
// thread index within the warp
18.     const IndexType warp_id     = thread_id   / WARP_SIZE; 
// global warp index
19.     const IndexType warp_lane   = threadIdx.x / WARP_SIZE; 
// warp index within the CTA
20.
21.     const IndexType begin = warp_id * interval_size + thread_lane; 
// thread's offset into I,J,V
22.     const IndexType end   = min(begin + interval_size, num_nonzeros); 
// end of thread's work
23.
24.     if(begin >= end) return; 
// warp has no work to do
25.
26.     const IndexType first_idx = I[warp_id * interval_size]; 
// first row of this warp's interval
27.
28.     if (thread_lane == 0){
29.         carry_idx[warp_lane] = first_idx; 
30.         carry_val[warp_lane] = 0;
31.     }
32.     
33.     for(IndexType n = begin; n < end; n += WARP_SIZE){
34.         idx[threadIdx.x] = I[n]; 
// row index
35.         val[threadIdx.x] = V[n] * fetch_x<UseCache>(J[n], x); 
// val = A[row,col] * x[col] 
36.
37.         if (thread_lane == 0){
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38.             if(idx[threadIdx.x] == carry_idx[warp_lane])
39.                 val[threadIdx.x] += carry_val[warp_lane]; 
// row continues into this warp's span
40.             else if(carry_idx[warp_lane] != first_idx)
41.                 y[carry_idx[warp_lane]] += carry_val[warp_lane]; 
// row terminated, does not span boundary
42.             else
43.                 atomicAdd(y + carry_idx[warp_lane], 
carry_val[warp_lane]);   // row terminated, but spans iter-warp boundary
44.         }
45.
46.         // segmented reduction in shared memory
47.         if( thread_lane >=  1 && idx[threadIdx.x] == idx[threadIdx.x - 
1] ) { val[threadIdx.x] += val[threadIdx.x -  1]; EMUSYNC; } 
48.         if( thread_lane >=  2 && idx[threadIdx.x] == idx[threadIdx.x - 
2] ) { val[threadIdx.x] += val[threadIdx.x -  2]; EMUSYNC; }
49.         if( thread_lane >=  4 && idx[threadIdx.x] == idx[threadIdx.x - 
4] ) { val[threadIdx.x] += val[threadIdx.x -  4]; EMUSYNC; }
50.         if( thread_lane >=  8 && idx[threadIdx.x] == idx[threadIdx.x - 
8] ) { val[threadIdx.x] += val[threadIdx.x -  8]; EMUSYNC; }
51.         if( thread_lane >= 16 && idx[threadIdx.x] == idx[threadIdx.x 
-16] ) { val[threadIdx.x] += val[threadIdx.x - 16]; EMUSYNC; }
52.
53.         if( thread_lane == 31 ) {
54.             carry_idx[warp_lane] = idx[threadIdx.x]; 
// last thread in warp saves its results
55.             carry_val[warp_lane] = val[threadIdx.x];
56.         }
57.         else if ( idx[threadIdx.x] != idx[threadIdx.x+1] ) { 
// row terminates here
58.             if(idx[threadIdx.x] != first_idx)
59.                 y[idx[threadIdx.x]] += val[threadIdx.x]; 
// row terminated, does not span inter-warp boundary
60.             else
61.                 atomicAdd(y + idx[threadIdx.x], val[threadIdx.x]); 
// row terminated, but spans iter-warp boundary
62.         }
63.         
64.     }
65.
66.     // final carry
67.     if(thread_lane == 31){
68.         atomicAdd(y + carry_idx[warp_lane], carry_val[warp_lane]); 
69.     }
70. }
71.
72. template <typename IndexType, typename ValueType, bool UseCache>
73. void __spmv_coo_flat_device(const coo_matrix<IndexType,ValueType>& 
d_coo, 
74.                             const ValueType * d_x, 
75.                                   ValueType * d_y)
76. {
77.     if(d_coo.num_nonzeros == 0)
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78.         return; //empty matrix
79.
80.     const unsigned int BLOCK_SIZE      = 128;
81.     const unsigned int MAX_BLOCKS      = 4*MAX_THREADS / 
BLOCK_SIZE; // empirically  better on test cases
82.     const unsigned int WARPS_PER_BLOCK = BLOCK_SIZE / WARP_SIZE;
83.
84.     const unsigned int num_units  = d_coo.num_nonzeros / WARP_SIZE; 
85.     const unsigned int num_warps  = std::min(num_units, 
WARPS_PER_BLOCK * MAX_BLOCKS);
86.     const unsigned int num_blocks = DIVIDE_INTO(num_warps, 
WARPS_PER_BLOCK);
87.     const unsigned int num_iters  = DIVIDE_INTO(num_units, num_warps);
88.     
89.     const unsigned int interval_size = WARP_SIZE * num_iters;
90.
91.     const IndexType tail = num_units * WARP_SIZE; // do the last few 
nonzeros separately
92.
93.     if (UseCache)
94.         bind_x(d_x);
95.
96.     spmv_coo_flat_kernel<IndexType, ValueType, BLOCK_SIZE, UseCache> 
<<<num_blocks, BLOCK_SIZE>>>
97.         (tail, interval_size, d_coo.I, d_coo.J, d_coo.V, d_x, d_y);
98.
99.     spmv_coo_serial_kernel<IndexType,ValueType> <<<1,1>>>
100.         (d_coo.num_nonzeros - tail, d_coo.I + tail, d_coo.J + tail, 
d_coo.V + tail, d_x, d_y);
101.
102.     if (UseCache)
103.         unbind_x(d_x);
104. }
3.2.2.  CSR
El formato Compressed Storage Row, o CSR, es una de los más populares para el uso de matri-
ces  dispersas.  Al  ser  un  formato  muy  simple  y  compacto  es  muy  adecuado  para  los  casos 
generales,  debido a que no tiene ninguna característica que merme el  rendimiento especial-
mente.
3.2.2.a.  Estructura de datos
Las matrices en el formato CSR se componen principalmente de 3 vectores: row_ptr, col_ind y 
val.
El vector row_ptr indica, para cada posición, el índice de los otros vectores en los que empieza 
la fila. En la matriz de ejemplo, el primer valor es cero, puesto que la primera fila empieza en la 
posición cero de los vectores. Para la segunda fila el valor es 2, ya que la primera fila contiene 2 
valores y el primer elemento de la segunda fila se encuentra en ese índice de los otros dos vecto-
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res. El último valor de row_ptr siempre apunta al primer valor fuera de rango.
Los vectores col_ind y val indican cada uno de ellos la columna y el valor de cada no-cero, de la 
misma forma que se realiza en COO.
Esta distribución es muy útil porque permite reducir el tamaño del vector referente a las filas 
respecto COO, haciendo que la matriz ocupe menos espacio y también permite un acceso directo 
y secuencial a cada una de las filas.
Tipo Nombre Descripción
int[] row_ptr[num_row+1] Índice de filas
int[] col_ind[nnz] Columna de cada no-cero
double[] val[nnz] Valor de cada no-cero
int num_row Número de filas
int nnz Número de no-ceros
3.2.2.b.  Algoritmo secuencial
Este algoritmo parte de un algoritmo básico para el formato CSR incluyendo unas pocas optimi-
zaciones para mejorar el rendimiento.
El funcionamiento básico es un recorrido sobre las diferentes filas (líneas 6 a 13) el cual, a su 
vez, incluye un recorrido dentro de cada fila (líneas 10 a 13) en el cual se actúa sobre cada no-
cero.
Esta implementación utiliza las variables auxiliares b1 y b2 (líneas 8 y 9) para evitar el acceso a 
row_ptr durante el bucle interior y una variable auxiliar  inc para acumular el valor de cada fila 
antes de acceder al vector y. Esto permite realizar una sola escritura en el vector de salida por 
cada fila, a diferencia de lo que pasa en el caso de COO, por ejemplo, en el que se debe acceder 
en cada operación sobre un no-cero.
1. void csr_spmv(double *y, int *row_ptr, int *col_ind, double *val, int 
num_row, int nnz, double *x)
2. {
3.   int i, j;
4.   int b1, b2;
5.   double inc;  
6.   for(i=0, inc=0.0; i<num_row; i++, inc=0.0)
7.   {
8.     b1=row_ptr[i];
9.     b2=row_ptr[i+1];
10.     for(j=b1; j<b2; j++)
11.     {
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12.       inc+=val[j]*x[col_ind[j]];
13.     }
14.     y[i] += inc;
15.   }
16. }
3.2.2.c.  Algoritmos en CUDA
Para el caso de CUDA existen diversos algoritmos para la operación SpMV en este formato. Los 
dos algoritmos presentados han sido obtenidos a través de [2]. El primero de ellos, el escalar, es 
una implementación más simple, mientras que el segundo, el vectorial, es una implementación 
más elaborada que aprovecha mejor las características de la GPU.
En estos algoritmos la nomenclatura del formato cambia,  pasando de los vectores  row_ptr, 
col_ind y val a los nombres Ap, Aj y Ax respectivamente.
3.2.2.c.a.  Algoritmo escalar
Este algoritmo realiza una división del trabajo simple, asignando a cada thread en ejecución 
una fila de la matriz mediante la identificación del thread dentro del grid (línea 12). De este modo 
cada thread realiza los productos necesarios para cada fila y los almacena en el índice adecuado 
de y.
Pese a dividir el trabajo en un número elevado de unidades más pequeñas, este algoritmo no 
aprovecha los accesos a memoria entre diferentes threads de forma que limita el rendimiento 
que se puede obtener con él.
1. template <typename IndexType, typename ValueType, bool UseCache>
2. __global__ void
3. spmv_csr_scalar_kernel(const IndexType num_rows,
4.                        const IndexType * Ap, 
5.                        const IndexType * Aj, 
6.                        const ValueType * Ax, 
7.                        const ValueType * x, 
8.                              ValueType * y)
9. {
10.
11.     // row index
12.     const IndexType row = large_grid_thread_id();
13.     
14.     if(row < num_rows){     
15.         ValueType sum = y[row];
16.
17.         const IndexType row_start = Ap[row];
18.         const IndexType row_end   = Ap[row+1];
19.     
20.         for (IndexType jj = row_start; jj < row_end; jj++){ 
21.             sum += Ax[jj] * fetch_x<UseCache>(Aj[jj], x);       
22.         }
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23.
24.         y[row] = sum;
25.     }
26. }
3.2.2.c.b.  Algoritmo vectorial
Este algoritmo, a diferencia del anterior, separa las filas por warps, de forma que cada warp 
trata con las filas enteras y por ende, cada thread dentro del warp sólo trabaja con un subcon-
junto de ellas. Esto permite que los diferentes threads del warp trabajen simultáneamente con 
valores sucesivos aprovechando la localidad espacial para obtener los datos de la memoria.
Una vez realizadas las operaciones cada thread tiene un resultado parcial que se almacena en 
la memoria compartida, momento en el cual se realiza una reducción de sumas (filas 59 a 63) 
para, al final, obtener el valor definitivo de esa fila.
1. template <typename IndexType, typename ValueType, unsigned int 
BLOCK_SIZE, bool UseCache>
2. __global__ void
3. spmv_csr_vector_kernel(const IndexType num_rows,
4.                        const IndexType * Ap, 
5.                        const IndexType * Aj, 
6.                        const ValueType * Ax, 
7.                        const ValueType * x, 
8.                              ValueType * y)
9. {
10.     __shared__ ValueType sdata[BLOCK_SIZE];
11.     __shared__ IndexType ptrs[BLOCK_SIZE/WARP_SIZE][2];
12.     
13.     const IndexType thread_id   = BLOCK_SIZE * blockIdx.x + 
threadIdx.x;  // global thread index
14.     const IndexType thread_lane = threadIdx.x & (WARP_SIZE-1); 
// thread index within the warp
15.     const IndexType warp_id     = thread_id   / WARP_SIZE; 
// global warp index
16.     const IndexType warp_lane   = threadIdx.x / WARP_SIZE; 
// warp index within the CTA
17.     const IndexType num_warps   = (BLOCK_SIZE / WARP_SIZE) * 
gridDim.x;   // total number of active warps
18.
19.     for(IndexType row = warp_id; row < num_rows; row += num_warps){
20.         // use two threads to fetch Ap[row] and Ap[row+1]
21.         // this is considerably faster than the more straightforward 
option
22.         if(thread_lane < 2)
23.             ptrs[warp_lane][thread_lane] = Ap[row + thread_lane];
24.         const IndexType row_start = ptrs[warp_lane][0]; //same as: 
row_start = Ap[row];
25.         const IndexType row_end   = ptrs[warp_lane][1]; //same as: 
row_end   = Ap[row+1];
26.
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27.         // compute local sum
28.         sdata[threadIdx.x] = 0;
29.         for(IndexType jj = row_start + thread_lane; jj < row_end; jj 
+= WARP_SIZE)
30.             sdata[threadIdx.x] += Ax[jj] * fetch_x<UseCache>(Aj[jj], 
x);
31.
32.         // reduce local sums to row sum (ASSUME: warpsize 32)
33.         if (thread_lane < 16) { sdata[threadIdx.x] += 
sdata[threadIdx.x + 16]; EMUSYNC; }
34.         if (thread_lane <  8) { sdata[threadIdx.x] += 
sdata[threadIdx.x +  8]; EMUSYNC; }
35.         if (thread_lane <  4) { sdata[threadIdx.x] += 
sdata[threadIdx.x +  4]; EMUSYNC; }
36.         if (thread_lane <  2) { sdata[threadIdx.x] += 
sdata[threadIdx.x +  2]; EMUSYNC; }
37.         if (thread_lane <  1) { sdata[threadIdx.x] += 
sdata[threadIdx.x +  1]; EMUSYNC; }
38.
39.         // first thread writes warp result
40.         if (thread_lane == 0)
41.             y[row] += sdata[threadIdx.x];
42.     }
43. }
3.2.2.d.  Algoritmo en Cellss
En este código, el único desarrollado para el Cell BE, se puede ver como se dispone de dos fun-
ciones, SpMV() y CellSpMV().
El funcionamiento entre ambas es el siguiente: El programa llama a CellSpMV() para realizar la 
operación, y es esta función la que, para las diferentes SPU que se quieren utilizar (indicado 
mediante la variable global NUM_PROC), llama a SpMV() en las líneas 32 y 37 dividiendo la matriz 
en partes para distribuirlas entre las diferentes SPU.
La función SpMV() incluye previamente un #pragma describiendo las variables de entrada y 
salida de la función, necesario para el uso en las SPU, debido a que la PPU realiza la transferencia 
de memoria basada en estos valores para que la función se pueda ejecutar con todos los datos.
Esta función realiza la función SpMV en la forma habitual, de forma que si fuera llamada con 
los parámetros de la matriz completa ejecutaría la operación correctamente.
Al tratar la matriz por partes y almacenar los diferentes valores resultantes en las posiciones 
adecuadas del vector y, al finalizar la ejecución el vector de salida es el adecuado.
Una posible mejora sobre este algoritmo es mejorar la distribución de las filas para cada proce-
sador, o incluso poder truncar las filas para un aprovechamiento más adecuado de cada SPU, 
puesto que en este caso la SPU que trabaje con el último trozo de matriz se quedará con más 
filas que los otros.
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1. #pragma css task input(nr, nc, nnz) input(x[nc], row_ptr[nr+1], 
col_ind[nnz], val[nnz]) output(y[nr])
2. void SpMV(double *y, double *x, int *row_ptr, int *col_ind, double 
*val, int nr, int nc, int nnz)
3. {
4.   int i, j;
5.   int b1, b2;
6.   for(i=0; i<nr; i++)
7.   {
8.     y[i]=0;
9.     b1=row_ptr[i];
10.     b2=row_ptr[i+1];
11.     for(j=b1; j<b2; j++)
12.     {
13.       y[i]+=val[j]*x[col_ind[j]];
14.     }
15.   }
16. }
17. void CellSpMV(double *y, struct csr_matrix* A, double *x)
18. {
19.   int rowsize = A->num_row/NUM_PROC;
20.   int i;
21.   double *yN;
22.   struct csr_matrix B;
23.   B.col_ind = A->col_ind;
24.   B.num_col = A->num_col;
25.   B.val = A->val;
26.   B.nnz = A->nnz;
27.   for(i=0; i<(NUM_PROC-1); i++)
28.   {
29.     B.row_ptr = &(A->row_ptr[i*rowsize]);
30.     B.num_row = rowsize;
31.     yN = &(y[i*rowsize]);
32.     SpMV(yN,x,B.row_ptr,B.col_ind,B.val,B.num_row,B.num_col,B.nnz);
33.   }
34.   B.row_ptr = &(A->row_ptr[i*rowsize]);
35.   B.num_row = A->num_row-(i*rowsize);
36.   yN = &(y[i*rowsize]);
37.   SpMV(yN,x,B.row_ptr,B.col_ind,B.val,B.num_row,B.num_col,B.nnz);
38.   #pragma css barrier
39. }
3.2.3.  CSRP
El  formato CSR con permutación,  o CSRP,  es una variación del  formato CSR cuya principal 
característica es que reordena las filas en número de no-ceros de forma decreciente, de forma 
que las primeras filas son las más densas y las últimas las menos densas.
Esto permite, en muchos casos, aprovechar la caché del vector x en diversas filas, puesto que 
cuantas más posiciones se usen, más posiciones habrá en común, con una mínima desventaja 
respecto al CSR original, al tener que almacenar los valores con una indirección sobre el vector y, 
debido a la permutación.
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3.2.3.a.  Estructura de datos
La estructura de este  formato es  prácticamente igual  a  CSR,  en la  forma que los  vectores 
row_ptr, col_ind y val tienen la misma estructura y funcionamiento. Adicionalmente dispone del 
vector permute que, para cada elemento del vector, indica a que fila real corresponde la fila per-
mutada. Así, en la matriz de ejemplo, en la que la fila más densa es la cuarta y la menos densa es 
la segunda, vemos como el vector permute tiene como primer elemento 3 (con los valores 5, 7 y 
9 al principio del vector val) y el último elemento de permute es 1 (con el valor 6 al final del vec-
tor val, como corresponde). 
Tipo Nombre Descripción
int[] row_ptr[num_row+1] Índice de filas permutadas
int[] col_ind[nnz] Columna de cada no-cero
double[] val[nnz] Valor de cada no-cero
int[] permute[num_row] Permutación de las filas
int num_row Número de filas
int nnz Número de no-ceros
3.2.3.b.  Algoritmo secuencial
Este  algoritmo tiene  muchas  similitudes  con  el  algoritmo CSR estándar.  La  diferencia  más 
importante radica en el uso del vector localy, el cual se usa para almacenar de forma seguida los 
resultados de cada fila y, solamente al final realizar un recorrido sobre el vector permute y localy, 
de forma que se almacena el resultado correcto en el vector y.
Hasta la línea 17 el código es igual que CSR y la única variación reside al final con el tratamiento 
del vector. Al estar el vector organizado de manera diferente al CSR original, en el primer bucle 
se consigue una ligera mejora que no se ve empañada por el segundo bucle, un orden de magni-
tud menor (el primero realiza nnz operaciones y el segundo solamente num_row)
1. void csrp_spmv(double *y, int *row_ptr, int *col_ind, double *val, int 
*permute, int num_row, double *x)
2. {
3. int i, j;
4. int b1, b2;
5. double *localy = malloc(num_row*sizeof(double));
6. double acum = 0.0;
7.
8. for(i=0; i<num_row; i++, acum=0.0)
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9. {
10. b1 = row_ptr[i];
11. b2 = row_ptr[i+1];
12. for(j=b1; j<b2; j++)
13. {
14. acum += val[j]*x[col_ind[j]];
15. }
16. localy[i] = acum;
17. }
18. for(i=0; i<num_row; i++)
19. {




3.2.3.c.  Algoritmo en CUDA
Los algoritmos de CUDA del formato CSRP se han implementado como una variación de los 
mismos algoritmos de CSR obtenidos de [2], de forma que la diferencia entre ellos es mínima, 
simplemente el uso del vector permute para acceder al vector y.
En este caso, al tratar los diferentes threads y warps (según implementación) las diferentes filas 
no se obtiene una mejora de rendimiento al reordenar las filas, puesto que son independientes. 
De cualquier modo el rendimiento no puede ser muy diferente al de CSR debido a esta mínima 
variación, con sólo una pequeña penalización.
Del mismo modo mantiene los cambios de nomenclatura presentes en el caso de CSR, donde 
row_ptr, col_ind y val se convierten en Ap, Aj y Ax.
3.2.3.c.a.  Algoritmo escalar
En el caso del algoritmo escalar, en el que cada thread se encarga de una fila, simplemente el 
uso de la indirección usando permute permite adaptar el algoritmo sin demasiados problemas. 
Además es interesante ver en este caso como los diferentes threads de un mismo warp van a 
acceder a posiciones de  permute consecutivas aprovechando el acceso simultáneo a memoria 
para agilizar la ejecución (líneas 16 y 25). En el caso de y ya no es posible hacerlo pues los acce-
sos son desordenados y se pierde esta ventaja.
1. template <typename IndexType, typename ValueType, bool UseCache>
2. __global__ void
3. spmv_csrp_scalar_kernel(const IndexType num_rows,
4.                        const IndexType * Ap, 
5.                        const IndexType * Aj, 
6.                        const ValueType * Ax, 
7.            const IndexType * permute,
8.                        const ValueType * x, 
9.                              ValueType * y)
10. {
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11.
12.     // row index
13.     const IndexType row = large_grid_thread_id();
14.     
15.     if(row < num_rows){     
16.         ValueType sum = y[permute[row]];
17.
18.         const IndexType row_start = Ap[row];
19.         const IndexType row_end   = Ap[row+1];
20.     
21.         for (IndexType jj = row_start; jj < row_end; jj++){ 
22.             sum += Ax[jj] * fetch_x<UseCache>(Aj[jj], x);       
23.         }
24.
25.         y[permute[row]] = sum;
26.     }
27. }
3.2.3.c.b.  Algoritmo vectorial
En este algoritmo, en el que un warp entero se encarga de cada fila, la diferencia respecto a la 
implementación sobre el formato CSR, en el cual se basa ésta, es que al final de la reducción de 
sumas el acceso a y por parte del thread 0 de cada warp (línea 42) usa el vector permute para 
realizar la operación convenientemente.
1. template <typename IndexType, typename ValueType, unsigned int 
BLOCK_SIZE, bool UseCache>
2. __global__ void
3. spmv_csrp_vector_kernel(const IndexType num_rows,
4.                        const IndexType * Ap, 
5.                        const IndexType * Aj, 
6.                        const ValueType * Ax, 
7.            const IndexType * permute,
8.                        const ValueType * x, 
9.                              ValueType * y)
10. {
11.     __shared__ ValueType sdata[BLOCK_SIZE];
12.     __shared__ IndexType ptrs[BLOCK_SIZE/WARP_SIZE][2];
13.     
14.     const IndexType thread_id   = BLOCK_SIZE * blockIdx.x + 
threadIdx.x;  // global thread index
15.     const IndexType thread_lane = threadIdx.x & (WARP_SIZE-1); 
// thread index within the warp
16.     const IndexType warp_id     = thread_id   / WARP_SIZE; 
// global warp index
17.     const IndexType warp_lane   = threadIdx.x / WARP_SIZE; 
// warp index within the CTA
18.     const IndexType num_warps   = (BLOCK_SIZE / WARP_SIZE) * 
gridDim.x;   // total number of active warps
19.
20.     for(IndexType row = warp_id; row < num_rows; row += num_warps){
26
3. Formatos de almacenamiento
21.         // use two threads to fetch Ap[row] and Ap[row+1]
22.         // this is considerably faster than the more straightforward 
option
23.         if(thread_lane < 2)
24.             ptrs[warp_lane][thread_lane] = Ap[row + thread_lane];
25.         const IndexType row_start = ptrs[warp_lane][0]; //same as: 
row_start = Ap[row];
26.         const IndexType row_end   = ptrs[warp_lane][1]; //same as: 
row_end   = Ap[row+1];
27.
28.         // compute local sum
29.         sdata[threadIdx.x] = 0;
30.         for(IndexType jj = row_start + thread_lane; jj < row_end; jj 
+= WARP_SIZE)
31.             sdata[threadIdx.x] += Ax[jj] * fetch_x<UseCache>(Aj[jj], 
x);
32.
33.         // reduce local sums to row sum (ASSUME: warpsize 32)
34.         if (thread_lane < 16) { sdata[threadIdx.x] += 
sdata[threadIdx.x + 16]; EMUSYNC; }
35.         if (thread_lane <  8) { sdata[threadIdx.x] += 
sdata[threadIdx.x +  8]; EMUSYNC; }
36.         if (thread_lane <  4) { sdata[threadIdx.x] += 
sdata[threadIdx.x +  4]; EMUSYNC; }
37.         if (thread_lane <  2) { sdata[threadIdx.x] += 
sdata[threadIdx.x +  2]; EMUSYNC; }
38.         if (thread_lane <  1) { sdata[threadIdx.x] += 
sdata[threadIdx.x +  1]; EMUSYNC; }
39.
40.         // first thread writes warp result
41.         if (thread_lane == 0)
42.             y[permute[row]] += sdata[threadIdx.x];
43.     }
44. }
3.2.4.  CSRN
El formato CSR con marcas negativas, o CSRN, es una variante del formato CSR propuesta por 
[4] de cara a mejorar el tamaño de almacenamiento del formato. En este formato se elimina el 
vector row_ptr presente en el CSR mediante un marcado sobre col_ind. De este modo supone un 
ahorro en el acceso a memoria a costa de un aumento en el número de instrucciones que la ope-
ración debe realizar de cara a la organización de filas.
Esta modificación, pensada en principio para algoritmos secuenciales, no permite de una forma 
adecuada una implementación para arquitecturas multi-core o many-core como la de la GPU, ya 
que para dividir el trabajo debe existir una estructura que permita saber qué valores se tratan en 
cada momento, y en este caso, la posición en una fila depende de la anterior. De este modo, sólo 
se podría tratar en un sólo thread, desaprovechando las ventajas de la arquitectura.
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3.2.4.a.  Estructura de datos
El formato CSRN sólo consiste en los vectores col_ind y val, que tienen la misma funcionalidad 
que en CSR, con una salvedad en el caso de col_ind.
En cada cambio de fila, el primer valor de la nueva fila tiene un índice de columna negativo. De 
esta forma, al recorrer el vector  col_ind, cada vez que el algoritmo se encuentra con un valor 
negativo, éste sabe que ha alcanzado una fila nueva. En la propuesta original para este formato, 
se propone que esta marca negativa sobre col_ind sea un cambio de signo. En una implementa-
ción en C esto no es posible ya que en los casos en que el primer elemento esté en la primera 
posición de la fila su índice es cero, y se pierde la información de signo. Para solucionar este pro-
blema se propone aquí una marca diferente, que consiste en restar el número de columnas de la 
matriz, que es un número fijo que asegura que siempre el valor será negativo, y con sólo una 
suma, se logra el valor de columna adecuado.
Tipo Nombre Descripción
int[] col_ind[nnz] Columna con marcado de cada no-cero
double[] val[nnz] Valor de cada no-cero
int num_col Número de columnas
int nnz Número de no-ceros
3.2.4.b.  Algoritmo secuencial
Este algoritmo, pese a ser una variación del CSR estándar, tiene diferencias suficientes como 
para analizarlo por separado.
Se realiza un recorrido en col_ind sobre todos los no-ceros analizando en cada caso la columna 
en la que se encuentra.
Cuando se encuentra un valor de columna negativo, y por tanto un cambio de fila, guarda la 
suma acumulada (de la fila anterior) en la posición adecuada del vector  y, y aumenta en 1 el 
índice de fila tratada (líneas 10 a 16).
Para cada no-cero, después de la comprobación del signo de columna, añade a una variable 
auxiliar el valor calculado, de forma que al final de cada fila tenga la suma correspondiente a 
toda la fila.
Al final del bucle se tiene que almacenar la última fila, ya que en todos los casos se almacena al 
comienzo de una fila nueva.
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4. double acum = 0.0;
5. int col;
6. int row = 0;
7. for(i=0; i<nnz; i++)
8. {
9. col = col_ind[i];
10. if(col < 0)
11. {
12. y[row] += acum;
13. acum = 0.0;
14. col += num_col;
15. row++;
16. }
17. acum += val[i]*x[col];
18. }
19. //last element
20. y[row] += acum;
21. }
3.2.5.  ELLPACK/ITPACK (ELL)
El formato ELLPACK/ITPACK, de forma reducida ELL, cambia la forma de almacenar los datos de 
una matriz dispersa, ya que mientras todos los formatos parten de vectores unidimensionales 
este formato utiliza vectores bidimensionales, dando más estructura a la matriz, con sus ventajas 
e inconvenientes.
Por una parte, al tratar con los vectores bidimensionales se logra reducir el número de estruc-
turas necesarias para el formato, puesto que el valor de fila es parte intrínseca de la estructura y 
no debe ser declarado en un vector aparte, como en los casos de CSR o COO.
Por otra parte, estos vectores bidimensionales son densos, de forma que cualquier índice que 
no deba almacenar valores no-cero mantiene el coste en memoria (y en tiempo de procesado de 
la matriz).
Debido a estos pros y contras, existen variaciones de este formato que intentan aprovechar la 
estructura de ELL sin los contratiempos que supone su uso, como Ladder ELL o HYB, los cuales 
también se han tratado en este proyecto.
3.2.5.a.  Estructura de datos
El formato ELL consiste en 2 vectores bidimensionales, val e indices, de tamaño número de filas 
por número máximo de no-ceros por fila. Esto es así para poder almacenar todos los no-ceros en 
la estructura. El vector val almacena los valores no-cero de la matriz mientras que el vector indi-
ces almacena los índices de columna de cada no-cero.
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Cada fila de la matriz es almacenada en una fila de los dos vectores, de forma que su acceso es 
inmediato al mantener el mismo orden. Asimismo, dentro de cada fila los no-ceros se almacenan 
en orden, siendo el primer elemento de la fila el primer no-cero y así sucesivamente hasta alma-
cenar todos los no-ceros de la fila.
En el caso que el número de no-ceros en la fila sea inferior al máximo se debe realizar un pad-
ding para mantener la estructura. De este modo, se rellena el vector val con ceros mientras que 
el vector indices se rellena con un valor que no tiene relevancia.
Tipo Nombre Descripción
int[][] indices[num_row][nnz] Columna de cada no-cero
double[][] val[num_row][nnz] Valor de cada no-cero
int num_row Número de filas
int nnz Número máximo de no-ceros por fila
3.2.5.b.  Algoritmo secuencial
Este algoritmo recorre la estructura ELL en dos bucles, por filas y posteriormente por no-cero, 
tratando todas las filas por igual.
Este algoritmo utiliza una variable auxiliar para almacenar la suma parcial de cada fila, como es 
habitual, para no acceder en todo momento al vector y.
1. void ell_spmv(double *y, int *indices, double *val, int num_row, int 
nnz, double *x)
2. {
3.   int i,j;
4.   double acum;
5.   
6.   for(i=0; i<num_row; i++)
7.   {
8.     for(j=0, acum=0; j<nnz; j++)
9.     {
10.       if(val[i*nnz+j] != 0)
11.         acum += val[i*nnz+j] * x[indices[i*nnz+j]];
12.     }
13.     y[i] += acum;
14.   }
15. }
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3.2.5.c.  Algoritmo en CUDA
Este algoritmo,  proporcionado por  [2],  realiza un tratamiento de una fila  por  thread,  reco-
rriendo  cada  uno  una  fila  de  los  vectores  val e  indices,  en  este  caso  llamados  Ax y  Aj 
respectivamente.
También es destacable el uso de la variable  stride al tratar, por ejemplo, con matrices en los 
que los valores no estén contiguos en la memoria, de forma que se deba realizar un salto entre 
valores diferente a 1.
1. template <typename IndexType, typename ValueType, bool UseCache>
2. __global__ void
3. spmv_ell_kernel(const IndexType num_rows, 
4.                 const IndexType num_cols, 
5.                 const IndexType num_cols_per_row,
6.                 const IndexType stride,
7.                 const IndexType * Aj,
8.                 const ValueType * Ax, 
9.                 const ValueType * x, 
10.                       ValueType * y)
11. {
12.     const IndexType row = large_grid_thread_id();
13.
14.     if(row >= num_rows){ return; }
15.
16.     ValueType sum = y[row];
17.
18.     Aj += row;
19.     Ax += row;
20.
21.     for(IndexType n = 0; n < num_cols_per_row; n++){
22.         const ValueType A_ij = *Ax;
23.
24.         if (A_ij != 0){
25.             const IndexType col = *Aj;
26.             sum += A_ij * fetch_x<UseCache>(col, x);
27.         }
28.
29.         Aj += stride;
30.         Ax += stride;
31.     }
32.
33.     y[row] = sum;
34. }
3.2.6.  Ladder ELL
Esta variación del formato ELL llamada ELLPACK/ITPACK with Ladder Scheme, o de forma abre-
viada Ladder ELL, propuesta por [1], consiste en aprovechar la estructura ELL sin el problema que 
supone el almacenamiento excesivo de ceros y para solucionarlo propone usar subestructuras 
ELL de tamaño diferente, de forma que almacenando las diferentes filas en diferentes subestruc-
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turas se logre un aprovechamiento más eficiente del espacio.
Estas subestructuras requieren de una estructura más grande para organizarla y, al tratar con 
matrices de tamaño similar, también requiere de un tratamiento de las filas permutadas.
3.2.6.a.  Estructura de datos
Una matriz en formato Ladder ELL se compone de un grupo de “matrices escalón”, y son estas 
las que tienen una estructura más interesante.
Cada matriz escalón se compone de los vectores val e indices, como una matriz en formato ELL 
estándar, pero además incluye un vector permute que sirve para marcar cuales son las filas que 
se están almacenando en cada escalón.
En la figura siguiente se puede ver la transformación de la matriz A hasta conseguir una matriz 
almacenada en Ladder ELL. El primer paso es convertir la matriz en un formato ELL, matriz A', y 
posteriormente reordenarla por número de no-ceros por fila, como en la matriz A''.
Una vez llegados a la  matriz  A'' es  necesario establecer un tamaño de escalón,  esto es el 
número de filas que se almacenan en cada subestructura, siendo este el único parámetro del for-
mato. En el ejemplo se usa un tamaño 2 para mostrar los resultados de forma simple. En este 
caso el primer escalón tiene 3 no-ceros por fila mientras el segundo solamente tiene 2 no-ceros 
por fila.
Comparando con el formato ELL original, se ahorran 2 ceros en almacenamiento. Esto podría 
parecer un ahorro falso al tener que almacenar un vector de permutación, pero en el caso de 
matrices grandes con tamaños de fila muy variables este ahorro de almacenamiento puede ser 
muy significativo.
3.2.6.a.a.  Estructura de datos Ladder ELL
Tipo Nombre Descripción
struct step_matrix[] mat[num_step] Vector de matrices escalón
int ml Tamaño de escalón
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Tipo Nombre Descripción
int num_row Número de filas de la matriz
int num_col Número de columnas de la matriz
int num_step Número de escalones de la matriz
3.2.6.a.b.  Estructura de datos de la matriz escalón (struct step_matrix)
Tipo Nombre Descripción
int[][] indices[num_row][nnz] Columna de cada no-cero
double[][] val[num_row][nnz] Valor de cada no-cero
int[] permute[num_row] Permutación de las filas
int num_row Número de filas del escalón
int nnz Número máximo de no-ceros por fila
3.2.6.b.  Algoritmo secuencial
El algoritmo propuesto aquí es ligeramente diferente al ELL original. La gestión de la matriz en 
Ladder ELL es simple ya que sólo es necesario recorrer cada escalón y procesarlo. Al procesarlos 
todos se ha procesado la matriz entera de forma que la operación es completa.
El tratamiento de cada escalón es similar a ELL pero con algunas diferencias. En este caso no se 
comprueba si el valor de cada no-cero es diferente de cero, que en ELL reducía muchas operacio-
nes en punto flotante innecesarias, pero en este caso, al no afectar al resultado de la operación y 
ser un número pequeño de valores se prefiere no realizar la consulta.
Además se usa un vector local de forma que los valores correctos se almacenan en  y en un 
segundo bucle, de forma similar a como lo hace CSRP, puesto que ambos trabajan con filas per-
mutadas.
1. void step_spmv(double *y, int *indices, double *val, int *permute, int 
num_row, int nnz, double *x)
2. {
3. int i, j;
4. double acum;
5.
6. double *ylocal = malloc(num_row*sizeof(double));
7.
8. for(i=0, acum=0; i<num_row; i++, acum=0)
9. {
10. for(j=0; j<nnz; j++)
11. {
12. acum += val[i*nnz+j]*x[indices[i*nnz+j]];
13. }
14. ylocal[i] = acum;
15. }
16. for(i=0; i<num_row; i++)
17. {
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26. for(i=0; i<num_step; i++)
27. {




3.2.6.c.  Algoritmo en CUDA
Este algoritmo está basado en el usado para el formato ELL, con algunas diferencias. En este 
caso el kernel de la GPU trata con toda la matriz almacenada en el mismo vector, con lo cual 
debe tratar con más indirecciones, que resulta en más variables auxiliares.
Este algoritmo está pensado para un tamaño de escalón reducido (menor o igual  a 32) de 
forma que cada thread de un warp se encarga de una fila, mientras el warp se encarga de todo 
un escalón. Este algoritmo se podría modificar de forma simple para que con cualquier tamaño 
de escalón los threads se repartieran el  trabajo,  aunque a un mayor tamaño de escalón,  se 
reduce el número de escalones y por tanto no se podrían aprovechar todos los warps.
1. template <typename IndexType, typename ValueType, unsigned int 
BLOCK_SIZE, bool UseCache>
2. __global__ void
3. spmv_ladder_kernel(const IndexType numStep, 
4.                 const IndexType ml, 
5.                 const step_matrix<IndexType, ValueType> * mat,
6.                 const ValueType * x, 
7.                       ValueType * y)
8. {
9.     const IndexType thread_id   = BLOCK_SIZE * blockIdx.x + 
threadIdx.x;  // global thread index
10.     const IndexType thread_lane = threadIdx.x & (WARP_SIZE-1); 
// thread index within the warp
11.     const IndexType warp_id     = thread_id   / WARP_SIZE; 
// global warp index
12.     const IndexType warp_lane   = threadIdx.x / WARP_SIZE; 
// warp index within the CTA
13.     const IndexType num_warps   = (BLOCK_SIZE / WARP_SIZE) * 
gridDim.x;   // total number of active warps
14.
15.     for(IndexType step = warp_id; step < numStep; step+=num_warps)
16.     {
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17.       if(thread_lane < mat[step].num_rows)
18.       {
19.   const IndexType nnz = mat[step].num_nonzeros;
20.   const IndexType perm = mat[step].permute[thread_lane];
21.   IndexType* index = &(mat[step].indices[thread_lane*nnz]);
22.   ValueType* val = &(mat[step].val[thread_lane*nnz]);
23.   
24.   ValueType sum = y[perm];
25.   
26.   for(IndexType i=0; i<nnz; i++)
27.   {
28.       sum += *val * fetch_x<UseCache>(*index,x);
29.       val++; index++;
30.   }
31.   y[perm] = sum;
32.       }
33.     }
34. }
3.2.7.  HYB
El formato híbrido ELL+COO, o HYB, es otra solución a los problemas generados por ELL. La 
propuesta de [2] consiste en almacenar los no-ceros en formato ELL hasta cierto punto, trun-
cando ELL y almacenando el resto de no-ceros en formato COO, que resulta más adecuado para 
valores sueltos, con posiblemente muchas filas vacías.
Este formato incluye un parámetro que consiste en la mejora de velocidad de ELL sobre COO 
en condiciones ideales. Así, selecciona un tamaño de ELL adecuado para que se almacenen el 
máximo número de no-ceros posibles sin penalizar ninguno de los dos formatos.
Este formato se compone únicamente de los formatos ELL y COO, sin ningún añadido, de forma 
que tanto las estructuras de datos como los algoritmos son los expuestos para ambos formatos.
3.2.8.  CSRPELL
El formato CSR with Permutation in ELLPACK format, o CSRPELL, es un formato propuesto por 
[3] para su uso en procesadores vectorizados. Este formato no es tanto una variante de CSR, 
como lo eran CSRP o CSRN, sino más bien una extensión del formato CSR de cara a favorecer su 
uso en esta otra arquitectura.
Para ello se usa el formato CSR clásico, añadiéndole nuevos vectores para tener más informa-
ción, siendo éstos permute, ell_ptr y ell_nnz.
El primero tiene un funcionamiento similar al vector de mismo nombre en CSRP pero no es 
exactamente igual. En este caso  permute indica el número de fila ordenado según su tamaño, 
pero ya no indica, para cada índice en row_ptr a qué fila se está refiriendo, sino que indica a qué 
índice de row_ptr hay que ir para hacer un recorrido ordenado por tamaño. La información alma-
cenada en el vector es la misma, pero su significado varía.
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Los vectores ell_ptr y  ell_nnz sirven para agrupar las diferentes filas según su número de no-
ceros, de forma que en cierto modo, sería parecido a una estructura ELL al tener todas las filas 
con un mismo almacenamiento. Para ello  ell_ptr indica en qué índice de  permute empieza un 
bloque con filas del mismo tamaño, y  ell_nnz, para ese mismo índice, indica el número de no-
ceros de cada fila en el bloque.
Con estas estructuras auxiliares, un procesador vectorial es capaz de seleccionar todas las filas 
con el mismo tamaño, tratarlas en una sola operación ya que todas las filas de un bloque realiza-
rán la misma operación con valores diferentes, y agilizar así el cálculo. En el caso que nos ocupa, 
en cambio, este aumento de información en la matriz no supone una mejora en el rendimiento, 
al ser sólo útil en la arquitectura para la que se ha propuesto. De todos modos se ha implemen-
tado para el caso secuencial tratando todos los datos como se propone en el formato.
3.2.8.a.  Estructura de datos
El formato CSRPELL usa los vectores clásicos de CSR row_ptr, col_ind y val manteniendo todas 
sus características, junto a los vectores auxiliares permute, ell_ptr y ell_nnz.
Como ya se comenta  en la  descripción del  formato,  estos  vectores  auxiliares  organizan la 
matriz en bloques de mismo número de no-ceros por fila, con ell_ptr indicando en qué posición 
empieza cada bloque,  ell_nnz indicando el número de no-ceros por fila de cada bloque, y per-
mute indicando las filas de la matriz ordenándolas por número de no-ceros.
Tipo Nombre Descripción
int[] row_ptr[num_row+1] Índice de filas permutadas
int[] col_ind[nnz] Columna de cada no-cero
double[] val[nnz] Valor de cada no-cero
int[] permute[num_row] Orden de las filas según tamaño
int[] ell_ptr[num_ell+1] Fila inicial de cada bloque
int[] ell_nnz[num_ell] Número de no-ceros por fila del bloque
int num_row Número de filas
int num_ell Número de bloques
int nnz Número de no-ceros
3.2.8.b.  Algoritmo secuencial
Este algoritmo recorre la matriz mediante bloques de mismo tamaño de fila, usando una varia-
ble auxiliar ptr, que sirve para indicar el índice que se está tratando en cada momento, puesto 
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que el vector row_ptr se recorre mediante los índices en ell_ptr. De este modo al incrementar ptr 
se recorre una fila hasta llegar al número de no-ceros por fila, indicado en ell_nnz. Al final, al tra-
tar con las filas de forma permutada, se accede al vector y del mismo modo.
1. void csrpell_spmv(double *y, int *row_ptr, int *col_ind, double *val, 
int *permute, int *ell_ptr, int *ell_nnz, int num_ell, double *x)
2. {
3. int i, j, k;




8. for(i=0; i<num_ell; i++)
9. {
10. b1 = ell_ptr[i];
11. b2 = ell_ptr[i+1];
12. nnz = ell_nnz[i];
13. for(j=b1; j<b2; j++)
14. {
15. ptr = row_ptr[permute[j]];
16. for(k=0, acum=0.0; k<nnz; k++, ptr++)
17. {
18. acum += val[ptr] * x[col_ind[ptr]];
19. }





El formato Jagged Diagonal Storage, o JDS, es un formato general que realiza una aproximación 
a la matriz diferente de los formatos vistos anteriormente.
Su característica más importante es la ordenación de las filas por su tamaño y su almacena-
miento  por  columna  dentro  de  esta  reordenación.  Esto  supone  que  el  formato  permite 
almacenar las matrices en un tamaño reducido, por debajo de CSRP aunque ligeramente por 
encima de CSR.
3.2.9.a.  Estructura de datos
Para  este  formato se debe realizar  una transformación  en la  matriz  que se explica  con el 
siguiente ejemplo:
A partir de una matriz  A se desplazan todos los valores al inicio de la fila, resultando en la 
matriz  Acrs. En este punto se reordenan las filas por tamaño, dando lugar a la matriz  Ajds, en la 
que las filas están ordenadas de mayor a menor y, a su vez, las columnas también tienen un 
tamaño decreciente.
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Una vez obtenida la matriz  Ajds, ésta se almacena en la estructura de JDS, que consiste en los 
vectores jd_ptr, col_ind, val y perm.
El vector jd_ptr muestra en que índice de los siguientes vectores empieza cada jagged diagonal, 
o cada columna de la matriz Ajds, del mismo modo que hace CSR con row_ptr.
El comportamiento de los vectores col_ind y val es análogo al de otros formatos, indicando para 
cada no-cero almacenado la columna correspondiente y su valor respectivamente.
El vector perm es un vector de permutación que indica, para cada fila de la matriz Ajds cual es la 
fila correspondiente en la matriz A.
En comparación a CSR, el tamaño de JDS es superior sólo en el tamaño de jd_ptr, puesto que 
col_ind y  val tienen el mismo tamaño y el vector  perm tiene como tamaño el número de filas, 
prácticamente igual que row_ptr. Al ser jd_ptr un vector de tamaño número de jagged diagonals, 
y por tanto, número de no-ceros máximo por fila, en la mayoría de los casos no aumenta dema-
siado el tamaño.
Tipo Nombre Descripción
int[] jd_ptr[num_jd+1] Índice de jagged diagonals
int[] col_ind[nnz] Columna de cada no-cero
double[] val[nnz] Valor de cada no-cero
int[] perm[num_row] Permutación de las filas
int num_jd Número de jagged diagonals
int num_row Número de filas
int nnz Número de no-ceros
3.2.9.b.  Algoritmo secuencial
El algoritmo secuencial de SpMV para el formato JDS va recorriendo cada jagged diagonal alma-
cenando el  cálculo  sobre  cada no-cero en un vector  auxiliar  ly.  Una vez  obtenido todos  los 
resultados, se recorre el vector perm para almacenar los valores en su orden correspondiente.
La única novedad respecto a las implementaciones en otros formatos es el uso de dos iterado-
res en el bucle interior (líneas 11 a 14) ya que mientras la variable j mantiene el índice del valor 
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de col_ind y val a tratar, la variable k mantiene la fila (dentro de la estructura JDS, no la fila real 
de y) que se está tratando.
1. void jds_spmv(double *y, int *jd_ptr, int *col_ind, double *val, int 
*perm, int num_jd, int num_row, double *x)
2. {
3. int i, j, k;
4. int b1, b2;
5. double *ly = calloc(num_row, sizeof(double));
6.
7. for(i=0; i<num_jd; i++)
8. {
9. b1 = jd_ptr[i];
10. b2 = jd_ptr[i+1];
11. for(j=b1, k=0; j<b2; j++, k++)
12. {




17. for(i=0; i<num_row; i++)
18. {
19. y[perm[i]] += ly[i];
20. }
21. }
3.2.9.c.  Algoritmo en CUDA
En este apartado se proponen dos algoritmos usando CUDA para este formato, basados en la 
implementación de CSR.
Debido a las diferencias estructurales entre CSR  y JDS estos algoritmos no pueden alcanzar el 
mismo rendimiento ya que, mientras en el caso de CSR se puede tratar fila a fila teniendo todos 
los valores de forma consecutiva, en este caso al tratar con valores consecutivos se trata con 
posiciones desordenadas del vector y, y al intentar tratar con una fila cada vez el acceso a memo-
ria supone un cuello de botella ya que los valores que se van tratando están, en la mayoría de 
casos, en líneas de memoria diferente.
3.2.9.c.a.  Algoritmo escalar
En esta implementación se realiza un tratamiento de jagged diagonal en jagged diagonal, per-
mitiendo un acceso adecuado en memoria al tratar la matriz, con el inconveniente de que en 
cada jagged diagonal tratada se usan menos (o los mismos) threads que en la anterior, de forma 
que se pierde gran parte de la capacidad de cálculo de la GPU.
Se usan las variables pos y next_pos para comprobar que los valores que se están tratando per-
tenecen a la misma jagged diagonal, ya que en caso contrario podría haber una colisión al tratar 
threads diferentes un mismo valor de y.
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1. template <typename IndexType, typename ValueType, bool UseCache>
2. __global__ void
3. spmv_jds_scalar_kernel(const IndexType num_rows,
4.                        const IndexType * jd_ptr, 
5.                        const IndexType * col_ind, 
6.                        const ValueType * val,
7.            const IndexType * permute,
8.            const IndexType num_jd, 
9.                        const ValueType * x, 
10.                              ValueType * y)
11. {
12.
13.     // row index
14.     const IndexType row = large_grid_thread_id();
15.     
16.     if(row < num_rows){
17.     ValueType sum = y[permute[row]];
18.     
19.     for (IndexType jj = 0; jj < num_jd; jj++){             
20.
21.         const IndexType pos = jd_ptr[jj]+row;
22.         const IndexType next_pos = jd_ptr[jj+1];
23.     
24. if(pos<next_pos)
25.   sum += val[pos] * fetch_x<UseCache>(col_ind[pos], x);       
26.     }
27.     y[permute[row]] = sum;
28.     }
29. }
3.2.9.c.b.  Algoritmo vectorial
En esta implementación cada warp se ocupa de una fila, de forma que no se pueden producir 
colisiones, pero el acceso a memoria de cada thread no puede ser el adecuado, ya que threads 
consecutivos acceden a posiciones de memoria salteadas. Esto se puede ver en la línea 26, donde 
la posición a consultar se asigna según jd_ptr[jj] dependiente del thread, y row, dependiente del 
warp, siendo el que genera más distancia entre posiciones.
Aparte de esto el algoritmo es comparable a otros algoritmos con la misma estructura, con 
cada warp tratando una fila, realizando una reducción de sumas y finalmente, almacenando el 
valor resultante en la posición adecuada.
1. template <typename IndexType, typename ValueType, unsigned int 
BLOCK_SIZE, bool UseCache>
2. __global__ void
3. spmv_jds_vector_kernel(const IndexType num_rows,
4.                        const IndexType * jd_ptr, 
5.                        const IndexType * col_ind, 
6.                        const ValueType * val, 
7.        const IndexType * permute,
8.        const IndexType num_jd,
40
3. Formatos de almacenamiento
9.                        const ValueType * x,    
10.                              ValueType * y)
11. {
12.     __shared__ ValueType sdata[BLOCK_SIZE];
13.     
14.     const IndexType thread_id   = BLOCK_SIZE * blockIdx.x + 
threadIdx.x;  // global thread index
15.     const IndexType thread_lane = threadIdx.x & (WARP_SIZE-1); 
// thread index within the warp
16.     const IndexType warp_id     = thread_id   / WARP_SIZE; 
// global warp index
17. //     const IndexType warp_lane   = threadIdx.x / WARP_SIZE; 
// warp index within the CTA
18.     const IndexType num_warps   = (BLOCK_SIZE / WARP_SIZE) * 
gridDim.x;   // total number of active warps
19.
20.     for(IndexType row = warp_id; row < num_rows; row += num_warps){
21.     
22.         // compute local sum
23.          sdata[threadIdx.x] = 0;
24.         for(IndexType jj = thread_lane; jj < num_jd; jj += WARP_SIZE)
25. {
26.     const IndexType pos = jd_ptr[jj]+row;
27.     if(pos < jd_ptr[jj+1])




31.         // reduce local sums to row sum (ASSUME: warpsize 32)
32.         if (thread_lane < 16) { sdata[threadIdx.x] += 
sdata[threadIdx.x + 16]; EMUSYNC; }
33.         if (thread_lane <  8) { sdata[threadIdx.x] += 
sdata[threadIdx.x +  8]; EMUSYNC; }
34.         if (thread_lane <  4) { sdata[threadIdx.x] += 
sdata[threadIdx.x +  4]; EMUSYNC; }
35.         if (thread_lane <  2) { sdata[threadIdx.x] += 
sdata[threadIdx.x +  2]; EMUSYNC; }
36.         if (thread_lane <  1) { sdata[threadIdx.x] += 
sdata[threadIdx.x +  1]; EMUSYNC; }
37.
38.         // first thread writes warp result
39.         if (thread_lane == 0)
40.             y[permute[row]] += sdata[threadIdx.x];
41.     }
42. }
3.2.10.  TJDS
El formato Transposed Jagged Diagonal Storage, o TJDS, propuesto por [6], es una variación del 
formato JDS en el que en vez de ordenar las filas por su tamaño y luego almacenar por columnas 
resultantes, ordena las columnas por tamaño y almacena las filas resultantes en orden.
En la propuesta original del formato se asume este formato como una mejora sobre JDS debido 
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a que al tratar la entrada como el conjunto de la matriz y el vector x no es necesario un vector de 
permutación. Bajo las condiciones propuestas es cierto, pero supone que una matriz en este for-
mato sólo se puede tratar con un vector de entrada. En la implementación propuesta aquí se usa 
un vector de permutación con el que se transforma el vector de entrada antes de la operación. 
De este modo no se reduce el tamaño de almacenamiento del formato pero permite una varie-
dad de usos.
3.2.10.a.  Estructura de datos
La estructura básica de este formato consiste en los vectores tjd_ptr, row_ind, val y perm.
Partiendo de una matriz  Atjds, correspondiente a la transformación respecto una matriz cual-
quiera A, los vectores almacenan la matriz del siguiente modo:
El vector tjd_ptr almacena el índice en el que empieza cada transposed jagged diagonal, o fila 
en la matriz  Atjds; row_ind almacena para cada no-cero, a qué fila de A se corresponde, y  val 
almacena el valor de cada no-cero. El vector perm almacena la permutación de columnas reali-
zada en la transición de la matriz  Accs a  Atjds.
Tipo Nombre Descripción
int[] tjd_ptr[num_tjd+1] Índice de transposed jagged diagonals
int[] row_ind[nnz] Fila de cada no-cero
double[] val[nnz] Valor de cada no-cero
int[] perm[num_col] Permutación de las columnas
int num_tjd Número de transposed jagged diagonals
int num_col Número de columnas
int nnz Número de no-ceros
3.2.10.b.  Algoritmo secuencial
La novedad en esta implementación respecto otras es el uso de un vector auxiliar para el vector 
de entrada. Al principio se reordena el vector  x en un vector auxiliar  lx de forma que sólo es 
necesario acceder al vector perm una vez por valor (líneas 7 a 10).
El resto de la operación es un tratamiento similar al JDS, recorriendo tjd_ptr y para cada no-
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cero, realizando el cálculo correspondiente y almacenando su resultado en el vector y.
1. void tjds_spmv(double *y, int *tjd_ptr, int *row_ind, double *val, int 
*perm, int num_tjd, int num_col, double *x)
2. {
3. int i, j, k;
4. int b1, b2;
5. double *lx = malloc(num_col*sizeof(double));
6.
7. for(i=0; i<num_col; i++)
8. {
9. lx[i] = x[perm[i]];
10. }
11.
12. for(i=0; i<num_tjd; i++)
13. {
14. b1 = tjd_ptr[i];
15. b2 = tjd_ptr[i+1];
16. for(k=0, j=b1; j<b2; j++, k++)
17. {






3.2.10.c.  Algoritmo en CUDA
En el formato TJDS hay una permutación constante en las columnas de la matriz que permite 
trabajar con un vector x permutado sin más problemas, pero existen problemas al tratar con el 
vector y al tener los accesos desordenados.
Al trabajar con diferentes threads simultáneos tratando diversos no-ceros, que pueden estar 
organizados en cualquier fila, el algoritmo tiene un problema de accesos simultáneos al vector y, 
y al no estar organizados no se puede asegurar que al tratar dos valores diferentes de la matriz al 
mismo tiempo no exista una colisión, si no es sacrificando el uso de diversos threads.
De este modo no se propone ningún algoritmo para CUDA puesto que los algoritmos desarro-
llados, similares a los de otros formatos, son incapaces de dar un resultado correcto para una 
matriz cualquiera.
3.2.11.  PKT
El formato por paquetes o PKT, obtenido a partir de [2], es un formato pensado para arquitec-
turas vectoriales. Su principal característica es el almacenamiento de los diferentes no-ceros en 
paquetes independientes de tamaño variable que permiten distribuir mejor la carga de trabajo.
Para obtener estos paquetes se debe particionar la matriz, lo que en este proyecto se ha reali-
zado  mediante  el  uso  de  la  librería  METIS  5.0.  Concretamente  se  ha  usado  la  función 
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METIS_PartGraphKway que particiona la matriz minimizando el número de elementos aislados, 
que no se pueden almacenar en ningún paquete.
Al ser un formato implementado para ser tratado en CUDA directamente, los parámetros usa-
dos en este formato son directamente los óptimos para esta arquitectura.  De este modo,  el 
número de filas de estas particiones es, aproximadamente, 970 al trabajar con valores de doble 
precisión, como es este caso, o 1940 con valores de precisión simple. Esto es así debido a que 
METIS asegura hasta un 3% sobre la variación de este valor, con lo cual aseguraría hasta unas 
1000 filas.
Cada paquete, al limitar el número de filas a poco menos 1000, permite almacenar la parte 
correspondiente de los vectores x e y en la memoria compartida, ya que 1000 valores de tamaño 
8 bytes, por dos vectores que se tratan, ocupan totalmente los 16 KB de memoria compartida 
que se dispone en cada procesador.
Para asignar cada valor a un paquete concreto se utiliza un algoritmo voraz de empaquetado 
con prioridad para paquetes menos ocupados. De este modo se obtienen los diferentes paquetes 
a procesar.
Estos paquetes se pueden tratar como submatrices dispersas, puesto que tienen una posición 
inicial, y dentro del paquete todos los índices están referenciados a esta posición. En el caso de 
los no-ceros que no se pueden asignar a ningún paquete concreto debido a su posición en la 
matriz se pueden asignar a un paquete general que englobe toda la matriz o simplemente alma-
cenarlos en otro formato, como sucede en el caso del HYB. En este caso, como con el formato 
HYB, se almacenan en una estructura COO.
3.2.11.a.  Estructura de datos
El formato PKT consiste en una única estructura que mantiene por una parte los datos del for-
mato, como el tamaño máximo de paquete y el número de paquetes, y los diferentes paquetes 
almacenados en una misma estructura.
Para acceder correctamente a ella se dispone de un vector row_ptr que indexa cada paquete 
dentro de los vectores. En estos vectores se almacenan los índices de fila y columna como subín-
dices respecto el paquete, y los no-ceros correspondientes. 
Los índices, al ser locales, tiene un tamaño más reducido, de forma que no son necesarios 4 
bytes para almacenarlos. Este formato aprovecha esta circunstancia para almacenar tanto la fila 
como la columna en un mismo entero, siendo la fila los 2 bytes de mayor peso y la columnas los 
2 de menos peso. En la implementación utiliza unas macros llamadas  pkt_unpack_row_index y 
pkt_unpack_col_index, que se corresponden a máscaras de bits, para gestionar los dos valores.
Los no-ceros que se almacenan en  data_array, correspondiente a todos los paquetes, no se 
almacenan fila a fila como en la mayoría de formatos, sino que se almacenan por columnas, den-
tro de cada paquete. Esto se hace así para que los diferentes threads puedan realizar un acceso 
adecuado al procesar cada paquete. Al acceder cada thread a valores de filas diferentes no existe 
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colisión en el acceso a  y, y al ser almacenados por columnas se accede a la misma línea de 
memoria, obteniendo un mejor rendimiento.
También se almacenan dos vectores auxiliares pos_start y pos_end para marcar en qué posicio-
nes debe trabajar cada thread, siendo esto una característica propia de arquitecturas many-core 
en la que la distribución de los threads es más relevante, y no apta para otras arquitecturas 
como por ejemplo, una secuencial.
Tipo Nombre Descripción
int[] row_ptr[num_packets] Índice de paquetes
int[] pos_start[num_packets*threads_per_packet] Posición inicial para un thread
int[] pos_end[num_packets*threads_per_packet] Posición final para un thread
int[] index_array[nnz] Índices de fila y columna 
comprimidos
double[] data_array[nnz] Valor de cada no-cero
int num_packets Número de paquetes
int threads_per_packet Número de threads por paquete
int nnz Número de no-ceros
coo_matrix coo Resto de la matriz en COO
3.2.11.b.  Algoritmo en CUDA
La implementación de SpMV para este formato en CUDA realiza una división de trabajo basada 
en bloques. Así, cada bloque accede a un paquete diferente (líneas 17 y 18) y, copiando la parte 
de los vectores x e y que se deben tratar a la memoria compartida (líneas 21 y 22), los threads de 
cada bloque recorren el paquete procesando los valores, para al final copiar los valores resultan-
tes al vector y original (línea 45).
El procesado de cada no-cero es similar al de COO, accediendo a los vectores  x e  y según su 
índice para cada no-cero (y no accediendo a y al final de cada fila como hacen la mayoría de for-
matos).
Para esta implementación se usan bloques de 512x1x1, de tamaño máximo para aprovechar un 
bloque por procesador ya que cada bloque usa toda la memoria compartida disponible para él, y 
por tanto no se pueden aprovechar dos bloques en el mismo procesador simultáneamente.
La copia de los vectores x e y entre la memoria global y la compartida (líneas 21, 22 y 45) se 
realiza con la operación memcpy_device que reparte entre todos los threads del bloque los datos 
a copiar de forma que se accede a la memoria por líneas y realiza la lectura o escritura de la 
memoria compartida a la vez, agilizando la transferencia de datos.
1. template <typename IndexType, typename ValueType>
2. __global__ void
3. spmv_pkt_kernel(const IndexType * row_ptr,
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4.                 const IndexType * pos_start, 
5.                 const IndexType * pos_end, 
6.                 const PackedIndexType * index_array, 
7.                 const ValueType       * data_array,
8.                 const ValueType * x, 
9.                       ValueType * y)
10. {
11.     __shared__ ValueType s_x[MAX_BYTES_PER_PACKET/sizeof(ValueType)]; 
// input x-values
12.     __shared__ ValueType s_y[MAX_BYTES_PER_PACKET/sizeof(ValueType)]; 
// output y-values
13.
14.     const IndexType thread_id = small_grid_thread_id();
15.
16.     // base index of the submatrix corresponding to this packet
17.     const IndexType packet_base_row = row_ptr[blockIdx.x]; 
18.     const IndexType packet_num_rows = row_ptr[blockIdx.x+1] - 
packet_base_row;
19.     
20.     // copy local x and y values from global memory into shared memory
21.     memcpy_device(s_x, x + packet_base_row, packet_num_rows);
22.     memcpy_device(s_y, y + packet_base_row, packet_num_rows);
23.     
24.     __syncthreads();
25.
26.     ///////////////////////
27.     // Process Packet
28.     const IndexType packet_start = pos_start[thread_id];
29.     const IndexType packet_end   = pos_end[thread_id];
30.
31.     for(IndexType pos = packet_start; pos != packet_end; pos += 
blockDim.x){
32.         //row and column indices are stored in the same 32-bit word 
33.         const IndexType packed_index = index_array[pos];  
34.
35.         const IndexType row = pkt_unpack_row_index(packed_index);
36.         const IndexType col = pkt_unpack_col_index(packed_index);
37.         const ValueType val = data_array[pos];  
38.
39.         s_y[row] += val * s_x[col]; 
40.     }
41.
42.     __syncthreads();
43.
44.     //copy y-values from shared memory to global array
45.     memcpy_device(y + packet_base_row, s_y, packet_num_rows);   
46. }
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3.3.  Formatos específicos
3.3.1.  DIA
El formato de almacenamiento por diagonales, o DIA, es un formato específico basado en alma-
cenar los valores no-cero por la diagonal que ocupa en la matriz. Esto es muy útil en los casos en 
que todos los no-ceros están repartidos en unas pocas diagonales, pero su rendimiento se ve 
gravemente afectado por un aumento en el número de diagonales tratadas.
3.3.1.a.  Estructura de datos
Este formato consta del vector offsets, y del vector bidimensional val.
El tamaño de val es de número de diagonales con no-ceros por tamaño de la diagonal. El vector 
offsets indica, para cada fila de  val, a que diagonal se refiere, siendo la diagonal de matriz la 
número cero, ordenando las matrices a la derecha de la diagonal con números positivos y las de 
la izquierda con números negativos.
Para cada diagonal almacenada en val el primer elemento se corresponde a la primera fila de la 
matriz, y el último a la última matriz. En todos los casos excepto en la diagonal esto supone usar 
un padding para almacenar todos los valores, incluyendo ceros al principio en las diagonales 
negativas y al final en las diagonales positivas.
Tipo Nombre Descripción
int[] offsets[num_diag] Desplazamiento de las diagonales
double[][] val[num_diag][num_row] Valor de cada no-cero
int num_diag Número de diagonales almacenadas
int num_row Número de filas
int num_col Número de columnas
3.3.1.b.  Algoritmo secuencial
En esta implementación de SpMV para el formato DIA se utiliza un puntero auxiliar  diag_ptr 
para apuntar en cada momento a la diagonal que se está tratando, y recorrer así de forma sim-
ple el vector bidimensional val. De igual modo se usa una variable auxiliar col para simplificar el 
uso de offsets.
El algoritmo recorre las diferentes diagonales de la matriz actuando sólo en aquellos valores de 
la diagonal almacenada pertenecientes a la diagonal real de la matriz, evitando el padding (condi-
ción en la línea 12).
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1. void dia_spmv(double *y, int *offsets, double *val, int num_diag, int 
num_row, int num_col, double *x)
2. {
3.   int row, col, d;
4.   double* diag_ptr;
5.   
6.   diag_ptr = val;
7.   for(d=0; d<num_diag; d++)
8.   {
9.     col = offsets[d];
10.     for(row=0; row<num_row; row++)
11.     {
12.       if(col>=0 && col<num_col)
13.       {
14.         y[row] += diag_ptr[row] * x[col];
15.       }
16.       col++;
17.     }
18.     diag_ptr += A->num_row; //Shift diag_ptr to the next diagonal
19.   }
20. }
3.3.1.c.  Algoritmo en CUDA
En esta implementación, extraída de [2], se asigna cada thread a una fila diferente. Así, cada 
thread consume un elemento de cada diagonal y, si no es un elemento de padding, opera con él. 
De este modo, en global, los diferentes threads acceden a la memoria en posiciones consecutivas 
al mismo tiempo evitando el cuello de botella.
En la implementación de este algoritmo se limita el número de diagonales con las que tratar 
puesto que en el caso de matrices con pocos elementos situados en muchas diagonales diferen-
tes el formato hace su computación impracticable.
1. template <typename IndexType, typename ValueType, unsigned int 
BLOCK_SIZE, bool UseCache>
2. __global__ void
3. spmv_dia_kernel(const IndexType num_rows, 
4.                 const IndexType num_cols, 
5.                 const IndexType num_diags,
6.                 const IndexType stride,
7.                 const int       * diag_offsets,
8.                 const ValueType * diag_data,
9.                 const ValueType * x, 
10.                       ValueType * y)
11. {
12.     __shared__ int offsets[BLOCK_SIZE];
13.
14.     if(threadIdx.x < num_diags)
15.         offsets[threadIdx.x] = diag_offsets[threadIdx.x];
16.
17.     __syncthreads();
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18.
19.     const int row = large_grid_thread_id();
20.
21.     if(row >= num_rows){ return; }
22.
23.     ValueType sum = y[row];
24.     diag_data += row;
25.
26.     for(IndexType n = 0; n < num_diags; n++){
27.         const int col = row + offsets[n];
28.
29.         if(col >= 0 && col < num_cols){
30.             const ValueType A_ij = *diag_data;
31.             sum += A_ij * fetch_x<UseCache>(col, x);
32.         }
33.
34.         diag_data += stride;
35.     }
36.
37.     y[row] = sum;
38. }
3.3.2.  BCSR
El formato Block Compressed Storage Row, o BCSR, es la evolución del CSR para el tratamiento 
de matrices a bloques. Mantiene todas las estructuras del CSR original,  pero en vez de estar 
orientado al no-cero, tanto en indexado de filas como de columnas, se orienta al bloque.
Estos bloques son rectangulares, de tamaño mxn variable. El almacenamiento de los valores se 
basa en bloques alineados según el tamaño de bloque de la matriz, de forma que en el caso peor 
un bloque de un tamaño concreto, pero desalineado con el tamaño de bloque de la matriz se 
puede tener que almacenar en hasta 4 bloques diferentes (2 filas y 2 columnas de bloques dife-
rentes).
Por otra parte, al no tener control sobre el tamaño de la matriz que se trata, es posible que el 
tamaño de la matriz esté desalineado con el tamaño de bloque, de forma que se debe realizar un 
padding para alcanzar un tamaño de matriz múltiplo del tamaño de bloque.
3.3.2.a.  Estructura de datos
El formato BCSR consiste en los vectores  row_ptr,  col_ind y  val. Las diferencias respecto CSR 
están en que ahora  row_ptr  y  col_ind  no se refieren a filas y columnas de la matriz, sino que 
están referidas al tamaño de bloque. De este modo el vector  row_ptr reduce su tamaño en un 
factor m, siendo m el número de filas dentro de un bloque, mientras que en el caso de col_ind 
sólo se reduce su tamaño en función de la distribución a bloques de la matriz.
El vector val, que almacena todos los no-ceros de la matriz, ahora se puede considerar un vec-
tor bidimensional, en el que cada fila es un bloque diferente, y en las columnas se almacenan los 
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diferentes valores de cada bloque, sean cero o no-cero. 
Tipo Nombre Descripción
int[] row_ptr[num_row+1] Índice de filas (orientado al bloque)
int[] col_ind[num_blk] Columna inicial de cada bloque
double[][] val[num_blk][bsize_row*bsize_col] Valor de cada no-cero
int num_row Número de filas (orientado a bloque)
int num_blk Número de bloques
int bsize_row Número de filas por bloque
int bsize_col Número de columnas por bloque
3.3.2.b.  Algoritmo secuencial
3.3.2.b.a.  Algoritmo general
En esta implementación genérica para el formato BCSR se recorren las diferentes filas y a su 
vez, se recorren los diferentes bloques dentro de cada fila, originando 4 bucles anidados, lo cual 
resulta muy ineficiente. La única ventaja de esta implementación es que permite trabajar con 
cualquier tipo de tamaño de bloque.
1. void bcsr_spmv_basic(double *y, int *row_ptr, int *col_ind, double 
*val, double *x, int num_row, int num_blk, int bsize_row, int bsize_col)
2. {
3. int i, j, k, l;
4. int b1, b2;
5. int bsize = bsize_row*bsize_col;
6.
7. for(i=0; i<num_row; i++)
8. {
9. b1 = row_ptr[i];
10. b2 = row_ptr[i+1];
11. for(j=b1; j<b2; j++)
12. {
13. for(k=0; k<bsize_row; k++)
14. {
15. for(l=0; l<bsize_col; l++)
16. {









3.3.2.b.b.  Algoritmo específico para bloques de tamaño 2x2
Esta implementación del BCSR, sólo aplicable al tamaño 2x2, es una de las que se han usado en 
las pruebas con el formato. Se han desarrollado implementaciones con esta estructura desde el 
tamaño 1x1 hasta 4x4.
En este caso ya no se recorren los bloques en diferentes bucles sino que éstos se han desenro-
llado y usando los punteros auxiliares ly, la y lx se trabaja con y, val y x de una forma más rápida.
De esta forma el algoritmo es el mismo que en CSR, pero en vez de tratar con un no-cero se 
trata con todos los del bloque de forma consecutiva.
1. void bcsr_r2_c2(double *y, int *row_ptr, int *col_ind, double *val, 
double *x, int num_row, int num_blk, int bsize_row, int bsize_col)
2. {
3. int i, j, k, l;
4. int b1, b2;
5. double *ly, *la, *lx;
6. double aux;
7. for(i=0; i<num_row; i++)
8. {
9. b1 = row_ptr[i];
10. b2 = row_ptr[i+1];





16. aux = la[0] * lx[0];
17. aux += la[1] * lx[1];
18. ly[0] += aux;
19. aux = la[2] * lx[0];
20. aux += la[3] * lx[1];




3.3.2.c.  Algoritmo en CUDA
En el caso de BCSR se parte del algoritmo usado en CSR, ampliando el tratamiento de los no-
ceros por un tratamiento a bloques. En ambos casos se muestra la implementación en bloques 
de 2x2.
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3.3.2.c.a.  Algoritmo escalar
En esta implementación cada thread se ocupa de una fila, operando con los 4 valores del blo-
que  de  forma  seguida,  y  almacenando  sus  resultados  en  las  dos  posiciones  de  y 
correspondientes.
1. template <typename IndexType, typename ValueType, bool UseCache>
2. __global__ void
3. spmv_bcsr_scalar_kernel(const IndexType * row_ptr, 
4.                        const IndexType * col_ind, 
5.                        const ValueType * val,
6.            const IndexType num_rows,
7.            const IndexType num_blk,
8.            const IndexType bsize_row,
9.            const IndexType bsize_col,
10.                        const ValueType * x, 
11.                              ValueType * y)
12. {
13.
14.     // row index
15.     const IndexType row = large_grid_thread_id();
16.     const IndexType bsize = bsize_row * bsize_col;
17.     
18.     if(row < num_rows){     
19. ValueType sum0 = y[row*bsize_row];
20. ValueType sum1 = y[row*bsize_row+1];
21.
22.         const IndexType row_start = row_ptr[row];
23.         const IndexType row_end   = row_ptr[row+1];
24.     
25.         for (IndexType jj = row_start; jj < row_end; jj++){ 
26.     sum0 += val[jj*bsize] * 
fetch_x<UseCache>(col_ind[jj]*bsize_col, x);
27.     sum0 += val[jj*bsize+1] * 
fetch_x<UseCache>(col_ind[jj]*bsize_col+1, x);
28.     sum1 += val[jj*bsize+2] * 
fetch_x<UseCache>(col_ind[jj]*bsize_col, x);
29.     sum1 += val[jj*bsize+3] * 
fetch_x<UseCache>(col_ind[jj]*bsize_col+1, x);
30.         }
31.
32. y[row*bsize_row] = sum0;
33. y[row*bsize_row+1] = sum1;
34.     }
35. }
3.3.2.c.b.  Algoritmo vectorial
En esta implementación cada warp se ocupa de una fila orientada a bloque, de forma que para 
cada bloque que se encuentra, un sólo thread se ocupa de él. Esto supone que en la reducción de 
sumas ya no se reduce solamente una fila, sino tantas como tenga el bloque (en este caso 2) a la 
vez.
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En este caso las variables compartidas son el doble, debido a las filas tratadas en el bloque.
1. template <typename IndexType, typename ValueType, unsigned int 
BLOCK_SIZE, bool UseCache>
2. __global__ void
3. spmv_bcsr_vector_kernel(const IndexType * row_ptr, 
4.                        const IndexType * col_ind, 
5.                        const ValueType * val,
6.        const IndexType num_rows,
7.        const IndexType num_blk,
8.        const IndexType bsize_row,
9.        const IndexType bsize_col,
10.                        const ValueType * x, 
11.                              ValueType * y)
12. {
13.
14.     __shared__ ValueType sdata[BLOCK_SIZE][2]; //2 for block size
15.     __shared__ IndexType ptrs[BLOCK_SIZE/WARP_SIZE][2];
16.     
17.     const IndexType thread_id   = BLOCK_SIZE * blockIdx.x + 
threadIdx.x;  // global thread index
18.     const IndexType thread_lane = threadIdx.x & (WARP_SIZE-1); 
// thread index within the warp
19.     const IndexType warp_id     = thread_id   / WARP_SIZE; 
// global warp index
20.     const IndexType warp_lane   = threadIdx.x / WARP_SIZE; 
// warp index within the CTA
21.     const IndexType num_warps   = (BLOCK_SIZE / WARP_SIZE) * 
gridDim.x;   // total number of active warps
22.     const IndexType bsize = bsize_row*bsize_col;
23.
24.     for(IndexType row = warp_id; row < num_rows; row += num_warps){
25.         if(thread_lane < 2)
26.             ptrs[warp_lane][thread_lane] = row_ptr[row + thread_lane];
27.         const IndexType row_start = ptrs[warp_lane][0]; //same as: 
row_start = row_ptr[row];
28.         const IndexType row_end   = ptrs[warp_lane][1]; //same as: 
row_end   = row_ptr[row+1];
29.
30.         // compute local sum
31.         sdata[threadIdx.x][0] = 0;
32. sdata[threadIdx.x][1] = 0;
33.         for(IndexType jj = row_start + thread_lane; jj < row_end; jj 
+= WARP_SIZE){
34.             sdata[threadIdx.x][0] += val[jj*bsize] * 
fetch_x<UseCache>(col_ind[jj]*bsize_col, x);
35.             sdata[threadIdx.x][0] += val[jj*bsize+1] * 
fetch_x<UseCache>(col_ind[jj]*bsize_col+1, x);
36.             sdata[threadIdx.x][1] += val[jj*bsize+2] * 
fetch_x<UseCache>(col_ind[jj]*bsize_col, x);
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39.
40.         // reduce local sums to row sum (ASSUME: warpsize 32)
41.         if (thread_lane < 16) {
42.   sdata[threadIdx.x][0] += sdata[threadIdx.x + 16][0]; EMUSYNC;
43.   sdata[threadIdx.x][1] += sdata[threadIdx.x + 16][1]; EMUSYNC;
44. }
45.         if (thread_lane <  8) {
46.   sdata[threadIdx.x][0] += sdata[threadIdx.x +  8][0]; EMUSYNC;
47.   sdata[threadIdx.x][1] += sdata[threadIdx.x +  8][1]; EMUSYNC;
48. }
49.         if (thread_lane <  4) {
50.   sdata[threadIdx.x][0] += sdata[threadIdx.x +  4][0]; EMUSYNC;
51.   sdata[threadIdx.x][1] += sdata[threadIdx.x +  4][1]; EMUSYNC;
52. }
53.         if (thread_lane <  2) {
54.   sdata[threadIdx.x][0] += sdata[threadIdx.x +  2][0]; EMUSYNC;
55.   sdata[threadIdx.x][1] += sdata[threadIdx.x +  2][1]; EMUSYNC;
56. }
57.         if (thread_lane <  1) {
58.   sdata[threadIdx.x][0] += sdata[threadIdx.x +  1][0]; EMUSYNC;
59.   sdata[threadIdx.x][1] += sdata[threadIdx.x +  1][1]; EMUSYNC;
60. }
61.
62.         // first thread writes warp result
63.         if (thread_lane == 0)
64. {
65.             y[row*bsize_row] += sdata[threadIdx.x][0];
66.     y[row*bsize_row+1] += sdata[threadIdx.x][1];
67. }
68.     }
69.     
70. }
3.3.3.  IBCSR
Existe otro formato llamado también BCSR en el cual no se accede a los valores no-cero de 
forma directa sino que se usa un vector de índices para obtener el inicio de cada bloque. A este 
formato se le ha nombrado BCSR indirecto, o IBCSR para referirse a él sin confusión con el otro 
formato BCSR, más común.
3.3.3.a.  Estructura de datos
Este formato se compone de los vectores row_ptr, col_ind, val y data. Los dos primeros tienen 
exactamente el mismo comportamiento que en BCSR, trabajando con valores orientados al blo-
que.
La diferencia radica en val y data. En este caso val ya no almacena los valores no-cero sino que 
es un vector índice que indica en qué posición de data se encuentra el principio de cada bloque. 
Así, val tiene el mismo tamaño que col_ind, ya que ambos son índices de bloque.
El vector data es un vector unidimensional que tiene todos los valores de los diferentes bloques 
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de forma consecutiva.
Tipo Nombre Descripción
int[] row_ptr[num_row+1] Índice de filas (orientado al bloque)
int[] col_ind[num_blk] Columna inicial de cada bloque
double[][] val[num_blk] Índice de los valores en cada bloque
double[] data[num_blk*bsize_row*bsize_col] Valor de cada no-cero
int num_row Número de filas (orientado a bloque)
int num_blk Número de bloques
int bsize_row Número de filas por bloque
int bsize_col Número de columnas por bloque
3.3.3.b.  Algoritmo secuencial
En el caso de tamaño 2x2, que se adjunta a continuación, se puede ver como la implementa-
ción es exactamente igual a la del formato BCSR, excepto que la línea 14 ya no depende de una 
operación sobre la posición actual sino que simplemente se indexa con val.
Todo el resto del código es el mismo, de forma que no puede existir una diferencia notable en 
la ejecución de los dos algoritmos.
1. void ibcsr_r2_c2(double *y, int *row_ptr, int *col_ind, int *val, 
double *data, double *x, int num_row, int num_blk, int bsize_row, int 
bsize_col)
2. {
3. int i, j;
4. int b1, b2;
5. double *ly, *la, *lx;
6. double aux=0.0;
7. for(i=0; i<num_row; i++)
8. {
9. b1 = row_ptr[i];
10. b2 = row_ptr[i+1];





16. aux += la[0] * lx[0];
17. aux += la[1] * lx[1];
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18. ly[0] += aux;
19. aux = 0.0;
20. aux += la[2] * lx[0];
21. aux += la[3] * lx[1];
22. ly[1] += aux;




3.3.3.c.  Algoritmo en CUDA
En este caso, al tener una estructura prácticamente igual a BCSR, y obteniendo un rendimiento 
prácticamente igual a BCSR en todos los casos para el algoritmo secuencial, se ha desestimado la 
implementación en CUDA.
3.3.4.  BJDS
En este proyecto se ha propuesto este formato como una variante más para matrices a bloques 
del mismo modo que CSR con BCSR, usando el formato JDS.
Esta decisión ha venido motivada debido a unos resultados más que aceptables para el formato 
JDS en el algoritmo secuencial, que fue una de las primeras pruebas realizadas.
Debido al bajo rendimiento en CUDA para el formato JDS se ha decidido centrar las pruebas en 
otros formatos más prometedores y dejar este formato como otra variante para arquitecturas 
que aprovechen mejor los formatos a bloques.
3.3.4.a.  Estructura de datos
El formato BJDS consiste en los vectores jd_ptr, col_ind, val y perm, de la misma forma que el 
formato JDS. Los vectores de indexado jd_ptr, col_ind y perm están ahora orientados al bloque, 
mientras que en val los valores quedan almacenados por bloque, siempre siguiendo la estructura 
del formato JDS.
Tipo Nombre Descripción
int[] jd_ptr[num_jd+1] Índice de jagged diagonals
int[] col_ind[num_blk] Columna inicial de cada bloque
double[] val[num_blk*bsize_row*bsize_col] Valor de cada no-cero
int[] perm[num_row] Permutación de las filas (orientado al bloque)
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Tipo Nombre Descripción
int num_jd Número de jagged diagonals (orientado al 
bloque)
int num_row Número de filas (orientado a bloque)
int num_blk Número de bloques
int bsize_row Número de filas por bloque
int bsize_col Número de columnas por bloque
3.3.4.b.  Algoritmo secuencial
El algoritmo para tratar la matriz en BJDS tiene la misma estructura que el usado para el for-
mato JDS, actuando sobre un bloque entero cuando antes lo hacía sobre un no-cero.
En esta implementación para bloques 2x2 se usa un vector auxiliar ly para almacenar los resul-
tados permutados, de forma que al final se transfiere al vector y. Los punteros ply, la y lx se usan 
para apuntar hacia las posiciones adecuadas de ly, val y x respectivamente.
1. void bjds_spmv_r2_c2(double *y, int *jd_ptr, int *col_ind, double 
*val, int *perm, int num_jd, int num_row, int bsize_row, int bsize_col, 
double *x)
2. {
3. int i, li, j;
4. int b1, b2;
5. double *ly = calloc(num_row*bsize_row, sizeof(double));
6. double *ply, *la, *lx;
7. double aux;
8.
9. for(i=0; i<num_jd; i++)
10. {
11. b1 = jd_ptr[i];
12. b2 = jd_ptr[i+1];
13. for(li=0, j=b1; j<b2; j++, li++)
14. {
15. ply = ly+li*2;
16. la = val+j*4;
17. lx = x+col_ind[j]*2;
18.
19. aux = la[0] * lx[0];
20. aux += la[1] * lx[1];
21. ply[0] += aux;
22. aux = la[2] * lx[0];
23. aux += la[3] * lx[1];




28. for(i=0; i<num_row; i++)
29. {
30. for(k=0; k<bsize_row; k++)
31. {
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Este formato propuesto por [1] consiste en la extracción de estructuras dentro de la matriz dis-
persa para posteriormente tratarlas  por  separado.  El  formato se define por  su algoritmo de 
extracción, de ahí su nombre Feature-Extraction Based Algorithm, o FEBA.
Las estructuras que trata este algoritmo son bloques casi-densos, diagonales casi-densas y filas 
casi-densas. Estas estructuras casi-densas dependen de uno o más parámetros para decidir si se 
extraen de la matriz o no.
Los datos que no entran en ninguna de estas estructuras se almacenan en formato Ladder ELL.
3.3.5.a.  Extracción de bloques casi-densos
La primera parte del algoritmo consiste en la extracción de los bloques casi-densos de una 
matriz. Para ello se divide la matriz en submatrices de tamaño  mb  filas y  mbc  columnas, de 
forma que cada submatriz se trata independientemente.
Para cada submatriz de tamaño mbxmbc, a la que se puede tratar como una matriz A, se anali-
zan primero sus columnas. Mediante un parámetro  α (0 <  α ≤ 1) se mide la densidad de cada 
columna, definiendo como densidad el número de valores no-cero respecto al número de valo-
res total. En el caso de una columna con mb=16 y 12 no-ceros, se obtendría un valor α=0,75. A 
partir de esta restricción en los no-ceros por columna se consigue una matriz  Aα con sólo las 
columnas seleccionadas.
Una vez obtenida la matriz Aα, se hace un análisis de las filas. Para ello se usa un parámetro β 
(0 < β ≤ 1) para medir la densidad de las filas del mismo modo que en el caso de las columnas, 
mirando cuántos no-ceros tiene en relación al tamaño de la fila, que depende del número de 
columnas seleccionadas.
Al seleccionar sólo las filas que cumplen la restricción de densidad se obtiene una matriz Aαβ, la 
cual es un bloque casi-denso que se extrae de la matriz original.
Tratando todas las porciones mbxmbc de la matriz mediante este algoritmo se extraen los blo-
ques casi-densos, reduciendo aún más el tamaño de la matriz original.
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3.3.5.a.a.  Estructura de datos
La estructura de datos se divide en el contenedor de los diferentes bloques y los bloques casi-
densos propiamente dichos. En el primero se almacenan los valores generales de la extracción, 
como son todos los parámetros, mientras que en el segundo se almacenan los bloques de forma 
independiente. Por ello se almacena el número de filas y columnas del bloque como si cada uno 
de ellos fuera una matriz independiente.
3.3.5.a.a.a.  Contenedor de bloques
Tipo Nombre Descripción
struct dblock[] mat[num_blocks] Conjunto de bloques casi-densos
int mb Número de filas de las submatrices
int mbc Número de columnas de las submatrices
float alpha Parámetro α
float beta Parámetro  β
int num_blocks Número de bloques casi-densos
3.3.5.a.a.b.  Bloque casi-denso (struct dblock)
Tipo Nombre Descripción
double[][] val[num_row][num_col] Matriz densa del bloque
int[] permuteRow[num_row] Permutación de las filas
int[] permuteCol[num_col] Permutación de las columnas
int num_row Número de filas del bloque
int num_col Número de columnas del bloque
3.3.5.a.b.  Algoritmo secuencial
La implementación de SpMV para las estructuras de bloques casi-densos es igual que tratar de 
forma simple una matriz densa, recorriendo la matriz por filas y columnas. La diferencia radica 
en el hecho que tanto la entrada como la salida no son los vectores x e y típicos.
En el caso del vector x se seleccionan sus componentes antes de entrar en la operación propia-
mente dicha, usando un vector  localx, de tamaño equivalente al bloque, con los valores de  x 
usados (líneas 8 y 9).
Para el vector  y, como si de un formato permutado cualquiera se tratara, se almacenan los 
valores en un vector auxiliar localy y posteriormente se almacenan los valores en el orden ade-
cuado en y (líneas 20 y 21).
1. void dblock_spmv(double *y, double *val, int *permuteRow, int 




3. Formatos de almacenamiento
4. double inc;
5. double *localx = malloc(num_col*sizeof(double));
6. double *localy = calloc(num_row,sizeof(double));
7.
8. for(i=0; i<num_col; i++)
9. localx[i] = x[permuteCol[i]];
10.
11. for(i=0, ind=0; i<num_row; i++)
12. {
13. for(j=0,inc=0.0; j<num_col; j++, ind++)
14. {
15. inc += val[ind]*localx[j];
16. }
17. localy[i] += inc;
18. }
19.
20. for(i=0; i<num_row; i++)
21. y[permuteRow[i]] += localy[i];
22. }
23.




27. for(i=0; i<num_blocks; i++)
28. {
29. dblock_spmv(y, mat[i].val, mat[i].permuteRow, 
mat[i].permuteCol, mat[i].num_row, mat[i].num_col, x);
30. }
31. }
3.3.5.b.  Extracción de diagonales casi-densas
A partir  de  la  matriz  una  vez  extraídos  los  bloques  casi-densos,  se  continúa  el  algoritmo 
mediante la extracción de las diagonales. Para ello se divide la matriz en submatrices con un 
número de filas md, y a partir de estas diferentes submatrices, se extraen diagonales truncadas.
A  partir  de  cada  submatriz  de  tamaño  mdxn se  extraen  todas  las  diagonales  de  tamaño 
máximo, esto es, según la notación usada en el formato DIA, las diagonales de 0 hasta (n-md). Se 
quedan fuera las diagonales desde -(md-1) hasta -1 por un lado, y (n-md+1) hasta (n-1) por el 
otro. En todos los casos se asume que md es inferior a n, ya que las matrices dispersas son de 
dimensiones considerables y la extracción de diagonales truncadas está pensada para extraer 
diagonales completas en diferentes trozos.
Para evaluar si una diagonal dentro de la submatriz es casi-densa, se parte de un parámetro γ 
(0 <  γ ≤ 1) correspondiente a la densidad de cada diagonal. Si el número de no-ceros entre el 
tamaño de la diagonal es superior al umbral, esta diagonal se almacenará en la estructura, en 
caso contrario se desecha.
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3.3.5.b.a.  Estructura de datos
La extracción divide el formato en submatrices, y para cada submatriz se trata como un for-
mato DIA solamente con las diagonales que cumplen el requisito de densidad.
3.3.5.b.a.a.  Contenedor de grupos de diagonales
Tipo Nombre Descripción
struct ddiag[] mat[num_blocks] Conjunto de grupos de diagonales
int md Número de filas de las submatrices
float gamma Parámetro γ
int num_blocks Número de bloques casi-densos
3.3.5.b.a.b.  Grupos de diagonales casi-densas (struct ddiag)
Tipo Nombre Descripción
int[] index[num_diag] Desplazamiento de las diagonales
double[][] val[num_diag][size] Valores de cada diagonal
int[] row Fila inicial de las diagonales
int size Tamaño de las diagonales
int num_diag Número de diagonales en el grupo
int num_col Número de columnas del bloque
3.3.5.b.b.  Algoritmo secuencial
La implementación de SpMV para las diagonales casi-densas es similar a la del formato DIA. 
Recorre cada diagonal en la estructura operando con todos los valores sobre un puntero auxi-
liar  pady, que se usa para acceder a la porción correspondiente del vector  y. Además usa una 
variable auxiliar ind para evitar acceder al vector index en cada no-cero tratado, ahorrando una 
indirección más en los valores de x.
1. void ddiag_spmv(double *y, int *index, double *val, int row, int size, 
int num_diag, double *x)
2. {
3. int i, j, ind;
4.
5. double *pady = &(y[row]);
6. for(i=0; i<num_diag; i++, val+=size)
7. {
8. ind = index[i];
9. for(j=0; j<size; j++)
10. {
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15.




19. for(i=0; i<num_blocks; i++)
20. {
21. ddiag_spmv(y, &(mat[i]), x);
22. }
23. }
3.3.5.c.  Extracción de filas
Una vez extraídos los bloques casi-densos y las diagonales casi-densas, el último paso del algo-
ritmo es la extracción de filas. En este caso no se parte tanto de una densidad, como de un 
número mínimo de elementos, de forma que todas las filas que tengan más de nzmin no-ceros 
se almacenan en una estructura y se tratan como un producto escalar entre un vector disperso y 
uno denso.
En la fórmula expuesta a continuación se muestra la operación 
que se realiza para cada fila, siendo nz el número de no-ceros del 
vector disperso, u el vector denso (en nuestro caso, x), v los valo-
res  del  vector  disperso  e  indx el  vector  de  índices  del  vector 
disperso.
3.3.5.c.a.  Estructura de datos
3.3.5.c.a.a.  Contenedor de filas
Tipo Nombre Descripción
struct ddoti_row[] mat[num_rows] Conjunto de grupos de diagonales
int nzmin Tamaño mínimo de las filas
int num_rows Número de filas almacenadas
3.3.5.c.a.b.  Fila (struct ddoti_row)
Tipo Nombre Descripción
int[] index[size] Columna de cada no-cero
double[] val[size] Valor de cada no-cero
int[] row Fila en la matriz
int size Tamaño de la fila
3.3.5.c.b.  Algoritmo secuencial
En esta implementación se trabaja directamente sobre la estructura contenedora al ser las filas, 
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de forma habitual, suficientemente pequeñas como para tener un coste elevado al hacer una lla-
mada a función.
Así pues para cada fila, se asigna la estructura al puntero auxiliar r, de forma que se realiza el 
producto escalar en la forma propuesta de una forma iterativa.




27. double inc = 0.0;
28. struct ddoti_row *r;
29. for(i=0; i<num_rows; i++)
30. {
31. r = &(mat[i]);
32. for(j=0; j<r->size; j++)
33. {
34. inc += r->val[j]*x[r->index[j]];
35. }
36. y[r->row] += inc;
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4.  Juegos de prueba
4.1.  Descripción del equipo
Todas las pruebas se han realizado con el mismo equipo.
· Procesador: Intel Core i7 con 4 procesadores a 2,27 GHz y memoria caché de 8MB
· Memoria RAM: 8 GB
· Tarjeta gráfica: Nvidia GeForce GTX 295
· S.O.: Ubuntu Linux 10.04 (x86_64)
4.2.  Matrices de prueba
Para realizar las diferentes pruebas sobre los formatos se ha usado el siguiente conjunto de 
matrices, seleccionadas a partir de [7] y [13] y obtenidas a partir de [11]. Entre ellas hay diversos 
tipos de problemas, variación en tipo de datos, densidad y tamaño, y también en distribución a 
bloques.
Nombre Distribución Tamaño Número de no-ceros Densidad (%)
bccstk29 13992x13992 619448 0,316
Matriz binaria simétrica
Descripción: S STIFFNESS MATRIX FOR BUCKLING MODEL 
OF THE 767 REAR BULKHEAD – PATTER
Tipo: Problema estructural
e40r0100 17281x17281 553562 0,185
Matriz real, no simétrica
Tipo: Problema 2D/3D
garon2 13535x13535 390607 0,213
Matriz real, no simétrica
Descripción: 2D FEM, Navier-Stokes, CFD. Square w/ inlet 
and outlet on opp. Sides
Tipo: Problema de dinámica de fluidos
memplus 17758x17758 126150 0,040
Matriz real, no simétrica
Descripción: Memory circuit
Tipo: Problema de simulación de circuitos
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Nombre Distribución Tamaño Número de no-ceros Densidad (%)
msc10848 10848x10848 1229778 1,045
Matriz real, simétrica
Descripción: SYMMETRIC TEST MATRIX FROM 
MSC/NASTRAN KNUCKLEF8.OUT2
Tipo: Problema estructural
Na5 5832x5832 305630 0,899
Matriz real, simétrica
Descripción: Real-space pseudopotential method. Zhou, 
Saad, Tiago, Chelikowsky, Univ MN
Tipo: Problema de química teórica/cuántica
ncvxbpq1 50000x50000 349968 0,014
Matriz real, simétrica
Descripción: Gould, Hu, & Scott: Nonconvex QP Hessian 
(CUTEr)
Tipo: Problema de optimización
nmos3 18588x18588 386594 0,112
Matriz real, no simétrica
Descripción: Olaf Schenk, Univ. Basel: Integrated Systems 
Eng., San Jose, semiconductor device
Tipo: Problema de dispositivo semiconductor
psmigr_1 3140x3140 543162 5,509
Matriz entera, no simétrica
Descripción: UNSYMMETRIC MATRIX . INTERCOUNTY 
MIGRATION . PAUL SLATER CA, NOV 1983
Tipo: Problema económico
raefsky4 19779x19779 674195 0,172
Matriz real, simétrica
Descripción: BUCKLING PROBLEM FOR CONTAINER 
MODEL, ARTHUR RAEFSKY, CENTRIC ENG.
Tipo: Problema estructural
Distribución a bloques de 3x3 en un 96% [13]
s3dkq4m2 90449x90449 2455670 0,030
Matriz real, simétrica
Descripción: FEM, cylindrical shell, 150x100 quad. mesh, 
R/t=1000
Tipo: Problema estructural
Distribución a bloques de 6x6 en un 99% [13]
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Nombre Distribución Tamaño Número de no-ceros Densidad (%)
sme3Da 12504x12504 874887 0,559
Matriz real, no simétrica
Descripción: Comsol, Inc. www.femlab.com : 3D 
structural mechanics problem
Tipo: Problema estructural
tandem_vtx 18454x18454 253350 0,074
Matriz binaria, simétrica
Descripción: tandem_vtx, with coordinates. From NASA, 
collected by Alex Pothen
Tipo: Problema estructural
4.3.  Cálculo de rendimiento
Para las pruebas sobre los algoritmos secuenciales el rendimiento se ha medido del siguiente 
modo: Se realizan 100 iteraciones sobre la misma operación, calculando el tiempo total en proce-
sar todo el cálculo. Sobre este tiempo, y teniendo en cuenta que una operación de SpMV debe 
tener coste de 2 veces el número de no-ceros se realiza la división correspondiente, obteniendo 
el resultado en FLOPS.
En el caso de los algoritmos en CUDA el rendimiento se ha medido del mismo modo, con la 
única diferencia que se han realizado 500 iteraciones por prueba.
Para calcular el rendimiento medio de los diferentes formatos se ha usado una media armó-
nica sobre los FLOPS de la operación con cada matriz [9] de forma que resulta equivalente a 
considerar la suma de todos los tiempos, dividida por todas las operaciones realizadas en todas 
las matrices, dando un valor que ya no depende de la matriz usada sino únicamente del formato, 





En este apartado se muestran las diferentes pruebas que se han realizado junto a sus resulta-
dos más relevantes y un análisis de éstos.
Las pruebas realizadas incluyen una comparación entre los formatos generales en su imple-
mentación secuencial y mediante el uso de CUDA, y se incluyen análisis más detallados de los 
formatos específicos.
5.2.  Formatos generales en implementación secuencial
Se ha realizado una prueba con todos los  formatos  generales  para las  diferentes  matrices 
usando los algoritmos secuenciales, y los resultados son los expuestos a continuación.



































El formato CSR, junto a sus variantes CSRP y CSRN, es el formato que mejor resultado ha ofre-
cido para  todas  las  matrices,  siendo a priori  el  más simple de  ellos.  Por  otra  parte,  el  otro 
formato más compacto de los  tratados,  el  JDS,  ofrece unos resultados muy buenos en todo 
momento, con un rendimiento en media del 90% respecto CSR.
El formato COO, por su implementación más simple que obliga a más accesos a memoria para 
acceder a fila y columna en todo momento, ofrece un rendimiento inferior a CSR y JDS ofre-
ciendo un rendimiento del 70% respecto CSR.
El formato ELL ofrece unos resultados muy variables, entre 2,25 MFLOPS en el caso peor (con la 
matriz memplus) hasta unos 159,46 MFLOPS en el mejor caso (con la matriz s3dkq4m2). Esto es 
debido a que este formato depende mucho de la distribución de los no-ceros en la matriz para 
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conseguir almacenar los datos de forma compacta y en casos no favorables el número de ceros 
que se tratan es muy elevado, penalizando el rendimiento. En ningún caso, para las matrices pro-
badas,  consigue un rendimiento comparable  a  CSR o JDS,  ofreciendo en media unos pobres 
resultados, como se puede ver en la gráfica.
En cambio, el formato Ladder ELL, que soluciona el problema de los excesivos ceros a tratar en 
ELL mediante subestructuras ELL con diferente número de no-ceros por fila, sí consigue unos 
resultados adecuados en el caso secuencial, usando bloques de 16 filas. Sus resultados lo colo-
can en una situación similar a COO, ofreciendo un rendimiento aceptable, pero por debajo de 
formato más compactos como CSR o JDS.
En el caso del formato HYB los resultados no son demasiado prácticos debido a que, de cara a 
elegir  un parámetro adecuado,  se decidió optar por usar el  aumento de rendimiento de ELL 
sobre COO, como proponen sus creadores [2]. En el caso secuencial, en el que ELL es peor que 
COO, este aumento de rendimiento es inexistente, de forma que se ha usado un parámetro 1. Así 
pues, el rendimiento del formato HYB debe ser prácticamente igual a COO, puesto que es el for-
mato usado para toda la matriz, y los resultados así lo confirman.
Para la familia de formato CSR hay diferentes resultados. Tomando como referencia el CSR ori-
ginal,  el formato CSRPELL que intenta aunar las ventajas de CSR y de ELL,  pensado para ser 
tratado con un procesador vectorial, al ser tratado de forma secuencial no ofrece ninguna ven-
taja sobre CSR. La implementación usada utiliza CSRPELL de la forma en la que se propone el 
formato, aunque podría trabajar con las matrices como si fueran CSR, puesto que la variación del 
formato sólo utiliza estructuras añadidas para diferenciarse del original. El uso de estas estructu-
ras añadidas penaliza ligeramente el rendimiento, quedándose en un 93% del rendimiento del 
CSR original.
Para el formato CSRP los resultados son otros, en prácticamente todos los casos supera ligera-
mente al formato CSR, exceptuando el caso de la matriz ncvxbqp1, en el que sus 9 no-ceros por 
fila hacen que acceder al vector y de forma permutada no compense el acceso más ordenado a 
la matriz. De todos modos, en todo el resto de matrices mejora el rendimiento de CSR, obte-
niendo un rendimiento en media mejora un 4% al del CSR original.
El formato CSRN, al estar pensado exclusivamente para su uso en arquitecturas secuenciales, 
es el que ofrece un mejor rendimiento. Todos los algoritmos deben realizar un tratamiento valor 
a valor, al no poder tratar nada de forma paralela, de forma que CSRN toma esta limitación y la 
convierte en una ventaja, al pasar de almacenar la información de las filas en memoria a realizar 
operaciones sobre los valores que ya tiene, lo cual con la información de signo de un valor al que 
ya debía acceder (el vector col_ind) se consigue lo mismo que con otro acceso a memoria en los 
otros formatos. Esto supone una mejora entre un 5% y un 17% respecto CSR para las diferentes 
matrices, suponiendo una mejora media de un 10%.
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5.3.  Implementación para CUDA
Para todos aquellos formatos para los que se ha obtenido o implementado la operación SpMV 
usando CUDA se han realizado pruebas de rendimiento, ofreciendo los resultados que se comen-
tan en este apartado.
A continuación se ofrecen los resultados medios de cada formato, junto al rendimiento de cada 
formato separado por matrices.
En este gráfico se muestran las diferentes implementaciones de los formatos CSR, CSRP, BCSR y 
COO. Para cada implementación se muestra el resultado usando la memoria global y a continua-
ción usando la memoria de texturas.
Para la familia de los formatos CSR se puede ver como la implementación vectorial, que usa un 
warp por fila, tiene un rendimiento muy superior a la implementación escalar, en la que cada 
thread se encarga de una fila. Esto se debe a que, en matrices reales el número de no-ceros por 
fila acostumbra a ser suficientemente grande como para compensar el uso de todos los threads 
de un warp para su procesado.
En el caso que no haya tantos no-ceros por fila como sucede en la matriz  ncvxbqp1, con un 
número máximo de 9 no-ceros por fila, la implementación escalar de CSR tiene un rendimiento 
un 14% superior a la implementación vectorial. De igual modo sucede con el formato CSRP.
En esta arquitectura la ventaja principal de CSRP sobre CSR, poder acceder a la vez a las filas 
con más no-ceros dejando las más pequeñas al final, pierde su sentido al tratar las filas con thre-


















































Observando el resultado medio del formato ELL uno se podría a aventurar a decir que es el 
mejor formato de todos, dado que su rendimiento es muy superior a los otros formatos. La reali-
dad es bien distinta, pues la implementación de ELL sólo se ejecuta en 8 matrices, a diferencia de 
las 13 sobre las que se ejecutan todas las otras pruebas.
Esto es así debido a que, ante un número elevado de no-ceros por fila, ELL consume demasiada 
memoria, almacena muchos ceros y su rendimiento cae en picado. Se puede ver en la siguiente 
gráfica, separando los resultados por matrices, que en la mayoría de casos los resultados de ELL 
son iguales o muy similares a los de HYB, mientras que HYB funciona con todas las matrices. En 
las matrices  garon2 y  raefsky4 los resultados de ELL y HYB difieren, favoreciendo a uno y otro 
respectivamente.
El formato DIA no ha sido analizado junto a los otros debido a que, por sus características, 
todas las matrices reales usadas usan un número excesivo de diagonales, de forma que en esta 





































































































En esta gráfica se han marcado con líneas discontinuas los formatos HYB, PKT y CSR en su 
implementación vectorial,  puesto que son aquellos que ofrecen un mejor  rendimiento y por 
tanto, los más interesantes ante una comparativa.
En media el mejor formato es CSR pese a que para diversas matrices los formatos HYB y PKT 
tienen un rendimiento claramente superior. Por sus características, CSR tiene un rendimiento 
estable no alejándose nunca de la media de 3,83 GFLOPS. En el caso de HYB y PKT su formato, 
dependiente de la estructura hace que pese a tener resultados muy buenos en matrices como 
raefsky4 y s3dkq4m2, su rendimiento cae excesivamente en matrices como psmigr_1 y memplus.
En el caso de las matrices  psmigr_1 y  msc10848, en las que CSR tiene un rendimiento clara-
mente  superior  a  HYB y  PKT,  es  interesante  ver  que  son  las  dos  matrices  más  densas  con 
densidades del 5,5% y 1,04% respectivamente. Esto se corresponde con los resultados de [2] en 
los que para matrices densas la implementación CSR vectorial es la que mejor rendimiento da.
En una comparación entre PKT e HYB, se puede comprobar que el formato PKT es en ocasiones 
mejor que HYB, aunque la diferencia no es muy notable. En los casos en los que esto no sucede, 
que son la mayoría, HYB tiene un rendimiento superior a PKT de forma que, entre todos los for-
matos estudiados para CUDA,  aquellos que van mejor en términos generales son CSR en su 
implementación vectorial del SpMV y el formato HYB.
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5.4.  Comparación entre implementaciones para formatos 
generales
Tras los resultados ofrecidos con las pruebas sobre el procesador de forma secuencial y sobre 
la GPU, aprovechando CUDA, se pueden comparar entre ellos, para ver en qué casos ofrece mar-
gen de mejora. Estos resultados están basados en el resultado obtenido en la prueba secuencial 
y el mejor resultado  obtenido para la prueba con CUDA.
Formato Secuencial (MFLOPS) CUDA (MFLOPS) Mejora CUDA
CSR 259,15 4268,22 16,47
CSRP 268,66 4225,96 15,73
BCSR 142,31 2446,55 17,19
JDS 232,95 932,11 4,00
ELL 84,37 9266,08 109,83
Ladder ELL 189,16 1068,93 5,65
COO 182,91 3793,03 20,74
HYB 177,54 3484,73 19,63
El caso de ELL, que es el formato que más mejora en el paso del algoritmo secuencial al algo-
ritmo en CUDA, es engañoso. La implementación de CUDA no trabaja con filas con muchos no-
ceros por fila como memplus (574 no-ceros por fila), msc10848 (723 no-ceros por fila), Na5 (204 
no-ceros por fila),  psmigr_1 (2294 no-ceros por fila) o  sme3Da (345 no-ceros por fila). De este 
modo estos resultados sólo contemplan casos favorables para CUDA, sesgando los resultados.
Para  aquellos  formatos  que  ofrecen  un  rendimiento  adecuado  en  ambas  plataformas,  la 
mejora al usar CUDA es entre 15 y 20 veces el rendimiento original.
Para los formatos CSR y CSRP, en el segundo caso la mejora es menor debido a que CSRP 
supone una mejora sobre CSR en el caso secuencial, pero al trabajar con CUDA la permutación 
sólo supone una pequeña pérdida de rendimiento respecto CSR.
El formato COO es el que más mejora con CUDA, exceptuando el caso de ELL, pero otra vez hay 
que realizar una matización. En el caso de CUDA trabaja con un COO ordenado por filas mientras 
que en el caso secuencial se trabaja con un COO que puede estar desordenado, como marca el 
estándar. Así pues, el rendimiento de COO en el caso secuencial se podría asimilar más al de CSR 
con una implementación con más restricciones, lo cual reduciría esta mejora de 20 veces a 15 
veces más rápido en CUDA que en secuencial, y sería más consistente con los otros resultados 
obtenidos.
Para el formato HYB se ofrece un rendimiento inferior que COO en el caso de CUDA, lo cual con 
un funcionamiento adecuado no debería suceder. Esto se debe a que pese a que HYB mantiene 
un buen rendimiento, superior a COO en la mayoría de matrices, en unas pocas matrices como 
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memplus y psmigr_1 su rendimiento es mucho menor debido que el formato ELL no es eficiente 
ni tan siquiera con una pequeña parte de estas matrices.
Al no tratar con estos casos muy desfavorables el rendimiento medio de HYB asciende a 5,07 
GFLOPS, siendo entonces la mejora de 28,60 respecto el caso secuencial. Este resultado contrasta 
con el resultado anterior, que mantenía un equilibrio en la mejora de los diferentes formatos, 
pero en este caso el formato HYB usaba dos formatos con un rendimiento pobre en el caso 
secuencial, mientras que en CUDA usa dos formatos cuyo rendimiento sí es bueno, como son ELL 
en la mayoría de casos y COO para matrices pequeñas.
5.5.  Formato HYB
El rendimiento del formato HYB está muy basado en la elección del parámetro que se use para 
el algoritmo, y esta decisión no es trivial.
Con las matrices disponibles se ha hecho un barrido sobre el valor del parámetro para ver 
cómo evoluciona el número de no-ceros que se almacena en ELL y el restante en COO.
La gráfica que se muestra a continuación muestra los resultados con todas las matrices, de una 
forma completa, lo cual permite comparar las matrices entre ellas, pero quizá poco clara. Para 
una inspección más rápida se incluye también el valor medio en una línea más gruesa.
Los resultados se muestran a partir de un valor de parámetro 1 ya que en caso que fuera inferior 
ningún no-cero se almacenaría en formato ELL. Dado que a partir del valor 4 el resultado se esta-
biliza,  o  simplemente  llega  al  máximo,  se  ha  decidido limitar  la  gráfica  hasta  el  valor  5  del 
parámetro, en los que ya no hay cambios probables.
El uso de los valores medios, en este caso, es engañoso, pues parece que el porcentaje de no-
ceros por fila añadido al formato ELL tiende a un 90%, mientras que mirando cada matriz por 
separado, se puede observar como en la mayoría de matrices se logra un almacenamiento del 
90% o superior, mientras que dos matrices, memplus y Na5, se mantienen en un 55%.
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Los resultados obtenidos en el análisis del número de no-ceros en ELL a partir del parámetro 
del formato HYB no son útiles sin ver el rendimiento. En el caso secuencial, como se puede ver 
en la gráfica, debido a que el formato COO es mejor que ELL en todos los casos, cuanto más ele-
vado sea el valor del parámetro, y más importancia se le da a ELL, peor es el rendimiento del 
algoritmo. Al aumentar el valor del parámetro se ve como el rendimiento se mantiene (si no hay 
cambios  en  el  número  de  no-ceros  asignados  a  cada  formato)  o  disminuye  (si  aumenta  el 
número de no-ceros en ELL).
En el  caso de CUDA los  resultados son claramente diferentes a  los  del  caso secuencial.  Al 
aumentar  el  valor  del  parámetro en los valores  más pequeños,  entre 1 y  2,  se consigue un 
aumento del rendimiento importante, alcanzando en algunos casos su máximo, y en otros acer-
cándose. Por otra parte, al aumentar demasiado el valor del parámetro algunas matrices con un 
número de no-ceros por fila muy variable empiezan a perder rendimiento al tener que realizar 
más trabajo en ELL sin prácticamente reducir el trabajo en COO.
En el caso de la matriz tandem_vtx, por ejemplo, al aumentar el parámetro de 2,5 a 3 aumenta 
en 1 el número de no-ceros por fila almacenados en ELL, pero al no repercutir en una disminu-
ción importante en COO, el rendimiento es más pobre.
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Formato HYB - Secuencial



































El caso de la matriz garon2 también es destacable, puesto que en la transición del parámetro a 
3,5 el formato ELL almacena toda la matriz suponiendo la eliminación del formato COO, de forma 
que el formato ELL, al ser más eficiente en los casos favorables, permite alcanzar el máximo ren-
dimiento en este caso.
5.6.  Formato Ladder ELL
El formato Ladder ELL, al depender de un parámetro, ha sido probado para diferentes valores 
del parámetro, el tamaño de escalón en este caso, arrojando los siguientes resultados.
De forma previsible, en los casos en que el tamaño de escalón es muy pequeño (1, 2, 4) las 
mejoras que ofrece el formato no compensan con el procesado añadido que se debe realizar, 
tanto al tratar con un vector de permutación como al tener que llamar a la función que trata el 
escalón tantas veces como escalones haya.
Cuando el número de escalones se vuelve muy elevado, de igual modo, se pierde eficiencia al 
parecerse demasiado a un ELL normal, de forma que se almacenan muchos ceros si hay varia-
ción en el tamaño de las diferentes filas.
Así, para las diferentes matrices probadas, el tamaño de escalón más adecuado para tratar con 
ellas se sitúa entre 8 y 64 filas, con un pico en los escalones de 16 filas. Éste ha sido el valor con 
el cual se ha realizado la prueba general en el caso secuencial.
Para el caso de CUDA, al ser la implementación pensada con una clara orientación al warp, con 
un thread por fila, el tamaño adecuado es de 32 filas por escalón, al usar 32 threads por warp.
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5.7.  Formato DIA
El formato DIA es un formato específico para matrices con unas características especiales que 
no se acostumbran a dar en matrices reales, como las estudiadas en este proyecto.
Al realizar las pruebas la división de las matrices en diferentes diagonales arroja un número de 
diagonales medio de 10142 diagonales por matriz. Teniendo en cuenta que cada diagonal tiene 
el tamaño de la diagonal máxima el almacenamiento puede ser incluso superior al tamaño de la 
matriz almacenada como una matriz densa.
El rendimiento medio ofrecido en este formato es de 0,48 MFLOPS, un rendimiento órdenes de 
magnitud inferior  al  de los  otros  formatos  como CSR,  con un rendimiento medio  de  259,15 
MFLOPS o incluso ELL, el formato con peor resultado en secuencial, que tiene un rendimiento 
media de 18,35 MFLOPS.
5.8.  Formato FEBA
5.8.1.  Extracción de bloques casi-densos
Para el almacenamiento en bloques casi-densos se ha realizado una prueba exhaustiva con las 
diferentes matrices, tomando diferentes valores de mb y mbc, y diferentes densidades para α y 
β. Los resultados medios, dependiendo de un sólo parámetro se muestran a continuación.
Con todos estos valores y teniendo presente que el formato usado para almacenar la parte res-
tante de matriz es Ladder ELL, con un rendimiento medio de 189,16 MFLOPS, en los resultados 
completos se puede ver que para ninguna configuración se logra un rendimiento superior al for-
mato de almacenamiento auxiliar.
Esto se debe a que en el caso de los bloques casi-densos se trata con bloques en el que tantas 
las filas como las columnas están permutadas, con lo cual la ventaja que conseguía BCSR por 
ejemplo no se puede aplicar en este caso, al no poder desenrollar los bucles en los que trabaja 
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Formato FEBA - Bloques



















Con los resultados obtenidos, en todo caso, se puede ver que el rendimiento al usar unos pará-
metros  iguales en fila  y  columna se asemeja al  rendimiento medio del  mismo valor  para el 
parámetro de filas, tanto para  mb como para  α. Para los diferentes valores en parámetros de 
columnas la dinámica es la misma, mejor rendimiento cuanto más alto el parámetro, pero la 
diferencia es mucho menor, siendo un parámetro menos importante.
La evolución en el caso del parámetro mb está causada al reducir el número de bloques que se 
deben tratar, y que al alcanzar un tamaño suficiente (en este caso mb=256) se estabiliza esta evo-
lución. En el caso de α se puede ver como cuanto más alto sea su valor, mejor rendimiento se 
consigue. Esto es debido a que al aumentar el valor se reduce el número de ceros en cada bloque 
de forma que el procesado del bloque es más eficiente.
En cualquier caso, viendo los resultados de esta parte del algoritmo, es más adecuado usar un 
BCSR en los casos en que haya bloques, o un formato general para los casos habituales.
5.8.2.  Extracción de diagonales casi-densas
Para el almacenamiento en diagonales casi-densas se ha realizado una prueba de rendimiento 
variando los parámetros md y γ, con los siguientes resultados, en media.
Al usar Ladder ELL como formato contenedor para el resto de la matriz, se ha realizado la com-
paración respecto a éste, y no a un formato de referencia como podría ser CSR.
Los resultados no muestran demasiada diferencia ante un cambio en el tamaño de  md por 
encima de un tamaño mínimo,  como 8 filas,  que hace que no haya más sobrecoste por las 
estructuras auxiliares a almacenar que por los valores propiamente dichos.
Mirando el parámetro γ vemos como los únicos valores entre los probados que ofrecen un ren-
dimiento como mínimo comparable al formato contenedor sin la extracción de diagonales son 
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0,5 y 0,75, siendo éste último el que ofrece un mejor rendimiento.
De todas maneras esta mejora de rendimiento es mínima, puesto que, a partir de  md=16, la 
mejora de rendimiento media es, en el caso de γ=0,5 de un 1% y en el caso de γ=0,75 de un 3%.
Hay que pensar en este caso que, al ser una implementación similar al formato DIA, que da 
malos resultados, no se puede esperar una mejora importante. En este caso al sólo coger las dia-
gonales  que cumplen unos  criterios  tampoco existen pérdidas,  pero no es  una optimización 
demasiado importante para el uso con matrices reales.
5.9.  Formato BCSR
Para realizar las pruebas sobre este formato se ha decidido tratar con bloques de tamaño 
desde 1x1 hasta 4x4, para los que se desarrollaron algoritmos adaptados a cada tamaño.
Los  primeros  ejemplos  aquí  incluidos  muestran dos  matrices  con una mayoría  de bloques 
tamaño 3x3. En el caso de bcsstk29 el rendimiento obtenido con bloques 3x3 es de 163% res-
pecto el formato CSR estándar. En el caso de la matriz  msc10848 es de un 170% en el mismo 
caso.
En los casos en los que una matriz está organizada a 
bloques  un  tratamiento  en  ese  tamaño  de  bloque 
resultará favorable, aunque el rendimiento puede no 
ser  máximo  en  caso  que  los  bloques  de  no-ceros 
estén desalineados respecto la división de la matriz. 
Otros formatos a bloques, con un algoritmo capaz de 
discernir  estos  casos  y  tratarlos  convenientemente 
sería más adecuado.
Por ejemplo la matriz raefsky4, que está organizada 
a bloques 3x3, obtiene su máximo en esa distribución 
a bloques,  pero la  mejora es  mínima respecto  blo-
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ques entre 2x2 y 4x4. La desalineación hace que bloques más pequeños puedan ser más densos, 
o bloques más grandes puedan tener todos los valores necesarios.
Por otra parte están las matrices no distribuidas a bloques, cuyo rendimiento no mejora al 
aumentar el tamaño de bloques, almacenando únicamente ceros en esos bloques generados al 
encontrarse un no-cero.  Dentro de esas  matrices  hay diversos  comportamientos  igualmente, 
dependiendo de la distribución de los no-ceros en la matriz. Aquellas matrices que, en cada blo-
que, aunque no lo aprovechen al máximo almacenen diversos no-ceros tendrán un rendimiento 
mejor que aquellas que no logren aprovechar los bloques en absoluto.
En  estas  circunstancias,  uno  se  encuentra  con 
resultados como los siguientes, en los que la matriz 
e40r0100 tiene  un  comportamiento  aproximada-
mente  lineal  respecto  el  tamaño  de  columnas, 
variando únicamente debido al número de filas del 
bloque. De este modo, el tratar diversos valores a la 
vez compensa con los pocos ceros que se añaden en 
cada fila, haciendo que la pérdida no sea destacable. 
En el caso de aumentar el número de filas esta rela-
ción  se  pierde  y  sí  que  existe  una  pérdida  de 
rendimiento.
Otro caso interesante es ver el decaimiento de algunas matrices que no tienen distribución a 
bloques. Para ejemplificarlo se trata con las matrices Na5 y ncvxbqp1.
En el primer caso se puede ver como ante un aumento del tamaño de bloque la reducción del 
rendimiento es ligera, siendo el rendimiento del caso 4x4 un 62% del rendimiento del caso 1x1, 
muy similar a CSR.
En el segundo caso el decaimiento es más fuerte, obteniendo un rendimiento en el caso 2x2 de 
un 54% respecto el caso 1x1. Si miramos el caso con peor rendimiento, se obtiene solamente un 
32% del rendimiento que se obtendría sin el uso de bloques.
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Por último también es interesante comentar que 
matrices con bloques más grandes de lo estable-
cido,  como  s3dkq4m2, que  está  formada  por 
bloques  6x6,  se  observa  como  al  aumentar  el 
tamaño  del  bloque  aumenta  también  el  rendi-
miento.
En el caso de alcanzar un tamaño de bloque 6x6 
dependería más de la alineación de los bloques de 
no-ceros con la división que realiza el formato para 
disponer  de  un  buen  rendimiento,  pero  en  este 
caso ya se hablaría de un nuevo formato a bloques.
Por otra parte también se han probado bibliotecas BLAS para el tratamiento de matrices den-
sas,  usando en este  caso la  libgoto2.  En este  caso se ha optado por  sustituir  la  función  de 
tratamiento de cada bloque por una llamada a la operación BLAS que realiza esto mismo, de 
forma optimizada.
Los resultados que ha arrojado esta prueba son muy negativos puesto que, independiente-
mente de la variación en el  rendimiento entre los diferentes tamaños de bloques,  todos los 
rendimientos están un orden de magnitud por debajo que en el caso de BCSR con una imple-
mentación propia.
Esto es sin duda debido a que cada bloque es de tamaño 
reducido y al tratar con funciones BLAS para cada bloque, 
que es una matriz densa, se realizan muchas llamadas lo 
cual penaliza el rendimiento. Una implementación optimi-
zada dentro del cuerpo de la misma función sí que podría 
resultar en una mejora, pero no en este caso.
De cualquier modo esta prueba ofrece algunos resultados 
interesantes.  Las matrices  bcsstk29 y  msc10848, ambas a 
bloques  3x3  como  se  ha  visto  en  la  prueba  anterior  de 
BCSR, tienen comportamientos distintos. En el primer caso 
los bloques de tamaño superior a 3x3 tienen un mejor ren-
dimiento que éste,  mientras  que  en el  segundo caso los 
bloques 3x3, 3x4 y 4x3 tienen un rendimiento similar.
Esto es debido a que al tener un tamaño de bloque más 
grande, hay menos llamadas a la función BLAS. Así, la densi-
dad de los bloques, pese a ser relevante, pierde parte de su 
importancia. En el caso de  bcsstk29 la mejora del uso de 
bloques  3x3  era  reducida,  comparando  con  bloques  de 
tamaño similar, así que en este caso la mejora que consigue 
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al tratar con menos bloques es más importante que la que consigue por tratar con bloques más 
densos, haciendo que cuanto más grande sea el bloque, mejor rendimiento ofrezca.
En el caso de  msc10848, en el que el tamaño de bloque 
3x3 da un rendimiento un 25% superior al siguiente mejor 
tamaño de bloque (4x3) y considerablemente más que otros 
tamaños, se puede ver como estos casos sí que suponen 
una mejora significativa que rompe con la mejora sostenida 
debido a la reducción en el número de bloques.
En el caso de la matriz  s3dkq4m2, que ya tenía un com-
portamiento  ascendente  según  tamaño  de  bloque,  en  el 
caso del uso de funciones BLAS se acentúa este comporta-
miento.
El uso de bibliotecas BLAS está pensado para tratamiento con matrices densas, de forma que al 
tratar con bloques de tamaño pequeño supone esta pérdida que se puede ver, pero ello no signi-
fica que la función sea incorrecta o exista algún error, sino que debido a los tamaños con los que 
se trata, es difícil conseguir superar al sobrecoste de llamar a funciones auxiliares. Estas funcio-
nes están pensadas para tratar con matrices enteras, de un tamaño superior a 4x4, de forma que 
en ese caso sí que lograría unos resultados adecuados, pero en este caso no es recomendable.
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Durante la realización de este proyecto se han podido estudiar diversos formatos de almacena-
miento con características muy diversas,  que lo hacen adecuados para algunas arquitecturas 
concretas, aunque no necesariamente las estudiadas. Esto supone unos resultados en ocasiones 
engañosos de cara a la evaluación de estos formatos, puesto que pueden no ser intrínsecamente 
ineficientes sino que sus ventajas no se pueden aprovechar en este caso.
De cualquier modo, en una arquitectura many-core como es la de la GPU estudiada, se ha visto 
que la importancia de la división de trabajo en los diferentes threads y una correcta gestión de 
los accesos a memoria son esenciales para obtener un buen rendimiento.
En el caso que nos ha ocupado, las matrices dispersas y la operación SpMV, esto ha supuesto 
que formatos como CSR en su implementación vectorial o HYB, que aprovechan los puntos fuer-
tes de la arquitectura son los formatos más adecuados para trabajar.
Un aumento en el rendimiento de 16 veces respecto su equivalente secuencial en el caso de 
CSR, que es el formato de referencia para las dos arquitecturas, justifica el uso de la GPU para 
realizar este tipo de operaciones, muy costosas en ocasiones, cuando se dispone del dispositivo.
Sobre los diferentes formatos específicos, se desarrollan muchas ideas que pueden tener resul-
tados muy positivos, aunque en otros casos no son muy adecuados. Mientras formatos a bloques 
densos como BCSR, o el BJDS propuesto en este proyecto, ofrecen un rendimiento superior a los 
formatos escalares en secuencial para algunas matrices reales (siempre según su estructura), for-
matos como DIA, CSRPELL o FEBA ofrecen unos resultados menores, en el caso de DIA debido a 
que no trabaja bien con matrices  reales que ocupan muchas diagonales,   mientras  CSRPELL 
ofrece una información no necesaria para una implementación adecuada en las arquitecturas 
estudiadas, suponiendo un aumento de tamaño para el formato sin repercutir en mejoras en el 
algoritmo. Para FEBA, esto es debido a un tiempo de preprocesamiento elevado para obtener 
unas estructuras auxiliares que no se aprovechan adecuadamente en la implementación de la 
operación SpMV usada.
De cara a un uso de estos formatos y algoritmos en otros trabajos, se recomienda el uso de CSR 
y sus variantes CSRP y CSRN para los procesadores secuenciales, y el uso de HYB o implementa-
ciones adaptadas de CSR en el caso de arquitecturas many-core.
6.1.  Trabajo futuro
En este proyecto se han probado diferentes formatos con matrices diversas, comparando los 
resultados que ofrecen en dos arquitecturas diferentes, por una parte en secuencial y por otra 
con una many-core.




• Estudiar y probar nuevos formatos de almacenamiento que han ido apareciendo, como 
los formatos a bloques variables (VBR) o desalineados (UBCSR) [13] o ELLPACK-R [12].
• Probar los diferentes formatos sobre más matrices, con énfasis en la variación del tipo de 
matrices, su estructura y tamaño.
• Comparar los resultados de las pruebas con la GPU con otras arquitecturas multicore 
como las del procesador Intel Core i7, aprovechando los diferentes núcleos y operaciones 
vectoriales, o el mismo Cell BE, también con procesadores vectoriales.
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8.1.  Resultados de pruebas en secuencial
8.1.1.  Rendimiento (MFLOPS)
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bcsstk29 e40r0100 garon2 memplus msc10848 Na5 ncvxbqp1
CSR 275.43 276.78 289.34 229.36 295.39 283.15 190.46
CSRP 287.95 291.35 289.34 229.36 302.59 311.46 173.9
CSRN 287.95 307.53 325.51 252.3 318.11 311.46 222.2
CSRPELL 253.39 276.78 289.34 210.25 263.96 283.15 181.8
BCSR 3x3 452.49 197.7 150.23 126.15 496.25 183.21 67.79
IBCSR 3x3 422.32 190.88 144.67 126.15 477.16 173.03 64.51
COO 191.96 184.52 186 180.21 185.17 183.21 173.9
JDS 234.62 240.68 252.01 210.25 253.19 259.55 181.8
TJDS 218.44 225.94 229.77 210.25 225.57 222.47 181.8
BJDS 395.93 167.75 139.5 109.7 459.49 173.03 58.82
ELL 85.61 92.26 114.88 2.25 34.37 25.96 81.63
LadderELL 191.96 201.3 200.31 157.69 203.38 194.66 137.92
HYB 186.32 181.5 186 168.2 182.45 183.21 153.83
FEBA 180.99 181.5 211.14 157.69 179.8 194.66 137.92
nmos3 psmigr_1 raefsky4 s3dkq4m2 sme3Da tandem_vtx Media
CSR 266.62 293.6 275.18 269.85 273.4 209.08 259.15
CSRP 276.14 329.19 293.13 282.26 296.57 226.5 268.66
CSRN 297.38 329.19 293.13 285.54 306.98 226.5 285.08
CSRPELL 266.62 293.6 254.41 194.89 265.12 194.15 241.94
BCSR 3x3 124.71 103.46 337.1 350.81 68.62 108.72 142.31
IBCSR 3x3 120.81 101.53 321.05 338.71 66.53 108.72 137.94
COO 184.09 184.12 184.71 183.26 176.75 181.2 182.91
JDS 241.62 264.96 245.16 233.87 253.59 194.15 232.95
TJDS 220.91 236.16 221.05 212.61 227.24 194.15 216.38
BJDS 112.06 98.76 286.89 321 65.29 93.73 128.25
ELL 112.06 13.66 84.27 159.46 35.93 41.18 18.35
LadderELL 193.3 201.17 198.29 194.12 194.42 159.89 184.26
HYB 179.81 184.12 182.22 179.9 176.75 169.88 177.54
FEBA 208.97 172.43 207.45 168.78 196.6 159.89 178.74
8. Anexos
8.2.  Resultados de pruebas en CUDA
8.2.1.  Rendimiento (GFLOPS)
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bcsstk29 e40r0100 garon2 memplus msc10848 Na5 ncvxbqp1
ell 9.24 5.39 8.18 6.27
ell_tex 11.63 9.2 9.86 7.35
ladder 1.91 1.81 2 0.39 1.34 1.44
ladder_tex 1.76 1.62 1.53 0.34 1.41 1.48
csr_serial 1.19 1.12 1.25 1.04 1.21 1.22 1.12
csr_scalar 1.97 1.51 2.05 0.43 1.3 1.41 2.2
csr_scalar_tex 1.68 1.4 1.54 0.4 1.38 1.38 2.65
csr_vector 6.43 5.47 4.43 1.76 6.68 3.98 1.93
csr_vector_tex 4.23 3.62 3 0.86 7.23 4.43 2.22
csrp_serial 1.27 1.29 1.25 1.14 1.21 1.31 1.06
csrp_scalar 1.9 1.83 2.05 0.41 1.37 1.46 2.31
csrp_scalar_tex 1.83 1.65 1.64 0.37 1.44 1.49 2.67
csrp_vector 6.33 5.61 4.25 1.69 7.04 4.04 1.86
csrp_vector_tex 4.5 3.46 3.11 0.85 7.57 4.36 1.96
jds_serial 0.94 0.94 0.96 0.86 0.92 0.97 0.81
jds_scalar 2.65 2.09 2.47 0.15 1.37 1.21 2.52
jds_scalar_tex 2.29 1.77 1.93 0.15 1.44 1.26 3.12
jds_vector 0.64 0.58 0.61 0.12 0.59 0.69 0.57
jds_vector_tex 0.61 0.55 0.59 0.11 0.6 0.68 0.68
bcsr_serial 0.7 0.41 0.33 0.39 0.59 0.39 0.19
bcsr_scalar 2.84 1.34 1.28 0.38 1.39 1.18 0.87
bcsr_scalar_tex 2.35 1.27 1.17 0.32 1.46 1.25 0.98
bcsr_vector 5.44 3.24 2.5 1.26 5.16 2.63 1.1
bcsr_vector_tex 3.91 2.6 2.19 0.73 5.2 2.82 1.51
coo_flat 5.3 4.51 3.66 2.1 5.68 2.65 2.94
coo_flat_tex 3.45 2.78 2.5 0.89 4.68 2.36 4.09
hyb 8.19 4.67 3.47 1.15 5.96 2.83 6.27
hyb_tex 3.17 2.2 1.68 0.45 4.37 1.81 7.45
pkt 4.95 5.15 4.71 0.72 4.53 1.99 4.58
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nmos3 psmigr_1 raefsky4 s3dkq4m2 sme3Da tandem_vtx
ell 6.08 6.72 14.18 4.67
ell_tex 8.54 9.57 22.15 6.08
ladder 1.53 0.38 1.85 1.41 1.36
ladder_tex 1.23 0.46 1.75 1.51 1.01
csr_serial 1.02 1.28 1.12 1.27 1.13 0.89
csr_scalar 1.65 0.43 1.8 2.16 1.37 1.57
csr_scalar_tex 1.27 0.52 1.65 2.31 1.54 1.13
csr_vector 3.85 3.79 6.77 7.56 3.97 3.45
csr_vector_tex 2.56 6.18 5.73 10.46 4.6 1.72
csrp_serial 1.24 1.29 1.18 1.18 1.16 1.17
csrp_scalar 1.54 0.41 1.88 2.17 1.41 1.39
csrp_scalar_tex 1.29 0.49 1.77 2.32 1.54 1.08
csrp_vector 3.83 3.95 6.61 7.27 3.93 3.55
csrp_vector_tex 2.38 6.09 5.72 10.01 4.57 1.67
jds_serial 0.94 0.94 0.88 0.9 0.91 0.87
jds_scalar 2.11 0.32 1.97 3.75 1.44 1.5
jds_scalar_tex 1.71 0.36 1.9 4.2 1.52 1.12
jds_vector 0.56 0.59 0.62 0.66 0.61 0.46
jds_vector_tex 0.54 0.6 0.59 0.67 0.61 0.42
bcsr_serial 0.3 0.24 0.55 0.63 0.19 0.26
bcsr_scalar 1.09 0.35 2.02 2.72 0.5 0.99
bcsr_scalar_tex 1.01 0.39 1.87 2.88 0.55 0.85
bcsr_vector 2.09 1.76 5.01 5.98 1.57 1.82
bcsr_vector_tex 1.77 2.28 4.51 7.21 1.63 1.33
coo_flat 3.69 3 5.95 6.24 3.86 3.56
coo_flat_tex 2.27 2.98 4.11 6.36 3.81 1.74
hyb 5.22 1.44 9.38 14.17 3.4 4.01
hyb_tex 1.68 1.33 4.56 22.18 3.08 1.13
pkt 6.26 1.53 8.19 13.32 4.49 3.72
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8.3.  Resultados del formato HYB
8.3.1.  Rendimiento en secuencial (MFLOPS)
8.3.2.  Rendimiento en CUDA (GFLOPS)
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Formato Parámetro bcsstk29 e40r0100 garon2 memplus msc10848 Na5
HYB 1 4.83 4.67 3.59 1 5.61 2.51
HYB 1.5 7.45 4.64 3.48 1.16 6.68 3.05
HYB 2 7.8 4.73 3.48 1.15 7.08 3.21
HYB 2.5 8.21 4.67 3.48 1.15 5.97 3.1
HYB 3 8.2 4.53 3.48 1.15 5.96 2.84
HYB 3.5 8.2 4.53 8.26 1.02 3.81 3.28
HYB 4 7.67 4.67 8.26 1.02 3.88 2.93
HYB 4.5 7.68 4.67 8.26 1.02 3.88 3.16
HYB 5 7.68 4.67 8.26 1.02 4.07 3.15
Formato Parámetro ncvxbqp1 nmos3 raefsky4 s3dkq4m2 sme3Da tandem_vtx
HYB 1 3.53 3.52 6.37 7.06 3.67 3.33
HYB 1.5 4.31 5.27 7.74 14.17 3.15 3.77
HYB 2 4.31 5.27 7.92 14.17 3.23 4.94
HYB 2.5 5.3 5.28 9.37 14.18 3.39 4.93
HYB 3 6.25 5.27 9.37 14.17 3.39 4.01
HYB 3.5 6.25 5.28 9.37 14.17 3.39 4.01
HYB 4 6.26 5.27 9.37 14.18 2.45 4.16
HYB 4.5 6.25 5.27 9.37 14.17 2.45 4.16
HYB 5 6.25 5.27 9.37 14.18 2.46 4.16
Formato Parámetro bcsstk29 e40r0100 garon2 memplus msc10848 Na5
COO - 191.96 184.52 186 180.21 182.45 194.66
ELL - 84.46 91.5 114.88 2.24 34.18 25.96
HYB 1 180.99 178.57 181.68 157.69 179.8 183.21
HYB 1.5 93.16 138.39 162.75 126.15 105.14 129.78
HYB 2 75.41 59.84 166.22 126.15 59.65 111.24
HYB 2.5 65.31 57.36 162.75 126.15 44.79 88.99
HYB 3 60.33 57.36 166.22 126.15 34.65 81.96
HYB 3.5 55.57 57.36 32.55 78.84 30.19 81.96
HYB 4 55.57 57.36 32.69 78.84 27.33 81.96
HYB 4.5 51.5 57.36 32.55 81.39 25.27 81.96
HYB 5 50.68 57.36 32.55 81.39 23.45 81.96
Formato Parámetro ncvxbqp1 nmos3 raefsky4 s3dkq4m2 sme3Da tandem_vtx
COO - 173.9 184.09 182.22 181.23 173.25 181.2
ELL - 83.33 110.46 83.75 157.92 35.64 44.56
HYB 1 148.14 175.73 179.79 177.95 174.98 169.88
HYB 1.5 86.95 131.05 104.53 152.05 130.58 100.67
HYB 2 60.6 131.05 60.2 139.92 119.03 66.29
HYB 2.5 60.6 131.05 59.93 124.34 79.18 53.29
HYB 3 41.66 131.05 57.14 124.02 79.54 44.56
HYB 3.5 41.66 131.05 57.14 107.94 79.18 37.75
HYB 4 41.66 131.05 54.15 107.94 55.02 37.23
HYB 4.5 30.77 131.05 54.15 108.18 55.02 31.61
HYB 5 31.01 131.05 54.15 108.18 55.02 31.61
8. Anexos
8.3.3.  Tamaño máximo de no-ceros por fila y porcentaje de no-
ceros en ELL
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Parámetro bcsstk29 e40r0100 garon2 memplus msc10848 Na5
máx nnz/fila 1 5 8 5 2 45 14
% nz en ELL 0.11 0.25 0.17 0.28 0.4 0.27
máx nnz/fila 1.5 47 21 22 4 93 26
% nz en ELL 0.91 0.62 0.75 0.52 0.76 0.46
máx nnz/fila 2 51 35 22 4 96 30
% nz en ELL 0.96 0.85 0.75 0.52 0.78 0.51
máx nnz/fila 2.5 53 36 22 4 117 33
% nz en ELL 0.98 0.86 0.75 0.52 0.86 0.53
máx nnz/fila 3 53 36 22 4 129 34
% nz en ELL 0.98 0.86 0.75 0.52 0.9 0.54
máx nnz/fila 3.5 53 36 45 5 135 35
% nz en ELL 0.98 0.86 1 0.57 0.91 0.55
máx nnz/fila 4 54 36 45 5 138 36
% nz en ELL 0.99 0.86 1 0.57 0.92 0.55
máx nnz/fila 4.5 54 36 45 5 141 37
% nz en ELL 0.99 0.86 1 0.57 0.93 0.56
máx nnz/fila 5 54 36 45 5 150 37
% nz en ELL 0.99 0.86 1 0.57 0.94 0.56
Parámetro ncvxbqp1 nmos3 raefsky4 s3dkq4m2 sme3Da tandem_vtx
máx nnz/fila 1 2 5 18 13 24 4
% nz en ELL 0.29 0.24 0.27 0.24 0.34 0.29
máx nnz/fila 1.5 5 21 54 54 54 12
% nz en ELL 0.71 0.97 0.78 1 0.73 0.83
máx nnz/fila 2 5 21 72 54 57 14
% nz en ELL 0.71 0.97 0.93 1 0.76 0.92
máx nnz/fila 2.5 9 21 81 54 69 14
% nz en ELL 1 0.97 1 1 0.84 0.92
máx nnz/fila 3 9 21 81 54 69 15
% nz en ELL 1 0.97 1 1 0.84 0.95
máx nnz/fila 3.5 9 21 81 54 69 15
% nz en ELL 1 0.97 1 1 0.84 0.95
máx nnz/fila 4 9 21 81 54 81 16
% nz en ELL 1 0.97 1 1 0.88 0.96
máx nnz/fila 4.5 9 21 81 54 81 16
% nz en ELL 1 0.97 1 1 0.88 0.96
máx nnz/fila 5 9 21 81 54 81 16
% nz en ELL 1 0.97 1 1 0.88 0.96
8. Anexos
8.4.  Resultados del formato Ladder ELL
8.4.1.  Rendimiento según tamaño de escalón en secuencial 
(MFLOPS)
8.5.  Resultados del formato DIA
8.5.1.  Rendimiento en secuencial (MFLOPS) y número de 
diagonales
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Tamaño de escalón bcsstk29 e40r0100 garon2 memplus msc10848 Na5 ncvxbqp1
1 166.71 178.57 181.68 120.14 187.97 183.21 83.33
2 180.99 187.65 190.54 140.17 196.93 194.66 108.1
4 191.96 197.7 195.3 157.69 203.38 194.66 121.2
8 197.96 197.7 200.31 157.69 203.38 194.66 133.32
16 197.96 201.3 205.58 168.2 203.38 194.66 137.92
32 197.96 201.3 200.31 157.69 203.38 194.66 137.92
64 197.96 205.02 200.31 148.41 200.1 194.66 137.92
128 197.96 205.02 200.31 126.15 196.93 194.66 142.85
256 197.96 201.3 200.31 100.92 190.87 173.03 142.85
512 191.96 201.3 200.31 66.39 177.23 148.32 142.85
1024 180.99 197.7 195.3 38.23 153.16 119.79 142.85
Tamaño de escalón nmos3 psmigr_1 raefsky4 s3dkq4m2 sme3Da tandem_vtx Media
1 164.51 204.97 179.79 172.33 184.19 113.25 153.33
2 175.73 204.97 189.91 183.26 188.15 143.06 170.38
4 188.58 204.97 195.42 190.36 190.19 151 179.39
8 193.3 204.97 198.29 191.85 194.42 159.89 183.87
16 193.3 204.97 201.25 194.12 194.42 169.88 187.49
32 193.3 193.99 201.25 196.45 192.28 159.89 184.4
64 198.25 175.21 201.25 197.24 192.28 159.89 182.35
128 193.3 150.88 201.25 196.45 190.19 159.89 177.02
256 193.3 113.16 201.25 197.24 184.19 159.89 165.24
512 193.3 75.44 198.29 197.24 174.98 159.89 144.24
1024 188.58 44.34 192.63 197.24 157.64 151 113.22
bcsstk29 e40r0100 garon2 memplus msc10848 Na5
CSR 263.95 283.88 289.34 210.25 295.39 283.15
DIA 4.56 0.66 0.66 0.12 1.87 3.06
Diagonales 1158 13910 13535 17758 10298 2292
nmos3 psmigr_1 raefsky4 sme3Da tandem_vtx
CSR 257.73 301.76 275.18 277.74 209.08
DIA 0.34 14.92 2.6 1.53 0.16
Diagonales 18588 3140 3517 12504 14863
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8.6.  Resultados del formato FEBA
8.6.1.  Rendimiento con extracción de bloques en secuencial 
(MFLOPS)
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mb mbc alpha beta Media mb mbc alpha beta Media
4 4 0.25 0.25 30.35 16 4 0.25 0.25 76.92
4 4 0.25 0.5 34.93 16 4 0.25 0.5 88.41
4 4 0.25 0.75 38.01 16 4 0.25 0.75 93.5
4 4 0.5 0.25 62.67 16 4 0.5 0.25 130.4
4 4 0.5 0.5 64.56 16 4 0.5 0.5 138.9
4 4 0.5 0.75 68.01 16 4 0.5 0.75 136.9
4 4 0.75 0.25 96.77 16 4 0.75 0.25 162.74
4 4 0.75 0.5 97.27 16 4 0.75 0.5 165.02
4 4 0.75 0.75 96.48 16 4 0.75 0.75 164.91
4 16 0.25 0.25 40.07 16 16 0.25 0.25 102.79
4 16 0.25 0.5 49.71 16 16 0.25 0.5 124.46
4 16 0.25 0.75 58.64 16 16 0.25 0.75 133.56
4 16 0.5 0.25 79.58 16 16 0.5 0.25 152.87
4 16 0.5 0.5 79.19 16 16 0.5 0.5 155.17
4 16 0.5 0.75 85.94 16 16 0.5 0.75 157
4 16 0.75 0.25 112.79 16 16 0.75 0.25 170.03
4 16 0.75 0.5 112.47 16 16 0.75 0.5 171.6
4 16 0.75 0.75 110.93 16 16 0.75 0.75 172.83
4 64 0.25 0.25 42.89 16 64 0.25 0.25 115.66
4 64 0.25 0.5 54.67 16 64 0.25 0.5 137.13
4 64 0.25 0.75 69.62 16 64 0.25 0.75 149.06
4 64 0.5 0.25 82.96 16 64 0.5 0.25 159.08
4 64 0.5 0.5 83.51 16 64 0.5 0.5 163.39
4 64 0.5 0.75 88.6 16 64 0.5 0.75 160.83
4 64 0.75 0.25 115.99 16 64 0.75 0.25 175.37
4 64 0.75 0.5 111.43 16 64 0.75 0.5 174.24
4 64 0.75 0.75 120.18 16 64 0.75 0.75 174.74
4 256 0.25 0.25 49.72 16 256 0.25 0.25 122.12
4 256 0.25 0.5 66.77 16 256 0.25 0.5 146.59
4 256 0.25 0.75 82.52 16 256 0.25 0.75 160.21
4 256 0.5 0.25 93.86 16 256 0.5 0.25 161.43
4 256 0.5 0.5 97.02 16 256 0.5 0.5 164.22
4 256 0.5 0.75 106.17 16 256 0.5 0.75 167.5
4 256 0.75 0.25 131.52 16 256 0.75 0.25 173.88
4 256 0.75 0.5 127.23 16 256 0.75 0.5 176.13
4 256 0.75 0.75 126.16 16 256 0.75 0.75 175.35
4 1024 0.25 0.25 51.52 16 1024 0.25 0.25 125.97
4 1024 0.25 0.5 71.17 16 1024 0.25 0.5 151.16
4 1024 0.25 0.75 94.36 16 1024 0.25 0.75 166.58
4 1024 0.5 0.25 97.83 16 1024 0.5 0.25 165.91
4 1024 0.5 0.5 103.55 16 1024 0.5 0.5 165.41
4 1024 0.5 0.75 117.49 16 1024 0.5 0.75 171.15
4 1024 0.75 0.25 129.99 16 1024 0.75 0.25 174.8
4 1024 0.75 0.5 128.71 16 1024 0.75 0.5 174.89
4 1024 0.75 0.75 130.45 16 1024 0.75 0.75 176.51
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mb mbc alpha beta Media mb mbc alpha beta Media
64 4 0.25 0.25 117.89 256 4 0.25 0.25 166.84
64 4 0.25 0.5 142.99 256 4 0.25 0.5 168.78
64 4 0.25 0.75 142.99 256 4 0.25 0.75 169.77
64 4 0.5 0.25 168.97 256 4 0.5 0.25 175.46
64 4 0.5 0.5 174.38 256 4 0.5 0.5 174.81
64 4 0.5 0.75 172.27 256 4 0.5 0.75 175.69
64 4 0.75 0.25 178.11 256 4 0.75 0.25 176.34
64 4 0.75 0.5 176.18 256 4 0.75 0.5 176.76
64 4 0.75 0.75 178.11 256 4 0.75 0.75 177.42
64 16 0.25 0.25 145.43 256 16 0.25 0.25 172.83
64 16 0.25 0.5 160.54 256 16 0.25 0.5 175.7
64 16 0.25 0.75 162.15 256 16 0.25 0.75 174.71
64 16 0.5 0.25 171.66 256 16 0.5 0.25 176.81
64 16 0.5 0.5 174.33 256 16 0.5 0.5 177.37
64 16 0.5 0.75 175.72 256 16 0.5 0.75 178.21
64 16 0.75 0.25 177.88 256 16 0.75 0.25 177.21
64 16 0.75 0.5 177.29 256 16 0.75 0.5 177.39
64 16 0.75 0.75 176.96 256 16 0.75 0.75 176.05
64 64 0.25 0.25 153.98 256 64 0.25 0.25 174.82
64 64 0.25 0.5 166.66 256 64 0.25 0.5 177.92
64 64 0.25 0.75 171.57 256 64 0.25 0.75 176.96
64 64 0.5 0.25 174.62 256 64 0.5 0.25 177.61
64 64 0.5 0.5 174.92 256 64 0.5 0.5 176.49
64 64 0.5 0.75 176.29 256 64 0.5 0.75 179.03
64 64 0.75 0.25 177.54 256 64 0.75 0.25 176.64
64 64 0.75 0.5 178.37 256 64 0.75 0.5 176.7
64 64 0.75 0.75 177.04 256 64 0.75 0.75 177.17
64 256 0.25 0.25 157.7 256 256 0.25 0.25 175.04
64 256 0.25 0.5 171.83 256 256 0.25 0.5 175.29
64 256 0.25 0.75 174.15 256 256 0.25 0.75 176.95
64 256 0.5 0.25 176.61 256 256 0.5 0.25 177.9
64 256 0.5 0.5 176.06 256 256 0.5 0.5 176.03
64 256 0.5 0.75 175.66 256 256 0.5 0.75 174.6
64 256 0.75 0.25 178.37 256 256 0.75 0.25 177.58
64 256 0.75 0.5 177.96 256 256 0.75 0.5 178.23
64 256 0.75 0.75 178.87 256 256 0.75 0.75 178.37
64 1024 0.25 0.25 159.57 256 1024 0.25 0.25 173.63
64 1024 0.25 0.5 173.7 256 1024 0.25 0.5 177.45
64 1024 0.25 0.75 175.79 256 1024 0.25 0.75 177.12
64 1024 0.5 0.25 176.89 256 1024 0.5 0.25 177.39
64 1024 0.5 0.5 177.63 256 1024 0.5 0.5 177.22
64 1024 0.5 0.75 177.37 256 1024 0.5 0.75 177.83
64 1024 0.75 0.25 176.86 256 1024 0.75 0.25 176.66
64 1024 0.75 0.5 176.14 256 1024 0.75 0.5 178.11
64 1024 0.75 0.75 177.92 256 1024 0.75 0.75 176.3
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mb mbc alpha beta Media
1024 4 0.25 0.25 178.46
1024 4 0.25 0.5 178.61
1024 4 0.25 0.75 177.1
1024 4 0.5 0.25 178.61
1024 4 0.5 0.5 178.21
1024 4 0.5 0.75 178.15
1024 4 0.75 0.25 178.2
1024 4 0.75 0.5 177.59
1024 4 0.75 0.75 176.15
1024 16 0.25 0.25 177.17
1024 16 0.25 0.5 178.58
1024 16 0.25 0.75 178.37
1024 16 0.5 0.25 176.31
1024 16 0.5 0.5 175.8
1024 16 0.5 0.75 177.81
1024 16 0.75 0.25 178.35
1024 16 0.75 0.5 178.7
1024 16 0.75 0.75 176.95
1024 64 0.25 0.25 178.61
1024 64 0.25 0.5 177.69
1024 64 0.25 0.75 176.67
1024 64 0.5 0.25 177.59
1024 64 0.5 0.5 176.16
1024 64 0.5 0.75 177.18
1024 64 0.75 0.25 176.54
1024 64 0.75 0.5 177.02
1024 64 0.75 0.75 176.82
1024 256 0.25 0.25 178.98
1024 256 0.25 0.5 174.75
1024 256 0.25 0.75 176.04
1024 256 0.5 0.25 176.92
1024 256 0.5 0.5 177.82
1024 256 0.5 0.75 177.67
1024 256 0.75 0.25 176.3
1024 256 0.75 0.5 175.84
1024 256 0.75 0.75 176.41
1024 1024 0.25 0.25 177.37
1024 1024 0.25 0.5 177.71
1024 1024 0.25 0.75 178.11
1024 1024 0.5 0.25 177.36
1024 1024 0.5 0.5 176.81
1024 1024 0.5 0.75 178.08
1024 1024 0.75 0.25 177.67
1024 1024 0.75 0.5 177.6
1024 1024 0.75 0.75 178.08
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8.6.2.  Rendimiento con extracción de diagonales en secuencial 
(MFLOPS)
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md gamma bcsstk29 e40r0100 garon2 memplus msc10848 Na5
2 0.25 175.97 131.8 144.67 105.13 174.74 155.73
2 0.5 197.96 194.23 195.3 148.41 206.77 194.66
2 0.75 197.96 194.23 200.31 148.41 206.77 194.66
2 1 191.96 194.23 195.3 157.69 200.1 194.66
4 0.25 180.99 160.45 173.6 132.79 187.97 183.21
4 0.5 204.35 190.88 195.3 148.41 213.9 194.66
4 0.75 204.35 197.7 205.58 148.41 217.65 194.66
4 1 191.96 197.7 195.3 157.69 196.93 194.66
8 0.25 171.21 153.77 150.23 132.79 157.04 173.03
8 0.5 204.35 190.88 205.58 157.69 206.77 194.66
8 0.75 204.35 201.3 205.58 157.69 210.28 194.66
8 1 197.96 201.3 200.31 157.69 193.85 194.66
16 0.25 158.37 153.77 186 157.69 144.26 173.03
16 0.5 197.96 194.23 211.14 157.69 193.85 207.64
16 0.75 204.35 201.3 217 168.2 200.1 207.64
16 1 197.96 201.3 200.31 140.17 193.85 194.66
32 0.25 162.43 158.16 190.54 157.69 147.69 183.21
32 0.5 197.96 194.23 211.14 168.2 196.93 207.64
32 0.75 197.96 201.3 217 157.69 200.1 194.66
32 1 191.96 201.3 200.31 148.41 193.85 194.66
64 0.25 158.37 160.45 181.68 157.69 177.23 183.21
64 0.5 191.96 194.23 211.14 168.2 203.38 207.64
64 0.75 197.96 201.3 217 157.69 203.38 207.64
64 1 191.96 201.3 200.31 157.69 200.1 194.66
128 0.25 162.43 160.45 181.68 157.69 187.97 194.66
128 0.5 191.96 194.23 211.14 157.69 203.38 207.64
128 0.75 197.96 201.3 211.14 168.2 203.38 207.64
128 1 197.96 201.3 200.31 157.69 200.1 194.66
256 0.25 171.21 160.45 181.68 157.69 190.87 194.66
256 0.5 191.96 194.23 211.14 148.41 203.38 194.66
256 0.75 191.96 201.3 217 157.69 206.77 207.64
256 1 191.96 201.3 200.31 168.2 200.1 194.66
512 0.25 175.97 160.45 181.68 157.69 190.87 194.66
512 0.5 191.96 197.7 205.58 168.2 203.38 207.64
512 0.75 204.35 201.3 211.14 157.69 203.38 194.66
512 1 197.96 201.3 200.31 157.69 200.1 194.66
1024 0.25 175.97 165.24 177.55 157.69 193.85 207.64
1024 0.5 191.96 194.23 205.58 157.69 203.38 194.66
1024 0.75 197.96 205.02 205.58 157.69 203.38 194.66
1024 1 197.96 201.3 200.31 168.2 200.1 194.66
2048 0.25 186.32 165.24 177.55 157.69 190.87 194.66
2048 0.5 197.96 194.23 200.31 157.69 200.1 194.66
2048 0.75 197.96 201.3 200.31 168.2 203.38 207.64
2048 1 197.96 201.3 205.58 157.69 200.1 194.66
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md gamma ncvxbqp1 nmos3 psmigr_1 s3dkq4m2 sme3Da tandem_vtx Media
2 0.25 86.95 148.69 172.87 181.23 110.05 108.72 133.85
2 0.5 124.99 188.58 201.25 194.12 190.19 151 178.21
2 0.75 121.2 188.58 201.25 193.36 190.19 143.06 176.87
2 1 121.2 184.09 192.63 184.64 190.19 151 176.15
4 0.25 133.32 188.58 198.29 199.65 180.39 143.06 168.5
4 0.5 133.32 203.47 214.03 213.54 192.28 151 183.5
4 0.75 133.32 203.47 217.48 214.47 192.28 159.89 186.29
4 1 117.64 188.58 195.42 186.74 192.28 159.89 177.32
8 0.25 137.92 184.09 198.29 209.89 186.15 143.06 163.2
8 0.5 137.92 203.47 217.48 220.24 194.42 159.89 187.46
8 0.75 133.32 203.47 217.48 224.26 192.28 159.89 187.83
8 1 133.32 188.58 195.42 188.17 192.28 159.89 180.89
16 0.25 137.92 184.09 198.29 213.54 190.19 151 167.75
16 0.5 137.92 208.97 217.48 228.43 194.42 159.89 188.5
16 0.75 142.85 208.97 221.05 232.77 194.42 169.88 193.97
16 1 133.32 193.3 195.42 188.17 190.19 159.89 178.95
32 0.25 137.92 179.81 192.63 216.36 192.28 159.89 170.51
32 0.5 142.85 208.97 217.48 230.58 194.42 159.89 190.8
32 0.75 142.85 203.47 224.73 227.38 192.28 169.88 190.62
32 1 133.32 193.3 192.63 185.33 192.28 159.89 179.32
64 0.25 142.85 179.81 184.71 213.54 192.28 151 171.49
64 0.5 142.85 203.47 210.69 228.43 194.42 159.89 189.84
64 0.75 142.85 208.97 221.05 232.77 194.42 159.89 191.37
64 1 133.32 193.3 195.42 188.9 192.28 159.89 181.31
128 0.25 142.85 184.09 179.79 215.41 192.28 159.89 174.46
128 0.5 142.85 203.47 207.45 230.58 194.42 159.89 188.56
128 0.75 142.85 203.47 221.05 234.99 194.42 169.88 193.06
128 1 133.32 193.3 195.42 189.63 190.19 169.88 182.66
256 0.25 142.85 188.58 184.71 216.36 192.28 151 175.29
256 0.5 142.85 203.47 210.69 231.67 194.42 159.89 186.74
256 0.75 142.85 203.47 217.48 236.12 192.28 169.88 191.65
256 1 133.32 193.3 195.42 189.63 192.28 159.89 182.46
512 0.25 142.85 203.47 179.79 216.36 192.28 151 176.32
512 0.5 142.85 203.47 201.25 232.77 194.42 159.89 189.31
512 0.75 148.14 203.47 217.48 234.99 194.42 159.89 190.75
512 1 133.32 188.58 195.42 189.63 190.19 159.89 181.29
1024 0.25 142.85 203.47 175.12 216.36 194.42 151 177.26
1024 0.5 142.85 203.47 204.3 232.77 194.42 169.88 188.22
1024 0.75 142.85 193.3 214.03 236.12 194.42 169.88 189.57
1024 1 137.92 188.58 195.42 189.63 190.19 159.89 183.07
2048 0.25 142.85 193.3 179.79 217.32 192.28 151 176.65
2048 0.5 142.85 203.47 207.45 234.99 194.42 159.89 187.33
2048 0.75 148.14 203.47 210.69 236.12 194.42 159.89 191.28
2048 1 137.92 193.3 198.29 189.63 192.28 159.89 183.05
8. Anexos
8.7.  Resultados del formato BCSR
8.7.1.  Rendimiento de la implementación optimizada según 
tamaño de bloque en secuencial (MFLOPS)
96
Filas Columnas bcsstk29 e40r0100 garon2 memplus msc10848 Na5 ncvxbqp1
1 1 243.65 251.62 260.41 216.26 258.46 252.54 187.49
1 2 267.67 237.24 190.54 189.23 265.85 203.13 123.7
1 3 306.52 233.9 173.6 140.17 341.46 179.69 100.83
1 4 296.94 242.44 168.61 151.38 297.75 176.3 86.32
2 1 301.66 218.51 209.25 216.26 295.39 222.47 139.52
2 2 351.93 219.96 180.28 199.18 318.11 212.36 102.56
2 3 404.35 218.51 166.22 154.47 400.2 190.69 78.43
2 4 372.64 218.51 158.35 161.04 329.37 183.21 74.53
3 1 333.41 195.38 187.49 157.69 364.89 194.66 113.2
3 2 380.09 194.23 159.43 148.41 379.78 183.21 75.47
3 3 441.96 197.7 151.2 124.08 489.72 183.21 66.66
3 4 387.85 193.1 142.91 128.29 387.7 166.86 56.07
4 1 327.66 195.38 181.68 168.2 326.48 186.88 99.99
4 2 351.93 183.5 146.48 151.38 318.11 173.03 70.58
4 3 380.09 182.49 137.86 128.29 391.78 161.1 54.79
4 4 351.93 173.89 128.77 137.62 312.76 155.73 60
Filas Columnas nmos3 psmigr_1 raefsky4 s3dkq4m2 sme3Da tandem_vtx
1 1 244.17 267.13 251.25 239.58 248.78 203.85
1 2 181.22 176.16 252.82 262.64 152.6 145.61
1 3 155.68 152.29 267.89 275.92 123.51 131.52
1 4 144.97 147.47 284.87 312.16 111.93 127.41
2 1 198.25 195.15 282.88 291.19 163.53 173.49
2 2 159.97 136.93 306.45 330.36 109.59 138.21
2 3 144.07 120.7 316.03 342.65 87.49 121.7
2 4 128.87 111.99 323.61 372.07 76.74 114.85
3 1 168.08 166.27 293.13 290.61 129.93 151
3 2 138.9 115.98 311.17 319.61 84.39 119.91
3 3 124.71 103.79 334.31 349.15 68.62 110.19
3 4 112.06 94.74 323.61 365.61 58.33 99.44
4 1 153.61 157.44 301.88 344.25 114.36 148.26
4 2 118.95 105.81 308.79 355.89 71.32 110.19
4 3 108.9 92.32 313.58 361.13 56.51 94.82
4 4 94.29 82.72 318.52 386.72 47.46 88.63
8. Anexos
8.7.2.  Rendimiento con el uso de BLAS en secuencial (MFLOPS)
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Filas Columnas bcsstk29 e40r0100 garon2 memplus msc10848 Na5
1 1 10.55 10.5 10.59 10.44 10.46 10.57
1 2 19.94 17.09 13.44 15.2 18.54 14.55
1 3 28.75 21.26 15.25 14.25 30.53 16.57
1 4 31.15 24.26 16.25 16.75 28.78 17.9
2 1 20.11 13.74 13.41 15.32 18.87 14.51
2 2 39.35 21.98 18.28 23.08 33.32 22.25
2 3 55.9 27.34 20.52 22.2 54.57 26.1
2 4 61.11 31.27 22.3 27.13 50.03 29.29
3 1 26.77 14.64 14.33 13.35 28.43 15.29
3 2 51.92 23.76 19.47 20.79 50.03 24.27
3 3 77.25 30 22.62 21.63 83.26 30.54
3 4 81.56 34.56 25.28 27.32 77.86 33.98
4 1 31.46 17.58 16.16 16.9 30.53 17.9
4 2 62.11 28.08 22.45 27.52 52.13 29.57
4 3 87.58 35.52 26.85 29.57 88.41 36.5
4 4 102.17 41.16 29.89 39.63 74.74 44.07
Filas Columnas ncvxbqp1 nmos3 raefsky4 s3dkq4m2 sme3Da tandem_vtx
1 1 10.24 10.55 10.36 10.18 10.22 10.44
1 2 10.19 13.29 18.01 18.49 10.57 12.24
1 3 10.09 14.08 23.42 24.4 10.57 13.57
1 4 9.7 14.2 27.42 31.01 10.66 14.67
2 1 10.37 13.32 18.09 18.66 10.53 12.47
2 2 11.52 16.46 32.21 33.79 11.08 15.93
2 3 10.26 18.19 40.49 43.49 11.04 17.61
2 4 11.27 18.65 47.59 54.88 11.07 19.6
3 1 9.51 13.13 22.46 22.34 9.88 12.76
3 2 9.71 17.32 38.86 40.18 10.43 16.37
3 3 10.5 19.25 51.53 54.41 10.53 19.37
3 4 10.32 20.31 58.71 66.25 10.6 20.91
4 1 9.91 14.23 27.76 31.1 10.67 14.88
4 2 11.34 18.71 47.87 55.58 11.06 19.74
4 3 10.97 21.58 61.76 72.26 11.25 22.4
4 4 14.4 22.67 76.32 93.67 11.44 25.25
