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Abstract
We show how Artin–Hasse exponentials of nilpotent derivations can be used to produce new
cyclic gradings of non-associative algebras of prime characteristic from a given one. We discuss
the connection with the technique of switching tori (and, consequently, the associated root space
decompositions) in restricted modular Lie algebras. However, differently from toral switching, our
method can produce gradings over cyclic p-groups of order higher than p. In particular, we apply it
to construct cyclic gradings of the Zassenhaus Lie algebra of dimension pn, for p > 3.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The exponential series is a classical device to relate derivations and automorphisms
of a non-associative ring. It is particularly effective for an algebra A (non-associative in
this paper) over a field of characteristic zero: if D is a nilpotent derivation of A, then
exp(D) =∑∞i=0 Di/i! is a finite sum, and defines an automorphism of A (see [10, p. 9]).
In case A is a topological algebra, the assumption that D is nilpotent (or locally nilpotent)
can often be dropped in favour of suitable convergence conditions.
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2 S. Mattarei / Journal of Algebra 294 (2005) 1–18For algebras over fields of prime characteristic p the exponential series does not make
sense in general, because the denominators vanish except for the first p terms of the series.
Several ways around this problem have been devised, notably in the theory of modular Lie
algebras. For example, if the derivation is assumed to satisfy Dp = 0, then exp(D) can
be interpreted as
∑p−1
i=0 Di/i!. However, in general this does not define an automorphism
of A.
More generally, the assumption that Dp = 0 can be dropped by defining a truncated
exponential E(D) =∑p−1i=0 Di/i!. Direct computation shows that
E(D)x ·E(D)y −E(D)(xy) =
2p−2∑
k=p
p−1∑
i=k+1−p
(Dix)(Dk−iy)
i!(k − i)! (1.1)
for x, y ∈ A. If p is odd and D(p+1)/2 = 0, then at least one of the factors at the numerator
of each summand vanishes, and so E(D) is an automorphism in this case. It is well known
that this need not be so in general, even if Dp = 0 (see the examples in Section 5).
Nevertheless, the (truncated) exponential exp(D) of a derivation D satisfying Dp = 0
enjoys to some extent a property which is obviously satisfied by any algebra automorphism,
namely that of sending a grading of the algebra into another grading. In fact, this holds
provided D is homogeneous with respect to the grading, and p times the degree of D
equals the identity in the grading group, as stated more formally in Theorem 2.3 (which is a
special case of Theorem 1 below). Recall that a grading of A is a direct sum decomposition
A =⊕g∈GAg , where G is an abelian group and AgAh ⊆ Ag+h holds (if the group is
written additively).
In absence of the assumption Dp = 0, the best substitute for the exponential of a deriva-
tion in prime characteristic appears to be its Artin–Hasse exponential Ep(D) (defined in
Section 2), rather than the truncated exponential. In fact, the above-mentioned good behav-
iour of exponentials of derivations D satisfying Dp = 0 with respect to certain gradings
carries over to Artin–Hasse exponentials of nilpotent derivations. Here is a more precise
statement, which we prove in Section 2. The proofs become more transparent in this more
general setting.
Theorem 1. Let A =⊕i Ai be a non-associative algebra over a field of prime characteris-
tic p, graded over the integers modulo m. Suppose that A has a nilpotent graded derivation
D of degree d , with m | pd . Then the direct sum decomposition A =⊕i Ep(D)Ai is a
grading of A over the integers modulo m.
We mention in passing that Artin–Hasse exponentials of derivations play some role
in Gerstenhaber’s deformation theory of algebras, in the case of ground field of prime
characteristic. This is related to their property described in Theorem 1, as we explain in
Remark 2.4.
In Section 4 we deal with the relationship between the exponential of a nilpotent deriva-
tion D of a non-associative algebra A and the exponential of the derivation adD of Der(A),
the Lie algebra of derivations of A. For ordinary exponentials of nilpotent derivations
in characteristic zero we have exp(D)x exp(−D) = exp(adD)x for all x ∈ Der(A). In
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the Artin–Hasse exponential. In fact, exp(D)x exp(−D) need not even be a derivation of
A if Dp = 0. However, applying exp(D) and exp(adD) (in case Dp = 0, but in greater
generality if we take Artin–Hasse exponentials) to compatible gradings of A produces
compatible new gradings, under suitable assumptions in the spirit of the results of Sec-
tion 2.
Derivations and automorphisms are primary sources of gradings for an algebra A over
a field F, as we recall briefly. Assuming for simplicity that A is finite-dimensional, if D
is a derivation of A having all characteristic roots in F then the corresponding general-
ized eigenspace decomposition A = ⊕α∈FAα , where Aα = {x ∈ A: (D − α · id)ix =
0 for some i}, is a grading of A over (a finitely generated subgroup of) the additive group
of the field F. When A is a Lie algebra and D is an inner derivation of A this is a special
case of the root space decomposition of A with respect to a nilpotent subalgebra. However,
over the complex field this special case is sufficient to recover a Cartan decomposition
of A, with an appropriate choice of a. In a similar fashion, given an automorphism of
A with all its characteristic roots in F, the corresponding generalized eigenspace decom-
position A =⊕α∈F∗ Aα is a grading of A over the multiplicative group of the field F.
Conversely, any grading of the form A =⊕α∈FAα (or A =⊕α∈F∗ Aα) is the eigenspace
decomposition with respect to a suitable derivation (or automorphism, respectively) of A,
defined by setting x → αx for x ∈ Aα and extending linearly.
When F is the complex field, the latter method of constructing gradings encompasses
the former, by replacing a derivation with the exponential of a suitable scalar multiple of
it (the scalar being introduced in order to keep the grading group free). The latter method
is used in [11] for semisimple finite-dimensional complex algebras. In the modular case,
however, the scopes of the two methods are disjoint: the derivation method can only pro-
duce gradings over groups of exponent the characteristic p (being subgroups of the additive
group of F), while the grading groups obtained via the automorphism method have triv-
ial p-torsion (being subgroups of the multiplicative group of F). Putting the two methods
together, that is, considering a simultaneous generalized eigenspace decomposition with
respect to a set of commuting derivations and automorphisms, one can realize (over a suf-
ficiently large modular field) any prescribed grading of A over a (finitely generated) group
with no elements of order p2. The exponential connection between derivations and auto-
morphisms is useless here: if the derivation has to satisfy the restriction D(p+1)/2 = 0 to
insure that exp(D) is an automorphism, each of D and exp(D) will have a single eigen-
value on A (namely 0 and 1), and will yield the trivial grading.
Gradings over cyclic p-groups of order greater than p do occur in practice, however.
Here we refer to gradings which are genuinely over such groups, in the sense that they
cannot be obtained from gradings over a larger cyclic p-group (or an infinite cyclic group)
by merely viewing the degrees modulo a subgroup. One remarkable instance is the Zassen-
haus algebra W(1 : n). This is a Lie algebra of dimension pn over a field of characteristic p
(see Example 5.3 for a definition) and has natural gradings over the integers, and over (the
additive group of) the field of pn elements. A suitable application of Theorem 1 to the
former grading produces the following result.
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has a (Z/prZ)-grading which cannot be obtained from any (Z/mZ)-grading with m = 0
or a power of p greater than pr by viewing the degrees modulo pr .
A note about the wording of Theorem 2, which expresses the fact that the new grading
is genuinely over Z/prZ, and does not arise from a grading of a larger group in a trivial
way: as a consequence of the Chinese remainder theorem, any (Z/prZ)-grading of a ring
can always be obtained in a trivial way from a suitable (Z/kprZ)-grading by reduction of
the degrees modulo pr , for any choice of k prime to p (unless we insist that the degrees of
the elements of the ring generate the grading group).
We prove Theorem 2 in Section 5, after illustrating with some examples (one of which is
used in the proof) how Theorem 1 can be exploited for the construction of new gradings of
algebras from given ones. Another application of our results similar to Theorem 2 appears
in [1], where the Artin–Hasse exponential of a nilpotent derivation is employed to produce
a certain cyclic grading of a Hamiltonian Lie algebra H(2 : n;ω2).
We have mentioned above how important gradings of Lie algebras arise from nilpotent
subalgebras as root space decompositions. In case of restricted modular Lie algebras, one
can take tori (that is, abelian p-subalgebras consisting of semisimple elements) instead of
just nilpotent subalgebras. A fundamental technique called toral switching and originally
due to Winter [18] uses maps similar to exponentials to produce a new torus and, corre-
spondingly, a new grading, from a given one. In Section 3 we recall some details of this
technique and describe its connection with the grading switching given by Theorem 1.
We are grateful to the referee for suggesting an improved presentation of the paper and
for asking a couple of questions which we answer in Remark 2.4 and Section 3.
2. Artin–Hasse exponentials, derivations and gradings
Let A be a non-associative algebra over a field of prime characteristic p, and let D be
a derivation of A. As mentioned in the Introduction, if Dp = 0 we may evaluate the ex-
ponential series on D as the truncated exponential E(D) =∑p−1k=0 Di/i!, but this does not
give an automorphism of A in general. The extent to which E(D) fails to be an automor-
phism, in case Dp = 0, is measured by the well-known obstruction formula (1.1). Less
well known is the following expression for the obstruction.
Lemma 2.1. Let A be a non-associative algebra over a field of prime characteristic p,
with a derivation D such that Dp = 0. Then
exp(D)x · exp(D)y − exp(D)(xy) = exp(D)
p−1∑
i=1
(−1)i
i
Dix ·Dp−iy (2.1)
for all x, y ∈ A.
Because of the assumption Dp = 0, we have exp(D)x =∑p−1i=0 Dix/i! for all x ∈ A,
and so the ordinary exponential coincides with the truncated exponential. However,
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nential series with the truncated exponential and drop the assumption Dp = 0. In fact, the
correct generalization of Lemma 2.1 involves the Artin–Hasse exponential rather than the
truncated exponential, as we state in Theorem 2.2. Before recalling the definition of the
Artin–Hasse exponential series and proving the corresponding generalization, we make
some comments on Lemma 2.1 and its consequences.
Since i!(p − i)! ≡ (−1)i i (mod p) for 0 < i < p (an easy consequence of Wilson’s
theorem (p − 1)! ≡ −1 (mod p)), the sum ∑p−1i=1 (−1)iDix · Dp−iy/i which appears in
the second member of (2.1) can be rewritten as∑p−1i=1 Dix ·Dp−iy/(i!(p − i)!). This sum
consists of all terms of lowest degree in D (that is, those corresponding to k = p) in the
obstruction formula (1.1). According to Eq. (2.1), an application of exp(D) to this sum
recovers the whole right-hand side of the formula.
This observation has a remarkable consequence. Roughly speaking, although exp(D)
may fail to be an algebra automorphism, the location of this failure according to Eq. (2.1)
is somehow more under control than it would appear from the obstruction formula (1.1).
This allows us to show that one feature of automorphisms, that of sending any grading of
A into another grading, is also enjoyed by exp(D) to some extent. This is the content of
Theorem 2.3 below, but now we pursue the generalization which allows us to relax the
assumption Dp = 0 of Theorem 2.3 to the bare nilpotency assumption of Theorem 1.
The Artin–Hasse exponential series is defined as
Ep(X) := exp
( ∞∑
i=0
Xp
i
/pi
)
=
∞∏
i=0
exp
(
Xp
i
/pi
)
.
The infinite product makes sense because only a finite number of factors are needed to
compute the coefficient of a given power of X in the result. The Artin–Hasse exponential
is a formal power series in Q[[X]], but its coefficients are p-adic integers, and so the series
actually belongs to Z(p)[[X]], where Z(p) is the localization of Z at the complement of
the ideal (p). This is an immediate application of the Dieudonné–Dwork criterion, see
for example [12, p. 93] or [15, p. 392]. In particular, the Artin–Hasse exponential can be
evaluated on nilpotent elements of any ring of characteristic p.
Theorem 2.2. Let A be a non-associative algebra over a field of prime characteristic p,
with a nilpotent derivation D. Then there exist integers (or elements of the prime field) aij
with aij = 0 unless p | i + j , such that
Ep(D)x ·Ep(D)y −Ep(D)(xy) = Ep(D)
∞∑
i,j=1
aijD
ix ·Djy
for all x, y ∈ A.
Proof. If D :A → A is any derivation of the algebra A, and m :A ⊗ A → A is the map
given by the multiplication in A, we have D(m(x ⊗ y)) = m(Dx ⊗ y) + m(x ⊗ Dy) for
x, y ∈ A. In other words, D ◦ m = m ◦ (D ⊗ id + id ⊗ D), where id :A → A denotes the
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in the ring Q[[X,Y ]] of power series in two (commuting) indeterminates, after which we
substitute the commuting linear operators D ⊗ id and id ⊗D for X and Y .
In Q[[X,Y ]] we have
Ep(X + Y)−1Ep(X)Ep(Y )
=
∞∏
i=1
(
exp
(
(X + Y)pi /pi)−1 exp(Xpi /pi) exp(Ypi /pi))
=
∞∏
i=1
exp
(
Xp
i + Ypi − (X + Y)pi
pi
)
,
since the factor of the infinite products corresponding to i = 0 would be
exp(X + Y)−1 exp(X) exp(Y ) = 1.
Hence Ep(X + Y)−1Ep(X)Ep(Y ) ∈ Z(p)[[X,Y ]] has only terms of total degree a multiple
of p. Furthermore, all terms of positive degree are multiples of XY .
After substituting the operators D ⊗ id and id ⊗ D for X and Y and evaluating on an
element of A⊗A of the form x ⊗ y we obtain that
Ep(D)
−1(Ep(D)x ·Ep(D)y)
is a (finite, since D is nilpotent) linear combination of terms of the form Dix · Djy with
i + j a multiple of p and i, j > 0, with the only exception of the term xy. 
Note that the terms of Ep(X+Y)−1Ep(X)Ep(Y ) of degree less than 2p are 1+ (Xp +
Yp − (X + Y)p)/p = 1 +∑p−1i=1 XiYp−i/(i!(p − i)!). Consequently, if D2p = 0 we have
Ep(D)
−1(Ep(D)x ·Ep(D)y)= x · y + p−1∑
i=1
Dix ·Dp−iy/(i!(p − i)!).
In particular, Lemma 2.1 follows in case Dp = 0. We mention in passing that Lemma 2.1
can also be proved by direct manipulation of the (finite) power series involved, along the
lines of the standard verification that exp(D) is an automorphism in characteristic zero
(see [10, p. 9]). Alternatively, one can prove the equivalent version of formula (2.1) ob-
tained by applying exp(−D) = exp(D)−1 to both sides. However, each of these proofs
involves a rather subtle application of some standard modular binomial identities and turns
out to be less straightforward than the more general proof of Theorem 2.2 given above.
Our main result, Theorem 1, which we have stated in the Introduction, follows at once
from Theorem 2.2. Note that the derivation D is graded of the same degree d also with
respect to the new grading given by Theorem 1, because it commutes with Ep(D).
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tion m|pd is not satisfied. For instance, in Section 5 we will be interested in starting from
a grading of A over the integers, that is, with m = 0. In fact, Theorem 1 then applies to the
grading A =⊕j A¯j over the integers modulo the greatest common divisor (m,pd), which
is obtained from the given grading by setting A¯j =∑{Ai : i ≡ j (mod (m,pd))}. Clearly,
D is also a graded derivation of degree d (viewed modulo (m,pd)) with respect to the new
grading.
We record explicitly the following special case of Theorem 1 where Dp = 0, which
does not involve the Artin–Hasse exponential and needs only Lemma 2.1 for its proof.
Theorem 2.3. Let A =⊕i Ai be a non-associative algebra over a field of prime char-
acteristic p, graded over the integers modulo m. Suppose that A has a graded deriva-
tion D of degree d , with m | pd , such that Dp = 0. Then the direct sum decomposition
A =⊕i exp(D)Ai is a grading of A over the integers modulo m.
Remark 2.4. The reader acquainted with Gerstenhaber’s deformation theory of algebras
may have already encountered Theorem 2.2, perhaps in a less explicit form. For his/her
convenience we briefly sketch where this turns up in deformation theory, conforming to [8]
as for notation. The map A⊗A → A given by
x ⊗ y →
p−1∑
i=1
(−1)i
i
Dix ·Dp−iy =
p−1∑
i=1
Dix
i! ·
Dp−iy
(p − i)!
an expression occurring in Lemma 2.1, is the primary obstruction
Sqp(D) =
p−1∑
i=1
Di
i! 
Dp−i
(p − i)!
to extending the approximate automorphism
∑p−1
i=0 Di/i! of order p−1 to an approximate
automorphism of higher order. For important classes of algebras (associative, commutative
or Lie) this obstruction belongs to Z2(A,A) (that is, it is a 2-cocycle) in the appropri-
ate cohomology theory, and so it can be interpreted as an infinitesimal deformation of A.
A basic result of deformation theory states that this type of infinitesimal deformation can
always be integrated to a formal deformation of L. The proof makes use of an Artin–Hasse
exponential, as in [8, Section 6], or some variation of it as in [7, Theorem 2]. We discuss
such variations in Remark 2.5.
Gerstenhaber’s theory as in the references quoted deals with formal deformations. In-
formally, and referring to [8] for more details, one starts with the algebra A[[t]] = A⊗F[[t]],
which is by definition the null deformation of A, where the multiplication on A = A⊗ 1 is
extended F[[t]]-bilinearly. A deformation At of A coincides with A[[t]] = A ⊗ F[[t]] as an
F[[t]]-module but is given a different multiplication in a certain natural way. The particular
deformation At obtained by giving A⊗ F[[t]] the multiplication
x ·t y = Ep(tD)−1
(
Ep(tD)x ·Ep(tD)y
)
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is obviously isomorphic (as an F-algebra) with A[[t]] via Ep(tD). Because of Theorem 2.2,
all exponents of t appearing in the normal form of the right-hand side of the formula are
multiples of p, and so one can replace tp with t . The resulting deformation may not be
trivial anymore, but has Sqp(D) as the coefficient of t , that is, the associated infinitesi-
mal deformation. In essence, this is the proof of the result on the integrability of Sqp(D)
referred to above.
Our assumption that D is nilpotent allows us to evaluate the formal deformation for
t = 1. With a slight abuse of terminology, Ep(D) then gives an isomorphism of A onto the
deformed algebra A1 which coincides with A as a vector space but is endowed with the
multiplication given by x ·1 y. Theorem 1 expresses the fact that the grading A =⊕i Ai
of A is also a grading of the deformed algebra A1.
Remark 2.5. There are many series which can replace the Artin–Hasse exponential series
in Theorem 1. The simplest variation is any power series of the form exp(
∑∞
i=0 biXp
i
)
having all coefficients in the ring Zp of p-adic integers. This is known to occur if and only
if pbi − bi−1 ∈ pZp for all i  0, where b−1 = 0, see [5, Proposition 4] or [9, Proposi-
tion (2.3.3)]. A more drastic variation is the series exp(X) · (∑m0 Xmp/(mp)!)−1 used
by Gerstenhaber in [7, Theorem 2], as we have mentioned in Remark 2.4. In general, the
proof of Theorem 2.2 shows that the Artin–Hasse series in Theorem 1 can be replaced
with any series F(X) ∈ 1 + XFp[[X]] such that F(X + Y)−1F(X)F(Y ) ∈ Fp[[X,Y ]] has
only terms of total degree a multiple of p. We prove in [13] that this occurs exactly when
F(X) = E¯p(cX) · G(Xp) for some c ∈ Fp and G(X) ∈ 1 + XFp[[X]], where we have
found convenient to denote by E¯p(X) the reduction modulo p of the Artin–Hasse series.
In particular, excluding the trivial case where c = 0, all such variations yield the same
grading of A. Nevertheless, in specific situations some series may be more convenient than
others, as Example 2.6 illustrates. Another condition which characterizes among all series
F(X) ∈ 1 +XFp[[X]] those such that F(X + Y)−1F(X)F(Y ) ∈ Fp[[X,Y ]] has only terms
of total degree a multiple of p, is that
F ′(X)/F (X) = c
∞∑
i=0
Xp
i−1
for some c ∈ Fp . This is also proved in [13], and will be used in Section 3.
Example 2.6. According to Remark 2.5, all freedom we have working modulo X2p is es-
sentially replacing Ep(X) in Theorem 1 with Ep(X)(1 + cXp) for some c = 0, . . . , p − 1
(since only the reduction of the series modulo p will matter). In particular, if we take
c ≡ −1/p − 1/p! (mod p) the series will have no term of degree p, which can be conve-
nient in certain situations. This occurs in the paper [1], where we evaluate the Artin–Hasse
exponential series on a derivation D of the Lie algebra H(2 : n;ω2), which is a certain Lie
algebra of Hamiltonian Cartan type, and the derivation satisfies D2p = 0. With that choice
of c, the series coincides modulo X2p with
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(
1 − X
p
p!
)
≡
p−1∑
i=0
Xi
i! +
2p−1∑
i=p
(
1
i! −
1
(i − p)!p!
)
Xi
(
mod X2p
)
=
p−1∑
i=0
Xi
i! +
p−1∑
j=0
1
(p + j)!
(
1 −
(
p + j
p
))
Xp+j
≡
p−1∑
i=0
Xi
i! +
p−1∑
j=1
1
j !
(
j∑
u=1
1
u
)
Xp+j (mod p),
since (p + j)! ≡ p!j ! ≡ −pj ! (mod p2) and
(
p + j
p
)
= p + j
j
· p + j − 1
j − 1 · · ·
p + 1
1
=
(
1 + p
j
)
·
(
1 + p
j − 1
)
· · ·
(
1 + p
1
)
≡ 1 + p
j∑
u=1
1
u
(
mod p2
)
.
An alternative expression for the coefficients of the series can be given by means of the
identity
j∑
u=1
1
u
=
j∑
i=1
(−1)i+1 1
i
(
j
i
)
,
which is valid also in characteristic zero, see [4, p. 168].
3. A connection with toral switching in modular Lie algebras
A type of grading which is ubiquitous in the theory of Lie algebras is the root space de-
composition of a Lie algebra with respect to a nilpotent subalgebra. These gradings are by
construction over the additive group of the ground field, and hence over elementary abelian
p-groups in the case of finite-dimensional Lie algebras over fields of positive characteristic.
In the study of restricted (modular) Lie algebras, tori are actually more convenient to use
than nilpotent subalgebras. In fact, any restricted nilpotent subalgebra H contains a unique
maximal torus T , and the root space decomposition of L with respect to H coincides with
the eigenspace decomposition of L with respect to adL(T ).
A fundamental technique in this subject, introduced by Winter in [18] and then extended
in [2,3,14,17], goes under the name of toral switching. Roughly speaking, it consists in re-
placing a torus T of L with another torus Tx obtained by applying to T some kind of
exponential of an inner derivation adx of L. While exponentials of derivations (when de-
fined) in characteristic zero are automorphism, this is not so in positive characteristic, as we
have already discussed in the Introduction. Consequently, the new torus Tx may have very
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tigations of L. A crucial necessity for the applications of toral switching is the construction
of linear maps mapping the root spaces with respect to T bijectively onto the root spaces
with respect to Tx . The truncated exponential of adx used to this purpose in [18] and in [2]
had to be replaced by more complicated maps in the generalizations that followed.
The most general version available of toral switching is due to Premet [14], and an ex-
position can be found in Section 1.5 of Strade’s recent book [16]. Adopting the notation
of that book, we illustrate the relevance of the present work to toral switching in the spe-
cial case where the element x is p-nilpotent. Thus, let L be a restricted Lie algebra (in
characteristic p) with p-mapping [p], let T be a torus of L and let L =⊕α∈Γ Lα be the
corresponding root space decomposition. Here (differently from [16]) we may take Γ to
be the Fp-subspace of the dual space of T spanned by the roots with respect to T . Suppose
that x ∈ Lβ is p-nilpotent, that is,
x[p]m = 0 and x[p]m−1 = 0,
where m is the dimension of the restricted subalgebra of L generated by x. We set tx =
t −β(t)∑m−1i=0 x[p]i for t ∈ T , and Tx = {tx : x ∈ T }. We deviate slightly from the notation
of [16, Section 1.5] by introducing the formal power series
S(X) = −
p−1∑
i=0
(
p−1∏
j=i+1
(
j −
∞∑
k=1
Xp
k
))
Xi,
where for i = p − 1 we naturally read ∏p−1j=p(j −∑∞k=1 Xpk) = 1. Since x is p-nilpotent,
and hence adx is a nilpotent linear map, we can evaluate the series S(X) on adx.
(The resulting linear map coincides with what is denoted by E(x,−1) in [16]. In fact,
we have ψn(x) = 1 and ψk(x) = 0 for k < n, whence (x,−1) ∈ X , and ξ(x,−1) =
−∑n−1k=m x[p]k .) Theorem 1.5.1 of [16] then states that Tx is also a torus of L, and that
L =⊕α∈Γ S(adx)Lα is the corresponding root space decomposition. (The theorem also
gives an explicit description of the roots of L with respect to the new torus Tx .)
We now show that the power series S(X) is one of the variations of the Artin–Hasse ex-
ponential which we have described in Remark 2.5. Consequently, the assertions, implicit
in Theorem 1.5.1 of [16], that S(adx) is bijective on L and that L =⊕α∈Γ S(adx)Lα
is a grading of L (under our additional assumption that x is p-nilpotent), are also conse-
quences of Theorem 1 together with Remark 2.5. The fact that the group Γ is not cyclic
is immaterial, because the grading L =⊕α∈Γ Lα can be obtained by intersecting the root
space decompositions of L with respect to 〈t0〉 and T0, where t0 is any element of T with
β(t) = 0 and T0 = {t ∈ T : β(t) = 0}. In fact, the former grading is over a cyclic group,
for which Theorem 1 applies, while the latter grading is unaffected by applying S(adx),
because x belongs to the null component CL(T0) of the grading. According to Remark 2.5,
it remains to show that
S′(X)/S(X) = c
∞∑
Xp
i−1i=0
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X · S(X) ·
∞∑
k=0
Xp
k−1 = X · S(X)+ S(X) ·
∞∑
k=1
Xp
k
= −
p∑
i=1
(
p−1∏
j=i
(
j −
∞∑
k=1
Xp
k
))
Xi
+
p−1∑
i=0
(
p∏
j=i+1
(
j −
∞∑
k=1
Xp
k
))
Xi
= −
p−1∑
i=1
(
p−1∏
j=i+1
(
j −
∞∑
k=1
Xp
k
))
iXi = X · S′(X).
We have used the fact that
p−1∏
j=0
(
j −
∞∑
k=1
Xp
k
)
= −
( ∞∑
k=1
Xp
k
)p
+
∞∑
k=1
Xp
k = Xp
because of the identity
∏p−1
j=0 (α − j) = αp − α, which holds in any associative algebra.
The fact that toral switchings with respect to a p-nilpotent element x can be explained
in terms of the grading switchings introduced in the present paper suggests that it might
be possible to extend Theorem 1 to cases where the derivation D is not nilpotent, toward
an extension of Theorem 1.5.1 of [16] to gradings over groups of exponent higher than p
(and, hence, not directly related to tori).
4. Derivation algebras
An automorphism α of a non-associative algebra A always induces an automorphism
x → αxα−1 of its Lie algebra of derivations Der(A). Over fields of characteristic zero,
if α = exp(D) for some nilpotent derivation D of A, the induced automorphism x →
exp(D)x exp(−D) of Der(A) coincides with the automorphism exp(adD).
However, in prime characteristic p and assuming Dp = 0, where exp(D) need not be
an automorphism, the linear map exp(D)x exp(−D) need not even belong to Der(A), as
we illustrate with the following example.
Example 4.1. The p-dimensional Witt algebra L = Der(F[x]/(xp)) = 〈xiD: i =
0, . . . , p − 1〉, where F is a field of characteristic p and D = d/dx, inherits a Z-grading
from the natural Z-grading of F[x]/(xp). The basis element xi+1D has degree i, for i =
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Since (adD)p = 0 Theorem 2.3 implies that the elements
exp(adD)xiD =
i∑
j=0
(
i
j
)
xi−jD = (x + 1)iD
form a (Z/pZ)-graded basis of L, which is well known. (In general, by a G-graded basis
of a G-graded algebra we mean a basis which contains bases for all homogeneous com-
ponents; the indexing makes clear which homogeneous component a given basis element
belongs to.) Note that the multiplication rule of the latter basis, namely[
(x + 1)i+1D,(x + 1)j+1D]= (j − i)(x + 1)i+j+1D,
bears a similarity with that of the former basis, except that now the exponent i + j + 1 is
to be read modulo p when it exceeds p− 1. If p > 3 the new (Z/pZ)-grading of L, unlike
the original one, is not induced by any (Z/mZ)-grading with m = 0 or a power of p greater
than p. We omit a proof here since we will deal with a more general situation in Exam-
ple 5.3. It is easy to see that the cases p = 2 and p = 3 are genuine exceptions: the Witt
algebra, which is soluble in characteristic two, and is isomorphic to sl(2) in characteristic
three, does not possess such “genuine” (Z/pZ)-gradings in these cases.
Here exp(adD)xiD does not coincide with exp(D)(xiD) exp(−D) (composition in
EndF(F[x]/(xp))); in fact, the latter is not even a derivation in general, except when
i = 0,1. Specifically, for 0 i, j < p we have
exp(D)
(
xiD
)
exp(−D)(x + 1)j =
{
j (x + 1)i+j−1, if i + j  p,
0, if i + j > p
while (exp(adD)xiD)(x + 1)j = j (x + 1)i+j−1 for all 0 i, j < p.
We see from the example that, although exp(adD)xiD does not coincide in general
with exp(D)(xiD) exp(−D), the subspaces exp(adD)Li of L do define a grading of L
over the integers modulo p, which actually coincides with the grading of L induced by the
grading A =⊕i Fxi of A with the degrees viewed modulo p. This is a simple instance
of a general fact which we record in the following result, formulated in the more general
setting of the Artin–Hasse exponential.
Theorem 4.2. Let A =⊕i Ai be a non-associative algebra over a field of prime character-
istic p, graded over the integers modulo m, and give Der(A) the induced grading. Suppose
that A has a nilpotent graded derivation D of degree d , with m | pd . Let L =⊕i Li be a
graded Lie subalgebra of Der(A) normalized by D. Then the grading L =⊕i Ep(adD)Li
coincides with the grading of L induced by the grading A =⊕i Ep(D)Ai of A. In partic-
ular, (
Ep(adD)Li
)(
Ep(D)Aj
)⊆ Ep(D)Ai+j ,
where the indices are viewed modulo m.
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D in EndF(A) we have adD = DR − DL. From the proof of Theorem 2.2 we know that
Ep(X + Y) = Ep(X)Ep(Y )(1 +∑i,j>0 aijXiY j ) for suitable aij ∈ Z(p) with aij = 0
unless p | i + j . Since DR and DL are nilpotent commuting linear operators we deduce
that
Ep(adD) = Ep(DR −DL) = Ep(DR)Ep(−DL)
(
1 +
∑
i,j>0
aij (DR)
i(−DL)j
)
= Ep(D)REp(−D)L
(
1 +
∑
i,j>0
aij (DR)
i(−DL)j
)
.
Therefore, we have
Ep(adD)y = Ep(D)
(
y +
∑
i,j>0
aijD
iy(−D)j
)
Ep(−D),
and the conclusion follows since y +∑i,j>0 aijDiy(−D)j ∈ Lk if y ∈ Lk . 
The conclusion of the proof also shows that if p is odd and D(p+1)/2 = 0 then
exp(adD)y = exp(D)y exp(−D) for all y ∈ L, like in the classical situation of charac-
teristic zero. (Of course, this can easily be proved directly.)
Note that the multiplicative structure of A plays no role in the proof. By taking for A
an algebra with the zero multiplication, that is, simply an L-module, and then allowing the
corresponding representation of L not to be faithful, we obtain the following special case.
Corollary 4.3. Let L =⊕i Li be a Lie algebra over a field of characteristic p, graded
over the integers modulo m, and let V =⊕i Vi be a graded module for L. Let D :V → V
a nilpotent linear map, homogeneous of degree d with respect to the grading, with m | pd .
Then V is also a graded module for the graded algebra L =⊕i Ep(adD)Li , with respect
to the grading V =⊕i Ep(D)Vi , that is,(
Ep(adD)Li
)(
Ep(D)Vj
)⊆ Ep(D)Vi+j ,
where the indices are viewed modulo m.
5. Some examples and the proof of Theorem 2
We present a few examples to illustrate our results. The first two examples deal with
a derivation of a commutative (associative) algebra, and in the third example a derivation
of a Lie algebra is considered. The Artin–Hasse exponential is actually not needed in the
examples, but only in the proof of Theorem 2, which follows them.
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tion D = d/dx of F[x] makes sense (because D is locally nilpotent) and is an auto-
morphism of F[x]. In fact, Taylor’s formula for polynomials together with the binomial
theorem show that exp(D)xi = (x + 1)i for all i. An even shorter argument is noting that
exp(D) is completely determined by exp(D)x = x + 1, which implies the previous for-
mula.
Over a field F of positive characteristic, the exponential of the standard derivation still
makes sense, since Dp = 0. However, it is not an automorphism of F[x]. To see this, note
that according to the Leibniz formula D(fg) = (Df )g + f (Dg), and since Dxp = 0, we
have Dxap+b = bxap+b−1 = xapDxb for a  0 and 0 b < p. Consequently, we have
exp(D)xap+b = xap
b∑
k=0
Dkxb/k! = xap
p−1∑
k=0
(
b
k
)
xb−k = xap(x + 1)b.
However, exp(D) sends the Z-grading
⊕
i Fx
i to a Z/pZ-grading, according to Theo-
rem 2.3 and the comment which follows it. In fact, in case b + d  p we have
xap(x + 1)b · xcp(x + 1)d = x(a+c)p(xp + 1)(x + 1)b+d−p
= x(a+c+1)p(x + 1)b+d−p + x(a+c)p(x + 1)b+d−p,
where the first summand in the last expression is the basis element of the correct Z-degree,
while the degree of the second summand is shifted by p.
Since D((xrp)) ⊆ (xrp), for r a positive integer, the derivation D of F[x] induces a
derivation of the truncated polynomial algebra F[x]/(xrp), which we still denote by D.
Again, its exponential is not an automorphism, but it produces a Z/pZ-grading of the
truncated polynomial algebra. In particular, for r = 1 the map exp(D) sends the Z-graded
basis 1, x, . . . , xp−1 to the Z/pZ-graded (and not Z-graded) basis 1,1+x, . . . , (1+x)p−1.
This basis is a multiplicative subgroup of F[x]/(xp), and this shows that F[x]/(xp) is
isomorphic to the group algebra over F of a cyclic group of order p (here generated by
1 + x).
More generally, F[x]/(xpn) is isomorphic to the group algebra over F of a cyclic group
of order pn (again generated by 1+x, for example). However, in this more general situation
there is no way of recovering the whole group basis generated by 1 + x from the powers
of x by applying any sensible kind of exponential of a derivation. Of course we have
Ep(d/dx)x = x + 1, but since Dxap = apxap−1Dx = 0 for any derivation D, both its
truncated exponential and Artin–Hasse exponential will map xap to itself.
Example 5.2. We recall that the algebra F[x;n] of divided powers in one indeterminate
x of height n over a field F of prime characteristic p is the F-vector space with basis
{x(i): 0 i < pn}, and multiplication defined by x(k)x(l) = ( k+l
k
)
x(k+l) extended linearly.
The name divided powers is justified by an alternative construction which we briefly sketch
over the prime field Fp . The Z-submodule M of Z[x] generated by the elements x(i) =
xi/i! for i  0 is a subring, and the divided powers x(i) multiply according to the above
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algebra of divided powers in one indeterminate of unrestricted height, and its quotient
by the ideal (x(pr ): r  n) is what we have denoted by Fp[x;n]. As an algebra, M¯ is
actually isomorphic to a truncated polynomial algebra in countably many indeterminates,
say Fp[x1, x2, . . .]/(xp1 , xp2 , . . .), by letting xi correspond to x(p
i)
, but its origin as a section
of Z[x] endows it with additional structures. In particular, a derivation ∂ of M¯ is singled
out as that induced by the derivation d/dx of Z[x]. Thus, in M¯ or F[x;n] we have ∂x(k) =
x(k−1) for k > 0 (and ∂1 = 0, of course). Algebras of divided powers in more than one
indeterminate can be defined similarly, but we will need one only incidentally and we
can as well define it (temporarily but equivalently) as a tensor product over F, namely
F[x, y;m,n] := F[x;m] ⊗ F[y;n].
Consider the basis {α!x(αps+k): 0  α < p,0  k < ps} of F[x; s + 1], where s is a
nonnegative integer. Its elements multiply as
α!x(αps+k) · β!x(βps+l) = (α + β)!
(
k + l
k
)
x((α+β)ps+k+l),
where the product is understood to be zero when the exponent is out of range, that is, when
(α + β)ps + k + l  ps+1. Since the derivation D = ∂ps of F[x; s + 1] satisfies Dp = 0,
Theorem 2.3 yields that exp(∂ps ) sends this Z-graded basis into a (Z/ps+1Z)-graded basis,
which we now compute explicitly.
By direct computation, or identifying F[x; s + 1] with F[x, y; s,1] = F[x; s] ⊗ F[y;1]
by letting x correspond to x and y to x(ps) and using our computation relative to the case
s = 0 in Example 4.1, we see that
yαps+k := α! exp
(
∂p
s )
x(αp
s+k) = (x(ps) + 1)αx(k).
These basis elements multiply according to the rule
yαps+k · yβps+l =
(
k + l
k
)
y(α+β)ps+k+l ,
where γ¯ denotes the unique integer such that 0 γ¯ < p and γ¯ ≡ γ (mod p); in words, the
basis elements {yαps+k} have a similar multiplication rule as the elements {α!x(αps+k)},
except that now α in the subscripts (but not k) must be read modulo p. Note that
∂yαps+k =
{
yαps+k−1, if k > 0,
αy(α−1)ps+ps−1, if k = 0.
The result of this example can also be deduced from Example 5.1. In fact, the natural
Z-grading of F[x; s + 1] is induced by a Zs+1-grading by reduction of the degrees modulo
a suitable subgroup, the Zs+1-degree of a monomial being the vector of p-adic digits of its
Z-degree. (This reflects the fact that, as an algebra, F[x; s+1] is isomorphic with the tensor
product of s + 1 copies of F[x;1] ∼= F[x]/(xp).) The derivation ∂ps , and so its exponential
exp(∂ps ), involves exactly one of the components of the Zp-grading, thus producing a
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modulo a suitable subgroup yields the Z/ps+1Z-grading of F[x; s + 1] seen above.
Example 5.3. The Zassenhaus algebra W(1 : n) can be defined as the Lie subalgebra of
Der(F[x;n]) consisting of the special derivations, namely those of the form f ∂ , with f ∈
F[x;n]. Consequently, W(1 : n) has a Z-graded basis {Ei := x(i+1)∂: −1  i < pn − 1}
with multiplication given by [Ei,Ej ] = nijEi+j , where
nij :=
(
i + j + 1
j
)
−
(
i + j + 1
i
)
.
This is called the standard grading of the Zassenhaus algebra. It is well known that
W(1 : n) has also a grading (with one-dimensional components as well) over the additive
group of the field Fpn , but we do not need that in this paper.
Fix a non-negative integer s. The ps th power D = (ad ∂)ps of the inner derivation ad∂
of W(1 : s + 1) satisfies Dp = 0. According to Theorem 2.3, exp(D) sends the above basis
into a (Z/ps+1Z)-graded basis
Fαps+k := exp
(
(ad ∂)ps
)
α!Eαps+k =
(
exp
(
∂p
s )
α!x(αps+k+1))∂ = yαps+k+1∂,
for 0  α < p and −1  k < ps − 1. Here we have used the fact that (ad ∂)(x(i)∂) =
(∂x(i))∂ . We find that for k, l > −1 we have
[Fαps+k,Fβps+l] = (yαps+k+1yβps+l − yαps+kyβps+l+1)∂ = nklF(α+β)ps+k+l ,
in the notation of the previous example (thus reducing α+β modulo p). This is easily seen
to remain more generally valid as long as k + l > −2, while for k = l = −1 we have
[Fαps−1,Fβps−1] = (β − α)F(α+β−1)ps+ps−2.
Note that when s = 0 we recover Example 4.1.
With the help of these formulas we now show that if p > 3 the (Z/ps+1Z)-grading
of W(1 : n) associated with the basis {Fi} cannot be obtained from a Z-grading or a
grading over Z/prZ with r > s + 1 by reduction of the degrees modulo ps+1. Con-
sider any grading of W(1 : n) for which {Fi} is a graded basis, and denote by deg
the corresponding degree function. Since [F−1,Fi] is a non-zero multiple of Fi−1 for
0  i  ps+1 − 2, we have degFi = −i degF−1 for all i. However, taking degrees in
the equality [F2ps−1,F(p−1)ps−1] = (p − 3)Fps−2 we obtain
−(2ps − 1)degF−1 − ((p − 1)ps − 1)degF−1 = (ps − 2)degF−1
and, in turn, ps+1 degF−1 = 0. Hence, the degrees of the basis elements Fi form a cyclic
subgroup of the grading group, of exponent dividing ps+1. Our claim follows.
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isfying Dp = 0, and so have relied on Theorem 2.3. However, the following proof of
Theorem 2 brings the Artin–Hasse exponential into play, and requires the more general
Theorem 1.
Proof of Theorem 2. Consider a Zassenhaus algebra W(1 : n) in characteristic p > 3, and
let 0 s < n. Then the ps th power D = (ad ∂)ps of the inner derivation ad ∂ of W(1 : n)
is nilpotent with only Dpn−s = 0, and is homogeneous of degree −ps . We are in a position
to apply Theorem 1 to the (Z/ps+1Z)-grading of W(1 : n) obtained from the Z-grading
by reduction of the degrees modulo ps+1. Thus, Ep(D) sends this grading into another
(Z/ps+1Z)-grading of W(1 : n). The existence statement in Theorem 2 follows by setting
r = s + 1.
The graded subalgebra W(1 : s+1) of W(1 : n), being normalized by D, is also a graded
subalgebra with respect to the new grading, and its new grading is the one constructed in
Example 5.3. Since we have shown there that the new grading of W(1 : s+1) is not induced
by any (Z/mZ)-grading with m = 0 or a power of p greater than ps+1, the same is true
for the new grading of W(1 : n). 
Remark 5.4. The primary obstruction associated with the derivation D = (ad ∂)ps of the
Zassenhaus algebra W(1 : n) considered in the above proof coincides up to a sign with the
cocycle denoted by χs in [6]. As is observed there, the obstruction can be integrated to a
deformation of W(1 : n) which does not change its isomorphism type. We have already
discussed this phenomenon in Remark 2.4.
Remark 5.5. The grading switching performed in the proof of Theorem 2 coincides with a
toral switching only in the case n = 1. In this case W(1 : n) is restricted, and the (Z/pZ)-
grading obtained from the standard grading by reducing the degrees modulo p coincides
with the root space decomposition with respect to the torus spanned by E0 = x∂ . Toral
switching with respect to the element E−1 = ∂ of W(1 : 1) produces the torus 〈(1 + x)∂〉,
and the corresponding root space decomposition coincides with the new grading con-
structed in the proof of Theorem 2.
When n > 1, the root space decomposition which is closest to the standard grading
of W(1 : n) is that with respect to the maximal torus T spanned by E0, and is obtained
from the standard grading by reducing the degrees modulo p. But the standard grading and
the new grading produced in the proof of Theorem 2 yield the same (Z/pZ)-grading by
reducing the degrees modulo p, namely, the root space decomposition with respect to the
torus T . Therefore, the present grading switching is not connected with any toral switching.
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