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Abstract
The two-photon collision reaction e+e~ e+e~/+/~ has been studied at y/s ~  91 GeV using the L3 detector at LEP 
for / = e, (i, r. We have analysed untagged configurations where the two photons are quasi-real. Good agreement is found 
between our measurements and the ö ( a 4) QED expectation. ©  1997 Elsevier Science B.V.
1* Introduction
The large acceptance and high precision detectors 
at the LEP collider are well suited for the study of the 
processes:
e+e~ —> e+e- /+/- (/ = e, /j , r )  .
The /+/"  pair can either be produced in a C -  +1 
state by the collision of two virtual photons (Fig. la) 
or in a C = — 1 state by the bremsstrahlung of a single 
virtual photon (Fig. lb ). For untagged events, where 
the e+ or e ” , scattered at very small angles, are not 
observed, the cross section is dominated by the mul- 
tiperipheral y y  collision process shown in Fig. la. 
The observed cross section, allowing for the limited 
angular acceptance of the detector, increases as In s 
(where s is the square of the centre-of-mass energy). 
The kinematical separation from the one-boson an­
nihilation process e+e"  —* /+/ -  also increases with 
increasing energy. Thus LEP is favoured relative to 
lower energy colliders [ 1 ] for the study of the pro­
cess e+e~ e+e~"/+/~. The cross sections and dis­
1 Supported by the German Bundesministerium für Bildung, Wis­
senschaft, Forschung und Technologie.
2 Supported by the Hungarian OTKA fund under contract num­
bers T 14459 and T240Î1.
Supported also by the Comisión Interministerial de Ciencia y 
Technologia.
4 Also supported by CONICET and Universidad Nacional de La 
Plata, CC 67, 1900 La Plata, Argentina.
5 Also supported by Panjab University, Chandigarh-160014, India.
6 Supported by the National Natural Science Foundation of China.
tributions for these processes provide a test of QED 
to order a 4 over a wide kinematical range.
In this paper, we present a study of untagged 
e+e" —*■ e+e " / +/~ events performed with the L3 
detector [2]. For e- and /^-pair production the data 
were taken in 1992 and 1993 at yfs ~  91 GeV, corre­
sponding to a total integrated luminosity of 52 p b “ 1. 
For r-pair production, where the statistical limitations 
are more important, we have also included the 1994 
data, obtaining a total integrated luminosity o f 112 
pb” 1. Since the cross section for r-pair production 
is much smaller and the backgrounds are more se­
vere, the analysis was limited to the r-decay modes: 
( tvv )  { / i w )  and ( l ^ v v ) .  The reaction
e+e" —* e'he~T+r “ was previously observed by 
OPAL [3] in the c/jl channel using single-tag event 
topology. The present measurement is the first time 
that r-pair production has been observed in untagged 
two-photon collisions.
The data were collected using a charged-particle 
trigger [4] with a transverse momentum (p t ) thresh­
old of 150 MeV, This trigger requires at least two 
charged tracks to be back-to-back in the plane trans­
verse to the beam within ±41°. r  pairs may also be 
accepted by an energy trigger which requires a sin­
gle cluster deposit in the electromagnetic calorimeter 
greater than «  1 GeV, and small activity elsewhere. 
The charged particle trigger efficiency is measured 
to be (94.8 ±  0.6)% using independently triggered 
Bhabha scattering events.
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Fig. 1. Typical diagrams o f  order a 4 contributing to the lep- 
ton-pair production in e+ e “  collisions: a) Multiperipheral, b) 
bremsstrahlung.
2. Monte Carlo simulation
To calculate the efficiencies and backgrounds for 
the selection criteria and to compare the data to the 
QED predictions, the generator of Berends, Daverveldt 
and Kleiss (BDK [5 ])  is used. The BDK generator 
calculates the full set of QED diagrams to 0 ( a 4), 
taking into account interference effects.
For background studies, such as resonances and
pion-pair production, we have used the EGPC [6] 
Monte Carlo which generates the two-photon process 
using the exact transverse luminosity function. The de­
cays of hadronic resonances are generated according 
to phase space. The events were fully simulated in the 
L3 detector [7], taking into account detector and trig­
ger inefficiencies. They were reconstructed and anal­
ysed with the same programs as the data. The charged- 
particle trigger is also simulated, using the inefficien­
cies measured in independently triggered Bhabha scat­
tering events.
3. Event selection
We initially select events by requiring two well- 
reconstructed tracks. The track criteria are:
-  at least 12 hits in the tracking chamber,
-  the distance of closest approach to the interaction 
point in the transverse plane smaller than 10 mm,
-  a transverse momentum greater than 0.1 GeV,
» a corresponding signal in the electromagnetic 
calorimeter.
The two tracks must also have opposite charge. Events 
with a scattered electron of energy greater than 35 GeV 
in the luminosity monitor are rejected. This ‘anti-tag1 
requirement limits the Q2 of a photon to be less than 
1 GeV2. The total energy in the calorimeters must be 
less than 60 GeV to remove one-boson annihilation 
background.
Three Neural Networks (NN) trained to identify 
separately e, p  and tt have been developed for this 
analysis [8]. For each particle species, a different NN 
with ten input neurons, a single layer of eleven hidden 
neurons and one output neuron was used. The follow­
ing measured quantities are associated with the ten 
input neurons:
-  E{/ p t, where El is the transverse energy measured in 
the electromagnetic calorimeter and pt is the trans­
verse momentum measured in the tracker.
-  A X 2 calculated from the mean specific energy loss 
d E /d x  measured in the tracker. Two x 2 values are 
found that test the compatibility of the measured 
d E /d x  with the signal expected from either a min­
imum ionising particle (MIP) or an electron. The 
NN input quantity is then the normalized x 2 prob­
ability difference:
346 L3 Collaboration / Physics Letters B 407 (1997) 341-350
P X \ P ■>A  i / f c #*  MIP
Py2 +  P 2Ac /TmIP
-  Four quantities related to the electromagnetic 
shower in the calorimeter: the number of BGO 
crystals, S9 , S1/S 2» S\/$6> where S\ is the energy 
deposited in the central crystal of the electromag­
netic cluster and Sn (n = 2 , 6 ,9 )  is the energy sum 
of the n most energetic crystals in the cluster.
-  The number of electromagnetic clusters associated 
with the track,
-  Three quantities related to the development of the 
shower in the hadron calorimeter: the number of 
hits in the calorimeter, the distance between the first 
and the last hit and the shower length. All of these 
are normalized to the expectation for a minimum 
ionising particle.
Each NN was trained with a sample consisting of 
electrons, muons and pions from a Monte Carlo simu­
lation of the reaction e+e~ —► e+e~T+r~ .  To optimize 
the training process, the mean value of each variable, 
estimated by the Monte Carlo, was subtracted before 
input to the NN. The NNs are each trained so that the 
value of the output neuron, £, is close to 1.0 for the 
desired particle type. The performance of the NN is 
defined by its efficiency, £*, and its purity, Vi. For the 





ex iVee +  A':
Î
xe
where Nee is the number of electrons correctly iden­
tified as electrons, iVex the number of misidenti- 
fied electrons and Nxe the number of non-electrons 
wrongly identified as electrons. The performances of 
the three NNs with the identification criteria, >0.7, 
^  >0.7, >0.78, are presented in Table 1 for a 
Monte Carlo sample of 10000 events of the type
n are thee+e e+e r +r where and £
outputs of the electron, muon and pion networks, 
respectively.
4. Electron and muon pair analyses
The following further cuts are applied to select can­
didates for e- and ^u-pair events [9] :
-  The two charged tracks must each be in the polar 
angle range 44° < 6  < 136°.
Table 1
The efficiency and purity of the neural network for three different 
particles types.







Fig. 2, The square o f  the total transverse momentum o f the ob­
served lepton pair for the channel e+ e -  —> e+ e “ e+ e ~  with all 
selection cuts applied except the cut on the variable shown.
-  The square of the total transverse momentum of the 
lepton pair ) 2 must be smaller than 0.02 GeV2 
(see Fig. 2). Below 0.02 GeV2 the Monte Carlo 
reproduces the data well. This cut removes back­
ground events of the type 7r+7r ” X, where X rep­
resents one or more unobserved particles, and also 
lepton-pair events with large photon virtuality. 
Electrons are identified by combining information 
from the tracker and the electromagnetic calorimeter. 
The energy in the latter is required to be greater than 
0.35 GeV, in order to reject minimum ionising par­
ticles. Matching is required between the p t and the 
Et, i.e. Ei/pt larger than 0.8. Electron-pair candidate 
events are those in which at least one track satisfies 
the selection criteria for an electron. We select 30584 
events in the mass interval 0.5 ^  Mee ^  45 GeV. In 
60% of the events, both tracks are identified as elec­
trons.
Muons produced in the two-photon process gen­
erally have low momentum and very few reach the
L3 Collaboration /  Physics Letters B 407 (J997) 34J-350 347
Table 2
Background fractions for the electron, muon and tau pair samples.
Background channel Expected in e+e e +e (%) Expected in e +e"/Lt+/x~ (%) Expected in e+e “ r + r ~  (% )
e+ e -  - ,  e+e"* f 2 0.34 ±  0.03 3.6 ±  0.02
e+ e —► e+ e e+e
e+ e"  -*  Q+e ~ f i + 0.85 ±  0.06
/
e+e —> e+ e r\
Z —* e+e ~  0.16 ±  0.02 0 . 1 I ± 0 . 0 3
Z -+ v + i i -  0.006 db 0.004 0.08 ±  0.03
Z t + t ~ ~  0.12  db 0.02 0.11 ±  0.03 1.0 ±  0.5
3.5 db 3.5 
4.0 ±  4.0
0 4  ±  0.4
total 1.5 ±  0.07 3.9 ±  0.2 8.9 db 5.4
muon chambers. So muons are identified by requiring 
that the signal in the electromagnetic and hadronic 
calorimeters be consistent with a minimum ionising 
particle. For the selection of muon-pair events at least 
one track is identified as a muon. The NN is used to 
reduce pion background: if a track is not positively 
identified as an e or fx> but is consistent with a ir 
according to the NN, the event is removed. That is, if 
<0.35, Çp <0.35, >0.85, the event is removed 
from the muon-pair sample. We select 11875 events 
in the mass interval 0.5 <  M ^  ^  45 GeV. In 45% 
of the events, both tracks are identified as muons.
The background processes listed in Table 2 have 
been considered. The background fractions are esti­
mated by a Monte Carlo simulation for each process 
after applying the event and particle selection cuts de­
scribed above. The most important background for e- 
pairs is misidentified yu,**pairs (0.85%) and for yu-pairs, 
it is misidentified 77-pairs, dominated by the process: 
e+e~ —» e+e~ (ƒ 2 —* tt+7t~) (3.6% ).
For the calculation of acceptance and efficiency, we 
have generated events with the BDK Monte Carlo in 
the polar angular range 10° ^  6 ^  170° with an 
effective two-photon mass cut Wyy ^  300 MeV. For 
the electron-pair channel we have generated a Monte 
Carlo sample of 528K events and for the muon pairs 
a sample of 240K events. The efficiency is defined as
A?ecc (44° <  0 <  136°)
A^ gen(44° <  6 <  1 3 6 ° )’
where /Vgen is the number of generated events with 
Wyy ^  500 MeV in the polar angle range between 44° 
and 136°. is the number of reconstructed events 
passing the cuts described above. The overall effi­
ciency for the electron channel is (23.0 ±  0.3)% and
for the muon channel (9.2 ±  0.2)%. For the electrons 
the main inefficiencies are due to the anc^
electron energy cuts which reject 20% and 39% of the 
events respectively. For the muon pairs the (]T)/?t )2 
and hadron calorimeter cuts reject 17% and 59% of 
events respectively.
5. Tau pair analysis
To suppress background, we restrict the r -pair se­
lection to leptonic r  decays and decays to pv.  The 
following cuts are used [8] :
-  The two oppositely charged tracks must each have 
a momentum between 300 MeV and 10 GeV.
-  The acoplanarity angle between the two charged 
tracks must be greater than 18°. This cut removes 
background from e+e~ —> e"}'e ” /47~ (I = e, jjl) 
events which have tracks that are almost back-to- 
back in the transverse plane.
-  For the r-decay channel, we require two 
electromagnetic clusters in the polar angle range 
between 44° and 136° with energy greater than 
100 MeV and separated by at least 10° from the 
nearest charged track. A 7r° signal is seen in the ef­
fective mass of the two clusters (see Fig. 3a). We 
define the 77° region as 115 <  M yy < 155 MeV.
Tau-pair candidates in the {tvv)  {fJivv) decay mode 
are identified by the following cuts on the neural net­
work output:
-  one track must have > 0 .7  and the other track 
must have > 0 .7 ,
-  ( J > , ) 2 > 0 .5  GeV2.
The last cut removes background from misidentified 
e- and (i-pair events.
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Fig. 3. a) The invariant mass distribution of two electromagnetic 
clusters not associated with charged tracks. The peak value of the 
fitted Gaussian is at 135.2 ±  0.2 MeV. b) The invariant mass 
distribution of the i r ^ y y  system both for data and for signal events 
in Monte Carlo.
must
Tau-pair candidates in the {rr^rfiv) {Ivv) decay 
mode are defined by the following selection criteria:
-  one track must be identified as a lepton, i.e. > 
0.7 or >  0.7,
-  one track must be identified as a pion, i.e. neither 
of the previous conditions is fulfilled,
-  the two photons must form a i7°,
-  the invariant mass of the 77^ 77° must be less than 
1.5 GeV, thus imposing a modest p  mass constraint, 
see Fig. 3b.
-  the invariant mass of the lepton and 7 r °  
be greater than 0.9 GeV. This cut removes 
background events from the process: e+e~ —> 
e+e~p+ p~(p± -+ 77^ 77°) with an unobserved 77° 
and a 77^  misidentified as a lepton.
For the t j i  channel, the background is dominated by 
the large cross sections for the processes e+e~ and
For the (ïir^rr0) channel, the dominant back­
ground is hadronic two-photon processes which were 
simulated using the EGPC generator. To measure 
the detector and analysis efficiencies, we generated 
10000 Monte Carlo events. No mass or angular cut 
was applied at the generator level. The efficiencies 
are found to be (6 .8± 0.5)% for the e/i channel and 
( I.9±0.2)%  for the /77± 77° channel.
The observed numbers of events in the different 
channels are given in Table 3, together with the pre­
dictions of the BDK Monte Carlo generator, including 
the effects of acceptance and trigger efficiency. The 
first quoted error on the observed number of events is 
statistical, the second is systematic. The errors quoted 
on the predictions are the Monte Carlo statistical er­
rors. In all cases, good agreement is found between 
the data and the BDK predictions.
The data are then corrected for the detection effi­
ciency and normalized to the integrated luminosity, in 
order to measure cross sections which can be com­
pared with the QED calculations. For the e+e~ 
e+e~ e+e~ and e^e“' —> e+e_ yu,+/x_ channels, the 
comparison is given for the angular range (44° ^  
6 ^  136°) and for Wyy ^  500 MeV. For the reaction
, we finde+e e+e e+e
<rdBla = 2.56 ± 0 .0 1  (stat.) ± 0 .0 5  (syst.) nb
to be compared with
^ qed = 2.57 ±  0.02 (stat.) nb.
For the reaction e+e e+e /z+/z , we find
crdata = 2.48 ±  0.02 (stat.) ±  0,06 (syst.) nb 
to be compared with
<xqed = 2.44 ±  0.04 (stat.) nb.
To estimate the systematic error due to the selection 
criteria, we have taken a total of nine different values 
for each of the cuts around their nominal value. The 
major source of systematic error, both in the case of the 
electron and muon, is the cut* The total sys­
tematic error due to the selection criteria is estimated 
to be 1.7% for electrons and 1.9% for muons. The sys­
tematic error due to the background subtraction is es­
timated to be 0.1% for electrons and 0.4% for muons. 
The systematic error due to the luminosity measure­
ment is estimated to be 0.6%. The total systematic er­
ror on the cross section is thus 2.0% and 2.4% for the 
electron and the muon channels, respectively.
In Figs. 4a and 4b, we compare the differential cross 
sections dcr/dCl for the electron pairs and the muon 
pairs, respectively, to the Monte Carlo predictions as
Table 3
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Observed and expected numbers of events in the different dilepton channels. The numbers of observed events have the background subtracted.
Channel Observed events Expected events Obs./expect.
e+ e _ e + e ~ 30584 ±  174 ±  532 30890 ±  278 0.99 ±  0.02
e+ e “ / i  *  fJL~ 11875 ±  108 ±  230 11764 ±  187 1.01 ±  0.02
e + e - r + r -  (e /t) 140 ±  12 db 17 135 ±  9 1.04 ±  0.17
e+ e - T+ r~ 93 ±  10 ±  3 99 ±  7 0.94 ± 0 . 1 5
Fig. 4. Comparison of the measured and expected differential cross 
sections as a function of cos Q*t for a) electron pairs, b) muon 
pairs,
a function of the lepton polar angle in the y y  centre- 
of-mass frame. The agreement is good over the full 
angular range. In Fig. 5, we compare the invariant mass 
spectrum of the electron pairs in two-photon collisions 
for data and Monte Carlo.
For the channel e'he “ —» e+e“ r +r “ we calculate 
the total cross section from the two decay channels 
efji and separately. The r  branching ratios of
6.36% and 18.3% [10] are used respectively for the 
two channels to calculate the total cross section. The 
results are
crdata = 291 ±  25 (stat.) ±  43 (syst.) pb 
(e/i, channel) 
cr data = 243 ±  26 (stat.) ± 3 1  (syst.) pb 
(177^7r° channel) (2)
• Data
□  Monte Carlo c V
a)




□  Monte Carlo j.iV
b)
h W « * 4* .. . ■-n tto* * ,i I t , I
W (GeV)
8 10
Fig. 5. The invariant mass distribution for events where a) one 
track is identified as an electron and b) one track is identified as a 
muon. For both channels background is subtracted bin-by-bin. The 
data are the points with error bars and the Monte Carlo prediction 
is the histogram.
Table 4
Details o f the systematic errors on total cross section for e + e ~  —► 
e+ e ~ r + r ” .





MC Statistics 0.06 0.07
Total 0.15 0.13
cr data = 270 ± 1 8  (stat.) ±  37 (syst.) 
to be compared with 
& QED — 276 i  3 pb.
whereas the combined result from two channels is The effective mass spectra of the measured parti-
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Fig. 6. The invariant mass distribution of all the observed particles 
for selected r events is shown for the data and the Monte Carlo 
for the r decay channel a) and b) For both
cases the background has been subtracted.
cles (Wyis) are compared with the Monte Carlo pre­
dictions for Irr^rfi (Fig. 6a) and t j i  (Fig. 6b) chan­
nels. Details of systematic errors are given in Table 4. 
They include the error on the analysis efficiency and 
the trigger and background uncertainties. The uncer­
tainty in the neural network selection has been esti­
mated to be ±2%  by varying the cuts. The two mea­
sured values for the cross sections are consistent with
each other within their statistical errors. The system- 
atic error comes mainly from the errors on the particle 
identification probabilities and from the background 
subtraction.
The present measurement is the first time that r-pair 
production has been observed in untagged two-photon 
collisions.
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