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Extendibility of bosonic Gaussian states is a key issue in continuous-variable quantum information. We
show that a bosonic Gaussian state is k-extendible if and only if it has a Gaussian k-extension, and we derive a
simple semidefinite program, whose size scales linearly with the number of local modes, to efficiently decide
k-extendibility of any given bosonic Gaussian state. When the system to be extended comprises one mode only,
we provide a closed-form solution. Implications of these results for the steerability of quantum states and for
the extendibility of bosonic Gaussian channels are discussed. We then derive upper bounds on the distance of a
k-extendible bosonic Gaussian state to the set of all separable states, in terms of trace norm and Rényi relative
entropies. These bounds, which can be seen as “Gaussian de Finetti theorems,” exhibit a universal scaling in the
total number of modes, independently of the mean energy of the state. Finally, we establish an upper bound on
the entanglement of formation of Gaussian k-extendible states, which has no analogue in the finite-dimensional
setting.
Entanglement is the mainspring of modern quantum tech-
nologies. To tally the performance of such technologies, a
comprehensive characterization and quantification of entan-
glement is needed. One of the defining features of entangle-
ment is its monogamy [1–7], the fact that entangled states can-
not be shared among arbitrarily many subsystems. Exploring
the middle ground of partially shareable states or, precisely,
partially extendible states, offers a rich and practically mean-
ingful lookout into the virtues of entanglement as a resource.
A bipartite quantum state ρAB of systems A and B is called
k-extendible on B if there exists a quantum state ρ˜AB1···Bk on A
and k copies B1, . . . , Bk of B that is permutation-invariant with
respect to the systems Bi and satisfies TrB2···Bk
[
ρ˜AB1···Bk
]
=
ρAB, where B1 ≡ B. It is well-known that a state ρAB is sepa-
rable if and only if it is k-extendible for all k ≥ 2 [3–6]. The
nested sets of k-extendible states can thus be used to approxi-
mate the set of separable states, which has resulted in work on
quantum de Finetti theorems [8–14] and other studies of en-
tanglement [15, 16]. Extendibility also arises in the contexts
of security of quantum key distribution [17–19], capacities of
quantum channels [20–22], Bell’s inequalities [23, 24], and
other information-theoretic scenarios [25, 26]. More broadly,
the extendibility problem is a special case of the QMA-
complete quantum marginal problem [27–33], which has been
referred to in quantum chemistry as the N-representability
problem [34–36]. For fixed k, the extendibility problem can
be formulated as a semidefinite program (SDP), making it ef-
ficiently solvable for low-dimensional systems A and B [5, 6].
Analytic conditions for k-extendibility in finite-dimensional
systems are known only for particular values of k and/or for
special classes of states [24, 37–40].
In the infinite-dimensional case, of central relevance for
quantum-optical realizations, the theory of Gaussian en-
tanglement has been explored thoroughly in the past two
decades [41–43]. However, more general extendibility ques-
tions have been approached sparingly. The only work that we
are aware of is [44], where it was shown that a Gaussian state
is separable if and only if it is Gaussian k-extendible for all k.
Here we study and characterize the full hierarchy of ex-
tendibility for quantum Gaussian states. After showing that
any Gaussian state is k-extendible if and only if it is Gaus-
sian k-extendible, we derive a simple SDP in terms of the
state’s covariance matrix in order to decide its k-extendibility.
The size of our SDP scales linearly with the number of local
modes. We also provide an analytic condition that completely
characterizes the set of k-extendible states in the case of the
extended system containing one mode only, generalizing the
well-known positive partial transpose (PPT) criterion [45–47].
We then discuss several applications of this result, deriving
along the way: (i) analytic conditions for k-extendibility for
all single-mode Gaussian channels; (ii) a tight de Finetti-
type theorem bounding the distance between any k-extendible
Gaussian state and the set of separable states; tight upper
bounds on (iii) Rényi relative entropy of entanglement and (iv)
Rényi entanglement of formation for any k-extendible Gaus-
sian state. Our results reach unexplored depths in the ocean of
continuous-variable quantum information.
Gaussian states. We recall the basic theory of quantum
Gaussian states [41, 42, 48, 49]. Let x j and p j (1 ≤ j ≤ n) de-
note the canonical operators of a system of n harmonic oscil-
lators (modes), arranged as a vector r B (x1, p1, . . . , xn, pn)T.
The canonical commutation relations can be compactly writ-
ten as [r, rT] = iΩ, where Ω B
(
0 1−1 0
)⊕n
is the standard sym-
plectic form. Given any (not necessarily Gaussian) n-mode
state ρ, its mean or displacement vector is s B Tr[r ρ] ∈ R2n,
while its quantum covariance matrix (QCM) is the 2n × 2n
real symmetric matrix V B Tr
[{r − s, (r − s)T} ρ]. Gaussian
states ρG are (limits of) thermal states of quadratic Hamiltoni-
ans and are uniquely identified by their displacement vector s
and QCM V . We shall often assume s = 0, since the mean
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2can be adjusted by local displacement unitaries that do not af-
fect k-extendibility. Physically legitimate QCMs V satisfy the
Robertson–Schrödinger uncertainty principle V ≥ iΩ, here-
after referred to as the bona fide condition [50]. Any matrix
obeying this condition can be the QCM of a Gaussian state.
Extendibility of Gaussian states. Let ρAB be a (not nec-
essarily Gaussian) state of a bipartite system of n = nA + nB
modes. We assume that ρAB has vanishing first moments and
finite second moments, so that we can construct its QCM
VAB =
(
VA X
XT VB
)
. (1)
It can be shown [51] that every k-extension ρ˜AB1...Bk of ρAB
also has (a) vanishing first moments and (b) finite second mo-
ments, arranged in a QCM of the form
V˜AB1...Bk =

VA X X . . . X
XT VB Y . . . Y
XT Y VB
. . .
...
...
...
. . .
. . . Y
XT Y . . . Y VB

, (2)
where Y is a symmetric matrix. A similar structure had al-
ready been identified in [44]; however, there the crucial fact
that Y needs to be symmetric was not observed. We are now
concerned with the k-extendibility of Gaussian states. Our
first result indicates that Gaussian states are in some sense a
closed set under k-extensions:
Theorem 1. A Gaussian state ρGAB is k-extendible if and only
if it has a Gaussian k-extension.
Proof. Let ρ˜AB1...Bk be a (not necessarily Gaussian) k-extension
of ρGAB. Consider m identical copies of it across the systems
A`B`1 . . . B`k, where 1 ≤ ` ≤ m. For 1 ≤ j ≤ k, let U j be
a passive unitary that acts on the annihilation operators b` j of
the systems B` j so that U
†
j b1 jU j =
b1 j+...+bm j√
m . Set
ω(m)A1B11...Bmk B (U1⊗ . . .⊗Uk)
 m⊗
`=1
ρ˜A`B`1...B`k
 (U1⊗ . . .⊗Uk)† .
(3)
By the quantum central limit theorem [52, 53], the reduced
state ω(m)A1B11...B1k satisfies limm→∞
∥∥∥ω(m)A1B11...B1k − ρ˜ GAB1...Bk∥∥∥1 = 0,
where ρ˜ GAB1...Bk is the Gaussian state with the same first and
second moments as ρ˜AB1...Bk , and A1 ≡ A, B1 j ≡ B j [51].
We now show that ρ˜ GAB1...Bk is indeed a Gaussian k-extension
of ρGAB. First, it is symmetric under the exchange of any two
B systems, say B1 ↔ B2. In fact, (i) the state in (3) is invari-
ant under the exchange (B11, . . . , Bm1) ↔ (B12, . . . , Bm2); (ii)
consequently, the reduced state ω(m)A1B11...B1k is invariant under
the exchange B11 ↔ B12; (iii) symmetry is preserved under
limits. Finally, to show that ρ˜ GAB1 = ρ
G
AB under the identifica-
tion B1 ≡ B, we observe that the QCM of ρ˜ GAB1...Bk , which is
the same as that of ρ˜AB1...Bk , is as in (2). Since its upper-left
2×2 corner corresponds to the QCM of ρGAB, we conclude that
ρ˜ GAB1 and ρ
G
AB have the same first and second moments; being
Gaussian, they must coincide. 
By virtue of Theorem 1, we can confine the search of k-
extensions of Gaussian states to the same Gaussian realm. The
next result shows that this reduces to an efficiently solvable
SDP feasibility problem, with the size of the SDP scaling lin-
early in the number of modes of the B system. In the case of B
being composed of one mode only, we find an analytic solu-
tion in the form of a simple necessary and sufficient condition
for k-extendibility.
Theorem 2. Let ρAB be a k-extendible (not necessarily Gaus-
sian) state of nA + nB modes with QCM VAB. Then there exists
a 2nB × 2nB quantum covariance matrix ∆B ≥ iΩB such that
VAB ≥ iΩA ⊕
((
1 − 1
k
)
∆B +
1
k
iΩB
)
. (4)
Moreover, the above condition is necessary and sufficient for
k-extendibility when ρAB = ρGAB is Gaussian. If in addition
nB = 1, then ρGAB is k-extendible if and only if
VAB ≥ iΩA ⊕
(
−
(
1 − 2
k
)
iΩB
)
. (5)
In the proof of Theorem 2, we employ the following char-
acterization of positive semidefiniteness of Hermitian block
matrices [54, Theorem 1.12]:
M =
(
P Z
Z† Q
)
≥ 0 ⇔ P ≥ 0, M/P B Q − Z†P−1Z ≥ 0 , (6)
where the matrix M/P is called the Schur complement of M
with respect to P. For details concerning the degenerate case
of non-invertible P, see [51]. Using (6), for any QCM VAB as
in (1), the inequality in (4) and the condition ∆B ≥ iΩB can be
written together as
iΩB ≤ ∆B ≤ kk − 1
(
VB − XT(VA − iΩA)−1X
)
− 1
k − 1 iΩB . (7)
Analogously, (5) is equivalent to
VB − XT(VA − iΩA)−1X ≥ −
(
1 − 2
k
)
iΩB . (8)
Proof of Theorem 2. We first establish necessity of (4) for k-
extendibility of an arbitrary state ρAB. If ρAB is k-extendible,
then there exists a matrix V˜AB1...Bk as in (2) that obeys the bona
fide condition V˜AB1...Bk ≥ i
(
ΩA ⊕ ΩB1...Bk
)
. Using (6), and not-
ing that VA ≥ iΩA holds because ρA is a valid state, we arrive
at the inequality
(
V˜AB1...Bk − iΩA
)/(
V˜A − iΩA) ≥ iΩB1...Bk . Us-
ing (2), and letting |+〉 B 1√
k
∑k
j=1 | j〉 ∈ Rk, upon elementary
manipulations this can be rephrased as
(1k − |+〉〈+|) ⊗ (VB − Y − iΩB)
+ |+〉〈+| ⊗
(
VB + (k − 1)Y − kXT (VA − iΩA)−1 X − iΩB
)
≥ 0 .
Since the first factors of the above two addends are orthog-
onal to each other, positive semidefiniteness can be imposed
3separately on the second factors. Letting ∆B B VB−Y , we ob-
tain (7), whose equivalence to (4) follows by applying (6). To
deduce (5) from (4), simply substitute the complex conjugate
bona fide condition ∆B ≥ −iΩB into (4).
By Theorem 1, the condition V˜AB1...Bk ≥ i
(
ΩA ⊕ ΩB1...Bk
)
is
also sufficient to ensure k-extendibility when ρAB = ρGAB is
Gaussian. By the above reduction, this condition is equivalent
to that in (4).
We now prove that when nB = 1, (5) implies the existence
of a real ∆B such that (7) is satisfied. By [43, Lemma 7], we
know that (7) is satisfied for some real ∆B if and only if
k
k − 1
(
VB − XT(VA − iΩA)−1X
)
− 1
k − 1 iΩB ≥ ±iΩB , (9)
meaning that both inequalities are satisfied. Using (6), we see
that the condition with the + reduces to VAB ≥ iΩAB, which
is guaranteed to hold by hypothesis. That with the − yields
instead (8), which is in turn equivalent to (5). 
Although some of the above manipulations formally resem-
ble those in [44], the two arguments are conceptually differ-
ent and lead to different conclusions [51]: in fact, in [44],
the question of k-extendibility of Gaussian states is explicitly
mentioned as an outstanding problem.
Recall that a bipartite state is separable if and only if it is
k-extendible for all k [3–6] and that any k-extendible state is
also (k − 1)-extendible. Thus, taking the limit k → ∞ of con-
dition (4) shows that ρGAB is separable if and only if there exists
a 2nB × 2nB matrix ∆B ≥ iΩB such that VAB ≥ iΩA ⊕ ∆B. This
reproduces the analytic condition for separability of Gaussian
states found in [43, Theorem 5]. In the same limit k → ∞,
it is also easy to verify that condition (5) reduces to the PPT
criterion [43, 45–47, 55].
It turns out that the necessary condition in (5) is no longer
sufficient when nB > 1. This is demonstrated by the exam-
ple of the (2 + 2)-mode bound entangled Gaussian state con-
structed in [55], which obeys (5) for all k (because it is PPT)
yet it is not even 2-extendible [51].
Theorem 2 also reveals an implication of 2-extendibility for
Gaussian steerability, i.e., Einstein–Podolsky–Rosen steer-
ability via Gaussian measurements [56–60]. The k = 2 case
of (5) shows that any Gaussian state that is 2-extendible on B
is necessarily B → A Gaussian unsteerable, and hence use-
less for one-sided-device-independent quantum key distribu-
tion. When nB = 1, this condition is also sufficient, i.e., 2-
extendibility is equivalent to B→ A Gaussian unsteerability.
Extendibility of Gaussian channels. We now apply Theo-
rem 2 to study k-extendibility of single-sender single-receiver
Gaussian quantum channels. A quantum channel NA→B is
called k-extendible [21, 61] if there exists another quantum
channel N˜A→B1···Bk from the sender A to k receivers B1, . . . , Bk
such that the reduced channel from the sender to any one of
the receivers is the same as the original channel NA→B.
A Gaussian channelNA→B with n input modes and m output
modes maps Gaussian states to Gaussian states and is uniquely
characterized by a real 2m × 2n matrix X, a real symmetric
2m×2m matrix Y , and a real vector δ ∈ R2m, such that Y+iΩ ≥
iXΩXT [42]. Its action can be described directly in terms of
the mean vector s and QCM V of the input Gaussian state as
follows: s 7→ Xs + δ, V 7→ XVXT + Y . In what follows, we set
δ = 0 without loss of generality.
To any channel NA→B we can associate its Choi–
Jamiołkowski state ρNAB(r) B NA′→B
(
|ψr〉〈ψr |⊗nAA′
)
, where
for r > 0 the two-mode squeezed vacuum is defined as
|ψr〉 B sech(r) ∑∞j=0 tanh(r) j | j, j〉 [62]. It can be seen that
NA→B is k-extendible if and only if ρNAB(r) is k-extendible on
B for some (and hence all) r > 0 [51]. The same conclusion
follows from arguments in [63–65]. For any Gaussian chan-
nelN, the state ρNAB(r) is Gaussian. Hence, via Theorem 2, we
deduce that a Gaussian channel is k-extendible if and only if
there exists a 2m × 2m real matrix ∆ such that
iΩ ≤ ∆ ≤ k
k − 1
(
Y + iXΩXT
) − 1
k − 1 iΩ . (10)
When m = 1, this is equivalent to Y + iXΩXT + (1 − 2/k) iΩ ≥
0. If also n = 1 = m, a simplified equivalent condition that
incorporates also the complete positivity requirements is
√
det Y ≥ 1 − 1
k
+
∣∣∣∣∣det X − 1k
∣∣∣∣∣ . (11)
By applying (S55), we find necessary and sufficient condi-
tions for the k-extendibility of all possible single-mode Gaus-
sian channels, which play a prominent role in modelling op-
tical quantum communication [42, 66, 67]. By the results
of [66], the following characterization of k-extendibility for
three fundamental single-mode Gaussian channels suffices to
solve the problem for all single-mode Gaussian channels [51]:
(i) The thermal channel of transmissivity η ∈ (0, 1) and
environment thermal photon number NB ≥ 0 is defined by
X =
√
η1 and Y = (1 − η)(2NB + 1)1. It is k-extendible if and
only if η ≤ NB+1/kNB+1 . For the case NB = 0, corresponding to a
pure-loss channel, this reduces to η ≤ 1/k.
(ii) The amplifier channel of gain G > 1 and environment
thermal photon number NB ≥ 0 is defined by X =
√
G1 and
Y = (G − 1)(2NB + 1)1. This channel is k-extendible if and
only if NB > 0 and G ≥ NB+1−1/kNB .
(iii) The additive noise channel with noise parameter ξ > 0
is defined by X = 1 and Y = ξ1. This channel is k-extendible
if and only if ξ ≥ 2 (1 − 1/k).
As expected, the above conditions reduce to their
entanglement-breaking counterparts from [68] for k → ∞.
Distance between k-extendible and separable states. A
problem of central interest in quantum information theory is
determining how close k-extendible states are to the set of
separable states. In [10, Theorem II.7’], it was found that a
finite-dimensional k-extendible state is 4d2/k-close to the set
of separable states in trace norm, where d is the dimension of
the extended system. Moreover, it was also shown [10, Corol-
lary III.9] that the error term in the approximation necessarily
depends on d at least linearly. One can instead obtain a ln d
dependence by resorting to different norms [69].
4Can similar estimates be provided in the Gaussian case?
Results in this setting have been obtained in [12] for fully
symmetric systems of the form B1 . . . Bk. Here we extend
these de Finetti theorems to the case where the symmetry
is relative to a fixed reference system A. We are inter-
ested in the distance of a given Gaussian state ρGAB to the
set SEP(A : B) of bipartite separable states on systems A and
B, as measured by either (i) the trace norm, yielding the
quantity
∥∥∥ρGAB − SEP(A : B)∥∥∥1 B infσAB∈SEP(A:B) ‖ρAB − σAB‖1,
or (ii) the quantum Petz–Rényi relative entropy Dα(ρ‖σ) B
1
α−1 ln Tr[ρ
ασ1−α] for α > 0 [70], which leads to the mea-
sure ER,α(ρGAB) B infσAB∈SEP(A:B) Dα(ρAB‖σAB). For α = 1 the
Petz–Rényi relative entropy reduces to the Umegaki relative
entropy [71], and we obtain the standard relative entropy of
entanglement [72]. We find the following:
Theorem 3. Let ρGAB be a k-extendible Gaussian state of n B
nA + nB modes. Then,∥∥∥ρGAB − SEP(A : B)∥∥∥1 ≤ 2nk , (12)
ER,α(ρGAB) ≤ n ln
(
1 +
ηk,α
k − 1
)
≤ n ηk,α
k − 1 , (13)
where ηk,α = 1 if α ≤ k + 1, and ηk,α = 2 otherwise.
The proof is in [51]. Remarkably, the upper bounds in (12)–
(13) hold universally for all Gaussian states, independently,
e.g., of their mean photon number. This is in analogy with
the main results of [12], and constitutes a quantitative im-
provement over the finite-dimensional case, where—as we
mentioned before—the bound has to depend on the underly-
ing dimension. Furthermore, for two-mode states, the bounds
in (12)–(13) can be shown to be tight up to a constant for all k
and all α ≥ 1. Namely, for all k ≥ 2 there exists a k-extendible
two-mode Gaussian state ρGAB such that
∥∥∥ρGAB − SEP(A : B)∥∥∥1 ≥
1
2k−1 and ER,1(ρ
G
AB) ≥ ED(ρGAB) ≥ ln kk−1 − o(1) as r → ∞,
where ED denotes the distillable entanglement [51].
Entanglement of formation of Gaussian k-extendible states.
We now show that one can also obtain an upper bound on the
entanglement of formation of Gaussian k-extendible states.
This is a qualitative improvement over the finite-dimensional
case, as a result of this kind has no analogue in that setting.
We employ the recently developed theory of Rényi-2 Gaus-
sian correlation quantifiers [57, 60, 73, 74], and especially the
monogamy of the Gaussian Rényi-2 version of the entangle-
ment of formation [60], which stems in turn from the equality
between this measure and the Gaussian Rényi-2 squashed en-
tanglement [74].
For a bipartite state ρAB and for some α ≥ 1, the Rényi-
α entanglement of formation EF,α(ρAB) is defined as the in-
fimum of
∑
i pi S α
(
ψ(i)A
)
over all pure-state decompositions∑
i piψ
(i)
AB = ρAB of ρAB [75]. Here, S α(σ) B
1
1−α ln Tr[σ
α]
is the Rényi-α entropy.
For a Gaussian state ρGAB with QCM VAB, we can derive an
upper bound on EF,α(ρGAB) by restricting the decompositions to
include pure Gaussian states only. This leads to the Gaussian
Rényi-α entanglement of formation, given by [74, 76]
EGF,α
(
ρGAB
)
= inf
{
S α(γA) : γAB pure QCM and γAB ≤ VAB} ,
(14)
where we denote by S α(W) the Rényi-α entropy of a Gaussian
state with QCM W, and “pure” QCMs are those that corre-
spond to pure Gaussian states. While the typical choice α = 1
yields the standard entanglement of formation, Rényi-2 quan-
tifiers arise naturally in the Gaussian setting, as they repro-
duce Shannon entropies of measurement outcomes [73, 74].
For α = 2, Eq. (14) becomes
EGF,2 (ρAB) = min
{
M(γA) : γAB pure QCM and γAB ≤ VAB} ,
(15)
where for a positive definite matrix V we set M(V) B S 2(V) =
1
2 ln det V . We then find the following:
Theorem 4. The Rényi-2 Gaussian entanglement of forma-
tion of a k-extendible Gaussian state ρGAB of nA + nB modes
with QCM VAB is bounded from above as EGF,2
(
ρGAB
)
≤ M(VA)k .
Consequently, the standard entanglement of formation of ρGAB
satisfies EF,1
(
ρGAB
)
≤ EGF,1
(
ρGAB
)
≤ nA ϕ
(
M(VA)
nAk
)
, where ϕ(x) B
ex+1
2 ln
(
ex+1
2
)
− ex−12 ln
(
ex−1
2
)
.
The function M plays the role of some “effective dimen-
sion” in the bounds above. It is related to other quantities
conventionally thought of as infinite-dimensional substitutes
for the dimension, such as the mean photon number, defined
for a state ρ of n modes as 〈N〉 = 〈N〉ρ B Tr
[(∑
j a
†
ja j
)
ρ
]
.
When ρ is zero-mean Gaussian and has QCM V , one has
〈N〉 = 14 (Tr V − 2n). By applying the arithmetic–geometric
mean inequality, one can show that M(V) ≤ n ln
(
2〈N〉
n + 1
)
,
which can be further relaxed to M(V) ≤ 2 〈N〉.
Summary & outlook. We accomplished a comprehensive
analysis of the k-extendibility of Gaussian quantum states. We
determined that a Gaussian state is k-extendible if and only if
it is Gaussian k-extendible, which allowed us to derive a sim-
ple semidefinite program that solves the problem completely
in a computationally efficient way. When the extended system
contains one mode only, we fully characterized the set of k-
extendible Gaussian states by a simple analytic condition rem-
iniscent of the PPT criterion. We demonstrated further appli-
cations to Gaussian state steerability, k-extendiblity of Gaus-
sian channels, bounding the distance between k-extendible
and separable states, and the Rényi entanglement of forma-
tion for Gaussian states. Our results also yield necessary crite-
ria for k-extendibility of non-Gaussian states based on second
moments. This work sheds novel light onto the fine structure
of entanglement and its uses in continuous-variable systems.
It remains an intriguing open problem to find an analytic
condition for k-extendibility of arbitrary Gaussian states. An-
other topic for future work is to explore applications of Theo-
rem 2 to the non-asymptotic capacities of Gaussian channels,
in light of recent work [21, 22] exploiting k-extendibility to
bound the performance of quantum processors.
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1Supplemental Material
BACKGROUND
For a continuous-variable system of n modes, we let r = (x1, p1, . . . , xn, pn)T denote the vector of position- and momentum-
quadrature operators. These operators satisfy the canonical commutation relations [x j, pk] = iδ j,k1 for all 1 ≤ j, k ≤ n, which we
can rewrite compactly as
[r, rT] = iΩ = i
(
0 1
−1 0
)⊕n
. (S1)
Given a quantum state represented by a density matrix ρ, we can construct the real vector s ∈ R2n defined by s j = Tr[r j ρ] for all
1 ≤ j ≤ 2n, called the mean vector of ρ, and the real symmetric 2n × 2n matrix V satisfying Vi j = Tr[{ri − si, r j − s j} ρ], called
the quantum covariance matrix (QCM) of ρ, where {A, B} B AB + BA is the anticommutator. The QCM of every quantum state
ρ necessarily satisfies a Robertson–Schrödinger uncertainty principle of the form [50]
V ≥ iΩ. (S2)
The QCM VAB of any bipartite state ρAB has the block matrix form
VAB =
(
VA X
XT VB
)
, (S3)
where VA and VB are the QCMs of the reduced states ρA and ρB, respectively, and X describes the correlations between the
systems A and B.
A state ρ on n modes is called a Gaussian state if it is either a thermal state of some quadratic Hamiltonian, i.e., if it can be
written in the form ρ = e
−βH(A,x)
Tr[e−βH(A,x)] for some β > 0, x ∈ R2n, and a real symmetric 2n × 2n matrix A, where H(A, x) = 12 rTAr + rTx
is quadratic in the canonical operators, or it is a limit of states of that form.
Gaussian states are uniquely described by their mean vector and quantum covariance matrix. Furthermore, any Gaussian state
ρ on n modes with QCM V can always be brought into a canonical form by means of a symplectic unitary US , which acts on the
mode operators r as US r U
†
S = S r, where S is a symplectic matrix, i.e., a matrix satisfying the defining relation S ΩS
T = Ω. If
the Williamson canonical form of V is
V = S
 n⊕
j=1
ν j12
 S T, (S4)
one has
ρ = U†S
 n⊗
j=1
ρG(ν j)
 US , (S5)
where the canonical form of one-mode Gaussian states is defined in the Fock basis by
ρG(ν) B
2
ν + 1
∞∑
`=0
(
ν − 1
ν + 1
)`
|`〉〈`| . (S6)
For λ ∈ [0, 1] we denote by Lλ the attenuator channel of parameter λ, defined by
Lλ(·) B TrB
[
Uλ((·)A ⊗ |0〉〈0|B)U†λ
]
, (S7)
where Uλ is the symplectic unitary that implements a beam splitter with transmissivity λ, and on two modes—whose annihilation
operators we denote by a, b—takes the form
Uλ B e− arccos
(√
λ
)
(ab†−a†b) = e−
√
1−λ
λ ab
†
λ
a†a−b†b
2 e
√
1−λ
λ a
†b, (S8)
2where we use the function arccos : [0, 1] → [0, pi/2], and the last identity is a rewriting of [42, Eq. (5.116)]. Upon tedious
but straightforward algebraic manipulations, (S7) and (S8) together yield the following Kraus representation of the attenuator
channel [77, Eq. (4.5)]:
Lλ(·) =
∞∑
j=0
(
1
λ
− 1
) j
j!
a jλa
†a/2(·)λa†a/2(a†) j . (S9)
EXTENSIONS OF STATES OF CONTINUOUS-VARIABLE SYSTEMS
Throughout this section we clarify some subtleties related to extensions in continuous-variable systems. We start by asking
whether states with bounded energy are in some sense a closed set under k-extensions. The reason why this is important is
because those states are naturally the most physically relevant.
Lemma 1. Let ρAB be a (not necessarily Gaussian) state with vanishing first moments and finite second moments, identified
by a QCM VAB as in (1). Then any k-extension ρ˜AB1...Bk has (a) vanishing first moments and (b) finite second moments with a
corresponding QCM of the form as in (2).
Proof. We only show that the second moments must be finite, as the claims concerning the first moments are proved in an analo-
gous fashion. To see this, it suffices to show that: (i) Tr
[
r2A,α ρ˜AB1...Bk
]
< ∞ for all 1 ≤ α ≤ 2nA; and that (ii) Tr [r2B j, β ρ˜AB1...Bk ] < ∞
for all 1 ≤ j ≤ k and 1 ≤ β ≤ 2nB. Here, rB j, β denotes the β-th component of the vector of canonical operators acting on B j, and
analogously for rA,α. For (ii) one writes
Tr
[
r2B j, β ρ˜AB1...Bk
]
= Tr
[
r2B j, β ρ˜AB j
]
= Tr
[
r2B, β ρ
G
AB
]
< ∞ . (S10)
The proof of (i) follows the same lines.
Since the second moments of ρ˜AB1...Bk have been shown to be finite, we can now form the corresponding quantum covariance
matrix V˜AB1···Bk . The particular structure in (2) results from the requirements imposed on k-extensions. One such requirement is
ρ˜AB j = ρAB for all 1 ≤ j ≤ k, which implies that the first row of V˜AB1···Bk must feature identical copies of the matrix X. Indeed,
for all 1 ≤ j ≤ k, (
V˜AB1···Bk
)
A,α ; B j, β
= Tr[(rA,αrB j, β + rB j, βrA,α) ρ˜AB1···Bk ] (S11)
= Tr[(rA,αrB j, β + rB j, βrA,α) ρ˜AB j ] (S12)
= Tr[(rA,αrB j, β + rB j, βrA,α) ρAB] (S13)
= Xα, β. (S14)
Symmetry with respect to the systems B1, . . . , Bk implies that ρ˜B j1 B j2 = ρ˜B1B2 for all 1 ≤ j1, j2 ≤ k. Furthermore, all such
two-party reduced states are invariant under swapping of the two subsystems. Therefore, the matrix Y whose entries are given
by
Yi,` B Tr[(rB1,irB2,` + rB2,`rB1,`)ρ˜AB1···Bk ] (S15)
= Tr[(rB1,irB2,` + rB2,`rB1,`)ρ˜B1B2 ] (S16)
is symmetric: Yi,` = Y`,i for all 1 ≤ i, ` ≤ 2nB. The covariance matrix V˜AB1···Bk thus has the structure as in (2). 
Before we move on, we want to elaborate on the role of the symmetry requirement in Theorem 1. For the sake of this
discussion, let us call a state ρAB generally k-extendible on the B system if there exists a quantum state ρ˜AB1...Bk on A and k copies
of B such that ρ˜ABi ≡ ρAB for all i, where ρ˜ABi refers to the reduced state over the systems ABi, and for a fixed i we identified
Bi ≡ B. Unlike in the definition we adopt in the main text, here we are not requiring the whole state to be symmetric, only the
reductions to always be the same. To stress the difference between the two cases, here and for the rest of this section we refer to
standard k-extendible state as symmetrically k-extendible.
Clearly, if ρAB = ρGAB is Gaussian, we may want to look at Gaussian general k-extensions, in the same way as we did in the
main text for symmetric k-extensions. Fortunately, it turns out that Theorem 1 implies that these concepts are equivalent.
Corollary 5. Let ρGAB be a Gaussian state. Then the following are equivalent:
(i) ρGAB is generally k-extendible;
3(ii) ρGAB is symmetrically k-extendible;
(iii) ρGAB has a Gaussian general k-extension;
(iv) ρGAB has a Gaussian symmetric k-extension.
Proof. The general and well-known fact that (i) ⇔ (ii) follows immediately by symmetrization arguments: given a general
k-extension ρ˜AB1...Bk , we can construct the symmetric k-extension
ρ˜
(sym)
AB1...Bk
B
1
k!
∑
pi∈S k
(
1A ⊗ UB1...Bk (pi)
)
ρ˜AB1...Bk
(
1A ⊗ UB1...Bk (pi)
)† , (S17)
where S k denotes the symmetric group over k elements, and UB1...Bk (pi) is the unitary that permutes the B systems according to
pi ∈ S k. This shows that indeed (i)⇔ (ii). Theorem 1 guarantees that (ii)⇔ (iv). Also, the implications (iv)⇒ (iii)⇒ (i) follow
by definition. This completes the proof. 
Due to this equivalence result, the above definition of general k-extendibility does not add much to our discussion. We
therefore do not consider it further, except very briefly in Remark 6 below.
GAUSSIAN EXTENDIBILITY: DEGENERATE CASES
In this section, we argue that the proof of Theorem 2 remains valid also in the degenerate cases where VA−iΩA is not invertible
and thus some of the intermediate statements in the main text cease to hold as written. Namely, (7) and (8) do not seem to make
sense when VA− iΩA does not possess an inverse. As it turns out, the right way to interpret these conditions is via a regularization
procedure. For instance, (8) is said to hold if it holds for all  > 0 when one performs the substitution VA 7→ VA + 1A.
A regularization procedure can be used to define the Schur complement with respect to a non-invertible block: given a positive
semidefinite matrix M as in (6), where P is not necessarily invertible, we define M/P as
M/P B lim
→0+
(
Q − Z†(P + 1)−1Z
)
, (S18)
provided that such a limit exists. Observe that this happens if and only if im(Z) ⊥ ker(P), where im denotes the image (or range),
and orthogonality is between subspaces. When this is the case, one still has M/P = Q−Z†P−1Z provided that the inverse is taken
on the support. This definition of generalized Schur complement fits well into the positive semidefiniteness condition in (6). In
fact, note that
M =
(
P Z
Z† Q
)
≥ 0 ⇔ P ≥ 0, M/(P + 1) B Q − Z†(P + 1)−1Z ≥ 0 ∀  > 0 . (S19)
Hence, one can still claim that the fundamental equivalence in (6) holds formally, provided that Schur complements are intended
as generalized. It is understood that on the r.h.s. of (6) one still requires that M/P actually exists. We now review the proof of
Theorem 2 in light of these considerations.
Proof of Theorem 2 (complete version). In what follows, we assume that k ≥ 2. From Theorem 1, we know that a Gaussian state
ρGAB is k-extendible if and only if it has a Gaussian k-extension. If ρ
G
AB has vanishing first moments, then the same is true for any
extension, by Lemma 1. Hence, searching for a Gaussian k-extension amounts to asking whether there exists a legitimate QCM
V˜AB1...Bk of the form as in (2) that satisfies the bona fide condition
V˜AB1...Bk ≥ iΩAB1...Bk = (iΩA) ⊕ (iΩB1 ) ⊕ · · · ⊕ (iΩBk ) . (S20)
In fact, it is not difficult to verify that Gaussian states with zero mean possess the same symmetries as their QCMs. Specifically,
any Gaussian state with a QCM of the form as in (2) is both invariant under permutation of any two B systems and such that its
reduction to AB1 coincides with the original state with QCM VAB as in (1).
We now rephrase (S20) using the suitably regularized conditions in (6), as given explicitly by (S19). Remember that VA ≥ iΩA
holds by hypothesis since the reduced state on A is a legitimate density matrix. Making the dependence on the regularizing
parameter  > 0 explicit for clarity, we thus obtain that
0 ≤
(
V˜AB1...Bk + 1A ⊕ 0B1...Bk − iΩAB1...Bk
) / (
VA + 1A − iΩA
)
(S21)
4=

VB − iΩB Y . . . Y
Y VB − iΩB . . .
...
...
. . .
. . . Y
Y . . . Y VB − iΩB
 −

XT
XT
...
XT
 (VA + 1A − iΩA)−1
(
X X . . . X
)
, (S22)
to be obeyed for all  > 0. We can conveniently write the above inequality by making the identification
⊕k
j=1R
2nB = Rk ⊗R2nB
in terms of the underlying vector spaces. Introducing |+〉 B 1√
k
∑k
j=1 | j〉 ∈ Rk, the inequality (S22) becomes
0 ≤ 1k ⊗ (VB − iΩB − Y) + k |+〉〈+| ⊗ Y − k |+〉〈+| ⊗
(
XT (VA + 1A − iΩA)−1 X
)
(S23)
= (1k − |+〉〈+|) ⊗ (VB − iΩB − Y) + |+〉〈+| ⊗
(
VB + (k − 1)Y − iΩB − kXT (VA + 1A − iΩA)−1 X
)
(S24)
Now, since |+〉〈+| and 1 − |+〉〈+| are projectors onto orthogonal subspaces, the above relation is equivalent to
VB − iΩB − Y ≥ 0 , (S25)
VB + (k − 1)Y − iΩB − kXT (VA + 1A − iΩA)−1 X ≥ 0 . (S26)
Introducing the alternative parametrization ∆ B VB − Y , we can rephrase this as
iΩB ≤ ∆B ≤ kk − 1
(
VB − XT (VA + 1A − iΩA)−1 X
)
− 1
k − 1 iΩB ∀  > 0 , (S27)
reproducing (7). Using again (S19) – this time backwards – we see that (S27) is equivalent to the existence of a real matrix
∆B ≥ iΩB such that (4) is obeyed.
As already mentioned in the main text, to see that (4) implies (5) one substitutes the (complex conjugate) bona fide condition
∆B ≥ −iΩB into (4). Observe that this is possible since ∆B is real.
Now, the problem is to prove that (5) is also sufficient to guarantee the existence of a real ∆ ≥ iΩB that satisfies (4) when
nB = 1. In order to do this, it suffices to prove that (5) is equivalent to (S27). To this end, we employ [43, Lemma 7], which
states that given two 2 × 2 Hermitian matrices M,N, there exists a real matrix R such that M ≤ R ≤ N if and only if both M ≤ N
and M∗ ≤ N hold true, with M∗ being the complex conjugate of M. Since all matrices in (S27) are 2 × 2 when nB = 1, we can
rephrase it as
± iΩB ≤ kk − 1
(
VB − XT (VA + 1A − iΩA)−1 X
)
− 1
k − 1 iΩB ∀  > 0 , (S28)
which upon elementary algebraic manipulations translates to the following two conditions:
VB − XT (VA + 1A − iΩA)−1 X ≥ iΩB ,
k
k − 1
(
VB − XT (VA + 1A − iΩA)−1 X
)
≥ −k − 2
k − 1 iΩB ,
∀  > 0 . (S29)
The first inequality follows from the bona fide condition VAB ≥ iΩAB via an application of (S19), while the second is equivalent
to (5) again via (S19).
Finally, the fact that (4) and (5) fail to be equivalent already for nA = nB = k = 2 is demonstrated by the example of the
Werner–Wolf state of [55], as the discussion in the next section shows. 
Remark 6. We take the chance here to draw a thorough comparison between our results and techniques and those of [44].
The starting point is the structure of the k-extended QCM in (2), to be compared with [44, Eq. (2.1)]. We see that the fact that
our matrix Y (to be identified with their θk) needs to be symmetric was not recognized in [44] as descending directly from the
required symmetry of the extended state ρAB1...Bk under the exchange of any two B systems. We have instead proved this explicitly
(Lemma 1). Also, we have shown in Corollary 5 that a Gaussian state is generally k-extendible if and only if it has a Gaussian
symmetric k-extension; this provides another way to show that if a general (possibly non-symmetric) k-extension of the state
exists, then the corresponding matrix Y that appears in its QCM as in (2) can always be taken to be symmetric.
Following the argument in [44], one notes that the symmetry of θk is recovered via [78, Theorem 2.1] as a consequence of
the bona fide condition when complete extendibility is assumed. At this precise point the reasoning in [44] ceases to apply
to k-extendible states with finite k, and holds instead only for completely extendible ones. Therefore, while the algebraic ma-
nipulations that lead to our (S25)–(S26) are identical to those in [44], and both are indeed elementary applications of known
properties of Schur complements, the conclusions that one is allowed to draw from them here are significantly more powerful
5than those obtained in [44]. For example, we are able to derive simple necessary and sufficient conditions for the k-extendibility
of Gaussian states, solving an outstanding open problem that was explicitly stated as such in [44].
Last but not least, in [44] it does not seem to have been observed that the case nB = 1 can be solved analytically, yielding a
necessary and sufficient condition that resembles PPT-ness. This special case is of paramount physical importance because of
its applicability to the theory of quantum communication over single-sender single-receiver Gaussian channels.
Before we move on, we want to dwell on the possibility of deriving the separability condition for Gaussian states found in [43,
Theorem 5] directly from Theorem 2. As argued in the main text, due to the fact that k-extendibility is a stronger property than
(k − 1)-extendibility, it suffices take the limit k → ∞ of the condition in (4). Technically, the evaluation of this limit is made less
obvious by the fact that the choice of ∆B may depend on k. This is a priori a problem because the set of QCMs is not compact.
However, it is not difficult to verify that any ∆B satisfying (4) must automatically satisfy also ∆B ≤ VB. Since the set of QCMs
with this property is compact, the sequence of matrices ∆B admits a converging subsequence, and we can take the limit on that
subsequence [44]. This shows that [43, Theorem 5] is in fact a corollary of our more general Theorem 2.
EXTENDIBILITY OF TWO-MODE GAUSSIAN STATES
We devote this section to the analytical characterization of k-extendibility in the simple case of two-mode Gaussian states, as
can be deduced from our general Theorem 2. This is in complete analogy with the analytical characterization of separability
given in [47]. We start by recalling that the QCM of any two-mode Gaussian state can be brought into the normal ‘Simon’ form
VAB =

a c+
a c−
c+ b
c− b
 (S30)
by means of local symplectic operations. Here, in compliance with the notation of (1), the first two rows and columns pertain to
the first mode, and the remaining two to the second. As shown in [47], the bona fide condition VAB ≥ iΩAB translates to a set of
simple inequalities involving the local symplectic invariants a, b, c+, c−:
VAB ≥ iΩAB ⇐⇒
{
a, b > 0 , ab > c2± ,
(ab − c2+)(ab − c2−) + 1 ≥ a2 + b2 + 2c+c− ≥ 2 . (S31)
We can make the local symmmetry more explicit by rephrasing these conditions in terms of local symplectic invariants only.
Referring to (1) for notation, we obtain that
VAB ≥ iΩAB ⇐⇒
{
VAB > 0 ,
det(VAB) + 1 ≥ det VA + det VB + 2 det X ≥ 2 . (S32)
By appropriately modifying the second condition [79], one can also rewrite it as
(det VA)(det VB) − Tr [VAΩXΩVBΩXTΩ] + (1 − det X)2 ≥ det VA + det VB ≥ 2 (1 − det X) , (S33)
which reproduces [47, Eq. (17)], once one accounts for the extra factor 1/2 that comes from the different conventions adopted
to define QCMs [80].
We now write out the conditions for a two-mode Gaussian state with QCM as in (S30) to be k-extendible. In what follows,
we usually assume that the given QCM already obeys the bona fide condition.
Proposition 7. Let VAB ≥ iΩAB be a two-mode QCM partitioned as in (1). Then it is k-extendible on B if and only if
det VAB ≥
(
1 − 2
k
)2
(det VA − 1) + det VB − 2
(
1 − 2
k
)
det X , (S34)
which can be equivalently formulated as
(det VA)(det VB) − Tr [VAΩXΩVBΩXTΩ] + (1 − 2k + det X
)2
≥ +
(
1 − 2
k
)2
det VA + det VB . (S35)
If the QCM is parametrised as in (S30), then (S34) and (S35) translate to
(ab − c2+)(ab − c2−) ≥
(
1 − 2
k
)2
(a2 − 1) + b2 − 2
(
1 − 2
k
)
c+c− . (S36)
6Proof. Without loss of generality, we can prove (S36). Applying the inequality (5) and permuting second and third rows and
columns, we see that k-extendibility of VAB on B is equivalent to the matrix inequality
a c+ −i 0
c+ b 0 (1 − 2/k)i
i 0 a c−
0 −(1 − 2/k)i c− b
 C
(
Q −iD
iD P
)
≥ 0 , (S37)
where the blocks Q, P,D are all 2× 2. Since QCMs are positive definite, it automatically holds that Q, P > 0. Hence, we can use
the block positivity conditions in (6) (nondegenerate case) to rephrase this as
Q ≥ DP−1D (S38)
and in turn as
M B P1/2D−1QD−1P1/2 ≥ 1 . (S39)
Here, we assumed that D is invertible, i.e., that k , 2. We will see a posteriori that this assumption is anyway immaterial as
far as the final result is concerned. Call λ, µ > 0 the two eigenvalues of the above positive definite matrix M. The conditions
λ, µ ≥ 1 are equivalent to 1 + λµ ≥ λ + µ ≥ 2. Note that
λµ = det(M) =
det Q det P
det D2
=
(ab − c2+)(ab − c2−)
(1 − 2/k)2 , (S40)
λ + µ = Tr[M] = Tr
[
PD−1QD−1
]
= a2 +
b2
(1 − 2/k)2 −
2c+c−
1 − 2/k . (S41)
We now argue that the condition λ + µ ≥ 2 is superfluous. In fact, if c+c− < 0 it is already implied by the rightmost inequality
in the second line of (S31). Otherwise, if c+c− ≥ 0 it is well-known [47] that VAB corresponds to a separable state, hence it is
k-extendible for all k, and λ+ µ ≥ 2 must be satisfied. We are thus left with the condition 1 + λµ ≥ λ+ µ, which is exactly (S36).
For the special case k = 2 this reduces to the simple inequality (ab−c2+)(ab−c2−) ≥ b2, which is elementarily seen to be equivalent
to M ≥ 1, where M is given by (S39). This shows that the working assumption k , 2 is in fact unnecessary, as claimed. Finally,
by rewriting (S36) we obtain directly (S34), and from it also (S35). Observe that (S35) can be derived from (S34) by elementary
linear algebra techniques, as explained in [47] and reviewed above. 
As a final remark, observe that in the limit k → ∞ either of the inequalities (S34)–(S36) reduces to the separability condition
in [47, Eq. (19)], as expected.
THE WERNER–WOLF STATE IS NOT 2-EXTENDIBLE
This subsection is devoted to the analysis of the Werner–Wolf bound entangled Gaussian state of [55] from the point of view
of k-extendibility. This bipartite Gaussian state of a system composed of 2 + 2 modes is particularly interesting because it can be
shown to be 2-unextendible yet to obey (5) for all k. It thus demonstrates that condition (5) is no longer equivalent to (4) when
the local subsystems consist of at least two modes each. We start by recalling that its QCM is given by [55, Eq. (9)]
γAB =

2 0 0 0 1 0 0 0
0 1 0 0 0 0 0 −1
0 0 2 0 0 0 −1 0
0 0 0 1 0 −1 0 0
1 0 0 0 2 0 0 0
0 0 0 −1 0 4 0 0
0 0 −1 0 0 0 2 0
0 −1 0 0 0 0 0 4

. (S42)
The above expression in understood to pertain to the following ordering of the four pairs of canonical operators:
xA,1, pA,1, xA,2, pA,2, xB,1, pB,1, xB,2, pB,2. We start with a simple result that connects the simplified condition in (5) with the
positive partial transposition (PPT) criterion [45].
Lemma 2. A QCM VAB obeys (5) if and only if the corresponding Gaussian state is PPT, i.e., if and only if VAB ≥ (iΩA)⊕(−iΩB).
7Proof. The matrices VAB−(iΩA)⊕
(
−
(
1 − 2k
)
iΩB
)
are all positive semidefinite by hypothesis. Since positive semidefinite matrices
form a closed set, the limit
lim
k→∞
{
VAB − (iΩA) ⊕
(
−
(
1 − 2
k
)
iΩB
)}
= VAB − (iΩA) ⊕ (−iΩB) (S43)
is also positive semidefinite. This is the same as saying that the Gaussian state with QCM VAB is PPT, as shown in [47,
Eq. (10)]. 
Thanks to Lemma 2 and leveraging the fact that the Werner–Wolf state is PPT by construction, we know that it obeys (5) for
all k. However, we now proceed to show that it is not even two-extendible. Let us first establish some technical lemmata.
Lemma 3. Let ∆ ≥ iΩ be a QCM. Then ∆#(Ω∆ΩT) ≥ 1, where
A#B B A1/2
(
A−1/2BA−1/2
)1/2
A1/2 (S44)
denotes the matrix geometric mean [81, 82].
Proof. Since any QCM ∆ is lower bounded by the QCM of some pure state, and the matrix geometric mean is monotonic in
both entries, we can freely assume that ∆ is the QCM of a pure state, i.e., that it is a symplectic matrix. This means that
∆Ω∆ = Ω (remember that ∆ = ∆T), which we can alternatively write as Ω∆ΩT = ∆−1. Then it is straightforward to see that
∆#(Ω∆ΩT) = ∆#∆−1 = 1, which completes the proof. 
The above result can be interpreted by noticing that the condition ∆#(Ω∆ΩT) ≥ 1 amounts to saying that the Gaussian state
with QCM ∆#(Ω∆ΩT) is a convex combination of coherent states, i.e., it is a classical state. Thus, even if ∆ represents a highly
squeezed state, taking the above geometric mean “averages out” all the squeezing.
Lemma 4. For all 2n × 2n QCMs ∆ ≥ iΩ and all vectors |v〉 ∈ C2n, we have that
〈v|∆ |v〉 〈v|Ω∆ΩT |v〉 ≥ 1. (S45)
Proof. The real-valued map A 7→ 〈v| A |v〉 is positive, i.e., it is nonnegative on positive semidefinite matrices. The claim follows
from [82, Theorem 3] and Lemma 3. 
We are now ready to prove the main result of this section.
Proposition 8. The Werner–Wolf Gaussian state with QCM given by (S42) is not 2-extendible on the B system.
Proof. Since it can be readily verified that γA > iΩA (more precisely, the symplectic spectrum of γA is {
√
2,
√
2}), we can
rephrase (4) as (7) without the need to consider generalized Schur complements. Computing the r.h.s. of (7) for VAB = γAB and
for k = 2 yields
HB B 2
(
γB − XTγ(γA − iΩA)−1Xγ
)
− iΩB =

2 −i 0 2i
i 4 2i 0
0 −2i 2 −i
−2i 0 i 4
 . (S46)
We want to show that there does not exist a matrix ∆B such that ∆B ≤ HB. It is straightforward to see that the normalized vector
|v〉 B 1√
2
(
6 +
√
6
) (− (1 + √6) i −1 0 2)T (S47)
is an eigenvector of HB with corresponding eigenvalue 3 −
√
6. If there existed a real ∆B such that iΩB ≤ ∆B ≤ HB then by
Lemma 4 we would obtain
1 ≤ 〈v|∆B|v〉 〈v|ΩB∆BΩTB|v〉 ≤ 〈v|HB|v〉 〈v|ΩBHBΩTB|v〉 =
(
3 − √6
) 10(
1 +
√
6
)2 < 0.463, (S48)
which is a contradiction. Hence, γAB does not satisfy (4) for any ∆B ≥ iΩB, implying that the Werner–Wolf state is not 2-
extendible. 
8EXTENDIBILITY OF GAUSSIAN CHANNELS
We now provide further details of the k-extendibility of single-sender, single-receiver Gaussian channels. By such a k-
extendible channel, as stated in the main text, we mean that it can be implemented as a broadcast channel from a single sender to
k receivers, such that the reduced channel from the sender to any one of the receivers is the same as the original channel. Recall
that a Gaussian channel N with n input and m output modes is uniquely characterized by a pair of real matrices X,Y , where X
is 2m × 2n and Y is 2m × 2m, and a real vector δ ∈ R2m, such that Y + iΩ ≥ iXΩXᵀ. Since a Gaussian channel sends Gaussian
states to Gaussian states, its action can be described directly at the level of the mean vector and covariance matrix:
N :
{
V 7−→ XVXᵀ + Y ,
s 7−→ Xs + δ . (S49)
In what follows, we set δ = 0 without loss of generality.
Let A, A′ be two isomorphic quantum systems, possibly infinite-dimensional. It is well-known that any pure state |ψ〉AA′
with invertible marginals defines a Choi–Jamiołkowski isomorphism between the set of quantum channels NA→B and the set of
bipartite states ρAB on AB such that ρA = ψA B TrA′ |ψ〉〈ψ|AA′ (see [62] or [83]). Denoting the Schmidt decomposition of |ψ〉AA′
by
|ψ〉AA′ =
∑
i
λ1/2i |ei〉A ⊗ | fi〉A′ , (S50)
the Choi–Jamiołkowski isomorphism is realized by defining [83, Eq. (6)]
ρNAB B (IA ⊗N) (|ψ〉〈ψ|AA′ ) . (S51)
Conversely, every state ρAB such that ρA = ψA = TrA′ |ψ〉〈ψ|AA′ identifies a quantum channel NA→B via the formulae
N(|ei〉〈e j|A) B
1√
λiλi
TrA
[(
|e j〉〈ei|A ⊗ 1B
)
ρAB
]
(S52)
With this in mind, it is not difficult to realize that a channel NA→B is k-extendible if and only any (and hence all) of its Choi
states ρNAB is k-extendible on B. On the one hand, if N˜A→B1...Bk is a k-extension of NA→B, then clearly the corresponding Choi
state ρN˜AB1...Bk is a k-extension of ρ
N
AB. On the other hand, if σAB1...Bk is a k-extension of ρ
N
AB, due to the identity TrB1...Bk [σAB1...Bk ] =
TrB ρNAB = ψA we see that σAB1...Bk is the Choi state of a legitimate quantum channel N˜A→B1...Bk . By using (S52), it is not difficult
to verify that this is indeed a k-extension of NA→B.
Remark 9. If a Gaussian channel is k-extendible, then k instances of it can be implemented by the following procedure, related
to the approach of [63–65]: (1) prepare a two-mode squeezed vacuum state, (2) send one share of it through the k-extension of
the channel, (3) perform the usual bosonic continuous-variable teleportation protocol [84] on the channel input state and the
share of the entangled resource not sent into the channel, (4) broadcast the Bell measurement outcomes to all k receivers, who
then correct their local systems. In the limit as the squeezing strength goes to infinity, this simulation of the k-extension of the
channel converges to the original one with respect to the strong topology.
The following result is a consequence of the above discussion:
Corollary 10. A Gaussian channel V 7→ XVXᵀ + Y from n to m modes is k-extendible in the sense of [21, 61] if and only if there
exists a 2m × 2m real matrix ∆ such that
iΩ ≤ ∆ ≤ k
k − 1 (Y + iXΩX
ᵀ) − 1
k − 1 iΩ . (S53)
When m = 1, this is equivalent to
Y + iXΩXᵀ +
(
1 − 2
k
)
iΩ ≥ 0 . (S54)
If also n = 1 = m, then a simplified equivalent condition that takes into accounts also the complete positivity requirement reads
√
det Y ≥ 1 − 1
k
+
∣∣∣∣∣det X − 1k
∣∣∣∣∣ . (S55)
9Proof. Denote the channel under consideration byN. Then, define its Choi state by ρNAB B (idA⊗NA′→B)(|ψr〉 〈ψr |⊗n), where |ψr〉
is the two-mode squeezed vacuum given by
|ψr〉 = 1cosh(r)
∞∑
j=0
tanh(r) j | j, j〉 . (S56)
The channel N is k-extendible (by definition) if and only if the state ρNAB is k-extendible, which is true if and only if there exists
∆B such that ∆B ≥ iΩB and such that the corresponding covariance matrix VNAB(r) satisfies (7), where
VNAB(r) =
(
cosh(2r)12n sinh(2r)ΣnXᵀ
sinh(2r)XΣn cosh(2r)XXᵀ + Y
)
, Σn =
(
1 0
0 −1
)⊕n
. (S57)
Then,
(VNA (r) − iΩA)−1 = (cosh(2r)12n − iΩn)−1 =
1
sinh2(2r)
(cosh(2r)12n + iΩn). (S58)
Identifying the block X in (7) with the off-diagonal block sinh(2r)ΣnXᵀ of VNAB(r), and using ΣnΩnΣn = −Ωn, we get
VNB (r) − sinh(2r)XΣn(cosh(2r)12n − iΩn)−1ΣnXᵀ sinh(2r)
= cosh(2r)XXᵀ + Y − sinh(2r)XΣn(cosh(2r)12n − iΩn)−1ΣnXᵀ sinh(2r) (S59)
= Y + iXΩXᵀ, (S60)
which leads to (S53).
In the case m = 1, we apply the same calculations above to the condition in (8) in order to obtain (S54). Finally, (S55) is
derived by applying the usual 2 × 2 determinant formula MΩMT = (det M)Ω to (S54). The same result can be obtained by
resorting directly to Proposition 7. 
We now illustrate the k-extendibility conditions of single-mode Gaussian channels. A classification of all such channels into
six different categories has been given in [66] (see also [85]). Here we can exploit this classification in order to determine k-
extendibility of all single-mode Gaussian channels because k-extendibility of a single-sender, single-receiver channel is invariant
under arbitrary input and output unitaries, and the procedure from [66] exploits input and output Gaussian unitaries in order to
arrive at the classification.
The categories of single-mode channels from the classification of [66] are labeled as A1, A2, B1, B2, C, and D. All channels in
classes A1, A2, and D are entanglement breaking, as proved in [68]. Thus, these channels are k-extendible for all k ≥ 2. It thus
remains to consider the channels in the classes B1, B2, and C. Channels in the class B1 have X = 1 and Y = (1−σZ)/2. Applying
the condition in (S55), we find, for all k ≥ 2, that channels in this class are not k-extendible. This is consistent with the fact
that their unconstrained quantum capacity is infinite [66]. The remaining channels are the most important for applications, as
stressed in [86, Section 3.5] and [85, Section 12.6.3]. Channels in the class B2 are called additive-noise channels, and channels in
the class C are either thermal channels or amplifier channels. By applying (S55), we find the necessary and sufficient conditions
for their k-extendibility:
• The thermal channel of transmissivity η ∈ (0, 1) and environment thermal photon number NS ≥ 0, defined by X = √η1
and Y = (1 − η)(2NB + 1)1, is k-extendible if and only if
η ≤ NB + 1/k
NB + 1
. (S61)
If the channel is a pure-loss channel with NB = 0, then we see that it is k-extendible if and only if η ≤ 1/k.
• The amplifier channel of gain G > 1 and environment thermal photon number NB ≥ 0, defined by X =
√
G1 and
Y = (G − 1)(2NB + 1)1, is k-extendible if and only if
G ≥ NB + 1 − 1/k
NB
. (S62)
If NB = 0, as is the case for the pure-amplifier channel, then the channel is not k-extendible for all k ≥ 2 and G > 1.
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FIG. 1. Parameter space of the single-mode Gaussian channels V 7→ XVXᵀ + Y , such that x B det X is on the horizontal axis and y B √det Y
is on the vertical axis. All channels occupy the region given by y ≥ |x− 1|, and all entanglement-breaking channels occupy the region given by
y ≥ |x| + 1. The k-extendibility regions are given from (S55) by the inequality y ≥ 1 − 1k +
∣∣∣x − 1k ∣∣∣.
• The additive noise channel defined by X = 1 and Y = ξ1, with noise parameter ξ > 0 is k-extendible for k ≥ 2 if and only
if
ξ ≥ 2 (1 − 1/k) . (S63)
As expected, these conditions for k-extendibility of the channels imply the entanglement-breaking conditions from [68] in
the limit k → ∞. We also recover the conditions for two-extendibility (antidegradability) from [87, Eq. (4.6)], for thermal and
amplifier channels. See Fig. 1 for a plot of the parameter space of the single-mode Gaussian channels.
The multi-mode additive noise channel defined by X = 1 and some Y ≥ 0 is k-extendible (k ≥ 2) if and only if Y > 0 and
νmin(Y) ≥ 2 (1 − 1/k), where νmin indicates the minimal symplectic eigenvalue.
PROOF OF THEOREM 3
In this section, we prove Theorem 3, which is the statement that any Gaussian state ρGAB of n = nA + nB modes that is
k-extendible satisfies ∥∥∥ ρGAB − SEP(A : B) ∥∥∥1 ≤ 2nk (S64)
ER,α
(
ρGAB
) ≤ n ln (1 + ηk,α
k − 1
)
≤ n ηk,α
k − 1 , (S65)
where ∥∥∥ ρGAB − SEP(A : B) ∥∥∥1 B infσAB∈SEP(A:B) ∥∥∥ ρGAB − σAB ∥∥∥1 (S66)
ER,α
(
ρGAB
)
B inf
σAB∈SEP(A:B)
Dα
(
ρGAB
∥∥∥σAB) (S67)
are the distances of ρGAB to the set of separable states as measured by the trace norm and the Petz–Rényi relative entropy
Dα(ρ‖σ) B 1α−1 ln Tr[ρασ1−α], respectively, and
ηk,α =
{
1 if α ≤ k + 1,
2 otherwise. (S68)
The crucial fact that will allow us to derive all these results is the following.
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Proposition 11. Let ρGAB be a Gaussian state with QCM VAB. If it is k-extendible on B, then the Gaussian state with QCM
k+1
k−1 VAB is separable.
Proof. Thanks to Theorem 2, we know that if ρGAB is k-extendible on B, then (4) is satisfied for some ∆B ≥ iΩB. Now, write the
complex conjugate bona fide condition for VAB as VAB ≥ (−iΩA) ⊕ (−iΩB). Adding 1k of this inequality to (4) yields(
1 +
1
k
)
VAB ≥
(
1 − 1
k
)
(iΩA ⊕ ∆B) , (S69)
i.e.,
k + 1
k − 1 VAB ≥ iΩA ⊕ ∆B. (S70)
By [43, Theorem 5], this is equivalent to the separability of the Gaussian state with QCM k+1k−1 VAB. 
Proof of Theorem 3. We start by proving (S64). Drawing inspiration from the techniques in [12], we construct an ansatz for
the separable state σAB to be inserted into (S66): namely, let σAB = σGAB be the Gaussian state with the same (vanishing) first
moments as ρGAB and with QCM WAB B
k+1
k−1 VAB. By Proposition 11, we know that σ
G
AB is separable. The crucial property of
σGAB, however, is that it commutes with ρ
G
AB. In fact, since the two QCMs are proportional to each other, they can be brought into
Williamson form by the same symplectic matrix. Comparing (S4) with (S5), we deduce that ρGAB and σ
G
AB are simultaneously
diagonalizable, which is equivalent to them commuting. Naturally, the symplectic eigenvalues of WAB are µ j = λν j, where we
set λ B k+1k−1 and ν j are the symplectic eigenvalues of VAB. We can then write:∥∥∥ ρGAB − SEP ∥∥∥1 ≤ ∥∥∥ ρGAB − σGAB ∥∥∥1 (S71)
=
∥∥∥∥∥U†S (⊗ j ρG(ν j) −⊗ j ρG(λν j)) US
∥∥∥∥∥
1
(S72)
=
∥∥∥∥∥⊗nj=1 ρG(ν j) −⊗nj=1 ρG(λν j)
∥∥∥∥∥
1
(S73)
1≤
n∑
j=1
∥∥∥ ρG(ν j) − ρG(λν j) ∥∥∥1 (S74)
2≤ n sup
ν j≥1
∥∥∥ ρG(ν j) − ρG(λν j) ∥∥∥1 (S75)
3
= 2n
λ − 1
λ + 1
(S76)
=
2n
k
. (S77)
The above derivation can be justified as follows: step 1 descends from a telescopic inequality of the form
‖ ρ1 ⊗ . . . ⊗ ρN − σ1 ⊗ . . . ⊗ σN ‖1
= ‖ (ρ1 − σ1) ⊗ ρ2 ⊗ . . . ⊗ ρN + σ1 ⊗ (ρ2 ⊗ . . . ⊗ ρN − σ2 ⊗ . . . ⊗ σN) ‖1 (S78)
≤ ‖ ρ1 − σ1 ‖1 + ‖ ρ2 ⊗ . . . ⊗ ρN − σ2 ⊗ . . . ⊗ σN ‖1 (S79)
... (S80)
≤
∑
j
‖ ρ j − σ j ‖1 ; (S81)
The inequality in step 2 holds true because all symplectic eigenvalues ν j must be at least 1. As for step 3, we read from [12,
Eq. (10)] that
∥∥∥ ρG(ν) − ρG(µ) ∥∥∥1 = maxl∈N 2

(
µ − 1
µ + 1
)l+1
−
(
ν − 1
ν + 1
)l+1 , (S82)
which for µ = λν and upon maximization over ν ≥ 1 yields [12]
sup
ν≥1
∥∥∥ ρG(ν) − ρG(λν) ∥∥∥1 = 2 λ − 1λ + 1 = 2k . (S83)
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This concludes the proof of (S64).
The inequality in (S65) can be proved with an analogous calculation. The relative entropy is even better behaved in this
context, as it already factorizes over multiple copies; hence, there is no need for the above telescopic inequality. Namely, for a
k-extendible Gaussian state ρGAB with QCM VAB we can denote as usual with σ
G
AB the Gaussian state with the same first moments
and QCM WAB B k+1k−1 VAB. Since σ
G
AB is separable by Proposition 11, we write
ER,α
(
ρGAB
) ≤ Dα (ρGAB ‖σGAB) (S84)
=
n∑
j=1
Dα
(
ρG(ν j) ‖ ρG(λν j)
)
(S85)
≤ n sup
ν≥1
Dα
(
ρG(ν) ‖ ρG(λν)) , (S86)
where as above λ = k+1k−1 , and ν1, . . . , νn are the symplectic eigenvalues of VAB. Now, observe that the Petz–Rényi relative entropy
Dα(ρ‖σ) is a non-decreasing function of α ≥ 0 [88, § 4.4]. For commuting states [ρ, σ] = 0, we have that limα→∞ Dα(ρ‖σ) =
ln
∥∥∥σ−1/2ρσ−1/2∥∥∥∞ = D∞(ρ‖σ), where the latter quantity is the max-relative entropy [89]. Thus, we have to prove exactly two
statements:
sup
ν≥1
Dk+1
(
ρG(ν) ‖ ρG(λν)) = ln ( k
k − 1
)
, (S87)
sup
ν≥1
D∞
(
ρG(ν) ‖ ρG(λν)) = ln (k + 1
k − 1
)
. (S88)
In general, the Petz–Rényi relative entropies between Gaussian states can be computed thanks to the formulae found in [90].
In the present case, our task is made much easier by the fact that the states commute, and hence the quantum Petz–Rényi relative
entropies reduce to their classical counterparts. Simple calculations using the expression (S6) reveal that
Dk+1
(
ρG(ν)
∥∥∥ ρG(λν)) = 1
k
(
ln 2 − ln
(
(ν + 1)k+1(λν + 1)−k − (ν − 1)k+1(λν − 1)−k
))
, (S89)
D∞
(
ρG(ν)
∥∥∥ ρG(λν)) = ln (λν + 1
ν + 1
)
. (S90)
We start by proving (S87). Let us define the function
fk(ν) B (ν + 1)k+1(λν + 1)−k − (ν − 1)k+1(λν − 1)−k, (S91)
where λ = k+1k−1 . We will now show that fk is monotonically increasing in ν ≥ 1 for all k > 1. In fact, computing its derivative,
one obtains that
f ′k (ν) = λ(ν
2 − 1) (ν + 1)
k−1
(λν + 1)k+1
1 −
(
ν − 1
ν + 1
)k−1 (
λν + 1
λν − 1
)k+1 (S92)
= λ(ν2 − 1) (ν + 1)
k−1
(λν + 1)k+1
{
1 − e−(k−1)g(λ,ν)
}
, (S93)
where
g(λ, ν) B ln
(
ν + 1
ν − 1
)
− λ ln
(
λν + 1
λν − 1
)
. (S94)
Now, we claim that g(λ, ν) > 0 for all λ > 1 and ν ≥ 1. In fact, g(1, ν) ≡ 0, and
∂g(λ, ν)
∂λ
=
2λν
λ2ν2 − 1 + ln
(
λν − 1
λν + 1
)
(S95)
=
2λν
λ2ν2 − 1 + ln
(
1 − 2
λν + 1
)
(S96)
> 0 . (S97)
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Here, the last inequality is a consequence of the elementary relation ln(1 − x) + x(2−x)2(1−x) > 0, valid for all 0 < x < 1. This can in
turn be proved by using for instance a power series expansion:
ln(1 − x) = −
∞∑
r=1
xr
r
(S98)
> −x −
∞∑
r=2
xr
2
(S99)
= −x − x
2
2
∞∑
r=0
xr (S100)
= −x − x
2
2
1
1 − x (S101)
= − x(2 − x)
2(1 − x) . (S102)
We have thus shown that g(λ, ν) > 0 for all λ > 1 and all ν ≥ 1. Going back to (S93), this implies that f ′k (ν) > 0 for ν > 1
and hence that fk is monotonically increasing whenever k > 1. Via (S89), this amounts to saying that Dk+1
(
ρG(ν)
∥∥∥ ρG(λν)) is
decreasing in ν ≥ 1, in turn entailing that
sup
ν≥1
Dk+1
(
ρG(ν)
∥∥∥ ρG(λν)) = Dk+1 (ρG(1) ∥∥∥ ρG(λ)) = ln (λ + 12
)
= ln
(
k
k − 1
)
. (S103)
This proves (S87).
We now turn to the proof of (S88), which fortunately can be obtained much more straightforwardly from (S90). Noting that
ν 7→ λν+1
ν+1 is monotonically increasing for ν ≥ 1 because λ > 1, one finds that
sup
ν≥1
D∞
(
ρG(ν) ‖ ρG(λν)) = lim
ν→∞ ln
(
λν + 1
ν + 1
)
= ln λ = ln
(
k + 1
k − 1
)
, (S104)
proving (S88). 
OPTIMALITY OF THE BOUNDS IN THEOREM 3
The purpose of this section is to prove that the bounds we established in Theorem 3 are in some sense optimal, at least in some
regimes. We show the following.
Theorem 12. Let k ≥ 2 be fixed. Then there exists a two-mode k-extendible Gaussian state ρG such that∥∥∥ ρG − SEP ∥∥∥1 ≥ 2 ∥∥∥ ρG − SEP ∥∥∥∞ ≥ 12k − 1 . (S105)
Moreover, for all positive integers m there is a family of (m + m)-mode bipartite k-extendible Gaussian states ρGk,m(r) such that
ER,1
(
ρGk,m(r)
)
≥ ED
(
ρGk,m(r)
)
≥ m ln k
k − 1 − o(1) (S106)
as r → ∞, where ED denotes the distillable entanglement.
Remark 13. The above Theorem 12 shows that (a) the bound in (12) is tight for n = 2 and for all k up to a universal multiplicative
constant of 1/8; (b) the bound in (13) is tight for all balanced systems (nA = nB), for all k, and for α ≥ 1, up to a universal
multiplicative constant of either 1/2 (if α ≤ k + 1) or 1/4 (if α > k + 1).
Proof of Theorem 12. We start by proving (S105). Let |ψr〉 = 1cosh(r)
∑∞
j=0 tanh(r)
j | j, j〉 be the two-mode squeezed vacuum state.
Consider a passive symplectic unitary U = UB1...Bk acting on k modes B1, . . . , Bk so that U
†b1U = b1+...+bk√k , where b j is the
creation operator associated with the j-th mode. Define
ρGk (r) =
(
ρGk (r)
)
AB1
B TrB2...Bk
[
UB1...Bk
(
|ψr〉〈ψr |AB1 ⊗
⊗k
j=2
|0〉〈0|B j
)
U†B1...Bk
]
(S107)
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Clearly, ρGk (r) is k-extendible by construction. In fact, it is easy to verify that the state inside the partial trace at the right-hand
side of (S107) is a symmetric extension of it. Another elementary property of the above state is that the passive unitary used to
define it acts as an effective attenuator of parameter 1k , according with the definition in (S7). This means that
ρGk (r) =
(
I ⊗ L1/k) (ψr) . (S108)
To estimate
∥∥∥ ρGk (r) − SEP ∥∥∥1, we first observe that since for all traceless operators X it holds that ‖X‖1 ≥ 2‖X‖∞, one can give
the lower bound ∥∥∥ ρGk (r) − SEP ∥∥∥1 ≥ 2 ∥∥∥ ρGk (r) − SEP ∥∥∥∞ . (S109)
We now remember that for all bipartite pure states |Ψ〉 with maximal Schmidt coefficient λ1(Ψ) one has that 〈Ψ|σ |Ψ〉 ≤ λ1(Ψ)
for all separable states σ. Then, ∥∥∥ ρGk (r) − SEP ∥∥∥∞ = infσ∈SEP ∥∥∥ ρGk (r) − σ ∥∥∥∞ (S110)
= inf
σ∈SEP
sup
|Ψ〉
∣∣∣∣〈Ψ| (ρGk (r) − σ) |Ψ〉∣∣∣∣ (S111)
≥ sup
|Ψ〉
(
〈Ψ| ρGk (r) |Ψ〉 − λ1(Ψ)
)
(S112)
Choosing |Ψ〉 in the family of two-mode squeezed vacua, i.e., |Ψ〉 = |ψs〉, one obtains∥∥∥ ρGk (r) − SEP ∥∥∥∞ ≥ sups
(
〈ψs| ρGk (r) |ψs〉 −
1
cosh(s)2
)
(S113)
To proceed further, we need to evaluate the matrix element 〈ψs| ρGk (r) |ψs〉. This can be easily done by means of (S108) and
the Kraus representation in (S9), which together yield
〈ψs| ρGk (r) |ψs〉 = 〈ψs|
(
I ⊗ L1/k) (ψr) |ψs〉 (S114)
=
1
cosh(r)2 cosh(s)2
∞∑
j,`=0
(tanh(r) tanh(s)) j+` 〈 j|L1/k(| j〉〈`|) |`〉 (S115)
=
1
cosh(r)2 cosh(s)2
∞∑
j,`=0
(tanh(r) tanh(s)) j+`
(
1
k
)( j+`)/2
(S116)
=
1
cosh(r)2 cosh(s)2
 ∞∑
j=0
(tanh(r) tanh(s)) j
(
1
k
) j/22 (S117)
=
1
cosh(r)2 cosh(s)2
1(
1 − tanh(r) tanh(s)k−1/2)2 (S118)
=
k(√
k cosh(r) cosh(s) − sinh(r) sinh(s)
)2 (S119)
Using the above expression one can verify that for all fixed s
sup
r
〈ψs| ρGk (r) |ψs〉 =
k
k cosh(s)2 − sinh(s)2 (S120)
Putting all together, one obtains
sup
r
∥∥∥ρGk (r) − SEP∥∥∥∞ 1≥ supr,s
(
〈ψs| ρGk (r) |ψs〉 −
1
cosh(s)2
)
(S121)
2
= sup
s
(
sup
r
〈ψs| ρGk (r) |ψs〉 −
1
cosh(s)2
)
(S122)
3
= sup
s
(
k
k cosh(s)2 − sinh(s)2 −
1
cosh(s)2
)
(S123)
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= sup
s
tanh(s)2
k cosh(s)2 − sinh(s)2 (S124)
4
=
1(√
k +
√
k − 1
)2 (S125)
5≥ 1
4k − 2 . (S126)
The above derivation can be justified as follows. Step 1 is obtained from (S113) by taking the supremum over r. In step 2 we
exchanged the order of the suprema over r and s. Step 3 comes from (S120). For step 4, we introduce the parameter x = sinh(s)2,
so that
sup
s
tanh(s)2
k cosh(s)2 − sinh(s)2 = supx≥0
x
(1 + x)((k − 1)x + k) =
1(√
k +
√
k − 1
)2 , (S127)
where the last equality is a consequence of the fact that fk(x) B x(1+x)((k−1)x+k) achieves its maximum for x =
√
k
k−1 . Finally,
step 5 rests on the fact that 4k − 2 −
(√
k +
√
k − 1
)2
=
(√
k − √k − 1
)2 ≥ 0. Observe that for k > 1 the combined supremum in
r, s is achieved at (r, s) = (r0, s0), where r0 and s0 are the unique positive solutions of the equations
tanh(r0)2 =
1√
k
(√
k +
√
k − 1
) , (S128)
tanh(s0)2 =
√
k√
k +
√
k − 1 . (S129)
Hence, the existence of a state ρG in the family ρGk (r) with the property in (S105) follows.
To establish (S106), for a fixed m we set ρGk,m(r) B
(
ρGk (r)
)⊗m
, which is clearly an (m + m)-mode bipartite state on the system
AB, where A = A1 . . . Am represents the collection of all the m subsystems each of which corresponds to the first mode in (S107).
The distillable entanglement of ρGk,m(r) (which is a well-known lower bound on the relative entropy of entanglement) can be
estimated from below with the coherent information Icoh(B 〉A)ρ B S (ρA) − S (ρAB) due to the hashing bound in [91]:
ER,1
(
ρGk,m(r)
)
≥ ED
(
ρGk,m(r)
)
= ED
((
ρGk (r)
)⊗m)
≥ Icoh(B 〉A)(ρGk (r))⊗m
= m Icoh(B1〉A1)ρGk (r) .
(S130)
Now, to compute the coherent information Icoh(B1〉A1) of the state ρGk (r)A1B1 , we note that its reduced state on A1 coincides with
that of the two-mode squeezed vacuum |ψr〉A1B1 . Therefore, it is simply a one-mode Gaussian state with QCM cosh(2r)12, whose
entropy can be evaluated using, e.g., the α = 1 case of the following formula for the Rényi-α entropy S α(V) of a Gaussian state
with QCM V [41, Eq. (108)]:
S α(V) B

− 1
α−1
∑n
j=1 ln
2α
(ν j+1)α−(ν j−1)α , if α > 1,∑n
j=1
(
ν j+1
2 ln
ν j+1
2 − ν j−12 ln ν j−12
)
, if α = 1.
(S131)
Here, ν1, . . . , νn are the symplectic eigenvalues of V . We obtain that
S
(
ρGk (r)A1
)
= S 1(cosh(2r)12) = ln
e cosh(2r)
2
+ o(1) (S132)
in the limit r → ∞. Since the bipartite QCM of ρGk (r)A1B1 has only one symplectic eigenvalue different from 1, and this is equal
to 1+(k−1) cosh(2r)k , we also have that
S
(
ρGk (r)A1B1
)
= ln
(
e
2
1 + (k − 1) cosh(2r)
k
)
+ o(1) (S133)
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as r → ∞. Putting all together, we see that
Icoh(B1〉A1)ρGk (r) = ln
k cosh(2r)
1 + (k − 1) cosh(2r) + o(1) = ln
k
k − 1 + o(1) . (S134)
Combining (S130) and (S134) yields the lower bound in (S106), concluding the proof. 
PROOF OF THEOREM 4
This section is devoted to the proof of Theorem 4. We start by reminding the reader that the Rényi-2 Gaussian entanglement
of formation, defined by the α = 2 case of (14), is given by
EGF,2 (ρAB) = min
{
M(γA) : γAB pure QCM and γAB ≤ VAB} , (S135)
where
M(V) B S 2(V) =
∑
j
ln ν j =
1
2
ln det V . (S136)
In what follows, we will consider the universal function ϕ : R+ → R given by
ϕ(x) B
ex + 1
2
ln
(
ex + 1
2
)
− e
x − 1
2
ln
(
ex − 1
2
)
. (S137)
Before delving into the proof of Theorem 4, let us establish a technical lemma that connects the Rényi-2 Gaussian entanglement
of formation with its von Neumann version.
Lemma 5. For all bipartite Gaussian states ρGAB on nA + nB modes, the entanglement of formation measured in natural units
satisfies
EF(ρGAB) ≤ EGF(ρGAB) ≤ nA ϕ
(EGF,2(ρGAB)
nA
)
. (S138)
Proof. Let δ B EGF,2
(
ρGAB
)
. By (S135), there exists a pure QCM γAB ≤ VAB such that M(VA) = ∑nAj=1 ln ν j = δ. Using the readily
verified concavity of ϕ, one observes that
S 1(V) =
nA∑
j=1
(
ν j + 1
2
ln
ν j + 1
2
− ν j − 1
2
ln
ν j − 1
2
)
(S139)
=
nA∑
j=1
ϕ(ln ν j) (S140)
= nA
nA∑
j=1
1
nA
ϕ(ln ν j) (S141)
≤ nA ϕ
 nA∑
j=1
1
nA
ln ν j
 (S142)
= nA ϕ
(
δ
nA
)
. (S143)
Recalling that
EF,α(ρAB) = inf
∑
i
pi S α
(
ψ(i)A
)
: ρAB =
∑
i
piψ
(i)
AB
 , (S144)
EGF,α (ρAB) = inf
{
S α(γA) : γAB pure QCM and γAB ≤ VAB} , (S145)
for α = 1 we immediately obtain (S138). 
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Proof of Theorem 4. The Gaussian Rényi-2 entanglement of formation is known to be monogamous on Gaussian states [60,
Corollary 7]. Calling ρGAB1...Bk the k-extension of ρ
G
AB, we then have
EGF,2
(
ρGAB1...Bk
)
≥
k∑
j=1
EGF,2
(
ρGAB j
)
= kEGF,2
(
ρGAB
)
, (S146)
i.e.,
EGF,2
(
ρGAB
) ≤ 1
k
EGF,2
(
ρGAB1...Bk
)
≤ 1
k
M(VA) , (S147)
where the last inequality expresses the fact that EF,α(σAB) ≤ S α(σA) by concavity of the Rényi-α entropy; at the level of QCMs,
this can also be thought of as a consequence of the fact that M(·) is a monotone function, and any γAB in the set on the right-hand
side of (S135) satisfies γA ≤ VA and hence M(γA) ≤ M(VA). Using (S138) and the fact that ϕ is monotonically increasing we
then obtain
EF
(
ρGAB
) ≤ EGF (ρGAB) ≤ nA ϕ
EGF,2
(
ρGAB
)
k
 ≤ nA ϕ ( M(VA)nAk
)
, (S148)
completing the proof. 
