A landslide monitoring network construction within unified datum which combined fiducial points, working reference points, and monitoring points was intensively studied in the Three Gorges Reservoir area. With special long and narrow geographical location in the area, designing and building monitoring network was vital to the realization of landslide monitoring. To build such a network with high precision, this paper mainly focused on the following four aspects: (1) method of using multiple GPS reference stations to build a unified datum network and subnet adjustment, (2) GPS data processing algorithm with millimeter level, (3) analysis of influence on the adjustment resulting from systematic error of time evolution datum from different GPS observations, and (4) establishment and stability analysis of unified datum. Then, using global test and trial-and-error method to analyze the datum based on the GPS observations (2008∼2011) of landslide monitoring network in the area, we concluded that there were moved reference points during the three years of high water impoundment, and the horizontal displacement of moved reference points was more than 4 cm, even up to 79.4 cm. The displacement direction of unstable reference points was inspected with geographical environment at sites, which revealed congruency between them.
Introduction
The total length of the Yangtze River's Three Gorges Reservoir area is 574 kilometers, and the total capacity of the Three Gorges Dam is 3.93 × 10 10 cubic meters, which is one of the largest dams in the world [1] . Large water storage could easily lead to landslide, collapse, earthquake, and other disasters, putting the residents' lives and property along the reservoir area in danger. For the past few years, GPS technologies have been increasingly frequently applied to monitoring landslide [2] [3] [4] [5] . Thus, as one of the monitoring techniques, A-level reference network, B-level working reference network, and C-level deformation network in three levels using GPS were established along the long and narrow reservoir area by related departments of the Three Gorges Reservoir area. Among the network mentioned above, the reference network covers the entire area, which was the landslide monitoring framework [6] [7] [8] ; the working network was the encryption and expansion based on control network, according to the distribution of the landslide, which provided reference points for landslide monitoring; the deformation monitoring network was laid on the landslide body, jointing with adjacent reference points to monitor the landslide deformation. The establishment of landslide monitoring networks in the Three Gorges Reservoir area has formed a unified entirety, which improved effectively the reliability and sustainability of landslide monitoring.
In 2008, the Three Gorges Reservoir stepped into the stage of the highest level of water storage, and the water level gradually increased from 156 to 175 meters. The rising of water level weakened the stability of reservoir bank, especially the landslides less than 175 meters in elevation. With the action of high water level soaking and periodic flushing, the stability decreased further and easily induced new landslides and collapse events. Therefore, in order to evaluate the reservoir bank stability, we identified 122 key landslides and laid working reference points as well as deformation points for landslides monitoring. The meaning of "network construction within unified datum" is the conjunction of working reference points and deformation monitoring points of these newly identified landslides into the fiducial network, using high-precision data processing technology, placing these new landslide monitoring points into the landslide monitoring framework. The landslide monitoring system of the Three Gorges Reservoir area was a basic science project based on the long-term needs of the landslide monitoring after the completion of the landslide monitoring network in the reservoir area. The research on the landslide monitoring GPS network construction within unified datum of the Three Gorges Reservoir area had a long-term significance in both theory and practice. Based on the characteristics of the GPS system in the Three Gorges Reservoir area, this paper focused on the GPS observation scheme and data processing method and made systematical stability analysis on the control network. The geographical location of the study area is shown in Figure 1. 
Characteristics and Analysis of GPS Network Construction within Unified Datum

Characteristics of GPS Network Construction within Unified Datum.
To build the landslide monitoring GPS network construction within unified datum in the Three Gorges Reservoir area was an extremely special situation. Above all, as the measured area was a long and narrow strip distribution and the roving stations were widely dispersed over a mountainous area, it was inconvenient to go out to conduct research and carry out work. Next in importance, a surprising number of points constituted the control network, where more than 962 points come from B-level network and C-level network and dozens of different types of GPS receiver were involved in the observation. Thirdly, the observation condition got worse because of the reservoir high steep mountain, and more signal would be shielded as result. Last but not least, it was the complex graphical structure that made it important and necessary to establish the GPS network within unified datum, but inevitably the longest baseline was 500 kilometers, and the shortest baseline was 1 kilometer or so; meanwhile the baseline varied greatly in length of the net.
Problem Analysis.
In view of the above characteristics, for the purpose of processing the data with high precision, the following several aspects should be considered in landslide monitoring GPS network construction within unified datum in the Three Gorges Reservoir area. Firstly, in the aspect of GPS observation scheme, in order to improve the operation efficiency, save operating costs, and ensure the graphics structure strength of GPS network, we adopted the technique of synchronous operation, which could weaken or eliminate the ephemeris error, satellite clock biases, and atmospheric delay to a better situation [9] . The essence of synchronous operation is carrying on the observation simultaneously when we build the GPS reference network and the GPS deformation network; namely, in the process of establishing the GPS reference network, the GPS deformation network is established at the same time. Another thing to notice was setting up multiple reference stations during the all-weather observation to ensure the plurality of reference station. Thus, the working reference points could be observed without waiting for each other, and each working reference point could constitute synchronous graphics with more than three reference points. Meanwhile, all working reference points and the reference points connected to each other to form a reference network. And the deformation monitoring network was based on the working reference points around the landslide mass to make synchronous operation with them. Each deformation point could be combined with at least two working reference points to constitute synchronous graphics. Finally, all deformation points of landslide mass via connection with the working reference points constituted the deformation monitoring network. The distribution of the GPS reference points is shown in Figure 2 . In the GPS observation process of the project, 57 GPS receivers were actually used and 962 points were observed. If the synchronous graphics expansion of the network method was used, with the B-level network using the net-connection mode and the C-level network using line-connection mode, it would take 54 days to finish the whole observation in theory apart from the time delay due to receivers moving in the measurement area. Adopting the observation scheme studied in this paper, 44 days were used which had increased by nearly 20% in the operating efficiency and had greatly reduced the difficulty in implementation of the observation.
Secondly, in GPS baseline processing aspect, in the GPS network construction within unified datum, due to the differences in baseline length, different strategies and function models that produced great effect on precision should be focused on before baselines were processed [10] . Thirdly, in terms of GPS network adjustment, when we implemented the adjustment of baselines, gross errors which were much larger than the tolerance under normal observing conditions were eliminated by Delft data-snooping method [11, 12] . In this method, corrections of observations were constructed as a test statistic and whether there was gross error was judged by a certain significance level. Meanwhile, system errors were the datum errors resulting from the systematic difference between observations and reference datum, such as direction datum, measure datum, and time evolution datum. Generally, this type of errors can be removed using functional model with system parameters [13] .
Baseline Processing
Baseline Processing Strategy.
Taking the characteristics of the Three Gorges Reservoir area that was in a long and narrow strip distribution into consideration, the GPS reference network in the reservoir area was divided into four subnetworks with short baselines and one subnetwork with long baselines. And the four short-baseline GPS networks covered the Three Gorges Reservoir area of Zigui-Badong, Fengjie-Wushan, Wanzhou-Yunyang, and Fengdu-Jiangjin, as shown in Figure 3 , the serial numbers of which were A, B, C, and D. The long-baseline GPS network was composed of A-level points in the reservoir area and nearby IGS tracking stations, as shown in Figure 4 , the number of which was E. According to the length of baseline and the scale of each subnet, length of each baseline from different subnet was made in statistics, and the results were shown in Table 1 . When we generated baseline processing strategy, lots of main errors, such as the system error of the satellite orbit error, the ground-reference station coordinate error, the tropospheric delay, and the nontidal atmospheric loading, were studied.
High-precision GPS data processing software needs to be used for the landslide monitoring [14] . GAMIT software developed by MIT (Massachusetts Institute of Technology) and SIO (Scripps Institution of Oceanography) from USA is famous professional GPS data processing software, which helps researchers to compute and analyze GPS data in high precision [15] . The data processing strategies for unified datum in most case are as follows: By calculating the baseline repeatability, we could assess the results of the baseline processing, and (1) could be used to calculate the repeatability of baseline for each group [16] .
where denotes the total number of observing sessions; denotes coordinate component or baseline length; 2 is the variance of .
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According to the processing strategy in Section 3.1, we have processed the same data in both fixed satellite orbit and loose satellite orbit. If the satellite orbits were regarded as known value, we will fix it and do not estimate it in the parameter estimation. If the orbits of satellites are unknown or cannot be obtained in high precision, they will be regarded as parameters to be estimated with other unknown parameters in function model with certain constraints. That means loose orbit. Table 2 lists the difference in repeatability from two orbits. The results show that if the baseline was less than 300 kilometers, choosing fixed satellite orbit would be better than choosing loose satellite orbit. If the baseline was more than 1000 kilometers, the loose satellite orbit would be recommended. However, if the baseline varied from 300 kilometers to 1000 kilometers, the results would have nothing to do with satellite orbit.
Similarly, by calculating the repeatability, we can conclude that if the baseline was less than 50 kilometers, weak constraint to ground point coordinates would be recommended and strong constraint was better for baseline that was more than 50 kilometers. It was worth mentioning that when we restrain the coordinates of ground-reference station, if it was weak constraint it means the constraint value was 5 meters in each direction, and if it was strong constraint it means the constraint value was 5 centimeters in horizontal direction and 10 centimeters in vertical direction. In addition, the constraint values were recommended by senior experts.
Correction effectiveness of tropospheric delay error in GPS data processing was related to three factors: temperature and atmospheric model, mapping function, and parameters setting.
From computation of different strategies, we could draw a conclusion that if the baseline was less than 150 kilometers, the correction results of GPT (Global Pressure Temperature) model and STP (Standard Temperature Pressure) model would be basically the same. If the baseline varied from 150 kilometers to 1000 kilometers, the correction of GPT model was superior to STP model in horizontal direction, while the correction results of the two models in the vertical direction were consistent. If the baseline was more than 1000 kilometers, the GPT model would be more desirable than STP model.
Based on statistical computation, we have found out that when the satellite elevating angle was more than 15 degrees, adopting the GMF, VMF1, and NMF models of mapping function could get the identical results if the baseline was less than 150 kilometers, whereas the GMF and VMF1 models were superior to the NMF model if the baseline was more than 150 kilometers.
It was easy to set the tropospheric parameters for there were usually two tropospheric parameters setting strategies. One case is that every station was just set a tropospheric parameter if the observing session was short and climate was stable. Another case is that every station in each interval should be set a tropospheric parameter if the observing session was long and climate unstable. The duration of GPS observation for landslide monitoring in the Three Gorges Reservoir Area was generally 8∼10 h, and it was recommended that the troposphere parameter be set to 2 h. Nontidal atmospheric loading correction was necessary to ensure accuracy and reliability, especially in the vertical component. At the same time, nontidal atmospheric loading correction was related to latitude, and the higher the latitude was, the more effective the correction was.
Baseline Accuracy Analysis.
After baseline computing, 105 one-day results including 1001 groups of repetitive baselines were obtained. The baseline repeatability could be calculated based on (1) and (2) mentioned above; thus, according to (3), the baseline repeatability of the whole network is fitted, and the fitting results are shown in Table 3 .
where , indicates the repeatability of baseline ; is the length of baseline; and are the fixed error and proportional error, respectively. Table 3 shows that the overall resolving accuracy of GPS baseline network is excellent. Relative accuracy in horizontal direction is 10 −9 , while that in vertical direction is 10 −8 , and the relative accuracy in length is 10 −9 .
Network Adjustment
In view of strip distribution, great difference in length of baseline from the network, various GPS receivers involved to work together, and different systematic error among GPS receivers, the GPS reference network was divided into four subnets from east to west, marked by A, B, C, and D, as shown in Figure 3 . The statistics for reference points, working reference points, and one-day results of each subnet are shown in Table 4 .
In the first place, nonconstrained adjustments for each subnet were conducted utilizing the observations of independent baseline and their variance-covariance matrix from one-day result of each subnet. The purpose of nonconstrained adjustment for the subnet was to identify whether the subnet contained gross errors or not, as well as to test the existence of systematic errors within stochastic model.
After eliminating the gross errors and correcting the stochastic model for each subnet, it was necessary to study the method of constrained adjustment, which contained two main parts: the method to unify the datum and to eliminate all kinds of system error [17] and suitable adjustment method considering the characteristics of long and narrow strip distribution in the Three Gorges Reservoir area [18] .
When building the network with unified datum, it was based on the reference frame ITRF2000 [19] and epoch of 2005.634 where the overall adjustment was conducted for A-level reference points, which was the datum of GPS constrained adjustment in the Three Gorges Reservoir Area. However, the baseline resolving results show that the baseline frame was ITRF2005 [20] and the average observation epoch was 2008.916, resulting in the disunity in observation datum and adjustment datum under the reference frame and epoch.
In order to realize the landslide monitoring within unified datum in the Three Gorges Reservoir area, we have adopted appropriate methods such as measure datum and orientation parameters in the constraint adjustment to achieve the unity of the reference frame. It was equally important to apply the iterative adjustment method to eliminate the system error of the time evolution generated by the difference in the reference epoch [21] . As shown in Figure 5 , the integral adjustment involved four subnets, of which the observations were independent baseline vectors from each of the subnets that connected to each other, eliminating the gross error and adjusted by the unit weight variance factor. After extracting the independent baselines in one-day solution from 25 one-day solutions, combining with each subnet baselines, conducting nonconstrained adjustment for the whole network, eliminating the gross error baselines, and adjusting the stochastic model, we realized the integral constrained adjustment for the whole network at the end. The fixed points of the integral adjustment were the 12 A-level GPS reference points of the Three Gorges Reservoir area.
When the zoning adjustment was conducted, the constrained adjustments for Zi Ba network, Wu Feng network, Wan Kai network, and Feng Chang network were done, respectively, and the fixed points were the A-level reference points in every subnet.
By comparison, the adjustment results of the two schemes were basically the same, and the differences in the coordinate components were within 1 mm. However, the difference in positional accuracy was obvious, as shown in Figure 6 . In view of accuracy, we decided to adopt the zoning adjustment for GPS reference network.
Next, we briefly analyzed the reliability of network for further analysis. It is confirmed by surveying practice that the GPS net type structure is irrelevant to points' position. For the GPS datum net in this paper and considering the quality index of control network, our concern is the precision and reliability of the net. The reliability could be improved by adding redundant observations. In our works, we adopted the continuously operating reference stations to reinforce the index. According to Baarda's test procedure [11, 22] , there are internal reliability and external reliability, which need to be analyzed. In view of the complexity of internal and external reliability, we introduced the average reliability to practical 8 Journal of Sensors work. The average reliability could be computed on the basis of the following equation:
where denotes the number of redundant observations and denotes the number of independent baselines. Based on probability statistics, the larger the value is the higher the reliability is, and the maximum value is 1. We made statistics to the results of fiducial net reliability analysis as shown in Table 5 .
With the statistical Table 5 , it is evident that the network is highly reliable.
Stability Analysis
At present, the research production mentioned above has been applied to the landslide monitoring in the Three Gorges Reservoir area [23] . 2008-2011 was the third stage reservoir impoundment, where the water level increased gradually from 156 m to 175 m. To ensure the monitoring accuracy, it was necessary to evaluate the datum stability.
In view of that, those 12 fiducial points were far from the reservoir bank and they were set into the bedrock; we preliminarily treated the fiducial points as relatively stable points. In the global reference framework, the horizontal displacement of fiducial points is defined in two parts: rigid body displacement because of the plate movement and local deformation from the plate internal disturbance. Usually, although the former is much larger than the latter, it will not make a difference to the relative position of fiducial points that come from the same plate.
As there were multiperiod observation data, we used the displacement rate to make stability analysis. The highprecision baseline processing software GAMIT/GLOBK was employed to compute the displacement in three steps: (1) to calculate the fiducial points' data with 11 IGS tracking stations nearby and obtain the single-day relaxation solutions of fiducial points, tracking stations and satellite orbit; (2) removing the abnormal solutions after making analysis to the repeatability of the single-day solutions, and then 20 multiday solutions were obtained with three single-day solutions merged into one solution; and (3) calculating the displacement of fiducial points using ITRF2005. Because the WUHN station is in the same plate as those 12 fiducial points, it could be used for testing the results.
In general, the movement of tectonic blocks on a sphere could be described with the rigid motion model as follows [24] : [ ]
where and are the horizontal rate of station; Ω , Ω , and Ω are the Euler vector; is the average earth radius and and are the station's latitude and longitude, respectively. According to the equation above, the displacement rate on the plate of each point could be got. Subsequently, we could make stability analysis to the points by constructing standard normal distribution for further testing:
The flowchart for judging relatively stable points was shown in Figure 7 .
In our process, the value of was set to 0.001 on the basis of experience and practical situation. After displacement calculation with the methods mentioned above, we could work out the displacement for each point. The results were shown in Figure 8 . To validate the correctness, we have got the WUHN displacement calculated compared to the official result on the website of IGS. With just small differences in numerical value, the calculation was proven right. As shown in Figure 8(a) , under ITRF2005, the displacement rate was about 10 mm⋅a −1 in northern direction and 32 mm⋅a −1 in eastern direction. This fully explains that there was plate motion. However, from the standardized small displacement shown in Figure 8(b) , we could conclude that there was rare movement within plate. And further statistical test was done for making judgment about the stability of the points. All these numerical values indicated that those 12 fiducial points were relatively stable.
In our work, we used two methods to analyze the stability of working reference points: one to compute the points' displacement and another to check with global test. Displacement calculation of working reference points relative to fiducial points adopted the fixed datum, where the coordinators of fiducial points were fixed among different adjustment of each period. Here we concentrated on the second method.
Global test and data snooping are the most frequently used postadjustment data screening techniques [25] . We have used global test and trial-and-error method to analyze the stability of working reference points [26] .
The global test was also known as the method of mean gap, which was put forward by Pelzer from Germany in 1971. The basic thought of the method is to check the congruency of two-period control network in the first place and if the check passes, then all the points are stable; otherwise, the unstable points should be found out by trial-and-error method. When we use the trial-and-error method, each point is taken out successively; then the reduction of the two-period control network in congruency is computed and the corresponding point is the unstable one. Repeat the above process after getting rid of the unstable point until the congruency check is passed. For example, we analyze the network stability of series 1 and . After rank defect-free network adjustment is conducted, according to each period's result, unit weight variance could be acquired by the following equation:
Normally, the two-period results are equal in precision (could be certified if necessary). So 
where
If the hypothesis that the points did not change is made, then, using the coordinate difference Δ between the two periods, another variance could be obtained by the following equation:
+ and Δ is the number of independent Δ . It turns out that 2 and 2 are statistically independent. By -test, the statistic could be acquired:
Under null hypothesis 0 that the points did not change, the statistic obeys the distribution that the degrees of freedom are Δ and , and the equation
could be used to verify the points' stability. The confidence level is usually equal to 0.05 or 0.01, and the concrete value 1− ( Δ , ) could be in the -test table according to , Δ , and . In this paper, we used the confidence level of 0.01. The confidence level was usually based on the nature of the question and experience. If the null hypothesis should not be refused readily, smaller value should be used. In our computation, we chose 0.01 for overall testing procedure. The test statistic of global test reflects the global congruency of two-period control network. In other words, based on probability and statistics, the probability of error decreases with decreasing significance level.
If the statistic is less than corresponding value, then as there are no enough evidences to doubt the null hypothesis we should accept that the points are stable and the stability analysis is finished.
If the statistic is more than corresponding value, then the null hypothesis should be refused, which means that there are unstable points. In this case, we cannot judge which point or points have changed. However, there is a way derived from the mean gap to search the unstable points. In this method, the points are divided into two groups, and they are stable points ( ) and unstable points ( ). There may be both stable points and unstable points in . And now we want to ensure if there are unstable points in by the test of network congruency.
Express Δ and Δ with block matrix according to and :
Because Δ is correlated to Δ , which means = ̸ = 0, Δ Δ cannot reflect the network congruency in which is influenced by . In order to obtain the network congruency index of , the following transformation is done:
So the equation
could be obtained. And Δ Δ Δ is divided into two independent items, in which the first means the network congruency of .
Assuming that
the stability test statistic of is
If 1 < ( , 1 + ), then it means that there are unstable points in .
Otherwise, if 1 > ( , 1 + ), it means that there are no unstable points in .
All unstable points can be found in turn by the statistical test and the following searching method.
Supposing that there are unstable points based on global test, there is at least one unstable point. Although we do not know how many unstable points there are, we can firstly seek out the first one and then test the stability of the remaining points by global test. Find out the unstable points until there are no unstable points.
When we search the first unstable point, every point should be checked. All points would be divided into two groups when the point is tested. One is as unstable group and the other is remaining points of the network as stable group. Assuming that there are ( > 2) points, the divided groups are : 1, 2, . . . , − 1, + 1, . . . , ,
computing Δ Δ , which is regarded as the index to judge the stability of . Each point must be divided and calculated to acquire the corresponding index. And the point with the largest index is the potential unstable point.
The point is the potential unstable one. After seeking out the potential unstable point , check the congruency of the network constructed by the remaining points. The stability analysis is finished if the remaining points are tested to be stable. Otherwise, continue searching the second potential unstable point in the same way as searching the first one. Thus, the point could be found out from the remaining − 1 points to form the unstable group with point and the others form the stable group: : 1, 2, . . . , − 1, + 1, . . . , − 1, + 1, . . . , ,
Similarly, Δ Δ could be calculated. In order to find out the second potential unstable point, − 1 times dividing and computing need to be done, and take the point as the second potential unstable point corresponding to the following equation:
then check the network congruency of the remaining − 2 points. Repeat this process until the remaining points were tested to be stable.
The observation data from working reference points have been calculated with the two methods described above and we got the same results about the stability of points. There were unstable reference points during the period of GPS observation data in each subnet and the detailed statistical results were shown in Table 5 , and the distribution of the unstable reference points was shown in Figure 9 .
As you can see in Table 6 and Figure 9 , we can conclude that, (1) in 2008 to 2011, there were 12 unstable reference points in the reservoir area, up to about 5% of the total points; (2) the distribution of the unstable reference points was "east more and west less," and the points were relatively concentrated on Fengjie-Wushan area; (3) the horizontal displacement of the unstable reference points was more than 4 centimeters, and the maximum point even moved up to 79.4 centimeters; (4) there was obvious congruency in the displacement direction of the unstable reference points; (5) for the points of instability, the displacement was proportional to time in the long term.
In addition, we inspected the displacement direction of unstable working reference points on the spot, and we found that the displacement direction of these points was Table 6 : Unstable reference points and cumulative displacement in each period.
Number Name of the point pointing to the sliding direction, which was consistent with deformation trend based on geographical environment.
Conclusions
After three years of high water level storage of the Three Gorges Reservoir, it turned out that the landslide monitoring datum network as a whole was stable, which also reflected that there were unstable working reference points around the reservoir, and the horizontal displacement was up to 79.4 centimeters. Experimental results indicated that with our method the detail displacement of unstable points could be computed, and the result was congruent with the onsite calibration. If these unstable working reference points were regarded as the reference of landslide deformation, wrong judgment for landslide deformation evolution behavior would be made, so regular stability analysis for monitoring datum was an indispensable part in the course of landslide monitoring in the reservoir area and it has turned out to be true. The unique layout form of the landslide monitoring network in the Three Gorges Reservoir area made the stability analysis on the reference points special. In this paper, a set of suitable methods was used to study the landslide monitoring in special environment and the method possesses important guiding significance to specific operation.
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