Abstract. By extending the method of semi-modules developed by de Jong, Oort, Viehmann and Hamacher, we introduce a stratification for the affne Deligne-Lusztig variety (in the affne Grassmannian) attached to attached to a minuscule cocharacter and a basic element. As an application, we complete the proof of a conjecture on the irreducible components of affne Deligne-Lusztig varieties, due to Miaofen Chen and Xinwen Zhu.
Introduction
Understanding geometric and arithmetic properties of Shimura varieties has been a key problem in arithmetic geometry. An important approach is to study the special fiber of certain suitable integral model of the Shimura variety. For a PEL Shimura variety, the special fiber can be viewed as a moduli space of abelian varieties with additional structure. To such abelian varieties, we can attach their p-divisible groups which inherit corresponding additional structure. Then the Newton strata are the loci where the isogeny classes of the attached pdivisible groups are constant. Thanks to the uniformization theorem by Rapoport and Zink [31] , we can describe the Newton strata explicitly in terms of so-called Rapoport-Zink spaces (see [39] , [26] , [10] ), whose underlining space is called an affine Deligne-Lusztig variety [30] . Therefore, many arithmetic properties of the Shimura variety is encoded in the geometric properties of the corresponding affine Deligne-Lusztig varieties (see [39] , [40] ).
In this paper, we study the affine Deligne-Lusztig varieties in affine Grassmannians 1 , with an emphasis on those attached to a minuscule cocharacter and a basic element. To describe the results more precisely, we introduce some notation. Let F be a complete non-archimedean local field whose residue field is F q , a finite field with q elements. Let L be the completion of the maximal unramified extension of 1 We refer to [17] for a survey on the affine Deligne-Lusztig varieties in affine flag varieties. Thanks to Kottwitz [21] , [b] is uniquely determined by two invariants: the Newton point ν G (b) ∈ Y + R and the Kottwitz point κ G (b) ∈ π 1 (G) σ , see [14, §2.1] . By [23] and [5] , X µ (b) = ∅ if and only if κ G (t µ ) = κ G (b) and ν G (b) µ ⋄ , where µ ⋄ denotes the σ-average of µ. Moreover, thanks to [7] , [35] , [9] and [42] , X µ (b) is locally of finite type, whose dimension is given by
where ρ G is the half-sum of positive roots of G and def G (b) is the defect of b; see We refer to §2.1 and §2.2 for the definitions of τ λ and R µ,b (λ). If b is superbasic, the decomposition X µ (b) = ⊔ λ∈Y X λ µ (b) is the stratification by semi-modules, which is first considered by de Jong and Oort [4] , and developed latter by Viehmann [35] and Hamacher [9] in its full generality (without µ being minuscule).
If µ is minuscule and either G is split or b is superbasic, it is proved by Hamacher and Viehmann [14] . If b is unramified, that is, def G (b) = 0, it is proved by Xiao and Zhu [40] . In both cases, the authors obtained complete descriptions of IrrX µ (b). If G = Res E/F GL n , where E/F is an unramified extension, it is proved in [28] .
Remark. We mention that a complete description of IrrX G µ (b) was also known for the case where G equals GL n or GSp 2n and µ is minuscule (cf. [36] , [37] ), and for the case where (G, µ) is fully Hodge-Newton decomposable (cf. [8] ), see [18] , [20] , [41] , [34] , [39] , [32] , [12] , [13] , [6] , [24] , [25] , [33] and so on for the precise descriptions and their applications in arithmetic geometry.
By extending the construction of [14, Theorem 1.5] in the minuscule case, we formulate a natural surjective map from the Mirkovic-Vilonen cycles to the J borbits of irreducible components of X µ (b). Remark. Earlier, Rong Zhou and Yihang Zhu claimed a proof of Theorem 0.2 using a different approach.
Remark. Our proof is based on the assumption that X µ (b) is equi-dimensional, which is true if char(F ) > 0, see [15] , [38] and [14] . If char(F ) = 0, the equidimensionality of X µ (b) is not fully established, see [14, Theorem 3.4] . In this case, the same proof shows that
where Irr top X µ (b) is set of irreducible components of X µ (b) with top dimension. We remark that X µ (b) is always equi-dimensional if µ is minuscule.
Let us briefly discuss the proof of Theorem 0.2. First we reduced the problem to the case where b is basic and G is simple and adjoint. Thanks to [40] , it remains to consider the case where b is not unramified. So we can assume further that each absolute factor of G is of classical type or is of type E 6 and E 7 . In particular, any irreducibleĜ-module appears in some tensor product of irreducibleĜ-modules with minuscule highest weights. Together with geometric Satake, this observation enables us to reduce the problem to the final case where µ is minuscule and b is basic. Then we have IrrX
Moreover, the action of J b on IrrX µ (b) induces an equivalence relation on A top , and the J b -orbits of IrrX µ (b) are naturally parameterized by the corresponding equivalence classes of A top . Therefore, it remains to show the number of these equivalence classes coincides with the dimension of VĜ µ (λ G (b)). This is accomplished by a reduction to the superbasic case, which has been solved by Hamacher and Viehmann [14, Theorem 1.5] .
It is natural to ask the following question.
Question 0.1. Is there an irreducible component of the form
If b is either superbasic or unramified, it is known that the answer to the question is positive, see [35] , [9] and [40] .
By following a strategy of Xiao and Zhu [40] , for µ minuscule and b basic, we obtain a partial answer to the above question, which in particular gives an explicit construction of a single irreducible component in each J b -orbit of IrrX µ (b).
Theorem 0.3. Suppose the characteristic char(F q ) is sufficiently large. Assume µ is minuscule and b is basic. Then for each λ ∈ A there exists a subgroup
We refer to §3.1 and §3.2 for the precise definition of I Σ c λ . As an application, we obtain an explicit parametrization of irreducible components in the following case. Notation. Let Z, Z ′ be two subvariety. We write Z ⊆ Z ′ to mean that Z ′ contains an open dense subset Z. In particular, we write Z = Z ′ to mean that Z ∩ Z ′ is dense in both Z and Z ′ .
Reduction to the basic case
In this section, we give an explicit formulation of Conjecture 0.1. Moreover, we show it is true if it is true for the basic case.
be the based root datum of G associated to the triple T ⊆ B ⊆ G, where X and Y are the character and cocharacter groups of T respectively together with a perfect pairing , :
is the set of roots (resp. coroots); S 0 is the set of simple roots appearing in the Borel subgroup B ⊇ T . For α ∈ Φ, we denote by s α the reflection which sends χ ∈ Y to χ − α, χ α ∨ , where α ∨ ∈ Φ ∨ denotes the corresponding coroot. Notice that the Frobenius map of G induces an automorphism of R of finite order, which we still denote by σ. In particular, σ acts on Y R as a linear transformation of finite order.
Let W 0 = W G be the Weyl group of T in G, which is a reflection subgroup of GL(Y R ) generated by S 0 . The Iwahori-Weyl group of T in G is given bỹ
where N T denotes the normalizer of T in G. We can embedW into the group of affine transformations of Y R , where the action ofw = t µ w is given by v → µ+w(v). Let Φ + = Φ ∩ Z 0 S 0 be the set of positive roots and let ∆ = {v ∈ Y R ; 0 < α, v < 1, α ∈ Φ + } be the base alcove. Then we haveW = W a ⋊Ω, where W a = ZΦ ∨ ⋊W 0 and Ω = {ω ∈W ; ω(∆) = ∆}.
For α ∈ Φ, let U α ⊆ G be the corresponding root subgroup. We set
which is called a (standard) Iwahori subgroup.
LetΦ =Φ G = Φ × Z be the set of (real) affine roots. Let a = (α, k) ∈Φ. We can view a as an affine function such that a(v) = − α, v + k for v ∈ Y R . The zero locus H a := {v ∈ Y R ; a(v) = 0} is called an affine root hyperplane for W . We denote by s a = s Ha = t kα ∨ s α ∈W the corresponding affine reflection.
, where M ⊇ T (resp. N) denotes the Levi subgroup (resp. the unipotent radical) of P . We have the Iwasawa
µ (b) as desired. The "Moreover" part follows from the proof of [14, Proposition 5.6] .
Consider the decomposition
where the equality holds if and only if a ∈ Irr
is the σ-conjugacy class of b.
where the first inequality follows from Lemma 1.1; the first equality follows from Proposition 1.2 and Theorem 1.3; the last equality follows by the identification
The proof is finished.
The proof is given in §2.
The proof is given in §1.3 by assuming Proposition 1.5.
Combining Proposition 1.2 with Theorem 1.3, we see that there exists a natural bijection between the Mirkovic-Vilonen basis of
. Thus the bijection in Conjecture 0.1 can be formulated explicitly as follows.
The proof is finished. Proposition 1.9. Theorem 1.7 is true for G if it is true for G ad , the adjoint group of G.
ω ad , where µ ad , b ad and ω ad denote the images of µ, b and ω respectively under the projection. Let J
where the first inequality follows from Corollary 1.4. The proof is finished.
1.3. By Proposition 1.9, to verify Proposition 1.6, we can assume from now on that G is simple and adjoint. In particular, there exists d ∈ Z 1 such that
where F d /F is an unramified extension of degree d and each factor G i is simple and adjoint over O. Moreover, the Frobenius map σ sends
). Then we have the twisted product
together with the convolution map
Hence we have the following decomposition ofĜ 1 -modules
µ equals the number of irreducible components of m
where the bottom horizontal map is given by
, and the top horizontal map is given by
Moreover, via the identification
the above Cartesian square is J b -equivariant by left multiplication.
Lemma 1.11. Let notations be as above. Suppose µ is sum of dominant minuscule coweights. Then
In particular,
and hence
The proof is finished. Theorem 1.12 (Parthasarathy-Ranga Rao-Varadarajan, Kumar [19] ).
appears in the tensor product VĜ
Here W 1 is the Weyl group of G 1 and λ 1 + w 1 (χ 1 ) denotes the dominant W 1 -conjugate of λ 1 + w 1 (χ 1 ). Lemma 1.13. If G 1 is of classical type or is of type E 6 or E 7 , then each irreducibleĜ 1 -module appears in some tensor product of irreducibleĜ 1 -modules with minuscule highest weights.
Proof. As G 1 is adjoint, it suffices to show that V µ 1 appears in some tensor product of irreducibleĜ 1 -modules with minuscule highest weights, where µ 1 ranges over fundamental coweights. This statement can be verified using Theorem 1.12.
Proof of Proposition 1.6. If G 1 is of type E 8 , F 4 or G 2 , then b is unramified and the statement is proved in [40] . So we can assume G 1 is of classical type or is of type E 6 or E 7 .
First we claim that |J
. By Theorem 1.10 and Lemma 1.13, there exist d ∈ Z 1 and a dominant minuscule cocharacter χ of G such that the pair (G 1 , G) fits into the setting of this subsection and W
where the first equality follows from Proposition 1.5; the second one follows from Lemma 1.11; the inequality follows from Corollary 1.4; the last equality follows from the identification
where the second equality follows from the above claim. The proof is finished.
Proof of Proposition 1.5
This section is devoted to the proof of Proposition 1.5.
2.1. By Proposition 1.6, it suffices to consider the basic case. So we fix a basic element b ∈ G(L). Moreover, we can assume b ∈ N T (L) such that bIb −1 = I. By abuse of notation, we also denote by b its image in the Iwahori Weyl group W . Thus b = t τ w ∈ Ω for some τ ∈ Y and w ∈ W 0 . For D ⊆W we set
Then the map α →α gives an embedding of Φ intoΦ + , whose image is {a ∈Φ; 0 < a(∆) < 1}. As bσ(∆) = ∆, we have bσ(α i ) =α i+1 . Denote by Π the set of roots α ∈ Φ such thatα is a simple affine root, namely, Π is the set of minus simple roots and highest positive roots.
Let µ ∈ Y be a dominant minuscule cocharacter. We denote by A = A µ,b the set of cocharacters λ such that τ λ := −λ + τ + wσ(λ) is conjugate to µ. For λ ∈ A and α ∈ Φ, define λ α = α, λ if α < 0 and
Proof. The first equality follows directly by definition. We show the second one. Notice that α, τ λ = − α, λ + α, τ + α −1 , λ . As bσ(α −1 ) =α, one checks that α, α −1 are both positive or negative if α, τ = 0; α < 0 and α −1 > 0 if α, τ = −1; α > 0 and α −1 < 0 if α, τ = 1. In all cases we have α, τ λ = λ α −1 − λ α as desired.
For
, which is a locally closed subset of X µ (b). Let R(λ) = R µ,b (λ) be the set of roots α ∈ Φ such that α, τ λ = −1 and λ α 1.
Fix e ∈ ∆ bσ = {v ∈ ∆; bσ(v) = v} and n ∈ Z 0 , and denote by I n the MoyPrasad (normal) subgroup of I generated by
Proof of Proposition 0.
We show the other direction. Let N λ (resp. N λ ) be the subgroup generated by the root subgroups U α such that α, λ > 0 (resp. α, λ < 0). Set
Since µ is minuscule, the latter non-emptiness is equivalent to that τ λ is conjugate to µ, that is, λ ∈ A.
Assume λ ∈ A. Choose n ≫ 0 such that I n ⊆ I ∩ t λ Kt −λ . Then EI n = E and HI n = I n H = H. Consider the induced Lang's map I/I n → I/I n given by hI n → φ b (h)I n , which we still denote by φ b . Again we have E/I n = φ
be the unipotent subgroup generated by the root subgroups U β ⊆ N λ such that β, τ λ 0 (resp. β, τ λ = −1). Since
The statement (2) is proved.
2.3. By Proposition 1.9, we can assume further that G is simple and adjoint. Then σ acts transitively on the connected components of (the Dynkin diagram of) S 0 . Moreover, as the superbasic case has been handled in [14] , in the remainder of this section, we assume that b is not superbasic in G(L), that is, O α Π for any α ∈ Π. Let d be number of connected components of S 0 . Lemma 2.2. For each α ∈ Π, we have either (1) α, α
Proof. It follows from the classification of affine Dynkin diagrams and the assumption that b is basic but not superbasic in G(L).
Lemma 2.3. Let λ ∈ A, α ∈ Π and r ∈ Z 1 such that λ α 0 = λ α r+1 = 0 and α i , α
Proof. As D is orthogonal, we have λ
In particular, λ ′ ∈ A. We have λ
By symmetry, it remains to show
, we have γ < 0, λ γ = γ, λ = 1 and γ ′ = ( β∈Eγ s β )(γ) > 0, which implies that λ γ −1 = λ γ + γ, τ λ = 1 − 1 = 0. Noticing that E γ is subset of minus simple roots, we have γ ∈ ZE γ and hence γ ∈ E γ by Lemma 2.2. So γ ∈ D + (λ)
Similarly, we have the following lemma.
Lemma 2.5. Let λ ∈ A and α ∈ Π such that α, α
In particular, λ ′ ∈ A. Noticing that λ ξ j = λ α j + λ α d+j for j ∈ Z, we have λ
Thus γ, λ = 1, γ < 0 and γ ′ > 0, which means γ ∈ D + (λ), a contradiction. Otherwise, there exists a unique integer 1 i 0 r + 1 such that ξ i 0 > 0 and γ, ξ
. We can assume α i 0 is a minus simple root and α i 0 +d is a positive highest root. As γ ′ / ∈ R(λ ′ ), we have γ, ξ
, a contradiction. Thus γ, λ = 1 and hence γ < 0, which means γ = α i 0 ∈ D + (λ), a contradiction. The proof is finished.
For α ∈ Π, we set
Lemma 2.7. Let λ ∈ A and α ∈ Π with α, α
there is nothing to prove. Otherwise, as α i , τ λ = λ α i−1 − λ α i ∈ {0, ±1} for i ∈ Z, we can assume that there exists 1
Then the statement follows by induction hypothesis.
Let A top be the set of λ ∈ A such that dim
top , we have C − α (λ) = ∅ and the statement follows. Now we assume Λ = ∅.
(λ) and D = C α . Otherwise, we can assume that there exist l ∈ Z 1 and integers 1 
which contradicts the assumption that λ ∈ A top . Case (2): α, α
Then we can assume that there exists r ∈ Z 1 such that λ α 0 = λ α r+1 = 0, λ α 1 , . . . , λ αr −1 and α j , α 
which contradicts the assumption that λ ∈ A top .
Proof. Write ω = t ι u with ι ∈ Y and u ∈ W 0 . Then λ ′ = ω(λ) = ι + u(λ) and u(α), λ ′ = α, λ + u(α), ι . As χ −α = −χ α − 1 for χ ∈ Y , we may assume α > 0. Since ω ∈ Ω, u(α), ι = 0 if u(α) > 0 and u(α), ι = −1 otherwise. So we have λ ′ u(α) = λ α as desired. Moreover, if ω ∈ Ω ∩ J b , then τ λ ′ = u(τ λ ) and u(α), τ λ ′ = α, λ , which means R(ω(λ)) = p(ω)R(λ) as desired.
Proof. By definition, there exist Z ∈ IrrX λ µ (b) and g ∈ J b such that gZ ∈ IrrX
a is the parabolic subgroup generated by {sβ; β ∈ O α } ⊆ S a . We may assume g lies in one of the sets 
, wherew is the unique longest element of W Oα . In the latter case, we have C 
Proposition 2.11. We have
Proof. Let λ ∈ A top . We see that there exists some χ ∈ A top (v) such that λ ∼ χ. By Corollary 2.10, λ =w(χ) for somew ∈W ∩J b . Notice thatW ∩J b is generated by Ω ∩ J b and W Oα ∩ J b for α ∈ Π, where W Oα ⊆ W a is the parabolic subgroup generated by {sβ; β ∈ O α } ⊆ S a . So we may assume that χ ∈ A top (v ′ ) for some
, it follows from Lemma 2.9 that λ p(w)(α) = χ α for α ∈ Φ. Now suppose 1 =w ∈ W Oα ∩ J b . Thenw is the unique longest element of W Oα , that is, w = β∈Oα sβ if α, α
sβ otherwise. One checks that {λ β ; β ∈ O α } = {−χ β ; β ∈ O α }. By Lemma 2.8 and that χ = λ we deduce that Noticing that γ − θ ∈ Φ − , we have 0 = γ − θ ∈ Z(E − {θ}), contradicting Lemma 2.2. So γ, χ = 0 and hence γ < 0, which is a contradiction since θ ∨ is dominant but γ, θ ∨ = 1. Case(2): α, α
, which implies that γ ′ > 0, γ < 0 and γ, χ = 0. So γ ∈ C α , contradicting (a). Thus, there exists a unique integer 1
and hence γ, ξ
, which is a contradiction. So γ = ±ξ i 0 and γ, ξ Proof. Let h ∈ I Mv such that ht λ K ∈ X µ (b). By the proof of Proposition 0.1,
, where φ b is as in the proof of Proposition 0.1, and N ′ λ ⊆ M v is the unipotent subgroup generated by the root subgroups
So f λ is well defined. Similarly, the inverse morphism f
. This verifies that f λ is an isomorphism.
Suppose λ ∈ A(v). Let α ∈ R(λ) − Φ Mv . As λ ∈ A(v) and λ α 0, we have α, v > 0 and hence O α ⊆ Φ v,+ = {β ∈ Φ; β, v > 0}. So λ β 0 for β ∈ O α . Noticing that β, τ λ = λ β −1 − λ β ∈ {0, ±1} and hence β∈Oα β, τ λ = 0, we have
As µ is conjugate to τ λ , we have 2ρ,
Proof. First note that it suffices to find an element y ∈W ∩J b such that p(y)(v) = v and λ ′ = y(λ). Indeed, the conditions p(y)(v) = v and y ∈ J b imply that y ∈W Mv and y(Y 
, without loss of generality we may assume that
On the other hand, λ β 0 for β ∈ O −α i . So γ ∈ R(λ), which is a contradiction. The claim is proved. Let c i ∈ Z such that
which means λ ′ ∈ A top by Lemma 2.12. Let N v be the unipotent subgroup generated by the root subgroups U α such that α, v
Recall that I µ,M is the set of W M -conjugacy classes of W 0 -conjugates of µ, and 
End of the proof of Proposition 1.5. We show that there exist bijections: 
Now we have
where the second equality follows from [14, Theorem 1.5]. The proof is finished.
Proof of Theorem 0.3
In this section we prove of Theorem 0.3 and Corollary 0.4. We adopt the nation in §2.1.
0, otherwise, and
we define E r = {δ ∈ E; δ(e) = r}, E r = ∪ r ′ r E r ′ and E >r = ∪ r ′ >r E r ′ . Let
, which are subgroups of I. We define I C = δ∈C I δ , where the product can be taken in any order since. Then [C, C] ⊆ C is a subgroup of I. Notice that I C is ι-stable if C is (bσ)-stable. For r ∈ Q >0 we set C r = C ∩ E r , C r = C ∩ E r and C >r = C ∩ E >r . Moreover, we write I r = I E r and I >r = I E>r .
We say a subset C ⊆ E + is admissible if [C, C] ⊆ C, δ + 1 ∈ C for δ ∈ C and E n ⊆ C for n ≫ 0. Here δ + 1 = (α, i + 1) if δ = (α, i) and δ + 1 = (α ∨ , i + 1) if δ = (α ∨ , i). Let k be the residue field of L, which is a algebraic closure of F q . For r ∈ Q >0 and δ ∈ E r , we set V r = I r /I >r and V δ = I O δ ∪E>r /I >r , where O δ denotes the (bσ)-orbit of δ. If r / ∈ Z, V δ = ⊕ ǫ∈O δ kǫ. If r ∈ Z and char(F q ) is sufficiently large,
Lemma 3.1. Let C ⊆ E + be admissible. If char(F q ) is sufficiently large, then for r ∈ Q >0 we have
To prove (1) , it suffices to show I C ∩ I r ⊆ I C r . Let h ∈ I C ∩ I r and let l ∈ Q >0 be minimal such that h ∈ I C l − I C >l . If l r, then h ∈ I C r as desired. Assume l < r. If l / ∈ Z, then we have a natural injective map
which means that ψ is injective. As h ∈ I r ⊆ I >l , we have ψ(h) = 0 and hence h ∈ C >l , a contradiction. If l ∈ Z, let M r ⊆ ZΦ ∨ be the sublattice spanned by {α ∨ ; (α ∨ , r) ∈ C r }. Then the following natural map
is injective since char(F q ) is sufficiently large. Again we deduce that h ∈ I C >l , a contradiction. So (1) is proved.
In view of the proof of (1), we have that I C r /I C>r = ⊕ δ∈Cr kδ if r / ∈ Z and I C r /I C>r = kM r = δ∈Cr kM δ if r ∈ Z. In either case, we have I C r /I C>r = δ∈Cr V δ and hence (2) is proved. As I C>r is connected, we have (I C r ) ι /(I C>r ) ι = (I C r /I C>r ) ι = δ∈Cr V ι δ and hence (3) is proved.
For δ ∈ E
+ we fix a basis of V δ as follows. If δ ∈ (Φ, Z), then V δ = ⊕ ǫ∈O δ kǫ and denote by π δ :
Lemma 3.2. Suppose char(F q ) is sufficiently large. Then π δ : V δ → k induces the following isomorphisms between F q -vector spaces:
Proof. Let c = |O δ |. Suppose the situation of (1) occurs. Let v =
Suppose the situation of (2) occurs, the statement follows similarly as (1) . Suppose the situation of (3) occurs. Assume δ = (α ∨ , r) for some α ∈ Φ and r ∈ Z. Let v =
The equality ι(v) = v implies that the map
gives a bijection between Proof. One has
as desired.
Lemma 3.5. We have γ − γ k / ∈ Φ for γ ∈ Φ and k ∈ Z.
Proof. Without loss of generality, we can assume the Dynkin diagram of S 0 is connected. We show by induction on r > 0 that [
. If r ≫ 0, it is trivial and the statement is true.
, it suffices to show the following natural map
is surjective, where the first equality follows from Lemma 3.3 and Lemma 3.1 (1); the second equality follows from Lemma 3.1 (3).
, we define ψ ǫ = π ǫ . Otherwise, we choose c ǫ ∈ k such that c q |Oǫ| ǫ = η ǫ (cf. Lemma 3.2 (1)) and define ψ ǫ :
Case(1): r ∈ Z. Then δ = (γ ∨ , r), δ ′ = (γ, r ′ ) and δ ′′ = (−γ, r ′′ ) for some γ ∈ Φ and r, r ′′ ∈ Z 0 such that r ′ + r ′′ = r. Using Lemma 3.2 together with Lemma 3.5, we have Ξ(x, y) = φ δ (xy) if Lemma 3.2 (2) occurs and Ξ(x, y) = φ δ (xy − (xy) 
