Introduction
This paper is concerned with eigenvalue problems that are nonlinear in the eigenvalue parameter, T (λ)x = 0, x = 0,
1 with the matrix-valued function T : Ω → C n×n having entries that are holomorphic functions on some domain Ω ⊆ C. In applications, this type of (non-polynomial) nonlinearity usually originates from PDE models with λ-dependent boundary conditions [11, 29] , λ-dependent material coefficients [31] , or from the use of special basis functions in the discretization [5, 21, 32] ; see also [28] for an overview of applications leading to (1) . Another prominent example are characteristic functions of delay differential equations [30, 19] . Unlike for linear eigenvalue problems, there may be infinitely many eigenvalues λ satisfying (1) . In practice, one is typically interested in only a few eigenvalues closest to a target point or a line in the complex plane. Frequently, the matrix-valued function T also depends on one or more real parameters and the goal is to compute and track the eigenvalues of interest as these parameters vary.
The numerical continuation of one eigenvalue can be considered a classical topic in numerical analysis; see, e.g., [23, 26] . In contrast, the numerical continuation of several eigenvalues has not been investigated to a large extent for nonlinear eigenvalue problems, with the exception of the work [4, 9] on polynomial eigenvalue problems. In principle, one could continue several eigenvalues individually, but this approach bears the risk of undetected eigenvalue collisions, does not allow for eigenvalues of higher multiplicity, and can be expected to become quite challenging to implement in a robust manner. For linear eigenvalue problems, the notion of invariant subspaces offers a more convenient, elegant, and robust approach to handling several eigenvalues [8, 10, 13 ]. An appropriate extension of this notion to nonlinear eigenvalue problems is nontrivial and has been considered only rather recently for numerical purposes [4, 6, 9, 25] . This extension is most conveniently defined if T takes the form
for holomorphic functions f j : Ω → C and matrices T j ∈ C n×n . Then (X, Λ) ∈ C n×m × C m×m is called an invariant pair if
where f j (Λ) is a matrix function of Λ in the sense of [18] . It is immediate to see that (X, Λ) becomes an eigenvector/eigenvalue pair for m = 1, provided that X = 0. Also for m > 1, it can be shown that the eigenvalues of Λ are eigenvalues of the nonlinear eigenvalue problem (1) and X contains the corresponding (generalized) eigenvectors, provided that a certain minimality condition holds; see Section 2.2. In fact, Section 2.3 will reveal a one-to-one correspondence between invariant pairs and the notions of root functions and eigenvector chains popularized in [29, 15] Although any matrix-valued function can be written in the form (2) with K ≤ n 2 terms, this form may lead to practical inconveniences for problems with K 1. As we will show in Section 2.4, an equivalent expression for T(X, Λ) is
where Γ is a contour (i.e., a simply closed curve) in Ω containing the spectrum of Λ in its interior. This expression is motivated by the approach in [6] ; it has the advantage of being independent of the particular representation (2) and generalizes naturally to operators. However, (4) appears to be more cumbersome for numerical purposes and creates theoretical inconveniences for parameter-dependent problems when eigenvalues cross the contour. We have therefore chosen to base our developments on (2) . The remainder of this paper is organized as follows. In Section 2, we briefly review basic facts on invariant pairs and more closely examine their relation to the spectral properties of the nonlinear eigenvalue problem (1) . Section 3 is devoted to some theoretical results vital to the continuation method we propose in Section 4. We conclude with two numerical examples in Section 5.
Preliminaries
In this section, we briefly review the concepts of root functions and Jordan chains for nonlinear eigenvalue problems, and describe their intimate relationship to invariant pairs. Throughout this paper, we assume that the matrix-valued function T is regular, that is, det T ≡ 0.
Root functions and Jordan chains
The order of the zero of T (λ)x(λ) at λ = λ 0 is called the multiplicity of the root function x and will be denoted by ν(x). Note that the regularity of T implies ν(x) < ∞. Since x is holomorphic, it admits an expansion of the form
Trivially, x 0 is an eigenvector of T .
Definition 2.1 (Keldyš [22] ). Given a root function (5) of multiplicity ν(x), any vector sequence of the form
is called a Jordan chain at λ 0 .
Note that Definition 2.1 coincides with the usual notion of Jordan chains in the case of linear eigenvalue problems, T (λ) = λI − A.
Any Jordan chain associated with a root function (5) gives rise to a so called root polynomialx
of multiplicity at least m. In particular, taking m = ν(x) shows that it suffices to work with root polynomials, in general. We refer to [29, Chapter 1] for a broader introduction into the theory of root functions and Jordan chains in the nonlinear case. For our purpose, it will be sufficient to know that for every eigenvalue λ 0 , there is a so called canonical system of root functions x (1) (λ), . . . , x (p) (λ) such that their multiplicities sum up to the algebraic multiplicity of λ 0 and x (1) (λ 0 ), . . . , x (p) (λ 0 ) are linearly independent eigenvectors. The integer p is called the geometric multiplicity of λ and equals the dimension of the null space of T (λ 0 ).
Minimal invariant pairs
Jordan chains are conceptually elegant but fragile under perturbations and, therefore, not well suited for numerical purposes; see [33] for a recent discussion. In a computational setting, it is therefore recommended to replace Jordan chains by the more robust concept of invariant pairs. To describe this replacement, we first remark that the definition (3) of an invariant pair (X, Λ) needs to be complemented by the notion of minimality to exclude degenerate cases, such as X = 0.
The smallest such is called the minimality index of (X, Λ).
As will be seen below, minimality of an invariant pair (X, Λ) implies that the eigenvalues of Λ are eigenvalues of the nonlinear eigenvalue problem (1). In the case that the spectrum of Λ consists of a single eigenvalue λ 0 , minimal invariant pairs coincide with the notion of eigenpairs [16] . Moreover, if Λ is in Jordan canonical form, then (X, Λ) is usually called a Jordan pair.
Basic results from mathematical systems theory [20] show that a pair (X, Λ) is minimal if and only if
for every λ ∈ C (or, equivalently, for every eigenvalue λ of Λ). 
Equivalence of Jordan chains and invariant pairs
Assuming that the nonlinear eigenvalue problem takes the form (3), a Jordan chain
Noting that
the relations (9) are found to be equivalent to
In other words, X,
This construction can be extended to Jordan chains of arbitrary length. Proof. The first statement follows directly from Proposition 2.3 using the fact that
The second statement can be easily deduced from the characterization (8) of minimality.
A similar but slightly less general version of Proposition 2.4 has also been given in [14, Theorem 2.3] . The result of Proposition 2.4 can be extended in a straightforward manner to Jordan chains belonging to different eigenvalues. Again, X contains the vectors of the Jordan chains and Λ is a block diagonal matrix containing the Jordan blocks associated with each Jordan chain on the diagonal. Using (8) , it then follows that (X, Λ) is minimal if and only if the first vectors in the Jordan chains (i.e., the eigenvectors) belonging to the same eigenvalue are linearly independent. Note that eigenvectors belonging to different eigenvalues are allowed to be linearly dependent; see, e.g., [25] for examples.
To summarize the discussion above: Jordan chains can be stacked into invariant pairs. For the opposite direction, to turn an invariant pair (X, Λ) into Jordan chains, we mention that (XT, T −1 ΛT ) for any invertible T of appropriate size is also an invariant pair. Choosing T such that T −1 ΛT is in Jordan canonical form, Proposition 2.4 implies that XT contains Jordan chains.
For our considerations, we also need some notion of multiplicity for invariant pairs. In the sequel, we let alg Λ λ 0 and alg T λ 0 denote the algebraic multiplicity of an eigenvalue λ 0 for a matrix Λ and a matrix-valued function T (λ), respectively. Recall that in the latter case, alg T λ 0 is defined to be the multiplicity of λ 0 as a root of det T (λ). The subsequent definition has been proposed in [8, 9] for linear and quadratic eigenvalue problems.
Definition 2.5. The multiplicity of a minimal invariant pair (X, Λ) is defined as
where σ(Λ) denotes the spectrum of Λ. A minimal invariant pair of multiplicity 1 is called simple.
In view of the discussion above, a simple invariant pair (X, Λ) necessarily contains the entire canonical system of root functions for every eigenvalue of Λ.
A contour integral representation
To conclude this section, we show that the definition (3) of an invariant pair is equivalent to the contour integral representation (4) . This connection will be helpful in some of the subsequent theoretical developments.
where Γ ⊂ Ω is a contour with the spectrum of Λ in its interior.
Proof. By the contour integral representation of matrix functions [18] ,
and hence
As a consequence of Proposition 2.6, we obtain the following formula for the total derivative of T at a pair (X, Λ) in direction ( X, Λ):
Characterization of invariant pairs
This section will provide the theoretical foundations of our continuation method. One of the major tools will be the characterization of invariant pairs as solutions to certain nonlinear equations.
Characterization of simple invariant pairs
Minimality of a pair (X, Λ) is characterized by the full column rank of the matrix V (X, Λ) defined in (7), where is chosen sufficiently large, i.e., not smaller than the minimality index. This motivates the normalization condition
where
is chosen such that
In [25, Theorem 10] it has been shown that a minimal invariant pair (X 0 , Λ 0 ) is simple if and only if it is a regular solution of
in the sense that the total derivative DF at (X 0 , Λ 0 ) is a bijective linear operator. 
Characterization of non-simple invariant pairs
In the following, we restrict ourselves to real nonlinear eigenvalue problems:
where the holomorphic functions
and Ω is supposed to be closed under complex conjugation. In particular, this implies T (λ) = T (λ) and hence also the spectrum of T (λ) is closed under complex conjugation. When considering an invariant pair (X, Λ) for (15) , it often makes sense to include for every non-real eigenvalue of Λ also its complex conjugate into Λ. We can, therefore, assume that the invariant pair under consideration is real: (X, Λ) ∈ R n×m × R m×m .
Intuitively, the most likely situation for a real invariant pair to become non-simple is when a real eigenvalue contained in the pair meets a real eigenvalue not contained in the pair; see Figure 1 . This intuition has been made mathematically rigorous for linear eigenvalue problems already in the classic works by Arnol d [2, 3] .
From a more general perspective, it is well known that singular solutions in oneparameter systems occur at limit points (see [1, 7, 17] ), where the tangent of the branch is vertical with respect to the parameter coordinate. In a generic sense, these limit points are quadratic turning points that are defined by three nondegeneracy conditions. Applied to the nonlinear equations (14) , the first two conditions read as follows.
and
The third condition, which will be discussed in Section 4.1.1, describes transversality with respect to the parameter.
minimal invariant pair of a real, regular nonlinear eigenvalue problem (15). Then the turning point conditions (TP1)
and (TP2) are equivalent to the following set of conditions.
(J1) The pair (X 0 , Λ 0 ) has multiplicity 2.
(J2) T (λ) has a real eigenvalue µ of geometric multiplicity 1, and
where λ 1 , . . . , λ r are the mutually distinct eigenvalues of Λ 0 . Since the functions f k in the representation (2) of T (λ) are holomorphic, there exist polynomials p k of degree not exceeding such that
Because the eigenvalues of Λ 0 are closed under complex conjugation, p k inherits the symmetry of f k with respect to the real axis and, therefore, has real coefficients. Con- 
. . , r with m i = alg T λ i , which shows that P inherits the regularity of T . Every occurence of T in (TP1) and (TP2) can now be replaced by the interpolating polynomial. Hence, the statement of the theorem follows from Lemma A.2.
Remark 3.2. Depending on the size of the invariant pair (X 0 , Λ 0 ) under consideration and the algebraic multiplicities of the eigenvalues it contains, the degree of the interpolating polynomial in the proof of Theorem 3.1 (see (16) ) may become quite large. Using such a large value of in the normalization condition (12) can be computationally expensive. However, we have some freedom in the choice of the normalization matrix W . As a consequence, we can work with an˜ as small as the minimality index of (X 0 , Λ 0 ) by choosing the bottom part of W to be zero, without violating the requirement that W T V (X 0 , Λ 0 ) be invertible. Usually, the minimality index is small; in fact, except in the case m > n, it is often equal to one.
The conditions (J1) and (J2) in Theorem 3.1 state that there exists a Jordan chain x 0 , x 1 of length two belonging to a real eigenvalue µ whose first vector x 0 (the eigenvector) is represented in the invariant pair (X 0 , Λ 0 ), but whose second vector x 1 (the associated generalized eigenvector) is not. Adding x 1 to (X 0 , Λ 0 ) yields an enlarged invariant pair which is simple. In fact, the null space of the total derivative DF at (X 0 , Λ 0 ) provides all the necessary information to carry out this enlargement. 
where v T Λ 0 = µv T and x = x 1 + X 0 c for a generalized eigenvector x 1 belonging to the real eigenvalue µ in (J2) and some vector c ∈ R m . Furthermore, the extended matriceŝ
Proof. We will explicitly construct a pair having the form (17) . According to (J2), there is a Jordan chain x 0 , x 1 with x 0 = 0 satisfying
Moreover, there is a right eigenvectorũ = 0 belonging to the eigenvalue µ of Λ 0 such that x 0 = X 0ũ . For our construction, we also need a corresponding left eigenvector v = 0. Because µ is a simple eigenvalue of Λ 0 , there exists an invertible matrix U = [ũ, U (1) ] with the property
for a suitably chosen Λ (1) 0 ∈ R (m−1)×(m−1) . Now consider the pair ( X 0 , Λ 0 ) = (xv T , uv T ), where
for some c ∈ R m . Since U −1 u =:
, the vector u, and hence Λ 0 , are nonzero. From the integral representation (10) of DT, we find
with the partitioning (13) of the matrix W in the normalization condition (12) . Then, an analogous derivation shows
This proves the first part of the theorem. Concerning the extended invariant pair (X 0 ,Λ 0 ), we first confirm its invariance by a direct calculation using the contour integral representation of T similarly as above:
To verify the minimality of (X 0 ,Λ 0 ), we employ criterion (8) and demonstrate that the matrix 
has full column rank for all λ ∈ C. Due to the minimality of (X 0 , Λ 0 ), the first block column of (20) has full column rank for all λ ∈ C. Therefore, it suffices to show that the last column of (20) is linearly independent from the rest. For λ = µ, this is easily seen by considering the second block row of (20) , and for λ = µ, by looking at the first block row of the factorization
The statement about the simplicity of (X 0 ,Λ 0 ) follows immediately from the fact that the algebraic multiplicity of µ is raised by one in the transition from Λ 0 toΛ 0 while the multiplicities of the other eigenvalues remain the same.
Continuation of invariant pairs
In the following, we consider a real nonlinear eigenvalue problem
depending on a real, scalar parameter s. The dependence on s is assumed to be sufficiently smooth. Recall that (21) is called real if T (λ, s) = T (λ, s) holds for all λ and all s of interest. In analogy to the parameter-free case, we assume T to be of the form
where T k (s) ∈ R n×n and f k (λ, s) = f k (λ, s) to enforce realness of the problem. Let (X 0 , Λ 0 ) be a minimal invariant pair of the nonlinear eigenvalue problem (21) at a fixed parameter value s = s 0 . The goal is now to continue this invariant pair as the parameter s varies. By the considerations in Section 3, locally, the continuation of (X 0 , Λ 0 ) as an invariant pair amounts to the continuation of (X 0 , Λ 0 ) as a solution of the parameterized nonlinear equation
with the normalization condition N(X, Λ) defined as in (12) and
Pseudo-Arclength Continuation
To continue an invariant pair, we implement a standard pseudo-arclength continuation technique [12, 17] . For this purpose, a reparameterization of the problem (23) is required:
Figure 2: Illustration of the pseudo-arclength continuation algorithm.
We now consider X, Λ, and s as being smoothly dependent on a new parameter t and look for a solution curve X(t), Λ(t), s(t) such that F X(t), Λ(t), s(t) = 0.
Setting
, the continuation of (X, Λ, s) with respect to t proceeds in two steps:
Predictor. Take a step of length t along the tangent of the solution curve at the current iterate.
Corrector. Determine the next iterate as a point on the solution curve close to the prediction.
This procedure is visualized in Figure 2 .
Predictor
To simplify the notation, we introduce the abbreviations
and denote derivatives with respect to t by dots. To determine the direction (Ẋ 0 ,Λ 0 ,ṡ 0 ) of the tangent to the solution curve at the current iterate, we differentiate (23) and obtain the linear system
This needs to be combined with the normalization condition 
In summary, we obtain the following linear system in block operator form:
This system has a unique solution provided that the transversality condition
holds. By definition, (TP3) is fulfilled at turning points.
Once the tangential direction (Ẋ,Λ,ṡ) of the solution curve has been computed from the linear system (26), a first-order prediction of the next iterate is given by
where (X 0 , Λ 0 , s 0 ) is the current iterate and
Corrector
Using the prediction (27) as initial guess, the continued invariant pair (X 1 , Λ 1 , s 1 ) is found by applying Newton's method to the nonlinear equation (23) combined with the normalization condition
which yields a correction ( X, Λ, s) orthogonal to the tangential direction.
Solving the linear systems
Both stages, predictor and corrector, require the solution of a linear system of the form 
For this purpose, we first transform Λ 0 to upper triangular form by a (complex) Schur decomposition. The structure of (28) is preserved under the corresponding unitary transformation, and we can therefore assume w.l.o.g. that the matrix Λ 0 in (28) is already upper triangular.
Under this assumption, it is easily seen from the contour integral representation (10) that the j-th columns of D X T 0 ( X) and D Λ T 0 ( Λ) only depend on the first j columns of X and Λ. The same is true for D X N 0 ( X) and D Λ N 0 ( Λ) by an analogous consideration. In other words, for suitable linear operators
This fact suggests a columnwise forward substitution scheme to solve (28) . More specifically, we will adapt the bordered Bartels-Stewart algorithm from [9, 25] to our setting, where T is given by (24) . Using the notation introduced above, we define the matrices
and solve the linear systems
as well as
The total number of systems to be solved is (28) is then given by the linear combination 
Step size control
We apply a heuristic step size control to avoid slow or no convergence of the Newton corrector in Section 4.1.2. More specifically, the step size is halved if Newton's method does not converge within 5 iterations. On the other hand, the step size is increased by 50% if 3 or less Newton iterations are needed to attain convergence.
Turning points
The pseudo-arclength continuation method is robust and reliable even in the presence of quadratic turning points as characterized by the conditions (TP1), (TP2), and (TP3). However, it is well known [17] that at a quadratic turning point,ṡ switches signs, which corresponds to a reversal of the direction of s at the turning point. In the following, we discuss how this undesirable behavior can be avoided.
Augmenting a nonsimple invariant pair
By Theorem 3.1, a quadratic turning point occurs when a real eigenvalue included in the invariant pair collides with a real eigenvalue not (yet) included. Theorem 3.3 provides the foundation for augmenting the invariant pair to also include the latter eigenvalue. At a quadratic turning point (X * , Λ * , s * ), the componentṡ * of the corresponding tangential direction (Ẋ * ,Λ * ,ṡ * ) determined from the linear system (26) is zero. Consequently, (Ẋ * ,Λ * ) spans the null space of D (X,Λ) F at (X * , Λ * , s * ). By Theorem 3.3,Λ * is a rank-one matrix of the form (17) . We augment (X * , Λ * ) via the updatê
where σ 1 is the largest singular value ofΛ * and u 1 , v 1 are corresponding left and right singular vectors. After the update, a few steps of Newton's iteration should be executed starting from (X * ,Λ * , s * ) to make sure that the new pair is truly invariant.
Detecting and computing quadratic turning points
Turning points are detected by monitoringṡ computed in the prediction stage during the continuation process. If the values ofṡ(t 0 ) andṡ(t 1 ) in two consecutive continuation steps are found to have opposite signs, the Intermediate Value Theorem implies the existence of a t * ∈ (t 0 , t 1 ) such thatṡ(t * ) = 0. That is, a potential turning point (X * , Λ * , s * ) = X(t * ), Λ(t * ), s(t * ) has been detected.
Figure 3: An estimate of the turning point is obtained from the extremal point of a cubic interpolating polynomial (blue).
To compute t * , we proceed as described in [12, pp. 259-261] . First, a cubic Hermite interpolating polynomial is constructed, matching the values and derivatives of the curve X(t), Λ(t), s(t) at t = t 0 as well as t = t 1 . This yields a first estimate by choosing the value (X P * , Λ P * , s P * ) of the polynomial at the point t P * ∈ (t 0 , t 1 ) for which s P * attains an extremum; see Figure 3 . In the rare case that this estimate is not sufficiently accurate, it is further refined by bisection of the interval combined with Newton's method.
Overall algorithm
In summary, we obtain Algorithm 1 for continuing an invariant pair.
Numerical experiment
To verify our implementation of the numerical continuation method detailed in Section 4, we have applied it to an academic test problem. We consider a parabolic partial differential equation with a time delay τ : 
Compute turning point as described in Section 4.2.2. Augment invariant pair according to Section 4.2.1 and store result in (X
) by taking a step of length t along the computed tangent. 
of dimension n, where
. . , n, and
For the stability analysis of the delay differential equation (29), one is interested in a few eigenvalues with largest real part of the nonlinear eigenvalue problem
which depends on the delay τ as a parameter. In the special case τ = 0, i. e., when there is no delay, the eigenvalue problem (30) is, in fact, linear and symmetric. Therefore, its eigenvalues can be easily computed by standard methods and turn out to be all real. When increasing the delay, several eigenvalues remain real while others collide and form complex conjugate pairs. We apply our continuation algorithm for n = 100 to the six eigenvalues with largest real part at τ = 0 and continue them until τ = 0.04. On two occasions eigenvalues collide, the first collision takes place at τ ≈ 0.051 and the other one at τ ≈ 0.078. In both cases, the step size is decreased and the invariant pair is enlarged. Figure 4 illustrates the obtained results.
Conclusions
We have developed a scheme for simultaneously continuing several eigenvalues and (generalized) eigenvectors of a nonlinear eigenvalue problem. The concept of invariant pairs has been proven to be a suitable nonlinear substitute for the concept of invariant subspaces, which is a well-established tool in the linear case and has been successfully used for numerical continuation. On the theoretical side, we prove that in the course of the continuation, turning points only occur upon eigenvalue collisions (Theorem 3.1). Moreover, we show how such collisions can be handled by incorporating additional information into the invariant pair (Theorem 3.3). Based on these results, a numerical algorithm has been proposed and verified for an example related to delay differential equations. However, algorithmic aspects for large-scale problems as well as the adaptation to a wider range of practical problems remains future work.
A.1. Generalized linear eigenvalue problems
In the linear case,
Minimality of the pair simply means that the matrix Φ 0 has full column rank. Hence, the nonlinear equations (14) simplify to
where W ∈ R n×m is to be chosen such that W T Φ 0 is nonsingular. Theorem 3.1 has been shown for standard linear eigenvalue problems, that is, when B is nonsingular, in [8, Theorem 3] . The following lemma does not assume nonsingularity of B; also, its proof is conceptually somewhat simpler than the proof given in [8] . Proof. In the linear case, the turning point conditions (TP1)-(TP2) state that there exists a unique 0 = ( Φ 0 , Λ 0 ) ∈ R n×m × R m×m , up to scaling, such that
as well as that the equation
admits no solution ( Φ, Λ). After suitable transformations, we may, w.l.o.g., assume Λ 0 to be in Jordan canonical form and (A, B) to be in (permuted) Kronecker canonical form such that Φ 0 = I 0 . Then, the above equations read
where we have partitioned
The invertibility of W T Φ 0 yields the invertibility of W 1 , implying that (TP1L ) is equivalent to
As a consequence of (32), fixing Φ 0,2 uniquely determines both Φ 0,1 and Λ 0 . Known results [24] concerning null spaces of generalized Sylvester equations show that (33) (and consequently (TP1L )) has a one-dimensional solution space if and only if Let us now assume that (TP1L ) holds and, consequently, both conditions are fulfilled. By applying a suitable permutation, we may assume Let us now also assume that there is no solution to (TP2L ). This immediately allows us to exclude the case A 12 e 1 = 0 (meaning the two blocks J n 2 (µ), J n 1 (µ) are uncoupled in the permuted Kronecker form of (A, B)) since this would entail that (TP2L ) has zero right-hand side and thus admits the solution ( Φ, Λ) = (0, 0). Hence, the two blocks J n 2 (µ), J n 1 (µ) are necessarily coupled and, therefore, A 12 e 1 = e n 1 . This leads to (TP2L ) taking the form
e 1 e T n 1
If n 1 ≥ 2, one easily verifies that a solution of (35) Consequently, for (35) having no solution, n 1 = n 2 = 1, and hence µ has algebraic multiplicity 2 and geometric multiplicity 1. This shows one direction of the statement of Theorem 3.1.
For the opposite direction, assume that A − λB has a real eigenvalue µ of geometric multiplicity 1 and algebraic multiplicity 2 such that alg Λ 0 µ = 1. Then, in the permuted Kronecker form of (A, B), we have Consequently, the generalized Sylvester equation (33) has, up to scaling, the unique solution Φ 0,2 = e 1 e T 1 , implying (TP1L ). Furthermore, using this solution, the lower part of equation (TP2L ) 
which -by considering the (1, 1)-element -clearly has no solution.
A.2. Polynomial eigenvalue problems
In the polynomial case, P (λ) = p k=0 λ k P k , an invariant pair (X 0 , Λ 0 ) satisfies
If (X 0 , Λ 0 ) is minimal, its minimality index cannot exceed p (see [4] ); we can, therefore, use = p in the normalization condition (12) . The nonlinear equations (14) thus amount to
where W must be chosen such that W T V p (X 0 , Λ 0 ) is invertible. The proof of the following lemma follows the proof of [9, Theorem 2.5] for quadratic eigenvalue problems, with the notable difference that the leading coefficient P p is not assumed to be invertible. 
in the sense that (X 0 , Λ 0 ) is an invariant pair of the polynomial eigenvalue problem if and only if (Φ 0 , Λ 0 ) with Φ 0 := V p (X 0 , Λ 0 ) is an invariant pair for (38). Letting
