Separability theory of one-Casimir Poisson pencils, written down in arbitrary coordinates, is presented. Separation of variables for stationary Harry-Dym and the KdV dressing chain illustrates the theory.
Introduction
The separation of variables is one of the most important methods of solving nonlinear ordinary differential equations of Hamiltonian type. It is known since 19th century, when Hamilton and Jacobi proved that given a set of appropriate coordinates, the so called separated coordinates, it is possible to solve a related Liouville integrable dynamical system by quadratures. Unfortunately in the 19th century and most of the 20th century, for a number of models of classical mechanics the separated variables were either guessed or found by some ad hoc methods. A fundamental progress in this field was made in 1985, when Sklyanin adopted the method of soliton systems, i.e. the Lax representation, to systematic construction of separated variables (see his review article [1] ). In his approach, the appropriate Hamiltonians appear as coefficients of the spectral curve, i.e. the characteristic equation of the Lax matrix. Recently, a new constructive separability theory was presented, based on a bi-Hamiltonian property of integrable systems. In the frame of canonical coordinates the theory was developed in a series of papers [2] - [7] (see also the review article [8] ), while the general case was considered in [9] and [10] .
In this paper we briefly summarize the results of the theory in the case of one-Casimir Poisson pencils and illustrate it on two examples: the stationary flow of Harry-Dym (canonical coordinates frame) and the KdV dressing chain (noncanonical coordinates frame). This last system is separated for the first time. Finally, on the basis of examples, we make a few comments on the relation between a separation curve of the bi-Hamiltonian approach and a spectral curve of the Sklyanin approach.
Preliminary considerations
Let M be a differentiable manifold, T M and T * M its tangent and cotangent bundle. At any point u ∈ M, the tangent and cotangent spaces are denoted by T u M and T * u M , respectively. The pairing between them is given by the map < ·, · >:
, dF denotes the differential of F . M is said to be a Poisson manifold if it is endowed with a Poisson bracket {·, ·} :
which is skew-symmetric and has vanishing Schouten bracket with itself, i.e. the related bracket fulfils the Jacobi identity.
A vector field K is said to be bi-Hamiltonian with respect to π 0 and π 1 if there exist two smooth functions H,F ∈ C ∞ (M ) such that
The Poisson tensors π 0 and π 1 are said to be compatible if the associated pencil π λ = π 1 − λπ 0 is itself a Poisson tensor for any λ ∈ R.
In this paper we consider a particular Poisson manifold M of dim M = 2n+1 equipped with a linear Poisson pencil π λ of maximal rank. Assuming that a Casimir of the pencil is a polynomial in λ of an order n
one gets a bi-Hamiltonian chain
where
is a set of independent functions in involution with respect to both Poisson structures, so defines a Liouville integrable system on M .
When is the system separated? Let us introduce a set of canonical coordinates {λ i , µ i } n i=1 and a Casimir coordinate c = h 0 . Then, let us linearize the system through a canonical transformation (µ, λ) → (a, b) in the form
, where W (λ, a) is a generating function satisfying the related Hamilton-Jacobi (HJ) equations
In general, HJ equations (4) are nonlinear partial differential equations and to solve them is a hoopless task. Nevertheless, one can find a complete integral in some special case, when in (µ, λ) coordinates a generating function W is additively separated:
In such a case HJ equations turn into a set of decoupled ordinary differential equations and hence, at least in principle, can be solved by quadratures. Then, in (a, b) coordinates the flow is trivial
and the implicit form of the trajectories λ i (t r ) is
Such (λ, µ) coordinates are called separated coordinates. Lemma 1 A sufficient condition for (λ, µ) to be separated coordinates for the bi-Hamiltonian chain (3) is
where 
the condition (8) can be presented in the matrix form
which may be called a generalized Stäckel representation. Indeed,
Multiplying the HJ equations (4), written in the matrix form
from the left by v i one gets
Separated coordinates
In ref.
[2] the bi-Hamiltonian chain (3) in the separated coordinates (λ, µ, c) was constructed for the first time. Actually, the Hamiltonian functions h k take the following compact form
are the elementary symmetric polynomials and the two Poisson structures are
where Λ = diag(λ 1 , ..., λ n ) and h 1,µ :=
Notice that all h k are linear in c. In fact there exists a family of separated coordinates (λ ′ , µ ′ , c) which preserve the form (14) and (15), and are related to the set (λ, µ, c) by a canonical transformation
where ϑ i are arbitrary smooth function. If f i = f, i = 1, ..., n, then the separated coordinates are n different points of a curve
called the separation curve.
In the separated coordinates a Poisson pencil and the chain can be trivially projected onto a symplectic leaf S of π 0 (dim S = 2n) as θ λ = θ 1 − λθ 0 , where
is a nondegenerate Poisson pencil on S. Hence, S is Poisson-Nijenhuis manifold where the related Nijenhuis tensor N
and its adjoint N * are diagonal. This is the reason why (λ, µ) are called the Darboux-Nijenhuis (DN) coordinates. On S the chain (3), (14), (15) gives rise to
where denotes the restriction to S and h n+1 = 0. Notice that the ρ i (λ) are the coefficients of the minimal polynomial of the Nijenhuis tensor:
There exists a sequence of separable "potentials" V (r) k , r = ±1, ±2, ..., which can be added to h k (λ, µ, c), given by the following recursion relation [5] 
and its inverse
Notice that recursion formulae are coordinate free and generate separable potentials starting from the coefficients of the minimal polynomial of the Nijenhuis tensor in arbitrary set of coordinates. Potentials V (r) (22) and V (−s) (23) entrance the separation curve in the following way
4 Canonical coordinates Now, let us consider an arbitrary canonical transformation on M
independent of a Casimir coordinate c (not necessarily a point transformation!). The advantage of staying inside such a class of transformations is that the clear structure of the pencil is preserved. Applying the transformation (25) to Hamiltonian functions (14) and Poisson matrices (15) one finds that
and
where A, B and D are n × n matrices. The nondegenerate Poisson pencil θ λ on S gives rise to the related Nijenhuis tensor N and its adjoint N * in (q, p) coordinates in the form
Obviously, in a real situation we start from a given bi-Hamiltonian chain (26)-(28) in canonical coordinates (q, p, c), derived by some method, and we try to find the DN coordinates which diagonalize the appropriate Nijenhuis tensor and are separated coordinates for the system considered. So now we pass to a systematic derivation of the inverse of transformation (25).
The first part of the transformation is given by
The second part can be found in a few ways. One method was presented in refs.
[8] and [9] . Here we present another method suggested in [10] . Consider the vector field Y = π 0 • db 1 (q, p). In DN coordinates it has the following form
Hence, if some ϕ i depends only on a pair of coordinates (λ i , µ i ), then Y (ϕ i ) also depends only on (λ i , µ i ). So, when for some ϕ i we have Y (ϕ i ) = 1, then according to the gauge (16) it means that µ i = ϕ i are an admissible DN momenta and the second part of transformation is given by
For this procedure our two basic objects, written in (q, p) coordinates, are
More details will be given in examples.
In a special case of a point transformation, when b i = b i (q), i = 1, ..., n, the first part of the transformation is of the form
and the second part can be constructed from a generating function G(p, λ) = i p i α i (λ) in the following way
5 Noncanonical coordinates: a general case
When the Poisson chain (3) is given in an arbitrary coordinate system
a clear structure of a pencil is lost and it is far from obvious whether it is projectable onto a symplectic leaf S of the first Poisson structure or not. On the other hand, such a projectibility is a necessary condition for separability of the chain, as DN coordinates are these which diagonalize an appropriate Nijenhuis tensor on S constructed from a nondegenerated Poisson pencil on S.
Here we adopt a method proposed in [9] , [10] to sketch the simplest case of one-Casimir Poisson pencils. Let a vector field Z be transversal to the symplectic foliation S of π 0 . Consider the class of functions F (M ) such that
where L means a Lie derivative. We can identify F with all functions on some leaf S 0 , as for an arbitrary f ∈ F(S 0 ) one can define its extension F on M such that (35) is fulfilled. Hence
We are looking for the condition on π λ such that
Then, θ λ defined as
is a projection of π λ along Z on S 0 . Theorem 2 A sufficient condition for the projectability of π λ onto S 0 is
where Y is some vector field. Proof Let π be a Poisson tensor. Then ∀F, G ∈ A :
For π = π 0 under the condition (39) we have immediately L Z {F, G} π 0 = 0. For π = π 1 the condition (39) gives
so L Z {F, G} π λ = 0 and the relation (37) is fulfilled.
Moreover, the following theorem can be proved.
Theorem 3 Let a Poisson pencil be projectible in the sense of Theorem 2. If additionally
and vector fields Z and Y are normalized in such a way that
(iii) on S 0 the chain (3) takes the form
Notice that this is a separating case from previous Sections, where now
is the first part of a transformation to the DN coordinates on S 0 . In the language of the present Section, for arbitrary canonical coordinates considered in the previous Sections, we have
6 Stationary flow of Harry-Dym
Here we consider the following Newton equations of motion
with x as an evolution parameter, which are the second stationary flow of the Harry-Dym hierarchy [12] , [4] . The appropriate bi-Hamiltonian chain is the following
. This is the case of canonical coordinates of Section 4 and the first part of the transformation (29) to DN coordinates is
Evidently this is a point transformation, so the second part of the transformation can be constructed either through a generating function (34) or by a general approach presented in Section 3. Because the first method is standard we apply here the second one. As
, we have
It means that
and hence
The separation curve takes the form
Let us now relate the presented approach to the Sklyanin one. It is known that Liouville integrable systems can be put into the Lax form [13] 
where L, U are some matrices, [., .] means the commutator and x is an evolution parameter. In the simplest case, when L is 2 × 2 traceless matrix
i.e. in the case of the so-called Mumford systems [14] , λ i , i = 1, ..., n are roots of B = 0 and µ i = −A(λ i ; q, p), i = 1, ..., n. The separated coordinates are different points of the spectral curve det(L − µI) = 0. A Lax pair for the stationary Harry Dym was found in [12] in the form
On the other hand, it is well known that the Lax representation is not unique and some admissible representation can be obtained for example via the transformation:
For this Lax representation the roots of B(q, p; λ) = 
Hence, in the case of stationary Harry Dym,
7 The KdV dressing chain
Consider the so-called dressing chain
for the Schrödinger equation
Actually, if u n is a sequence of solutions of (61), generated by a chain of Darboux transformations, and u n = v nx + v 2 n + β n , is a Miura map to the modified fields v n , then, as was shown in [15] , the new fields v n are related among themselves through the chain of equations (60), where α n = β n − β n+1 . Let us close the chain (60)
and assume that N i=1 α i = 0, then we obtain a finite dimensional dynamical system
As was shown by Veselov and Shabat [16] , for N = 2n+ 1, it is a bi-Hamiltonian system for which the bi-Hamiltonian chain (3) can be constructed. In g i = v i + v i+1 coordinates the nonzero matrix elements of both Poisson tensors are the following
and the Casimir of the pencil π 1 − λπ 0 is given by
As g i , i = 1, ..., N, are noncanonical coordinates, to separate the system we have to apply the general formalism of Section 5.
The first part of the transformation to the DN coordinates is
The following property of the Casimir h λ
gives the second part of the transformation
Let us illustrate the method in the case N = 5. We have
Tthe transformation to DN coordinates is 
The implicit form of the trajectories λ i (t r ), calculated from the solution of HJ equations, is
where h ξ k = cξ 
so, it is not a Mumford system as the L matrix is not a traceless one. The spectral curve takes the form 
transforms the spectral curve (78) into the separation curve (74), making the points {λ i , µ i } n i=1 canonical separated coordinates.
