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ABSTRACT We present a general theoretical framework, incorporating both aggregation of states into classes and time interval omission,
for stochastic modeling of the dynamic aspects of single channel behavior. Our semi-Markov models subsume the standard continuous-
time Markov models, diffusion models and fractal models. In particular our models allow for quite general distributions of state sojourn
times and arbitrary correlations between successive sojourn times. Another key feature is the invariance of our framework with respect to
time interval omission: that is, properties of the aggregated process incorporating time interval omission can be derived directly from
corresponding properties of the process without it. Even in the special case when the underlying process is Markov, this leads to
considerable clarification of the effects of time interval omission. Among the properties considered are equilibrium behavior, sojourn time
distributions and their moments, and auto-correlation and cross-correlation functions. The theory is motivated by ion channel mecha-
nisms drawn from the literature, and illustrated by numerical examples based on these.
INTRODUCTION
The direct observation of single channel activity using
the patch clamp technique has stimulated the develop-
ment of stochastic models as the basis for inference
about ion channel kinetics from experimental data. For
this purpose the channel molecule is generally consid-
ered to be, at any time, in one of a finite number of
kinetically (physico-chemically) distinct states linked by
well defined transition pathways. These states are repre-
sented by the state space of the stochastic process with
which the channel kinetics are modelled.
In practice, the elucidation of channel characteristics
is hindered by the fact that transitions between actual
states are, in (at least) two senses, only partially observ-
able. First, transitions can be seen only if they occur be-
tween states having different conductance, since it is this
(or equivalently, ionic current) which the patch clamp
technique records. Thus the state space ofthe observable
stochastic process corresponds to condensations or ag-
gregations ofactual states into classes that are experimen-
tally distinguishable, these being usually just conducting
(open) and nonconducting (closed). Second, very short
sojourn times which may in principle be observable in
the above sense may not be seen because oflimitations in
the electronic recording system and the need for filter-
ing. This limited time resolution or time interval omis-
sion further degrades the observed process as a represen-
tation of actual transitions. Ifthe purpose of inference is
to characterise the channel from its observable behavior,
it follows that the stochastic models subserving it must
take account ofthe limits to observability; that is, incor-
porate aggregation and time interval omission.
In this paper we present a general mathematical frame-
work, encompassing both of the above phenomena, for
stochastic modeling of a complete temporal record of a
single ion channel having arbitrary time-invariant ki-
netics. Our approach is based on semi-Markov processes
on arbitrary finite state spaces, and allows quite general
distributions for sojourn times in individual states, to-
gether with arbitrary correlations between successive so-
journ times. It provides a unified setting which includes
the standard continuous-time Markov models (Colqu-
houn and Hawkes, 1982; Fredkin et al., 1985; Ball and
Sansom, 1988a), alternating renewal models (Milne et
al., 1988), fractal models (Liebovitch et al., 1987) and
diffusion models (Millhauser et al., 1988a; LiAuger,
1988) as special cases. In particular, Ball and Sansom
(1988a) assumed the underlying single channel process
was a continuous-time Markov chain and derived prop-
erties ofthe aggregated process incorporating time inter-
val omission; Milne et al. (1988) used alternating re-
newal models for the aggregated process both with and
without time interval omission. Roux and Sauve ( 1985)
and Blatz and Magleby (1986) had earlier studied
aspects of time interval omission. An advantage of the
semi-Markov framework is that it is invariant to time
interval omission: by this we mean that ifthe aggregated
process not incorporating time interval omission is semi-
Markov (as is the case for almost all the models consid-
ered in the literature) then so is the aggregated process
incorporating time interval omission. This invariance
property provides clarification of the effects of time in-
terval omission even when the underlying process is
Markov, and leads to considerable economy in the deri-
vation of single channel properties.
The paper is divided broadly into two parts, covering
theory and applications. The theory part begins with a
description of underlying assumptions, and then uses il-
lustrative examples to motivate the semi-Markov ap-
proach and the various processes involved. It summa-
rizes key ideas about semi-Markov processes and indi-
cates how the previous approaches result as special cases.
Then follows a development of results giving channel
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properties, such as equilibrium behavior, densities,
means, correlations and other moments of sojourn
times, for the aggregated process without time interval
omission associated with a given underlying semi-Mar-
kov process. Results for the aggregated process with time
interval omission are then obtained from expressions in
terms of corresponding properties for the process with-
out time interval omission. The framework is then spe-
cialized to the Markov case and key formulae presented
in a table. Our approach is based on that of Ball et al.
(1991), although the presentation here places greaterem-
phasis on examples, these being used both to motivate
and illustrate the theory. Reference should be made to
Ball et al. (1991) for detailed derivations.
The applications part describes some computational
considerations that form the basis ofcomputer programs
we have employed to implement calculations using the
formulae presented earlier, and gives numerical exam-
ples, both Markov and non-Markov, based on these cal-
culations.
We conclude with a discussion assessing the contribu-
tion of the semi-Markov approach, and focusing on
some remaining problems. An appendix outlines a
method, based on integral equations, for numerical cal-
culation of certain moments required in the presence of
time interval omission.
THEORY
Assumptions concerning physical
properties of ion channels
Before proceeding with a mathematical formulation of
ion channel gating models, it is valuable to consider the
underlying physical assumptions. It is important to
stress that these assumptions are made in the absence of
information about the three dimensional structure and
molecular motions of ion channel proteins. However,
analogy with the dynamic properties ofglobular proteins
(Brooks et al., 1988) provides a basis for understanding
ion channels. The principal assumptions are as follows:
(a) Ion channel gating mechanisms may be described
in terms ofa finite number ofdiscrete, well defined states
of the channel. That the number of states is finite seems
inherently reasonable, although the number of confor-
mational states ofthe channel protein may be very large.
By well defined it is meant that the kinetic states detect-
able via single channel analysis correspond to distinct
minima on the conformational energy surface of the
channel protein. Protein conformational states and sub-
states have been discussed, for example by Frauenfelder
et al. (1988), and these may be readily incorporated into
the general class ofgating models discussed in this paper.
(b) The gating mechanism is time invariant. At first
this seems somewhat restrictive, as it has been shown on
several occasions that state-switching of channel gating
occurs (e.g., Moczydlowski, 1986). However, if one as-
sumes that such behavior corresponds to (relatively in-
frequent) modification of channel structures by, for ex-
ample phosphorylation/dephosphorylation (Levitan,
1988), then it would be fairly straightforward to include
such processes in the overall kinetic model. More com-
plex models (Croxton, 1988) however, cannot be readily
included.
(c) Switching between states is assumed to be an in-
herently stochastic process, with the channel retaining
no memory of its previous states (but, unlike in Markov
models, memory of the time since the last state transi-
tion may be kept). In the absence of any evidence for
such memory effects, this assumption seems to be reason-
able.
Although not directly required in the general theory,
an assumption of time reversibility leads to useful com-
putational simplifications. Time reversibility is equiva-
lent to assuming that channel gating is not coupled to a
source of free energy, such as ion concentration gra-
dients across the membrane. This assumption has been
discussed in relation to channel gating by Lauger
(1983).
Having stated the assumptions, it is useful to examine
the extent to which these apply in contemporary models
ofchannel gating. They clearly are satisfied by the classi-
cal Markov models of channel gating (e.g., McManus
and Magleby, 1989; Sansom et al., 1989). They also may
be applied to recently discussed diffusion models of
channel gating. Several ofthese are Markov models with
large state spaces (LAuger, 1988, Millhauser et al.,
1988a, b; Oswald et al., 1991), and thus clearly come
within the current frame of reference. More recently, de-
fect diffusion models of channel gating have been dis-
cussed (Condat, 1989; Condat and Jackle, 1989). It
seems likely that these can be recast in a form suitable for
analysis using the methods described below. Similarly,
fractal gating models (Liebovitch and Sullivan, 1987)
may also be incorporated. There are some models, how-
ever, which do not fit into the framework used in this
paper. In particular, it is difficult to see how the current
methods could be used to analyze the continuum model
of Levitt (1989), or the fine structure of the percolation
(Doster et al., 1990) or reptation (Millhauser, 1990)
models of channel gating. However, it appears that both
these latter two models lead to successive open and
closed sojourns being modelled by an alternating re-
newal process, and hence their broad structure is covered
by our theory.
Motivation for semi-Markov framework
We begin with a five-state example
C5 C4 C3
Ti T1 (1)
frequently considered in the literature as a mechanism
for an agonist-gated (e.g., nicotinic acetylcholine recep-
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tor) channel. In such a mechanism open (unit conduc-
tance) states are indicated by 0, and closed (zero con-
ductance) states by C, with subscripts indicating the
state label as used in subsequent models. In Eq. 1 there
are four gateway states, that is states which can be en-
tered directly from a state of the other type, two open ( 1
and 2) and two closed (3 and 4). Note that this defini-
tion is different from that adopted by Colquhoun and
Hawkes ( 1987). Some other mechanisms that have been
considered in the literature are:
C7 C6 C5 C4
0l 02 C3
c osed 5
3-
open 2 1 - _
closed
open
(2)
and
02
C3 C4
0l
In Eq. 2, a scheme considered for the chloride channel by
Blatz and Magleby ( 1989), the open gateway states are 1
and 2 and the closed gateway states 3, 4, and 5; in Eq. 3, a
variant of a scheme considered by Colquhoun and
Hawkes ( 1987), the gateway states are 1, 2, and 3.
The usual stochastic models based on such mecha-
nisms are continuous-time homogeneous Markov
chains with the appropriate number of states. For exam-
ple, the five-state model based on Eq. 1 has been dis-
cussed in detail by Colquhoun and Hawkes (1982). In
such a model transitions between states are governed by
a (homogeneous) discrete-time Markov chain (thejump
chain), and given the successive states visited the so-
journ times in individual states are independent, having
exponential distributions with parameters that depend
only on the state being visited.
For such models the underlying (homogeneous contin-
uous-time) Markov chain, denoted by {X(t); t > 0 },
which records the state X(t) that the channel is in at each
time t, is unobservable; in the absence of time interval
omission it is the aggregated process (see, e.g., Fredkin et
al., 1985), recording which ofcertain classes of states the
underlying process is in at each time, that is in principle
observable. In models based on the above schemes there
are two classes of states; for the five-state Markov model
= { 1, 2 } and @ = { 3, 4, 5 }, denoting classes of open
and closed states, respectively. Complete information
about the aggregated process is contained in the corre-
sponding gateway process { (Jk, Tk); k = 0, 1, * - * },
where Jk, k = 0, 1, * * are the gateway or entry states,
and Tk, k = 1, 2, * * * the sojourn times for successive
sojourns in the classes 0 and @ and, for completeness,
To = 0. Fig. 1 illustrates typical processes associated with
the above five-state Markov model. Because the entry
states cannot be distinguished, the gateway process is
unobservable; it simply provides an appropriate in-
termediate process by means of which properties of
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FIGURE I Illustration of typical processes associated with the five-
state Markov model (Eq. 1). The top diagram is a realisation of the
underlying (unobservable) Markov chain {X(t); t . 0 }. The middle
diagram shows the corresponding realisation of the aggregated process
(without time interval omission) which is in principle observable. The
final diagram illustrates the corresponding realisation of the gateway
process {(Jk, Tk); k = 0, 1, * * *}.
the aggregated process can be derived. Throughout
the paper we write, for example, {X(t)} instead
of {X(t); t > 0}, and { (Jk, Tk)} for { (Jk, Tk); k
1,)2, * * *}-
Although for any Markov model {X(t) }, the gateway
process { (Jk, TO) } inherits the Markov property it is not
in general a continuous-time Markov chain. Rather, the
gateway states are visited according to the (homoge-
neous discrete-time) Markov chain { Jk } which we call
the entry process and, given the states so visited, the so-
journ times Tk, k = 1, 2, - * * are conditionally indepen-
dent with the distribution of Tk depending only on the
state Jk-l currently being visited and the state Jk that is
subsequently visited. Such a process { (Jk, TO) } is essen-
tially a Markov renewal or semi-Markov process
(Cinlar, 1969 and 1975, Chapter 10; Pyke, 1961): the
equivalent process {(Jk, Sk) }, where S0 = 0 and Sk =
I Ti for each positive integer k, is precisely a Markov
renewal process. If the channel were in the open class of
states at time So = 0 then S, gives the time at which the
channel first enters the closed class, S2 the time at which
it next enters the open class, and so on. Another equiva-
lent process is { Y(t) } defined foreach t in the time inter-
val Sk< t < Sk+j by Y(t) = Jk(k = 0, 1, - * * ), and this is
a semi-Markov process. Its value Y(t) at any time t gives
the entry state of the current class sojourn. Clearly the
above descriptions are equivalent, and for ease ofexposi-
tion we call { (Jk, Tk) } a semi-Markov process. Thus our
semi-Markov model assumes that the channel moves be-
tween a finite number of states. The sojourn times in
each state follow arbitrary but specified distributions. On
entering a new state the sojourn time in that state is inde-
pendent ofthe previous history ofthe channel, though it
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depends on the state currently being visited. On leaving
that state, the next state visited by the channel can de-
pend on both the state the channel has just left and the
time spent there. In contrast, Markov models ofchannel
gating assume that (a) the sojourn times of the channel
in different states follow exponential distributions and
(b) the next state visited by the channel depends only on
the previous state, and not on the time spent there.
In practice, even the aggregated process is not fully
observable: briefsojourns in one or other ofthe classes 0
and @ may fail to be detected. We suppose (see also
Colquhoun and Sigworth, 1983; Ball and Sansom,
1988a; and Milne et al., 1988) that any sojourn, open or
closed, is detected if and only if its duration is greater
than some fixed detection limit (dead-time) T. Then for
example, because consecutive openings separated by un-
detected closures will appear to be a single opening, the
observable open-time distribution (in the aggregated pro-
cess incorporating so-called time interval omission) will
differ from the true open-time distribution (in the aggre-
gated process). Formally, an observable open-time is de-
fined to begin with a (true) open-time greater than the
detection limit T, this being followed by open-times not
necessarily greater than T which are separated by closed-
times each having length at most T. The start of the first
subsequent closed-time greater than T signals the end of
the observable open-time and the start of the following
observable closed-time. An observable closed-time is de-
fined similarly.
Just as complete information about the aggregated pro-
cess is contained in its gateway process { (Jk, TO) }, so the
aggregated process incorporating time interval omission
is completely described by a corresponding gateway pro-
cess { (Jk, Tk) }, where Jk, k = O, 1, * * * are the gateway
or entry states for observable sojourns, Tk, k = 1,2,
the successive observable class sojourn times, and To =
0. Fig. 2 illustrates the gateway processes associated with
the five-state Markov model (Eq. 1). The gateway pro-
cess { (Jk, Tk) } is another semi-Markov process. Thus
gateway states are visited according to the entry process
{ Jk } which is a Markov chain and, given the states so
visited, the sojourn times Tk, k = 1, 2, * * - are (condi-
tionally) independent with the distribution of Tk de-
pending only on the state Jk-i currently being visited
and the state Jk subsequently visited.
For Markov models the gateway process { (Jk, T) } iS
not a continuous-time Markov chain except in certain
circumstances, such as when there is exactly one open
and one closed state. Hence, to deal with gateway pro-
cesses arising from even the traditional Markov models
for a single ion channel (Colquhoun and Hawkes, 1982;
Fredkin et al., 1985; Ball and Sansom, 1988a) we are led
to semi-Markov gateway processes. Furthermore, this
class ofgateway processes covers also the (non-Markov)
alternating renewal models discussed in Liebovitch et al.
(1987) and Milne et al. (1988). Although such non-
Markov models allow for arbitrary distributions of state
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FIGURE 2 Illustration of processes incorporating time interval omis-
sion associated with the five-state Markov model (Eq. 1). The top
diagram is a realisation ofthe aggregated process without time interval
omission, and shows the size of the detection limit T. In the middle
diagram is the corresponding realisation of the aggregated process with
time interval omission, and its gateway process { (jk, Tk); k = 0, 1,
... } is illustrated in the bottom diagram.
sojourn times, they do not allow non-zero correlations
between sojourn times, and these are often obtained in
single channel data (see, e.g., Labarca et al., 1985;
McManus et al., 1985; Kerry et al., 1987). By contrast,
semi-Markov models permit arbitrary correlations be-
tween successive sojourn times. Thus the semi-Markov
framework is sufficiently rich that it can encompass and
extend so many of the commonly used single channel
models. As we now describe, an additional feature ofthis
framework is its invariance under time interval omis-
sion.
As the gateway processes contain the minimum
amount of information needed in order to derive chan-
nel properties, the semi-Markov framework is the natu-
ral mathematical setting for stochastic modeling ofa sin-
gle ion channel. The invariance property, or the parallel
between the aggregated process without time interval
omission and its gateway process { (Jk, Tk) } on the one
hand, and the aggregated process with time interval
omission and its gateway process { (k, T) } on the
other, enhances the importance of the semi-Markov
theory. Finally, having noted that the generality of the
semi-Markov framework is needed even in the tradi-
tional setting when the underlying process {X(t) } is a
Markov chain, we observe that when the underlying pro-
cess is itself assumed to be semi-Markov the resultant
gateway processes are necessarily also semi-Markov.
That is, the semi-Markov theory offers a natural and
significant generalization of the standard Markov
theory. (In any case, the semi-Markov setting is really
the most general possible given stochastic process theory
as presently developed.) Furthermore, the semi-Markov
framework allows clarification of the role of time inter-
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val omission and considerable economy in the deriva-
tion of single channel properties such as equilibrium dis-
tributions and sojourn time probability density func-
tions (pdfs), means (expectations), correlations and
other sojourn time moments. This is achieved by ex-
pressing such properties explicitly in terms ofparameters
ofgateway processes (and thereby parameters ofthe un-
derlying process). In particular, this allows time interval
omission to be incorporated with minimal effort once
results have been derived without time interval omis-
sion.
The gateway process and observed
channel properties
Suppose that there are mo open gateway states (i.e., open
states that the channel can reach directly from closed
states), mc closed gateway states, and let m = mo + mc.
Label the gateway states a1, a2, ..., am where OG = {al,
a2, , amol} and @G = {amo+j, amo+2 ...., am} are the
open and closed gateway states, respectively. Suppose
that the channel enters the open states at time t = 0. Let
S1 be the time at which the channel first enters a closed
state, S2 be the time at which the channel next enters an
open state and so on. Set SO = Oand for k = 0, 1, * * * let
Jk be the state the channel enters at time Sk. Thus Jk
belongs to @G for k even and @G for k odd. Set To = 0
and fork= 1, 2, * let Tk =Sk-Skl. Thus T, is the
length ofthe first open sojourn, T2 the length of the first
closed sojourn and so on. The observed behavior of the
single ion channel, without time interval omission, is
contained in the process { (Jk, Tk) } (see Fig. 1 ) which we
assume to be semi-Markov.
The properties of { (Jk, Tk) } are then completely de-
termined by the m x m matrix function F(t) = [Fij(t)],
known as the semi-Markov kernel, defined elementwise
by
Fij(t) = P (Jk= aj and Tk < tl Jk- =ai)
(t20; i,j= 1, 2,...,Im).
Thus if ai E OG and ajE @G, Fij(t) is the probability that
an open sojourn starting in state ai has duration at most t
and on leaving the open states the channel goes to the
closed state aj. Note that since { Jk } alternates between
open and closed states, F(t) may be partitioned into
0 Foc(t)]F(t)
=F[F ( t) O0
Here Foc(t) is an moX mc matrix function corresponding
to open sojourns and F. (t) an mc x mo matrix function
corresponding to closed sojourns. Throughout the paper
O denotes a zero matrix (or vector), whose dimension is
apparent from the context. It follows that
pJ = F(oo)
is the transition matrix ofthe Markov chain { Jk which
records the state the channel is in each time an open or
closed sojourn commences. Let f(t) = [fij(t)] be the
m X m matrix function given by
f(t) = F'(t) (t > 0),
where the differentiation is elementwise, i.e., fJj(t) =
F',(t). Throughout the paper differentiation and inte-
gration of matrix functions are defined in this element-
wise sense. The matrix function f(t) contains, as we
later show, information from which the probability den-
sity functions (pdfs) of open and closed sojourns can be
obtained.
In practice, a closed form expression for f( t) may not
be available, and we shall often work in terms of its La-
place transform 4(0) = [(4,j(0)] given by
co4'(O)= e-e f(t) dt (0.>_0).
Note that PJ = 4(O).
In order to determine unconditional channel proper-
ties we require the equilibrium behavior of the channel.
The entry process { Jk} alternates between open and
closed states, so will not possess an equilibrium distribu-
tion. Instead consider the process { J2k; k = O, 1, .*}
from here on denoted by { J2k }, which we term the open
entry process as it records the state the channel is in each
time an opening occurs. The mo X m. transition matrix,
PI = [(PJ)i;] say, of the open entry process is given by
(5)
where PJ has been partitioned in the same fashion as Eq.
4. The open entry process possesses an equilibrium dis-
tribution, 7 = (7r?, 7r, .. , r, 0) T say (where T denotes
transpose), which can be obtained by solving the linear
equations
(6)
mO
2: 1r(P')jj = ir? ( i = 1, 2,.... ., MO - 1 )j=l
and
mO
2: X,= 1.j=l (7)
Similarly we define the closed entry process {J2k 1; k =
0, 1, * - * }, hereafter denoted by {J2k+l }, which records
the state the channel is in each time a closure occurs. It
has an mc X mc transition matrix, PcJ say, given by
(8)
and equilibrium distribution, 7rc = (7r'c, irc, . .., C )T
say, which can be obtained in an analogous fashion to mr0
above. Note that the two equilibrium distributions sat-
isfy
7c = (pJl)T 7o and 7ro= (pJ )T71rc
We now give formulae relating commonly used chan-
nel properties to parameters of the process { (Jk, Tk) }.
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(a) Sojourn time density functions. First consider
open sojourns. For i = 1, 2, ..., m. let f(t) (t > 0)
be the pdf of an open sojourn given that the open states
are entered via state ai. Summing over possible entry
states for the succeeding closed sojourn, we obtain that
(9)
m
fi(t) = I fii(t) (t > 0).j=m,+ I
Let f0(t) (t > 0) be the unconditional pdf of an open
sojourn. Then
mO
f0(t) z ir7f(t) = (1ro)T f,C(t)l (t > 0), (10)
i=l
where f (t) has been partitioned as in Eq. 4, and 1 is a
column vector of ones. (Throughout this paper, 1 will
denote a column vector of ones whose dimension, in the
present case mc, will be apparent from the context.) Let
fc(t) (t > 0) be the unconditional pdfofa closed sojourn.
Similar arguments show that
fc(t) = (7rc)T fCO(t)l (t > 0).
(b) Moments. Forr= 0, 1,- letM(r) = [MOp]be
the m X m matrix given by
rXM(r) rf (t) dt.
Note that M(°) = PJ. The matrix M(r) contains informa-
tion concerning rth moments of open and closed so-
journs. First consider open sojourns. For i = 1, 2, . . .,
MO let Imr) = (t'f(t) dt be the rth moment of the
length of open sojourns that start in state ai. Summing
over possible entry states for the succeeding closed so-
journ, we obtain that
m
M(r)= M(Jr).
j=m0+1
Let ,4Tr be the unconditional rth moment of open so-
journs. Then
mO
(r)= M(r) = (-X))T M(r) M
iO
where M(r) has been partitioned as in Eq. 4. Similarly,
the unconditional rth moment of closed sojourns is
given by
(r) = ( XC)TM(r)1
Further, we let U2 and o-2 denote the corresponding vari-
ances which can be obtained, for example, using a =
[(2) (1)]2
Note that the proportion of time that the channel
spends in the open class is given by AM' /( ,4l) + ,41)).
In practice a closed form expression for f(t) may not
be available, in which case the moment matrices M(r)
can be derived from the Laplace transform 4( 6) using
the formulae
M(r) = (_1y)r(r)(0) (r = 0, 1,
where 4b (r)(0) is the matrix function obtained by differ-
entiating 4.(0) r times with respect to 0.
(c) Auto- and cross-correlation functions. Several
authors have noted that important information concern-
ing the structure of an ion channel gating mechanism is
contained in the open and closed sojourn auto-correla-
tion functions (Fredkin et al., 1985; Colquhoun and
Hawkes, 1987; Ball and Sansom, 1988a, b; Ball and
Rice, 1989) and the open-closed and closed-open cross-
correlation functions (Ball et al., 1988). In determining
auto- and cross-correlation functions for Markov gating
mechanisms Ball and Sansom (1988a) and Ball et al.
(1988) exploited an embedded semi-Markov process.
Thus formulae for the correlation functions in our pres-
ent semi-Markov context can be obtained directly from
these papers. For the present discussion of correlation
functions only it is convenient to let SI, S2, * * * be the
lengths of successive open sojourns and TI, T2, - - * be
the lengths of successive closed sojourns. Thus the chan-
nel record is S,, TI, S2, T2 .... Then, provided that the
channel is in equilibrium,
Cov (Si, Si+k) (7r )TMo1)pJ(pJ) Moc 1 (0(1)
(k= 1,2, ...),
QjrC)TM ()pJ (pJ) ImM i~ (,UM))2Cov ( Ti, Ti+k ) =(7C TMco)PoJc ckIM co)- Mc )
(k= 1, 2, -)
Cov (Si, Ti+k) = ( o.) M(CI(pO)kM(l)1 )c
(k=o0, .,
and
Cov (Ti, Si+l+k) = (rC)TM(i)(pJ)kM(l)j1 L'U
(k =o, 1, .c..
Ifthe matrices PJ and PJ are diagonalisable the above
formulae admit simple forms. Let al, 2, . ., amo be the
eigenvalues ofPJ, with corresponding right eigenvectors
bl, b2, ..., bmo. Let B be the mo X mo matrix whose ith
column is bi and C = B-1. Then PI admits the spectral
representation
mO
i(=l
where
Ei -= bici,
and ci is the ith row of C.
Let m* = min (mo, Mc). Then PI has rank at most
m*, so let a,, 2, .. , a . be the possibly non-zero eigen-
values of P'. One of these eigenvalues, am* say, is one
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and the remainder have modulus strictly less than one
(Cox and Miller, 1965, p. 123). Thus Eq. 11 may be
written
m-
PJ = Em* + z a,E,, (12)
i-i1
where the summation is omitted ifm * = 1. It follows, see
Ball and Sansom ( 1988a) for details, that Cov (Si, Si+k)
can be expressed in the form
mO-1
COV (Si, Si+k) a="ot (k = 1, 2, ), (13)
j-1
where
aj = ) (j= 1, 2,..., m* - 1).
If P' admits the spectral representation in Eq. 12 then
PJPadmits the spectral representation
m*-1
PJ = Fm* + aiF
i=l
(Ball and Rice, 1989), where the matrices F1, F2,...,
Fm* are derived from PcJ in the same way as El, E2 ...
Em are derived from P J. It follows that
m-l
Cov (Ti, Ti+k) = la"j- (k= l, 25 ...*) (14)j l
where
> = ( .C)T M()pjM(l)1 (j = 1, 2,..., m* -1).
Similar arguments (Ball et al., 1988) show that
m-1
Cov (Si, Ti+k) = Y,Faj (k = 1, 2, * * ( 15)
j-1
and
m*-1
COv (Ti, Si+ I+k) = ai (k = 1, 2, **),(16)ji-
where
yj = (7r0)TM ()FjM(l)1 and A = (rC)TM()EjM()1
(j=1,2,...,Im*-)
When mo = mc, Eqs. 15 and 16 hold for k = 0 as well.
This does not necessarily follow when mo Mic as the
following example illustrates
C2 °1 C3.
Suppose that the gateway semi-Markov process is such
that for short (long) sojourns in 01 the process goes to C2
(C3), and that sojourns in C2 are short compared to so-
journs in C3. Then clearly Cov (S,, TI) > 0, but mi* = I
so Eq. 15 does not hold with k = 0. Note that Cov (S1,
Tk) = 0 for k 2 so Eq. 15 holds for k > 1 as indicated.
Correlations corresponding to the above covariances
are obtained by dividing the latter by the product of the
appropriate standard deviations. For example, we write
p(k) for the correlation (which in the notation of this
section is corr (Si, Si+k)) between the length ofan open
sojourn and that of the kth following open sojourn, k =
1, 2, .... Note that the auto-correlations are zero if
m* = 1, as are the cross-correlations except perhaps for
k= 0. The practical importance of the forms in Eqs.
13-16 is that by fitting them to empirical covariance
functions a lower bound can in principle be placed on
the numbers of open and closed gateway states in the
underlying channel gating mechanism (for examples
where such inferences have been applied to experimental
data see Labarca et al., 1985; Kerry et al., 1987, 1988;
and Bates et al., 1990). It is important to note that the
forms in Eqs. 13-16 do not require the underlying chan-
nel process to be a continuous-time Markov chain and
that inferences based on the form of correlation func-
tions remain valid in our more general semi-Markov
context.
The underlying semi-Markov process
and its associated gateway process
In the above we described the gateway process {(Jk, Tk) },
which contains all the information concerning observ-
able single channel behavior, and showed how com-
monly used channel properties can be expressed in terms
of its parameters. We now provide a general model for
the gating mechanism ofa single ion channel and derive
the parameters of the corresponding gateway process.
Our general model will again be a semi-Markov process.
There are two reasons for this choice. First, an underly-
ing single channel process that is semi-Markov necessar-
ily results in the associated gateway process being semi-
Markov and secondly, such a framework for the under-
lying process includes almost all the single channel
models currently available in the literature.
Suppose that there are n states that the channel can be
in, no ofwhich are open and nc closed. Label the states 1,
2, ..., n, where 1, 2, . . ., no are the open states. For i =
1, 2, . .. , n let gi(t) (t > 0) be the pdf of the length of a
typical sojourn in state i. On leaving a state, i say, the
channel enters state j with probability pij(t), where t is
the length of the sojourn in state i. Thus 2j.i Pii(t) = 1(t > 0; i = 1, 2, . . , n). We assume that the sojourn time
in a given state is independent of the past history of the
channel, and the next state visited depends on the past
history only through the current state and its sojourn
time. Thus our model for the single channel is com-
pletely specified by the functions gi(t) (i = 1, 2, . .. , n)
andpij(t) (i,j = 1, 2, ...,n), wherepii(t) 0 (i = 1, 2,
*.*I* n)-
Previously used channel models can be obtained
within this general framework as follows. Ifthe functions
p,j(t) are independent oft, i.e., pj(t) pij then the above
model reduces to that considered by Edeson et al.
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( 1990). If further the pdfs gi(t) (i = 1, 2, ... ., n) are all
exponential we recover the Markov model so prevalent
in channel literature (e.g., Colquhoun and Hawkes,
1982). If n0 = nc, = 1 we obtain the alternating renewal
process model ofMilne et al. ( 1988) and hence also, by a
further specialisation to Weibull sojourn time distribu-
tions, the so-called fractal model of Liebovitch et al.
(1987).
It is mathematically convenient to use the following
equivalent specification ofour underlying single channel
model. Suppose that the channel changes state at time
t = 0. Let Ko be the state the channel is in at time t = 0
and K1, K2, - * * be the successive states visited by the
channel. Let U1 be the length ofthe initial sojourn ofthe
channel in state Ko and U2, U3, * * - be the lengths of
succeeding channel (state as opposed to aggregate) so-
journs. Then the single channel process is completely
described by the process { (K1, U,) }, with the convention
that UO = 0. Its properties are completely determined by
its semi-Markov kernel, i.e., the n x n matrix function
G(t) = [GiG(t)], defined by
Gij(t) = P(K1 =j and U, < tIK,_, = i)
(t > 0; i,j = 1, 2, .. ., n).
Let g(t) = [gij(t)] = G'(t), so G(t) = fo g(u) du. Then,
in terms of our earlier notation,
gij(t) = gi(t)p1j(t) (t > 0; i, j= 1, 2, ..., n).
Conversely, the functions gi(t) and pij(t) can be ex-
pressed in terms of gij(t) as follows:
n
gi(t) = z gij(t) (t > O; i = 19 2, ... ., n)j=l
and
pij(t) = gij(t)lgi(t) (t > O; ij = 19 2, ... ., n).
Thus the two specifications are equivalent. Note that the
densities gj(t) and distribution functions Gij(t) will
usually be defective, in the sense that
'(0) = exp(-Ot)g(t) dt (0 > 0),
i.e., I(0) is the Laplace transform ofg(t). Partition '(0)
into
(17)
where *I'(0) corresponds to transitions that remain
within the open states and *,'I(0) to transitions from the
open states to the closed states, etc. Let
0 (0)
''(0) = [ O (0 )
I()[co(0) °0
and
0
0
(18)
0 0 mO
I 0 Mcn,
mO no- mO mC nc- mc
where the dimensions of the partitioned form of L are
shown. Then it follows from Theorem 3.1 of Ball et al.
( 1991 ) that
4(0) = L(I - 4I'(0))-l'I(0)LT (0 0). (19)
Equation 19 can be explained briefly as follows. Note
that Eq. 19 can be expressed as
4(0) = L(2 O(0)n"T (0) )LT (0 > 0),
which on expansion in partitioned form yields
° 2: Woo(8)nToc(o)
-t(O)= L n=O LT
: ycc(O)n*co(O) °
n=O
(0 2 0).
gij(t) dt = Gij(oo) = P(K1 =iIKI-I = i)
is less than one.
Now suppose that there are m. open and mc closed
gateway states, that the open gateway states are 1, 2,....
mO and the closed gateway states no + 1, no + 2, ...,no +
mc. To connect with previous notation ai = i (i = 1, 2,
..., mO)andam.+j = no+j(j= 1, 2, ... mc). The
gateway semi-Markov process { (Jk, Tk)} has already
been defined, so all that is required to determine the
observed channel properties are expressions for the pa-
rameters of { (Jk, Tk) } in terms of those of the underly-
ing process {(K1, U,) }.
(a) Semi-Markov Kernel F(t). Let '(0) = ['i'(0)]
be the n x n matrix function defined by
An open sojourn consists ofa number, n say, ofsojourns
in open states for which the next state visited is also open
(n = 0, 1, - * - ) followed by a sojourn in an open state for
which the next state visited is a closed state. It is easily
verified that the corresponding contribution to (b(0) is
* .(0)n*N' (0). The matrices L and LT have the effect of
taking the action down from the full state space to the
subset of gateway states.
To obtain f(t), and hence F(t), we need to invert the
Laplace transform 1'( 0). For some classes of model, e.g.,
Markov and alternating renewal models, this can be
done analytically to yield closed form formulae for f ( t)
and F(t). For other models numerical inversion of the
Laplace transform 4P( 0), or an alternative method of de-
termining f(t), will be required. When the underlying
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T(O) = TOO(O) 4foc(o),
4rco(o) Vcc(o) ,
gating mechanism has no cycles within the open or
closed states, and pj(t) is independent of t for all i andj,
the recursive methods ofEdeson et al. ( 1990) may facili-
tate analytic inversion of 4(O). However, many impor-
tant channel properties, including moments and correla-
tion functions, can be derived without inversion of ( 0)).
(b) Transition matrices of open and closed entry
processes. First let pK = [Pf] be the transition matrix
of {K} , i.e.,
p,K P(K, = j IK_l = i) (i, j = 1, 2, . ,n).
Then pK = (0). Partition pK as in Eq. 17 and define
matrices Po and pK in a similar fashion to Eq. 18. Then,
since PJ = ( 0), it follows from Eq. 19 that
PJ= L(I - P0)- PfLT.
Recalling Eqs. 5 and 8, it follows after a little algebra that
[
Pi = L[(l - P0 ) LT (20)
so the transition matrices of the open and closed entry
processes are determined.
(c) Equilibrium distributions of open and closed
entry processes. The equilibrium distributions ir0 and
7r can be derived from the transition matrices PJ and PcJ
as described earlier. Alternatively, if the Markov chain
{ K, }, which records the successive states ofthe channel,
has equilibrium distribution IrK = (4, 4r , ... XK)T,
then it is shown in Ball et al. ( 1991 ) that
n
grX° = a0 7rlKlK i=1 2,. .. X mo) (21 )
nO
= a. iprlplK+ (j = 1, 2, ..., me) (22)
where ao and ac are normalizing constants, chosen so
that the respective distributions sum to one.
(d) Moments. For r = 0, 1, * let M(r) = [M(r) ] be
the n x n matrix defined by
M(r) = trg(t) dt = (-1 )r* (r)(o).
(The notation adopted here differs slightly from that in
Ball et al. ( 1991 ).) Partition M(r) as in Eq. 17 and define
matrices M (r) and M (r) in a similar fashion to Eq. 18.
Then, by appropriate differentiation of Eq. 19, it follows
that
M(r) = LA(r)LT (23)
where the n x n matrices A(r) ( r = 0, 1, - - - ) are defined
by
A(r)=(I- (0)) l((r + r(k (or-k)A(k)}
(r =O, 1, ), (24)
and the summation is omitted if r = 0.
Note that M(°) = pK and M(0) = PJ.
Time interval omission
We now show how to derive properties of the observed
channel process when brief events are not able to be de-
tected. Recall the gateway process {(4k, Tk)} which
arises when there is time interval omission. This is a
semi-Markov process and is analogous to the process
{ (Jk, TO) } which arises in the absence of time interval
omission. Thus observed channel properties incorporat-
ing time interval omission follow from results given ear-
lier for {(Jk, Tk)} once the parameters of {(Jk, Tk)}
have been derived. For these parameters we use symbols
as in the absence of time interval omission, but embel-
lished by tildes. For ease of exposition we consider the
case when the detection limits for both open and closed
sojourns are constant and equal to r. The cases of un-
equal and variable detection limits are treated in Ball et
al. (1991), where proofs may be found. Here we just
state the results, but first give some more notation.
Let
4(k(O) = exp( -Ot) f (t) dt,
D(O) = exp(-Ot)f(t) dt (0 2 0),
where U and D correspond to undetected and detected
sojourns, respectively. Thus 4'(0) = 4u(O) + 4tD(O)
(0 2 0). LetD = [dij] be them x m diagonal matrix, with
diagonal elements given by
m
dii = I - I Fij(-r) (i = 1, 2,***m)
j=1
Thus dii is the probability that a sojourn commencing in
state i is detected. Let 7rE = (Or' , ir°2*., 'MO* °,
. . .,irC,)T. For r = 0, 1, * * * let
M(r) = trf(t) dt = (-1 )rr,(r)(0)u (25)
and Mg(') = M(r) M(r). Note that M() = F(T).
(a) Semi-Markov kernel. Let F(t) = [Fj(t)] be the
m x m matrix function defined by
Fij(t) = P(Jk = a1 and Tk < tIJk-l = a,)
(t.0;i,j= 1,2,...,m),
f(t) F'(t) (t > 0) and dL(0) = fgo exp(-0t)f(t) dt
(0 2 0). Then it follows from Theorem 4.2 of Ball et al.
(1991) that
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4(0) = D -D(0){I - u(0)t(O)}-D (0 0). (26)
Eq. 26 can be explained briefly as follows. Note that Eq.
26 can be expressed as
00
= D-D(0)(tU(O>')(o))nD (0 2 0).
n=O
An observed open sojourn consists of an initial sojourn
of length at least T in the open states, followed by a num-
ber, n say, of undetected closed sojourns and arbitrary
open sojourns, and terminates with a sojourn oflength at
least r in the closed states. It is easily verified that the
corresponding contributions to 4i(0) are appropriate
partitions of D-4D(0), (4)U(0)4())n and D, respec-
tively.
In practice, it is generally not possible to invert analyti-
cally the Laplace transform 4 (0) to obtain a closed form
expression for f(t) (though see Ball et al., 1993), so nu-
merical inversion or alternative techniques will be
needed if, for example, observed sojourn time pdfs are
required. However, for Markov models Hawkes et al.
( 1990) derive a closed form recursive formula for f(t) by
term-wise inversion of an infinite series expansion for
the Laplace transform.
(b) Transition matrices ofobserved open and closed
entry processes. The transition matrix, PJ say, of the
Markov chain { Jk } is given by
PJ = 4(0) = D-'M()(I - M(0)PJ)-1D. (27)
The transition matrices, POJ and PJ say, of the observed
open and closed entry processes, { J2k} and {J2k+I}, are
given by
[P
= (pJ)2 (28)
(c) Equilibrium behavior. Let i-0 = (i7X, i2, X
%0 )T and ic = (il, 7r2, ic ) be, respectively, the
equilibrium distributions of the time interval omission
open and closed entry processes { J2k} and {J2k+1 }. The
equilibrium distributions io and 7rc can be derived from
PJ in an analogous fashion to that described earlier for
the case of no time interval omission. Alternatively they
are given by
io = adiit[{I + F(r)T }-I_XEji (i = 1, 2, ... ., mn), (29)
ic = AC dj+mO j+m[ I + F (T ) T} 1E}j+mO
( =1,2*...mc), (30)
where cao and &C are normalizing constants.
(d) Moments. For r = 0, 1, ... letM (r) be the m x
m matrix given by
M(r) = trf(t) dt = (-1 )r4(jr)(0)
Thus M (r) can be obtained by appropriate differentia-
tion of Eq. 26. We obtain that
M(°) = D-'M(°)(I M()M(° )'-D,
MO) = {M(0)D-'(MMpM0) + M(°)MM') + D-IMO)}
x (I -M)M(° )-'D,
M(2) = {2M(')D-'(M0j)M(0) + M(0)M0')
+ M()D-I(M(U2)M(0) + 2MU MMO)
+ M(?)M(2)) + D- M(2)}(I-M()M()) -'D. (31)
Unconditional rth moments of observed open and
closed sojourns are denoted by ,(r) and -,(r), respec-
tively. Further, we let a5 and ac denote the correspond-
ing variances. These, together with auto- and cross-
correlations, can be obtained in a manner analogous to
the case without time interval omission. Note that the
forms of Eqs. 13-16 still pertain, so inferences based on
correlation functions are not affected by time interval
omission.
Markov case
We now consider the special case when the underlying
single channel process {X(t)} is a continuous-time
Markov chain, and provide formulae which enable our
general framework to be used to determine model ob-
served channel properties both with and without time
interval omission. Derivations of our formulae can be
found in Ball et al. ( 1991 ). The formulae not involving
time interval omission can also be deduced from, for
example, Colquhoun and Hawkes ( 1977). First we need
to describe the model and some further notation.
Suppose there are n states labelled precisely as before.
For i =# j let qij be the transition rate ofthe channel from
state i to state j. Let Q be the n x n matrix with off-diag-
onal elements q,j and diagonal elements qii = -i>j qij.
Partition Q into
Q QIO Q ccQC[O Qi'
and let
QO= O QM ], Q,Q O]
For i = 1, 2, . . , n let -xi be the equilibrium probability
that the channel is in state i, and 7r = (7r, 7r2, * * *, )T -
Then 7r is determined by 1rTQ = 0 and XT 1 = 1. Note
that ir will usually be different from ir described earlier,
since the latter takes no account of the sojourn times of
the channel in the various states.
The continuous-time Markov chain {X(t) } is also, of
course, a semi-Markov process. Although it is not re-
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TABLE 1 Properties of gateway process, with and without time interval omission, when {X(t)} is a continuous-time Markov chain
Without time interval omission With time interval omission
Property of gateway process {(Jk, Tk)} {(3k, Tk)}
Semi-Markov kernel F(t) -LQo'[I - exp(Qot)]Q1LT Via numerical inversion of 4'(O)
density f(t) L exp(Qot)Q1LT Numerical inversion of 4(O)
Laplace transform 4F(O) L(OI - Qo)-'QIL From Eq. 26 with D = L diag {A(T)1 }LT,
SDD(O) = exp(-OT)L(OI - Qo)nYA(T)Q,LT
and 4Iu(O) = 40() - (D(O)
Transition matrices of open and L(QoQ1)2LT LD-'[Q'A(r)Q1 {I - Q0 (I - A(r))QQI%QI}Q-]2DLT
closed entry processes
Lo Pic
Equilibrium distributions, -rx and 7rc TO = ao z7no+1 irlq,i From Eqs. 29 and 30 with
of open and closed entry process (i = 1, 2, . .., mo) F(r) = -LQo[I - A(T)]QILT
c = ac 2: orlqln and D as above
(j= 1, 2,. .., mc)
Moment matrices M(r) = ( l)r+r!LQ%(r+ )QiLT M(r) (r = 0, 1, 2) from Eq. 31 with
(r = 0, 1, .. .. M(°) = -LQO A(Tr)QIL
M(D) = L(QO2 - QOI)A(r)Q1LT,
M(g) = L(2QO3 - 2rQO2 + r2Q%1)A(T)Q1LT,
MU) M()MD) (r= 0, 1, 2)
and D as above
The parameters given in the left-hand column are for the case of no time interval omission. Those with time interval omission are found by
replacing, for example, F(t) with F(t). For details of parameters and notation see text. Throughout this table A(T) = exp(Q0T) = '2,0 T'Q./i! is the
usual matrix exponential (e.g., Bellman, 1960, p. 165), and diag { } denotes the diagonal matrix whose entries are the elements of the vector
specified in the braces.
quired explicitly here, to aid connection with our earlier
theory note that the semi-Markov kernel of {X(t) } is
given elementwise by
Gi()=I(-qijlqii)( 1 - eqii') if i * j,
o if i=j.
The properties of the gateway processes, { (4k, TOj
without time interval omission and { (Jk, Tk) } with time
interval omission, required to model channel properties
are listed in Table 1 above.
COMPUTATIONAL CONSIDERATIONS
The semi-Markov framework readily lends itself to
structured and efficient numerical computation of
model channel properties. The hub of such calculations
is the gateway semi-Markov process and its relationship
to observed channel properties, as indicated in Table 2.
TABLE 2 Parameters of {(Jk, T,)} required to compute single
channel properties when there is no time interval omission
Single channel Required parameters of gateway
property process {(Jk, Tk)}
Sojourn time pdfs f(t), 7rO, 7rc
Moments (r = 0, 1, 2) M(°) (=pJ), MO), M(2), ho, rc
Correlations MO), MO), M(2), ro h.c
When there is time interval omission, the required parameters of
{(Jk, Tk)} are obtained by replacing f(t) by f(t) etc.
When there is no time interval omission the parame-
ters in the right-hand column of Table 2 can be calcu-
lated from parameters of the underlying single channel
process as follows:
f( t) by numerical inversion of its Laplace transform 4((O),
given by Eq. 19;
M(r) from moments ofunderlying process using Eqs. 23 and
24;
7r0, h.c either directly from the transition matrix and equilib-
rium distribution ofthe underlying entry process { Jk }
using Eqs. 21 and 22, or from PJ and PI (given by Eq.
20) using the method described by Eqs. 6 and 7.
When there is time interval omission the parameters can
be calculated as follows:
f(t) by numerical inversion of its Laplace transform 4b(O),
given by Eq. 26 (for calculation of D, 4PD(O), 4U(0),
see sequel);
MI (r) by direct substitution in Eq. 31 (for calculation of D,
MD), MU), see sequel);
Fr,0C either directly from Eqs. 29 and 30, or from PJand PJ
(given by Eqs. 27 and 28) using the method described
by Eqs. 6 and 7.
In the Markov case explicit formulae for D, tD(0),
4kU(0), M(g), and M(r) are given in Table 1. All the com-
putations are straightforward except perhaps the matrix
exponential exp(QOr). Ifthe underlying process {X( t) }
is time-reversible (i.e., xriqij = 7rjqji for all i andj) then QO
is necessarily diagonalisable, which facilitates efficient
computation ofexp(QOr); see Ball and Sansom ( 1988b)
for details. If {X(t)} is not time-reversible then the
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above approach can be used only ifQ0 is diagonalisable.
Otherwise an alternative method of computing
exp(Q0T) is required. Moler and Van Loan ( 1978) con-
tains several such methods. In many practical situations
T will be small. so truncation of the series 00 7riQb/ i!
should be fairly accurate, though problems can arise
(Moler and Van Loan, 1978; see also Horn and Lange,
1983).
In the non-Markov case closed form expressions for
D, 4 D(0), DU(), M(), and MU) are usually unavail-
able, and these parameters have to be determined nu-
merically. Now D = diag {M(°)},,D(6) = 4(6) -
4bu((), and M(r) = M(r) _ M(r), so it is sufficient to
determine 4u(6u) and M(r). Further, 4u (6) is required
only to calculate sojourn time pdfs incorporating time
interval omission. An obvious approach to determining
4u( 0) and Mgr) is to use numerical inversion of Laplace
transforms, viewing each as a function of X for fixed 0
and r, respectively. However, preliminary investigations
using NAG subroutine C06LAF suggest that sufficiently
accurate results may be difficult to obtain. Moreover, if
sojourn time pdfs incorporating time interval omission
are required, numerical inversion of the Laplace trans-
form 4)(6) is also needed.
An alternative approach to determining M(g) is out-
lined in the appendix. This method, which employs inte-
gral equations, is both efficient and accurate (see next
section). Its extension to calculating f(t), and hence so-
journ time pdfs incorporating time interval omission, is
described elsewhere.
programs provide information on moments, correla-
tions, cross-correlations and equilibrium behavior ofthe
processes without and with time interval omission; work
is continuing on numerical evaluation of sojourn time
density functions with time interval omission and on
irreversible Markov models. For a Markov model the
number of open and closed states, the number of open
and closed gateway states, the elements of the Q matrix
and detection limit must be specified. For the non-Mar-
kov situation properties (moments, distribution func-
tion) of individual state sojourn times and the transition
probability matrix must be specified instead of the Q
matrix; furthermore the number of points used in nu-
merically solving the integral equation Eq. A3 must be
given. As they are numerically simpler, Markov models
have been used as a control on the numerical procedures
required in the more general semi-Markov case. For
Markov models the two programs naturally give identi-
cal numerical results without time interval omission,
and so far agree to several significant figures with time
interval omission. For a Markov model such as Eq. 32
below, processing time for a run is ofthe order of0.5 s on
a microVax (1 s for the seven-state model Eq. 2). For
non-Markov models most CPU time is taken with solv-
ing integral equations; representative runs with a five-
state non-Markov model take of the order of 10-30 s.
We now return to the five-state model of Colquhoun
and Hawkes ( 1982), §4, with their basic parameter val-
ues but with the possibility of varying agonist concentra-
tion:
NUMERICAL EXAMPLES
As described above our results and methods are rather
general and are applicable to most ofthe kinetic schemes
discussed in the single channel literature. Many proper-
ties of the aggregated process, with and without time in-
terval omission, may be computed; here we concentrate
on equilibrium behavior, moments and correlations. Par-
ticular reference is given to the five-state agonist-gated
Markov model (Eq. 1) as the detection limit r and the
agonist concentration a vary. Other Markov models
such as the ten-state glutamate receptor-channel model
in Ball and Sansom (1987, p. 351) and the seven-state
chloride channel model (Eq. 2) of Blatz and Magleby
(1989) have also been examined and show results of a
similar nature, but are not given here. In the former case
the results of that paper are identical in appropriate
places to ours, otherwise showing only very minor differ-
ences due to the slightly different methods of modelling
time interval omission.
We have written Fortran programs with extensive use
ofthe NAG library routines, for reversible Markov mod-
els and for semi-Markov models (and partially for irre-
versible Markov models). A program for the alternating
renewal model of Milne et al. ( 1988 ) may be regarded as
a special case of that for the semi-Markov model. These
C CAI T CA2
OA1 4 OA2
Throughout time is in milliseconds (ims) and concentra-
tion in micromolar (,uM). The transition rate matrix Q
corresponding to Eq. 4.2 of Colquhoun and Hawkes
( 1982) is, for agonist concentration a,
-3 - 0.5a
0.000667
Q= 0
0.015
0
0.5a 0
-0.500667 0.5
15 -19
0 0.5a
0 0
3 0
0 0
4 0
-2.015 - 0.5a 2
O.la -O.la
(32)
It is important to note that q21 needs to be set to 0.002 / 3
etc. in the program, otherwise errors will occur in subrou-
tines which assume time reversibility. A selection of re-
sults is given in Table 3 and Fig. 3 for a range ofvalues of
T and a. The actual program provides considerably more
information than given here, e.g., the probability that a
particular sojourn is undetected (M(°))ij, the various
equilibrium distributions ( rO 0, i ) and fur-
ther correlations and cross-correlations.
In the underlying process, transitions from 2 to 1 are
very rare while those from 1 to 2 increase proportionally
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TABLE 3 Properties of observed sojoum times
A() A() - (1) (O0 c~~~~~~~~~~~~~~c oa T 0O pc (alo) (ac) 2° *o(a) Pcc) OC)
ALM ms ms ms
0.1 0 0 0 1.877 992.7 0.926 0.0019 0.0103 -0.0648
(1.974) (2556.8) 0.0875
0.1 0.05 0.0332 0.4485 3.523 1855.1 0.881 0.0019 0.0126 -0.0647
(3.830) (3349.6) 0.0472
0.1 0.10 0.0643 0.6224 5.362 2806.5 0.845 0.0019 0.0091 -0.0453
(6.027) (3894.7) 0.0172
0.1 0.15 0.0937 0.6898 6.817 3556.5 0.831 0.0019 0.0044 -0.0233
(7.757) (4193.7) 0.0042
0.1 0.20 0.1214 0.7162 7.744 4038.8 0.835 0.0019 0.0016 -0.0100
(8.751) (4373.0) 0.0008
1 0 0 0 1.987 11.177 0.992 0.1509 0.0001 -0.0065
(1.996) (35.05) 0.0090
1 0.10 0.0504 0.6684 6.193 34.39 0.982 0.1526 0.0001 -0.0046
(6.171) (55.32) 0.0017
1 0.20 0.0979 0.7736 9.258 55.04 0.980 0.1535 * -0.0011
(9.177) (60.88) 0.0001
10 0 0 0 1.999 0.2265 0.999 0.8982 * -0.0002
(1.999) (0.675) 0.0002
10 0.10 0.0489 0.6887 6.601 0.6623 0.998 0.9088 * -0.0001
(6.503) (1.110) *
10 0.20 0.0954 0.8290 12.156 1.004 0.998 0.9170 * *
(11.959) (1.366) *
100 0 0 0 2.000 0.0741 0.9999 0.9648 * *
(2.000) (0.0765) *
100 0.20 0.0952 0.9321 30.442 0.2991 0.9999 0.9903 * *
(30.244) (0.1076) *
1000 0 0 0 2.000 0.0672 1.000 0.9675 * *
(2.000) (0.0672) *
For the Markov model (Eq. 1) of Colquhoun and Hawkes (1982) with parameter values (Eq. 32) a selection of properties of the observed gateway
process {(Jk, Tk )} is presented. These are the probabilities p u (j u ) of a visit to the open (closed) class being undetected, the mean A(O) (A(4)) and
corresponding standard deviation aO (vc) of an observed open-time (closed-time) (see Eq. 31 and following remarks), the probability *2 that an
observed opening begins in state 2, the proportion ij(a) = y4,'/(ji,3 + A(')) of time the process is observed to be in the open states, and the first two
auto-correlations p(') and Pcc) and cross-correlation O). *Value whose first four decimals are zero.
to the concentration with the consequence that transi-
tions from 1 to 4 become less frequent; for low concen-
trations a sojourn in 0 beginning in 1 (and exiting to 4)
has a non-negligible chance of non-detection but this
becomes almost irrelevant for large a. As a increases
more and more of the open-closed transitions occur
through states 2 and 3. Sojourns in state 3 are generally
short, with a consequent substantial probability of non-
detection, while those in 2 are 'longer' with a small proba-
bility ofnon-detection. The probability ofa class sojourn
being undetected depends very little on a for the open
class, but is very dependent on a for the closed class. As
expected the equilibrium probability of being in the
open-class 0 = { 1, 2 } increases with concentration, par-
ticularly in the interval 10-100 ,uM. However, this proba-
bility is only weakly dependent on r. This is an impor-
tant result as it implies that the use ofsuch single channel
dose-response curves to estimate the equilibrium proper-
ties of channel gating models is robust or relatively in-
sensitive to errors arising from ignoring time interval
omission. As could be anticipated, sojourn time auto-
and cross-correlations decrease with increasing concen-
tration a and also, though to a lesser extent, with increas-
ing r.
Without time interval omission a sojourn time in the
open (closed) states has a distribution which is a linear
combination of two (three) exponential distributions.
While this does not hold with time interval omission, as
can be inferred from Eq. 19, there are many examples
where it remains approximately true (after a time shift T)
and in some cases, such as when al T, even a single
exponential fits satisfactorily (Milne et al., 1988; Yeo et
al., 1988). As concentration increases in the present ex-
ample, open-time sojourns but not so much closed-time
sojourns appear more exponential.
For models with a single gateway, such as the alternat-
ing renewal models of Milne et al. (1988), the mean
open-time AM1) is approximately inversely proportional
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semi-Markov program can be used, we have taken
model 1 with parameter values as given in Eq. 32, but
L/a=100 with states 5 and 4 condensed into a single state 4 having
a = 100 a sojourn time distribution as the appropriate linearcom-
bination of two exponentials. The system is then de-
scribed by a four-state semi-Markov model. The semi-
Markov program gives the same numerical results as the
~ / a= 10 full five-state Markov model, as they have identical gate-
a / 1f ~way processes; however, the underlying four-state semi-
Markov model is not the same as the gateway process.
a = 0. 1 Any or all ofthe 4 or 5 states could be given any well-de-
fined sojourn time distributions, for example, Weibull
distributions as occur in "fractal" models.
Nagy ( 1987) has given some partial non-Markov mod-
, I els. If the 'sink' Y of Nagy (1987, p. 257) is permitted
0 0. 04 0. 08 0. 12 0. 16 0. 2 eventually to transit to the set I? of resting states, then
the system may be approximated by a semi-Markov
T / ms model which is effectively an alternating renewal model,
with an open class 0 having sojourn-time density func-
tion given by Eq. 1 of that paper, and a closed class @
made up of the inactivated, resting and closed states.
Then, if estimates were obtained for the appropriate pa-
rameter values, model properties could be readily calcu-
3 \ lated using our program.
0 0.04 0.08 0.12 0. 16 0.2
T / ms
FIGURE 3 Mean observed open-times under time interval omission.
For the Markov model (Eq. 1 ) ofColquhoun and Hawkes ( 1982) with
parameter values given by Eq. 32, the plots show (a) the mean ob-
served open-time Ai",) (see p. 366) and (b) the probability p ' of detec-
tion ofa visit to the closed states @, as a function ofthe detection limit X
(ms) for various values of the agonist concentration a (uM).
to the probability p'(r) that a closed-time is detected.
For a single closed state, pl(r) usually decreases mono-
tonically towards zero, while for several closed states
there is more likely to be an effective lower limit for
p(Nr) (Milne et al., 1988, Figs. 4 and 2); these give dif-
ferent curves and both types can be seen in Fig. 3 particu-
larly for low concentrations.
Although several authors have alluded to the presence
of non-Markov structure in single channel experiments,
there is a paucity ofsuch models with postulated or esti-
mated parameter values. As an indication of how our
DISCUSSION
We have provided a semi-Markov framework for analys-
ing the dynamic properties of single ion channel behav-
ior, both with and without time interval omission. Two
important features of our framework are (a) its general-
ity and (b) its invariance to time interval omission. First,
semi-Markov models include most commonly used ion
channel models as special cases, in particular Markov,
fractal and diffusion models. It is important to note that
semi-Markov models permit non-exponential state so-
journ time distributions and correlations between succes-
sive class (i.e., open or closed) sojourns. Failure to admit
the latter is an obvious shortcoming of fractal models.
Diffusion models are actually Markov models with a
large state space. However, the number ofgateway states
in such models is usually small, so the corresponding
gateway processes have a small state space. This can lead
to considerable conceptual and computational simplifi-
cations when studying such diffusion models. Secondly,
the invariance of our semi-Markov gateway process to
time interval omission leads to efficient calculation of
channel properties, both with and without time interval
omission. This invariance also clarifies the effect oftime
interval omission, in that it is reduced to a transforma-
tion from one semi-Markov kernel to another. Forexam-
ple, it enables us to determine whether inferences con-
cerning the structure of the underlying channel gating
process are likely to be robust to time interval omission.
Inferences whose origin is in the structure ofthe gateway
process semi-Markov kernel (e.g., those based on auto-
and cross-correlation functions) are likely to be robust to
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time interval omission (Ball and Sansom, 1988b), while
inferences whose origin in in the form of the semi-Mar-
kov kernel (e.g., those based on open and closed sojourn
time pdfs) are less so (Ball, 1990).
When modeling time interval omission, we have as-
sumed that the detection limits for open and closed so-
journs are constant and equal. It is straightforward to
modify our framework to incorporate non-equal detec-
tion limits, and to permit the detection limits to be ran-
dom variables. We have also assumed, for mathematical
convenience, that a detected open (closed) sojourn com-
mences as soon as the channel enters an open (closed)
state, rather than after the detection limit X has elapsed.
The latter was adopted in the approaches of Ball and
Sansom (1988a), Milne et al. (1988), Hawkes et al.
(1990), and in Jalali and Hawkes ( 1992a, b). In most, if
not all, applications it does not really matter which ap-
proach is used, since there is also often a simple relation-
ship between model observed channel properties under
the two assumptions (Ball et al., 1991) .
The formulae in this paper are sufficiently complex to
necessitate numerical computation if model channel
properties are to be calculated. Such computations can
be done in an efficient and structured fashion, as we have
indicated. At present we are able to determine equilib-
rium distributions and sojourn time moments, auto- and
cross-correlations, both with and without time interval
omission. The main gap in our numerical methodology,
as presented here, is the calculation of the semi-Markov
kernel ofthe gateway process incorporating time interval
omission. Knowledge of this kernel is important since it
would enable us to calculate the pdfs of observed open
and closed sojourns. It is an essential part of any likeli-
hood based parameter estimation scheme (see below).
The use of numerical solutions of integral equations for
calculating the semi-Markov kernel appears to be very
promising and will be discussed elsewhere. Approxima-
tions to the kernel involving the use of 'phantom states'
(Blatz and Magleby, 1986; Crouzy and Sigworth, 1990)
may also be fruitful; indeed, in our semi-Markov frame-
work, the sojourn times in such phantom states are no
longer constrained to be exponential. Ifwe restrict atten-
tion to Markov models then Hawkes et al. (1990) derive
a closed form expression for the kernel, which permits
accurate computation for small t, though there may be
numerical stability problems for large t. However, Jalali
and Hawkes (1992a, b) have developed good approxi-
mations in such circumstances. It is important to be able
to calculate as many numerical characteristics of single
channel behavior as possible, since they greatly aid
model validation.
This paper, like many on single channel theory, has
been concerned with deriving observable properties of
proposed models. However, a topic of considerable im-
portance is the estimation of the parameters of such a
model from observed single channel data. Again our
semi-Markov framework has an important role to play.
The data will consist typically ofa sequence t1, t2, .. , tn
of observed sojourn times, where, for example, t1 corre-
sponds to an open sojourn, t2 to a closed sojourn, and so
on. Suppose also that the underlying model depends on a
vector 0 of unknown parameters. Then the likelihood
without time interval omission is given, in obvious nota-
tion, by
L(O) = [7ro(6)', 0i{LrI f(ti, ) 1;
see Eq. 4.3 of Fredkin et al. (1985) for the Markov case.
Thus 0 can, at least in principle, be estimated by the
method ofmaximum likelihood. For Markov models in
the absence of time interval omission this has been ad-
dressed by Horn and Lange (1983) and Ball and Sansom
(1989). When there is time interval omission we again
have the problem of calculating efficiently a semi-Mar-
kov kernel, now f(t, 0), in order to calculate L(80). How-
ever, it is important to note that several different types of
identifiability problem can arise, see for example Fred-
kin et al. (1985), Yeo et al. (1988), Milne et al. (1989),
Kienker (1989), Yang and Swenberg (1992), and Ball et
al. (1990). Alternatives to likelihood based inference are
attractive, not least because of the difficulty in comput-
ing the likelihood. One possible approach is Laplace
transform based inference, see, e.g., Feigin et al. (1983)
and Laurence and Morgan (1987). Magleby and Weiss
(1990a, b) describe another method, in which the un-
known parameters are estimated by matching the model
two-dimensional open-closed pdfto that estimated from
the data. This method, which is based on an exponential
representation ofthe filter response ratherthan a discrete
detection limit and allows for noise, involves approxi-
mating the model open-closed pdf from a large number
of simulations, and is highly computationally intensive.
Ifthe model open-closed pdfcould be expressed in terms
ofthe semi-Markov kernel, f(t, 0), then efficient ways of
calculating f(t, 0) might produce considerable savings in
computer time in such applications.
We have developed our framework within the context
of equilibrium studies of a single ion channel with two
conductance levels. However, many experiments in-
volve alternative conditions, such as more than two con-
ductance levels (e.g., Fredkin and Rice, 1986), multiple
channels (e.g., Jackson, 1985; Kijima and Kijima, 1987;
Yeo et al., 1989; Dabrowski et al., 1990; and Colquhoun
and Hawkes, 1990) or non-equilibrium experiments
carried out in the presence ofinactivating (or desensitis-
ing) channels (e.g., Ball et al., 1989). We are currently
investigating the extension ofour semi-Markov method-
ology to these situations. Here we just note that such an
extension is relatively straightforward for multiconduc-
tance level models and non-equilibrium models contain-
ing absorbing states, though it is not clear precisely how
time interval omission should be modelled in the
former. At a formal level, the simplest models incorporat-
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ing multiconductance (or subconductance) levels and
multiple channel models are mathematically equivalent.
However, the experimental questions of interest are
likely to be quite different. Again it is far from clear how
time interval omission should be modelled in these situa-
tions.
APPENDIX
A method for calculating M
In this appendix we outline a method, based on integral equations, for
numerically calculating M(r) (r = 0, 1, 2). Our approach is to first
estimate f(t) (0 s t . T) and then use numerical integration to esti-
mate M(u) via Eq. 25. Recall that f(t) has Laplace transform $(0)
given by Eq. 19. Thus
f(t) = Lh(t)LT (t 2 0),
where h(t) (t1 0) is the n x n matrix function with Laplace transform,
F(0) say, given by
r(o) = (I - *0I(0))"-4I(0) ( 20). (Al)
Multiplying both sides of Eq. Al by I - '0(0) and rearranging, we
obtain
r(o) = 1(o) + I0(o)r(o) (0 2 0). (A2)
Partition g(t) into
( goo(t) goc(t)]
and let
go(t) = [ and g1(t)= I.g.t]I.0 g&(t) [g&0( 0j
Then Eq. A2 can be inverted to yield
h(t) = gl(t) + go(u)h(t- u) du (t 2 0). (A3)
The integral equation (A3) is multi-dimensional and currently avail-
able NAG subroutines cater only for one-dimensional integral equa-
tions. However, Eq. A3 can be solved numerically as follows. Define
n x n matrix functions hk(t) (t 20; k = 0, 1, - - * ) by
ho(t) = g(t),
hk(t)=gl(t)+ fgo(u)hk l(t-u) du (k= 1,2, * .
Then it can be shown that, as ktends to infinity, hk(t) converges to h(t)
geometrically fast, so h(t) can be estimated iteratively using numerical
integration.
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