Abstract. We study a 4th order PDE with a 2nd order correction that is a modification of one suggested by Peter Smereka using the tools of Krug et al (Z. Phys. B., 1994). First, we provide a non-rigorous derivation of the full model derived with a quadratic interaction potential using the rates and methods of the last author with Jonathan Weare (PRE, 2013). Then, we prove the existence of a global in time weak solution by regularizing the equation in a way that allows us to apply the tools of Bernis-Friedman (JDE, 1990). The methods developed here can be applied to a large number of 4th order degenerate models. In an appendix, we also discuss the global smooth solution with small data in the Weiner algebra framework following recent developments using tools of the second author with Robert Strain (IFB, 2018). Smereka (1959Smereka ( -2015 for his inspiration and insights.
Introduction
We explore here the evolution of a family of atomistic models of crystal evolution experiencing both thermodynamic fluctuations as well as fluctuations due evaporation/deposition in certain macroscopic scaling limits. The family of atomistic models includes the well known (and well studied) solid-on-solid (SOS) model [3] and is remarkable, given its simplicity, for its widespread use in large scale simulations of crystal evolution [21] . Our investigation complements and extends the work by Krug, Dobbs, and Majaniemi in [11] and the last author with Weare [16] on the solid-on-solid model.
We will study both the derivation of, as a macroscopic limit from atomistic models, and the global solutions of the model (1) ∂ t h = c 1 ∆e
with initial data h(x, 0) = h 0 of sufficient regularity to be discussed more carefully below. Here c 1 > 0 and c 2 > 0 are physical constants which will be set to 1 for simplicity (after some suitable choice of units).
The 4th order component of the model can be seen as a leading order approximation to the a PDE model proposed in the last section of [11] where only thermodynamic fluctuations were considered. Using a generalization of the bond breaking energies to describe a family of microscopic processes, a class of 4th order PDEs with exponential mobility including (1) with c 2 = 0 were derived and studied in [16] . Compared with the diffusion effect expressed by the 4th order component of the model, the evaporation effect is a 2nd order component first introduced in [24] .
The derivation we present will follow very similarly the ideas of [16] and [22] , while attempting to clarify some of the choices of non-equilibrium dynamics and putting all concepts in the notation characteristic of the statistical physics community. The fourth order equation (c 1 > 0, c 2 = 0) is conservative and arises from atoms hopping from one lattice site to the next with rates that depend upon the local curvature. The second order term stems from interaction of the crystal with a gas of atoms and is a balance of the effects of a constant rate of deposition and an evaporation rate that is once again comparable to the local curvature. The scalings of the rates that make these two phenomena both comparable for large system sizes will be discussed.
Upon discussing the derivation of PDE model (1), we will attempt to establish some properties of its solutions. Much work has recently gone into understanding PDEs of this type though mostly without the 2nd order correction. Indeed, there has been recent analytic progress in terms of global existence, characterization of dynamics, construction of local solutions and classification of the breakdown of regularity has been made on the related H −1 steepest descent flows predicted by the adatom rates with p = 2, ( 
2)
∂ t h = ∆e −∆h .
See for instance [14, 15, 9, 25, 1, 13, 10] , each establishes existence in various ways and in the case of strong solutions uniqueness. The methods applied involve a combination of approaches to regularizing the model, Weiner algebra tools (for small data highly regular solutions), modifying the tools from gradient flows, etc. We note that linearizing the exponential results in the bi-Laplacian heat flow as the leading order flow, which could be a means to prove local well-posedness using standard tools from quasilinear parabolic equations. However, there is a clear breakdown of convex/concave symmetry for the model with exponential mobiility that is not observed in the linear model for (2) (see [16, 12] ). The paper will proceed as follows. In Section 2, we describe the family of atomistic models that we consider and discuss the findings in [11] in more detail. Then, we proceed to follow the ideas laid out in [16] to provide a framework for deriving (1) . In Section 3, we prove global existence of weak solutions using a formulation of the modified biharmonic porous medium equation. In Appendix A, we prove global existence of solutions with small initial data in the Weiner algebra.
Acknowledgements. This project was started while JLM was on sabbatical at Duke University in the Spring of 2019. JLM thanks Anya Katsevich, Bob Kohn, Dio Margetis and Jonathan Weare for many valuable conversations regarding modeling of kinetic Monte Carlo. JGL was supported by the National Science Foundation (NSF) grant DMS-1812573 and the NSF grant RNMS-1107444 (KI-Net). JL was supported by the National Science Foundation via grant DMS-1454939. JLM acknowledges support from the NSF through NSF CAREER Grant DMS-1352353.
2. Generalized broken bond models 2.1. Overview of microscopic system and its statistical mechanics. We will assume that the crystal surface consists of height columns described by
with screw-periodic boundary conditions in the form
where ζ is the average slope and each h i ∈ aZ lives on a lattice with discrete height jumps given by some value a ∈ R. Below, on the whole crystal starting in Section 2.2 we generically take ζ = 0, a = 1, however we will continue in the general setting here since we locally approximate the nonequilibrium dynamics below as equilibrium dynamics around a mean of fixed slope. Locally, this can be seen to be an equilibrium for the dynamics we propose.
The surface free energy of the general system equals
where E b is the bulk contribution, namely,
and E s is the relative energy (or the surface contribution), viz.,
by simply bond counting [11, 13] with γ is a proportionality constant. Instead of the simplistic model above, taking V (s) = |s| p as the interaction potential, we assume a generalized relative energy is given by
Examples include the quadratic behavior p = 2 due to elastic interactions [24] and the SOS bond counting model p = 1. For simplicity, we will focus here on the p = 2 case, as the p = 1 model has similar structure but will require further technical calculations. From above, it is easy to see that in fact taking z i = h i − h i−1 , we have that the surface energy is actually a function of local slope, not of local height, i.e. E(T, h) = E(T, z) where
In terms of that larger statistical mechanics picture, the partition function over all possible states h is then given by
Hence, we easily see that we can write the Helmholtz free energy as
The Gibbs free energy
can be seen as the Legendre transform of F with respect to h. The thermodynamic potential is also the Legendre transformation of F with respect to
We will see that the out of equilibrium dynamics for the system will in particular follow by take expectation values with respect to Gibbs measure conditioned around a local mean (or the most probable local state).
(i) On the physical scale, we have N M columns of atoms, and each column consists of O(1) atoms. For this physical model, we have a microscopic dynamics defined (say through the master equation); the state is then described by a distribution function as
(ii) We will partition the domain into N boxes, each consists of M columns, and we define mesoscopic variables of
they are the average height and average slope of each box, so that for example,z
For the continuum limit, we will regard these functions as evaluations of a continuous analog at grid points, thus
forz a function defined on [0, 1] (the notation here is overloaded). Note that if M is large, we can view these averaged quantities taking continuous values. Connecting to the microscopic variables, we will assume that (iii) Ψ is given by a tensor product as given by the molecular chaos assumption as standard in kinetic theory [17] 
(iv) Each f k is given as a Gibbs state, thus
where µ k is the chemical potential and determined by shifting the mean of z k to fit a most probable state. To derive the evolution equations for the averaged quantityh (and hencez, we analyze the non-equilibrium dynamics of the generator of the microscopic process, following closely the work [16] .
Remark 1. Let us remark that the thermodynamic setup we use for the hydrodynamic limit is very close in spirit with the one used by Smereka [22] . The slight differences of the setup of [22] compared with the above framework are as follows. (1) Instead of explicitly enforcing that the chemical potential µ k being constant over each box containing M columns. A (local) chemical potential is assigned to each column in [22] with the implicit assumption that it is slowly varying (so that one can "lump" together several columns under a piecewise constant approximation to the chemical potential). (2) Correspondingly, the basic variable used in [22] is the difference of height between neighboring columns: z k = h k+1 − h k , while we have usedz k which is an averaged height difference over neighboring boxes of columns. Our framework makes explicit the intermediate scale by grouping M columns together; while it is implicitly assumed in [22] .
2.2.
Kinetic Monte Carlo atomistic model. Our procedure of deriving the continuum theory mimics that of deriving (generalized) hydrodynamics; the only assumption is the molecular chaos (so that F is a product measure) and local equilibrium (so that f k is given as a generalized Gibbs state). Let us rescale so that the system is defined on the unit interval [0, 1] with N columns of atoms, and thus the lattice constant becomes 1 N . We now denote the heights of these N as a vector h as in (3) with each h i ∈ Z, i = 1, . . . , N . Thus, before rescaling, we consider a crystal surface with width N .
We consider the continuum limit that N → ∞ and average over windows of size M N , but such that M → ∞. In particular, in this scaling, the height function will converge to a O(1) function on [0, 1] . This can be manifested by viewing each column in our model as a coarse-grained version of grouping M columns together in an original physical model with 1 M N , such that M N → 0 as N → ∞. Our dynamics will be specified by a continuous time Markov jump process. The surface hopping part of the process evolves by jumps from one state
Note that the transition h → J 
and
Now that we have defined the transitions by which the crystal evolves we need to specify the rate at which those transitions occur. To that end we first recall the coordination number of [16] , given by n(α) for α ∈ T N by
One can think of n(α) as the (symmetrized) energy cost associated with removing a single atom from site α on the crystal surface. As seen in [16] , we have that if V (z) = |z|, which is the example considered in [11] . Then,
where
In words, up to an additive constant (which amounts to a time rescaling), the coordination number is the number of neighbor bonds that need to be broken to free the atom at lattice site α. If we suppose V (z) = z 2 . Then
i.e., up to an additive constant, the coordination number is the discrete Laplacian of the surface at lattice site α. The equilibrium probability for the surface gradients ∇ + i h(·) is then the normalized Gibbs distribution (7) ρ
Note that our assumption that V is symmetric obviates inclusion of terms in the sum involving
We will assume that the atom at site α breaks the bonds with its nearest neighbors at a rate that is exponential in the coordination number. Once those bonds are broken the atom chooses a neighboring site of α, for example with |γ − α| = 1, uniformly and jumps there, i.e. h → J γ α h. Since there are 2 sites γ with |γ − α| = 1, the rate of a transition h → J γ α h, r, is a standard adatom mobility with a given Arrhenius rates (as in [11, 16] )
As with h we will occasionally omit the t argument in n and r. We define the crystal slopes
For a given inverse temperature parameter β =
1
KT with K the standard Boltzmann constant, we will assume that evaporation are configured by the local geometry and hence occur with rates given by r evap = r evap (z), while for deposition rate, r dep , we will assume a constant rate. More precisely, the evaporation rate function r evap depends on slopes at two consecutive sites and is given by
Note that the energy barrier given by V (z) = |z| p is the interaction potential (if p = 1 this is the bond counting functional giving the adatom rates), but that here it is rescaled proportional to N (in physical terms, the energy barrier depends on the lattice parameter). 1 For the rate of deposition, we simply take
where µ represents a chemical potential difference between the reservoir and surface. The constants ρ evap and τ −1
dep will need to be scaled with N below. The above description of the evolution of the process h is summarized by its generator A N . Knowledge of the generator allows us as in [16] to propose the evolution of any test function φ of the crystal surface is described by
where M φ (t, α) is a Martingale with M φ (0, α) = 0 and whose expectation at time t (over realizations of h) given the history of h up to time s ≤ t is simply its value at time s. In particular, we assume that E [M φ (t, α)] = 0 for all t and α where E is used to denote the expectation over many realizations of the surface evolution from a particular initial profile. For our process, the generator is
One can check that
i.e. that A N is self adjoint with respect to the p N weighted inner product. The jump process defined by the rates above is reversible and ergodic with respect to p N .
As we are interested in exponential mobility factors, following [16] only one possible scaling regime arises. In particular, we set
We have scaled the crystal extent by N. Note that the scaling of time and crystal height is different than a standard 4th order diffusion scaling. The crystal's height is now scaled at a rate faster than N, and determined by the properties of the underlying potential. The unusual scaling of time is again determined by the requirement that the limiting equation be meaningful. This clearly motivates the choice p = 2, as in this case we see easily that q = p = 2. However, if p = 1, we see that this scaling degenerates to q = ∞. Indeed, to properly prove the exponential mobility in the case of the bond counting model from [11] , one needs either to use the analysis in [12] or to reduce the temperature and hence increase β with the system size N in a manner that does not require such degeneration of the time scaling.
Remark 2. Another way to see dynamics for this process is to study it in a formal hydrodynamic limit. For a configuration h = (
. Then, the resulting Fokker-Planck equation in the setting of adatom rates for the crystal fluctuations as well as deposition (τ −1 ) and evaporation (ρ) rates is then (13)
Macroscopic Dynamics.
To derive the PDE limits from the generator of the microscopic process, we follow the calculations in Section 4 and 5 of [16] . For finite β, we wish to find η to shift the mean of the distribution on each window. In particular, we wish to find η such that (14) z∈Z e −βV (z)+ηz Z η toz where we will conditionz on each window of size M . Here note the slight abuse of notation to use z as its scalar component averaged on a window. For fixed finite β, we observe that our process has only conservation law z we have arrived at precisely the optimal twist distribution used in [16] . For u ∈ R d , the surface tension σ D (u) is defined using the Legendre transformation
Note, for p = 2, this just becomes
As a result, we can construct the surface tension through similar arguments.
In particular, we let
is exactly the value of the external bias field ηz that shifts the mean of the distribution e −βV (z)+ηz Z η to u. In other words, the chemical potential µ k as in (5) should be seen to converge to −∇ 2 σ D (h x )h xx in (17) below. However, due to the scaling in N , the PDE limit will require that we characterize the behavior of N −1 ∇σ D (N q−1 u). More precisely we need to consider the limit κ 1−p ∇σ D (κu) as κ grows very large. For p = 2, it is clear that the limit of κ −1 ∇σ D (κu) exists and that (16) lim
Continuing along, by partitioning T into small but macroscopic sets, let δ = M/N with N −1 δ 1 and define the sets
Note, the volume of each (non-empty) set S k is the same (and equal to δ).
Hence, following the analysis of [16] , Section 6.2, we observe that taking the expectation of the generator with respect to the local Gibbs measure limits to the
where here the operators ∆, div are the properly rescaled discrete differential operators acting on a lattice of uniform spacing 1/N . As the KMC models are inherently discrete, the model that arises once ρ evap and τ −1 dep have been scaled appropriately to balance the time re-scaling is of the discrete form
provided the evaporation and deposition rates, ρ evap , τ −1 dep , scale appropriately with N . Note, this scaling makes sense physically, namely that the evaporation and deposition must be slowed as the system size scales up in order for surface fluctuations and epitaxial properties to balance.
For V (z) = |z| 2 , we have that
The discrete system is identical to the form derived by Smereka [22] . The N → ∞ limit can then be seen to be of the form (1). Namely, for large N and small δ, ϕ δ N,k (t) ≈ h(t, kδ) we obtain
Physically, the above approach is motivated by the work of Krug et al [11] and Smereka [22] both of whom derived PDE limits using closure equations and moments of the Gibbs measure. We can take a maximal entropy approach to simplify some of the presentation in a manner that works with the derivation via the generator by clearly predicting what measure to take expectations with respect to in order to capture non-equilibrium dynamics locally. We will take p[h, z, E] the probability of configuration in terms of slope z, and take the entropy p[h, z] log p[h, z]. Given a distribution p, take the functions:
the maps from the distribution p to the average heighth, average slopez respectively. Via a consistency condition, must we have that ζ = −∇η and hence we wish to condition the non-equilibrium dynamics on selecting the most likely z configuration on each window. So, the grand canonical ensemble will be of the form
where we now need to substitute p as in the master equation. The local Gibbs measure in particular is of the form
where µ = δF δh is the chemical potential such that µ shifts the mean of the distribution to the most probable state. Above, we have observed that in the scaling limit resulting in exponential mobility we have
as the Helmholtz free energy is of the form
and we observed that the surface tension term ∇σ D (∇h) = V (∇h) is the shift of the mean in z. Hence, the chemical potential must arise from using summation by parts to move a derivative over onto h.
The goal of the remaining sections will be to establish some analytical results for a continuum version of the model (1), and in particular to compare and contrast dynamics with the purely 4th order model.
Global Weak Solutions Positive almost everywhere
In this section we prove the global weak solution to (1) by considering another degenerate parabolic equation. Define
Then (1) can be formally recast as
If u > 0 for all time then (18) and (1) are equivalent to each other rigorously. We investigate the global weak solution for (18) in one dimension with periodic boundary condition in T = [0, 1). The periodic boundary condition is a natural one for the screw-periodic h as discussed in the previous section.
We are going to prove the global weak solution for (18) is positive almost everywhere, which corresponds to the singular points for h, ∆h = +∞, have Lebesgue measure zero. The asymptotic behavior as time goes to infinity will also be studied.
Notations. In the following, using standard notations for Sobolev spaces, we denote
with standard inner product in H k and when k = 0, we denote it as L 2 per (T). 3.1. Formal Observations and Existence Result. Denote the first functional F as
Denote the second functional E as
We first give key observations which inspire us to prove the regularities and positivity of solutions later. Observation 1. We have the following lower order energy dissipation law
This also shows the relation between F and E, which is the key point to study the asymptotic behavior of solutions. Observation 2. We have the following higher order energy dissipation law
Observation 3. We have the following heuristic estimate to obtain the lower bound of solution u.
Taking into account Observation 3, although we can prove the measure of {(t, x); u(t, x) = 0} is zero, we still have no regularity information for this degenerate set. To avoid the difficulty when u = 0, following the idea of Bernis and Friedman [2] , we use a regularized method to first prove the existence and strict positivity for regularized solution u ε to a properly modified equation below, then take limit ε → 0. For 0 < α < 1, the regularization of (18) we consider is
We point out that the non-degenerate regularized term is important to the positivity of the global weak solution.
Since the lower bound for u ε depends on ε, we can only prove the limit solution u is positive almost everywhere. Therefore, we need to define a set (26)
which is an open set and we can define a distribution on P T . From now on, c will be a generic constant whose value may change from line to line. First we give the definition of weak solution to PDE (18).
Definition 1. For any T > 0, we call a non-negative function u(t, x) with regularities
(2) the following first energy-dissipation inequality holds
(3) the following second energy-dissipation inequality holds
We now state the main result the global existence of weak solution to (18) as follows. Then there exists a global non-negative weak solution to PDE (18) with initial data u(0, x) = u 0 (x). Besides, we have
We will use an approximation method to obtain the global existence Theorem 1. This method is proposed by [2] to study a nonlinear degenerate parabolic equation.
3.2.
Global positive solution to a regularized problem. First we give the definition of weak solution with energy identities to regularized problem (25) .
Definition 2. For any fixed ε > 0, T > 0, we call a non-negative function u ε (t, h) with regularities (33)
the following first energy-dissipation equality holds
the following second energy-dissipation equality holds
The existence of global positive solution to (25) defined above will be proved by collecting a priori estimates in Section 3.2.1 and validation of the a priori assumption in Section 3.2.2.
First we state the key lemma connecting norm of second derivative to minimum of u. Lemma 1. For any function u such that u xx ∈ L 2 ([0, 1]), assume that u achieves its minimal value u min at x , i.e. u min = u(x ). Then, we have
, u x is continuous. Hence by u min = u(x ), we have u x (x ) = 0 and
Hence we have
3.2.1.
A-priori estimates and energy identities under a-priori assumption u ε > 0. We first obtain the a priori estimates under a-priori assumption u ε > 0 .
Step 1. High order estimate. Multiplying (25) by
Thus we obtain, for any T > 0,
0 , where E 0 := E(u 0 ).
Step 2. Lower order estimate. We require the a-priori assumption u ε > 0. Multiplying (25) by
where we used u ε (0) ≥ ε Moreover, from (40), we also have
This, together with u ε L ∞ (0,T ;L ∞ (0,1)) ≤ cE 0 + c(u 0 ), also gives
By [5, Theorem 4, p. 288], we also know
The two energy dissipation identities in Definition 2 are from (40) and (42) to (25), we obtain the conservation law
Therefore due to (43),
where we used ln u 0 dx = m 0 and u ε (0) ≥ ε 1 α . Assume for any t ∈ [0, T ], u ε (t, ·) achieves its minimum (u ε ) min (t) at some point. Thus from (43) we have
3.3. Global solution to original equation. This section is devoted to obtaining the global solution to original equation by taking the limit in the regularized problem (25) . The proof of Theorem 1 will be the collections of the following subsections.
3.3.1. Convergence of u ε when taking limit ε → 0. Assume u ε is the weak solution to (25) . From (44) and (46), as ε → 0, we can use Lions-Aubin's compactness lemma for u ε to show that there exist a subsequence of u ε (still denoted by u ε ) and u such that
Again from (44) and (46), we have
, and
In fact, by [5, Theorem 4, p. 288], we also know
3.3.2.
Estimate for the measure of {(t, x); u = 0}. Now we use the conservation law for u ε to estimate the measure of |(t, x); u = 0|. From (47) we have for any δ > 0,
Therefore by (51), we have
3.3.3. Proof of Theorem 1 by taking limit ε → 0 in (53). Recall u ε is the weak solution of (25) satisfying (35). We want to pass to the limit for u ε in (35) as ε → 0. From (53), the first term in (35) becomes
The limit of the second term in (35) is given by the following lemma.
Proof. First, for any fixed 0 ≤ δ < 1 small enough, from (50), we know there exist a constant K 1 > 0 large enough and a subsequence u ε k such that
The left-hand-side of (59) becomes
Then we estimate I 1 and I 2 separately. For I 1 , from (60), we have
Hence by Hölder's inequality, we know
Here we used (36) in the second inequality and (56) in the last inequality.
Now we turn to estimate I 2 . Denote
From (60), we know
This, together with (40), shows that
From (64) and (51), there exists a subsequence of u ε k (still denote as
Hence, together with (51), we have (65)
Combining (62) and (65), we know there exists K > K 1 large enough such that for k > K,
, which implies that
For any ≥ 1, assume the sequence δ → 0. Thus we can choose a sequence ε k → +∞. Then by the diagonal rule, we have
as tends to +∞. Notice
We have
which completes the proof.
3.3.4. Proof of energy dissipation laws in Theorem 1 by taking the limit in the energy identities (36) and in (37). To take the limit in (36), we need a similar lemma whose proof is exactly same as Lemma 2.
First recall the regularized solution u ε satisfies the energy-dissipation equality (36), i.e.,
From Lemma 3, we have
Then by the lower semi-continuity of norm, we know (67)
Also from (44) and lower semi-continuity of norm, we have
Combining (36), (67) and (68), we obtain
Second, recall the regularized solution u ε satisfies the energy-dissipation equality (37), i.e.,
From (44) and the lower semi-continuity of norm, we know
Recall F ε (u ε ) = 1 0 ε 1−α 1 u α−1 + u ε dx and 0 < α < 1. Then from the strong convergence (50) we know
This, together with (69), implies
Hence we complete the proof of Theorem 1.
Long time behavior.
We finally prove all the weak solution obtained in Theorem 1 will converge to a constant as time goes to infinite. However, as explained in Remark 3, we can not characterize the limit constant uniquely.
Theorem 2.
Under the same assumptions of Theorem 1, for every weak solution u obtained in Theorem 1, there exists a constant u such that, as time t → +∞, u converges to u in the sense
Proof. First, from the energy dissipation (31), we have for any T > 0
Second, since (41) and (43) are uniform in time, we actually have
On the other hand, since E(u) is strictly convex inḢ 2 we know E has a unique critical point w inḢ 2 and
Therefore w = u * = const and
Remark 3. We mention that one cannot characterize the limit constant by the dissipation law (30) since the dissipation term
2 dx dt holds only on P T . Neither can we characterize the limit constant by conservation law in Observation 3 since it holds only for strict positive u and we do not know how much we lose when u touches zero.
Appendix A. Small data existence in the Wiener algebra This section will follow the Weiner algebra framework established in [10, 1] in periodic settings and [13] on R d . for the fully 4th order model. Since the general framework is very similar, we just state the main results in Section A.2 and give the key estimates.
A.1. Notation. We introduce the following useful norms:
We note that the Wiener algebra A(R d ) isḞ 0,1 , and the condition ∆h 0 ∈ A(R d ) is given by h 0 ∈Ḟ 2,1 . Heref is the standard Fourier transform of f :
When p = 1 we denote the norm by
We will use this norm generally for s > −d and we refer to it as the s-norm.
Notice that for any n ∈ N we have
To further study the case s = −d, then for s ≥ −d we define the Besovtype s-norm:
where for k ∈ Z we have
Note that we have the inequality
We note that
for p ∈ [1, 2] as is shown in [20, Lemma 5] . Further, when p = 2 we denote the norm (
We also introduce the following notation for an iterated convolution
where * denotes the standard convolution in R d . Furthermore in general
where the above contains j − 1 convolutions of j copies of f . Then by convention when j = 1 we have f * 1 = f , and further we use the convention f * 0 = 1. We additionally use the notation A B to mean that there exists a positive inessential constant C > 0 such that A ≤ CB. The notation ≈ used as A ≈ B means that both A B and B A hold.
A.2. Main results. We have the following results for small, highly regular data.
Theorem 3. Consider initial data h 0 ∈Ḟ 0,2 ∩Ḟ 2,1 further satisfying h 0 2 < y * where y * > 0 is given explicitly in Remark 4. Then there exists a global in time unique solution to (1) given by h(t) ∈ C 0 t (Ḟ 0,2 ∩Ḟ 2,1 ) and we have that
with σ 2,1 > 0 defined by (98).
In the next remark we explain the size of the constant.
Remark 4. We can compute precisely the size of the constant y * from Theorem 3. In particular the condition that it should satisfy is that f 2 (y * ) = (y 3 * + 6y
This is identical to the threshold found in [13] , the reason for which will be born out below. Note, this constant can likely be sharpened as in the work of [1] .
Now in the next theorem we prove the large time decay rates, and the propagation of additional regularity, for the solutions above.
Theorem 4.
Given the solution to (1) from Theorem 3. Suppose additionally that h 0 s 1 < ∞ and h 0 s 2 < ∞ for some −1 < s 1 < s 2 . Then we have the following uniform decay estimate for t ≥ 0:
The implicit constant in the inequality above depends on h 0 2 , h 0 s .
We will only prove Theorems 3 and 4 in the following sections. The proof will follow very closely the framework from [13, 1] so we just show the key estimates.
A.3. Proof of Theorem 3. In this section we prove the apriori estimates for the exponential PDE in (1) and (87) in the spacesḞ s,1 . The key point to the global in time classical solution is that we can prove a global in time Lyapunov inequality (97) below under an O(1) medium size smallness condition on the initial data.
A.3.1. A priori estimate inḞ 2,1 . We first establish the case ofḞ 2,1 in order to explain the main idea in the simplest way. The equation (1) can be recast by Taylor expanion as
We look at this equation (87) using the Fourier transform (78) so that equation (1) is expressed as
We multiply the above by |ξ| 2 to obtain
We will estimate this equation on the Fourier side in the following. Our first step will be to estimate the infinite sum in (89). To this end notice that for any real number s ≥ 0 the following triangle inequality holds:
where (s − 1) + = s − 1 if s ≥ 1 and (s − 1) + = 0 if 0 ≤ s ≤ 1. We have further using the inequality (90) when s ≥ 1 that
Above we used Young's inequality repeatedly with 1 + 1 = 1 + 1.
Observe that generally ∂ t |ĥ| = 1 2 ∂ tĥĥ +ĥ∂ tĥ |ĥ| −1 . Now we multiply (89) byĥ|ĥ| −1 (ξ, t), add the complex conjugate of the result, then integrate, and use (91) for s = 4 and s = 2 to obtain the following differential inequality Then (93) defines an entire function which is strictly increasing for y ≥ 0 with f 2 (0) = 0. In particular we choose the value y * such that f 2 (y * ) = 1. Then (92) can be recast as
If the initial data satisfies (96) h 0 2 < y * , then we can show that h 2 (t) is a decreasing function of t. Note that y * = y 2 * in the notation from (105) below. In particular In particular if (96) holds, then h 2 (t) < y * will continue to hold for a short time, which allows us to establish (97). The inequality (97) then defines a free energy and shows the dissipation production. At the end of this section we look closer at the function f 2 (y):
(j(j − 1)(j − 2) + 6j(j − 1) + 7j + 1)y j j! , which gives (99) f 2 (y) = (y 3 + 6y 2 + 7y + 1)e y − 1 .
We know that f 2 (0) = 0 and f 2 (y) is strictly increasing. Let y * satisfy (100) (y 3 * + 6y
2 * + 7y * + 1)e y * − 1 = 1.
Then f 2 (y * ) = 1 as above.
A.3.2. A priori estimate in the high order s-norm. In this section we prove a high order estimate for any real number s > −1.
To extend this analysis to the case where s = 2 we consider infinite series:
Again f s (0) = 0 and f s (y) is a strictly increasing entire function for any real s. We further remark that for r ≥ s we have the inequality (102) f s (y) ≤ f r (y), s ≤ r, ∀y ≥ 0.
We further have a simple recursive relation f s (y) = d dy yf s−1 (y) , f −1 (y) = e y − 1.
This allows us to compute f s (y) for any s a non-negative integer as in (99). Similar to the previous section, we have Since f s−1 (y) ≤ f s for any y > 0, from definition of f s in (101), we recast (104) as
Let y s * satisfy f s (y s * ) = 1. If (105) h 0 2 < min(y s * , y * ).
Note that by (102) we have that y s * ≤ y r * for s ≤ r. In particular we are using y 2 * = y * in (96) and therefore y s * ≤ y * whenver s ≤ 2.
Then by (97) we have f s h(·, t) 2 ≤ f s h 0 2 < 1 . .
