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Germany
We theoretically study a simple non-equilibrium quantum network whose dynamics can be expressed and exactly solved in terms of
a time-local master equation. Specically, we consider a pair of coupled fermionic modes, each one locally exchanging energy and
particles with an independent, macroscopic thermal reservoir. We show that the generator of the asymptotic master equation is not
additive, i.e. it cannot be expressed as a sum of contributions describing the action of each reservoir alone. Instead, we identify an
additional interference term that generates coherences in the energy eigenbasis, associated with the current of conserved particles
owing in the steady state. Notably, non-additivity arises even for wide-band reservoirs coupled arbitrarily weakly to the system.
Our results shed light on the non-trivial interplay between multiple thermal noise sources in modular open quantum systems.
I. INTRODUCTION
An improved understanding of the dynamics of open
quantum networks is desirable for research elds including
quantum thermodynamics,1–4 quantum biology,5 mesoscopic
electronics6 and the theory of non-equilibrium phase transi-
tions.7–12 The Lindblad master equation13,14 is a popular and
powerful tool for modelling such systems, which approxi-
mates the long-time dynamics under the assumption of weak
coupling to memoryless environments, i.e. the Born-Markov
approximation (BMA). Additional, uncontrolled approxima-
tions are typically required in order to obtain a completely
positive evolution, such as the secular,15 singular-coupling-
limit16 or wide-band-limit17,18 approximations. However, in
composite open systems, distinct approximations may lead to
dierent and sometimes drastically incorrect predictions.
In particular, standard master equations derived under the
BMA describe dissipation in terms of either local processes
on a small number of sites or global transitions between en-
ergy eigenstates of the entire network.19 Unfortunately, the
local approach appears to violate thermodynamic laws20,21
for certain kinds of time-independent system-bath interac-
tions,22,23 while the global approach fails to capture the co-
herences necessary to properly describe the non-equilibrium
steady state (NESS).24 This poses a particular problem for
the ongoing study of quantum thermal machines, where the
multifaceted role played by coherence—acting variously as a
performance-enhancing resource,25–32 a useful output33–36 or
an unavoidable hindrance37,38—remains incompletely under-
stood.
Here, we aim to elucidate these issues by studying an ex-
actly solvable model of a non-equilibrium quantum network.
More precisely, we derive a time-local master equation de-
scribing a pair of coupled, localised fermionic modes. Each
mode exchanges particles and energy with a macroscopic
reservoir represented by a semi-innite, uniform tight-
binding chain, such that the total Hamiltonian is quadratic
in fermionic ladder operators. This represents a prototypical
quantum thermal machine, which could be realised by elec-
trons owing through a serial double quantum dot39 or cold
fermionic atoms conned by an optical lattice.40,41
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Note that other authors have already derived and exten-
sively studied exact time-local master equations describing
general quadratic Fermi systems.42–45 In contrast to these pre-
vious approaches, the simplicity and symmetry of our spe-
cic set-up enables compact analytical solutions to be ob-
tained using elementary methods and without needing the
Born-Markov, secular, singular-coupling-limit or wide-band-
limit approximations. Instead, we use an alternative, per-
turbative approximation scheme, valid when the system-
environment coupling is much smaller than the bandwidth
of the reservoir vacuum noise, and explicitly conrm its ac-
curacy using the exact solution. This simplication allows
us to clearly identify and distinguish the dierent physical
processes governing the dynamics.
Our analysis challenges a central tenet of standard open-
systems theory: namely, that two initially uncorrelated envi-
ronments should give rise to two independent, additive con-
tributions to the master equation in the weak-coupling limit
(see, for example, Ref. 46). Instead, we distinguish three con-
tributions to the generator of asymptotic time evolution. Two
of these describe the individual thermalising eect of each
reservoir, while the third is an interference term arising from
the combined action of both reservoirs whenever they are ini-
tially out of equilibrium with each other. This interference
gives rise to coherence in the energy eigenbasis of the net-
work, a feature which reects the conserved fermion current
owing in the NESS.
These ndings connect several previous theoretical stud-
ies on composite open quantum systems. In particular, a
signicant body of research has sought to assess the valid-
ity of approximate, additive master equations by comparing
them to each other or to exact numerical results.19–21,24,47–53
Viewed broadly, these investigations indicate that the local
and global Lindblad equations are only accurate in limited,
complementary parameter regimes, and only for certain ob-
servables, even though the requisite conditions for the BMA
might hold for each bath individually. On the other hand, a
few recent papers have shown that the additivity assumption
fails in the presence of multiple strong or structured noise
sources.54–56
We extend these results by demonstrating that interfer-
ence between dierent thermal baths out of equilibrium gives
rise to non-additive dynamics, even when the open sys-
tem couples arbitrarily weakly to spectrally unstructured
reservoirs. The interference contribution is not in Lind-
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2 Non-additive dissipation in open qantum networks
blad form and thus underlies the occurrence of asymptotic
non-Markovianity found by Ribeiro et al.,45 where the long-
time dynamics cannot be described by a Markovian mas-
ter equation even when the open system has lost all mem-
ory of its initial state.57–59 Moreover, we show that our non-
additive master equation interpolates between the local and
global Lindblad equations and recovers them in dierent lim-
its. Since additivity is a necessary consequence of the Born-
Markov approximation,56 this implies the failure of the BMA
for describing steady-state transport away from these limits.
Nevertheless, we nd that certain observables—such as the
steady-state currents owing into the baths—are accurately
predicted by an additive master equation across a relatively
broad range of parameters. Our work thus helps to clarify
the validity of existing Lindblad models, while providing a
reference point for future research aimed at moving system-
atically beyond the standard approximations.
The plan of the paper is as follows. Section II introduces
some preliminary concepts and overviews our main results.
The microscopic model that forms the core of this work is
dened and exactly solved in Section III. We derive the ex-
act master equation describing the system and develop a
weak-coupling approximation scheme in Section IV. Non-
additivity of the asymptotic dynamics is explored in Sec-
tion V. We discuss our results and conclude in Section VI.
II. PRELIMINARIES
To motivate the problem at hand, consider an open quan-
tum system S comprising a network of coupled sites. This
network is coupled weakly to multiple thermal reservoirs
which may exchange particles and energy with S, as illus-
trated in Fig. 1. Each reservoir Bα is characterised by a tem-
perature Tα = 1/βα and chemical potential µα (we work in
units where kB = 1 and ~ = 1). Let HˆS and NˆS respectively be
the Hamiltonian and particle number operators on S, where
[HˆS, NˆS] = 0 unless µα = 0. We assume for simplicity that
HˆS has a non-degenerate spectrum. The quantum state of
the network at time t is denoted ρˆS(t). We suppose that ini-
tially each of the baths is not correlated with the others nor
with the open system, and that S asymptotically approaches
a unique stationary state ρˆ∞S = limt→∞ ρˆS(t). We now sum-
marise the behaviour that we expect in general.
One fundamental property of a thermal reservoir is that
a small system weakly coupled to it should eventually equi-
librate to the same temperature and chemical potential. In
addition, the composition of several independent thermal
reservoirs in equilibrium itself constitutes a thermal reser-
voir. Hence, for equal reservoir temperatures and chemical po-
tentials the system should equilibrate, i.e.
ρˆ∞S =
e−β(HˆS−µNˆS)
Z(β, HˆS, µ, NˆS) if βα = β and µα = µ. (1)
Here,Z(β, Hˆ, µ, Nˆ) = Tr[e−β(Hˆ−µNˆ)] is the partition function.
On the other hand, if the reservoirs are initially out of
equilibrium with each other, the imbalance in temperature
Figure 1. An open quantum system S comprising a network of in-
teracting modules connected to dierent thermal reservoirs Bα.
or chemical potential sets up a current of energy or particles
owing into S from Bα. These energy and particle currents
are respectively denoted JEα and JPα , while JQα = JEα − µαJPα is
the corresponding heat current. In the stationary state, the
second law of thermodynamics requires that the total rate of
entropy production in the reservoirs is non-negative:
−
∑
α
βαJQα ≥ 0. (2)
Assuming that dierent reservoirs couple to dierent re-
gions of the network, basic conservation laws imply that
the transfer of energy or particles between the reservoirs
can only occur via commensurate energy or particle currents
owing within the system. Therefore, there exist one or more
current observables on S, here denoted schematically by JˆS,
having non-zero expectation value in the NESS:〈
JˆS
〉
∞ , 0 unless J
E,P
α = 0. (3)
(We denote expectation values at time t by 〈•〉t, with 〈•〉∞
the limiting value as t → ∞.) The existence of such internal
currents in a boundary-driven system implies that the non-
equilibrium steady state must exhibit coherence in the eigen-
basis of HˆS. Although we defer a detailed demonstration and
discussion of this claim to Appendix A, its plausibility can be
appreciated by considering the example of a one-dimensional
(1D) network with open (i.e. non-periodic) boundary condi-
tions. For this geometry, the eigenstates of HˆS do not support
internal currents at all.24 This follows because, in the absence
of external sources or sinks, any such current would lead to
an accumulation of particles or energy in one part of the sys-
tem, which is incompatible with the fact that energy eigen-
states are stationary states of the closed-system dynamics.
A widely used dynamical model of the situation depicted
in Fig. 1 is the quantum master equation
∂tρˆS(t) = −i
[
HˆS, ρˆS(t)
]
+LρˆS(t), (4)
valid for times t much greater than the environment memory
time. In order for Eq. (4) to generate a completely positive
and trace-preserving (CPTP) evolution for any state ρˆS(t), the
dissipator L must be in Lindblad form13,14 L = ∑ j γ jD[Lˆ j],
whereD[Lˆ]ρˆS = LˆρˆSLˆ†− 12 {Lˆ†Lˆ, ρˆS} and Lˆ j is a jump operator
describing an incoherent transition occurring at a rate γ j.
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Since the reservoirs are assumed to initially be statistically
independent, the standard construction of the dissipator is a
sum of generators Lα representing each bath Bα, i.e.
L =
∑
α
Lα. (5)
This constitutes our denition of additivity, as studied pre-
viously in Refs. 54–56. This is distinct from the concept of
additive decoherence rates explored, for example, in Refs. 60
and 61. The additivity assumption permits one to unambigu-
ously identify the particle current JPα (t) and energy current
JEα (t) entering the system from Bα as
JPα (t) =
〈L†αNˆS〉t , JEα (t) = 〈L†αHˆS〉t . (6)
Here, L†α is the adjoint generator describing the Heisenberg-
picture evolution of observables, dened by Tr[BˆL†αAˆ] =
Tr[AˆLαBˆ] for arbitrary operators Aˆ and Bˆ.
Regarding the specic form of the generators Lα, various
inequivalent approaches are commonly employed. These can
be broadly classied into two groups according to the xed
point of each generator, i.e. the state rˆα satisfying Lαrˆα = 0.
The rst is the “global” approach, where each generator
drives the entire network towards the corresponding equi-
librium state, i.e.
Lαrˆα = 0⇐⇒ rˆα = e
−βα(HˆS−µαNˆS)
Z(βα, HˆS, µα, NˆS) . (7)
Note that here we assume the xed point rˆα to be unique.
Lindblad generators satisfying Eq. (7) can be derived from
a microscopic model under the Born-Markov and secular ap-
proximations.15 The latter approximation is assumed to be
justied in the quantum-optical regime, where the separa-
tion between energy levels of HˆS is much larger than their
environment-induced broadening. Eq. (7) directly implies the
correct equilibration behaviour (1), and also ensures—via the
Spohn inequality62—that the second law (2) holds for the heat
currents from the baths. However, generators derived under
the aforementioned approximations also have the property
that they do not couple populations and coherences in the
eigenbasis of HˆS.15 Adding such generators together accord-
ing to Eq. (5) therefore generates independent equations of
motion for the populations and coherences. Since the evolu-
tion is trace-preserving, if the stationary state is unique then
it must be diagonal in the eigenbasis of HˆS, which is generally
inconsistent with the condition (3).24
Alternatively, one can use a “local” approach, where each
generator Lα acts non-trivially only on one part of the net-
work sα ⊂ S, driving it towards thermal equilibrium while
leaving its complement s¯α unaected. That is,
Lαrˆα = 0⇐⇒ rˆα = e
−βα(Hˆsα−µαNˆsα )
Z(βα, Hˆsα , µα, Nˆsα) Oˆs¯α , (8)
where Hˆsα and Nˆsα are respectively the Hamiltonian and par-
ticle number operator of sα, while Oˆs¯α is an arbitrary density
operator with support on the complement s¯α. Clearly, rˆα is
not unique in this case.
Generators satisfying Eq. (8) may either be derived micro-
scopically using various approximations,19,24,47,49 or directly
postulated on phenomenological grounds.63–66 In the local
approach, ρˆ∞S is not necessarily diagonal in the energy eigen-
basis, and therefore provides a consistent model for the in-
ternal current dynamics as required by Eq. (3). However, nei-
ther Eq. (1) nor Eq. (2) hold, in general, leading to potential
violations of thermodynamic laws.20,21
In what follows, we consider the simplest case of a two-
site network with two independent reservoirs labelled by the
index α = L,R. We show that, in the limit of weak system-
reservoir coupling, the asymptotic dynamics is governed by
a master equation whose dissipator takes the form
L = LL +LR +Lint. (9)
In the quantum-optical limit, LL and LR determine the cur-
rents from the baths according to Eq. (6) and induce thermal-
isation according to Eq. (7). Outside of the quantum-optical
limit, these generators drive S towards the reduction of a
global thermal state (i.e. including the baths and the system-
bath interaction) that accounts for system-reservoir correla-
tions.67 The interference term Lint, which appears whenever
BL and BR are not in equilibrium with each other, generates
coherence in eigenbasis of HˆS as required by condition (3). In
this way, all three properties (1)–(3) can be satised, but only
by abandoning the additivity assumption (5).
Physically, non-additivity stems from correlations be-
tween the two reservoirs.54 Out of equilibrium, such correla-
tions grow steadily in time due to the particle current owing
between the baths. Hence, Eq. (5), which is justied by the
initial statistical independence of the reservoirs, fails to hold
as t → ∞, even if the reservoirs are spectrally unstructured
and coupled arbitrarily weakly to the system.
III. EXACTLY SOLVABLE MODEL
A. Description of the model
Let us now detail our specic set-up, which belongs to the
well-known family of resonant-level transport models.68,69
The total Hamiltonian takes the form Hˆ = HˆS + HˆB + HˆSB,
describing a central open system S sandwiched between two
fermionic particle reservoirs BL and BR, as illustrated in
Fig. 2. This models a thermoelectric tunnel junction4 or en-
tangler,33,34 which channels a current of fermions between
two conducting leads due to a temperature or chemical-
potential gradient.
Specically, S comprises two localised fermionic modes
with Hamiltonian
HˆS =
∑
α=L,R
hαnˆα − g2
(
cˆ†LcˆR + cˆ
†
RcˆL
)
, (10)
where cˆα annihilates a fermion on site α = L,R and sat-
ises the anti-commutation relations {cˆα, cˆ†α′ } = δαα′ and{cˆα, cˆα′ } = 0, while nˆα = cˆ†αcˆα. We parametrise the local ener-
gies hα by their mean h = 12 (hL+hR) and detuning δ = hL−hR,
with g the tunnel coupling between the sites.
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(a)
(b)
Figure 2. (a) The open system S comprises two fermionic modes with
local energies hL,R and tunnel coupling g. Each mode can exchange
fermions with an independent reservoir BL,R at temperature TL,R and
chemical potential µL,R, thus establishing stationary energy and par-
ticle currents JE,PL,R owing into S. (b) The reservoirs are explicitly
modelled as 1D tight-binding chains, with Ω and
√
ΓΩ respectively
the intra-reservoir and system-reservoir tunnelling energies.
The baths are particle reservoirs described by the Hamil-
tonian HˆB = HˆL + HˆR. Each Hamiltonian Hˆα describes a
uniform chain, i.e. a 1D tight-binding model on M sites with
hopping amplitude Ω > 0, given explicitly by
Hˆα = −Ω2
M−1∑
m=1
(
Aˆ†m,αAˆm+1,α + Aˆ
†
m+1,αAˆm,α
)
(11)
=
∑
q
ωqaˆ†q,αaˆq,α. (12)
Here, Aˆm,α annihilates a fermion localised on sitem of bath Bα
and satises {Aˆm,α, Aˆ†m′,α′ } = δmm′δαα′ and {Aˆm,α, Aˆm′,α′ } = 0.
On the second line, the Hamiltonian is diagonalised by the
canonical transformation
aˆq,α =
√
2
M + 1
M∑
m=1
sin(qm)Aˆm,α. (13)
The ladder operators aˆq,α describe quasi-free fermionic
modes indexed by a dimensionless wave number
q = pik/(M + 1), for k = 1, 2, . . . ,M, with dispersion re-
lation ωq = −Ω cos(q).
The system and bath interact via tunnelling of fermions be-
tween the terminal site of each reservoir and the adjacent site
of S. We parametrise the tunnelling energy as
√
ΓΩ, where Γ
sets the overall frequency scale of the dissipative dynamics.
Explicitly, the interaction Hamiltonian reads as
HˆSB =
√
ΓΩ
2
∑
α=L,R
(
cˆ†αAˆ1,α + Aˆ
†
1,αcˆα
)
(14)
=
∑
α=L,R
∑
q
(
τqcˆ†αaˆq,α + τ
∗
qaˆ
†
q,αcˆα
)
, (15)
with tunnel couplings τq =
√
ΓΩ/(2M + 2) sin(q).
It is convenient to analyse the problem in a basis that di-
agonalises HˆS. To do this, we collect the ladder operators
into column vectors cˆ = (cˆL, cˆR)T and aˆq = (aˆq,L, aˆq,R)T.
We then dene a new canonical set of ladder operators
dˆ = (dˆ1, dˆ2)T = Rcˆ and bˆq = (bˆq,1, bˆq,2)T = Raˆq, related by
the orthogonal rotation matrix
R =
1√
2∆
(√
∆ + δ −√∆ − δ√
∆ − δ √∆ + δ
)
, (16)
where ∆ =
√
g2 + δ2. The Hamiltonian hence splits into two
independent pieces Hˆ = Hˆ1 + Hˆ2, with
Hˆ j = E jdˆ
†
j dˆ j +
∑
q
(
ωqbˆ
†
q, jbˆq, j + τqdˆ
†
j bˆq, j + τ
∗
qbˆ
†
q, jdˆ j
)
, (17)
where E1 = h + 12∆ and E2 = h − 12∆ are the single-particle
energy eigenvalues of HˆS. For concreteness, we assume that
E j > 0, or equivalently that hα > 0 and g < 2
√
hLhR.
The eect of the reservoirs on the system is determined by
the spectral density
J(ω) =
∑
q
|τq|2δ(ω − ωq). (18)
This is a smooth function ofω in the limit M → ∞, where the
spacing between adjacent wave vectors ∆q = pi/(M+1) tends
to zero and q becomes a continuous variable taking values
in the rst Brillouin zone q ∈ [0, pi]. Using the prescription∑
q ∆q→
∫
dq, we obtain
JN(ω) = Γ2pi
√
1 − ω
2
Ω2
Θ(Ω − |ω|), (19)
where Θ(x) is the Heaviside unit step function. We label this
spectral density with a subscript N after Newns, who (to our
knowledge) introduced it.70 According to Eq. (19), each envi-
ronment is characterised by a spectral bandwidth Ω, leading
to a vacuum correlation time of order Ω−1. This is rather in-
tuitive, since Ω sets the rate at which an excitation created at
the boundary of Bα propagates irreversibly along the chain
and away from the central system’s domain of inuence.
Note that choosing a 1D geometry for each environment
is not as restrictive an assumption as it may appear. This
is because an environment with arbitrary geometry can be
mapped onto a 1D tight-binding model coupled to the system
at a single boundary site, so long as the reservoir and inter-
action Hamiltonians take the generic forms (12) and (15).71–73
In general, the resulting 1D chain is described by inhomoge-
neous inter-site couplings and local site energies. This leads
to scattering of excitations back towards the system, poten-
tially giving rise to recurrences or other non-Markovian ef-
fects. In contrast, such backscattering is absent in the uni-
form chain considered here, which is characterised com-
pletely by just two frequencies Γ and Ω.
Directly setting Ω−1 = 0 corresponds to the wide-
band-limit approximation,18 which leads to a frequency-
independent spectral density. In the following, we compute
the solutions for nite Ω, which enables us to retain energy-
dependent damping rates even for weak coupling, Γ  Ω,
since we need not assume that E j  Ω.
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B. Formal solution
In this section, we provide the exact solution for the open-
system density matrix ρˆS(t) = TrB[ρˆ(t)], where ρˆ(t) is the
global quantum state at time t. The same solution formally
applies to the general scenario depicted in Fig. 2 (a), i.e.
any pair of environments described by Hamiltonians of the
form (12) and (15), corresponding to a spectral density (18).
We rst describe the formal solution for this general case,
before specialising to the Newns spectral density (19) of a
uniform chain in later sections. Details of the calculation are
presented in Appendix B.
We consider factorised initial conditions of the form
ρˆ(0) = ρˆS(0)ρˆLρˆR, with reservoir Bα initialised in the Gibbs
state
ρˆα =
e−βα(Hˆα−µαNˆα)
Z(βα, Hˆα, µα, Nˆα) . (20)
Here, Nˆα =
∑
q aˆ
†
q,αaˆq,α is the number of particles in Bα.
The dynamics preserves the total number of fermions
due to the relation [Hˆ, Nˆ] = 0, where Nˆ = NˆL + NˆR + NˆS
and NˆS = nˆL + nˆR. For any physical initial state satisfying
[Nˆ, ρˆ(0)] = 0, we thus have [NˆS, ρˆS(t)] = TrB[Nˆ, ρˆ(t)] = 0.
Therefore, ρˆS(t) is characterised by ve independent real
numbers, in general. Four of these are encapsulated by the
Hermitian correlation matrix
C jk(t) = Tr
[
ρˆS(t)dˆ
†
j dˆk
]
, (21)
which satises 0 ≤ C(t) ≤ 1. (Here, and throughout this doc-
ument, the elements of a matrix A are denoted by A jk.) The
fth degree of freedom is the double-occupancy probability
D(t) = Tr
[
ρˆS(t)dˆ
†
1 dˆ
†
2 dˆ2dˆ1
]
. (22)
We compute Eqs. (21) and (22) by solving the equations
of motion for dˆ j(t) and bˆq, j(t) in the Laplace domain. Here,
Oˆ(t) = eiHˆtOˆe−iHˆt denotes the Heisenberg-picture time de-
pendence of an operator Oˆ. The solution for t > 0 can be
completely expressed in terms of the propagator
G jk(t) = 〈0| dˆ j(t)dˆ†k |0〉 , (23)
where |0〉 is the vacuum state, i.e. Nˆ |0〉 = 0. According to
Eq. (17), the particle number in each j sector is separately
conserved: [Hˆ, Nˆ j] = 0, with Nˆ j = dˆ†j dˆ j +
∑
q bˆ
†
q, jbˆq, j. It thus
follows from the denition (23) that G jk(t) = δ jkG j(t), with
G j(t) =
∫
dω e−iωtϕ j(ω). (24)
The function ϕ j(ω) is the probability distribution of excita-
tion energies associated with the state dˆ†j |0〉, i.e.
ϕ j(ω) =
∑
n
|〈n| dˆ†j |0〉|2δ(ω − εn), (25)
where |n〉 is a single-particle eigenstate of Hˆ with energy εn,
i.e. Hˆ |n〉 = εn |n〉 (note that εn may be negative74). Therefore,∫
dωϕ j(ω) = 1, (26)
lim
Γ→0
ϕ j(ω) = δ(ω − E j). (27)
(For general spectral densities, the limit Γ → 0 here means
that all tunnel couplings τq → 0.)
The solution can be compactly represented in terms of the
matrix F(ω) = Rf(ω)RT, where f(ω) = diag[ fL(ω), fR(ω)]
with fα(ω) = (eβα(ω−µα) + 1)−1 the Fermi-Dirac function of
reservoir Bα, and the noise kernel
Φ(t) =
∫
dω e−iωtJ(ω)F(ω). (28)
With this notation, the correlation matrix reads as
C(t) = G†(t)C(0)G(t) + Z(t), (29)
Z(t) =
∫ t
0
dt′
∫ t
0
dt′′G†(t′)Φ(t′ − t′′)G(t′′). (30)
The double-occupancy probability is
D(t) = |detG(t)|2 D(0) + detZ(t) (31)
+
∑
j,k
[|G j(t)|2Zkk(t)C j j(0) −G∗j(t)Gk(t)Zk j(t)C jk(0)].
We see that, so long as limt→∞G j(t) = 0, the system re-
laxes to a unique stationary state ρˆ∞S that is independent of
the initial conditions. Moreover, this ρˆ∞S is Gaussian75 be-
cause D(∞) = detC(∞). The stationary state is therefore
determined completely by its correlation matrix
C jk(∞) =
∫
dωJ(ω)F jk(ω)
[
ϑ j(ω) + ipiϕ j(ω)
]
× [ϑk(ω) − ipiϕk(ω)] . (32)
Here, we dened the Hilbert transform of ϕ j(ω),
ϑ j(ω) = P
∫
dω′
ϕ j(ω′)
ω − ω′ , (33)
where P denotes the Cauchy principal value.
The foregoing equations, which hold for any spectral
density (18), constitute the complete formal solution given
knowledge of the propagatorG(t). However, in general, com-
puting the propagator is a challenging problem.
C. Propagator for uniform-chain environments
In order to nd an explicit expression for the propaga-
tor, we now specialise to environments modelled by uniform
chains with spectral density (19). Relaxation to a unique
steady state is guaranteed in this case if we make the addi-
tional, technical assumption that√
E2j + ΓΩ < Ω. (34)
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Physically, this inequality requires that the energy levels of
the open system lie well within the reservoirs’ energy bands,
so that any initial excitation can eventually be absorbed. Un-
der this condition, we show in Appendix B that
ϕ j(ω) =
1
1 − Γ/Ω
JN(ω)
(ω − E′j)2 + Γ2j/4
, (35)
where we dened shifted energies and decay rates
E′j =
1 − Γ/2Ω
1 − Γ/Ω E j, Γ j =
√
1 − Γ/Ω − E2j/Ω2
1 − Γ/Ω Γ. (36)
The propagator is then evaluated using Eq. (24). We also
prove in Appendix B that
ϑ j(ω) =
[(
1 − Γ
2Ω
)
ω − E j
]
ϕ j(ω)
JN(ω) . (37)
D. Steady-state observables for uniform-chain
environments
We now present solutions for some interesting observables
in the asymptotic stationary state, using the explicit formulae
quoted in the previous section. If the baths are initially in
equilibrium, i.e. βα = β, µα = µ and fα(ω) = f (ω), then
C jk(∞) = δ jk
∫
dωϕ j(ω) f (ω), (38)
which diers from the strict equilibrium value f (E j) due
to the nite width of the energy distribution ϕ j(ω). Using
Eqs. (25) and (38), we show in Appendix C that, for equilib-
rium baths, ρˆ∞S is the reduced state of the global Gibbs en-
semble
ρˆ∞S = TrB
[
e−β(Hˆ−µNˆ)
Z(β, Hˆ, µ, Nˆ)
]
. (39)
We thus infer that the energy-level broadening represented
by Eq. (38) arises from the system-bath correlations reected
in Eq. (39), both being related to a nite system-reservoir cou-
pling Γ. With the help of Eq. (27), we recover thermalisation
in the strict weak-coupling sense (1) in the limit Γ→ 0.
Out of equilibrium, particle and energy currents ow from
each bath Bα into S. These currents are dened respectively
as JˆPα = −i[Hˆ, Nˆα] and JˆEα = −i[Hˆ, Hˆα]. Fermion conserva-
tion demands that a corresponding particle current JˆPS ows
between the two sites of the system, which is dened to sat-
isfy the continuity equations, e.g. ∂tnˆL(t) = JˆPL (t) − JˆPS (t). Ex-
plicitly, we have
JˆPα = i
∑
q
(
τ∗qaˆ
†
q,αcˆα − τqcˆ†αaˆq,α
)
, (40)
JˆEα = i
∑
q
ωq
(
τ∗qaˆ
†
q,αcˆα − τqcˆ†αaˆq,α
)
, (41)
JˆPS =
g
2i
(
cˆ†LcˆR − cˆ†RcˆL
)
. (42)
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Figure 3. Transmission function versus frequency, with h = 1, g =
δ = 0.5 and Ω = 10. The approximation (46) for Γ  ∆ is also
shown by the green dotted line.
Note that the mean intra-system current 〈JˆPS 〉t = g Im [C12(t)]
vanishes identically if [HˆS, ρˆS(t)] = 0.
It follows from the denitions that, in the stationary state,
the particle currents are homogeneous throughout the sys-
tem, i.e. JPL = JPS = −JPR , where JPσ = 〈JˆPσ〉∞, for σ = S, L,R.
Likewise, the asymptotic mean energy currents JEα = 〈JˆEα 〉∞
satisfy JEL = −JER .
The asymptotic currents are calculated in Appendix D. For
the Newns spectral density (19), we obtain the standard Lan-
dauer formulae6
JPL =
∫
dωT (ω) [ fL(ω) − fR(ω)] , (43)
JEL =
∫
dωωT (ω) [ fL(ω) − fR(ω)] , (44)
with the transmission function
T (ω) = pig
2
2
ϕ1(ω)ϕ2(ω). (45)
The transmission probability is proportional to the overlap
between the energy distributions of the two eigenmodes of
HˆS [see Eq. (25)]. Note that the Landauer formulae imply the
second law (2) for any transmission function T (ω) ≥ 0.4
We plot the transmission function in Fig. 3. For Γ  ∆,
T (ω) is a bimodal distribution that is well approximated by
T (ω) ≈ g
2
4∆2
2∑
j=1
Γ jϕ j(ω). (46)
As Γ is increased, the two peaks at ω = E1,2 broaden and
ultimately merge into a single maximum for Γ  ∆.
IV. MASTER EQUATION
A. Exact master equation
In order to analyse the non-additive properties of the dy-
namics, we rst write Eqs. (29) and (31) in dierential form,
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corresponding to an exact time-local master equation for the
system density operator (see Refs. 43 and 44 for alternative
derivations). All equations presented in this section hold for
an arbitrary spectral density (18).
Assuming that G(t) is non-singular, we dene Hermitian
matrices H(t) and Γ(t) such that iH(t)+ 12Γ(t) = −G−1∂tG. We
also dene rate matrices Λ±(t) by
Λ+ = ∂tZ − i[H,Z] + 12 {Γ,Z},
Λ− = Γ − Λ+, (47)
where time arguments are suppressed. The matrix elements
ofΛ± correspond to the gain and loss rate coecients appear-
ing in the master equation, as will be seen shortly. Indeed,
upon dierentiating Eqs. (29) and (31), some tedious algebra
reveals that
∂tC = i[H,C] − 12 {Γ,C} + Λ+, (48)
∂tD = −Tr[Γ]D +
∑
j,k
(
Λ+j jCkk − Λ+jkCk j
)
. (49)
Direct comparison conrms that these equations of motion
are equivalent to the master equation
∂tρˆS(t) = − i[Hˆ′S(t), ρˆS(t)] +L(t)ρˆS(t), (50)
where Hˆ′S(t) = dˆ†HTdˆ and we dened the dissipator
L(t)ρˆS =
2∑
j,k=1
Λ−jk(t)
(
dˆ jρˆSdˆ
†
k − 12 {dˆ†k dˆ j, ρˆS}
)
+
2∑
j,k=1
Λ+jk(t)
(
dˆ†k ρˆSdˆ j − 12 {dˆ jdˆ†k , ρˆS}
)
. (51)
After diagonalising the rate matrices Λ±(t) by a unitary
rotation [U±(t)]†Λ±(t)U±(t) = diag[λ±1 (t), λ±2 (t)], we cast the
dissipator into canonical form57
L(t) =
2∑
j=1
∑
s=±
λsj(t)D[Lˆsj(t)]. (52)
Here, the time-dependent jump operators are dened as
Lˆ−j (t) =
∑
k U
−
jk(t)dˆk and Lˆ+j (t) =
∑
k[U
+
jk(t)]
∗dˆ†k . These de-
scribe loss and gain of excitations from and into modes de-
termined by the eigenbases of the matrices Λ±(t). Note that
only if [Λ+(t),Λ−(t)] = 0 can we choose Lˆ+j (t) = [Lˆ−j (t)]†, i.e.
the loss and gain modes dier, in general.
B. Exponential-propagator approximation
Throughout the rest of the paper, we specialise to the
Newns spectral density (19) and assume that Γ  Ω. Al-
though the latter condition is usually deemed necessary for
the Born-Markov approximation to hold, we shall see that it
is by no means sucient.
(a) (b)
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Re[C12(t)]
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Figure 4. Example evolution of the system correlation matrix with a
vacuum initial conditionC jk(0) = 0, comparing exact values (points)
with the EPA (lines). Parameters: Γ = 0.2, Ω = 100, δ = 0.1, g = 0.5;
(a) h = 1, µL = 1, µR = 0, TL = TR = 0.1; (b) h = 50, µL = µR = 49,
TL = 10, TR = 0.01.
In order to simplify the subsequent discussion, we intro-
duce an approximation scheme where terms of order O(Γ/Ω)
are neglected. This amounts to the replacement
G j(t) ≈ e−iE′jt−Γ jt/2. (53)
For the sake of clarity and concision, we henceforth refer
to this as the exponential-propagator approximation (EPA).
The EPA is justied in Appendix E, where we give an explicit
expression for the error in G j(t) thus incurred. We also de-
rive a rigorous upper bound on the magnitude of this error
that is proportional to Γ/Ω and decays to zero as t → ∞.
To the same order of approximation, we write E′j ≈ E j and
Γ j = 2piJN(E j).
Unfortunately, we have not been able to derive a bound on
the error induced by calculating general expectation values
such as the correlation matrix (29) within the EPA. Never-
theless, a direct numerical comparison shows that, for su-
ciently small Γ/Ω, the EPA gives an excellent approximation
to both the transient and steady-state dynamics, even if E j is
comparable to Ω. We illustrate the agreement between the
approximation and the exact solution in Fig. 4 for a few ex-
ample parameters.
We emphasise that the EPA only requires that the coupling
Γ is weak in comparison to the environment’s energy scale
Ω, so that the approximation (53) becomes exact in the wide-
band limit Ω → ∞. On the other hand, the relation between
Γ and the system energy scales E j is not restricted.
The master equation (50) takes a simple form under the
EPA. In particular, we have that H = diag[E1, E2], i.e.
Hˆ′S(t) = HˆS, Γ = diag[Γ1,Γ2] and
Λ+(t) =
∫ t
0
dt′G†(t′)Φ(t′) + h.c. (54)
The loss and gain modes dened by Eq. (52) can be iden-
tied by inspection of Eq. (54) in two special cases. First,
assume that the two baths are in thermal equilibrium with
each other, so that fL(ω) = fR(ω) = f (ω). In that case,
F(ω) = f (ω)1 is proportional to the identity, and Λ±(t) are
both diagonal. Hence, Lˆ−j = (Lˆ+j )† = dˆ j, i.e. excitations are
pumped into eigenmodes of HˆS, driving the system towards
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a state that is diagonal in the energy eigenbasis of S. If the
system-environment coupling is suciently weak, this en-
sures the proper thermalisation behaviour (see Section V A).
Second, consider the white-noise limit, with Ω → ∞ and
F(ω) = F a constant matrix. We then have thatΦ(t) = ΓFδ(t)
and Γ = Γ1, and since G(0) = 1 it follows that Λ+(t) = ΓF
and Λ−(t) = Γ(1 − F). Therefore, the rate matrices Λ± can be
diagonalised by the rotation RT, leading to Lindblad opera-
tors Lˆ−j = (Lˆ+j )† with Lˆ−1,2 = cˆL,R, i.e. energy is pumped into
localised modes. Of course, this only holds exactly in the un-
physical scenario of innite energy density in the baths, cor-
responding to β j → 0 or β j, |µ j| → ∞. Nevertheless, the local
master equation may be an excellent approximation for suf-
ciently large chemical-potential bias or temperature.
According to Eq. (54), the rate matrices are determined by
the product of the propagator G(t)—which is diagonal in the
energy eigenbasis—and the noise kernelΦ(t)—which is diag-
onal in the site basis. Hence, in general, the gain and loss
modes correspond neither to the energy eigenbasis dˆ j nor
the site basis cˆα, but instead lie somewhere in between. In
particular, whenever the baths are not in equilibrium with
each other, the rate matrices Λ± are non-diagonal and the
dissipation generates some coherence in the eigenbasis of HˆS.
This can be seen, for example, in Fig. 4, where the coherence
can be comparable in magnitude to the populations and has a
large imaginary part, reecting the current owing through
the system.
V. ASYMPTOTIC NON-ADDITIVITY
A. Non-additivity in the energy eigenbasis
Now we demonstrate that the asymptotic dynamics as
t → ∞ is not additive. We write the rate matrices in the
limit simply as Λ± = limt→∞ Λ±(t). Explicitly, these have the
components
Λ+jk = i
∫
dω JN(ω)F jk(ω)
×
[
1
E j − ω + iΓ j/2 −
1
Ek − ω − iΓk/2
]
, (55)
and Λ−jk = Γ jδ jk −Λ+jk. It follows that the asymptotic dissipa-
tor L = limt→∞L(t) admits the decomposition
L = LL +LR +Lint. (56)
Here, the generators Lα represent the thermalising eect of
each individual bath α = L,R on the populations, while the
interference term Lint describes the generation of coherence
due to the combined eect of the non-equilibrium baths, as
described below.
First, let us examine the generators Lα, which take the
form
Lα =
2∑
j=1
(
γ−α, jD[dˆ j] + γ+α, jD[dˆ†j ]
)
. (57)
The decay and gain rates are dened by
γ−α, j = Γα, j
∫
dωϕ j(ω)
[
1 − fα(ω)
]
,
γ+α, j = Γα, j
∫
dωϕ j(ω) fα(ω), (58)
where ΓL, j = Γ jR21 j and ΓR, j = Γ jR22 j.
One readily veries that the unique xed point rˆα satisfy-
ing Lαrˆα = 0 is Gaussian, with the correlation matrix
Tr
[
rˆαdˆ
†
j dˆk
]
= δ jk
∫
dωϕ j(ω) fα(ω). (59)
In the quantum-optical limit where Γ  ∆, this describes an
approximately thermal distribution, up to corrections due to
level broadening as discussed in Section III D. In fact, using
the arguments given in Appendix C, one can show that rˆα is
the reduction of a global Gibbs state in equilibrium with the
corresponding bath, i.e.
rˆα = TrB
[
e−βα(Hˆ−µαNˆ)
Z(βα, Hˆ, µα, Nˆ)
]
. (60)
It follows immediately that Eq. (7) is recovered as Γ→ 0.
Another interesting property of the generators Lα in the
quantum-optical limit is that they accurately reproduce the
steady-state currents according to Eq. (6). Indeed, a direct
computation yields
〈
L†LNˆS
〉
∞
=
g2
4∆2
∫
dω
2∑
j=1
Γ jϕ j(ω)
[
fL(ω) − fR(ω)
]
, (61)
〈
L†LHˆS
〉
∞
=
g2
4∆2
∫
dω
2∑
j=1
E jΓ jϕ j(ω)
[
fL(ω) − fR(ω)
]
, (62)
with
∑
α〈L†αNˆS〉∞ = 0 =
∑
α〈L†αHˆS〉∞. These expres-
sions can be shown to be equivalent to the exact Lan-
dauer formulae (43) and (44) using Eq. (46) and writing
E jϕ j(ω) ≈ ωϕ j(ω), which is a valid approximation in the
quantum-optical regime.
Since the generators Lα are in Lindblad form, they obey
the Spohn inequality62
Tr
{[
ln rˆα − ln ρˆS(t)
]LαρˆS(t)} ≥ 0. (63)
However, Lint does not, by itself, generate a positive evolu-
tion, and thus does not necessarily satisfy such an inequal-
ity.76 We nonetheless show in Appendix F that, in the weak-
coupling limit, from the Spohn inequality one may recover
the second law of thermodynamics in the form
− lim
Γ→0
1
Γ
∑
α
βαJQα ≥ 0, (64)
with the heat current dened by JQα = 〈L†α(HˆS − µαNˆS)〉∞.
Here, it is necessary to rst divide by Γ before taking
the limit in order to avoid recovering the trivial equality
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limΓ→0
∑
α βαJ
Q
α = 0 implied by limΓ→0 JQα = 0. Corrections
to the LHS of inequality (64) for nite Γ are quoted explicitly
in Appendix F.
Now we turn to the interference contribution, dened by
LintρˆS =
∑
j,k
Λ+jk
[(
dˆ†k ρˆSdˆ j − 12 {dˆ jdˆ†k , ρˆS}
)
−
(
dˆ jρˆSdˆ
†
k − 12 {dˆ†k dˆ j, ρˆS}
)]
. (65)
Here, Λ+12 =
(
Λ+21
)∗
= ξ + iη, with
ξ =
g
2∆
∫
dω
2∑
j=1
Γ jϕ j(ω)
[
fL(ω) − fR(ω)
]
, (66)
η =
g
2∆
∫
dω
[
(E1 − ω)ϕ1(ω) − (E2 − ω)ϕ2(ω)
]
× [ fL(ω) − fR(ω)] . (67)
Therefore, Lint is associated with the dierence in distribu-
tion functions fα(ω). In particular, Lint is non-negligible un-
less fL(ω) ≈ fR(ω) over the entire frequency range in which
ϕ j(ω) diers appreciably from zero.
The interference term satises the properties
L†intdˆ†j dˆ j = 0, L†intdˆ†1 dˆ2 = Λ+12. (68)
Hence, L†int generates coherence while leaving the popu-
lations unaected. This is to be expected, since energy-
eigenbasis coherence is an intrinsic property of the NESS of a
quantum network, as discussed in Section II. It is noteworthy
that, in the Schrödinger picture,Lint couples populations and
coherences. Such a contribution is therefore precluded in the
standard global Lindblad approach due to the secular approx-
imation, which enforces decoupling of populations and co-
herences.15 Nevertheless, Lint is generally a signicant con-
tribution even in the quantum-optical limit where the secular
approximation is widely believed to be valid. We note also
that Lint can never be written in Lindblad form. Therefore,
departures from Markovian evolution can be used to detect
non-additivity, as discussed in Section V C.
B. Non-additivity in the local basis
It is also possible to investigate the violation of additiv-
ity in a local, rather than global, picture of dissipation. We
transform to the site basis cˆα and decompose the asymptotic
dissipator as
L = L¯L + L¯R + L¯LR. (69)
The local dissipators are Lindblad generators that act only on
a single site, given by
L¯α = γ¯−αD[cˆα] + γ¯+αD[cˆ†α], (70)
where γ¯±α =
∑2
j=1 γ
±
α, j. The remaining contribution to L de-
scribes delocalised, incoherent processes acting on both sites
together:
L¯LRρˆS =
∑
α,α′
[
Λ¯+αα′
(
cˆ†α′ ρˆScˆα − 12 {cˆαcˆ†α′ , ρˆS}
)
+ Λ¯−αα′
(
cˆαρˆScˆ
†
α′ − 12 {cˆ†α′ cˆα, ρˆS}
)]
, (71)
where Λ¯±LR = (Λ¯±RL)∗, with
Re [Λ¯+LR] =
g
4∆
∫
dω
[
Γ2ϕ2(ω) − Γ1ϕ1(ω)
]
× [ fL(ω) + fR(ω)] , (72)
Im [Λ¯+LR] =
g
2∆
∫
dω
[
(E1 − ω)ϕ1(ω) − (E2 − ω)ϕ2(ω)
]
× [ fL(ω) − fR(ω)] , (73)
Re [Λ¯−LR] =
g
4∆
∫
dω
[
Γ2ϕ2(ω) − Γ1ϕ1(ω)
]
× [2 − fL(ω) − fR(ω)] , (74)
Im [Λ¯−LR] = − Im [Λ¯+LR]. (75)
The cross-term L¯LR is associated with the dierence between
the frequency distributions ϕ j(ω) of the open system’s en-
ergy levels. That is, L¯LR reects the extent to which the occu-
pation numbers fα(ω) of reservoir states dier between the
distinct frequency ranges sampled by the two distributions
ϕ j(ω). In particular, L¯LR is negligible only in the white-noise
limit, where ∆  Ω and the distribution functions fL,R(ω)
are essentially constant over the range in which ϕ j(ω) are
non-zero.
Note that here the local generators L¯α can be meaningfully
associated with bath Bα only in the sense that each one de-
pends only on the variables of Bα and acts non-trivially only
on site α of the system. Even in the weak-coupling limit, L¯L,R
do not obey the properties (6) and (8) expected of additive,
thermal dissipators unless δ ≈ 0, as discussed below.
Let us rst examine the validity of Eq. (8). The xed point
rˆα satisfying L¯αrˆα = 0 is of the form
rˆα =
e−βα(Hˆsα−µαnˆα)
Z(βα, Hˆsα , µα, nˆα) Oˆα′ , (76)
where, by analogy with Eq. (8), we dened an eective local
Hamiltonian acting on site α,
Hˆsα =
[
Tα ln
(
γ¯−α
γ¯+α
)
+ µα
]
nˆα, (77)
while Oˆα′ is an arbitrary density operator with support on
the other site α′ , α. Using Eq. (27), we nd
lim
Γ→0
γ¯−α
γ¯+α
=
[
eβα(h−µα) + cosh(βα∆/2)
1 + eβα(h−µα) cosh(βα∆/2)
]
eβα(h−µα). (78)
This only has the detailed-balance form required for ther-
malisation if βα∆  1 or if |βα(h − µα)|  1, which corre-
sponds to the white-noise limit. In that case, we have that
limΓ→0 ln(γ¯−α/γ¯+α) ≈ βα(h − µα), and the weak-coupling xed
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Figure 5. Asymptotic non-Markovianity u∞ in the limit Γ  ∆  Ω, with (a), (b) variable chemical potential with xed temperatures, or
(c) variable temperature with xed chemical potentials. White dotted lines in (a) and (b) indicate loci where the chemical potentials µL,R
equal the system energies E1,2. Parameters: h = 1, δ = 0, g = 0.5, Γ = 0.01 and Ω = 10.
point (76) can be approximated by Eq. (8) with Hˆsα = hnˆα and
Nˆα = nˆα. However, this only corresponds to the “true” site
Hamiltonian hαnˆα [cf. Eq. (10)] if δ = 0.
Second, let us discuss the denition of the currents via
Eq. (6). For the particle current, we have, for example,〈
L¯†LNˆS
〉
∞
=
〈
L†nˆL − L¯†LRnˆL
〉
∞
= JPL −
〈
L¯†LRnˆL
〉
∞
, (79)
where we identied 〈L†nˆL〉∞ = JPL using the exact master
equation (50). Hence, Eq. (79) diers from the true particle
current by an amount
−
〈
L¯†LRnˆL
〉
∞
=
g
2∆
(Γ2 − Γ1) Re
〈
cˆ†LcˆR
〉
∞
. (80)
Clearly, this correction is negligible if L¯LR ≈ 0 or if ∆/Ω→ 0
so that Γ1 ≈ Γ2. In addition, Eq. (80) vanishes as δ→ 0, since
one can easily show that Re 〈cˆ†LcˆR〉∞ ∝ δ/∆.
On the other hand, we nd for the energy current
〈
L¯†LHˆS
〉
∞
= hL
〈
L¯†LNˆS
〉
∞
− g
2
2∑
j=1
R21 jΓ j Re
〈
cˆ†LcˆR
〉
∞
. (81)
This expression is only correct when L¯LR ≈ 0 and δ  h, g,
such that 〈L¯†LHˆS〉∞ ≈ hJPL . This approximately agrees with
the exact Landauer formulae (43) and (44) in the white-noise
limit, where Ω→ ∞, T (h+ω) = T (h−ω) and fα(ω) ≈ const.
C. Non-Markovianity witnesses non-additivity
Since neitherLint nor L¯LR are in Lindblad form, it may not
be possible to cast the overall dissipatorL into Lindblad form
for certain values of the parameters. Therefore, its canonical
representation (52) may exhibit one or more negative rates
λ±j (t) even as t → ∞. Negativity of the rates λsj(t) signals the
onset of non-Markovian evolution, according to the measure
of non-Markovianity based on completely-positive divisible
maps proposed by Rivas et al.77 In this framework, the degree
of instantaneous non-Markovianity is quantied by57
ν(t) =
∑
s=±
∑
j=1,2
max[0,−λsj(t)]. (82)
Asymptotic non-Markovianity (ANM) corresponds to
limt→∞ ν(t) = ν∞ > 0. In a previous work, Ribeiro
et al.45 demonstrated that ANM arises in a class of spin
and fermionic transport models, which includes the set-up
considered here within the wide-band-limit approximation
Ω−1 = 0. ANM has also been recently identied in several
other open-system scenarios.57–59
We plot ν∞ in Fig. 5, as calculated using the EPA rate matri-
ces dened by Eq. (55). At low temperatures, we nd ν∞ > 0
whenever the chemical potential of one reservoir lies in be-
tween the two energy eigenlevels of the system while that
of the other reservoir lies outside. This eect is signicantly
reduced once the thermal energy grows comparable to the
splitting ∆. It is remarkable that a highly non-Markovian
evolution can be induced merely by tuning a macroscopic
potential dierence, without any engineering or microscopic
control of the environment Hamiltonian. Indeed, the ANM
eect survives even in the wide-band limit Ω → ∞ where
each environment is completely unstructured. In Fig. 5(c) we
also show that some non-Markovianity may be generated by
purely thermal driving, i.e. where the reservoirs have identi-
cal chemical potentials and dierent temperatures.
Since the generators LL,R (L¯L,R) are in Lindblad form,
the appearance of asymptotic non-Markovianity is associ-
ated with the cross-term Lint (L¯LR). Hence, ANM witnesses
the violation of additivity in either the global or local pic-
tures of dissipation. Indeed, in Fig. 5 we observe that non-
Markovianity is associated with parameters for which the
master equation is not additive, in neither the local nor en-
ergy eigenbases. As discussed in previous sections, this
occurs when the baths are far from equilibrium, yet the
chemical-potential bias and the temperature are not so large
that the white-noise limit is recovered. Since ANM is, in prin-
ciple, experimentally accessible via quantum process tomog-
raphy, it represents a measurable signature of non-additivity.
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VI. CONCLUSION
In this work, we have presented a study of an exactly
solvable microscopic system-environment model, featuring
a two-site fermionic network driven out of equilibrium by
two independent thermal baths. We have derived the ex-
act master equation describing the open-system density ma-
trix and developed a simplifying approximation scheme valid
when the system-reservoir coupling Γ is much smaller than
the reservoir bandwidth Ω.
Our results demonstrate that the asymptotic master equa-
tion is not additive, i.e. the dissipator cannot be written as a
sum of the form (5) where each term pertains to a single bath,
even if the system-reservoir coupling is vanishingly small in
comparison to every other relevant energy scale. Examin-
ing the master equation in the energy eigenbasis of the open
system, we identify a generator Lα associated to each bath,
which drives the open network towards thermal equilibrium
according to Eq. (7) [or, more generally, Eq. (60)]. Further-
more,Lα determines the currents via Eq. (6) in the quantum-
optical limit. This generator can therefore be interpreted as
an individual contribution describing the eect of bath Bα
acting in isolation.
Nevertheless, additivity is violated away from equilibrium
due to an additional interference termLint that generates co-
herence, as required for a current-carrying NESS in an ex-
tended system. In extreme cases, this non-additivity can
lead to an asymptotically non-Markovian master equation.
Despite this, the interference term Lint leaves the energy-
eigenbasis populations invariant and therefore the global, ad-
ditive Lindblad model obtained by setting Lint = 0 still leads
to accurate approximations for the boundary currents in the
quantum-optical regime. Such an additive model coincides in
the limit Γ → 0 with the standard master equation derived
under the BMA and secular approximation.
We have also examined the violation of additivity in the lo-
cal basis. However, here it is not always possible to identify
thermal generators satisfying the properties (6) and (8), even
in the weak-coupling limit. Thus, the identication of L¯α as
an “individual” bath contribution is not fully justied, since it
does not accurately represent the eect of a single bath acting
in isolation. Nevertheless, an additive, local Lindblad model
is recovered when the modes are near-resonant, i.e. δ  h, g,
and when the noise correlation time is much smaller than
the inverse frequency splitting ∆−1. This conclusion is en-
tirely consistent with recent studies showing that local ad-
ditive Lindblad models may perform well in non-equilibrium
scenarios when the network nodes are nearly degenerate,52,53
but fail for large detunings.20
It has been shown56 that additive open-system dynamics is
obtained whenever the BMA (or, more generally, the second-
order time-convolutionless projection operator method15)
holds. Hence, our results indicate a breakdown of these as-
sumptions at asymptotically large times when multiple ther-
mal reservoirs act in competition. Note that, while the BMA
is commonly cast in terms of an assumption that the system-
reservoir density matrix factorises, it is more accurately de-
scribed as a projection P onto product states of the form
Pρˆ(t) = ρˆS(t)ρˆB, (83)
where ρˆB is the initial state of the environment, in combina-
tion with a low-order perturbation expansion in the system-
reservoir interaction.19
The breakdown of additivity for arbitrarily weak system-
bath coupling Γ indicates that Eq. (83) does not serve as a
good reference point for a perturbative expansion in powers
of Γ. This can be understood as a consequence of the correla-
tions that build up between the two parts of the environment
due to the current owing between them. As time increases,
these correlations cause the joint state ρˆ(t) to move arbitrarily
far away from the subspace spanned by states of the form (83)
with ρˆB = ρˆLρˆR. A very interesting open question is whether
a projection of the type (83) can still facilitate a good per-
turbative description of the long-time dynamics, but with a
correlated reservoir state ρˆB.
Although the evidence presented here pertains only to the
specic system considered, we expect the qualitative con-
clusions regarding non-additivity to hold for other extended
open systems, where currents and energy-eigenbasis coher-
ence are inextricably linked. Indeed, previous results demon-
strating asymptotic non-Markovianity in larger 1D fermionic
and spin networks driven out of equilibrium45 already sup-
port this conclusion, because ANM witnesses non-additivity,
as we have shown. Furthermore, our model can be readily
generalised to a bosonic setting where the ladder operators
obey commutation, rather than anti-commutation, relations.
Since the Heisenberg equations are essentially identical in
this case, one expects the same conclusions regarding addi-
tivity to hold, although we leave a detailed analysis of this
problem to future work (see also Refs. 78 and 79). We note
also a very recent study of a dierent bosonic model of cou-
pled mechanical oscillators that displays coherences in the
NESS,80 which are naturally explained by the interference be-
tween non-equilibrium baths.
Looking ahead, it will be interesting to investigate the con-
sequences of the results presented here for the thermody-
namics of small heat machines running between multiple
thermal reservoirs. For example, it remains to be seen how
non-additive noise may aect the thermodynamic power and
eciency of such machines, or their ability to generate quan-
tum resources such as coherence and entanglement. One
may also ask whether the interference between the reser-
voirs is manifested in the uctuations of the energy and par-
ticle currents. Finally, the framework presented herein ap-
pears to be an ideal setting to explore strong-coupling ef-
fects in thermodynamics,81–86 since system-environment cor-
relations in both equilibrium and far-from-equilibrium states
may be taken into account.
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APPENDICES
Appendix A: Connection between conserved currents and
coherence
In this appendix, we elucidate the relationship between
conserved currents and coherence in the energy eigenbasis.
Consider an open quantum network S connected to several
baths Bα, such that the total Hamiltonian is
Hˆ = HˆS +
∑
α
(
HˆBα + HˆSBα
)
, (A1)
where HˆS and HˆBα are respectively the Hamiltonians of sys-
tem and baths, while HˆSBα describes the coupling between S
and Bα. Crucially, we assume that each interaction term cou-
ples to a distinct region on the boundary of S. We denote the
corresponding interaction region by Vα. Each Vα is assumed
to form a proper subset of the network S. See Fig. 6 for an
illustration.
Suppose that there exists a conserved quantity
Xˆ = XˆS +
∑
α
XˆBα , (A2)
such that [Hˆ, Xˆ] = 0, which is also locally conserved in the
sense that [HˆS, XˆS] = [HˆBα , XˆBα ] = 0. It follows that
∂tXˆBα = i[HˆSBα , XˆBα ] = −i[HˆSBα , XˆS ]. (A3)
For simplicity, we assume that XˆS is a one-body observable
of the form
XˆS =
∑
k
xˆk, (A4)
where the local “charge” xˆk has support only on site k of S.
This scenario could describe, for example, a lattice system of
conserved particles or a spin network with conserved mag-
netisation.
Consider now a particular site on the boundary of the sys-
tem, which lies in the region Vα that is coupled to bath Bα.
On this site, the equation of motion for xˆk takes the form of
a continuity equation:
∂t xˆk = JˆXBα→k + Jˆ
X
S→k. (A5)
The current operators dened by JˆXBα→k = i[HˆSBα , xˆk] and
JˆXS→k = i[HˆS , xˆk] describe the ow of charge from Bα to site
Figure 6. Illustration of an open network coupled to two external
reservoirs B1,2 at the boundary regions V1,2. Red arrows depict an
internal current distribution that could satisfy the constraint (A10),
while blue arrows represent a current distribution that must violate
this constraint on the boundary lattice sites.
k and from the other sites of S to site k, respectively. In par-
ticular, the operators JˆXS→k correspond to the internal current
observables denoted schematically by JˆS in Section II. By def-
inition, these observables have zero mean unless the quan-
tum state has some coherence in the eigenbasis of HˆS. This
follows because, by the cyclic invariance of the trace,〈
JˆXS→k
〉
t = Tr
{
i[ρˆS(t), HˆS]xˆk
}
, (A6)
which clearly vanishes if [HˆS, ρˆS(t)] = 0. However, these ex-
pectation values do not vanish whenever the NESS supports
a current due to the inux of charge from the external reser-
voirs. Indeed, summing the expectation value of Eq. A5 over
all sites in Vα, we obtain〈
∂tXˆBα
〉
∞ =
∑
k∈Vα
〈
JˆXS→k
〉
∞ . (A7)
Here, we have used Eq. (A3) and the fact that expectation val-
ues of system observables are time-independent in the NESS.
Identifying JXα = −〈∂tXˆBα〉∞ as the current entering the sys-
tem from Bα, the assertion (3) is conrmed. We conclude
that boundary-driven currents imply energy-eigenbasis co-
herence in the NESS.
For clarity, it is useful to consider the specic case of a
lattice with two-body interactions described by the generic
Hamiltonian
HˆS = 12
∑
k,l
hˆkl, (A8)
where hˆkl = hˆlk = hˆ†kl is an operator with support on sites k
and l. In this case, we have
JˆXS→k =
∑
l∈Ak
JˆXl→k, (A9)
where Ak denotes the the neighbourhood of site k, i.e. all sites
l such that hˆkl , 0, while JˆXl→k = i[hˆlk, xˆk] denotes the current
owing from site l to site k. According to Eq. (A6), eigenstates
|E〉 of HˆS obey the constraint∑
l∈Ak
〈E|JˆXl→k |E〉 = 0. (A10)
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This constraint allows for non-zero net currents around loops
in the network (see, for example, Ref. 87), such that the local
charge distribution is stationary (red arrows in Fig. 6). How-
ever, currents induced by external sources violate the con-
straint (A10) at the boundaries of the system and therefore
some coherence in the energy eigenbasis is necessary to rep-
resent them (blue arrows in Fig. 6).
The simplest example of this principle is that of a one-
dimensional chain with open (i.e. non-periodic) boundary
conditions. Since the boundary sites of such a chain have
only a single neighbour, Eq. (A10) reduces to the identity
〈E|JˆXk→k+1|E〉 = 0. (A11)
That is, the energy eigenstates of a chain do not support con-
served currents.
In conclusion, the existence of energy-eigenbasis coher-
ence in a boundary-driven NESS of an extended open system
is a rather general consequence of conservation laws and the
locality of Hamiltonian interactions. We note that one may
generalise the above argument to account for more general
conserved quantities, such as two-body operators of the form
XˆS = 12
∑
k,l xˆkl. For a network with two-body interactions,
this class includes the Hamiltonian itself, which is of course
always conserved.
Appendix B: Solution of the equations of motion
Here, we provide details of the exact solution presented in
Section III. The equations of motion read as
i∂tdˆ j(t) = E jdˆ j(t) +
∑
q
τqbˆq, j(t), (B1)
i∂tbˆq, j(t) = ωqbˆq, j(t) + τ∗qdˆ j(t). (B2)
These are readily solved by transforming to Laplace space,46
e.g. d˜ j(z) =
∫ ∞
0 dt e
−ztdˆ j(t). After rearranging the resulting
linear, algebraic system of equations, we transform back to
the time domain to obtain
dˆ j(t) = G j(t)dˆ j +
∑
q
τqK j(ωq, t)bˆq, j, (B3)
bˆq, j(t) = e−iωqtbˆq, j + τ∗qK j(ωq, t)dˆ j
+ τ∗q
∑
p
τpI j(ωq, ωp, t)bˆp, j. (B4)
Here, G j(t) denotes the inverse Laplace transform of G˜ j(z),
where
G˜ j(z) =
[
z + iE j + W˜(z)
]−1
, (B5)
W˜(z) =
∫
dω
J(ω)
z + iω
. (B6)
We also introduced the functions
K j(ω, t) = −i
∫ t
0
dt′ e−iω(t−t
′)G j(t′), (B7)
I j(ω,ω′, t) = −i
∫ t
0
dt′ e−iω(t−t
′)K j(ω′, t′). (B8)
(a) (b)
Figure 7. Integration contours used to invert the Laplace trans-
form G˜ j(z), assuming that the inequality (34) holds. (a) A Bromwich
contour lies to the right of the branch cut (thick red line) and ex-
tends parallel to the entire imaginary axis. (b) A closed integration
contour that avoids enclosing any singularities. Taking the limits
R → ∞ and  → 0, the integrals along C3, C4 and C5 sum to zero,
leaving only the contributions from C1 and C2.
By inspection of Eq. (B3) one sees thatG(t) is indeed given by
Eq. (23). Expressions (29) and (31) for the correlation matrix
C(t) and double occupancy D(t) follow directly upon plug-
ging Eq. (B3) into the denitions (21) and (22). Note that the
above equations hold for an arbitrary spectral density J(ω),
which determines the propagator via Eqs. (B5) and (B6).
Let us now compute the propagator for the specic prob-
lem at hand, with spectral density (19). The integral (B6) eval-
uates to
W˜(z) =
Γ
2Ω
(√
z2 + Ω2 − z
)
, (B9)
where the positive (negative) sign for the square root is used
for Re z > 0 (Re z < 0). This implies that any poles of G˜ j(z)
lie on the imaginary axis, which would correspond to un-
damped oscillations in the time domain. In order to avoid this
behaviour, we assume that inequality (34) holds so that G˜ j(z)
has no poles. As a result, G˜ j(z) is holomorphic everywhere
in the complex z plane except for along a cut connecting the
branch points at z = ±iΩ. Therefore, G j(t) → 0 as t → ∞
and S relaxes to a unique stationary state (see Appendix E).
The propagator is now obtained by carrying out the in-
verse Laplace transform, for t > 0,
G j(t) =
1
2pii
∫
C1
dz eztG˜ j(z) = − 12pii
∫
C2
dz eztG˜ j(z). (B10)
Here, C1 denotes a Bromwich contour, while C2 is a closed
contour encircling the branch cut in the clockwise sense. The
two integration contours can be shown to give equal and op-
posite contributions using Cauchy’s theorem (see Fig. 7). Af-
ter a change of variables toω = iz, the integral alongC2 takes
the form (24), with ϕ j(ω) given by Eq. (35).
It remains to justify Eqs. (32) and (37). By taking the
Laplace transform of Eq. (24), we obtain
G˜ j(z) =
∫
dω
ϕ j(ω)
z + iω
. (B11)
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We therefore deduce that, in general,
lim
↘0
G˜ j( − iω) =
∫ ∞
0
dt e−iωtG j(t)
= piϕ j(ω) + iϑ j(ω). (B12)
Using the rst line, we obtain Eq. (32) from Eq. (29), while
comparison of the second line with Eqs. (B5) and (B9) yields
Eq. (37) for the uniform-chain environment model.
Appendix C: Thermalisation at finite system-bath coupling
In this appendix, we prove Eq. (39). That is, when βα = β,
µα = µ and fα(ω) = f (ω), the open system equilibrates to a
state ρˆ∞S given by the reduction of a global Gibbs distribution.
The following arguments can also be used to deduce Eq. (60)
from Eq. (59).
Since the marginal of a Gaussian state is itself Gaus-
sian,88 it suces to check that Eq. (39) yields the correct
correlation matrix (38). Due to the symmetry [Hˆ, Nˆ j] = 0
of the global Hamiltonian, it follows that its equilibrium
correlation matrix is diagonal, i.e. Tr[e−β(Hˆ−µNˆ)dˆ†j dˆk] ∝ δ jk.
We explicitly compute the diagonal elements using a ba-
sis transformation to the eigenmodes of Hˆ, given by18
dˆ j =
∑
n 〈0| dˆ j |n〉 eˆn, where |n〉 = eˆ†n |0〉 is a single-particle
eigenstate of Hˆ [cf. Eq. (25)] and the ladder operators eˆn diag-
onalise the total Hamiltonian as Hˆ =
∑
n εneˆ
†
neˆn. Substituting
the above and using Eq. (25), straightforward manipulations
lead to
Tr
[
e−β(Hˆ−µNˆ)dˆ†j dˆ j
]
Z(β, Hˆ, µ, Nˆ) =
∫
dωϕ j(ω) f (ω), (C1)
in agreement with Eq. (39), which completes the proof.
Appendix D: Computing the currents
Due to the homogeneity of the steady-state currents, the
particle current may be computed from the expectation value
of either the intrasystem current (42) or the boundary current
(40). The expected value of the intrasystem current is simply〈
JˆPS
〉
t = g Im [C12(t)]. In the limit t → ∞, the particle current
can thus be found directly from Eq. (32):
JPS =
pig2
2∆
∫
dωJ(ω) [ϕ1(ω)ϑ2(ω) − ϕ2(ω)ϑ1(ω)] [ fL(ω) − fR(ω)] . (D1)
To compute the expectation value of Eqs. (40) and (41), we make use of Eqs. (B3) and (B4) and obtain, for example
〈
JˆPL
〉
t = 2 Im
[
RT
∫
dωJ(ω)K†(ω, t)F(ω)
(
e−iωt1 +
∫
dω′J(ω′)I(ω′, ω, t)
)
R
]
11
, (D2)
〈
JˆEL
〉
t = 2 Im
[
RT
∫
dωJ(ω)K†(ω, t)F(ω)
(
ωe−iωt1 +
∫
dω′ ω′J(ω′)I(ω′, ω, t)
)
R
]
11
, (D3)
where K(ω, t) = diag[K1(ω, t),K2(ω, t)] and I(ω′, ω, t) = diag[I1(ω′, ω, t), I2(ω′, ω, t)]. In the limit t → ∞, we nd that
JPL = 2pi
∑
k,l
Rk1Rl1
∫
dωJ(ω)Fkl(ω)
{
ϕk(ω) − J(ω)
[
ϑk(ω)ϑl(ω) + pi2ϕk(ω)ϕl(ω)
]}
, (D4)
JEL = 2pi
∑
k,l
Rk1Rl1
∫
dωωJ(ω)Fkl(ω)
{
ϕk(ω) − J(ω)
[
ϑk(ω)ϑl(ω) + pi2ϕk(ω)ϕl(ω)
]}
. (D5)
The above equations hold for arbitrary spectral densities.
The explicit expressions (43)–(45) for the Newns spectral
density (19) can be derived by straightforward algebra with
the help of Eq. (37).
Appendix E: Exponential-propagator approximation
In this appendix, we justify the exponential-propagator ap-
proximation (53) and prove that the error is of order O(Γ/Ω).
The integral (24), with ϕ j(ω) given by Eq. (35), can be esti-
mated with high accuracy for Γ  Ω by analytically contin-
uing the integrand into the complexω plane. Choosing (arbi-
trarily) the branch of the square root function whose real part
is positive for Imω < 0, we integrate along a closed contour
encircling the pole at ω = E′j − iΓ j/2 in the anti-clockwise
sense (see Fig. 8). This integral diers from the exactG j(t) by
the contribution along the semi-circular arc Cerr. We obtain
G j(t) = p je−iE
′
jt−Γ jt + err j(t). (E1)
Here, p j is the residue at the pole,
p j =
√
Ω2 − (E′j − iΓ j/2)2
Ω2 − ΓΩ − E2j
, (E2)
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Figure 8. Integration contour used to derive the EPA (53) when Γ 
Ω. Analytically continuing the integrand into the lower half of the
complex ω plane yields the major contribution to the integral as the
residue of the pole (solid circle) plus a small error contributed by the
integral along the semi-circular arc Cerr.
while the error term is given by
err j(t) = −
∫
Cerr
dω e−iωtϕ j(ω). (E3)
A trivial rearrangement of terms leads to
G j(t) = e−iE
′
jt−Γ jt +
(
p j − 1
)
e−iE
′
jt−Γ jt + err j(t). (E4)
The rst term above is the EPA contribution (53). The second
term is a small relative correction to the leading-order result,
which is clearly of rst order in Γ/Ω and decays exponen-
tially in time. Finally, the remaining absolute error |err j(t)|
can be bounded as
|err j(t)| ≤ Ω1 − Γ/Ω
∫ pi
0
dθ
∣∣∣∣∣e−i(θ+Ωte
−iθ)JN(Ωe−iθ)
(Ωe−iθ − E′j)2 + Γ2j/4
∣∣∣∣∣
=
ΓΩ2√
2pi(Ω − Γ)
∫ pi
0
dθ
e−Ωt sin θ sin1/2 θ∣∣(Ωe−iθ − E′j)2 + Γ2j/4∣∣
<
Γ
Ω
× 1
(1 − Γ/Ω)
Ω2
(Ω − E′j)2 + Γ2j/4
u(Ωt). (E5)
On the rst line above, we changed variables to ω = Ωe−iθ
and used the fact that |∫ dx f (x)| ≤ ∫ dx | f (x)|, while the third
line follows from setting the denominator of the integrand to
its minimum value and dening the dimensionless function
u(τ) =
1√
2pi
∫ pi
0
dθ e−τ sin θ sin1/2 θ
=
√
piτ
2
(
I− 34 (τ/2)I 14 (τ/2) − I− 14 (τ/2)I 34 (τ/2)
)
, (E6)
where Is(x) is a modied Bessel function of the rst kind.
The function u(τ) is positive, monotonically decreasing
and vanishes as τ → ∞ with the limiting behaviour
limτ→∞ τ3/2u(τ) = (2pi)−1/2. Hence, by replacing u(Ωt) in
Eq. (E5) by u(0) ≈ 0.54 one obtains a time-independent upper
bound on |err j(t)| that is of order O(Γ/Ω), as claimed. Note,
however, that the magnitude of the error also depends on
E j/Ω. In particular, the error is larger when E j is closer to
the band edge at ±Ω.
Appendix F: Entropy-production inequality
This appendix demonstrates the entropy-production in-
equality (64), starting from the Spohn inequality (63). We rst
demonstrate that Lint does not generate a positive evolution,
i.e. the map eLintt is not positive. We write Lint in diagonal
form
Lint =
4∑
j=1
λ jD[Lˆ j], (F1)
where λ1 = −λ2 = −λ3 = λ4 = |Λ+12|, Lˆ1 = Lˆ†2 =
1√
2
(dˆ1 − e−iθdˆ2), Lˆ3 = Lˆ†4 = 1√2 (dˆ1 + e−iθdˆ2), and θ = arg(Λ+12).
Note that these Lindblad operators satisfy the canonical anti-
commutation relations {Lˆ j, Lˆ†k} = δ jk, and are thus linearly
independent, i.e. Tr[Lˆ†j Lˆk] = 2δ jk. Therefore,Lint generates a
positive evolution if and only if
4∑
j=1
λ j
∣∣〈a∣∣Lˆ j∣∣b〉∣∣2 ≥ 0, (F2)
for every orthonormal pair of states |a〉 and |b〉.89 However,
it is straightforward to nd a counterexample. Consider,
for instance, the choice |b〉 = Lˆ†3 |0〉 and |a〉 = |0〉. Then
〈a| Lˆ j |b〉 = δ j3 and, since λ3 < 0, inequality (F2) does not
hold. Hence, the Spohn inequality cannot be directly applied
to Lint.76
Nevertheless, the Lindblad generators Lα do satisfy the
Spohn inequality (63). Hence, taking ρˆS(t) = ρˆ∞S and sum-
ming over the baths, we obtain
Tr
[
ln ρˆ∞S Lintρˆ∞S
] − ∑
α=L,R
βα
〈L†α (Hˆ∗S,α − µαNˆS)〉∞ ≥ 0. (F3)
To obtain the rst term on the left-hand side (LHS), we have
used the stationary property
∑
αLαρˆ∞S = −Lintρˆ∞S . In the
second term, we introduced the quantum Hamiltonian of
mean force90
Hˆ∗S ,α = −Tα ln
 TrB
[
e−βα(Hˆ−µαNˆ)
]
Z(βα, HˆB, µα, NˆB)
 + µαNˆS, (F4)
which is dened so that [cf. Eq. (60)]
rˆα =
e−βα(Hˆ
∗
S,α−µαNˆS)
Z(βα, Hˆ∗S,α, µα, NˆS) . (F5)
Let us examine the rst term on the LHS of inequality (F3)
more closely. This term represents the negative time deriva-
tive of the system’s von Neumann entropy generated byLint.
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Figure 9. Depiction of the NESS restricted to the single-particle sub-
space. The state, described by a Bloch vector v, is displaced by a ow
u generated byLint, which always points towards the surface of the
Bloch sphere and thus decreases the entropy.
This term is non-negative, which can be seen by the follow-
ing geometrical argument, illustrated in Fig. 9. According to
Eq. (68), Lint changes only the coherences. Hence, it suces
to consider the action of Lint in the two-dimensional sub-
space spanned by the single-particle states |E j〉 = dˆ†j |0〉. The
restriction of the density matrix ρˆ∞S to the single-particle sub-
space is represented by a Bloch vector, v, which we choose to
lie perpendicular to the y axis. Specically, the projection of
v along the z axis is given by 12 +C11 −C22, while the projec-
tion along the x axis isC12, where all quantities are evaluated
in the limit t → ∞.
Consider now the ow generated by Lint over a small
time interval δt, i.e. the vector u such that the state eLintδtρˆ∞S
corresponds to the shifted Bloch vector v + uδt + O(δt2).
According to Eq. (68), u lies in the plane perpendicular
to the z axis and points in a direction determined by the
complex argument of Λ+12. Using Eq. (48), we deduce
that Λ+12 = (Tr[Γ]/2 − i∆)C12. Thus, the angle subtended
by u from the x axis is φ = arctan(2∆/Tr[Γ]), such that
0 ≤ φ ≤ pi/2. It follows that the ow generated by Lint never
moves the Bloch vector away the surface of the Bloch sphere,
i.e. the length of v does not decrease. Since the von Neumann
entropy is a monotonically decreasing function of the length
of v, we conclude that it is a non-increasing function under
this ow.
Now let us demonstrate that the derivative of the von Neu-
mann entropy generated by Lint behaves as o(Γ) in the limit
Γ→ 0. For this it is convenient to use an explicit representa-
tion of the Gaussian NESS,
ρˆ∞S =
exp
(−dˆ†PTdˆ)
det
[
1 + e−P
] , (F6)
where P is a positive semi-denite matrix that satises
C = [eP + 1]−1. Then, making use of Eq. (68), we nd the ex-
plicit representation
Tr
[
ln ρˆ∞S Lintρˆ∞S
]
= −2Re [Λ+12P21] . (F7)
Clearly, Λ+12 = O(Γ) by its denition (55). Furthermore, since
the coherence in the stationary stateC12 = Λ+12/[Tr[Γ]/2−i∆]
also vanishes as Γ→ 0, we conclude that P21 → 0 as Γ→ 0.
Overall, the contribution from the expression (F7) therefore
vanishes upon dividing the relation (F3) by Γ and taking the
limit Γ → 0. Taking into account the fact that limΓ→0 Hˆ∗S,α =
HˆS, the inequality (64) is thus recovered.
