Abstract. It is shown that the interarrival time Z covering the point zero in a stationary renewal process generated by X has the form Z~X + Y with Y nonnegative and independent of X, if and only if X is infinitely divisible. In the special case that X has a compound-exponential distribution there is a similar decomposition of the stationary waiting time. These results shed some new light on the waiting-time paradox.
Introduction and summary
The waiting-time paradox consists of the fact that a passenger arriving at a bus stop will probably have to wait considerably longer than about half the interarrival time, X say, of two buses. The paradox is resolved by the observation that a passenger is more likely to arrive in a long interval than in a short one. Alternatively, the length Z of the interval covering the arrival time of the passenger tends to be longer than X, Le., we have 
where Y is nonnegative and, in general, X and Yare dependent. In this note we consider the case where X and Y in (1.2) are independent. It turns out that this happens if and only if X is infinitely divisible, and this result sheds some new light on the waiting-time paradox and on the behaviour of nonnegative processes with stationary, independent increments [sii-processes]. In the special case that X is compound-exponential [see Definition 2.5] , also the (stationary) waiting-time W of a bus passenger admits of a decomposition similar to (1.2):
where A is nonnegative and independent of X.
In Section 2 we collect some results about renewal theory and infinite divisibility. Section 3 contains a characterization of infinite divisibility for nonnegative random variables by means of (1.2), and some of its consequences. In Section 4 equation (1.3) is considered for non-lattice distributions. In Section 5 we briefly present the solutions of (1.2) and (1.3) for distributions on the non-negative integers. We shall mostly use the renewal (life-time) terminology rather than the waiting-time terminology. 
Preliminaries 2
We need some information on renewal theory and on infinite divisibility for nonnegative random variables. Some of the results hold only for non-lattice distributions, and have analogues for lattice distributions. We shall only consider lattice random variables with values in Z+ := N U {O}. Sometimes it will be essential that these random variables have positive probability at O.
Renewal theory
We consider a renewal process generated by a sequence (Xn)nEN of independent, non-negative random variables distributed as X with distribution function F and expectation lEX = JL E(0,00); these conditions will be assumed to hold throughout unless otherwise stated. We write Sn = L:~=1 Xk, and define the number Nt of renewals in (0, t], the age lit of the unit in service at time t, the remaining lifetime W t of this unit (the waiting time for the next bus), and the total life-time Zt as follows:
The following result is well known; see Feller (1971 
Alternatively, V, W and Z can be regarded as quantities in a stationary renewal process (started at -00); then Z is the life time straddling 0, say, and V and Ware the lengths of the parts into which Z is divided by O. The random variables V, W and Z will be used in this sense, sometimes without comment. They satisfy (2.3)
where U is uniformly distributed on (0,1) and independent of Z; see Winter (1989) .
There is an analogue to Lemma 2.1 for lattice distributions. Now X is distributed on Z+, and the quantities N n , V n , W n and Zn are defined for n e N in the same way as Nt, lit, W t and Zt. We then have the following well-known result; see Feller (1968 
where K is a nondecreasing function on 14 with (necessarily) It x-I dK(x) < 00.
K will be called the canonical function of F, or of the corresponding random variable. We note that the random variables x(n) in (2.6) are infinitely divisible with distribution function F*(1/n), the n-th convolution root of F, and with canonical function
and inversion of this leads to the following equivalent relation [see Steutel (1970 
where K is nondecreasing on~and * denotes convolution. The, possibly infinite,
For Section 4 we need the following subclass of infinitely divisible distributions. The following lemma is immediate if we denote the (infinitely divisible) distribution We conclude this section with analogues (and also special cases) of Corollary 2.4 and Lemma 2.6 for infinitely divisible distributions on Z+-Here we use probability generating functions [pgf's] rather then LSt's. We stress hat the factors X)n) in (2.3) are Z+-valued iff P(X = 0) > OJ for details we refer to Steutel (1970 
wbere Q is tbe pgf of an infinitely divisible distribution on Z+ with Q' /Q = aG', a > 0 and G a pgf.
We return to the renewal process generated by a nonnegative random variable X as described in Section 2.1. It is well known [see e.g. Ross (1970) An answer can be obtained by considering the renewal process generated by x(n) with distribution function p*(1/n). Denoting the corresponding Z-random variable by z(n), and using the fact that x(n) is infinitely divisible with canonical function
where the distribution function of yen) is given by
independent of n. More generally, considering the sii-process X(·) with X(l) d X and X(l/n) d x(n), we obtain the following result. []]
Remark. As in Theorem 3.2 one can consider the renewal process generated by X(t).
When X = X(l) is compound-exponential, then so is X(t) for 0 < t < 1. Repeating the calculations for Theorem 4.1 with X replaced by X(t), we obtain
where Yo(t) d X(l -t) + Yo with Yo as in (4.1) independent of X(l -t). So, we recover (3.3) with Y d X + Yo and Yo as in (4.1).
[]]
Choosing a uniformly distributed random variable U independent of X, X' and Yo, we can rewrite (4.1) as 
rn
It is unclear whether (4.3) with X and A independent implies that X has a compoundexponential distribution. The fact that A is of the form A d UY o implies that A has a density on (0,00) which is nonincreasing.
Remark. Proceeding as in the Remark following Theorem 4.1, for W(t) we obtain (4.4)
which can be written as
where X(t) + Yo(t) d Y, independent of t; compare Corollary 3.3.
Analogues for lattice distributions rn
In this section we briefly present the analogues of Theorems 3.1, 4.1 and 4.2 for Z+-valued random variables X. We consider the discrete-time renewal process generated by X with IP(X = k) = Pk for k E Z+ and lEX = P, E (0,00), and use the notation as established in Lemma 2.2. We restrict attention to X with Po > O. This leads to the clearest analogues, and it is no real restriction: The results for Z hold for arbitrary X; for the result on W the restriction lP(X :: 5 1 PROOF. By (2.4), saying that Z satisfies (5.1) with X and Y independent, is equivalent to the following assertion: where X and A are independent and A has a nonincreasing distribution on N.
PROOF. By Lemma 2.8 the pgf P of X has the form P = l/(l-logQ) with Q an infinitely divisible pgf; hence differentiation of 1/P leads to the equation
Since the pgf P Z -I of Z -1 is given by (l/p,) pI, it follows that cr. the second representation of (2.13) in Lemma 2.8.
An example
For X(.) in Theorem 3.2 we take a Gamma process: X(t) has a gamma distribution with parameters t and A, so with density x H Atxt-1e-A:Z: /r(t). The canonical function of X(t) has density x H te-A:Z:, and it follows that for the total life-time Z(t) in the stationary renewal process generated by X(t) [t > 0, fixed] we have
Z(t) d X(t) + Y,
where X(t) and Y are independent and Y has an exponential distribution with parameter A, independent of t. For t = 1 we obtain the well-known result that W(l) d X(l), Le., lP (A(l)) = 0) = 1.
