Abstract Over the past decade a number of bioinformatics tools have been developed that use genomic sequences as input to predict to which parts of a microbe the immune system will react, the so-called epitopes. Many predicted epitopes have later been verified experimentally, demonstrating the usefulness of such predictions. At the same time, simulation models have been developed that describe the dynamics of different immune cell populations and their interactions with microbes. These models have been used to explain experimental findings where timing is of importance, such as the time between administration of a vaccine and infection with the microbe that the vaccine is intended to protect against. In this paper, we outline a framework for integration of these two approaches. As an example, we develop a model in which HIV dynamics are correlated with genomics data. For the first time, the fitness of wild type and mutated virus are assessed by means of a sequence-dependent scoring matrix, derived from a BLOSUM matrix, that links protein sequences to growth rates of the virus in the mathematical model. A combined bioinformatics and systems biology approach can lead to a better understanding of immune system-related diseases where both timing and genomic information are of importance.
physical and physiological aspects of the human body and responses to stimuli or injuryfor example, mechanical simulation of the human heart. The immune system is another example where simulations are performed at high organization levels such as in the European ImmunoGrid project (http://www.immunogrid.org/). An immune system is essential to the survival of the organism, and it is a vital area of research in relation to the development of more effective and safer treatments for cancer, autoimmunity, and infectious diseases.
As illustrated in Figure 1 , the human immune system has to cope with a lot of challenges both externally and internally. The major assignment of an immune system is to defend the host against infections, a task that is clearly essential to any organism. At the same time, the immune system must create a tolerance to the recognition of "self " to avoid autoimmunity. The primary role of the immune system is obviously to be able to recognize and fight any foreign invader, but it should not overreact, since inadequate responses may lead to autoimmunity [1, 2] or to allergic responses.
Part of the immune system, known as the adaptive immune system, has the ability to adapt to specific microbes and remember them so that it can react more efficiently if it encounters the same threat again. The adaptive immune system is mainly composed of T and B lymphocytes and it can generate humoral and cellular responses. In the humoral immune response, the B lymphocytes are activated to produce a soluble form of their antigen receptors called antibodies. Antibodies neutralize their target (the antigen) by binding to it. The cellular immune response is generated by T lymphocytes, which recognize fragments of proteins (peptides) expressed on the surface of the host cells. The peptides are bound to the Major Histocompatibility Class I (MHC I) and Class II (MHC II) molecules. The cytotoxic T lymphocytes (CTL) will kill infected cells that present non-self Figure 1 Schematic view of the main challenges to the human immune system. The environment is everything that is non-self, including microorganisms, viruses, allergens, and drugs. Those agents are primary targets for the immune system upon penetration to the inside of the body. Cancer and autoimmunity are forms of aggression that come from within the organism, when normal internal milieu functions are disrupted.
peptides bound to MHC I. The helper T lymphocytes recognize non-self peptides presented on MHC II, become activated, and generate cytokines that will skew the immune system towards humoral or cellular responses. Both CTLs and B cells need this helper component to become fully activated.
Diversity of the Immune System
While many other traits of the human organism can be linked to particular genes, immune systems have always been viewed as systems, in the sense that their genetic foundation is complex and based on a multitude of proteins in many pathways, which interact with each other to coordinate the defense against infection. The immune system is a "combinatorial" system with a large number of products, typically about 10 9 different antibodies and more than 10 8-9 different T lymphocytes (clones) in a given individual. The diversity of the immune system forms the basis for its ability to fight a very large number of pathogens and the ability to discriminate between self and non-self.
Each T lymphocyte is generated with a unique T cell receptor (TCR) that can recognize peptides presented on MHC molecules. The human T cells are matured in the thymus where all the T cells with a TCR that cannot bind to a self-MHC molecule are killed. This process is called positive selection. It ensures that the host does not waste energy on T cells that have no chance of functioning as they are supposed to in the immune system. The other process that occurs in the thymus is the negative selection where cells that react strongly to self-peptides are killed. This prevents autoimmunity.
Modelling the Immune System
Several methodologies are used to model immune systems. Complex generalized cellular automata are simulations based on the global consequences of local interactions of members of a population and have been proposed as models of the immune system [3, 4] . The IMMSIM program [3, 4] uses a generalized cellular automaton to simulate clonotypic cell types and their interactions with other cells, and with antigens and antibodies. Pappalardo et al. [5] explicitly implement the cellular and humoral immune responses in a set of rules relating to the spatio-temporal interaction of cellular and molecular entities. These models typically consist of an environment or framework, in which the interactions occur, and individuals are defined in terms of their behaviors (procedural rules) and characteristic parameters.
This stands in contrast to mathematical modelling techniques where the characteristics of the population are averaged. Two main kinds of mathematical models have emerged over the years: descriptive and analytical models. The descriptive models aim to fit biological data, and generate mathematical constants within a defined experimental setup in order to achieve prediction through a statistical model calibration. The analytic models, based on systems of ordinary differential equations (ODEs), take into consideration the mechanisms involved in the studied system, and for which accuracy and predicting power are sacrificed in favour of abstract concepts. A famous example of the latter models is the Lotka-Volterra model for predator/prey interactions. In the case of immunology, the simplest models have only one compartment, representing the whole body. In order to ameliorate the oversimplifications embedded in ODE models, it is possible to increase the number of compartments, which can explain phenomena that cannot be reduced to one-compartment models. For example, the increase in the number of helper T cells (CD4 + T cells) in the peripheral blood after anti-HIV treatment has been shown to be consistent with a mathematical model where the redistribution between lymph nodes and peripheral blood is a function of the viral burden [6] . Modelers have to estimate the parameters in their simulations if they intend to achieve realistic behavior of their system. The common practice in mathematical biology, apart from guessing, is to review experimental data, and extract numerical values from the lab-bench, e.g., estimates of average turnover rates for cells can be extracted from papers such as [7, 8] . The turnover rates for specific clones may be modeled as a function of the concentration of different antigens [9] . Newer experimental techniques such as DNA microarrays may also be used to generate data for modelling the interaction between pathogens and their host. Recently, DNA microarrays have been used to estimate immunoregulatory gene networks in human herpesvirus type 6-infected T cells [10] .
An alternative approach to immune system modelling might be to consider differential equations as agents, and have a system of equations that dynamically updates itself. The example provided later in this paper is an attempt to do so. Finally, immunological bioinformatics is a new discipline emerging from the growing knowledge gathered for decades in experimental immunology and immunogenomics [11] . So far the main focus of immunological bioinformatics research has been to develop methods that can identify immunogenic regions in any pathogen genome.
Immune system models have recently been used to answer a number of immunologically relevant questions and to investigate controversial new theories or mechanisms. Examples include:
& Identification of the key factors that contribute to the success of the Mycobacterium tuberculosis [12] . & Evaluation of the effectiveness of antihepatitis C virus treatment. & Elucidation of the optimal tradeoffs between using energy to fight a disease rather than accepting it [13] . & Determination of the criteria for success of gene therapy against HIV [14] . & Exploration mechanisms for self-tolerance induction [15] . & Explanation of how appropriate concentrations of immune cells are maintained [16] . & Description of molecular dynamics leading to recognition of an antigen [17, 18] .
Existing models of the immune system do not cover much detail at the molecular level, such as protein sequences and structures. The lymphocyte receptors are often represented by one-dimensional bit strings, and the model immune system can recognize complementary "epitope" (the parts recognized by the lymphocyte receptors) bit-strings in microbes. However, epitopes of microbes are not bit strings in reality but rather strings of 20 different amino acids with complex contextual binding properties. The lymphocyte receptors undergo a genetic rearrangement so that each clone of lymphocytes has a different receptor and recognizes a different amino acid string. An example of an MHC molecule presenting a CTL epitope can be seen in Figure 2 .
Thus, models using bit strings cannot describe infection by any specific virus, with a given genome, but rather models a "generic" virus. Using bit strings makes simulation of the immune system computationally more tractable, but also makes it difficult to accurately predict the outcome of specific diseases and to use the results for rational vaccine design [20] . In addition to focusing on obtaining a good resolution in time and space, we believe that it is important to focus on what we may call "genomic resolution" (see Figure 3 ). Adding genomic resolution will allow us to understand resistance and susceptibility patterns between pathogens and genetically different individuals, because such models will relate directly to specific pathogens and specific parts of the human genome. Obviously, vaccine design will benefit enormously from integration of genomic resolution into current models. However, adding genomic resolution will be computationally much more demanding. One possibility of overcoming this computational problem is to keep the models as simple as possible. Full-scale computational modelling of the entire immune system is complicated because it relies on integration of many different components. However, many of these components may be much simpler models that describe how immune systems -step by step -deal with pathogens. These simpler models may successfully represent important subcomponents of the immune system, provided that the biological mechanisms controlling the various model steps are sufficiently well understood.
The time is ripe to add genomic resolution to models of the immune system, because we and others have developed methods for predicting which amino acid strings the immune system can react to (HTL/MP [21, 22] , CTLs [23] , B cells [24, 25] ). We are also developing methods based on protein-protein docking to predict the parts of viral, bacterial or tumoral antigens that antibodies bind to. These can be formulated as simple iterative models (before/after infection), as ordinary or partial differential equations, or as cellular automata. In the first round of simulations it may be helpful to concentrate on T-cell epitopes, and especially the CTL epitopes, since these are the best described in terms of experimental data.
We hope that by developing simulation models of the human immune system where genomic resolution is taken into account, one can obtain both a better understanding of immune system-related diseases and a more rational approach to advanced vaccine design. 
Realistic Models of Pathogens and Hosts
In order to make more realistic simulations we have developed a database with all known microbes that can cause disease in humans (pathogens). This database includes all proteins and all available complete genomes for these pathogens. Figure 4 shows an overview of some of the viruses in the database.
Natural immune systems have presumably been selected for survival of the population (such that no individual pathogen will be able to bring down an entire species), not primarily for the survival of the individual. Most human vaccines today are also designed to fight pathogens on a statistical basis, in the sense that they are not equally effective for all individuals in a population. A main target for immune system modelling should not just be the "prototypical" features of these defense systems; rather, the models should be designed to take key differences of individuals into account. In the future the genome of any human may be obtained fast and at low cost, but for now, for each gene, we only have the few publicly available sequences from the human genome project. These need to be modified in order to be used in simulations. For example, the human genome in the NCBI (www.ncbi.nlm.nih.gov/genome/guide/human/) only contains one copy of each gene, while the IPI database (www.ebi.ac.uk/IPI/IPIhelp.html) contains many alleles (different versions) for polymorphic genes. A human genome normally contains two copies of most genes, with the genes on the sex chromosomes in males being the most notable exception. To study the outcome of diseases in different individuals we are presently developing a computer program to construct a human genome that takes into account polymorphic genes and the sex of an individual. Special focus will be on the polymorphic genes of the immune system such as the MHC molecules.
The "systems biology" approaches described here can be designed to model immune systems for individual persons, and this is likely to change the situation dramatically, leading to an optimal interaction between an individualized vaccine and the immune system. In the rest of this article, we develop a model of HIV infection to demonstrate the usefulness and feasibility of the ideas presented above.
Mathematical and Bioinformatic Model of HIV Infection
To give a concrete example of the combined approach we presented above, we have chosen to model CTL escape mutant dynamics during HIV infection. The model to be presented in this paper was inspired from the well-known model developed by Perelson [26] which traditionally follows the evolution of the viral load, target cells and infected cells over time. [41] includes those biological agents known to infect humans, as well as selected animal agents that may pose theoretical risks if inoculated into humans. RAC divides pathogens into four classes. Risk group 1 (RG1): Agents that are not associated with disease in healthy adult humans. Risk group 2 (RG2): Agents that are associated with human disease which is rarely serious and for which preventive or therapeutic interventions are often available. Risk group 3 (RG3): Agents that are associated with serious or lethal human disease for which preventive or therapeutic interventions may be available (high individual risk but low community risk). Risk group 4 (RG4): Agents that are likely to cause serious or lethal human disease for which preventive or therapeutic interventions are not usually available (high individual risk and high community risk). Third column: CDC/NIAID bioterror classification. Classification of the pathogens according to the Centers for Disease Control and Prevention (CDC) bioterror categories A-C, where category A pathogens are considered the worst bioterror threats. Fourth column: vaccines available. A letter indicates the type of vaccine if one is available (A acellular/adsorbent, C conjugate, I inactivated, L live, P polysaccharide, R recombinant, S staphage lysate, T toxoid). Lower case indicates that the vaccine is released as an investigational new drug (IND). Fifth column: G complete genome is sequenced. This database covers all known pathogens (figure shows part of the virus component only; data derived from www.cbs.dtu.dk/ databases/Dodo).
It is an ODE-based mechanistic model that has received wide acceptance in the mathematical biology community. Our model combines this mathematical modelling with bioinformatics. We investigate how the region containing the major HIV gag 77-85 epitope 'SLYNTVATL' [27] evolves together with the immune response against it.
Model Assumptions
Healthy CD4 + T cells (T, for Target cells) are assumed to be produced at a fixed rate σ and die at rate δ T . The virus (V) is able to infect healthy target cells, turning them into infected cells (I). f is the efficiency of infection by viral particles. Infected cells trigger an effector cellular immune response (E), which kill infected CD4 + cells. Each infected cell produces b virus particles when it dies. With parameters defined as above, the full system is defined by the following set of ODEs:
Processes Involved in the Model
We have used the ODE23S solver from Matlab (The MathWorks, Inc.), which is an implementation of an explicit Runge-Kutta pair of Bogacki and Shampine to solve these differential equations.
Initial Values of Variables
The total concentration of target CD4 + cells is assumed to be 10 7 ml
. This value is typical for in vitro experiments, though activated lymph nodes might show higher concentrations. There is no infected cell in the beginning, no immune response, and the viral load is set to 10 4 ml −1 particles. One HIV-specific CD8 + T cell is introduced in the beginning, i.e., we assume that the immune system is always able to generate at least one CD8 + clone specific for non-self. The parameters used in the model are given in Table I .
Model results
When the virus is introduced into the system, the viral load and infected cells increase very rapidly causing a dramatic drop in the target cell population. The system oscillates for approximately 1 year and becomes stable. The effector cellular response is triggered at a slower rate and increases until day 10 to a stable steady state. The increase in effector response leads to a decrease in infected cells and viral loads, which results in an increase in the healthy cell population. The disease shows a pseudo-chronic state until day 1,200, i.e., the virus and infected cells are not cleared but remain in a stable steady state with a constant amount of effector cells and a depleted pool of target cells reaching about less than 10% of the initial value (Figure 5a ).
To investigate further the importance of the efficiency of infectivity, we decrease the f parameter ( f = 0.8, Figure 5b ). The system oscillates between two attractors and never stabilizes. While the system now approaches a limit cycle instead of a steady state, on average the steady-state values of the variables remain similar to when f = 1. The first attractor corresponds to a state where clearance of the virus might be possible, and the second one is a chronic state. Indeed, Figure 5c shows that by decreasing f by one order of magnitude ( f = 0.1), the virus and the infected cells pool are cleared, and the system goes back to a "healthy state" with target cells at their initial values in the absence of virus, infected or effector cells. Clearly, viruses with a low value for f cannot expand, and are cleared rapidly by the immune system. The oscillatory state may be an artifact of the model: such large oscillations are not likely in the HIV infections, although some "viral blips" are Results from a simulation using the parameters in Table I observed during therapy. As such we will consider that Figure 5b is just a representation of a transition between two biologically relevant phenomenon, chronic disease and clearance. When f is large enough, the dynamics of acute immune response remains unchanged until day 20.
Other parameters can result in a similar behavior, b for example, which is the number of viral particles released when a cell dies. This is not surprising, as on average, b and f affect the system in a similar fashion, as they both affect the infected cells dynamics.
The number of target cells during the acute phase reaches a local minimum equal to c/( f β b), therefore, the change in those parameters will have an effect on the number of target cells infected during the acute phase. σ/δ T gives the steady state of target cells and this turnover rate has an impact on the system. A high turnover rate of the target cells has a beneficial effect on the HIV population. Indeed, a quickly replenished pool of target cells is a good way for the virus to infect more cells. On the other hand, a slow turnover readily limits the progression of HIV to a single acute phase, where target cells become limiting while the immune response is able to clear the infected cells.
Extension of the Model with Viral Mutations
An infected individual does not express only one copy of the virus, but rather a number of HIV variants compared to the wild type. New mutants arise at a rate proportional to the amount of newly infected cells. When a virus penetrates into a cell, the retrotranscriptase (RT) translates the viral RNA into DNA. This process is prone to error because the RT lacks proofreading activity. The consensus is that there is one base error each time an HIV genome is transcribed. The immune system is challenged by these constantly moving targets, and adapts accordingly. There is a wealth of genomics data on HIV. However, the link between theoretical systems biology and its data-driven counterpart, bioinformatics, has seldom been focused on by the scientific community.
We have extended our model to include the mutation process. Every mutation of the virus leads to the addition of equations (1), so that for each mutant there is an ODE for the viral load, the infected cells and the corresponding immune response. The total amount of uninfected cells is calculated by only one equation, which includes an infection term with all the mutant viruses of the system. We do not take the entire genome/proteome of the virus into account but only focus on the 9-amino-acid-long region (9mer) containing one known dominant CTL epitope (SLYNTVATL). This epitope is found in the individuals expressing a common human MHC molecule, HLA-A*0201. We assume that viruses containing a 'SLYNTVATL' sequence are the most fit, i.e., the wild type with f = 1. To get the fitness of a 9mer sequence, we compare the similarity of the mutant with the wild type using values extracted from a BLOSUM matrix [35] . BLOSUM is a general amino acid substitution scoring matrix used for alignment of protein sequences. We generate a 9 × 20 matrix (Table II) with each column representing a position in the 9mer, where the rows correspond to substitution scores for that specific amino acid coming directly from a BLOSUM matrix. For a 9mer, the addition of the values in this matrix for the 9 amino acids gives its score. By comparing the score of the wild-type epitope to the score of any mutated sequence, we calculate the fitness of every mutant.
The formula used to calculate the score of a given peptide (m = A 1 A 2 ... A 9 ) is:
where B is the matrix provided in Table II . In order to get the fitness value f m for the mutant, the ratio between the score of the wild type peptide and the mutant peptide is calculated. As the score of a peptide can be negative, we need to transpose the space of the score values into a positive space, since we want f ∈ [0,1]. We do so by adding a value "p", equal to the opposite sum of the minimum value in each column of the sequence specific matrix. In the case of the BLOSUM62 matrix, p = 28.
where S w is the score for SLYNTVATL. As a mutation at the DNA level is not necessarily linked to a change at the protein level, which in turn is not necessarily linked to a change in the epitope presented on the MHC, a pseudo-arbitrary value for the mutation rate was chosen to get some functionally working mutations in the system. The process of mutation is discrete, and its occurrence is governed by the time-steps used to solve the system of equations. In the model, different genomes differ only at their region corresponding to the immunodominant epitope (SLYNTVATL in the wild type) and the fitness of a mutant is evaluated only at this 9mer. We assume that any combination of amino acids resulting from the mutation process leads to a functional virus, albeit with a lower fitness. This is obviously a simplification of reality. While different components of the model will keep the same parameters with regards to a standard immune response, such as the death rate of immune cells or their activation rate, the extended model attributes different infection efficiencies of the various virus variants. As main hypothesis, it .00 −1.00 −1.00 −2.00 N 1.00 −3.00 −2.00 6.00 0.00 −3.00 −2.00 0.00 −3.00 D 0.00 −4.00 −3.00 1.00 −1.00 −3.00 −2.00 −1.00 −4.00 C −1.00 −1.00 −2.00 −3.00 −1.00 −1.00 0.00 −1.00 −1.00 Q 0.00 −2.00 −1.00 0.00 −1.00 −2.00 −1.00 −1.00 −2.00 E 0.00 −3.00 −2.00 0.00 −1.00 −2.00 −1.00 −1.00 −3.00 G 0.00 −4.00 −3.00 0.00 −2.00 −3.00 0.00 −2.00 −4.00 H −1.00 −3.00 2.00 1.00 −2.00 −3.00 −2.00 −2.00 −3.00 I −2.00 2.00 −1.00 −3.00 −1.00 3.00 −1.00 −1.00 2.00 L −2.00 4.00 −1.00 −3.00 −1.00 1.00 −1.00 −1.00 4.00 K 0.00 −2.00 −2.00 0.00 −1.00 −2.00 −1.00 −1.00 −2.00 M −1.00 2.00 −1.00 −2.00 −1.00 1.00 −1.00 −1.00 2.00 F −2.00 0.00 3.00 −3.00 −2.00 −1.00 −2.00 −2.00 0.00 P −1.00 −3.00 −3.00 −2.00 −1.00 −2.00 −1.00 −1.00 −3.00 S 4.00 −2.00 −2.00 1.00 1.00 −2.00 1.00 1.00 −2.00 T 1.00 −1.00 −2.00 0.00 5.00 0.00 0.00 5.00 −1.00 W −3.00 −2.00 2.00 −4.00 −2.00 −3.00 −3.00 −2.00 −2.00 Y −2.00 −1.00 7.00 −2.00 −2.00 −1.00 −2.00 −2.00 −1.00 V −2.00 1.00 −1.00 −3.00 0.00 4.00 0.00 0.00 1.00
Data extracted from a BLOSUM62 matrix. The score of the major epitope is 43.
is assumed that the efficiency of infection of the major epitope is optimal, i.e., a few virus particles are enough to infect a cell, while peptides with a low score will be less fit, and therefore will get a lower efficiency. To reflect this, the parameter f in the jth set of equations is replaced with the fitness of the mutant, f i , that is calculated as described above. Each simulation is run with a maximum number of different genomes that can coexist. The simulations always start with one genome (SLYNTVATL). As mutations appear, one amino acid is changed in one of the viral genomes present in the system, and the newly formed virus gets a starting value equal to the number of mutants generated by the infected cell (c.f. Table I ). This extended system of equations is given below in Eq. (2) .
Model with Mutations
The general results of the extended model are not drastically different from the first one. As the system (2) starts with the same parameters and variable values as before (1), it is logical to find comparable results. The mutation of the virus allows the system to generate mutants that evolve together with the wild type to a steady state-like situation, where the virus species and their specific immune responses coexist ( Figure 6 ). A basic feature of the model is the rapid growth of the wild type virus, followed by an acute response against it, leading to a drop in the viral load. As the virus mutates and new variants arise, the viral load is increased again, followed by a corresponding immune response. The extended model allows us to follow which mutants arise and when. The mutants arise at different time points, which is why the viral load shows many peaks that represent the maximal expansion of all the mutants. The disease remains in a chronic state, but it is possible to see a general decrease in the viral population fitness, as shown in Figure 7 . Although the signal remains noisy in Figure 6 , a pseudo-steady state is observed. At this point, compared to the simple model simulation with the fittest virus ( f = 1), the values of the variables of the model differ. The mutants are able to infect more target cells; this leads to a higher viral load and a lower value for target cells. Surprisingly, the effector cells counts are much lower, especially when one integrates the total immune response over time, showing that the immune system cannot cope efficiently with all the mutants. Moreover, the number of mutants that remain at significant levels at the end of the simulations never reaches more than 10 to 20 distinct populations, i.e., HIV persists as a quasi-species in the patient as observed clinically. Only the most fit mutants can survive, and the mean fitness score for the viral population drops to 28 (the wild type has a fitness of 43). Thus, viruses with lower fitness values are not able to infect enough cells to persist in the system and are cleared (as in Figure 5c ). The extended model only accounts for one parameter related to a partial sequence of one protein of the HIV virus. Still, by choosing the right parameter to tweak, namely f, the model is able to account for main characteristics of the HIV virus. A direct extension of the model would be to relate more parameters to real sequences in the same fashion as has been done above for f. Figure 7 General normalized viral fitness (normalized 9mer score values) over time in days, averaged for one hundred simulation runs (solid line, mean value, gray area, standard error). The fitness is maximal in the very beginning and equal to the fitness of the major epitope, but drops quickly because of the appearance of less fit viruses. As the disease progresses, the fitness remains stable at a lower value compared to SLYNTVATL.
Discussion
Developing a Bvirtual immune system^is a very challenging task, where several levels of organizations have to be taken into account. The modeller's task is to reduce the number of variables or rules they include in their system via assumptions that reduce the complexity of the model, making it easier to analyze. So far, the traditional approach to the problem has been to subdivide the immune system into defined components, from the molecular [17] level to the population level [12] , and to analyze those reduced problems. With the advance in models at all levels of organization, it is now possible to merge the different components developed and work at the systems level, thus characterizing the interactions that govern the global behavior of the immune system. This is a major task to complete.
The development of computers allowed repetitive computational work to be performed easily and faster. In the modelling field, this improvement led to the development of more complex systems, taking into account more biological data. A good example of this evolution is the one that cellular automata (CA) have undergone since the 1940s. It started with the game of life, with its simple two-state system and a few neighbouring rules and developed into complex agent-based models (ABM), based on the same principles, but including more states and phenomena, compared to the initial system [36] . Despite the potential complexity that can be reached, automata described in the literature do not contain much detail at the molecular level, such as protein sequences and structures. Full-scale computational modelling of the entire immune system is complicated because it relies on integration of many different components. However, many of these components may be much simpler models that describe how immune systems -step by step -deal with pathogenic organisms. These simpler models may successfully represent important subcomponents of the immune system, provided that the biological mechanisms controlling the various model steps are sufficiently well understood. The goal is to develop simulation models of the human immune system, and use these to obtain a better understanding of immune system-related diseases. In the past, most models have been built on systems of differential equations, which, by nature tend to have a top-bottom approach, and have the advantage of enabling an accurate study of every parameter used in an analytical way. However, this approach suffers from generalization, since a population of heterogeneous agents is reduced to a single continuous variable [36] .
With current immune system models, main trends are captured, but low-impact or rare phenomenon cannot possibly be represented nor studied. We argue that it is possible to create hybrid models including a third dimension, the genomic dimension (Figure 3) , where, in the end, real genomic sequences will be used together with mathematical models to achieve a high spatio-temporal resolution. We demonstrate this by developing the very first model of HIV dynamics mixing mathematical modelling and bioinformatics data.
The mathematical model developed in this article accounts for the cell biology of the immune system challenged by an HIV infection and is an extension of a widely accepted mathematical model of HIV dynamics. The immune response is concatenated into the cytotoxic T cell variable, and is of course not a detailed representation of the biology, as one could argue that humoral and cellular response play distinct but overlapping roles during a viral infection. The model is still able to account for biologically relevant phenomena, i.e., chronic infection and clearance, but not the AIDS phase, where the viral load increases by several orders of magnitude and the CD4 + cell count drops drastically. The AIDS phase is presumably the result of the appearance of HIV mutants with high fitness which are able to escape CTL control. To investigate this idea, we developed the second model presented in this paper, where the fitness of the mutant strains is taken into account. Indeed, the hypervariability of HIV is the key factor for chronic disease, meaning that even if the immune system is able to produce a response against one particular HIV and clear it, the constant appearance of new mutants forces the immune system to develop new responses again and again. Several theories have been suggested, namely, the erosion of the immune system [37] , or the switch between CCR5-tropic and CXCR4-tropic virus [38] that are known to have preferential affinity for naïve and memory T cells.
The use of a sequence-specific matrix to score a part of a protein in relation to a reaction rate casts a novel insight into immune system modelling. The motivations behind this idea are that, first, epitopes that are easily recognized by the immune system trigger a higher response against them, while more cryptic epitopes tend to stay hidden from the immune system and continue to infect new target cells, albeit with a lower efficiency; second, the automation inherent to such a method can produce more robust models, since a wealth of bioinformatics data is available. While the developed models remain simple, with regard to biological complexity, they prove to mimic results shown in the literature [7] . The interaction of several hundreds of coupled differential equations linked to HIV genomic data allows a scientific study of the genetic dynamics of the system. The major achievement here is the use of bioinformatics data to generate different parameter values for a mathematical model. As stated earlier, we use a BLOSUM62 matrix to generate the fitness parameters. Other BLOSUM matrices exist, based on the percentage of similarities between the sequences in the data set used to produce them. Typically, the BLOSUM matrices are used for alignment of biological sequences, as they measure the similarities between protein sequences with regard to their biological function. While epitopes are usually conserved regions of proteins, that have a specific biological role in the protein, in the case of HIV, the use of BLOSUM matrices may not be so straightforward.
Eventually, the future of HIV modelling lies in the development of more detailed models taking into account many essential biological activities and relating them to protein sequences associated with them. This is a first attempt into a more extensive integration of bioinformatics and systems biology: we plan to develop in the future a model that would allow complete genomic sequences to be used together with new or existing theoretical models.
Applications of More Realistic Models of the Immune System
Vaccines are, presumably, the most effective medical technology ever invented. Vaccines are currently only available for approximately one tenth of the microorganisms known to be harmful to humans. New vaccines are lacking for the three main infectious killers in the world: HIV, malaria, and tuberculosis, as well as against diseases such as influenza and pox, which may evolve to be threats either naturally or by intentional development/spread by terrorists. The use of whole live or killed microorganisms as vaccines is in many cases unfeasible because of concerns about safety, efficacy and ease of production. Much focus has therefore been on vaccines composed of parts of a microorganism (subunit vaccines) or genes coding for parts of the microorganism (genetic vaccines). A major challenge when making such vaccines is to select the parts of the microbe to include in the vaccine. The genome-specific models will in particular be used to identify some of the epitopecontaining regions of foreign organisms.
Genetic factors contribute to the development of allergy, but environmental factors may also be important. Allergic reactions are caused by a special class of antibodies called immunoglobulin E (IgE) antibodies. IgE responses are, under normal physiological conditions, protective, especially in response to parasitic worms, which are prevalent in less developed countries. In the industrialized countries, however, due to better hygienic conditions, IgE responses occur almost entirely against allergens. Almost half of the inhabitants of North America and Europe have allergies to one or more common environmental antigens. The reason for the increase in allergy in the Western countries remains largely unknown, but one of the theories is that it is caused by the higher standards of hygienic conditions [39] . We plan to use our model to study the development of an immune system with or without parasitic worms, to find new ways of intervening that may hinder the development of allergy.
Autoimmune diseases occur when the body's defence against non-self is accidentally directed against self-antigens. Genetics are thought to play a role in the development of autoimmune diseases, as a link to the MHC has been reported in many autoimmune diseases such as rheumatoid arthritis or type I diabetes. Environmental factors seem to play a role as well in the susceptibility of these different diseases. In order to limit the effects of these uncontrollable factors, computer models ensure a relatively good and scientific solution to this problem; despite the fact that models cannot be compared directly to their biological counterpart since they rely on assumptions, they do allow a better understanding of biological pathways and underlying mechanisms regulating a given disease [40] .
