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Abstract Resumen
This article proposes the design and implementation
of a low-cost vision based navigation mobile robot
that tracks pedestrians in real time using an IP cam-
era onboard. The purpose of this prototype is the
navigation based on people tracking keeping a safe
distance by PID and on-off controllers. For the im-
plementation we evaluate two pedestrian detection
algorithms: HOG cascade classifier and LBP cascade
classifier off-line and onboard the robot. In addition,
we implement a communication system between the
robot and the ground station. The metrics of eval-
uation for the pedestrian detection proposals were
precision and sensibility, obtaining better results with
HOG. Finally, we evaluate the communication sys-
tem, computing the delay of the controller response;
the results show that the system works properly with
a transmission rate of 115200 bauds.
Este artículo propone el diseño e implementación
de un robot móvil con navegación basada en visión,
de bajo costo, que sigue la trayectoria de peatones
en tiempo real usando una cámara IP a bordo. El
propósito de este prototipo es la navegación basada
en el seguimiento de personas conservando una distan-
cia segura a través de controladores PID y on− off .
Para la puesta en marcha se evalúan dos algoritmos
de detección de peatones: cascada de clasificadores
HOG y cascada de clasificadores LBP, tanto fuera
de línea como a bordo del robot. Adicionalmente, se
implantó un sistema de comunicación entre el robot
y una estación de tierra. Las métricas de evaluación
para las propuestas de detección de personas fueron
la precisión y sensibilidad, obteniendo mejores resul-
tados con HOG. Al final, se evaluó el sistema de co-
municación, calculando el retraso de la respuesta del
controlador. Los resultados mostraron que el sistema
trabaja adecuadamente para una tasa de transmisión
de 115200 baudios.
Keywords: AdaBoost, HOG, LBP, Pedestrian De-
tection, Urban Navigation.
Palabras clave: AdaBoost, detección de peatones,
HOG, LBP, navegación urbana.
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1. Introduction
Autonomous navigation is a research line with growing
interest from DARPA Grand Challenge 2004. Sev-
eral vision based vehicles have been developed [1–3].
There are a lot of challenges in urban navigation like
perception [4, 5], obstacles avoidance [6, 7], people de-
tection [8–11] and video stabilization [12–14].
Multiple pedestrian detection algorithms have been
developed due their different applications that in-
clude: surveillance [15–17], driver assistance systems
[11, 18, 19], robotics [20, 21], and others. According
to [22] most approaches use detectors based on HAAR-
like features [23], HOG [24, 25], LBP [26] and some
combinations like: HOG-HAAR [27] or HOG-LBP [28].
In [29], HAAR-like features have a low performance in
pedestrian detection task.
In this work, we experimentally test Histogram
of Oriented Gradients (HOG) [24] and Local Binary
Patterns (LBP) [26], feature extraction algorithms
for pedestrian detection with Adaptive Boosting (Ad-
aBoost), a supervised learning algorithm, applied in
mobile robot navigation. The video is transmitted via
Wi-Fi to a ground station to determine the motion
direction of the robot using image processing, and
the control actions are sent by Bluetooth from the
computer to the robot.
The rest of the article is distributed as follows:
In the next section, we do a review of the related
work. In the section III, we make a review of two al-
gorithms used for pedestrian detection. We describe
our approach for robot development in the section IV.
Finally the results obtained and the conclusions are
presented in the sections V and VI.
2. Related Works
In the literature, there are several applications that
integrate people tracking with mobile robots. A ground
autonomous vehicle designed to track people based on
a vision was proposed in [30], in this work the person
to be tracked should wear a discriminable rectangle.
In [20], a mobile platform that uses a multiple sen-
sor fusion approach and combines three kinds of sensors
in order to detect people using RGB-D vision, lasers
and a thermal sensor is presented. The mobile robot
in [21] uses an omnidirectional camera and laser range
finder to detect and track people. In [31] is introduced
a robot to assist elderly people with a Kinect device
and ROS packages. The detection and localization of
people is an important aspect in robotic applications
for interaction. The work presented in [32] deals with
the task of searching for people in home environments
with a mobile robot. The method uses color and gra-
dient models of the environment and a color model
of the user. Evaluation is done on real-world experi-
ments with the robot searching for the user at different
places.
We propose a simple structure robot (equipped only
with a smartphone camera for navigation) capable of
detect and track people orientation and translation
based on pedestrian detection algorithms. In contrast
with some words presented in the literature, our robot
performs the navigation task using a PI control to
achieve relatively fast speed, avoiding braking issues.
3. Pedestrian Detection Algorithms
3.1. Histogram of Oriented Gradients (HOG)
This algorithm is a feature descriptor for object detec-
tion focused on pedestrian detection and introduced
in [24]. The image window is separated into smaller
parts called cells. For each cell, we accumulate a local
1-D histogram of gradient orientations of the pixels in
the cell. The gradient orientation is given by equations
1 and 1:
IX = I ×DX IY = I ×DY
DX = [1, 0, 1] DY =
 10
−1
 (1)
φ = α tan(IY , IX) (2)
Where: I is the image and Ix, Iy are the derivatives
of the image in x,y.
Each cell is discretized into angular bins according
to the gradient orientation and each pixel of the cell
contributes with a gradient weight to its corresponding
angular bin. The adjacent cells are grouped in special
regions called blocks and the normalized group of his-
tograms represents the block histogram. Finally, the
set of these block histograms represents the descriptor.
3.2. Local Binary Patterns (LBP)
This algorithm was presented like a texture descriptor
for object detection. This compares a central pixel
with the neighbors. The central pixel value is taken as
threshold and a value of “1” is assigned if the neighbor
is greater or equal to the central pixel, otherwise the
value is “0”. In each pixel we set a weight of 2n ac-
cording to the position respect to the central pixel [26].
The parameters of LBP operator are R and P, where R
is the distance to the central pixel and P is the number
of pixels [14]. LBP is defined mathematically as:
LBPP,R(XC , YC) =
P−1∑
P=0
s(gP − gC) · 2P (3)
In the equation , gP is the value of the central pixel,
gC the value of the neighbors and 2P is the weight
stablished for each operation. And s(gP− gC) is given
by:
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s(gP − gC) =
{
1 gP − gC ≥ 0;
0 gP − gC < 0 (4)
3.3. Adaboost
Adaboost is a machine learning algorithm [33] that
initially keeps uniform distribution of weights in each
training sample. In the first iteration the algorithm
trains a weak classifier using a feature extraction meth-
ods or mix of them achieving a higher recognition
performance for the training samples.
In the second iteration, the training samples, mis-
classified by the first weak classifier, receive higher
weights.
The new selected feature extraction methods should
be focused in these misclassified samples. The final
result is a cascade of linear combinations with selected
weak classifiers:
g(x) =
T∑
t=1
℘tht(x) (5)
where: ht is a classifier, and ℘t is a coefficient.
4. Our Approach
4.1. Mobile Robotic Platform
We are using the Ackerman steering configuration for
the robot [19], i.e. two wheels with rear haulage and
two with front direction presented in the Fig. 1. The
system is designed so that the interior front wheel in
a gyre has an angle slightly sharper than the exterior,
in order to avoid skidding; the normal wheels intersect
at a point on extension of the axis of the rear wheels
and make the toolpath for constant rotation angles.
Figure 1. Position of wheels in Ackerman steering config-
uration.
The relationship between the angles of the wheels
of direction is in equation 6:
cot θi − cot θo = d
l
(6)
where:
θi= Relative angle of the inner wheel.
θo= Relative angle of an outer wheel.
l= Longitudinal separation between wheels.
d= Lateral separation between wheels.
For traction and steering control the system use
Pulse Width Modulator (PWM) with Chopper con-
figuration [34]. Additionally, there is a smart device
(smartphone) camera for navigation.
The robot has two motors, one for forward/reverse
displacement and other that controls direction. An H
bridges circuit for motor control is implemented. The
camera of smartphone is used as IP camera for image
capture.
4.2. Pedestrian Detection
The feature extraction algorithms previously described
are applied on the mobile robot to obtain an au-
tonomous navigation system based on pedestrian track-
ing. We use Adaboost as machine learning method.
It is an algorithm in machine learning based on the
notion of creating a highly accurate prediction rule
by combining many relatively weak and inaccurate
rules [33]. Fig. 2 shows images of the HOG algorithm
performance in the mobile robot.
Figure 2. Pedestrian detection with HOG algorithm. (a)
Side detection of a person. (b) Back detection of a person.
(c) Frontal Detection of a person.
Performance of LBP algorithm in images captured
from the mobile robot is presented on Fig. 3.
Figure 3. Fig. 3. Pedestrian detection with LBP algo-
rithm. (a) Detection of a false positive. (b) Detection of
two people. (c) Frontal detection of a person.
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4.3. Controller
The mobile robot uses two main inputs for the con-
troller (needed for 2D navigation [35]): horizontal po-
sition and distance obtained from the bounding box of
the pedestrian detection. Horizontal position depends
of x coordinate of the bounding box centroid and the
distance depends of the width of the bounding box.
We use PI control for the distance that reduces over-
shoot in order to have a soft controller. For horizontal
position we use an on-off controller with hysteresis, i.e.
with a band of maximum and minimum values in the
output due to the variation range of the actuators is
small and precision is not necessary (Fig. 4).
Figure 4. Robot navigation control scheme.
4.4. Communication
Wi-Fi communication is implemented for transmit-
ting data from the IP camera to the computer. This
is because Wi-Fi is able to send image data. In the
other side we use Bluetooth communication to send
control command from the computer to the robot. The
transmission speed obtained from experimentation is
115200 baud. (See section 5).
5. Experimentation and Results
5.1. Pedestrian Detection
The performance of pedestrian detection algorithms
was compared using online and offline videos. We are
using recall and precision as metrics of evaluation.
The formulas used are presented in equations 7 and 8
respectively.
recall = V P
V P + FN × 100% (7)
precision = V P
V P + FP × 100% (8)
where:
TP: true positives.
FN: false negative.
FP: false positives.
We realized two experiments, offline and online.
For the online test, we used four different security
cameras videos obtained from Internet. We captured
1000 frames separated in groups of 30 frames. For each
group, we determined true positives, true negatives,
false positives and false negatives using HOG and LBP
algorithms. The image processing was realized with a
2.4 GHz processor and RAM memory of 4 GB. In the
online test we recorded 7 minutes of video, i.e. 12600
frames, and the same procedure in offline test was
performed. The results are presented in Table 1 and
Table 2.
The Table 1 presents the results of recall of the
detectors tested offline and online.
Table 1. Detection recall of the algorithms previously
trained
Algorithm Recall
Offline Online
HOG +Adaboost 78% 74,20%
LBP+Adaboost 76,50% 75%
Table 2. Detection precision of the algorithms previously
trained.
Algorithm Accuracy
Offline Online
HOG + Adaboost 76% 74%
LBP + Adaboost 73% 72%
The HOG precision test is better than LBP be-
cause LBP performance give more false positives in
both cases (offline and online). The LBP algorithm
compares image textures and confuses other objects
with persons easily. HOG is a descriptor based on ob-
jects shape and focused principally on pedestrians [24],
thus it has better performance but with higher com-
putational cost. Based on the results, we choose HOG
because the computational cost problem can be re-
duced using a processor with better characteristics.
5.2. Controller response and communication
During implementation of the robot, it was found that
the response time of the controller varied according to
Bluetooth transmission speed, the results of the test
are presented in Table 3.
Table 3. Delay in the controller’s response to different
transmission speeds.
Transmission Speed (bauds) Delay(s)
9600 ≈ 2,5
14400 ≈ 2
19200 ≈ 1,5
56000 1
115200 ≈ 0
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It should be noted that the delays were measured
according to the perceived response of the controller.
A transmission rate of 115200 baud was chosen based
on results.
6. Conclusiones
The HOG algorithm has better performance off-line;
however, the implementation represents a higher com-
putational cost. LBP had a lower performance offline
but was not affected for online experiments. The false
positive detection rate involves low precision.
Classical method of PI control provided a smooth
braking control to keep a safe distance between the
mobile robot and the pedestrian. On-Off control for
the horizontal position is a simple controller that had
a good performance maintaining the direction of the
navigation.
A slow controller response endangered the safety of
pedestrians, so it was necessary to increase the trans-
mission speed obtaining better results. The response
time also was affected by the parameters of the PI
controller. People tracking algorithms have benefits in
several applications. We can improve the algorithms
for pedestrian detection, based on obtained results,
with some techniques like specialized training or video
treating, but this involves an increased computational
cost.
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