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Re´sume´ – Ce papier traite du proble`me ge´ne´ral des performances limites (bornes minimales) des estimateurs d’une harmonique noye´e dans
un bruit multiplicatif a` valeurs complexes. La nouveaute´ re´side, d’une part, dans la conside´ration de bruit multiplicatif a` valeurs complexes
non circulaire et, d’autre part, dans l’analyse the´orique de l’effet de de´crochement classiquement observe´ en estimation de fre´quence. Lorsque
le bruit multiplicatif est blanc, nous avons obtenu une expression analytique exacte et asymptotique de la borne de Cramer-Rao ainsi qu’une
expression analytique de la borne de Barankin. Enfin une analyse des performances en fonction d’un certain taux de non-circularite´ du signal est
mene´e.
Abstract – This paper deals with lower bounds derivations for harmonic retrieval issue in complex-valued multiplicative noise. Our originality
is twofold : on the one hand, we focus on non-circular complex-valued multiplicative noise, and, on the other hand, on the theoretical analysis
of the well-known outliers effect. For sake of simplicity, we restrict our analysis to white noise processes. We obtain closed form expressions for
the exact and asymptotic Cramer-Rao bound as well as for the Barankin bound. Finally, we address an analysis of the theoretical performance
with respect to an “ad hoc” non-circularity rate.
1 Introduction
De nombreuses proble´matiques, telles que l’estimation de la
fre´quence Doppler dans les syste`mes radar, l’estimation autodi-
dacte du re´sidu de porteuse en communications nume´riques et
l’estimation des directions d’arrive´e en traitement d’antennes,
se rame`nent d’un point de vue formel a` estimer la fre´quence
d’une exponentielle complexe perturbe´e par un bruit multipli-
catif et additif. C’est pourquoi, nous nous sommes inte´resse´s
au mode`le ge´ne´ral suivant :
y(n) = a(n)e2ipi(φ0+φ1n) + b(n)
avec y(n) le signal rec¸u, a(n) un processus ale´atoire et b(n) un
bruit additif gaussien conside´re´ de`s a` pre´sent centre´, blanc et de
variance σ2 = E[|b(n)|2]. La phase et la fre´quence, note´es res-
pectivement φ0 et φ1, correspondent aux parame`tres d’inte´reˆt a`
estimer. Nous nous concentrerons tout particulie`rement sur le
parame`tre de fre´quence φ1.
La litte´rature concernant ce sujet est tre`s abondante. Les con-
tributions correspondent soit a` la mise en place de nouveaux
estimateurs ([3]), soit a` l’e´valuation des bornes de Cramer-Rao
([6, 15, 7, 8]). Cependant les e´tudes existantes se cantonnent
aux seuls sche´mas suivants : i) a(n) est un processus a` valeurs
re´elles ([15, 7]) ou ii) a(n) est un processus a` valeurs com-
plexes et circulaire ([8, 6]).
Dernie`rement une publication ([4]) s’inte´ressait au cas d’un
processus a(n) a` valeurs complexes et non-circulaire dans
le seul but, ne´anmoins, de mettre en place un nouvel estima-
teur et non d’e´valuer les bornes minimales d’un tel proble`me
d’estimation. Un processus a(n) d’une telle nature intervient
notamment dans des syste`mes de communications nume´riques
employant soit des modulations re´elles (MDP2), soit des mo-
dulations de´cale´es (OQAM).
L’objectif de ce papier est d’e´valuer des bornes minimales
de tout estimateur non-biaise´ de la fre´quence φ1 lorsque a(n)
est a` valeurs complexes et non-circulaire : ainsi nous expri-
mons analytiquement les bornes de Cramer-Rao et les bornes
de Barankin.
L’intereˆt des bornes de Barankin ([2, 1]) re´side dans l’ana-
lyse qu’elles permettent du phe´nome`ne de de´crochement clas-
siquement observe´ dans tout proble`me d’estimation d’harmo-
niques ([14, 12, 10, 5]). On peut noter qu’aucune expression
analytique de la borne de Barankin n’existe dans litte´rature
pour le proble`me de l’estimation d’harmoniques perturbe´es par
un bruit multiplicatif de nature quelconque, c’est-a`-dire, a` va-
leurs complexes (circulaire ou pas) ou a` valeurs re´elles.
Dans la suite de l’expose´, nous supposerons comme de tra-
dition ([8, 15]) que le bruit multiplicatif a(n) est gaussien. Par
souci de simplicite´ de calculs et de lisibilite´ des expressions,
nous admettons que le bruit a(n) est blanc, centre´. Les statis-
tiques d’ordre deux du signal a(n) sont de´crites par les termes
E[|a(n)|2] et E[a(n)2]. Nous supposerons par souci de simpli-
cite´ que ces deux termes sont connus au niveau du re´cepteur.
Nous normaliserons la puissance du signal E[|a(n)|2] = 1.
Nous observerons, dans la suite, que le terme ρ = E[a(n)2],
dont le module est compris entre 0 et 1 par construction, joue
le roˆle d’un taux de non-circularite´ du bruit multiplicatif.
Bien e´videmment, quelques perspectives a` ce travail sont en-
visageables : une e´tude similaire peut eˆtre conduite lors que les
statistiques du bruit multiplicatif sont inconnues du re´cepteur
et de´pendent d’un nombre fini de parame`tres re´els. Lorsque le
bruit est colore´, une analyse semblable peut eˆtre mene´e. En-
fin une extension au cas d’une phase poˆlynomiale peut eˆtre
re´alise´e.
2 Bornes de Cramer-Rao
Soit Ψ = [φ0, φ1] le vecteur de parame`tres a` estimer. Le
vecteur y = [y(0), · · · , y(N − 1)] contenant les N donne´es
rec¸ues, est gaussien a` valeurs complexes de moyenne nulle et
admet les matrices de corre´lation non-conjugue´e et de corre´la-
tion conjugue´e suivantes : Ry = E[yyH] et Uy = E[yyT],
avec (.)H et (.)T les ope´rateurs de transconjugaison et de trans-
position respectivement.
Le calcul de la matrice de Fisher J associe´e au proble`me
d’estimation du vecteur Ψ a` partir du vecteur gaussien y est
bien connu pour peu que le vecteur y soit a` valeurs re´elles [13].
Lorsque le vecteur y est a` valeurs complexes, les formules four-




















ou` R˜y repre´sente la matrice de corre´lation non-conjugue´e du
vecteur y˜ = [y,y] avec la barre supe´rieure de´signant l’ope´ra-
teur de conjugaison.
Comme les processus {a(n)}n et {b(n)}n sont blancs, nous






ou` IdN et Γφ0,φ1 repre´sentent respectivement la matrice-iden-
tite´ de taille N et la matrice diag(e2ipi(φ0+φ1n), n = 0, · · · , N−
1).
En re´unissant les e´galite´s pre´ce´demment obtenues, nous a-
boutissons au re´sultat suivant :
Jφk,φl =
16pi2|E[a(n)2]|2




Nous allons nous concentrer a` pre´sent uniquement sur l’ob-
tention de l’expression asymptotique de la borne de Cramer-
Rao, c’est-a`-dire, lorsque le nombre de donne´es N tend vers
l’infini. L’e´quivalent lorsque N tend vers l’infini, de la matrice





(E[|a(n)|2] + σ2)2 − |E[a(n)2]|2
Nk+l+1
k + l + 1
Une inversion de l’e´quivalent de la matrice de Fisher conduit a`
la borne de Cramer-Rao asymptotique, note´e CRBa, suivante :
CRBa(φ0, φ1) =







Ainsi, on remarque que la borne de Cramer-Rao asymptotique








car le bruit multiplicatif a(n) est de variance-unite´.
L’expression asymptotique ci-dessus conduit aux interpre´ta-
tions suivantes :
– Si ρ = 0, alors a(n) est a` valeurs complexes et circu-
laire. Les parame`tres de phase ne sont pas identifiables
comme dans [8]. Ne´anmoins, dans [8], il avait e´te´ remar-
que´ que si le bruit multiplicatif devient colore´, alors les
parame`tres deviennent identifiables avec une erreur qua-
dratique d’estimation de´croıˆssant en O(N−1).
– Si ρ = 1, alors a(n) est a` valeurs re´elles. L’erreur qua-
dratique d’estimation de´croıˆt en O(N−3) et la borne de
Cramer-Rao est nulle en l’absence de bruit additif comme
dans [8].
– Si ρ 6= 0 et ρ 6= 1, alors a(n) est a` valeurs complexes
et non-circulaire et l’expression de la borne de Cramer-
Rao est ine´dite. Nous remarquons que les parame`tres de
phase redeviennent identifiables, et que l’erreur quadra-
tique d’estimation de´croıˆt en O(N−3). La non-circularite´
du bruit multiplicatif permet ainsi d’obtenir des perfor-
mances comparables a` celles rencontre´es dans le cas d’un
bruit multiplicatif a` valeurs re´elles. Ne´anmoins un effet
plancher intervient pour des rapports Signal-a` Bruit e´leve´s
puisque la borne de Cramer-Rao n’est pas nulle en l’ab-
sence de bruit additif sauf si |ρ| = 1.
3 Estimation de la fre´quence φ1
Lorsque le bruit multiplicatif a(n) est a` valeurs re´elles, l’es-
timateur suivant de la fre´quence peut eˆtre mis en place :
φˆ
(N)









Dans [3] notamment, il a e´te´ montre´ que cet estimateur, sous
l’hypothe`se d’un bruit a(n) gaussien blanc, e´tait asymptotique-
ment efficace. Bien e´videmment cet estimateur ne fonctionne
pas lorsque le bruit a(n) est a` valeurs complexes et circulaire
puisque alors le parame`tre φ1 n’est pas identifiable. Pour mieux
comprendre ce phe´nome`ne, il convient de conside´rer le proces-
sus e(n) = y(n)2−E[y(n)2] qui est de moyenne nulle et donc
assimilable a` du bruit.
y(n)2 = E[a(n)2]e4ipi(φ0+φ1n) + e(n) (5)
= ρe4ipi(φ0+φ1n) + e(n)
Lorsque ρ = 0, le signal y(n)2 se re´duit au bruit e(n) qui ne
contient pas d’information sur la fre´quence φ1. Il convient aussi
de remarquer que de`s que ρ 6= 0, c’est-a`-dire, de`s que a(n) est
non-circulaire, le signal y(n)2 correspond a` une harmonique
de fre´quence 2φ1 bruite´e additivement. C’est pourquoi l’esti-
mateur de´crit en (4) fonctionne pour des bruits multiplicatifs
non-circulaires comme de´ja` mentionne´ dans [4]. En comparant
la formule (3) et la covariance asymptotique de l’estimateur
φˆ
(N)
1 calcule´e dans [4], on observe que l’estimateur continue
d’eˆtre asymptotiquement efficace pour un bruit multiplicatif a`
valeurs complexes et non-circulaire.
La fonction a` maximiser pour obtenir φˆ(N)1 n’e´tant notoire-
ment pas convexe, un des moyens possibles pour obtenir al-
gorithmiquement le maximum global de cette fonction, est de
proce´der en deux e´tapes ([14]) :
– une e´tape dite grossie`re permettant de de´tecter le pic au-
tour de la valeur de fre´quence φ1. Cette e´tape balaie tout
l’intervalle de recherche et est re´alise´e par le biais d’une
Transforme´e de Fourier discre`te.
– une e´tape dite fine qui examine la fonction de couˆt uni-
quement autour du pic de´tecte´ par l’e´tape pre´ce´dente. Un
algorithme du gradient permet de mettre en place cette
e´tape.
D’apre`s l’e´quation (1), la borne de Cramer-Rao ne de´pend que
des de´rive´es des corre´lations et des corre´lations elles-meˆmes
calcule´es au vrai point. C’est pourquoi, la borne de Cramer-
Rao n’est une borne minimale pertinente que pour l’e´tape fine
pour peu que l’e´tape grossie`re aie re´ussie. Pour obtenir une
borne minimale judicieuse de performances du proce´de´ com-
plet d’estimation (inte´grant l’e´tape grossie`re de recherche sur
l’intervalle entier), on peut songer aux bornes de Barankin.
4 Bornes de Barankin
Les bornes de Barankin ([2]) d’ordre infini correspondent
aux plus grandes bornes minimales de la covariance de tout es-
timateur non-biaise´ de parame`tres de´terministes inconnus. Tra-
ditionnellement, pour des raisons de complexite´ d’imple´men-
tation, seules les bornes de Barankin d’ordre 2 sont e´tudie´s
([12, 10, 5]). Elles sont alors de´finis comme suit




S(ε0, ε1) = P(B(ε0, ε1)− 11
T)−1PT
ou` P = diag(ε0, ε1) s’appelle une matrice de points-tests (en
l’occurrence 2 points-tests). On note 1 = [1, 1]T, et B(ε0, ε1)
une matrice 2× 2 dont les entre´es valent
B0,0 = E
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B0,1 = B1,0 = E
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avec p(y|φ) de´signant la densite´ de probabilite´ de y sachant φ.
La borne de Cramer-Rao a pour valeur lim(ε0,ε1)→0 S(ε0, ε1)
ce qui confirme que cette borne ne permet d’e´valuer que des
phe´nome`nes proches du point recherche´ et donc ne fournit des
bornes fiables que lorsque les estimateurs ont suffisamment
converge´s autour du point-cible. En revanche, comme les bornes
de Barankin inspectent les rapports de vraisemblance pour tous
les points de l’intervalle de recherche, les valeurs fournies par
ces bornes constituent des minimums de performances perti-
nents pour l’estimation, c’est-a`-dire, meˆme lorsque les esti-
mateurs n’ont pas encore converge´s dans le voisinage du pa-
rame`tre recherche´.
Apre`s quelques manipulations alge´briques base´es sur la dis-
tribution de Wishart ([9, 11]), nous avons prouve´ que les e´le´-
ments Bk,l permettant d’obtenir la borne de Barankin s’ex-














Q0,1 = Q1,0 = (R˜
−1
φ0+ε0,φ1

















(1 + σ2)2 − |ρ|2
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H (1 + σ2)IdN
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(B1,1 − 1)− (B0,1 − 1)(B0,0 − 1)−1(B0,1 − 1)
Graˆce a` l’expression pre´ce´dente de la borne de Barankin, nous
sommes en mesure de la calculer nume´riquement.
5 Simulations
Lors des simulations, nous avons construit, par souci de sim-
plicite´, un processus a(n) admettant un taux de non-circularite´
ρ re´el. Ceci signifie que la partie re´elle et la partie imaginaire de
a(n) sont de´corre´le´es entre elles (donc inde´pendantes puisque
gaussiennes). En revanche les variances des parties re´elle et
imaginaire sont diffe´rentes ce qui induit justement la non-cir-
cularite´ du signal a(n).
Sur la figure 1, nous avons trace´, d’une part, l’erreur qua-
dratique moyenne empirique de l’estimateur (4) et, d’une part,
l’erreur d’estimation commise lorsque l’initialisation de l’e´tape
fine est force´e par nous-meˆmes a` eˆtre correcte, en fonction
du Rapport Signal-a`-Bruit (RSB) (avec ρ = 0, 25, ρ = 1 et
N = 128). Nous avons fait figurer de plus les bornes de Baran-
kin et de Cramer-Rao.
Sur la figure 2, nous avons reporte´ les meˆmes crite`res de
performances que ceux de la figure 1 en fonction de N (avec
ρ = 0, 25, ρ = 1 et RSB = 10dB).
Sur la figure 3, nous avons trace´ les meˆmes erreurs et les
meˆmes bornes en fonction du taux de non-circularite´ ρ (avec
RSB = 10dB et N = 128).
Les bornes de Barankin montrent que l’effet de de´crochement
est inhe´rent au proble`me d’estimation d’harmoniques dans un
bruit multiplicatif. Nous remarquons que les performances se
de´gradent rapidement en fonction du taux de circularite´. En ef-
fet, si ρ est proche de 0 (a` partir de ρ ≈ 0, 3), alors une estima-
tion correcte de la fre´quence s’ave`re impossible.
























FIG. 1 – Erreur Quadratique Moyenne en fonction de RSB






















FIG. 2 – Erreur Quadratique Moyenne en fonction de N
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