Introduction {#Sec1}
============

In this paper, we study backward stochastic differential equations (BSDEs) of the form $$\documentclass[12pt]{minimal}
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                \begin{document} $$ Y_{t}=\xi+{\int}_{t}^{T} f\left(s,Y_{s},Z_{s},U_{s}\right)ds-{\int}_{t}^{T} Z_{s} {dW}_{s}-{\int}_{{]t,T]}\times(\mathbb{R}\setminus\{0\})}U_{s}(x)\tilde{N}(ds,dx),  $$ \end{document}$$

where *W* denotes a one-dimensional Brownian motion and $\documentclass[12pt]{minimal}
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                \begin{document}$\tilde {N}$\end{document}$ a compensated Poisson random measure belonging to a given Lévy process with Lévy measure *ν*. In particular, our focus lies on comparison results and existence and uniqueness of solutions.

Comparison theorems state that---under certain conditions---if *ξ*≤*ξ*^′^ and *f*≤*f*^′^, then the process *Y* of the solution satisfies *Y*~*t*~≤*Yt*′ for all *t*∈\[0,*T*\]. These types of theorems in the case of one-dimensional, Brownian BSDEs has been treated by Peng ([@CR26]), El Karoui et al. ([@CR12], [@CR10]), and Cao and Yan ([@CR6]).

In (Barles et al. ([@CR2]), Remark 2.7) a counterexample was given, which shows that in the jump case the conditions *ξ*≤*ξ*^′^ and *f*≤*f*^′^ are not sufficient to guarantee *Y*≤*Y*^′^. They propose an additional sufficient condition which has been generalized by Kruse and Popier ([@CR19]), Royer ([@CR29]), Yin and Mao ([@CR35]), Becherer et al. ([@CR3]) (allowing more general jump processes), and Cohen et al. ([@CR7]) (for BSDEs driven by martingales). The condition of Kruse and Popier ([@CR19]) reads (in our *L*^2^-setting) as follows: for each $\documentclass[12pt]{minimal}
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                \begin{document}$s,y,z,u, u^{\prime } \in [0,T]\times \mathbb {R} \times \mathbb {R} \times L^{2}(\nu)\times L^{2}(\nu)$\end{document}$ there is a progressively measurable process $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\gamma ^{y,z,u,u{\prime }}\colon \Omega \times {[0,T]}\times \mathbb {R}\setminus \{0\}\to \mathbb {R}$\end{document}$ such that $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{@{}rcl@{}}  && f(s,y,z,u)-f\left(s,y,z,u^{\prime}\right)\leq \int_{\mathbb{R}\setminus\{0\}}\left(u(x)-u^{\prime}(x)\right)\gamma_{s}^{y,z,u,u{\prime}}(x)\nu(dx),  \\ && -1 \leq \gamma^{y,z,u,u{\prime}}_{s}(x) \quad \text{and} \quad \sup_{s,\omega, y,z,u,u{\prime}} \left|\gamma^{y,z,u,u{\prime}}_{s}\right| \in L^{2}(\nu). \end{array} $$ \end{document}$$

One of the main results in the present paper is Theorem 3.5 which states that ([2](#Equ2){ref-type=""}) can be replaced by the simpler condition $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{@{}rcl@{}}  &&f(s,y,z,u)- f\left(s,y,z,u^{\prime}\right)\leq {\int}_{\mathbb{R}\setminus\{0\}}\left(u^{\prime}(x)-u(x)\right)\nu(dx), \quad \mathbb{P}\otimes\lambda\text{-a.e.}  \\ &&\text{for all} \,\, u, u^{\prime}\in L^{2}(\nu) \, \text{ with} \, u\leq u^{\prime}. \end{array} $$ \end{document}$$

Notice that the r.h.s. is infinite for *u*^′^(*x*)−*u*(*x*)∉*L*^1^(*ν*). Clearly, ([3](#Equ3){ref-type=""}) is a weaker condition than ([2](#Equ2){ref-type=""}), because one only needs to check the inequality for those *u*,*u*^′^∈*L*^2^(*ν*) for which *u*≤*u*^′^ holds. Moreover, we do not need any *L*^2^(*ν*) condition for $\documentclass[12pt]{minimal}
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                \begin{document}$\gamma ^{y,z,u,u{\prime }}_{s}(x)=-1.$\end{document}$ Under the constraint $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$ -1 \leq \gamma ^{y,z,u,u{\prime }}_{s}(x),$\end{document}$ the choice $\documentclass[12pt]{minimal}
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                \begin{document}$\gamma ^{y,z,u,u{\prime }}_{s}(x)=-1$\end{document}$ yields for *u*^′^−*u*≥0 the largest possible expression on the r.h.s. of ([2](#Equ2){ref-type=""}), so that ([3](#Equ3){ref-type=""}) can be seen as the weakest possible condition which ([2](#Equ2){ref-type=""}) could impose on *f*.

For a finite Lévy measure *ν*, Theorem 3.5 can be shown using only elementary means.

Another main result is a method of how to approximate a BSDE driven by a Lévy process with an infinite measure *ν*, by a sequence of BSDEs where the driving processes have a finite Lévy measure. We apply this result to show the comparison theorem for BSDEs driven by a general Lévy process. The proof relies on the Jankov--von Neumann theorem on measurable sections/uniformizations (this theorem is also important for dynamic programming, see El Karoui and Tan ([@CR11]). Under certain conditions on the generator, the approximating solutions can be interpreted as nonlinear conditional expectations (in the sense of Peng ([@CR27])), conditioned on a Lévy process whose jumps are not of arbitrarily small size. (See the comments after Theorem 3.4.)

Studying the existence, uniqueness, and comparison results by Darling and Pardoux ([@CR8]), Pardoux and Zhang ([@CR25]), Pardoux ([@CR24]), Fan and Jiang ([@CR13]), Royer ([@CR29]), Situ ([@CR31]), Yin and Mao ([@CR35]), Kruse and Popier ([@CR19], [@CR20]), Yao ([@CR34]), and Sow ([@CR33]), one notices that one can unify and generalize the assumptions on *f*.

Indeed, and this is our third main result, in the case of *L*^2^-solutions, for a progressively measurable generator *f* with linear growth, it suffices to assume (cf. Theorems 3.1 and 3.5) the following growth- and monotonicity conditions with time-dependent, random coefficients: \|*f*(*ω*,*s*,*y*,*z*,*u*)\|≤*F*(*s*,*ω*)+*K*~1~(*s*,*ω*)\|*y*\|+*K*~2~(*s*,*ω*)(\|*z*\|+∥*u*∥),(*y*−*y*^′^)(*f*~1~(*ω*,*s*,*y*,*z*,*u*)−*f*~1~(*ω*,*s*,*y*^′^,*z*^′^,*u*^′^))≤*α*(*s*)*ρ*(\|*y*−*y*^′^\|^2^)+*β*(*s*,*ω*)\|*y*−*y*^′^\|(\|*z*−*z*^′^\|+∥*u*−*u*^′^∥),

with *α*∈*L*^1^(\[0,*T*\]) and *F* being nonnegative and progressively measurable such that $\documentclass[12pt]{minimal}
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                \begin{document}$\mathbb {E}\left [ \left (\int _{0}^{T} F(\omega, t)dt \right)^{2}\right ] < \infty.$\end{document}$ The processes *K*~1~,*K*~2~, and *β* are nonnegative and progressively measurable such that for a constant *c*\>0, $$\documentclass[12pt]{minimal}
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                \begin{document} $${\int}_{0}^{T}\left(K_{1}(s)+K_{2}(s)^{2}+\beta(s)^{2}\right)ds < c,\quad\mathbb{P}\text{-a.s.}$$ \end{document}$$

The concave function *ρ* in the monotonicity condition may grow faster than linear at zero and satisfies $\documentclass[12pt]{minimal}
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                \begin{document}$\int _{0^{+}} 1/\rho (x)dx=\infty.$\end{document}$ This type of function already appeared in context with BSDEs in Mao ([@CR21]) in 1997.

These assumptions also extend the monotonicity condition of Kruse and Popier ([@CR19], [@CR20]), for the *L*^2^-case with linear growth, since the coefficients in our setting take randomness, the function *ρ* and time-dependence into account. BSDEs with time-dependent coefficients appear, for example, in Gobet and Turkedjiev ([@CR16]).

The existence and uniqueness result Theorem 3.1 and the comparison result Theorem 3.5 are basic tools in the forthcoming paper ([@CR14]) on Malliavin differentiability and boundedness of solutions to BSDEs. To compute the Malliavin derivative for the jump part of the Lévy process, more structure from the generator is required in its dependency on *u*, usually via an integral w.r.t. *ν*(*dx*), for example, $$\documentclass[12pt]{minimal}
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                \begin{document}$[0,T] \times \mathbb {R} \ni (s,v) \mapsto h(s,v).$\end{document}$ One can find *h* and *κ* such that the assumptions of Theorem 3.5 are satisfied while conditon ([2](#Equ2){ref-type=""}) does not hold: By the mean value theorem there exists a *ζ*∈\]0,1\[ and $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{@{}rcl@{}} f(s, u) - f\left(s, u^{\prime}\right) &=& \partial_{v} h \left(s, v_{\zeta} \right) {\int}_{\mathbb{R}\setminus\{0\}} \left(u(x) - u^{\prime}(x) \right) \kappa(s,x) \nu(dx). \end{array} $$ \end{document}$$

Assumption ([3](#Equ3){ref-type=""}) holds if $\documentclass[12pt]{minimal}
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                \begin{document}$ \gamma _{s}^{u,u{\prime }}(x):= \partial _{v} h \left (s,v_{\zeta }\right) \kappa (s,x) \ge -1$\end{document}$ for all (*s*,*u*,*u*^′^,*x*). Choosing, for example, a bounded function *h* such that also sup*s*,*v*\|*∂*~*v*~*h*(*s*,*v*)\|\<*∞*, but *∂*~*v*~*h*(*s*,*v*)≠0 for a.e. *s* and *v*, and putting $\documentclass[12pt]{minimal}
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However, the Assumptions (A2), (A3) of Section [3](#Sec3){ref-type="sec"} are satisfied for $$\documentclass[12pt]{minimal}
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                \begin{document} $$K_{2}(s) = \beta(s) = \sup_{v} \left| \partial_{v} h (s,v)\right| \left\|\kappa(s,\cdot)\right\|_{L^{2}(\nu)} \le c s^{-\frac{1}{4}}. $$ \end{document}$$

The paper is structured as follows: Section [2](#Sec2){ref-type="sec"} contains preliminaries and basic definitions. In Section [3](#Sec3){ref-type="sec"}, we present the main theorems of this paper about existence and uniqueness of solutions, the approximation using BSDEs based on Lévy processes with finite Lévy measure, and the comparison result. The latter we also prove there. Having stated and proved some auxiliary results in Section [4](#Sec4){ref-type="sec"}, including an a-priori estimate for our type of BSDEs, we are able to prove existence and uniqueness and the approximation result from Section [3](#Sec3){ref-type="sec"}. In the appendix, we recall the Bihari--LaSalle inequality and the Jankov--von Neumann theorem.

Setting {#Sec2}
=======

Let *X*=(*X*~*t*~)~*t*∈\[0,*T*\]~ be a càdlàg Lévy process on a complete probability space $\documentclass[12pt]{minimal}
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The Lévy--Itô decomposition of a Lévy process *X* can be written as $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$ X_{t} = a t + \sigma W_{t} + {\int}_{{]0,t]}\times \{ |x|\le1\}} x\tilde{N}(ds,dx) + {\int}_{{]0,t]}\times \{ |x|> 1\}} x N(ds,dx),  $$ \end{document}$$
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                \begin{document}$\tilde N$\end{document}$) is the (compensated) Poisson random measure corresponding to *X*, see [@CR1] or [@CR30].
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                \begin{document} $$\begin{array}{@{}rcl@{}} \left\|Z\right\|_{L^{2}(W) }^2:=\mathbb{E}{\int}_{0}^{T}\left|Z_{s}\right|^{2} ds<\infty. \end{array} $$ \end{document}$$Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$\mathcal {P}$\end{document}$ denotes the predictable *σ*-algebra on *Ω*×\[0,*T*\] generated by the left-continuous $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(\mathcal {F}_{t})$\end{document}$-adapted processes) such that $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{@{}rcl@{}} \left\|U\right\|_{L^{2}\left(\tilde N\right)}^{2}:=\mathbb{E}{\int}_{{[0,T]}\times{\mathbb{R}_{0}}}\left|U_{s}(x)\right|^{2} ds\,\nu(dx)<\infty. \end{array} $$ \end{document}$$$\documentclass[12pt]{minimal}
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                \begin{document}$L^{2}(\nu):= L^{2}\left (\mathbb {R}_{0}, \mathcal {B}\left (\mathbb {R}_{0}\right), \nu \right), \|\cdot \|:=\|\cdot \|_{L^{2}(\nu)}.$\end{document}$$\documentclass[12pt]{minimal}
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                \begin{document}$L^{p}([0,T]):=L^{p}([0,T],\mathcal {B}([0,T]), \lambda)$\end{document}$ for *p*\>0, where *λ* is the Lebesgue measure on \[0,*T*\].With a slight abuse of the notation, we define $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{@{}rcl@{}}  &&  L^{2}\left(\Omega; L^{1}([0,T])\right) \\ & :=&\!\!\!\!\! \left \{F \in L^{0}(\Omega \times [0, T], \mathcal{F} \otimes \mathcal{B}([0,T]), \mathbb{P} \otimes \lambda): \mathbb{E} \!\left[{\int}_{0}^{T} \!\!|F(\omega, t)| dt\right]^{2}\!\! <\! \infty. \right \}  \end{array} $$ \end{document}$$For *F*∈*L*^2^(*Ω*;*L*^1^(\[0,*T*\])), put $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{@{}rcl@{}}  I_{F}(\omega):= {\int}_{0}^{T} F(\omega, t)dt \quad \text{ and} \quad K_{F}(\omega, s) := \frac{F(\omega, s)}{I_{F}(\omega)}. \end{array} $$ \end{document}$$A **solution to a BSDE** with terminal condition *ξ* and generator *f* is a triplet $\documentclass[12pt]{minimal}
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                \begin{document} $$ Y_{t}=\xi+{\int}_{t}^{T} f(s,Y_{s},Z_{s},U_{s})ds-{\int}_{t}^{T} Z_{s} {dW}_{s}-{\int}_{{]t,T]}\times\mathbb{R}_{0}}U_{s}(x)\tilde{N}(ds,dx).  $$ \end{document}$$The BSDE ([7](#Equ7){ref-type=""}) itself will be denoted by (*ξ*,*f*).

Main results {#Sec3}
============

We start with a result about existence and uniqueness which is proved in Section [5](#Sec5){ref-type="sec"}.

**Theorem 3.1** {#d29e4252}
---------------

There exists a unique solution to the BSDE (*ξ*,*f*) with *ξ*∈*L*^2^ and generator $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f:\Omega \times {[0,T]}\times \mathbb {R}\times \mathbb {R}\times L^{2}(\nu)\to \mathbb {R}$\end{document}$ satisfying the properties For all (*y*,*z*,*u*):(*ω*,*s*)↦*f*(*ω*,*s*,*y*,*z*,*u*) is progressively measurable.There are nonnegative, progressively measurable processes *K*~1~,*K*~2~, and *F* with $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{array}{@{}rcl@{}}  C_{K}:= \left \|{\int}_{0}^{T}\left(K_{1}(\cdot,s)+K_{2}(\cdot,s)^{2}\right)ds \right \|_{\infty}<\infty \end{array} $$ \end{document}$$and *F*∈*L*^2^(*Ω*;*L*^1^(\[0,*T*\])) (see ([5](#Equ5){ref-type=""})) such that for all (*y*,*z*,*u*), $$\documentclass[12pt]{minimal}
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If *f* satisfies only (A1)--(A3), then there exists at most one solution.

For *ρ*(*x*)=*x*, we are in the case of the ordinary monotonicity condition. Another example for a function *ρ* is given by $$\documentclass[12pt]{minimal}
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**Remark 3.2** {#d29e5141}
--------------

white. Condition *(A2)* implies that *f*(*s*,*y*,*z*,*u*) is integrable for a.e. *s*∈\[0,*T*\] since, by Fubini's theorem, $$\documentclass[12pt]{minimal}
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                \begin{document}$\limsup _{x \downarrow 0} \frac {\rho (x^{2})}{x} =0$\end{document}$ is satisfied one can derive Lipschitz continuity of *f*(*s*,*y*,*z*,*u*) in *z* and *u* from the monotonicity condition in *(A3)*. We require *(A4)* since we later want to apply (Yin and Mao ([@CR35]), Theorem 2.1), where Lipschitz continuity in *u* is used to show uniqueness of solutions. If only *(A1)--(A3)* are satisfied but not *(A4)*, and a Lipschitz condition in *z*,*u* holds nevertheless, all of the article's theorems remain valid. One can show that *(A4)* does not follow from the other conditions imposed on *ρ* in *(A3)*: Assume a decreasing sequence $\documentclass[12pt]{minimal}
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The next result shows how a solution to a BSDE can be approximated by a sequence of solutions of BSDEs which are driven by Lévy processes with a finite Lévy measure. We do this by approximating the underlying Lévy process defined through $$\documentclass[12pt]{minimal}
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The process *X*^*n*^ has a finite Lévy measure *ν*~*n*~. Furthermore, note that the compensated Poisson random measure associated with *X*^*n*^ can be expressed as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\tilde {N}^{n}=\chi _{\{1/n \leq |x|\}}\tilde {N}.$\end{document}$ Let $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{array}{@{}rcl@{}}  \mathcal{J}^0&:=&\{\Omega, \emptyset\} \vee \mathcal{N},  \\ \mathcal{J}^n&:=& \sigma\left(X^{n}\right) \vee \mathcal{N}, \quad n\geq 1, \end{array} $$ \end{document}$$
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The intuitive idea now would be to work with a BSDE driven by *X*^*n*^ where one uses the data $\documentclass[12pt]{minimal}
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**Definition 3.3** {#d29e6550}
------------------

(Definition of *f*~*n*~) Assume that *f* satisfies (A1), (A2) and that $\documentclass[12pt]{minimal}
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The reason for using the filtration $\documentclass[12pt]{minimal}
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It follows that for all (*t*,*y*,*z*,*u*), $$\documentclass[12pt]{minimal}
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We comment on the compatibility of the solutions (*Y*^*n*^,*Z*^*n*^,*U*^*n*^) from the BSDE corresponding to $\documentclass[12pt]{minimal}
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**Theorem 3.4** {#d29e8269}
---------------

Let *ξ*∈*L*^2^ and let *f* satisfy *(A1)*--*(A3)*. Assume that the BSDE driven by *X*^*n*^ with data $\documentclass[12pt]{minimal}
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The benefit of this approximation becomes clear in the proof of the comparison theorem which we state next. There, we only need to prove the comparison result assuming a finite Lévy measure, since the general case then follows by approximation.

Another consequence of this approximation result concerns nonlinear expectations. (For a survey article on nonlinear expectations the reader is referred to Peng ([@CR27])). In the case of Lévy processes, provided that *f*(*s*,*y*,0,0)=0 for all *s* and *y*, the process *Y*~*t*~ has been described by [@CR29] as a conditional nonlinear expectation, denoted by $\documentclass[12pt]{minimal}
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**Theorem 3.5** {#d29e8666}
---------------

Let *f*,*f*^′^ be two generators satisfying the conditions *(A1)*--*(A3)* of Theorem 3.1 (*f* and *f*^′^ may have different coefficients). We assume *ξ*≤*ξ*^′^, $\documentclass[12pt]{minimal}
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Let (*Y*,*Z*,*U*) and (*Y*^′^,*Z*^′^,*U*^′^) be the solutions to (*ξ*,*f*) and (*ξ*^′^,*f*^′^), respectively.
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*Proof* {#d29e9026}
-------

The basic idea for this proof was inspired by the one of Theorem 8.3 in [@CR10]).

Step 1:

In this step we assume that the Lévy measure *ν* is finite. We use Tanaka--Meyer's formula (cf. Protter ([@CR28]), Theorem 70) to see that for $\documentclass[12pt]{minimal}
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Here, *M*(*t*) is a stochastic integral term having zero expectation which follows from $\documentclass[12pt]{minimal}
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We continue with the observation that on {*ω*:*ΔY*~*s*~\>0} we have $$\documentclass[12pt]{minimal}
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Step 2:

The goal of this step is to extend the result of the first step to general Lévy measures. We adapt the notation of Theorem 3.4 for *Y*^*n*^,*Y*^*n*′^,*f*~*n*~, and $\documentclass[12pt]{minimal}
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Hence, we need (A *γ*) only for *u* and *u*^′^ which are zero for $\documentclass[12pt]{minimal}
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Auxiliary results {#Sec4}
=================

We will frequently use the following basic algebraic inequalities (special cases of Young's inequality) which hold for all *R*\>0: $$\documentclass[12pt]{minimal}
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The following proposition states, roughly speaking, that for the BSDEs considered here it is sufficient to find solution processes of a BSDE in the (larger) space $\documentclass[12pt]{minimal}
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**Proposition 4.1** {#d29e14400}
-------------------

If $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(Y,Z,U)\in L^{2}(W)\times L^{2}(W)\times L^{2}\left (\tilde {N}\right)$\end{document}$ is a triplet of processes that satisfies the BSDE (*ξ*,*f*) with *ξ*∈*L*^2^ and (A1), (A2), then (*Y*,*Z*,*U*)is a solution to ([7](#Equ7){ref-type=""}), i.e., $\documentclass[12pt]{minimal}
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where *C*~*K*~ was defined in ([8](#Equ8){ref-type=""}) and *I*~*F*~ in ([6](#Equ6){ref-type=""}).

*Proof* {#d29e14731}
-------

Since (*Y*,*Z*,*U*) satisfies ([7](#Equ7){ref-type=""}), it holds that $$\documentclass[12pt]{minimal}
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We apply the first inequality of ([14](#Equ14){ref-type=""}), where *Y*~*t*~ takes the role of *a*, to get for an arbitrary *R*\>0: $$\documentclass[12pt]{minimal}
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We estimate with the help of the inequalities ([14](#Equ14){ref-type=""}), $$\documentclass[12pt]{minimal}
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Since *Y* is a càdlàg process, we may apply ([46](#Equ47){ref-type=""}) from the appendix which leads to $$\documentclass[12pt]{minimal}
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The inequality (*a*+*b*)^2^≤2*a*^2^+2*b*^2^ and then Doob's martingale inequality used on $$\documentclass[12pt]{minimal}
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yield, since a.s. *R*~0~≤5+*C*~*K*~ and $\documentclass[12pt]{minimal}
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For a progressively measurable process *η*, which we will determine later, Itô's formula implies that $$\documentclass[12pt]{minimal}
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By (A2) and ([14](#Equ14){ref-type=""}), we have $$\documentclass[12pt]{minimal}
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We use this estimate for *R*=2, and taking the expectation in ([17](#Equ17){ref-type=""}), we have $$\documentclass[12pt]{minimal}
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Then, we choose *η*(*s*)=2(*K*~1~(*s*)+2*K*~2~(*s*)^2^) and subtract the terms containing *Y*,*Z*, and *U* from the left hand side of ([19](#Equ19){ref-type=""}). Moreover, we apply the first inequality of ([14](#Equ14){ref-type=""}) to the term containing the supremum. It follows that $$\documentclass[12pt]{minimal}
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Hence, by ([20](#Equ20){ref-type=""}) and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\int _{0}^{T}\eta (\tau)d\tau \le 4C_{K}$\end{document}$ a.s., we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{array}{@{}rcl@{}}  \mathbb{E}\int_{0}^{T} \left({|Z_{s}|}^{2} +\|U_{s}\|^{2}\right)ds \leq 2 e^{4C_K} \mathbb{E} |\xi|^{2}+ 2R e^{8C_K} \mathbb{E} I_{F}^{2}+\frac{2}{R}\mathbb{E}\sup_{t\in{[0,T]}}|Y_{t}|^{2}. \end{array} $$ \end{document}$$

Now, we can plug in ([21](#Equ21){ref-type=""}) into ([15](#Equ15){ref-type=""}) and vice versa which yields for *R*:=48*c*~1~ that $$\documentclass[12pt]{minimal}
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Using ([16](#Equ16){ref-type=""}) it is easy to see that there exists a constant *C*~1~\>0 such that each factor in front of the expectations on the right side of the previous two inequalities is less than $\documentclass[12pt]{minimal}
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Our next proposition will be an *L*^2^ a-priori estimate for BSDEs of our type. For the Brownian case, *L*^*p*^ a-priori estimates are done for *p*∈\[1,*∞*\[ in [@CR5], and for quadratic BSDEs, for *p*∈\[2,*∞*\[ in [@CR15]. For BSDEs with jumps, for *p*∈\]1,*∞*\[, see Kruse and Popier ([@CR19], [@CR20]); while [@CR3] contains an a-priori estimate w.r.t. *L*^*∞*^. The following assertion is similar to (Barles et al. ([@CR2]), Proposition 2.2), but fits our extended setting.

**Proposition 4.2** {#d29e20092}
-------------------

Let *ξ*,*ξ*^′^∈*L*^2^ and let *f*,*f*^′^ be two generator functions satisfying (A1)--(A3), where the bounds in (A2) and the coefficients in (A3) may differ for *f* and *f*^′^. The coefficients of *f*^′^ in (A3) will be referred to as *α*^′^ and *β*^′^. Moreover, let the triplets (*Y*,*Z*,*U*) and $\documentclass[12pt]{minimal}
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Then, $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{array}{@{}rcl@{}} &\|Y-Y^{\prime}\|^{2}_{L^{2}(W)} +\left\|Z-Z^{\prime}\right\|_{L^{2}(W) }^{2} + \left\|U-U^{\prime}\right\|_{L^{2}(\tilde N) }^{2} \\ &\leq h\left(a,b,\mathbb{E}|\xi-\xi^{\prime}|^{2}+2\mathbb{E}\!\int_{0}^{T}\!|Y_{t}-Y^{\prime}_{t}|\left|f(t,Y_{t},Z_{t},U_{t})-f^{\prime}(t,Y_{t},Z_{t},U_{t})\right|dt\right)\!, \end{array} $$ \end{document}$$
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*Proof* {#d29e20710}
-------

We start with the following observation gained by Itô's formula for the difference of the BSDEs (*ξ*,*f*) and (*ξ*^′^,*f*^′^). We denote differences of expressions by *Δ*. If *η*=4*β*^′^(*s*)^2^, we have analogously to ([17](#Equ17){ref-type=""}) $$\documentclass[12pt]{minimal}
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By the same reasoning as for ([18](#Equ18){ref-type=""}), we have $\documentclass[12pt]{minimal}
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                \begin{document} $$ {\begin{aligned} \Delta Y_{s} (f^{\prime}(s,Y_{s},Z_{s},U_{s})&-f^{\prime}(s,Y^{\prime}_{s},Z^{\prime}_{s}, U^{\prime}_{s})) \le \alpha^{\prime}(s)\rho\left(|\Delta Y_{s}|^{2}\right)+\beta^{\prime}(s)|\Delta Y_{s}|(|\Delta Z_{s}|\\ &+\|\Delta U_{s}\|) \le\! \alpha^{\prime}(s)\rho\left(|\Delta Y_{s}|^{2}\right)\\ &+ \frac{ \beta^{\prime}(s)^{2}|\Delta Y_{s}|^{2}}{R}\! +\!\frac{R \left(|\Delta Z_{s}|^{2}+\|\Delta U_{s}\|^{2}\right)}{2}. \end{aligned}}  $$ \end{document}$$

Taking the expectation in ([22](#Equ22){ref-type=""}) and then using ([23](#Equ23){ref-type=""}) with *R*=1 (such that we can cancel out the terms with *Z* and *U* on the left side), leads to $$\documentclass[12pt]{minimal}
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                \begin{document} $${\begin{aligned} \mathbb{E} e^{\int_{0}^{t}\eta(s)ds}|\Delta Y_{t}|^{2}&+\mathbb{E} \int_{t}^{T} e^{\int_{0}^{s}\eta(\tau)d\tau}\eta(s)|\Delta Y_{s}|^{2}ds \leq\mathbb{E} e^{\int_{0}^{T}\eta(s)ds}|\Delta\xi|^{2}\\ & +\mathbb{E}\int_{t}^{T} 2 e^{\int_{0}^{s}\eta(\tau)d\tau}\Delta Y_{s} \cdot(\Delta f)(s,Y_{s},Z_{s},U_{s})ds\\ & +\mathbb{E}\int_{t}^{T} e^{\int_{0}^{s}\eta(\tau)d\tau}\left(2\alpha^{\prime}(s)\rho\left(|\Delta Y_{s}|^{2}\right)+ \beta^{\prime}(s)^{2}|\Delta Y_{s}|^{2}\right)ds. \end{aligned}} $$ \end{document}$$
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                \begin{document} $${\begin{aligned} E|\Delta Y_{t}|^{2}&\leq e^{4b}\left(\mathbb{E} |\Delta\xi|^{2} +\mathbb{E}\int_{t}^{T} 2|\Delta Y_{s}| |(\Delta f)(s,Y_{s},Z_{s},U_{s})|ds\right)\\ &+e^{4b}\int_{t}^{T} 2\alpha^{\prime}(s)\rho\left(\mathbb{E}|\Delta Y_{s}|^{2}\right)ds, \end{aligned}} $$ \end{document}$$ since *ρ* is a concave function.

By Proposition [5.2](#Sec8){ref-type="sec"}, a backward version of the Bihari--LaSalle inequality, shows $$\documentclass[12pt]{minimal}
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We subtract the quadratic terms with *ΔY*,*ΔZ*, and *ΔU* which appear on the right hand side. This results in the inequality $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{@{}rcl@{}} & \mathbb{E}\int_{t}^{T} e^{\int_{0}^{s}\eta(\tau)d\tau}\left(|\Delta Z_{s}|^{2}+\|\Delta U_{s}\|^{2}\right)ds\\ &\leq 2\left(\mathbb{E} e^{\int_{0}^{T}\eta(s)ds}|\Delta\xi|^{2} +\mathbb{E}\int_{t}^{T} 2 e^{\int_{0}^{s}\eta(\tau)d\tau}|\Delta Y_{s}| \cdot|(\Delta f)(s,Y_{s},Z_{s},U_{s})|ds\right.\\ &\quad\quad\left.+\mathbb{E}\int_{t}^{T}\! e^{\int_{0}^{s}\eta(\tau)d\tau}2\alpha^{\prime}(s)\rho\left(|\Delta Y_{s}|^{2}\right))ds\right). \end{array} $$ \end{document}$$
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                \begin{document} $$\begin{array}{@{}rcl@{}} &\mathbb{E}\int_{t}^{T} e^{\int_{0}^{s}\eta(\tau)d\tau}\left(|\Delta Z_{s}|^{2}+\|\Delta U_{s}\|^{2}\right)ds \\ &\leq 2e^{4b}\left(\mathbb{E}|\Delta\xi|^{2} +\mathbb{E}\int_{t}^{T} 2|\Delta Y_{s}| \cdot|(\Delta f)(s,Y_{s},Z_{s},U_{s})|ds\right.\\ &\quad +2\int_{t}^{T} \alpha^{\prime}(s)ds \, {\rho}\left.\left(\underset{s\in{[0,T]}}{\sup}\mathbb{E}|\Delta Y_{s}|^{2}\right)\right), \end{array} $$ \end{document}$$
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so that ([24](#Equ24){ref-type=""}) reads now as $\documentclass[12pt]{minimal}
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Note that the integral condition on *ρ* implies that, if the argument of *G* approaches zero, then the right hand side vanishes. □

The following Lemma will be used to estimate the expectation of integrals which contain \|*Y*~*s*~\|^2^.

**Lemma 4.3** {#d29e24484}
-------------

Let *ξ*∈*L*^2^ and assume that (A1) and (A2) hold. If (*Y*,*Z*,*U*) is a solution to (*ξ*,*f*) and *H* is a nonnegative, progressively measurable process with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\left \|\int _{0}^{T} H(s)ds \right \|_{\infty } < \infty,$\end{document}$ then $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$  \begin{aligned} \mathbb{E} \int_{0}^{T} H(s) |Y_{s}|^{2}ds\leq \,& e^{2C_{K}} \mathbb{E}\int_{0}^{T} H(s)ds|\xi|^{2}\\ &+ 2 e^{2C_{K}} \left \|\int_{0}^{T} H(s)ds \cdot I_{F}\right\|_{2}\|Y\|_{\mathcal{S}^{2}}. \end{aligned}  $$ \end{document}$$

*Proof* {#d29e24734}
-------

From the relations ([17](#Equ17){ref-type=""}), ([18](#Equ18){ref-type=""}) and integration by parts applied to the term $\documentclass[12pt]{minimal}
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We take expectations and rearrange the equation so that $$\documentclass[12pt]{minimal}
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By Assumption (A2) and ([14](#Equ14){ref-type=""}), we have $$\documentclass[12pt]{minimal}
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□

Proofs of Theorems 3.1 and 3.4 {#Sec5}
==============================

Proof of Theorem 3.1 {#Sec6}
--------------------

Step 1: Uniqueness

Uniqueness of the solution is a consequence of Proposition 4.2, since the terms \|*ξ*−*ξ*^′^\| and \|*f*(*s*,*Y*~*s*~,*Z*~*s*~,*U*~*s*~)−*f*^′^(*s*,*Y*~*s*~,*Z*~*s*~,*U*~*s*~)\| are zero.

The proof of existence will be split up in further steps.

Step 2:

In this step, we construct an approximating sequence of generators *f*^(*n*)^ for *f* and show several estimates for the solution processes (*Y*^*n*^,*Z*^*n*^,*U*^*n*^) to the BSDEs (*ξ*,*f*^(*n*)^).

For *n*≥1, define *c*~*n*~(*z*):= min(max(−*n*,*z*),*n*) and $\documentclass[12pt]{minimal}
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Note that *f*^(*n*)^ satisfies (A1)--(A4), with the same coefficients as *f*. Moreover, by (A4), *f*^(*n*)^ satisfies a Lipschitz condition with respect to *u* (see Remark 3.2). Thus, thanks to (Yin and Mao ([@CR35]), Theorem 2.1), (*ξ*,*f*^(*n*)^) has a unique solution (*Y*^*n*^,*Z*^*n*^,*U*^*n*^). Moreover, by Proposition 4.1, we get that $$\documentclass[12pt]{minimal}
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uniformly in *n*. This implies that the families $$\documentclass[12pt]{minimal}
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Step 3:

The goal of this step is to use Proposition 4.2 to get convergence of (*Y*^*n*^,*Z*^*n*^,*U*^*n*^)~*n*~ in $\documentclass[12pt]{minimal}
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Step 4:

In the final step, we want to show that (*Y*,*Z*,*U*) solves (*ξ*,*f*). For the approximating sequence $\documentclass[12pt]{minimal}
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The estimates are similar as in the previous step. Thanks to ([31](#Equ31){ref-type=""}), we have $\documentclass[12pt]{minimal}
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and again by ([31](#Equ31){ref-type=""}), we have convergence to zero along the subsequence (*n*~*k*~).

We continue showing the convergence of the second term in ([33](#Equ33){ref-type=""}). We extract a sub-subsequence of (*n*~*k*~)~*k*≥1~, which we call---slightly abusing the notation---again (*n*~*k*~)~*k*≥1~ such that $\documentclass[12pt]{minimal}
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By dominated convergence and the continuity of *f*, $$\documentclass[12pt]{minimal}
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since by (A2) we can bound the integrand by $$\documentclass[12pt]{minimal}
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Then, the remaining terms of ([34](#Equ34){ref-type=""}) are bounded by $$\documentclass[12pt]{minimal}
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Hence, for *δ*~*n*~ defined in ([33](#Equ33){ref-type=""}), we have that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${\lim }_{k\to \infty } \delta _{n_{k}}=0,$\end{document}$ which implies $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $${\lim}_{k\to\infty}\mathbb{E}\left|\int_{t}^{T} f^{(n_{k})}\left(s,Y^{n_{k}}_{s},Z^{n_{k}}_{s},U^{n_{k}}_{s}\right)ds-\int_{t}^{T} f(s,Y_{s},Z_{s},U_{s})ds\right|=0. $$ \end{document}$$
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Thus, for the original sequence, a.s. $$\documentclass[12pt]{minimal}
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Proof of Theorem 3.4 {#Sec7}
--------------------

We start with a preparatory lemma:

### **Lemma 5.1** {#d29e34000}

If *f* satisfies (A1)--(A4), then for all *n*≥0, *f*~*n*~ constructed in Definition 3.3 also satisfies (A1)--(A4) (with different coefficients).

### *Proof* {#d29e34018}

By definition, (*ω*,*t*)↦*f*~*n*~(*t*,*y*,*z*,*u*) is progressively measurable for all (*y*,*z*,*u*), thus (A1) is satisfied. The inequalities in (A2) and (A3) are a.s. satisfied, with coefficients $\documentclass[12pt]{minimal}
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It remains to show a.s. continuity of *f*~*n*~ in the (*y*,*z*,*u*)-variables required in (A3) for a.e. *t*. In (Ylinen ([@CR36]), Proposition 7.3), this was shown by the fact that the approximation of the generators appearing there can be done using spaces of continuous functions. However, since our situation involves *L*^2^(*ν*), a non-locally compact space, we can not easily adapt the proof from [@CR36] and therefore we will use different means.

Let D\[0,*T*\] be the space of càdlàg functions endowed by the Skorohod metric (which makes this space a Polish space). The Borel *σ*-algebra $\documentclass[12pt]{minimal}
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By this identification, we define a filtration on this space through $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{array}{@{}rcl@{}} \mathcal{G}_{t}=\sigma\left(\mathcal{B}\left(\mathrm{D}{[0,t]}\right)\cup \mathcal{N}_{X}{[0,T]}\right), \quad 0\leq t\leq T, \end{array} $$ \end{document}$$
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According to (Steinicke ([@CR32]), Theorem 3.4), which is a generalization of Doob's factorization lemma to random variables depending on parameters, there is a $\documentclass[12pt]{minimal}
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We consider a Borel set *M*~*T*~ of *t*∈\[0,*T*\] for which *f* is continuous in (*y*,*z*,*u*) and for which it holds that *f* has an integrable bound: $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{@{}rcl@{}}  \mathbb{E} |f(t,y,z,u)| \le \mathbb{E} F(t) + \mathbb{E} K_{1}(t)|y|+ \mathbb{E} K_{2}(t)(|z|+\|u\|) < \infty. \end{array} $$ \end{document}$$

From (A3) and ([9](#Equ9){ref-type=""}) it follows that one can choose *M*~*T*~ such that *λ*(*M*~*T*~)=*T*.

For a fixed *t*∈*M*~*T*~ we define the function $$\documentclass[12pt]{minimal}
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                \begin{document} $$ H:\Omega\times B_{N}\times B^{\prime}_{N}\to\mathbb{R}, (\omega,a,\varphi)\mapsto \begin{array}{ll} {\lim}_{m\to\infty}f_{n}(\omega,t,a_{m}+\varphi), & \quad \text{ if it exists}\\ 0, & \quad \text{else}. \end{array}  $$ \end{document}$$

The set, where the limit exists is measurable, since it can be written as $$\documentclass[12pt]{minimal}
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Therefore, *H* can be written as the pointwise limit of measurable functions and is thus measurable.

We now know that, for a fixed pair $\documentclass[12pt]{minimal}
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Thus, by ([36](#Equ36){ref-type=""}) $$\documentclass[12pt]{minimal}
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By the continuity of *f* and the dominated convergence theorem for conditional expectations, we infer that up to a null set $\documentclass[12pt]{minimal}
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In other words, on the complement of *M*(*a*,*φ*), we have *H*(*ω*,*a*,*φ*)=*f*~*n*~(*ω*,*t*,*φ*). This means that *H* and *f*~*n*~(·,*t*,·) are "versions" of each other. What we need is "indistinguishability" of the processes.
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which is also satisfied $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathbb {P}$\end{document}$-a.s. This equality means, that $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$H(\omega,A(\omega),\Phi(\omega))= f_{n}(\omega, t,\Phi(\omega)),\quad a.s.$$ \end{document}$$
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Note that *P* is a Borel set and therefore especially analytic, since *H* and *f*~*n*~(·,*t*,·) (interpreted as a constant map w.r.t. *a*) are measurable functions in (*ω*,*a*,*φ*). Since for this choice of $\documentclass[12pt]{minimal}
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### *Proof* {#d29e37600}

Step 1:

If *f* satisfies (A1)--(A4), by Lemma 5.1 all *f*~*n*~ do so as well. In this case, for all *n*≥0, the equations $\documentclass[12pt]{minimal}
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Now, we can conduct exactly the same steps as in the standard procedure used in the proof of Proposition 4.2. This means that $\documentclass[12pt]{minimal}
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does, which we will show in the following steps.

Step 2:

In this step, we show that the solution processes (*Y*^*n*^,*Z*^*n*^,*U*^*n*^) satisfy the estimate $$\documentclass[12pt]{minimal}
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This, as in the proof of Theorem 3.1, leads to the uniform integrability of the processes (\|*Y*^*n*^\|,*n*≥0) and (\|*Z*^*n*^\|+∥*U*^*n*^∥,*n*≥0) with respect to $\documentclass[12pt]{minimal}
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Doob's martingale inequality applied to $\documentclass[12pt]{minimal}
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follows from martingale convergence and Jensen's inequality and implies uniform integrability of the processes $\documentclass[12pt]{minimal}
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Step 3:

In this step, we show the convergence ([38](#Equ39){ref-type=""}). From martingale convergence, we get that for all *t*∈\[0,*T*\], $\documentclass[12pt]{minimal}
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since the integrals form a uniformly integrable sequence with respect to $\documentclass[12pt]{minimal}
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can be made arbitrarily small by the choice of *K*\>0, uniformly in *n*. Again by (A2) and using the notation $\documentclass[12pt]{minimal}
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dominated convergence is applicable to the last expression in ([45](#Equ46){ref-type=""}). The first summand containing *ξ* can be treated in the same way.
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Step 5:
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Appendix {#Sec8}
========

**The Bihari--LaSalle inequality.** For the Bihari--LaSalle inequality we refer to (Mao ([@CR22]), pp. 45-46). Here, we formulate a backward version of it which has been applied in Yin and Mao ([@CR35]). The proof is analogous to that in [@CR22].

**Proposition 5.2** {#d29e46210}
-------------------

Let *c*\>0. Assume that *ρ*:\[0,*∞*\[→\[0,*∞*\[ is a continuous and non-decreasing function such that *ρ*(*x*)\>0 for all *x*\>0. Let *K* be a non-negative, integrable Borel function on \[0,*T*\], and *y* a non-negative, bounded Borel function on \[0,*T*\], such that $$\documentclass[12pt]{minimal}
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and *G*^−1^ is the inverse function of *G*.Especially, if *ρ*(*r*)=*r* for *r*∈\[0,*∞*\[, it holds that $$\documentclass[12pt]{minimal}
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**The Jankov--von Neumann theorem.** If *X* and *Y* are sets and *P*⊆*X*×*Y*, then *P*^∗^⊆*P* is called a *uniformization* of *P* if and only if *P*^∗^ is the graph of a function *f*:proj~*X*~(*P*)→*Y*, i.e., *P*^∗^={(*x*,*f*(*x*)):*x*∈proj~*X*~(*P*)}. Such a function *f* is called a *uniformizing function* for *P*. Let $\documentclass[12pt]{minimal}
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                \begin{document}$ \Sigma _{1}^{1}(X)$\end{document}$ denote the class of analytic subsets of *X*. The following theorem can be found, for example, in (Kechris ([@CR18]), Theorem 18.1).

**Theorem 5.3** {#d29e46685}
---------------

(Jankov--von Neumann theorem) Assume that *X* and *Y* are standard Borel spaces and *P*⊆*X*×*Y* is an analytic set. Then, *P* has a uniformizing function that is $\documentclass[12pt]{minimal}
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