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Abstract
Aggregation sets, which represent model uncertainty due to unknown dependence, are an important
object in the study of robust risk aggregation. In this paper, we investigate ordering relations between
two aggregation sets for which the sets of marginals are related by two simple operations: distribution
mixtures and quantile mixtures. Intuitively, these operations “homogenize” marginal distributions by
making them similar. As a general conclusion from our results, more “homogeneous” marginals lead to
a larger aggregation set, and thus more severe model uncertainty, although the situation for quantile
mixtures is much more complicated than that for distribution mixtures. We proceed to study inequalities
on the worst-case values of risk measures in risk aggregation, which represent conservative calculation
of regulatory capital. Among other results, we obtain an order relation on VaR under quantile mixture
for marginal distributions with monotone densities. Numerical results are presented to visualize the
theoretical results and further inspire some conjectures. Finally, we discuss the connection of our results
to joint mixability and to merging p-values in multiple hypothesis testing.
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1 Introduction
Robust risk aggregation has been studied extensively with applications in banking and insurance. A
typical problem in this area is to compute the worst-case values of some risk measures for an aggregate loss
with unknown dependence structure. Two popular regulatory risk measures used in industry are Value-at-
Risk (VaR) and the Expected Shortfall (ES); see McNeil et al. (2015) and the references therein. The worst-
case value of ES in risk aggregation is explicit since ES is a coherent risk measure (Artzner et al. (1999)),
whereas the worst-case value of VaR in risk aggregation generally does not admit analytical formulas, which
is a known challenging problem (see e.g., Embrechts et al. (2013, 2015)). See Cai et al. (2018) on robust risk
aggregation for general risk measures, and Eckstein et al. (2020) on computation of robust risk aggregation
using neural networks.
The above robust risk aggregation problem takes a supremum over an aggregation set, the most impor-
tant object of this paper. Fix an atomless probability space (Ω,F ,P) and letM be the set of cdfs1 on R. For
F ∈ M, X ∼ F means that the cdf of a random variable X is F . Moreover, let M1 denote the set of cdfs
on R with finite mean. For F = (F1, . . . , Fn) ∈M
n, the aggregation set (Bernard et al. (2014)) is defined as
Dn(F) = {cdf of X1 + · · ·+Xn : Xi ∼ Fi, i = 1, . . . , n}.
The obvious interpretation is that Dn(F) fully describes model uncertainty associated with known marginal
distributions F1, . . . , Fn but unknown dependence structure. The separate modeling of marginals and de-
pendence is a standard practice in quantitative risk modeling, often involving copula techniques; see e.g.,
McNeil et al. (2015). An analytical characterization of Dn(F) for a given F is very difficult and challenging.
The only available analytical results are in Mao et al. (2019) for standard uniform marginals.
The main objective of this paper is to compare model uncertainty of risk aggregation for F,G ∈ Mn
which represent two possible models of marginals. The strongest form of comparison is set inclusion between
two aggregation sets Dn(F) and Dn(G). It turns out that such a strong relation may be achievable if
F,G ∈ Mn are related by the simple operations of distribution mixtures and quantile mixtures. Both types
of operations are common in statistics and risk management, as they correspond to simple operations on
the parameters in statistical models or on portfolio construction. Moreover, if G is obtained from F via a
distribution or quantile mixture, then the mean (assumed to be finite) of any element of Dn(G) is the same
as that of any element of Dn(F), making the comparison fair. To the best of our knowledge, this paper
is the first systematic study on the order relation between Dn(F) and Dn(G) for different F and G, thus
comparing model uncertainty at the level of all possible distributions.
In some cases, a strong comparison via set inclusion is not possible, but we can compare values of a
chosen risk measure. For a law-invariant risk measure2 ρ :M→ R, we denote by ρ(F) the worst-case value
1In this paper, we treat probability measures on B(R) and cdfs on R as equivalent objects.
2We conveniently treat law-invariant risk measures as mappings onM, although it is conventional to treat them as mappings
on a space of random variables. The two settings are equivalent for law-invariant risk measures.
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of ρ in risk aggregation for F ∈Mn, that is,
ρ(F) = sup{ρ(F ) : F ∈ Dn(F)}.
We shall compare ρ(F) with ρ(G), thus the worst-case values of a risk measure under model uncertainty,
which usually represent conservative calculation of regulatory risk capital (e.g., Embrechts et al. (2013)).
Certainly, Dn(F) ⊂ Dn(G) implies ρ(F) 6 ρ(G) for all risk measures ρ, implying that the first comparison
is stronger than the second one.3
Our study brings insights to two relevant problems in risk management. First, suppose that F andG are
two possible statistical models for the marginal distributions in a risk aggregation setting. Our results allow
for a comparison of model uncertainty associated with the two models, regardless of the choice of risk mea-
sures. Although a completely unknown dependence structure is sometimes unrealistic, it is commonly agreed
that the dependence structure in a risk model is difficult to accurately specify (e.g., Embrechts et al. (2013)
and Bernard et al. (2017)). Hence, a comparison of the magnitude of model uncertainty is an important
practical issue. On the other hand, the general conclusions remain valid even if the marginal distributions
are not completely specific (see the discussion in Section 9 on the presence of marginal uncertainty), and
thus the assumption of known marginal distributions in our study is not harmful.
Second, our results provide an analytical way to establish inequalities on the worst-case risk measures
in the form ρ(F) 6 ρ(G). Sometimes the worst-case risk measure is difficult to calculate for F, but it may
be easier to calculate for G. For instance, formulas on worst-case VaR are available for some homogenous
marginal distributions in Wang et al. (2013) and Puccetti and Ru¨schendorf (2013), but explicit results on
heterogeneous marginal distributions are limited (see Blanchet et al. (2020) for a recent treatment). There-
fore, we can use the analytical formula ρ(G), if available, as an upper bound on ρ(F), and this leads to
interesting applications in other fields; see Section 7 for an application in multiple hypothesis testing and
Section 8 for a connection to joint mixability.
Our theoretical contributions are briefly summarized below. In Sections 2 and 3, we analyze general
relations on distribution and quantile mixtures. The general message of our results is that the more “ho-
mogeneous” the distribution tuple is, the larger its corresponding aggregation set Dn is. In particular,
the set inclusion is established for any tuples connected by distribution mixtures in Theorem 1; that is,
Dn(F) ⊂ Dn(G) if G is a distribution mixture of F. The problem for quantile mixtures is much more
challenging. The set inclusion is established for uniform marginals in Proposition 2. For other families of
distributions, such a general relationship does not hold, as discussed with some examples.
In Section 4, we obtain inequalities between the worst-case values of some risk measure ρ in risk ag-
gregation with marginals related by distribution or quantile mixtures. Although quantile mixtures do not
satisfy the relationship Dn(F) ⊂ Dn(G) in general, we can prove an order property between ρ(G) and ρ(F)
for commonly used risk measures. Most remarkably, in Theorem 3, we show that under a monotone density
3In this paper, the set inclusion “⊂” is non-strict; the strict set inclusion is “(”. Similarly, the terms “increasing” and
“decreasing” are in the non-strict sense.
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assumption, VaR satisfies this order property for a quantile mixture. Section 5 is dedicated to the most
interesting special case of Pareto risk aggregation, with a special focus on the case of infinite mean.
Numerical results are presented in Section 6 to illustrate the obtained results. An application to multiple
hypothesis testing is presented in Section 7 and some further technical discussions on distribution and quantile
mixtures are put in Section 8. Section 9 concludes the paper by presenting several open mathematical
challenges related to quantile mixtures. Some proofs and further properties of Pareto risk aggregation are
put in the Appendix.
2 Distribution mixtures
We first summarize some simple properties of Dn that will be useful. For these properties, see Theorem
2.1 and Remark 2.2 of Bernard et al. (2014).
Lemma 1. For F,G ∈ Mn, λ ∈ [0, 1] and an n-permutation σ, the following hold.
(i) Dn(F) = Dn(σ(F)).
(ii) λDn(F) + (1 − λ)Dn(G) ⊂ Dn(λF+ (1 − λ)G). In particular,
(a) λDn(F) + (1− λ)Dn(F) = Dn(F).
(b) Dn(F) ∩ Dn(G) ⊂ Dn(λF+ (1 − λ)G).
We briefly fix some notation and convention. Let ∆n be the standard simplex given by ∆n = {(λ1, . . . , λn) ∈
[0, 1]n :
∑n
i=1 λi = 1}. Recall that a doubly stochastic matrix is a square matrix of nonnegative real numbers,
each of whose rows and columns sums to 1 (i.e. each row or column is in ∆n). Denote by Qn the set of n×n
doubly stochastic matrices. All vectors should be treated as column vectors. For λ = (λ1, . . . , λn) ∈ ∆n and
F = (F1, . . . , Fn) ∈ M
n, their dot product is λ ·F =
∑n
i=1 λiFi ∈ M. For a matrix Λ = (λ1, . . . ,λn)
⊤ ∈ Qn
and F ∈Mn, their product is ΛF = (λ1 · F, . . . ,λn ·F) ∈M
n.
The vector ΛF is a distribution mixture of F, and we will call it the Λ-mixture of F to emphasize the
reliance on Λ. Indeed, ΛF can be seen as a vector of weighted averages of F. In particular, by choosing
Λ = ( 1n )n×n, we get the vector (F, . . . , F ) where F is the average of components of F. Note that if F ∈ M
n
1 ,
then the mean of any element of Dn(F) is the same as that of Dn(ΛF).
The first result below suggests that the set of aggregation for a tuple of distributions is smaller than
that for the weighted averages. The proof is elementary, but the result allows us to observe the important
phenomenon that more homogeneous marginals lead to a larger aggregation set.
Theorem 1. For F ∈ Mn and Λ ∈ Qn, Dn(F) ⊂ Dn(ΛF).
Proof. Let Π1, . . . ,Πn! be all different n-permutation matrices, i.e. ΠkF is a permutation of F. By Birkhoff’s
Theorem (Theorem 2.A.2 of Marshall et al. (2011)), the set Qn of doubly stochastic matrices is the convex
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hull of permutation matrices, that is, for any Λ ∈ Qn, there exists (λ1, . . . , λn!) ∈ ∆n!, such that
Λ =
n!∑
k=1
λkΠk.
Note that Dn(F) = Dn(ΠkF) for k = 1, . . . , n! by Lemma 1 (i). Further, by Lemma 1 (ii-b), we have,
Dn(F) =
n!⋂
k=1
Dn(ΠkF) ⊂ Dn
(
n!∑
k=1
λkΠk(F)
)
= Dn(ΛF).
This completes the theorem.
Corollary 1. For F = (F1, . . . , Fn) ∈M
n and Λ ∈ Qn, Dn(ΛF) ⊂ Dn(F, . . . , F ) where F =
1
n
∑n
i=1 Fi.
By taking Λ as the identity in Corollary 1, we obtain the set inclusion Dn(F) ⊂ Dn(F, . . . , F ), which
was given in Theorem 3.5 of Bernard et al. (2014) to find the bounds on VaR for heterogeneous marginal
distributions.
The doubly stochastic matrices are closely related to majorization order. For λ,γ ∈ Rn, we say that λ
dominates γ in majorization order, denoted by γ ≺ λ, if
∑n
i=1 φ(γi) 6
∑n
i=1 φ(λi) for all continuous convex
functions φ. There are several equivalent conditions for this order; see Section 1.A.3 of Marshall et al. (2011).
One equivalent condition that is relevant to Theorem 1 is that γ ≺ λ if and only if there exists Λ ∈ Qn
such that γ = Λλ. We can similarly define majorization order between F,G ∈ Mn, denoted by G ≺ F, if
G = ΛF for some Λ ∈ Qn. Then, we have the following corollary.
Corollary 2. For F,G ∈Mn, if G ≺ F, then Dn(F) ⊂ Dn(G).
Example 1 (Bernoulli distributions). We apply Theorem 1 to Bernoulli distributions. Let Bp be the
Bernoulli distribution with parameter p ∈ [0, 1]. Note that a mixture of Bernoulli distributions is still
Bernoulli, and Λ(Bp1 , . . . , Bpn) = (Bq1 , . . . , Bqn) where q = Λp. Therefore, for any p,q ∈ [0, 1]
n with q ≺ p,
we have Dn(Bp1 , . . . , Bpn) ⊂ Dn(Bq1 , . . . , Bqn). This result will be used later to discuss joint mixability (see
Section 8) of Bernoulli distributions.
Next, we discuss how Λ-mixtures affect the lower sets with respect to convex order. A distribution
F ∈M1 is called smaller than a distribution G ∈ M1 in convex order, denoted by F ≺cx G, if
∫
φdF 6
∫
φdG for all convex φ : R→ R, (1)
provided that both integrals exist (finite or infinite); see Mu¨ller and Stoyan (2002) and Shaked and Shanthikumar
(2007) for an overview on convex order and the related notion of second-order stochastic dominance. For a
given distribution F ∈ M1, denote by C(F ) the set of all distributions in M1 dominated by F in convex
order, that is,
C(F ) = {G ∈M1 : G ≺cx F}.
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For any distributions F and G, we denote by F ⊕ G the distribution with quantile function F−1 + G−1.4
Moreover, define
C(F1, . . . , Fn) = C(F1 ⊕ · · · ⊕ Fn).
The following lemmas give a simple link between the sets Dn and C; see e.g., Lemma 1 of Mao et al. (2019).
Lemma 2. For F ∈ Mn1 , Dn(F) ⊂ C(F).
Similarly to the set Dn(F) in Theorem 1, C(F) also satisfies an order with respect to Λ-mixture.
Theorem 2. For F ∈ Mn1 and Λ ∈ Qn, we have C(F) ⊂ C(ΛF).
Proof. Note that F1 ⊕ · · · ⊕ Fn ∈ Dn(F) since F1 ⊕ · · · ⊕ Fn corresponds to the sum of comonotonic ran-
dom variables with respective distributions F1, . . . , Fn. Using Theorem 1 and Lemma 2, we have Dn(F) ⊂
Dn(ΛF) ⊂ C(ΛF). Hence, C(F) ⊂ C(ΛF).
3 Quantile mixtures
In Section 2, we have seen a set inclusion between Dn(F) and Dn(G) where G is a distribution mixture
of F. The general message from Theorem 1 is that distribution mixtures enlarge the aggregation sets.
As distribution mixture corresponds to the arithmetic average of distribution functions, it would then be
of interest to see whether a “harmonic average” of F1, . . . , Fn would give similar properties. By saying
“harmonic average” of F1, . . . , Fn, we mean the distribution F with F
−1 = 1n
∑n
i=1 F
−1
i , i.e., the average of
quantiles. We shall call this type of average as quantile mixture.
In many statistical applications, marginal distributions of a multi-dimensional object are modelled in
the same location-scale family (such as Gaussian, elliptical, or uniform family). The quantile mixture of such
distributions is still in the same family, whereas the distribution mixture is typically no longer in the family.
Moreover, a quantile mixture also corresponds to the combination of comonotonic random variables (such as
combining an asset price with a call option on it), and hence finds its natural position in finance. As such,
it is rather important and practical to consider quantile mixtures.
Remark 1. The two types of mixtures are both basic operations on distributions and often lead to qualitatively
very different mathematical results. As a famous example in decision theory, the axiom of linearity on
distribution mixtures leads to the classic von Neumann-Morgenstern expected utility theory, whereas the
axiom of linearity on quantile mixtures leads to the dual utility theory of Yaari (1987).
For a matrix Λ of non-negative elements (not necessarily in Qn) and F ∈ M
n, let Λ ⊗ F be a vector
of distributions G such that componentwise, G−1 is equal to ΛF−1. If Λ ∈ Qn, we call G = Λ ⊗ F the
Λ-quantile mixture of F. If F ∈Mn1 , then the mean of any element of Dn(F) is the same as that of Dn(Λ⊗F),
4In other words, F ⊕G is the distribution of the sum of two comonotonic random variables with respective distributions F
and G. Two random variables X and Y are said to be comonotonic, if there exists a random variable U and two increasing
functions f, g such that X = f(U) and Y = g(U) almost surely. Such U can be chosen as U[0, 1] distributed, and f and g can
be chosen as the inverse distribution functions of X and Y , respectively.
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similarly to the case of distribution mixture. This suggests that one may compare Dn(F) with Dn(Λ ⊗ F),
just like what we did in Section 2 for distribution mixture.
The first natural candidates for us to look at are Dn(F1, . . . , Fn) and Dn(F, . . . , F ) where F
−1 =
1
n
∑n
i=1 F
−1
i , thus the quantile version of Corollary 1. Unfortunately, the setsDn(F1, . . . , Fn) andDn(F, . . . , F )
are not necessarily comparable, as seen from the following example.
Example 2. Take F1 as a binary uniform distribution (with probability 1/2 at each point) on {0, 1} and F2
as a binary uniform distribution on {0, 3}. Clearly, F is a binary uniform distribution on {0, 2}. D2(F1, F2)
contains distributions supported on {0, 1, 3, 4} and D2(F, F ) contains distributions supported on {0, 2, 4}.
Therefore, these two sets do not have a relation of set inclusion.
On the other hand, as a trivial example, if F2, . . . , Fn are point masses (without loss of generality, we as-
sume that they are point masses at 0), then F satisfies F−1 = F−11 /n. In this case, Dn(F1, . . . , Fn) = {F1} ⊂
Dn(F, . . . , F ) holds trivially. Therefore, we can expect that the inclusion Dn(F1, . . . , Fn) ⊂ Dn(F, . . . , F )
may hold under some special settings.
Below, we note that both Dn(F) and Dn(Λ⊗F) have the same convex-order maximal element. This is
in sharp contrast to the case of mixtures in Theorem 2. Proposition 1 can be verified directly by definition.
Proposition 1. For F ∈Mn1 and Λ ∈ Qn, we have C(F) = C(Λ⊗ F).
As we see from Example 2, Dn(F) and Dn(Λ⊗F) are not necessarily comparable. In Mao et al. (2019),
a non-trivial result is established for the aggregation of standard uniform distributions, which leads to an
interesting observation along this direction.
Proposition 2. Suppose that F1, . . . , Fn are uniform distributions, n > 3, and Λ = (
1
n )n×n. Then Dn(F) ⊂
Dn(Λ ⊗ F).
Proof. Note that the components of Λ ⊗ F are uniform distributions with equal length. By Theorem 5 of
Mao et al. (2019), we have Dn(Λ⊗F) = Cn(Λ⊗F). Using Proposition 1, we have Cn(F) = Cn(Λ⊗F). Lemma
2 further yields Dn(F) ⊂ Cn(F). Putting the above results together, we obtain Dn(F) ⊂ Dn(Λ⊗ F).
It is unclear whether Dn(F) ⊂ Dn(Λ⊗F) under some other conditions, similarly to Proposition 2. Note
that the set inclusion Dn(F) ⊂ Dn(Λ⊗F) would help us to obtain semi-explicit formulas for bounds on risk
measures (such as VaR), since by choosing Λ = ( 1n )n×n, the marginal distributions of Λ ⊗ F are the same,
and formulas for VaR bounds in e.g., Wang et al. (2013) and Bernard et al. (2014) are applicable; see Section
4.
There are several sharp contrasts regarding distribution and quantile mixtures. In addition to the
contrast on order relations that we see from Theorem 1 and Example 2, the two notions also treat location
shifts on the marginal distributions very differently. This point will be explained in Section 8.1.
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4 Bounds on the worst-case values of risk measures
This section is dedicated to exploring the inequalities between the worst-cases value of risk measures in
risk aggregation with different marginal distribution tuples. Our main results in Sections 2 and 3 will help
to find the inequalities in Proposition 5.
4.1 Risk measures
We pay a particular attention to the popular regulatory risk measure VaR, which is a quantile functional.
For F ∈M, for p ∈ (0, 1), define the risk measure VaRp :M→ R as
VaRp(F ) = F
−1(p) = inf{x ∈ R : F (x) > p}.
Another popular regulatory risk measure is ESp :M1 → R for p ∈ (0, 1), given by
ESp(F ) =
1
1− p
∫ 1
p
F−1(u)du.
Given marginals F, the worst-case value of VaR in risk aggregation with unknown dependence structure is
then defined as
VaRp(F) = sup{VaRp(G) : G ∈ Dn(F)}.
In other words, VaRp(F) is the largest value of VaRp of the aggregate risk X1 + · · · +Xn over all possible
dependence structures among Xi ∼ Fi, i = 1, . . . , n. Similarly, the worst-case value of ES in risk aggregation
is defined as ESp(F) = sup{ESp(G) : G ∈ Dn(F)}.
The worst-case value of ES in risk aggregation is easy to calculate since ES is consistent with convex
order. On the other hand, worst-case value of VaR in risk aggregation generally does not admit any analytical
formula, which is a challenging problem; results under some specific cases are given in Wang et al. (2013),
Puccetti and Ru¨schendorf (2013) and Bernard et al. (2014). To obtain approximations for VaRp(F), one
may use the asymptotic equivalence between VaR and ES in Embrechts et al. (2015) and then directly apply
ES bounds, or use a numerical algorithm such as the rearrangement algorithm of Puccetti and Ru¨schendorf
(2012) and Embrechts et al. (2013).
We will discuss a general relationship on risk measures for different aggregation sets. A risk measure
is a functional ρ : Mρ → R, where Mρ ⊂ M is the set of distributions of some financial losses. For
instance, if ρ is the mean, then Mρ is naturally chosen as the set of distributions with finite mean. We
denote by ρ(F) the worst-case value of ρ in risk aggregation for F ∈ Mn, that is, assuming Dn(F) ⊂ Mρ,
ρ(F) = sup{ρ(G) : G ∈ Dn(F)}.
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4.2 Inequalities implied by stochastic dominance
Quite obviously, one can compare the worst-case values of some risk measures for two tuples of distri-
butions satisfying some stochastic dominance, which we briefly discuss here.
A distribution F ∈ M is smaller than a distribution G in stochastic order (also first-order stochastic
dominance), denoted by F ≺st G, if F > G. For F,G ∈ M
n, we say that F is smaller than G in stochastic
order, denoted by F ≺st G, if Fi ≺st Gi, i = 1, . . . , n. Analogously, for F,G ∈ M
n
1 , we say that F is smaller
than G in convex order, denoted by F ≺cx G, if Fi ≺cx Gi, i = 1, . . . , n.
We define two relevant common properties of risk measures. A risk measure ρ ismonotone if ρ(F ) 6 ρ(G)
whenever F ≺st G; it is consistent with convex order if ρ(F ) 6 ρ(G) whenever F ≺cx G. Almost all risk
measures used in practice are monotone; ES is consistent with convex order whereas VaR is not. Monetary
risk measures (see Fo¨llmer and Schied (2016)) that are consistent with convex order are characterized by
Mao and Wang (2020) and they admit an ES-based representation. In particular, all lower semi-continuous
convex risk measures, including ES and expectiles (e.g., Ziegel (2016) and Delbaen et al. (2016)), are consis-
tent with convex order; we refer to Fo¨llmer and Schied (2016) for an overview on risk measures.
Now we state in Proposition 3 that one can compare the worst-case values of some risk measures for F
and G if F is smaller than G in stochastic order or convex order.
Proposition 3. Let ρ be a risk measure and F,G ∈Mn with Dn(F),Dn(G) ⊂Mρ.
(i) If ρ is monotone and F ≺st G, then ρ(F) 6 ρ(G).
(ii) If ρ is consistent with convex order and F ≺cx G with F,G ∈M
n
1 , then ρ(F) 6 ρ(G).
Proof. (i) is straightforward to verify. We next focus on (ii). Since F1⊕· · ·⊕Fn is the largest distribution in
Dn(F) with respect to convex order and ρ is consistent with convex order, we have ρ(F) = ρ(F1 ⊕ · · · ⊕Fn).
Similarly, ρ(G) = ρ(G1 ⊕ · · · ⊕Gn). Note that F ≺cx G means Fi ≺cx Gi, i = 1, . . . , n. For all p ∈ (0, 1),
using comonotonic-additivity of ESp, we have
ESp(F1 ⊕ · · · ⊕ Fn) =
n∑
i=1
ESp(Fi) 6
n∑
i=1
ESp(Gi) = ESp(G1 ⊕ · · · ⊕Gn),
which gives F1⊕· · ·⊕Fn ≺cx G1⊕· · ·⊕Gn (see e.g., Theorem 3.A.5 of Shaked and Shanthikumar (2007)).
In the following result, we will show that the distribution tuples and their Λ-mixture or Λ-quantile
mixture typically do not satisfy stochastic order or convex order, unless the mixture operation is essentially
identical (ΛF = F or Λ⊗ F = F). The proof of Proposition 4 is put in Appendix A.2.
Proposition 4. Suppose Λ ∈ Qn. The statements within each of (i)-(iv) are equivalent.
(i) For F ∈Mn, (a) ΛF ≺st F; (b) F ≺st ΛF; (c) ΛF = F.
(ii) For F ∈Mn, (a) Λ⊗ F ≺st F; (b) F ≺st Λ⊗ F; (c) Λ⊗ F = F.
9
(iii) For F ∈Mn1 , (a) Λ⊗ F ≺cx F; (b) F ≺cx Λ⊗ F; (c) Λ⊗ F = F.
(iv) For F ∈Mn1 , (a) ΛF ≺cx F; (b) ΛF = F.
An implication of Proposition 4 is that the result on stochastic order in Proposition 3 cannot be applied
to compare the worst-case values of risk measures for F and ΛF or F and Λ⊗F. Nevertheless, this comparison
can be conducted by applying our findings in Sections 2 and 3 and some other techniques. This will be the
task in the next subsection.
4.3 Inequalities generated by distribution/quantile mixtures
In the following, we will obtain inequalities bewteen the worst-case values of risk measures for F and
ΛF or F and Λ ⊗ F. First, we apply Theorem 1 and Proposition 1 and immediately obtain the following
result.
Proposition 5. Let ρ be a risk measure and Λ ∈ Qn.
(i) For F ∈Mn with Dn(F) ⊂Mρ and Dn(ΛF) ⊂Mρ, we have ρ(F) 6 ρ(ΛF);
(ii) For F ∈ Mn1 with Dn(F) ⊂ Mρ and Dn(Λ ⊗ F) ⊂ Mρ, if ρ is consistent with convex order, then
ρ(F) = ρ(Λ⊗ F) = ρ(F1 ⊕ · · · ⊕ Fn).
Note that in Proposition 5, the inequality for distribution mixture is valid for all risk measures whereas
the equality for quantile mixture is constrained to risk measures consistent with convex order. As ESp is
a special case of risk measures consistent with convex order, we immediately get ESp(F) 6 ESp(ΛF) and
ESp(F) = ESp(Λ ⊗ F). Since VaR is not consistent with convex order, (ii) of Proposition 5 cannot be
applied to VaR. Nevertheless, using a recent result on VaR in Blanchet et al. (2020), we obtain an inequality
between VaR for some special marginals and VaR of their corresponding quantile mixture. Denote by MD
(respectively,MI) the set of distributions with decreasing (respectively, increasing) densities on their support.
Theorem 3. For p ∈ (0, 1), Λ ∈ Qn, and F ∈M
n
D ∪M
n
I , we have
VaRp(F) 6 VaRp(Λ⊗ F).
Proof. We start with some preliminaries. Define the upper VaR at level p for a cdf F as
VaR∗p(F ) = inf{x ∈ R : F (x) > p}, p ∈ (0, 1).
The worst-case value of the upper VaR in risk aggregation is VaR
∗
p(F) = sup{VaR
∗
p(G) : G ∈ Dn(F)}. For
F ∈ MnD ∪M
n
I and p ∈ (0, 1), Lemma 4.5 of Bernard et al. (2014) gives
VaR
∗
p(F) = VaRp(F).
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Using Lemma 3 in Appendix A.1 (rephrased from Theorem 2 of Blanchet et al. (2020)), we have
VaRp(F) = inf
β∈Bn
n∑
i=1
1
(1− p)(1− β)
∫ 1−(1−p)βi
p+(1−p)(β−βi)
VaRu(Fi)du, (2)
where β = (β1, . . . , βn), β =
∑n
i=1 βi and Bn = {β ∈ [0, 1)
n : β < 1}. Note that
Λ⊗ F ∈MnD ∪M
n
I if F ∈M
n
D ∪M
n
I .
Consequently, for p ∈ (0, 1),
VaRp(Λ ⊗ F) = inf
β∈Bn
n∑
i=1
1
(1− p)(1 − β)
∫ 1−(1−p)βi
p+(1−p)(β−βi)

 n∑
j=1
Λi,jVaRu(Fj)

 du
= inf
β∈Bn
n∑
i=1
n∑
j=1
Λi,jMi,j(β),
where the function M : Bn → R
n×n, mapping an n-dimensional vector to an n× n matrix, is given by
Mi,j(β) =
1
(1 − p)(1− β)
∫ 1−(1−p)βi
p+(1−p)(β−βi)
VaRu(Fj)du, i, j = 1, . . . , n.
We can rewrite (2) as
VaRp(F) = inf
β∈Bn
n∑
i=1
Mi,i(β).
Let Π1, . . . ,Πn! be all different n-permutation matrices, i.e., Πkβ is a permutation of β for each k. By
Birkhoff’s Theorem (Theorem 2.A.2 of Marshall et al. (2011)), for Λ ∈ Qn, there exists (λ1, . . . , λn!) ∈ ∆n!
such that Λ =
∑n!
k=1 λkΠk. Hence, by writing Πkβ = (β
k
1 , . . . , β
k
n) for each k, we have
n∑
i=1
n∑
j=1
Λi,jMi,j(β) =
1
(1− p)(1− β)
n∑
i=1
∫ 1−(1−p)βi
p+(1−p)(β−βi)

 n∑
j=1
Λi,jVaRu(Fj)

 du
=
1
(1− p)(1− β)
n∑
i=1
n!∑
k=1
λk
∫ 1−(1−p)βk
i
p+(1−p)(β−βk
i
)
VaRu(Fi)du
=
n!∑
k=1
λk
n∑
i=1
1
(1− p)(1 − β)
∫ 1−(1−p)βk
i
p+(1−p)(β−βk
i
)
VaRu(Fi)du
=
n!∑
k=1
λk
n∑
i=1
Mi,i(Πkβ).
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Using the above facts, we finally obtain
VaRp(F) = inf
β∈Bn
n∑
i=1
Mi,i(β) =
n!∑
k=1
λk inf
β∈Bn
n∑
i=1
Mi,i(Πkβ)
6 inf
β∈Bn
n!∑
k=1
λk
n∑
i=1
Mi,i(Πkβ) = inf
β∈Bn
n∑
i=1
n∑
j=1
Λi,jMi,j(β) = VaRp(Λ⊗ F).
This completes the proof of the theorem.
Inspired by Theorem 3, for Λ ∈ Qn, we may expect ρ(F) 6 ρ(Λ ⊗ F) for other risk measures ρ, and
Dn(F) ⊂ Dn(Λ⊗F) for some more general marginal distributions F ∈ M
n
D other than uniform distributions
as shown in Proposition 2. Unfortunately, we are unable to prove such relationships in general. Some related
open questions are listed in Section 9.
Next, we study location-scale distribution families of the form, for a given G ∈MD ∪MI ,
{
Gθ,η : Gθ,η(·) = G
(
· − η
θ
)
, θ ∈ (0,∞), η ∈ R
}
.
For θ ∈ (0,∞)n and η ∈ Rn, we denote by Gθ,η = (Gθ1,η1 , . . . , Gθn,ηn). As an immediate consequence of
Theorem 3, we obtain the following result.
Corollary 3. For G ∈ MD ∪MI , p ∈ (0, 1), Λ ∈ Qn, θ ∈ (0,∞)
n and η ∈ Rn, we have
VaRp(G
θ,η) 6 VaRp(G
Λθ,Λη).
Proof. Note that (Gθ,η)−1 = η + θG−1 for θ > 0 and η ∈ R. It follows that
(Λ⊗Gθ,η)−1 = Λ(Gθ,η)−1 = (GΛθ,Λη)−1,
which means Λ⊗Gθ,η =GΛθ,Λη. Applying Theorem 3, we get the statement in the corollary.
Corollary 3 can be made slightly more general by considering both location and scale transforms (see
Section 8.1 for more discussions on location shifts). Let Tx(F ) be a shift of F ∈ M by adding a constant
x ∈ R to its location, that is, Tx(F ) is the distribution of X + x for X ∼ F . For x = (x1, . . . , xn) ∈ R
n
and F = (F1, . . . , Fn) ∈ M
n, we use the notation Tx(F) = (Tx1(F1), . . . , Txn(Fn)). Moreover, for λ > 0, we
denote by Fλ the distribution of λX for X ∼ F and write Fλ = (Fλ1 , . . . , Fλn).
Corollary 4. For p ∈ (0, 1), F ∈ MD ∪MI , λ,γ ∈ R
n
+, and x,y ∈ R
n, if γ ≺ λ and
∑n
i=1 xi 6
∑n
i=1 yi,
then
VaRp(Tx(F
λ)) 6 VaRp(Ty(F
γ)). (3)
Proof. By Section 1.A.3 of Marshall et al. (2011), γ ≺ λ if and only if there exists Λ ∈ Qn such that γ = Λλ.
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This implies Fγ = Λ⊗ Fλ. By Corollary 3, it follows that VaRp(F
λ) 6 VaRp(F
γ). Moreover, observe that
VaRp(Tx(F
λ)) = VaRp(F
λ) +
n∑
i=1
xi and VaRp(Ty(F
γ)) = VaRp(F
γ) +
n∑
i=1
yi.
By the fact that
∑n
i=1 xi 6
∑n
i=1 yi, we prove (3).
5 Bounds on risk measures for Pareto risk aggregation
In this section we study the worst-case risk measure for a portfolio of Pareto risks, and the risk measure
is not necessarily consistent with convex order. Throughout this section, we assume that ρ is a monotone
risk measure, such as VaR.
One particular situation of interest for risk aggregation with non-convex risk measures is when the risks
in the portfolio do not have a finite mean. Note that for a portfolio without finite mean, any non-constant
risk measure that is consistent with convex order (including convex risk measures) will have an infinite value.
Therefore, one has to use a non-convex risk measure such as VaR to assess risks in this situation.
Arguably, the most important class of heavy-tailed risk distributions is the class of Pareto distribu-
tions due to their regularly varying tails and their prominent appearance in extreme value theory; see e.g.,
Embrechts et al. (1997). A common parameterization of Pareto distributions is given by, for θ, α > 0,
Pα,θ(x) = 1−
(
θ
x
)α
, x > θ.
Note that if X ∼ Pα,1, then θX ∼ Pα,θ, and thus θ is a scale parameter. Moreover, the mean of Pα,θ is
infinite if and only if α ∈ (0, 1]. Limited by the current techniques, we confine ourselves to portfolios of risks
with a fixed α and possibly different θ.
For α > 0 and θ = (θ1, . . . , θn) ∈ (0,∞)
n, let Pα,θ = (Pα,θ1 , . . . , Pα,θn). We are interested in the worst-
case value ρ(Pα,θ). We first note some simple properties of the above quantity, which are straightforward to
check (a simple proof is put in Appendix A.3).
Proposition 6. Let ρ be a monotone risk measure on M. For α > 0 and θ ∈ (0,∞)n,
(i) Λ⊗Pα,θ = Pα,Λθ for all Λ ∈ (0,∞)
n×n;
(ii) ρ(Pα,θ) is decreasing in α;
(iii) ρ(Pα,θ) is increasing in each component of θ.
The next result contains an ordering relationship on the aggregation of Pareto risks. In particular, we
show that for α ∈ (0, 1], which means the mean of the distribution is infinite, the quantile mixture leads to
an even larger worst-case value of risk aggregation than the distribution mixture (this statement is generally
not true for α > 1; see the figures in Section 6). This result is not implied by any comparisons obtained in
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the previous sections, and it seems to be rather specialized for Pareto distributions, as seen from the proof.
It is unclear at the moment whether the result can be generalized to other types of distributions without a
finite mean.
Theorem 4. Let ρ be a monotone risk measure on M. For α ∈ (0, 1], θ = (θ1, . . . , θn) ∈ (0,∞)
n, and
Λ ∈ Qn, we have ρ(Pα,θ) 6 ρ(ΛPα,θ) 6 ρ(Pα,Λθ).
Proof. The first inequality follows directly from Theorem 1. Next we focus on the second inequality. Recall
that Λ = (λ1, . . . ,λn)
⊤ ∈ Qn and let λj = (λj,1, . . . , λj,n) for j = 1, . . . , n. For any fixed j ∈ {1, . . . , n},
denote the cdf of (ΛPα,θ)j by Fj , then
Fj(x) =
n∑
i=1
λj,i
(
1−
(
θi
x
)α)
+
, x ∈ R.
For some fixed x > 0 and α ∈ (0, 1], define g(t) := 1 − (t/x)
α
, t > 0. Note that g is a convex function on
[0,∞). Hence
Fj(x) >
n∑
i=1
λj,i
(
1−
(
θi
x
)α)
> 1−
(∑n
i=1 λj,iθi
x
)α
.
This implies
Fj(x) > Gj(x), x > 0,
where Gj = (Pα,Λθ)j . Let U be the set of uniform random variables on [0, 1]. As Fj > Gj for j = 1, . . . , n
and ρ is monotone,
ρ(ΛPα,θ) = sup
{
ρ
(
n∑
i=1
F−1i (Ui)
)
| U1, . . . , Un ∈ U
}
6 sup
{
ρ
(
n∑
i=1
G−1i (Ui)
)
| U1, . . . , Un ∈ U
}
= ρ(Pα,Λθ).
This completes the proof.
Next, we combine the results of Theorems 3-4 and Proposition 5 with a special focus on VaRp, p ∈ (0, 1).
The proof is straightforward and omitted.
Proposition 7. For p ∈ (0, 1), θ = (θ1, . . . , θn) ∈ (0,∞)
n, and Λ ∈ Qn,
(i) If α ∈ (0,∞), VaRp(Pα,θ) 6 VaRp(ΛPα,θ);
(ii) If α ∈ (0,∞), VaRp(Pα,θ) 6 VaRp(Pα,Λθ);
(iii) If α ∈ (0, 1], VaRp(Pα,θ) 6 VaRp(ΛPα,θ) 6 VaRp(Pα,Λθ).
Proposition 7 is useful for the application in Section 7 on multiple hypothesis testing, where P r follows
a Pareto distribution for a p-value P and r < 0. Some further properties of VaRp(Pα,θ) are put in Appendix
A.4.
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6 Numerical illustration
Define a 3× 3 doubly stochastic matrix by
Λ = 0.8× I3 + 0.2×
(
1
3
)
3×3
,
where I3 is the 3 × 3 identity matrix. In this section, we consider a sequence of doubly stochastic matrices
{Λk}k∈N to numerically illustrate the ordering relationships and inequalities obtained throughout the paper.
Note that Λk is more “homogeneous” as k grows larger, and Λk → (13 )3×3 as k →∞. The general messages
obtained from the numerical examples are listed as follows.
1. For general marginals, the value of VaR becomes larger after making a distribution mixture, ((i) of
Proposition 5); this is shown in all figures.
2. For marginal distributions with monotone densities, with a quantile mixture, the value of VaR becomes
larger (Theorem 3); see Figures 1-3. Numerical examples in Figure 4 indicate that Theorem 3 may also
hold for the marginal distributions with non-monotone densities. Nevertheless, the order does not hold
for arbitrary marginal distributions. A counterexample is provided in Figure 5, which involves discrete
marginals.
3. For Pareto distributions with infinite mean, the value of VaR of the quantile mixture is larger than
that of the distribution mixture ((iii) of Proposition 7); see Figure 1(b). This conclusion also holds for
many other marginals; see all the other figures except Figure 1(a). This relationship does not hold for
Pareto distributions with finite mean; see Figure 1(a).
6.1 Illustration of theoretical results
In Figure 1, we consider Pareto distributions with finite mean (α = 3) and infinite mean (α = 1/3),
respectively. The ordering relationships in (i)-(ii) of Proposition 7 for Pareto distributions with the same
α are visualized as the curves in Figure 1 are all increasing in k. In Figure 1(b), it turns out that for the
case with infinite mean the quantile mixture gives larger value of VaR than that given by the distribution
mixture. This coincides with the conclusion in (iii) of Proposition 7. Interestingly, we observe from Figure
1(a) that the value of VaR given by distribution mixture is larger than the one with quantile mixture, which
is contrary to the case with infinite mean (Figure 1(b)). It is an open question whether this conclusion is
true for general doubly stochastic matrices Λ and all α > 1.
We next focus on Pareto distributions with different α in Figure 2. First observe that the curves of
quantile mixture and distribution mixture in Figure 2 are both increasing in k, which is consistent with
Theorem 3 and (i) of Proposition 5. Comparing the two curves, it is shown that value for the distribution
mixture in this case is smaller than the one for quantile mixture.
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(a) Pareto distribution with finite mean (α = 3)
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(b) Pareto distribution with infinite mean (α = 1/3)
Figure 1: Quantile mixture: VaRp(Λ
k ⊗ Pα,θ) = VaRp(Pα,Λkθ); Distribution mixture: VaRp(Λ
kPα,θ).
Setting: p = 0.01; θ = (1, 2, 3), Xi ∼ Pareto(α, θi), i = 1, 2, 3 and Λ
k =
(
0.8 · I3 + 0.2 · (
1
3 )3×3
)k
, k =
0, 1, . . . , 10.
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Figure 2: Quantile mixture: VaRp(Λ
k ⊗ F); Distribution mixture: VaRp(Λ
kF). Setting: p = 0.01, α =
(1/3, 4, 5), θ = (1, 2, 3), Xi ∼ Pareto(αi, θi), i = 1, 2, 3 and Λ
k =
(
0.8 ·I3+0.2 ·(
1
3 )3×3
)k
, k = 0, 1, 2, 4, 6, 8, 10.
The right panel zooms in on the range of the distribution mixture.
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Heterogeneous distribution families with decreasing densities are considered in Figure 3. As we can see,
the curves are both increasing in Figure 3, which coincides with the statements in Theorem 3 and (i) of
Proposition 5. We can also observe that the value for distribution mixture is smaller than the corresponding
one for quantile mixture in Figure 3, which is the same as it has been shown in Figure 2.
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9.2
9.25
9.3
distribution mixture
Figure 3: Quantile mixture: VaRp(Λ
k ⊗ F); Distribution mixture: VaRp(Λ
kF). Setting: p = 0.01, X1 ∼
Pareto(1/3, 1), X2 ∼ Γ(1, 2), X3 ∼ Weibull(1, 1/2) and Λ
k =
(
0.8 · I3 + 0.2 · (
1
3 )3×3
)k
, k = 0, 1, 2, 4, 6, 8, 10.
The right panel zooms in on the range of the distribution mixture.
6.2 Conjectures for general distributions
Explicit expressions for VaRp(F) are unavailable for general marginal distributions. Fortunately, we can
approximate the value of VaRp(F) using the rearrangement algorithm (RA) of Embrechts et al. (2013) and
get an upper bound on VaRp(F) using (5) in Lemma 3.
For distributions with non-monotone densities including Gamma and Weibull, the curves of both distri-
bution and quantile mixtures in Figure 4 are increasing in k. The result on distribution mixture is consistent
with (i) of Proposition 5, and the result on quantile mixture seems to suggest that the conclusion in Theorem
3 may be valid for more general distributions with non-monotone densities. This conjectured extension of
Theorem 3 would hold if (2) holds for more general distributions, which is a difficult question.
The above observation is no longer true for discrete distributions. We observe in Figure 5 that the curve
of the quantile mixture is not increasing at some points. This shows that the claim in Theorem 3 cannot be
extended to arbitrary, in particular discrete, distributions.
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(a) X1 ∼ Pareto(3, 1)
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(b) X1 ∼ LogNormal(0, 1)
Figure 4: Quantile mixture: VaRp(Λ
k ⊗ F); Distribution mixture: VaRp(Λ
kF). Setting: p = 0.01, X2 ∼
Γ(5, 1), X3 ∼Weibull(1, 5) and Λ
k =
(
0.8 · I3 + 0.2 · (
1
3 )3×3
)k
, k = 0, 1, 2, 4, 6, 8, 10.
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Figure 5: Quantile mixture: VaRp(Λ
k ⊗ F). Setting: p = 0.01, X1 ∼ Binomial(10, 0.1), X2 ∼ Γ(5, 1),
X3 ∼Weibull(1, 5) and Λ
k =
(
0.8 · I3 + 0.2 · (
1
3 )3×3
)k
, k = 0, 1, 2, 4, 6, 8, 10.
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7 Application: merging p-values in hypothesis testing
In this section, we apply our results to p-merging methods following the setup of Vovk and Wang
(2020). A random variable P is a p-variable if P(P 6 ε) 6 ε for all ε ∈ (0, 1), and its realization is called
a p-value. In multiple hypothesis testing, one natural problem is to merge individual p-values into one
p-value. More specifically, with n p-variables P1, . . . , Pn, one needs to choose an increasing Borel function
F : [0, 1]n → [0,∞) as a merging function such that F (P1, . . . , Pn) is a p-variable. F is a precise merging
function if for each ε ∈ (0, 1), P(F (P1, . . . , PK) 6 ε) = ε for some p-variables P1, . . . , PK .
As explained in Vovk and Wang (2020), an advantage of using averaging methods to combine p-values,
compared to classic methods on order statistics, is that we can introduce weights to p-values in an intuitive
way. Without imposing any dependence assumption on the individual p-variables, an averaging method uses,
for r ∈ [−∞,∞] (r ∈ {−∞, 0,∞} are interpreted as limits),
F : [0, 1]n → [0,∞), (p1, . . . , pn) 7→ ar,w(w1p
r
1 + · · ·+ wnp
r
n)
1
r ,
as the merging function, where ar,w is a constant multiplier and w = (w1, . . . , wn) ∈ ∆n. The constant ar,w
is chosen so that F is a precise merging function, thus the most powerful choice of the constant multiplier.
Let U be the set of uniform random variables distributed on [0,1]. Lemma 1 in Vovk and Wang (2020) gives
ar,w =


− sup {q0(−
∑n
i=1 wiP
r
i ) | P1, . . . , Pn ∈ U}
−1/r
, r > 0;
exp (sup{q0(
∑n
i=1 wi log(1/Pi)) | P1, . . . , Pn ∈ U}) , r = 0;
sup {q0 (
∑n
i=1 wiP
r
i ) | P1, . . . , Pn ∈ U}
−1/r
, r < 0,
where q0 : X 7→ inf{x ∈ R : P(X 6 x) > 0} is the essential infimum. Clearly, ar,w involves calculating
VaRp(F) for Pareto, exponential or Beta distributions, and letting p ↓ 0.
Denote ar,w by ar,n where w = (1/n, . . . , 1/n). Analytical results for ar,n has been well studied
in Vovk and Wang (2020) whereas results for ar,w are limited since there are no analytical formulas of
VaRp(F) in general for heterogeneous marginal distributions. Although the rearrangement algorithm of
Puccetti and Ru¨schendorf (2012) and Embrechts et al. (2013) can be used to calculate ar,w numerically, the
calculation burden becomes quite heavy in high-dimensional situation which is unfortunately very common
in multiple hypothsis testing. It turns out that our Theorem 3 is helpful to provide a convenient upper bound
on ar,w.
Proposition 8. For r ∈ R, we have ar,w 6 ar,n.
Proof. Note that for r < 0, P ri , i = 1, . . . , n, has a decreasing density, and (1/n, . . . , 1/n) ≺ (w1, . . . , wn) in
majorization order. By letting p ↓ 0 in Proposition 7, we have
sup
{
q0
(
n∑
i=1
wiP
r
i
)
| P1, . . . , Pn ∈ U
}
6 sup
{
q0
(
n∑
i=1
1
n
P ri
)
| P1, . . . , Pn ∈ U
}
.
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Therefore ar,w 6 ar,n for r < 0. If r > 0, the argument can be proved similarly using Corollary 4.
The interpretation of Proposition 8 is that, when using a weighted p-merging method, one can safely
rely on the same coefficient obtained from a symmetric p-merging method. This is particularly convenient
when validity of the test is more important than the quality of an approximation; see Vovk and Wang (2020)
for more discussions on such applications.
8 Some further technical discussions
8.1 Location shifts for distribution and quantile mixtures
In this section we discuss the difference between distribution and quantile mixtures when location shifts
are applied. Let Vx = {(x1, . . . , xn) ∈ R
n : x1 + · · ·+ xn = x} for x ∈ R. For F ∈ M
n and x ∈ Vx, we have
the invariance relation
Dn(Tx(F)) = Tx(Dn(F)). (4)
The aggregation set of quantile mixture is invariant under location shifts of the marginal distributions, in
sharp contrast to the case of distribution mixture. For F ∈ Mn and x ∈ Vx, it holds that for Λ ∈ Qn,
Dn(Λ⊗Tx(F)) = Tx (Dn(Λ⊗ F)) .
That means, Dn(Λ ⊗ Tx(F)) is the same for all x ∈ Vx. However, this does not hold for the distribution
mixture, that is, generally, Dn(ΛTx(F)) is not the same for x ∈ Vx, and
Dn(ΛTx(F)) 6= Tx (Dn(ΛF)) .
In particular, for x 6= 0 and F1 6= F2,
D2
(
1
2
(Tx(F1) + F2),
1
2
(Tx(F1) + F2)
)
6= D2
(
1
2
(F1 + Tx(F2)),
1
2
(F1 + Tx(F2)))
)
.
The above example shows that distribution mixture and quantile mixtures treat location shifts differently.
Inspired by the above observation, we slightly generalize Theorem 1 by including location shifts. For
F ∈ Mn, we define the set An(F) of averaging and location shifts of F as
An(F) = {ΛTx(F) : Λ ∈ Qn, x ∈ R
n, x1 + · · ·+ xn = 0},
and denote by An(F) the closure of the convex hull of An(F) with respect to weak convergence. It is
straightforward to check
An(Ty(F)) = Ty
(
An(F)
)
, y = (y, . . . , y) ∈ Rn.
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Proposition 9. For F ∈Mn and G ∈ An(F), we have Dn(F) ⊂ Dn(G).
Proof. First, by Theorem 1 and (4), Dn(F) ⊂ Dn(G) for each G ∈ An(F). Denote by cx(An(F)) the convex
hull of An(F). By Lemma 1 (ii-b), for eachG ∈ cx(An(F)), we have Dn(F) ⊂ Dn(G). TakeG ∈ An(F), and
write it as the limit of {Gk}
∞
k=1 ⊂ cx(An(F)). It follows that for any F ∈ Dn(F), F is also in Dn(Gk). This
implies F is also in Dn(G) by the compactness property in Theorem 2.1 (vii-b) of Bernard et al. (2014).
8.2 Connection to joint mixability
Joint mixability (Wang et al. (2013) and Wang and Wang (2016)) is a central concept in the study of
risk aggregation with dependence uncertainty, and analytical results are quite limited. In this section, we
study the implication of our results on conditions for joint mixability. We denote by δx the point mass at
x ∈ R.
Definition 1 (Joint mixability). An n-tuple of distributions F ∈ Mn is jointly mixable (JM) if Dn(F)
contains a point mass distribution δx, where x ∈ R is called a center of F.
Example 1 implies a conclusion on the joint mixability of Bernoulli distributions.
Proposition 10. For p1, . . . , pn ∈ [0, 1], (Bp1 , . . . , Bpn) is jointly mixable if and only if
∑n
i=1 pi is an integer.
Proof. The “only-if” part is trivial since the sum of Bernoulli random variables takes value in integers. To
show the “if” part, let k =
∑n
i=1 pi and 1k ∈ {0, 1}
n be a vector whose first k entries are 1 and the remaining
entries are 0. It is clear that p ≺ 1k (see Section 1.A.3 of Marshall et al. (2011)). Hence, from Example 1,
{δk} = Dn(B1, . . . , B1︸ ︷︷ ︸
k
, B0, . . . , B0︸ ︷︷ ︸
n−k
) ⊂ Dn(Bp1 , . . . , Bpn).
Therefore (Bp1 , . . . , Bpn) is jointly mixable.
The set An(F) can also be used to obtain joint mixability of some tuples of distributions. In particular,
we shall see in the following proposition that An(δ0, . . . , δ0) is the set of all jointly mixable tuples with center
0.
Proposition 11. For G ∈Mn, the following statements are equivalent.
(i) G is jointly mixable.
(ii) G ∈ An(δc, . . . , δc) for some c ∈ R.
(iii) G ∈ An(F) for some F ∈M
n which is jointly mixable.
Proof. (ii)⇒(iii) is trivial. (iii)⇒(i): Suppose that G ∈ An(F) and F is jointly mixable with center x ∈ R.
By Proposition 9, we have {δx} ⊂ Dn(F) ⊂ Dn(G). This showsG is jointly mixable. Next, we show (i)⇒(ii).
Suppose thatG is jointly mixable, and without loss of generality we can assume it has center 0. By definition,
21
there exists a random vector X = (X1, . . . , Xn) such that Xi ∼ Gi and X1+ · · ·+Xn = 0. Denote by H the
distribution measure of X. For A ∈ B(R) and i = 1, 2, . . . , n,
Gi(A) = P(Xi ∈ A) =
∫
Rn
P(Xi ∈ A|X = y)H(dy) =
∫
Rn
δyi(A)H(dy),
and as a consequence,
G(A) = (G1(A), . . . , Gn(A)) =
∫
Rn
(δy1(A), . . . , δyn(A))H(dy).
Noting that H is supported in V0 = {(y1, . . . , yn) ∈ R
n : y1 + · · ·+ yn = 0}, we have
G(A) =
∫
V0
(δy1(A), . . . , δyn(A))H(dy) =
∫
V0
Ty(δ0(A), . . . , δ0(A))H(dy).
Hence, we conclude that G ∈ An(δ0, . . . , δ0).
The set An(δc, . . . , δc) is quite rich and cannot be analytically characterized. The simple example of
uniform distributions might be helpful to understand Proposition 11. Suppose that Fi = U[0, ai], ai > 0,
i = 1, . . . , n, and
∑n
i=1 ai > 2
∨n
i=1 ai. By Theorem 3.1 of Wang and Wang (2016), we know that F is jointly
mixable. Then, Proposition 11 implies that every tuple in the set An(F) is jointly mixable.
It remains an open question whether it is possible to characterize the set An(F) for uniform random
variables. This would lead to many classes of jointly mixable distributions including those with monotone
densities and symmetric densities; see Wang and Wang (2016).
9 Concluding remarks and open questions
This paper studies the ordering relationship for aggregation sets where the marginal distributions for
different sets are connected by either a distribution mixture or a quantile mixture. For general marginal
distributions, the aggregation set becomes larger after making a distribution mixture on the marginal risks,
whereas the aggregation sets are not necessarily comparable in general by a quantile mixture on the marginal
risks. Nevertheless, we obtain several useful results especially on the comparison of VaR aggregation, which
has applications in and outside financial risk management.
Although the marginal distributions are assumed known in our main setting, this assumption is not
essential for the interpretation of our results in practical situations. In case both marginal uncertainty and
dependence uncertainty are present, our results can be directly applied to obtain ordering relationships, as
we explain below. Suppose that Λ ∈ Qn and F ⊂ M
n is a set of possible marginal models, representing
uncertainty on the marginal distributions. In this case, the set of all possible distributions of aggregate risk is⋃
F∈F Dn(F), and the worst-case value of a risk measure ρ is sup{ρ(G) : G ∈ Dn(F), F ∈ F} = supF∈F ρ(F).
22
Using Theorem 1, Proposition 5 and Theorem 3, we have
⋃
F∈F
Dn(F) ⊂
⋃
F∈F
Dn(ΛF), sup
F∈F
ρ(F) 6 sup
F∈F
ρ(ΛF),
and, if F ⊂MnD ∪M
n
I ,
sup
F∈F
VaRp(F) 6 sup
F∈F
VaRp(Λ⊗ F).
Thus, our results on set inclusion and risk measure inequalities remain valid in the presence of marginal
uncertainty.
Many questions on quantile mixtures are still open, and we conclude the paper with four of them. The
first question concerns whether Dn(F) ⊂ Dn(Λ ⊗ F) holds for cases other than the uniform distributions
in Proposition 2. As we have seen from Example 2, for F ∈ Mn and Λ ∈ Qn, Dn(F) and Dn(Λ ⊗ F) are
generally not comparable. It remains open whether Dn(F) ⊂ Dn(Λ⊗F) under some conditions. For instance,
Proposition 2 requires n > 3 and Λ being a constant times the identity, to use the characterization of Dn(F)
from Mao et al. (2019). It remains unclear whether the same conclusion holds for n = 2 or other choices of
Λ.
The second question concerns decreasing densities (or increasing densities). A concrete conjecture is
presented below, which is inspired by Theorem 3. It is unclear how to formulate natural classes of distributions
other than MD (or MI) such that similar statements can be expected.
Conjecture 1. For Λ ∈ Qn and F ∈ M
n
D, we have Dn(F) ⊂ Dn(Λ⊗F). Weaker versions of this conjecture
are:
(i) For F ∈MD, and λ,γ ∈ R
n
+, if γ ≺ λ, then Dn(F
λ1 , . . . , Fλn) ⊂ Dn(F
γ1 , . . . , F γn).
(ii) For F1, . . . , Fn ∈MD, Dn(F1, . . . , Fn) ⊂ Dn(F, . . . , F ) where F
−1 = 1n
∑n
i=1 F
−1
i .
(iii) For F ∈MD and (λ1, . . . , λn) ∈ ∆n, Dn(F
nλ1 , . . . , Fnλn) ⊂ Dn(F, . . . , F ).
It is obvious that the main statement in Conjecture 1 implies (i) by noting that one can choose Λ such
that γ = Λλ and it implies (ii) by choosing Λ = ( 1n )n×n. Both (i) and (ii) imply (iii). An example is provided
below to illustrate the connection of Conjecture 1 to joint mixability.
Example 3. We make a connection of Conjecture 1 to Theorem 3.2 of Wang and Wang (2016), which says
that for Fi ∈ MD with essential support [0, bi], i = 1, . . . , n, Dn(F1, . . . , Fn) contains a point mass if and
only if the mean-length condition holds, that is,
n∑
i=1
µi > max
i=1,...,n
bi
where µi is the mean of Fi, i = 1, . . . , n. For Λ ∈ Qn and F ∈ M
n
D, let (µˆ1, . . . , µˆn) be the mean vector of
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Λ⊗ F. Note that
n∑
i=1
µˆi = 1
⊤
nΛµ = 1
⊤
nµ =
n∑
i=1
µi,
where 1n = (1, . . . , 1) ∈ R
n. On the other hand, each component of Λ ⊗ F has a shorter or equal length of
support than the maximum length of F. As a consequence, if the mean-length condition holds for F, then it
also holds for Λ ⊗ F. Therefore, if Dn(F) contains a point mass, then so does Dn(Λ ⊗ F); on the contrary,
if Dn(Λ ⊗ F) contains a point mass, Dn(F) does not necessarily contains a point mass, since it may have a
longer length of the maximum support. This, at least intuitively, suggests that Dn(F) ( Dn(Λ ⊗ F) may
hold, as in Conjecture 1.
The third question is about the order of VaR for quantile mixture. Our numerical results in Figure 4
suggest that the VaR relation
VaRp(F) 6 VaRp(Λ⊗ F)
holds for more general choices of F than the ones in Theorem 3. We are not sure what general conditions on
F will guarantee this relation to hold.
The last question concerns a cross comparison of distribution and quantile mixtures. As we see from
Proposition 7,
VaRp(ΛF) 6 VaRp(Λ⊗ F)
holds for F being a vector of Pareto distributions with the same shape parameter and infinite mean. We
wonder whether the same relationship holds for other distributions without a finite mean. Note that for the
case of finite mean, the relationship may be reversed, as illustrated in Figure 1; however we do not have a
proof for the reverse inequality (assuming finite mean) either. Generally, it is unclear to us whether and in
which situation Dn(ΛF) and Dn(Λ⊗ F) are comparable.
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A Some proofs and further technical results
A.1 A lemma used in the proof of Theorem 3
The following lemma is rephrased from Theorem 2 of Blanchet et al. (2020).
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Lemma 3. For p ∈ (0, 1) and any F = (F1, . . . , Fn) ∈ M
n,
VaR
∗
p(F) 6 inf
β∈Bn
n∑
i=1
1
(1− p)(1− β)
∫ 1−(1−p)βi
p+(1−p)(β−βi)
VaRu(Fi)du, (5)
where β = (β1, . . . , βn), β =
∑n
i=1 βi and Bn = {β ∈ [0, 1)
n : β < 1}, and the above inequality is an equality
if F ∈MnD ∪M
n
I .
A.2 Proof of Proposition 4
Proof. We first focus on (i). We will show (a)⇔ (c). (c)⇒ (a) is trivial by the definition of stochastic order.
For (a) ⇒ (c), note that ΛF ≺st F with Λ = (Λij) implies
n∑
j=1
ΛijFj(x) > Fi(x), x ∈ R, i = 1, . . . , n. (6)
Adding all the inequalities in (6) yields
n∑
i=1
n∑
j=1
ΛijFj(x) >
n∑
i=1
Fi(x), x ∈ R.
Due to the fact that Λ is a doubly stochastic matrix, we have
n∑
i=1
n∑
j=1
ΛijFj(x) =
n∑
i=1
Fi(x), x ∈ R.
Hence all the inequalities in (6) are essentially equalities. This proves (c). We can analogously show that (b)
⇔ (c). This establishes the claims in (i). We will omit the proof of (ii) since it is similar to the proof of (i).
We next focus on (iii). Trivially, (c) ⇒ (a) and (c) ⇒ (b). Next, we will only show (a) ⇒ (c) since (b) ⇒
(c) is similar. Denote by G = (G1, . . . , Gn) = Λ⊗ F. Hence
G−1i =
n∑
j=1
ΛijF
−1
j .
By definition, Λ ⊗ F ≺cx F implies Gi ≺cx Fi, i = 1, . . . , n. It is well known (see e.g., Theorem 3.A.5 of
Shaked and Shanthikumar (2007)) that for any two distributions F and G in M1,
F ≺cx G ⇔ ESp(F ) 6 ESp(G) for all p ∈ (0, 1). (7)
Moreover, by the comonotonic-additivity of ESp, we have
ESp(Gi) =
n∑
j=1
ΛijESp(Fj), i = 1, . . . , n.
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Consequently,
ESp(Gi) =
n∑
j=1
ΛijESp(Fj) 6 ESp(Fi), p ∈ (0, 1), i = 1, . . . , n. (8)
Noting that Λ is a doubly stochastic matrix, similarly as in the proof of (i), adding all the inequalities in (8)
leads to
n∑
i=1
ESp(Gi) =
n∑
i=1
n∑
j=1
ΛijESp(Fj) =
n∑
i=1
ESp(Fi), p ∈ (0, 1).
This implies that the inequalities in (8) are equalities, which means that Λ ⊗ F = F by (7). We complete
the proof of (iii).
Finally, we consider (iv). (b) ⇒ (a) is trivial. We will show (a) ⇒ (b). By (7), ΛF ≺cx F is equivalent to
ESp(Fi) > ESp

 n∑
j=1
ΛijFj

 , i = 1, . . . , n. (9)
Moreover, by the concavity of ESp on mixtures (e.g., Theorem 3 of Wang et al. (2020)), we have
ESp

 n∑
j=1
ΛijFj

 > n∑
j=1
ΛijESp(Fj).
Therefore, we have
ESp(Fi) > ESp

 n∑
j=1
ΛijFj

 > n∑
j=1
ΛijESp(Fj), i = 1, . . . , n. (10)
Adding the inequalities in (10) with noting that Λ is a doubly stochastic matrix yields
n∑
i=1
ESp(Fi) >
n∑
i=1
ESp

 n∑
j=1
ΛijFj

 > n∑
i=1
n∑
j=1
ΛijESp(Fj) =
n∑
i=1
ESp(Fi).
Hence
n∑
i=1
ESp(Fi) =
n∑
i=1
ESp

 n∑
j=1
ΛijFj

 ,
which implies that inequalities in (9) are all equalities. We establish the claim by (7).
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A.3 Proof of Proposition 6
Proof. (i) Note that (Pα,θ)
−1 = θ(Pα,1)
−1 for θ, α > 0. Hence we prove (i) by showing that
(Λ⊗Pα,θ)
−1 = Λ(Pα,θ)
−1 = P−1α,Λθ.
(ii) Let U be the set of uniform random variables on [0, 1]. By monotonicity of ρ, we have, for 0 < α1 < α2,
ρ(Pα1,θ) = sup
{
ρ
(
θ1U
−1/α1
1 + · · ·+ θnU
−1/α1
n
)
| U1, . . . , Un ∈ U
}
> sup
{
ρ
(
θ1U
−1/α2
1 + · · ·+ θnU
−1/α2
n
)
| U1, . . . , Un ∈ U
}
= ρ(Pα2,θ).
This implies that ρ(Pα,θ) is decreasing in α.
(iii) By monotonicity of ρ, we can establish the claim of (iii) similarly as the proof of (ii).
A.4 Some further properties of VaRp(Pα,θ)
Properties of ρ(Pα,θ) in Proposition 6 can be strengthened for ρ = VaRp.
Proposition 12. For p ∈ (0, 1), α > 0 and θ ∈ (0,∞)n,
(i) VaRp(Pα,θ) is increasing and continuous in p;
(ii) VaRp(Pα,θ) is decreasing and continuous in α;
(iii) VaRp(Pα,θ) is increasing and continuous in each component of θ;
(iv) VaRp(Pα,θ) is homogenous in θ, that is, for λ > 0,
VaRp(Pα,λθ) = λVaRp(Pα,θ);
(v) If α > 1, then
1 · θ
(1 − p)1/α
6 VaRp(Pα,θ) 6
α
α− 1
×
1 · θ
(1− p)1/α
. (11)
Proof. (i) As the quantile of Pareto distribution is continuous, by Lemma 4.4 and 4.5 of Bernard et al.
(2014), VaRp(Pα,θ) is continuous in p on (0, 1).
(ii) Let U be the set of uniform random variables distributed on (0, 1). We note that
VaRp(Pα,θ) = sup
{
VaRp
(
θ1U
−1/α
1 + · · ·+ θnU
−1/α
n
)
: U1, . . . , Un ∈ U
}
=
n∑
i=1
θi sup {VaR1−p (Mα,θ(U1, . . . , Un)) : U1, . . . , Un ∈ U}
−
1
α ,
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where Mα,θ(u1, . . . , un) =
(
θ1u
−1/α
1 + · · ·+ θnu
−1/α
n
)−α
/ (
∑n
i=1 θi)
−α
, ui ∈ (0, 1) for i = 1, . . . , n.
Let θ = min(θ/ (
∑n
i=1 θi)). With the classic averaging inequalities, for 0 < α1 < α2, Mα1,θ 6 Mα2,θ
(Hardy et al. (1934), Theorem 16) and θα1Mα1,θ > θ
α2Mα2,θ (Hardy et al. (1934), Theorem 23). We
note that 0 < Mα,θ < 1 and these two inequalities are directly translated to
VaRp(Pα2,θ)
α2/α1 6 VaRp(Pα1,θ) 6 θ
1−α2/α1VaRp(Pα2,θ)
α2/α1 .
By letting α1 ↑ α2 and α2 ↓ α1, we get the continuity of VaRp(Pα,θ) in α > 0.
(iii) Without loss of generality, we assume θ1 = (θ1, . . . , θn) and θ2 = (λθ1, . . . , θn), λ > 0. The monotonicity
relative to θ follows directly from Proposition 6. Using the homogeneity of VaRp(Pα,θ ), which is proved
in (iv), and the monotonicity with respect to θ if 0 < λ < 1,
λVaRp(Pα,θ1) 6 VaRp(Pα,θ2) 6 VaRp(Pα,θ1),
otherwise
VaRp(Pα,θ1) 6 VaRp(Pα,θ2) 6 λVaRp(Pα,θ1).
By letting λ ↑ 1 and λ ↓ 1, we get the desired result.
(iv) For λ > 0,
VaRp(Pα,λθ) = sup{VaRp(G) : G ∈ Dn(Pα,λθ)}
= sup
{
VaRp
(
G
( ·
λ
))
: G ∈ Dn(Pα,θ)
}
= λ sup{VaRp(G) : G ∈ Dn(Pα,θ)} = λVaRp(Pα,θ).
(v) For α > 1, VaRp(Pα,θ) 6 ESp(Pα,θ) =
∑n
i=1 ESp(Pα,θi) = α
∑n
i=1 θi/
(
(α− 1)(1− p)1/α
)
, and
VaRp(Pα,θ) >
∑n
i=1 VaRp(Pα,θi) =
∑n
i=1 θi/(1− p)
1/α.
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