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Abstract
We consider the non-relativistic Chern-Simons equations proposed by Zhang,
Hansen and Kivelson as the mean field theory of the fractional Hall effect. We
prove the existence of the vortex lattice solutions (i.e. solution with lattice
symmetry and with topological degree one per lattice cell) similar to the
Abrikosov solutions of superconductivity. We derive an asymptotic expres-
sion for the energy per unit area and show that it attains minimum at the
hexagonal lattice.
1 Introduction
The Chern-Simons topological invariant defines a gauge theory in odd space-time
dimensions. Coupled to matter, this theory leads to a number of closely related
models, which play an important role in Particle and Condensed Matter Physics
(see [15, 20, 13, 18, 33] for some reviews).
In this paper we study Chern-Simons (CS) gauge theories distinguished by (a)
the presence of external magnetic fields and (b) self-interaction potentials of the
double well type. In the non-relativistic case, such a theory is due to Zhang, Hansen
and Kivelson (the ZHK model, [32, 33]). It gives a mean-field description to the
fractional quantum Hall effect (FQHE). This theory is defined in terms of the action
which, in the dimensionless form, is given by
S(Ψ, A, A0) :=
∫
iΨ¯∂tA0Ψ− |∇AΨ|2 − V (|Ψ|2) +A′ · curlA′. (1.1)
where Ψ : R+ ×R2 → C is the order parameter of composite bosons, A = A′ +Aext
and A0 = A
′
0 + A
ext
0 are the total vector and scalar potentials from R+ × R2 to R2
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and R, respectively, A′ = (A′, A′0) and A
ext = (Aext, Aext0 ) are the CS gauge field
1
and external electro-magnetic potential, and, taking the electron charge to be −1,
∇A := ∇ + iA and ∂tA0 := ∂t − iA0.
Furthermore, V is a self-interaction energy (nonlinearity) given by the double
well potential
V (|Ψ|2) = g
2
(|Ψ|2 − µ)2, (1.2)
where g, µ > 0. (A related model, was suggested by Jackiw and Pi. There, one takes
b = curlAext = 0, and (1.2) with µ = 0.2 It follows from results of [4, 5] that having
a constant magnetic field is equivalent to including a background charge density, see
[4, 5, 13].)
The last term in (A.8) gives the Chern-Simons topological invariant. Indeed, note
that A′ · curlA′ = α′ ∧ dα′, where α′ is the one-form α′ = A′0dx0 + A′1dx1 + A′2dx2.
Let v(s) := V ′(s). Then the Euler-Lagrange equations for (A.8) state
i∂tΨ = (−∆A − A0)Ψ + v(|Ψ|2)Ψ, (1.3a)
∗ ∂tA = Im(Ψ¯∇AΨ)− curl∗A0, (1.3b)
0 = curlA− b+ 1
2
|Ψ|2, (1.3c)
with −∆A := ∇∗A∇A, where the operator ∇∗A is the L2 adjoint of ∇A (it is given
by ∇∗AF = − divF + iA · F ), ∗(v1, v2) = (−v2, v1) (so that curl = − div ∗ and
curl∗ = − ∗ ∇), A0 ≡ A′0 and b = curlAext. (Since the electron charge is negative,
the electric potential A0 enters with the minus sign.)
We consider (1.3) on the local Sobolev space, H2loc, of order 2. Note that
• B = curlA and E = ∇A0 − ∂tA are the total magnetic and electric fields 3;
• ρ = |Ψ|2 and J = Im(Ψ¯∇AΨ) are the charge and current densities of ‘compos-
ite bosons’ (see e.g. [26, 29]).
(1.3) will be called the Zhang-Hanson-Kivelson (ZHK) equations. We concen-
trate on the ZHK model, but with a more general nonlinearity, V (s), namely, one
satisfying
V ∈ C2, V (s) ≥ 0 ∀s ≥ 0, V ′(0) < 0, V ′′(0) > 0. (1.4)
As in the standard ZHK model, we also assume that the external magnetic field
is a constant and that there is no external electric field,
curlAext = b > 0 and Aext0 = 0. (1.5)
1For the origin of the CS action in the FQHE, see [14]
2For other non-relativistic Chern-Simons theories, see [4, 5, 22].
3∇A0 enters with an unusual sign, since A0 is the emlectric potential times the electron charge.
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(The case b < 0 is considered similarly.) In this case, Eqs. (1.3) are translational
invariant.
We are interested in the ground states of (1.3), i.e. static solutions with the lowest
energy locally. First we examine the most symmetric solutions. Since Eqs. (1.3) are
invariant under gauge transformations and translations (see Appendix A), our first
candidate for the ground state is a homogeneous, or gauge-translation invariant4
solution, satisfying (1.5):
vb∗ := (Ψ = 0, A = A
ext = Ab, A0 = 0), (1.6)
where Ab denotes a vector potential with curlAb = b. Since Ψ = 0, we call vb∗ the
normal solution.
Let χ := −v(0) = −V ′(0) > 0. One can show (see [28]) that the gauge-
translationally invariant (normal) solution vb∗ is linearly stable for b > χ and unstable
for b < χ. (See e.g. [27, 28] for the definition of stability.)
In this paper, we show that at b = χ new solutions with lower energy per unit
area emerge from the normal one. These solutions break the translational symmetry
to a lattice one5 and have topological degree one per lattice cell. We also show that
their energy per unit area attains minimum at the hexagonal lattice.
We call the solutions mentioned above the vortex lattice states. They are analo-
gous to solutions in superconductivity discovered by A. A. Abrikosov, who defined
them as states whose all associated physical quantities are periodic w.r.to a lattice
in R2. One can show (see e.g. [27]) that (Ψ, A, A0) is an Abrikosov lattice state, for
some lattice L, iff it satisfies
Ψ(x+ s) = eiχs(x)Ψ(x), A(x+ s) = A(x) +∇χs(x), A0(x+ s) = A0(x), (1.7)
for some differentiable χs(x) ∈ R and any s ∈ L. One can show also that (Φ, A, A0)
satisfying (1.7) is gauge equivalent to one satisfying (1.7) with
χs(x) :=
b′
2
x · Js + cs, cs satisfies cs+t − cs − ct − 1
2
b′s ∧ t ∈ 2πZ, (1.8)
where b′ = 2πn
|L|
, with n ∈ Z and |L|, the area of any fundamental (elementary) cell
of L (all elementary cells have the same area). Note that (a) the vector potential
Ab
′
satisfies (1.7)-(1.8) and (b) for any A satisfying the middle relation in (1.7) with
(1.8), the magnetic flux through an arbitrary fundamental cell, ΩL, of L quantized
as
1
2π
∫
ΩL
curlA = n ∈ Z. (1.9)
4Because of gauge invariance, a symmetry is defined up to gauge transformations.
5More precisely, they are invariant, up to gauge transformations under lattice translations.
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We will call v := (Ψ, A, A0) ∈ C(R2,C × R2 × R) satisfying (1.7)-(1.8) an L-
equivariant state, or, because of (1.9), a vortex lattice. To avoid cumbersome ex-
pressions we will use these terms only for n = 1.
Recall the notation χ := −V ′(0) ≡ −v(0) > 0 and let g := V ′′(0) ≡ v′(0) > 0.
Denote by Lˆ lattices with fundamental cells of area 2π (normalized lattices). Our
first result is the following
Theorem 1.1. Assume (1.4) and (1.5). Then for any normalized lattice Lˆ, any
χ > 0, and any b > 0, s.t. 0 < (χ− b)/(g − 1)≪ 1, there is an r = rb,Lˆ > 0 s.t.
(a) (1.3) has a non-trivial, rLˆ-equivariant, static H2loc−solution, vb,Lˆ, unique
among rLˆ-equivariant H2loc−triples in a vicinity of (1.6);
(b) this solution bifurcates from the normal branch of solutions, (1.6), at b = χ;
(c) for g > 1, the energy of these solutions per unit area is smaller than the
energy of the homogeneous state (1.6).
This theorem is proven in Sections 6 and 7. More precise properties of the
solutions vLˆ,b are described in Theorem 6.1 and Corollary 7.3.
The time-translational and gauge invariance of equations (1.3) imply that the
energy,
EbΩL(Ψ, A, A0) :=
∫
ΩL
|∇AΨ|2 + V (|Ψ|2)− 2A0(1
2
|Ψ|2 − b+ curlA) (1.10)
and the charge,
∫
ΩL
|Ψ|2, are conserved and for (Ψ, A, A0) an L-equivariant solution
to (1.3). (In fact, the same is true for any bounded domain Q ⊂ R2 with appropriate
boundary conditions, Noether’s theorem). Note also that (1.10) can be obtained in
the canonical way from action (1.1). We see now that the r.h.s. of equations (1.3)
is the L2−gradient of this functional w.r.to (Ψ, A, A0).
Our second result deals with the energetics of the bifurcating solutions for various
lattices.
Theorem 1.2 (Lattice energy). Assume (1.4) and (1.5) and let 0 < χ− b≪ g− 1.
Then, as b → χ, the solutions, vb,Lˆ, found in the previous theorem, with the lowest
energy per lattice cell, correspond to the lattices approaching a hexagonal lattice.
(The topology on the set of the normalized lattices is given in terms of the complex
parametrization described at the beginning of Section 7.)
For our next result, we need more definitions. We define the Abrikosov function
β(L) ≡ β(Lˆ) = 〈|ψ0|
4〉
〈|ψ0|2〉2
(1.11)
where ψ0 is the unique solution to the equation ∂Aψ0 = 0, where ∂A :=
1
2
((∇A)1 −
i(∇A)2) is the complexified covariant derivative (see Appendix B and e.g. [27, 28]),
ZHK Chern-Simons equations, August 21, 2017 5
satisfying the first relation in (1.7) with (1.8) and b′ = 2π
|L|
, and 〈f〉 := 1
|ΩL|
∫
ΩL
f
(|ΩL| ≡ |L|).
Next, let Ωˆ be a fundamental cell of Lˆ. For the solutions vb,Lˆ ≡ (Ψb, Ab, Ab0),
found in Theorem 1.1, we define the energy (see (1.10))
Eb(Lˆ) = (rb,Lˆ)−1Ebrb,LˆΩˆ(vb,Lˆ). (1.12)
The last statement of Theorem 1.1 and Theorem 1.2 will follow from the following
result on the energy asymptotic.
Theorem 1.3 (Energy asymptotic). Assume (1.4), (1.5) and (χ − b)(g − 1) > 0.
Let µ := (χ− b)/(g − 1). Then for |χ− b| ≪ |g − 1|,
Eb(Lˆ) = V (0)− 1
2
g − 1
β(Lˆ) µ
2 +O(µ3). (1.13)
Proof of Theorem 1.1(c). Expression (1.13) implies Theorem 1.1(c).
Theorems 1.1, 1.2 and 1.3 give the first result on existence of vortex lattices for
the ZHK equations and on their local energies.
Related results. The existence of vortex lattices for the self-dual, non-relativistic
JP model (i.e. for a single, albeit important, value of the coupling constant g) was
obtained in [3, 24]. (The existence of topological vortices was shown in [16].)
Remarks. 1) We show in Appendix B that for self-interaction potential (1.2), the
ZHK equations for L-equivariant fields are in the self-dual regime iff g = 1.
2) Theorem 1.3 shows that the local energy is (counterintuitively) raised if g < 1
and lowered if g > 1. This, suggests that there are two types of materials here
similarly to type I and type II superconductors.
3) For (1.2) and b = µ, there is the additional homogeneous solution
Ψ =
√
µ, A = 0,
which corresponds to the total condensation. In this solution, the CS gauge field, A′,
opposes and cancels the external field, Aext. For (1.2), with 1/g = 2π(2k+1), k ∈ Z,
these are the uniform Laughlin states of feeling fractions ν = 1/(2k − 1).
4) (1.9) is a special case of the Chern-Weil correspondence for compact Riemann
surfaces (see e.g. [9] and the references therein).
5) The magnetic flux quantization, (1.9), and Eq (1.3c) imply the charge quan-
tization
1
2
∫
ΩL
ρ− b =
∫
ΩL
curlA′ ∈ 2πZ. (1.14)
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6) Clearly, vbω := (Ψ = 0, A0 = ω,A = A
b) = (0, ω, Ab), for any ω ∈ R, is also
a gauge-translationally invariant solution. Moreover, for different ω, vbω are gauge
inequivalent. From physics viewpoint, vbω is the standard normal solution for the
nonlinearity V ′(|Ψ|2) + ω (= g|Ψ|2 − χ + ω) instead of V ′(|Ψ|2) (= g|Ψ|2 − χ), i.e.
for a different chemical potential.
7) Under constraint (1.3c), energy functional (1.10) becomes
EQ(Ψ, A) :=
∫
Q
|∇AΨ|2 + V (|Ψ|2), (1.15)
8) For the symmetries, hamiltonian structure and the conservation laws see Ap-
pendix A.
9) The stability/instability of the Abrikosov lattice solutions is investigated in
[25].
Our paper is organized as follows. After some preliminary discussions in Section
2, we prove Theorems 1.1(a, b) and 1.3 in Sections 3 - 7 and 8, respectively. In
Section 9, we prove Theorem 1.2. Some background on and properties of the Chern-
Simons gauge theories are given in Appendix A. For convenience of the reader we
present in Appendix C a proof of a result from a related paper.
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2 Rescaling, gauge fixing, reformulation
In this section, we lay out the background for the proof of Theorem 1.1. We are
interested in static solutions of (1.3), i.e. solutions for which Ψ, A and A0 are time
independent. Hence (Ψ, A, A0) solve the equations
−∆AΨ+ v(|Ψ|2)Ψ− A0Ψ = 0, (2.1a)
Im(Ψ¯∇AΨ)− curl∗A0 = 0, (2.1b)
curlA+
1
2
|Ψ|2 − b = 0, (2.1c)
where, recall, v(s) := V ′(s).
To be more specific, we look for (Ψ, A, A0) equivariant w.r.to a lattice L, which
we consider as one of the unknowns. In particular, we will vary the area, |L|, of a
fundamental cell of L.
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In order to eliminate the unknown |L| from the definition of the spaces we rescale
the solutions to the fixed, normalized lattice
Lˆ := λ−1/2L, λ := |L|
2π
. (2.2)
We note that |Lˆ| = 2π. We define the rescaled fields (ψ, a, a0) as
(ψ(x), a(x), a0(x)) :=(
√
λΨ(
√
λx),
√
λA(
√
λx), λA0(
√
λx)). (2.3)
We summarize the effects of this rescaling:
(A) (Ψ, A, A0) solves the static ZHK equations, (2.1), if and only if (ψ, a, a0) solves
−∆aψ + vλ(|ψ|2)ψ − a0ψ = 0, (2.4a)
Im(ψ¯∇aψ)− curl∗ a0 = 0, (2.4b)
curl a− λb+ 1
2
|ψ|2 = 0, (2.4c)
where vλ(|ψ|2) := λV ′(λ−1|ψ|2) ≡ λv(λ−1|ψ|2).
(B) (Ψ, A, A0) is L-equivariant iff (ψ, a, a0) is Lˆ-equivariant, i.e. it satisfies
ψ(x+ s) = ei(
n
2
x·Js+cs)ψ(x), (2.5a)
a(x+ s) = a(x) +
n
2
Js, (2.5b)
a0(x+ s) = a0(x), (2.5c)
for every s ∈ Lˆ, where cs satisfies the condition
cs+t − cs − ct − 1
2
ns ∧ t ∈ 2πZ. (2.6)
The magnetic flux quantization, (1.9), for the rescaled a states
1
2π
∫
Ωˆ
curl a = n ∈ Z, (2.7)
for any elementary cell, Ωˆ, of the lattice Lˆ.
(C) The rescaled average energy per lattice cell, obtained from (1.15) is
Eλ(ψ, a) = 1|L|EΩL(
1√
λ
ψ(
1√
λ
x),
1√
λ
a(
1√
λ
x)) (2.8)
=
1
2π
∫
Ωˆ
(
1
λ2
|∇aψ|2 + V ( 1
λ
|ψ|2))dx (2.9)
where ΩL denotes an elementary cell of the lattice L, provided (2.4c) holds.
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Let an denote the vector potential with the constant magnetic field curl an = n.
For any b, equations (2.4) for (ψ, a, a0, λ), have the normal (‘trivial’) solution
(ψ = 0, a = an, a0 = 0, λ =
n
b
). (2.10)
Recall that we consider |L| and therefore λ := 2π
|L|
as unknowns. To have the
same number of equations as unknowns, (ψ, a, a0, λ), we take the cell-average of
(2.4c) and use (2.7) to obtain the fourth equation. After setting θ := λ− n
b
and
a = an + α, (2.11)
and passing to the unknowns u := (ψ, α, a0, θ), the system (2.4) becomes
−∆aψ + vλ(|ψ|2)ψ − a0ψ = 0, (2.12a)
curl∗ a0 − Im(ψ¯∇aψ) = 0, (2.12b)
curlα+
1
2
|ψ|2 − 1
2
〈|ψ|2〉 = 0, (2.12c)
− bθ + 1
2
〈|ψ|2〉 = 0, (2.12d)
a = an + α, λ =
n
b
+ θ. (2.12e)
Here and in what follows, we denote 〈f〉 := 1
|Ωˆ|
∫
Ωˆ
f . Furthermore, assume that ψ,
α and a0 satisfy, for every s ∈ Lˆ,
ψ(x+ s) = ei(
n
2
x·Js+cs)ψ(x), (2.13a)
α(x+ s) = α(x) and div α = 0, (2.13b)
a0(x+ s) = a0(x). (2.13c)
3 Modified equations
In this section, adopting the strategy from [9] (see also [30, 10]), we replace the
original system of equations, (2.12), by one giving the same solutions and which is
easier to handle.
We begin with defining appropriate spaces we work in. Let Hsn, ~Hs and Hs0 be
the Sobolev spaces of order s associated with the L2-spaces
L2n := {ψ ∈ L2loc(R2,C) : ψ satisfies (2.13a)}, (3.1)
~L2div,0 := { α ∈ L2loc(R2,R2) | α satisfies (2.13b)}, (3.2)
L20 := {a0 ∈ L2loc(R2,R) | a0 satisfies (2.13c) and 〈a0〉 = 0}, (3.3)
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where div α is understood in the distributional sense, with the inner products of
L2(Ωˆ,C), L2(Ωˆ,R2) and L2(Ωˆ,R), for some fundamental cell Ωˆ of Lˆ. Let
X := H2n × ~H1 ×H10 × R and Y := L2n × ~L2div,0 × L20 × R. (3.4)
Let P ′ be the orthogonal projection onto the divergence free vector fields (P ′ =
1
−∆
curl∗ curl) and u := (ψ, α, a0, θ), where α := a− an and θ := λ− nb , so that the
normal state is given by u = 0. We introduce the map Fnb(u) : X → Y , related to
the l.h.s. of (2.12) as
Fnb(u) :=


−∆aψ + vλ(|ψ|2)ψ − a0ψ
curl∗ a0 − P ′J(ψ, α)
curlα− 1
2
〈|ψ|2〉+ 1
2
|ψ|2
−θb+ 1
2
〈|ψ|2〉

 (3.5)
where J(ψ, α) := Im(ψ¯∇an+αψ) and, recall, vλ(|ψ|2) := λV ′(λ−1|ψ|2) ≡ λv(λ−1|ψ|2).
We see that the map Fnb(u) differs from the l.h.s. of (2.12) by having the projection
P ′ in the second entry, all other entries are unchanged. This is to make sure that
Ran Fnb(u) ⊂ Y .
Exactly as in a result in [30], we have
Proposition 3.1. Assume (ψ, α, a0, θ) is a solution of the equation
Fnb(ψ, α, a0, θ) = 0, (3.6)
with λ = n
b
+ θ, satisfying (2.13). Then div J(ψ, α) = 0 and therefore (ψ, α, a0, θ)
solves system (2.12).
Proof. Assume χ ∈ H1loc and is L−periodic (we say, χ ∈ H1per). Following [30], we
differentiate the equation Eλ(eisχψ, α + s∇χ, a0) = Eλ(ψ, α, a0), w.r.to s at s = 0,
use that curl∇χ = 0 and integrate by parts, to obtain
Re〈(−∆an+α − a0)ψ + vλ(|ψ|2)ψ,iχψ〉+ 〈J(ψ, α),∇χ〉 = 0. (3.7)
(Due to conditions (2.13) and the Lˆ−periodicity of χ, there are no boundary terms.)
This, together with the first equation in (3.6), implies
〈J(ψ, α),∇χ〉 = 0. (3.8)
Since the last equation holds for any χ ∈ H1per, we conclude that div J(φ, α) = 0.
We conclude this section by establishing some general properties of the map Fnb :
R×X → Y used below. We use the obvious notation Fnb = (Fnb1, Fnb2, Fnb3, Fnb4).
For f = (f1, f2, f3, f4), we introduce the gauge transformation as Tδf = (e
iδf1, f2, f3, f4).
The following proposition lists some properties of F .
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Proposition 3.2. Recall the notation u := (ψ, α, a0, θ). We have
(a) for all b, Fnb(0) = 0,
(b) for all δ ∈ R, Fnb(Tδu) = TδFnb(u),
(c) for all u (resp. ψ), 〈u, Fnb(u)〉 ∈ R (resp. 〈ψ, Fnb1(u)〉 ∈ R).
Proof. In this proof, we omit the subindex nb. The properties (a) and (b) are
straightforward calculations using the definition of F . For (c), since 〈u, F 〉 =
〈ψ, F1〉 + 〈α, F2〉+ 〈a0, F3〉+ θF4 and 〈α, F2(u)〉, 〈a0, F3〉 and θF4 is real, the state-
ments 〈u, F (u)〉 ∈ R and 〈φ, F1(u)〉 ∈ R are equivalent. Now, expanding ∆an+α in
α, we calculate
〈ψ, F1(u)〉 = 〈ψ, (−∆an − n
b
χ)ψ〉+ 2i
∫
Ωˆ
ψ¯α · ∇ψ
+ 2
∫
Ωˆ
(α · an)|ψ|2 +
∫
Ωˆ
|α|2|ψ|2
+
∫
Ωˆ
(vλ(|ψ|2) + n
b
χ− a0)|ψ|2.
The final three terms are clearly real and so is the first because Ln−λ is self-adjoint.
For the second term, we integrate by parts and use the fact that the boundary terms
vanish due to the periodicity of the integrand and that div α = 0 to see that
Im 2i
∫
Ωˆ
ψα · ∇ψ¯ =
∫
Ωˆ
α · (ψ¯∇ψ + φ∇ψ¯) = −
∫
Ωˆ
(div α)|ψ|2 = 0.
Thus this term is also real and (c) is established.
4 Linearized system
In this section we use the Lyapunov-Schmidt decomposition to reduce the problem
of solving equation (3.6) to a finite dimensional problem. We address the latter in
the next section.
Recall that χ := −v(0) and let u := (ψ, α, a0, θ). In this notation, the normal
(‘trivial’) solution is given by unb = 0. The linearized map on it, Anb := dFnb(0), is
given explicitly by
Anb =


−∆an − nbχ 0 0 0
0 0 curl∗ 0
0 curl 0 0
0 0 0 −b

 . (4.1)
Note that Anb maps X into Y . We have
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Proposition 4.1. The operator Anb is self-adjoint and has purely discrete spectrum
accumulating at ±∞. Moreover, in spaces (3.1) - (3.3),
NullAnb = Null(−∆an − nχ
b
)× {const} × {0} × {0}, (4.2)
Null(−∆an − nχ
b
) 6= {0} ⇐⇒ b = χ (b close to χ), (4.3)
dimNull(−∆an − n) = n. (4.4)
Proof. The self-adjointness of Anb follows from standard results. Eqs (4.3) - (4.4)
are known, see e.g. [30, 17] (see also Corollary B.2 of Appendix B). It remains to
prove (4.2). Let
M =
(
0 curl∗
curl 0
)
(4.5)
Eq (4.1) shows that Anb = (−∆an − nχb )⊕ NullM ⊕−b and therefore
NullAnb = Null(−∆an − nχ
b
)× NullM × {0}. (4.6)
For the operator M , we have the following
Lemma 4.2. The operatorM on L2per(R
2,R2)×L2per(R2,R), with domainH1per(R2,R2)×
H1per(R
2,R) is self-adjoint and has the spectrum
{0,±|k| : k ∈ Lˆ∗},
where L∗ is the lattice reciprocal to L, with the corresponding eigenfunctions (k1, k2, 0)eik·x
(or (∇f, 0)) and (∓kˆ2,±kˆ1, 1)eik·x, with kˆ: = kj/|k|, respectively. In particular,
NullM = R× R2 (4.7)
Proof. The self-adjointness ofM is standard. One can easily check that (k1, k2, 0)e
ik·x
(or (∇f, 0)) and (∓kˆ2,±kˆ1, 1)eik·x are eigenfunctions and that they form a basis in
L2per(R
2,R2)× L2per(R2,R).
Equations (4.6) and (4.7) imply (4.2). Eqs. (4.3) and (4.4) are standard (see
e.g. [30]).
Remarks. 1) The operator (4.1) is the hessian of the energy functional (1.10) at
the point (b, 0).
2) Usually, the linearization of the equations at a solution determines its lin-
ear stability. And with this criterion, the normal state unb seems to to be always
unstable. However, equations (2.12b)-(2.12d) can be considered as constraints and
therefore only the ψ-block determines the linear stability of the normal state unb.
Hence equation (4.1) and the standard result −∆an ≥ n (see e.g. [30]) show that
unb is linearly stable if b ≥ nχ and unstable for b < nχ. (See [27], for more details.)
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5 Reduction to a finite-dimensional problem
We let P be the orthogonal projection in Y onto K := NullX Anχ ⊂ X (see (4.2))
and let P¯ := I − P .
Writing u = v + w, where v = Pu and w = P¯ u, we see that the equation
F ′nb(u) = 0 is therefore equivalent to the pair of equations
PFnb(v + w) = 0, (5.1)
P¯Fnb(v + w) = 0. (5.2)
We will now solve (5.2) for w = P¯ u in terms of b and v = Pu. Let s := 1
‖ψ0‖2
〈ψ0, ψ〉
and, recall, 〈α〉 := 1
|Ω|
∫
Ω
α. We have
Lemma 5.1. There is a neighbourhood, U ⊂ R×K, of (n, 0), such that for any (b, v)
in that neighbourhood, Eq (5.2) has a unique solution w = w(b, v). This solution
satisfies
w(b, v) real-analytic in (b, v), (5.3)
‖∂mb wi‖Xi = O(‖v‖2Xi), i = 1, 2, 3, 4, m = 0, 1, (5.4)
‖∂mb (w1 − w′1)‖X1 = O(‖v‖3Xi), m = 0, 1, (5.5)
where w(b, v) = (w1, w2, w3, w4), w
′
1 := −2is〈α〉 · (−∆an − nbχ)−1∇anψ0 and Yi are
the factors in space X defined in (3.4).
Proof. We introduce the map G : R×K × X¯ → Y¯ , where X¯ := P¯X = X ⊖K and
Y¯ := P¯Y = Y ⊖K, defined by
G(b, v, w) = P¯Fnb(v + w). (5.6)
It has the following properties (a) G is C2; (b) G(b, 0, 0) = 0 ∀b; (c) dwG(b, 0, 0)
is invertible for b = n. Applying the Implicit Function Theorem to G = 0, we
obtain a function w : R×K → X¯ , defined on a neighbourhood of (χ, 0), such that
w = w(b, v) is a unique solution to G(b, v, w) = 0, for (b, v) in that neighbourhood.
This proves the first statement.
By the implicit function theorem and the analyticity of F , the solution has the
property (5.3).
To prove estimates (5.4) - (5.5), we recall u := (ψ, α, a0, θ) and Anb := dFnb(0)
and write Fnb as
Fnb(u) = Anbu+ fnb(u), (5.7)
fnb(u) :=


hnb(u)
−λ−1P ′J(ψ, α)
−1
2
|ψ|2 + 1
2
〈|ψ|2〉
−θ2b− 1
2
〈|ψ|2〉

 ,
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with, recall, λ = n
b
+θ, J(ψ, α) := Im(ψ¯∇~an+αψ) and, with vλ(|ψ|2) := λV ′(λ−1|ψ|2) ≡
λv(λ−1|ψ|2),
hnb(u) := (vλ(|ψ|2) + n
b
χ)ψ − a0ψ + 2iα · ∇anψ + |α|2ψ. (5.9)
Proposition 4.1 above and a standard spectral theory imply that A⊥nb := P¯AnbP¯
∣∣
Ran P¯
is invertible for b close to n, with the uniformly bounded inverse. Hence, using de-
composition (5.7), we can rewrite (5.2) as A⊥nbw = −P¯ f(b, u), which after inverting
A⊥nb becomes
w = −(A⊥nb)−1P¯ fnb(u). (5.10)
We use that Anb is diagonal, f is of the form (5.8), standard Sobolev inequalities
with the standard notation for the Sobolev spaces and the definition of the space X
in (3.4) to estimate ‖w1‖H2 . ‖u‖2X , ‖w2‖H2 . ‖J(u)‖H1 . ‖u‖2H2, ‖w3‖H2 . ‖u‖2X
and |w4| . ‖u‖2X . These estimates and the triangle inequality ‖u‖2X . ‖v‖2X+‖w‖2X
result in nonlinear inequalities giving (5.4).6
For (5.5), using that Anb and f are of the form (4.1) and (5.8), we find w1 =
−(−∆an − nbχ)−1h(u). Furthermore, since vλ(0) = −λχ and λ = nb + θ, we have
that vλ(|ψ|2) + nbχ = −χ(λ − nb ) + O(|ψ|2) = −χθ + O(|ψ|2). Next, by (4.2), the
partition of unity, P + P¯ = 1, breaks ψ and α as ψ = sψ0 + ψ
⊥ and α = 〈α〉+ α⊥,
where, recall, s := 1
‖ψ0‖2
〈ψ0, ψ〉 and 〈α〉 := 1|Ω|
∫
Ω
α, and ψ⊥ and α⊥ are defined by
this relations (see (6.5) for more details). We use these decompositions, (5.9) and
standard Sobolev inequalities to estimate
‖h(u)− h1(u)‖L2 .‖u‖3X + |θ|‖ψ‖L2 + |〈α〉|‖ψ⊥‖H1
+ ‖α⊥‖H1‖ψ‖H2 + ‖a0‖H1‖ψ‖H2
where h1(u) := 2is〈α〉 · ∇anψ0. Since ψ⊥, α⊥, a0 and θ contribute only to w := P¯ u,
this, together with w1 = −(−∆an − nbχ)−1h(u), gives
‖w1 − w′1‖H2 . ‖(h(u)− h1(u))‖L2 . ‖u‖3X + ‖w‖X‖u‖X (5.11)
where, recall, w′1 := −2is〈α〉 · (−∆an − nbχ)−1∇anψ0. Finally, taking into account
‖w2‖H2 . ‖u‖2X , ‖w3‖H2 . ‖u‖2X and |w4| . ‖u‖2X , we obtain
‖w1 − w′1‖H2 . ‖(h(u)− h1(u))‖L2 . |s||〈α〉|‖ψ‖H1 + ‖u‖3X. (5.12)
Since |s|, |〈α〉|, ‖ψ‖H1 . ‖v‖X and u = v + w, with ‖w‖X ≪ ‖v‖X , this gives (5.5)
with m = 0. The (5.5) with m > 0 is proven similarly.
6This result could be also derived from the proof of the implicit function theorem. Indeed,
at the core of the proof is the fixed point problem set at the product of the balls ‖wi‖Xi ≤ Ri
in X¯ := P¯X . Choosing the radii of the ball to be proportional to ‖v‖2
Xi
would give the desired
estimate.
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We substitute the solution w = w(b, v) into (5.1) and see that the latter equation
in a neighbourhood of (χ, 0) is equivalent to the equation (the bifurcation equation)
γ(b, v) := PFnb(v + w(b, v)) = 0. (5.13)
Note that γ : R×K → K. Thus we have shown the following
Corollary 5.2. Let u = (ψ, α, a0, θ). In a neighbourhood of (χ, 0) in R×X, the pair
(b, u) solves Eq (3.6) (and therefore (2.12)), if and only if (b, v), with v = Pu, solves
(5.13). Moreover, the solution u of (3.6) can be reconstructed from the solution v
of (5.13) according to the formula
u = v + w(b, v), (5.14)
where w = w(b, v) is the unique solution to Eq (5.2) described in Lemma 5.1.
Solving the bifurcation equation (5.13) is a subtle problem. We do this in Section
6.
6 Existence result
Theorem 6.1. Assume n = 1. Then, for every Lˆ, there exist ǫ > 0 and a branch,
(bs, us), us := (ψs, αs, a0s, θs), s ∈ [0,
√
ǫ), of nontrivial, Lˆ-equivariant solutions
of the rescaled ZHK system (2.12) bifurcating from (χ, 0). It is unique modulo the
global gauge symmetry in a sufficiently small neighbourhood of (χ, 0) in R×X, and
satisfies 

bs = χ +O(s
2),
ψs = sψ0 +OH2n(s
3),
αs = O ~H2(s
2),
a0s = OH2
0
(s2),
θs = O(s
2),
(6.1)
where ψ0, normalized as 〈|ψ0|2〉 = 1, satisfies the equation
(−∆an − n)ψ0 = 0 (6.2)
Proof. As in the last section, X = H21 × ~H2 ×H20 × R and Y = L21 × ~L2 × L20 × R.
Our goal is to solve the equation (5.13) for v. First, we prove the gauge invariance
of γ:
Lemma 6.2. For every δ ∈ R, w(b, eiδv) = Tδw(b, v) and γ(b, eiδv) = eiδγ(b, v).
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Proof. We first check that w(b, eiδv) = Tδw(b, v). We note that by definition of w,
G(b, eiδv, w(b, eiδv)) = 0,
where G is defined in (5.6), but by property in Proposition 3.2(b), we also have
G(b, eiδv, eiδw(b, v)) = TδG(b, v, w(λ, v)) = 0.
The uniqueness of w then implies that w(b, eiδv) = Tδw(b, v). Using that e
iδv = Tδv,
we can now verify that
γ(b, eiδv) = PFnb(e
iδv + w(b, eiδv)) = PFnb(Tδ(v + w(λ, v)))
= PTδFnb(v + w(b, v)).
Since P is of the form P = P1 ⊕ 0, where P1 acts on the first component, we have
PTδFnb(v + w(b, v)) = e
iδPFnb(v + w(b, v)) = e
iδγ(b, v), which implies the second
statement.
By Proposition 4.1, we have
NullX Anχ = NullH2
1
(−∆an − n)× {const} × {0} × {0}. (6.3)
According to (4.3) - (4.4), the assumption n = 1 gives
dimCNullH2n(−∆an − n) = 1. (6.4)
This relation and (6.3) yield that the projection P can be written, for u = (ψ, α, a0, θ),
as
Pu = (sψ0, 〈α〉, 0, 0) with s := 1‖ψ0‖2 〈ψ0, ψ〉, (6.5)
ψ0 ∈ NullH2
1
(−∆an − n), ‖ψ0‖ = 1,
where, recall, 〈α〉 := 1
|Ω|
∫
Ω
α. Hence, we can write the map γ in the bifurcation
equation (5.13) as γ = (ψ0γ1, γ2, 0, 0), where γi : R× C→ C are given by
γ1(b, s, µ) := 〈ψ0, Fnb1(v + w(b, v))〉 (6.6)
γ2(b, s, µ) := 〈Fnb2(v + w(b, v))〉, (6.7)
with (F1, F2, F3, F4) = F , µ := 〈α〉/s ∈ R2 and v = vs,µ, where
vs,µ := (sψ0, sµ, 0, 0). (6.8)
Now, equation (5.13) is equivalent to the equations
γ1(b, s, µ) = 0, γ2(b, s, µ) = 0. (6.9)
16 ZHK Chern-Simons equations, September 1, 2019
First, we consider the equation γ2(b, s, µ) = 0. By the second equation in (3.5) -
(3.6) and the relations 〈P ′J(ψ, α)〉 = 〈1, P ′J(ψ, α)〉 = 〈P ′1, J(ψ, α)〉 and P ′1 = 1,
we have
γ2(b, s, µ) = 〈P ′J(v + w(b, v))〉 = 〈J(v + w(b, v))〉. (6.10)
According to (5.5) and 〈α〉 = sµ, we write w = w′ + w′′, where w′ := (−is2µ ·
ω1, 0, 0, 0), with ω1 := (−∆an − nbχ)−1∇anψ0. Then, by (5.10), (5.14), (6.8), (5.4)
and (5.5), we have
∂mξ w
′′(b, v) = (OH2n(s
3), O ~H2(s
2), OH2
0
(s2), O(s2)), (6.11)
for m = 0, 1 and ξ = b, µ. Hence, we have for J(ψ, α) := Im(ψ¯∇an+αψ),
J(v + w(b, v)) =s2 Im(ψ¯0∇anψ0) + s3(|ψ0|2µ+ Tµ)
+OH2n(s
4) +O ~H2(s
4), (6.12)
where Tµ = Im(ψ¯0µ · ∇aniω1 − iω¯1µ · ∇anψ0).
Recall, that curl∗ maps scalar functions, f, into vector-fields, curl∗ f = (∂2f,−∂1f).
The next lemma, due to [30], shows that the leading term on the r.h.s. of (6.12)
drops out under taking the average.
Lemma 6.3.
Im(ψ¯0∇anψ0) = 1
2
curl∗ |ψ0|2. (6.13)
For the reader’s convenience, the proof of this lemma is given in Appendix C.
(Due to the different sign in the covariant gradient ∇A, the sign here differs from
the one in [30]. Note that, unlike the Ginzburg-Landau equation,s the ZHK equa-
tions are not invariant under the transformation (ψ,A) → (ψ¯,−A).) By (6.13),
〈Im(ψ¯0∇anψ0)〉 = 0. This, the definition γ˜2(b, s, µ) := s−3γ2(b, s, µ), (6.10), (6.12)
and 〈|ψ0|2〉 = 1 give
γ˜2(b, s, µ) = (1+ 〈T 〉)µ+O(s). (6.14)
Furthermore, γ˜2(b, 0, 0) = 0 (for any λ) and it is easy to see that ∂µγ˜2(b, s, µ) =
1+ 〈T 〉+O(s). Next, we claim that
The matrix 〈T 〉 is positive definite and therefore 1+ 〈T 〉 is invertible. (6.15)
To show that the matrix 〈T 〉 is positive definite, we note first that Tij := −Re(ψ¯0∇anjω1i−
ω¯1i∇anjψ0), with ω1 := (−∆an − nbχ)−1∇anψ0. Using this, we compute
〈Tij〉 := −Re〈ψ¯0∇anjω1i − ω¯1i∇anjψ0〉 (6.16)
= −Re[〈ψ0,∇anjω1i〉 − 〈ω1i,∇anjψ0〉] (6.17)
= 2〈∇anjψ0, ω1i〉. (6.18)
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Since ω1 := (−∆an − nbχ)−1∇anψ0, this gives
〈Tij〉 = 2〈∇anjψ0, (−∆an −
n
b
χ)−1∇aniψ0〉. (6.19)
Now since 〈ψ0,∇anψ0〉 = 0, and (−∆an − nbχ)−1 is positive for vectors orthogonal to
ψ0, the last relation shows that the matrix 〈T 〉 is positive definite.
By (6.14) and (6.15), the equation γ˜2(b, s, µ) = 0 has a unique solution, µs, for
µ, provided s is sufficiently small, and this solution satisfies
µs = O(s). (6.20)
Estimates (5.5) and (6.20) and the relation 〈α〉 = sµ give ‖∂mb w1‖X1 = O(s3), m =
0, 1, and we can upgrade (6.11) to
∂mξ w(b, v) = (OH2n(s
3), O ~H2(s
2), OH2
0
(s2), O(s2)). (6.21)
Next, we address the equation γ1(b, s, µ) = 0. First, we show that γ1(b, s) ∈ R
for s ∈ R. Using that the projection P¯ is self-adjoint, P¯w(b, v) = w(b, v) and that
w(b, v) solves P¯Fnb(v + w) = 0, we find
〈w(b, v), Fnb(v + w(b, v))〉 = 〈w(b, v), P¯Fnb(v + w(b, v))〉 = 0.
Therefore, recalling v ≡ vs,µ := (sψ0, sµ, 0, 0) and using that 〈v, F 〉 = s〈ψ0, F1〉 +
sµ〈F2〉 and 〈Fnb2(v + w(b, v))〉 = −γ2(b, s, 〈α〉) = 0, we have, for s 6= 0,
〈ψ0, Fnb1(v + w(b, v))〉 = s−1〈v, Fnb(v + w(b, v))〉
= s−1〈v + w(b, v), Fnb(v + w(b, v))〉,
and this is real by property (c) in Proposition 3.2 and the fact that the part 〈w2(b, v),
Fnb2(v + w(b, v))〉 of the inner product on the r.h.s. is real.
Next, by Lemma 6.2, γ1(b, s, µ) = e
i arg sγ1(b, |s|, µ). Therefore γ1(b, s, µ) = 0 is
equivalent to the equation
γ′1(b, s, µ) = 0 (6.22)
for the restriction γ′1 : R×R×R→ R of the function γ1 to R×R×R, i.e., for real
s.
Now, recall that the map F = (F1, F2, F3, F4), defined in (3.5), can be written
as (5.7). Using w(λ, v) = O(s3), (5.12), 〈α〉 = sµ, by the definition µ := 〈α〉/s and
(6.20), and recalling v ≡ vs,µ := (sψ0, sµ, 0, 0), we find
Fnb1(v + w(b, v)) = s(−∆an − n
b
χ)ψ0 +OH2n(s
3). (6.23)
Using this, (−∆an − n)ψ0 = 0 and denoting the first component of P by P1, we
obtain
P1Fnb1(v + w(b, v)) =s(n− n
b
χ)ψ0 +OH2n(s
3). (6.24)
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If we write γ′1(b, s, µ) = sγ˜1(b, s, µ), then, since 〈|ψ0|2〉 = 1, we have γ˜1(b, s, µ) =
n− n
b
χ+O(s2). Since γ˜1(n, 0, µ) = 0 (for any µ) and, as easy to see, ∂bγ˜1(b, s, µ) =
n
b2
χ+O(s2), the equation γ˜1(b, s, µ) = 0 has the unique solution, λs, and this solution
is of the form
bs = χ +O(s
2). (6.25)
Now, we know that (b, u) solves F (b, u) = 0 if and only if u = v+w(b, v), v ≡ vs,µ,
and b, s, µ solve γ(b, s, µ) = 0 (see (5.13)), or γi(b, s, µ) = 0, i = 1, 2 (see (6.9)).
By above, near (n, 0, 0), Eq (6.9) has two branches of solutions, s = 0 and b, µ are
arbitrary and (bs, s, µs), where bs and µs are given by (6.25) and (6.20), respectively,
and s is sufficiently small, but otherwise is arbitrary. For s = 0, we have vs,µ = 0
and therefore u = vs,µ+w(bs, vs,µ) = 0, which gives the trivial solution. In the other
case, we have, by (6.8), (6.20) and (6.21),
u = us := vs,µs + w(bs, vs,µs) = (sψ0 +OH2n(s
3), O ~H2(s
2), OH2
0
(s2), O(s2)).
This gives the branch (bs, us) of solutions of (2.12) of the form (6.1). These solutions
satisfy (2.5a) - (2.5c) and are unique (apart from the normal (trivial) solution (b, 0))
modulo the global gauge symmetry in a sufficiently small neighbourhood of (b, 0) in
R×X .
7 Relation between b and s
To derive Theorem 1.1 from Theorem 6.1, we have to establish the relation between
the external magnetic field b and the bifurcation parameter s.
Here and in what follows we use the notation 〈f〉 := 1
2π
∫
Ωˆ
f . To formulate the
next result we introduce the Abrikosov function
β(L) = 〈|ψ0|
4〉
〈|ψ0|2〉2
(7.1)
where ψ0 is the unique solution to the equation (6.2), satisfying (2.5a) for the nor-
malization Lˆ of L and n = 1. By scaling invariance and (7.16), this is the same
function as the one defined in (1.11). Moreover, since by the Ho¨lder inequality,
〈|ψ0|2〉2 ≤ 〈|ψ0|4〉, we have β(L) ≥ 1. In what follows, we normalize ψ0 as
〈|ψ0|2〉 = 1. (7.2)
We identify R2 with C, via the map (x1, x2)→ x1+ix2, and, applying a rotation,
if necessary, bring any lattice L to the form L = Lτ,r := r(Z+τZ), where r > 0, τ ∈
C, Im τ > 0, which we assume from now on. In this case Lˆ = Z+ τZ.
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Hereafter we will assume the lattice L is of the form L = r(Z + τZ) where r
and Im τ are strictly positive. Since β(L) does not depend on scaling of the lattice,
L → rL, r > 0, we write
β(τ) := β(L) for L = r(Z+ τZ). (7.3)
Proposition 7.1. Let (bs, us) be the branch of solutions of system (2.12) given in
Theorem 6.1. Then we have the expansions
λs =
n
χ
+ λ′s2 +O(s4), (7.4)
bs = χ+ b
′s2 +O(s4), (7.5)
where λ′ and b′ are given by
λ′ =
1
χ
((g − 1)β(τ) + 1
2
), (7.6)
b′ = −χ
n
(g − 1)β(τ). (7.7)
Before proceeding to the proof of Proposition 7.1, we derive a further expansion
of the bifurcation branch given in Theorem 6.1 in the bifurcation parameter s.
Lemma 7.2. Let (bs, us) be the branch of solutions of system (2.12) given in The-
orem 6.1. Then the last three entries in us = (ψs, αs, a0s, θs) are of the form

αs = α
′s2 +O ~H2(s
4),
a0s = a
′
0s
2 +OH2
0
(s4),
θs = θ
′s2 +O(s4),
(7.8)
where α′, a′0 and θ
′ satisfy s(remembering normalization (7.2), we can drop 〈|ψ0|2〉
below)
curlα′ = −1
2
|ψ0|2 + 1
2
〈|ψ0|2〉, a′0 =
1
2
|ψ0|2, θ′ = 1
2χ
〈|ψ0|2〉. (7.9)
Proof. Though in the present case n = 1, for tracking reasons, we keep n in the
formulae. First, assuming (7.8) holds, we substitute these expressions and
ψs = sψ0 +OH2n(s
3) (7.10)
from (6.1) into system (2.12) to obtain in the leading order
curl∗ a′0 = Im〈ψ0,∇anψ0〉 (7.11)
20 ZHK Chern-Simons equations, September 1, 2019
(from the second equation), the third equation in (7.9) (from the fourth equation
and b = χ + O(s2)), and the first equation in (7.9) (from the third and fourth
equation).
Due to (6.13) (Im(ψ¯0∇anψ0) = 12 curl∗ |ψ0|2), equation (7.11) reduces to
curl∗ a′0 =
1
2
curl∗ |ψ0|2 (7.12)
Since a′0 ∈ L20(R2) and curl∗ is invertible on this space, we obtain the second equation
in (7.9). Now, define the functions ψ1, α1, a01 and the number θ1 by the relations{
ψs = sψ0 + s
3ψ1, αs = α
′s2 + s4α1,
a0s = a
′
0s
2 + s4a01, θs = θ
′s2 + s4θ1,
(7.13)
where α′, a′0 and θ
′ satisfy (7.9), plug these expressions into system (2.12) to obtain
a system of equations for ψ1, α1, a01 and θ1 and estimate the latter functions using
this system and the implicit function theorem to obtain (7.8).
Proof of Proposition 7.1. In this proof we omit the subindex s. We consider equa-
tion (2.12a), which we multiply scalarly by ψ0 to obtain
〈ψ0,−∆aψ + vλ(|ψ|2)ψ − a0ψ〉 = 0. (7.14)
Rescaling relation (B.3) of Appendix B and using the definition ∂a :=
1
2
((∇a)1−
i(∇a)2) (cf. (B.1) and Remark B.3 of Appendix B), we find (cf. e.g. [17])
−∆a = 4∂∗a∂a + curl a. (7.15)
Eq (7.15) yields −〈ψ0,∆aψ〉 = 4〈∂aψ0, ∂aψ〉 + 〈ψ0, curl aψ〉. Next, the relations
a = an +O(s2) and ψ = sψ0 +O(s
3) (see (6.1)) and the relation
∂anψ0 = 0, (7.16)
which follows from (6.2) and (7.15), give 〈∂aψ0, ∂aψ〉 = O(s5). This implies−〈ψ¯0∆aψ〉 =
〈curl aψ0ψ〉+O(s5). Now, constraint (2.4c) (curl a = λb−12 |ψ|2) yields 〈ψ0, curl aψ〉 =
λb〈ψ0, ψ〉 − 12〈ψ0, |ψ|2ψ〉, which together with the previous relation and ψ = sψ0 +
O(s3) implies
−〈ψ¯0∆aψ〉 = λb〈ψ¯0ψ〉 − 1
2
s3〈|ψ0|4〉+O(s5). (7.17)
Next, using the expansions vλ(|ψ|2) := λv( 1λ |ψ|2) = λv(0) + v′(0)|ψ|2 + O(s4)
and ψ = sψ0 + O(s
3), together with the notation v(0) = V ′(0) = −χ and v′(0) =
V ′′(0) = g, gives
λv(
1
λ
|ψ|2) = −λχ + s2g|ψ0|2 +O(s4). (7.18)
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Inserting the last two relations into (7.14) and using the expansions ψ = sψ0+O(s
3)
and a0(s
2) = a′0s
2 +O(s4), we obtain
λ(b− χ)〈ψ¯0ψ〉+ s3(g − 1
2
)〈|ψ0|4〉 − s3〈a′0|ψ0|2〉+O(s5) = 0. (7.19)
By (6.1) and λ = n
b
+ θ (see (2.12e)), we have λ = n
χ
+ O(s2). Using this and
b = χ+b′s2+O(s4), together with (7.19) and the 2nd equation in (7.9) (a′0 =
1
2
|ψ0|2)
and Eq (7.10) (ψs = sψ0 +OH2n(s
3)) give
s3
[n
χ
b′〈|ψ0|2〉+ (g − 1
2
)〈|ψ0|4〉 − 1
2
〈|ψ0|4〉
]
+O(s5) = 0. (7.20)
Resolving this equation for b′ and using definition (7.3) and normalization 〈|ψ0|2〉 = 1
gives equation (7.7).
To compute λ′, we use the definition λ = n
b
+ θ to obtain λ′ = − n
χ2
b′ + θ′,
which together with (7.7) and the third equation in (7.9) (θ′ = 1
2χ
〈|ψ0|2〉) and
normalization 〈|ψ0|2〉 = 1, gives (7.6). The remainders are estimated as in the proof
of Lemma 7.2. This completes the proof of Proposition 7.1.
Proposition 7.1 implies
Corollary 7.3. For g 6= 1 and s sufficiently small, (a) the bifurcating solution exists
iff
sign(χ− b) = − sign b′ = sign(g − 1); (7.21)
(b) the equation b = bs has a unique solution, s = s(b), for s; (c) the bifurcation
parameter, s and the external magnetic field strength (magnetic flux) b are related
as
s2 = −g − 1
b′
µ+ O(µ2) =
n
χ
β(τ)µ+O(µ2), (7.22)
where, recall, µ := (χ − b)/(g − 1) and b′ is given in (7.7). Consequently, we can
express the bifurcation branch, us ≡ uLˆs , given by Theorem 6.1, in terms of b as
ub ≡ uLˆ,b := uLˆs(b)
and the condition for its existence as µ being positive and sufficiently small.
This completes the proof of Theorem 1.1, apart from the last statement (regard-
ing the energy) which is proven in the next section.
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8 Energy asymptotic. Proof of Theorem 1.3
Consider energy functional (2.9) defined on Lˆ-equivariant states (ψ, a, a0) constrained
by (2.4c) and having the magnetic flux quantization property (2.7). We use the
rescaling of equation (B.4) proven in Appendix B given by
Eλ(ψ, a) = V (0) + 1
λ2
〈|∂aψ|2 + 1
2
(g − 1)|ψ|4 +O(|ψ|6)〉
+ 2(χ− b)( 1
λ
n− b). (8.1)
where, recall, 〈f〉 := 1
2π
∫
Ωˆ
f and ∂a :=
1
2
((∇a)1− i(∇a)2). This equation shows that
for V (t) a polynomial of the second order, g = 1 a self-dual regime, see Appendix
B.
Let (bs, us) be the branch of solutions of system (2.12) given in Theorem 6.1,
us = (ψs, αs, a0s, θs), and let as = a
n + αs and λs =
n
bs
+ θs. We consider the first
term on the r.h.s. of (8.1). By (6.1), we have
ψs = sψ0 +OH2n(s
3). (8.2)
This equation and Eqs (7.16) (∂anψ0 = 0), as = a
n + αs and αs = OH2n(s
2) imply
that ∂aψs = OH2n(s
3). This implies
〈|∂aψs|2〉 = O(s6). (8.3)
For the second term on the r.h.s. of (8.1), (8.2) and s2 = −g−1
b′
µ+O(µ2) (see (7.22))
give
〈|ψs|4〉 =s4〈|ψ0|4〉+O(s6) = (µ(g − 1)/b′)2〈|ψ0|4〉+O(µ3).
This, together with (7.7) and 〈|ψ0|4〉 = β(τ) (remember normalization (7.2) (〈|ψ0|2〉 =
1)), yields
〈|ψs|4〉 = n
2µ2
χ2β(τ)2
β(τ) +O(µ3). (8.4)
Next, we evaluate R := 2( n
λs
− bs)(χ− bs). By Proposition 7.1, nλs = χ−
χ2
n
λ′s2+
O(s4). Since χ − bs = O(s2), this gives R = 2(χ − bs − χ2n λ′s2)(χ − bs) + O(s6).
Now, due to (7.22), we have R = 2(1 + χ
2
n
λ′ 1
b′
)(g − 1)2µ2 + O(s6), where, recall,
µ := (χ − bs)/(g − 1). Next, by the definition λs = nbs + θ, we have λ′ = − nχ2 b′ +
θ′. The last equation, together with (7.5) and (7.7) (bs = χ + b
′s2 + O(s4) and
b′ = −χ
n
(g − 1)β(τ)) and the third equation in (7.9) (θ′ = 1
2χ
〈|ψ0|2〉 = 12χ), give
1 + χ
2
n
λ′ 1
b′
= χ
2
n
θ′
b′
= −1
2
1
(g−1)β(τ)
. This implies
2(
n
λs
− bs)(χ− bs) = −g − 1
β(τ)
µ2 +O(µ3). (8.5)
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We plug (8.3), (8.4) and (8.5) into (8.1) and use the expansion λs =
n
χ
+ O(s2)
and the relation s2 = −g−1
b′
µ + O(µ2) (see (7.22)) (together with the computation
1
2
(g − 1) 1
(g−1)2β(τ)
− 1
(g−1)β(τ)
= − 1
2(g−1)β(τ)
) to find
Eλs(ψs, as) = V (0)−
1
2
g − 1
β(Lˆ) µ
2 +O(µ3). (8.6)
By (2.8), Eλs(ψs, as) = Ebs(Lˆ). The last two relations give (1.13). This proves Theo-
rem 1.3. 
9 Energy minimizers
In this section we will prove Theorem 1.1(c) and Theorem 1.2, concerning the energy
per lattice cell (cf. the proof in [31] for the Ginzburg-Landau energy).
The main step in the proof is to express the average energy of the solution us in
terms of the Abrikosov function (7.3).
Let (b, ub) be the branch of solutions given by Corollary 7.3. Emphasizing the
dependence of the energy on τ and b, we denote
Eb(τ) := Eb(Lˆ),
where Eb(Lˆ) is given in (1.12). We have the following result.
Theorem 9.1 (Energy minimizers). Assume (1.4) and (1.5), and let µ := (χ −
b)/(g − 1) > 0 be sufficiently small and g > 1. Then τ∗ is a non-degenerate saddle
point/(local) minimizer of the Abrikosov function β(τ) iff τb = τ∗ + O(µ) is a non-
degenerate saddle point/(local) minimizer of the energy Eb(τ).
Proof of Theorem 9.1. We will derive Theorem 9.1 from Theorem 1.3 by using (2.8).
By the energy expansion (1.13), if τ∗ is a non-degenerate critical point of the
Abrikosov function, β(τ), then, for µ sufficiently small, Eb(τ) has a unique non-
degenerate critical point, τb, in a O(µ)−neighbourhood of τ∗. The converse is also
true. Moreover, τ∗ is a (local) minimum of β(τ) iff τb is a (local) minimum of
Eb(τ).
Proof of Theorem 1.2. It is shown in [2] that the critical points of β(τ) are τ = e
ipi
3
and τ = e
ipi
2 , with the former a minimum and the latter a maximum. This fact and
Theorem 9.1 imply Theorem 1.2.
A Nonrelativistic Chern-Simons models
In this appendix we provide, for the reader’s convenience, some general background
for non-relativistic Chern-Simons theories.
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The Chern-Simons invariant provides a gauge theory in 2 + 1 dimension (in
addition to the Maxwell/Yang-Mills theories in 3+1 dimension). Generally speaking,
a gauge theory is defined by an action on connections on a principal bundle, invariant
under the corresponding gauge transformations. It is coupled to a matter field
(viewed as a section of the associated line/vector bundle) through the covariant
derivatives, induced by these connections, acting on this field.
The Chern-Simons gauge theories on a 2+1 Minkowski spaceM3 involve a gauge
field a :M3 → R× R2 and the action functional (the CS action)7
SCS(a) := 2
∫
M3
a ∧ da, (or SCS(a) := 2
∫
M3
ǫµνρaµ∂νaρ). (A.1)
It is gauge invariant (under transformations a → a + df - in the abelian case -
satisfying
∫
M3
df = 0) and independent of the metric (of a fixed signature). Since
SCS(a) is independent of the metric, the energy momentum tensor for it (which is
the variation of SCS(a) w.r.to the metric) is zero.
The Euler-Lagrange equation for the Chern-Simons action without external
sources, i.e. in the vacuum, is da = 0 (in the Minkowski metric), i.e. a is a
flat connection. In a simply connected M3, a is a pure gauge and the Chern-Simons
equation da = 0 has no plane waves like in the EM case.
The action functional for the Chern-Simons gauge theory coupled to matter is
obtained by using the principle of minimal coupling
S(φ, a) := Smatter(φ, a) + SCS(a), (A.2)
where φ is a matter field or an order parameter (a section of a line, or vector bundle)
and a enters Smatter(φ, a) through the the covariant derivative, ∇a, given locally as
∇a := d− ia. The Euler-Lagrange equations are
dφSmatter(φ, a) = 0, (A.3)
da = ∗J, with J := daSmatter(φ, a), (A.4)
where dχ is the Gaˆteaux derivative w.r.to χ.
Apply d to the equation in (A.4) to obtain the conservation law, d ∗ J = 0, or
∂µJµ = 0, for the current J . Writing a = (a0, a) and J = (ρ, J), and introducing the
notation, B := (da)0 ≡ curl a and E := (da)space ≡ −∇a0 − ∂ta, for the magnetic
and electric fields, the second CS equation, (A.4), can be rewritten as
E = ∗J and B = ρ, (A.5)
and the conservation law, ∂µJµ = 0, for the current J reads
∂tρ+ div J = 0. (A.6)
7For typographical reasons, we use the notation in this appendix different from those in the
main text.
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For the non-relativistic model (A.8), the current J := daSmatter(φ, a) has the
form
J :=
(|φ|2, Im(φ¯∇a+aextφ)),
which, together with (A.5), gives (1.3b) - (1.3c).
Constraints. The second equation in (A.5) is a constraint consistent with the
evolution. Indeed, taking curl of the first equation in (A.5) and using that curlE =
−∂t curl a and curl ∗J = div J gives ∂t curl a = − div J . By (A.6), this in turn
implies
∂t(ρ−B) = ∂tρ+ div J = 0.
On the other hand, the first equation in (A.5) follows from the second one and
the conservation law, ∂µJµ = 0, for the current J . Indeed, differentiating the sec-
ond equation w.r.to t and using (A.6) gives 0 = ∂t curl a − ∂tρ = curl ∂ta − div J .
Furthermore, writing div J = curl ∗J , we find curl(∂ta − ∗J) = 0. Therefore there
is a function a0 s.t. ∂ta− ∗J = ∇a0.
Symmetries. Eqs (A.3) - (A.4) (specifically, (1.3)) are invariant under gauge,
translation and rotation transformations and Galilean boost (the Lorentz transfor-
mations, in the relativistic case). For instance, the gauge transformation is give
by
T gaugeχ : (ψ, a) 7→ (eiχψ, a+ dχ); (A.7)
The spatial symmetries lead to the conservation of the energy and momentum.
E.g. for the non-relativistic CS model, the energy is given by (1.15) (recall that the
energy momentum tensor for SCS(a) is zero).
Boundary conditions at infinity. Depending on the nonlinearity V (|φ|2), we
can have different boundary conditions at infinity:
|φ| → 0 as x→∞, for V (|φ|2) := g
2
|φ|4, and
|φ| → √µ as x→∞, for V (|φ|2) := g
2
(|φ|2 − µ)2, µ > 0,
either b.c. condition, for V (|φ|2) := |φ|2(|φ|2 − µ)2.
Hamiltonian structure. Since our constraint is conserved by the dynamics, we
can avoid using the general theory of Hamiltonian systems on spaces with constraints
(the Dirac Poisson brackets).
Take for simplicity aext0 = 0 and consider the non-relativistic Lagrangian (cf.
(A.8))
S(φ, a′, a0) :=
∫
iφ¯∂ta′
0
φ− |∇a+aextφ|2 − V (|φ|2) + a · curl a. (A.8)
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where φ : R+ × R2 → C is the order parameter, a′ = (a, a0) : R+ × R2 → R2 × R
is the CS gauge field, aext is an external magnetic potential, ∇a := ∇ + ia and
∂ta0 := ∂t − ia0. Following the standard procedure, we compute the momenta for
L(φ, a, a0), we find
dφ˙L(φ, a, a0) = iφ¯, da˙′L(φ, a, a0) = − ∗ a ≡ (a2,−a1). (A.9)
Performing the Legendre transform
∫
(iφ¯φ˙− ∗a · a˙)−L(φ, a, a0) leads to the hamil-
tonian
H(φ, φ¯, a,− ∗ a) :=
∫
1
2
|∇aφ|2 + V (|φ|2)− a0(|φ|2 + 2 curl a). (A.10)
Introducing the almost complex structure j(φ, a′) = (iφ,−∗a), we can write the
symplectic form as
ω(ξ, α; η, β) := Re
∫
ξ¯iη −
∫
α · ∗β = 〈(ξ, α), j(η, β)〉. (A.11)
Using this symplectic form, for any functional H(u), we define the vector field
∇ωH(u) by the equation ω(∇ωH(u); v) = dH(u)v. With this definition and the
Hamiltonian H , we see that ZHK equations (1.3a) - (1.3c) can be rewritten as
∂t(φ, a) = ∇ωH(φ, a, a0), (A.12)
where H(φ, a, a0) ≡ H(φ, φ¯, a,− ∗ a), with constraint (1.3c), which can be written
as da0H(φ, a, a0) = 0.
B The self-dual regime
Introduce the complexified covariant derivatives (harmonic oscillator annihilation
and creation operators, see e.g. [27, 28])
∂A :=
1
2
((∇A)1 − i(∇A)2). (B.1)
and ∂∗A = −∂¯A Remembering the definition of ∇A, we compute ∂A = ∂+ iAc, where
∂ := 1
2
(∂x1 − i∂x2) and Ac := 12(A1 − iA2). We have the following
Proposition B.1.
[∂A, ∂
∗
A] =
1
2
curlA; (B.2)
−∆A = 4∂∗A∂A + curlA. (B.3)
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Proof. Let ∇i := (∇A)i. Using the relations (∇1+ i∇2)(∇1− i∇2) = ∆A− i[∇1,∇2]
and [∇1,∇2] = [∂1, iA2] + [iA1, ∂2] = i curlA, we obtain −∆a = 4∂∗A∂A + curlA.
Furthermore, 4[∂A, ∂
∗
A] = [∇1 − i∇2,−∇1 − i∇2] = −2i[∇1,∇2] = 2 curlA.
Corollary B.2. (a) −∆Ab ≥ b and (b) Null(−∆Ab − b) = Null(∂Ab).
Remark B.3. (i) Proposition B.1 is formalization of standard results in quantum
mechanics, where ∂A and ∂
∗
A are called the annihilation and creation operators (see
e.g. [17]); in geometry, (B.3) is known as the Weizenbo¨ck formula.
(ii) Unlike the standard case in geometry, the formulae above are based on the
complex ‘d’, rather than ‘d-bar’, derivative (i.e. on the anti-holomorphic, rather
than holomorphic, structure). The reason for it is the unusual sign in the co-
variant derivatives ∇A := ∇ + iA and ∂tA0 := ∂t − iA0 due to the basic charge
(electron charge) negative (= −1). Since, as was already mentioned above, the
ZHK equations, unlike the Ginzburg-Landau equations, are not invariant under the
transformation (ψ,A)→ (ψ¯,−A), we have to stick with the chosen sign in ∇A and
∂tA0 .)
We say that the ZHK equations are self-dual iff any local energy minimizing so-
lution, (Ψ, A, A0), satisfies the first order equation ∂AΨ = 0 and Ψ is not a constant.
The latter equation together with (1.3c) forms a system of the first order equations
for (Ψ, A). (A0 is found from (1.3b).)
Proposition B.4. For self-interaction potential (1.2), the ZHK equations for L-
equivariant fields are in the self-dual regime iff g = 1.
We begin with a general result about energy functional (1.15):
Proposition B.5. Consider energy functional (1.15) on L-equivariant states (Ψ, A, A0)
constrained by (1.3c) and having the magnetic flux quantization property (1.9). We
assume V satisfies (1.4) and let χ = −V ′(0) and g = V ′′(0). Then we have
EΩL(Ψ, A) = V (0)|ΩL|+
∫
ΩL
(|∂AΨ|2 + 1
2
(g − 1)|Ψ|4 +O(|Ψ|6))
+ 4π(χ− b)n + 2b(b− χ)|ΩL|. (B.4)
Proof. We write Ω ≡ ΩL for a fundamental cell of a lattice L. Substituting the
expression −∆A = ∂∗A∂A + curlA into energy functional (1.15), we find
EΩ(Ψ, A) =
∫
Ω
(|∂AΨ|2 + curlA|Ψ|2 + V (|Ψ|2)). (B.5)
Now, we assume (Ψ, A) satisfies constrain (1.3c) (curlA = b − 1
2
|Ψ|2) and use this
constraint and the definition V (|Ψ|2) = g
2
(|Ψ|2 − µ)2 and the notation χ := gµ to
obtain
EΩ(Ψ, A) =
∫
Ω
(|∂AΨ|2 + 1
2
(g − 1)|Ψ|4 + (b− χ)|Ψ|2 + 1
2
gµ2). (B.6)
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Now using (1.3c) again, we conclude
EΩ(Ψ, A) =
∫
Ω
(|∂AΨ|2 + 1
2
(g − 1)|Ψ|4 + (b− χ)2(b− curlA) + V (0)) (B.7)
=
∫
Ω
(|∂AΨ|2 + 1
2
(g − 1)|Ψ|4 − 2(b− χ) curlA)
+ (2b2 − 2χb+ V (0))|Ω|. (B.8)
The flux quantization property (1.9) ( 1
2π
∫
Ω
curlA = n ∈ Z) then gives (B.4).
Proof of Proposition B.5. (B.4), for V (|Ψ|2) of the fourth order, implies the inequal-
ity
EΩ(Ψ, A) ≥ V (0)|Ω|+ 4π(χ− b)n+ 2b(b− χ)|Ω|. (B.9)
and that non-constant local energy minimizers saturating the latter inequality are
possible only if g = 1 and ∂AΨ = 0, as claimed.
C Proof of Lemma 6.3
Proof of Lemma 6.3. It follows from Eq (7.16), that ψ0 satisfies the first order equa-
tion
((∇an)1 − i(∇an)2)ψ0 = 0. (C.1)
Multiplying this relation by ψ¯0, we obtain ψ¯0(∇an)1ψ0 − iψ¯0(∇an)2ψ0 = 0. Taking
imaginary and real parts of this equation gives
Im ψ¯0(∇an)1ψ0 = Re ψ¯0(∇an)2ψ0 = 1
2
∂x2 |ψ0|2,
Im ψ¯0(∇an)2ψ0 = −Re ψ¯0(∇an)1ψ0 = −1
2
∂x1 |ψ0|2,
which, in turn, gives (6.13).
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