Two monolayers of graphene twisted by a small 'magic' angle exhibit nearly flat bands leading to correlated electronic states and superconductivity, whose precise nature including possible broken symmetries, remain under debate. Here we theoretically study a related but different system with reduced symmetry -twisted double bilayer graphene (TDBLG), consisting of two Bernal stacked bilayer graphene sheets, twisted with respect to one another. Unlike the monolayer case, we show that isolated flat bands only appear on application of a vertical displacement field D. We construct a phase diagram as a function of twist angle and D, incorporating interactions via a Hartree-Fock approximation. At half filling, ferromagnetic insulators are stabilized, typically with valley Chern number Cv = 2. Ferromagnetic fluctuations in the metallic state are argued to lead to spin triplet superconductivity from pairing between electrons in opposite valleys. Response of these states to a magnetic field applied either perpendicular or parallel to the graphene sheets is obtained, and found to compare favorably with a recent experiment. We highlight a novel orbital effect arising from in-plane fields that can exceed the Zeeman effect and plays an important role in interpreting experiments.
I. INTRODUCTION
Recent experiments have reported interaction induced insulating states and superconductivity in twisted bilayer graphene and related systems [1] [2] [3] [4] [5] [6] . In all these settings, long wavelength Moiré patterns are believed to give rise to narrow electronic bands [3, [7] [8] [9] [10] that enhance the effect of electronelectron interactions. Indeed the observed phase diagram of correlated insulators with proximate superconducting states is reminiscent of strongly correlated materials such as the cuprates [11] . On the other hand, a different route to correlated insulators is observed in quantum Hall systems, for instance, when the spin and valley degeneracy of graphene's Landau levels are spontaneously broken by interactions, leading to ferromagnetic insulators. In contrast, ferromagnetic insulators are relatively rare in correlated solids, where antiferromagnetic order is the norm. A key question in the field of Moiré materials is which paradigm is better suited to capturing the physics of TBLG. Topological aspects of the nearly flat bands of TBLG have recently been emphasized [12] [13] [14] [15] along with the connection to quantum Hall wavefunctions [16, 17] , although time reversal remains a symmetry. As a consequence of these complexities, and despite much theoretical work [12, [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] , the origin and nature of the insulators and superconductors in TBLG remains disputed.
Here we study the problem of a pair of bilayer graphene sheets, twisted with respect to one another with AB-AB stacking structure. The essential difference from the monolayer on monolayer problem is a difference in symmetry. The C 2 rotation symmetry of TBLG about the vertical axis is broken by the Bernal stacking of the individual bi-layers in twisted double BLG (TDBLG). This lower symmetry setting simplifies the problem in some ways -for example in TBLG, the conduction and valence bands touch at Dirac points. In contrast, these † J.Y. Lee and E. Khalaf contribute equally to this work. bands can be separated once C 2 is broken. Furthermore, the bands can now acquire a net Chern number (opposite valleys have opposite Chern numbers owing to time reversal symmetry). This allows us to draw intuition from the related and well studied problem of electrons in a Landau level. For example, in graphene, an appropriate strain pattern produces a uniform 'psuedo'-magnetic field with opposite orientation for the two valleys [29] . This problem, in the absence of spin degeneracy, was numerically studied in [30] . At neutrality, when the lowest Landau levels for the two valleys are half filled, time reversal is spontaneously broken leading to a valley ferromagnet -which is also an integer quantum Hall insulator. Indeed a related ground state with spontaneous quantum Hall response, although metallic, was observed in TBLG in the presence of C 2 breaking substrate potentials [10, 17, 22, 28, 31] . Thus, ferromagnetic ground states are to be expected in this regime.
In this work we will study twisted double BLG as follows: (i) We model the single particle physics of TDBLG, including the effects of additional terms like trigonal warping which play little role in the monolayer case, but significantly modify the dispersions here. A finite vertical electric field is then required to obtain isolated and relatively flat bands, and a parameter regime where this occurs for the conduction band is identified and its topological properties are computed. (ii) Next, we study the effect of interactions within a self consistent Hartree Fock approximation. At half-filling a spin ferromagnetic insulator is predicted, which is assisted by the Hund's interaction as anticipated in [10] and consistent with the numerical studies of graphene in a psuedomagnetic field [30] (iii) We study possible instabilities of the doped ferromagnet, in particular the possibility of pairing induced by ferromagnetic fluctuations, within a simplified model. A spin triplet, inter-valley paired superconductor with uniform pairing amplitude on the Fermi surface is predicted (a spin triplet 's-wave', where antisymmetry is enforced by valley quantum numbers). (iv) Finally, we study experimental signatures of these states in a magnetic field, applied either parallel or perpendicular to the plane, which compare well with a recent ex-FIG. 1. Twisted double BLG model (ABAB stacking) with the gating voltage U across the system. For the ideal case, only γ0 and γ1 are considered but other parameters are important for real materials. Here, we assume the voltage difference is uniform across the layers.
periment [32] . In particular, we identify an unexpected orbital effect of an in-plane magnetic field, which competes with the Zeeman splitting.
II. SINGLE-PARTICLE PHYSICS A. Hamiltonian and symmetries
We consider a system consisting of two layers of ABstacked bilayer graphene as follows. Starting from an initial configuration with ABAB stacking, we twist the two bilayers relative to each other by a small angle θ. Each bilayer graphene (BLG) has a tight-binding Hamiltonian given by
which is labelled in the order of A 1 , B 1 , A 2 , B 2 . Here, we consider a realistic model of BLG. AB-stacking means that the A-site of the first layer (A 1 ) sits on top of the B-site of the second layer (B 2 ). This gives the small on-site energy ∆ for these sites. For a detailed explanation, see Appendix. A. Here, f (k) ≡ l e ik·δ l , where δ 1 = a(0, 1), δ 2 = a( √ 3/2, −1/2), δ 3 = a(− √ 3/2, −1/2). One can expand f (k) near K ± = ±(4π/3 √ 3a, 0) as
Here, a = 1.42Å is the distance between carbon atoms. Throughout, we will use the phenomenological value extracted from Ref. [33] (γ 0 , γ 1 , γ 3 , γ 4 Additionally, the potential difference between the top and bottom graphene layer, U is an important parameter in the experiment, which is controlled by the gate voltage difference. For a displacement field strength D, ABAB system's dielectric constant and the thickness of the BLG/BLG system d,
The bottom layer of the top BLG and the top layer of the bottom BLG are coupled via the Moiré hoping term, given by
where the hopping matrix T n couples the Bloch states of the top and bottom BLG with the momentum difference q n = R 2πn/3 q 0 , where q 0 = (R θ/2 K − R −θ/2 )K. In the original Bistritzer-Macdonald model, w 0 = w 1 [34] . However, in a realistic twisted model, the ratio r ≡ w 0 /w 1 is not equal to one which accounts for the effects of lattice relaxation. This is shown to be important for obtaining the observed bandgaps in twisted single BLG, where r is taken to be around 0.75 for the first magic angle [35, 36] . In the case of twisted single BLG, the value of r is crucial for the gap between first and second conduction (valence) bands. This is also true for the twisted double BLG in our model; in fact, the model without relaxation cannot explain the insulating state at the ν = ±4 filling state in twisted double BLG [32] . Indeed, a recent study by Choi et al. [37] showed significant energy gap between first and second conduction bands at θ = 1.25
• , which can only be explained in a continuum model with relaxation. Although it is reported that the relaxation parameter r is a monotonically decreasing function of the twist angle θ [38] , we will use the fixed value of r for entire twist angles. Here, we choose r = 0.88, w 0 = 88 meV and w 1 = 100 meV for the plots presented in this paper. Note that the qualitative features do not change even if we enhance the relaxation. For numerical results with different relaxation parameters, see Appendix. B.
In an idealized model, the band becomes almost perfectly flat at the angle θ ≈ 1.05 as in Fig. 2(a) . However, in a realistic model we include trigonal warping (γ 3 ) and particlehole asymmetry (γ 4 ) within each BLG which cannot be ignored, hence the numerical results obtained here differs from those in Ref. [10] , as shown in Fig. 2(b) . In untwisted systems, these terms are unimportant because their energy scale is a tiny fraction of the relevant band width. However, in the Moiré band of the twisted systems, these terms can drastically change the physics, giving rise to a noticeable effect on band widths or separations in real experiments [32] . Once these terms are included, the bands acquire a sizable dispersion (10-20 meV) and we do not obtain the vanishing bandwidth behavior ('magic angle') anymore.
The Hamiltonian (B1) has the following symmetries (i) three-fold rotation symmetry C 3 , and (ii) time-reversal symmetry T . Furthermore, in the absence of a vertical electric field one obtains (iii) mirror reflection about the x-axis M y : y → −y, The first and third act within each valley while (ii) exchanges valleys. Mirror symmetry M y also permutes A and B sublattice sites and exchanges top and bottom layers, t 1 ↔ b 2 and t 2 ↔ b 1 . A non-zero perpendicular electric field breaks M y since M y : U → −U . Since M y reverse the sign of Berry curvature, the Chern number of each band satisfies C(−U ) = −C(U ). In the absence of a vertical electric field, this implies C(0) = 0. Note that time reversal symmetry T flips momentum and exchange valleys at the same time. Therefore, symmetries constrain band dispersions ξ(k) by the following:
Given these symmetries, we only present the band structure along the specific cut K 1 -M 1 -Γ-K 2 . When U = 0, Mirror symmetry M y maps the system backs to itself while flipping k y → −k y . Thus, ξ + (k) and ξ − (k) are degenerate along ΓK 2 when U = 0. Finally, we have assumed that in the small angle limit, valley quantum number is well defined implying a U (1) valley symmetry arising from the decoupling of Moiré and atomic lattice scale physics. We note here a crucial difference between twisted double bilayer graphene compared to its single bilayer counterpart which is the absence of two-fold rotational symmetry (i.e. C 3 vs C 6 rotation symmetry). This additional C 2 symmetry when combined with time reversal C 2 T leads to a symmetry that leaves the momentum and valley index invariant. This combined symmetry ensures vanishing Berry curvature and Chern number and is responsible for the existence of a Dirac point which cannot be removed in the TBLG system, which implies that the minimal set of isolated bands at neutrality consists of two bands per spin per valley. In contrast, the physics of the double bilayer system is controlled by a single narrow band (per spin per valley). FIG. 3 . The colored region shows where the first conduction band is isolated (∆E1, ∆E2 > 0). Colors represent bandwidth of the conduction band at that parameter. The first conduction band carries C = 2 in the isolation region with θ > 1.1
• (See Fig. 4 ). The isolation region with θ < 1.1
• is less robust, in that most region has ∆E2 < 1 meV, implying that it is sensitive to changes in parameters. The color scale gives the bandwidth (meV) of the first conduction band when it is isolated. At the filling ν = 4, the filling-dependent Hartree-term would increase ∆E2 and extend the region of isolation. See Appendix for details.
B. Band structure
Unlike the twisted monolayer-monolayer system, [34] , the twisted bilayer-bilayer system exhibits a significant overlap of the conduction and valence band due to the trigonal warping (γ 3 ) and particle-hole asymmetry (γ 4 ) terms. (See Fig. 2 ). Such band overlap would tend to reduce interaction effects; thus, one needs to tune the system so that the band of interest is isolated and relatively flat. This can be achieved by applying a gate voltage between top and bottom layers, which introduces a vertical electric field that separates the two bands. Using numerical simulation, we checked the conditions under which such band isolation is possible. We found that this occurs on tuning the displacement field, but only for the first conduction band. This behavior is originated from the particle-hole asymmetry term γ 4 [39] , which significantly reduces the isolated region for the valence band. To characterize the isolation of the first conduction band, we define
where ξ c/v,n represents a dispersion of n-th conduction/valence band.
In Fig. 3 , we plot the region where the conduction band is isolated. We notice that although the bandwidth is not as flat as that reported in numerical studies of magic-angle twisted bilayer graphene, correlation effects can still play an important role. Indeed, there is some debate regarding the bandwidth of magic angle TBLG itself, with reported bandwidths ranging from 10-40 meV [40] . In the next section, we FIG. 4 . The Chern number of the first conduction band from K+ valley for different (θ, U ). Comparing to Fig. 3 , one can observe that the isolated region carries C = 2. Note, Chern number of the bands is defined a slong as a direct band gap is present.
will demonstrate that the twisted double BLG system can still host a correlation induced insulating phase by using a selfconsistent Hartree-Fock calculation.
Indeed, consistent with these observations, the recent experimental data on twisted double BLG [32] shows that the system at charge neutrality remains metallic unless a rather large vertical electric field is applied. Furthermore, a correlated insulating phase is only observed on electron-doping side [32] , consistent with our observation regarding band isolation and band width of the conduction versus the valence band.
C. Chern Number and Wannier Obstruction
One of the interesting features in Moiré systems is the appearance of the non-zero Chern number . In ordinary condensed matter systems, time-reversal forbids the existence of Chern bands. However, in Moiré systems, Chern bands carrying opposite Chern numbers for different valleys can arise at a finite gating voltage due to the valley decoupling. The overall system still satisfies time reversal symmetry which exchanges the two valleys. Therefore, if the spontaneous valley polarization occurs, a Chern insulator can appear without explicitly breaking time reversal symmetry [10, 17, 22, 30] .
First, at U = 0, the reflection symmetry M y enforces C = 0 for both valleys. (M y maps the system back to itself without exchanging valleys, but k y → −k y so Berry curvature flips its sign), In the idealized case [10] , as we increase U , band inversion between conduction and valence bands occurs at the Moiré K 2 -point (K 1 for negative U ) with a quadratic touching. Thus, Chern number of ±2 is exchanged.
This feature persists in the realistic Hamiltonian of Eq. B1. The following scenario for the development of Chern band applies for most regimes in Fig. 4 . In the non-idealized case with trigonal warping, the quadratic band touching point splits into four Dirac cones, three with positive and the other with negative chirality. These three Dirac cones are located at generic momenta, thus would not be observed in the band plot along the high symmetric line. Under the presence of Moiré hopping, the degeneracy between four Dirac cones split, and the band inversion would happen first at three Dirac cones, exchanging Chern number by ±3. Then, the band inversion would occur at the center Dirac cone, exchanging Chern number by ∓1. In total, it will still change the net Chern number by ±2. At larger values of the gate voltage U , the band inversion happens between first and second conduction band at Γ point, and the Chern number then changes by ∓1 2 , decreasing the Chern number.
This can be further checked numerically by inspecting symmetry indicators of Chern insulators. There are three C 3 -invarinat momenta in the Brillouin zone, Γ, K, and K . For a Bloch state with these momenta, C 3 rotation symmetry would map the state back to itself with a rotation eigenvalue:
where L n,k is an angular momentum associated with the Bloch state |k, n . Then, the Chern number of the nth band can be determined modulo 3 by [41] [42] [43] 
Thus, by tracking how C 3 eigenvalues of the three momenta change with the gating voltage U , we can understand how Chern number transition happens in the system. Indeed, the aforementioned scenario can be confirmed. For example, consider a Moiré first conduction band for K + valley at θ = 1.33
• . At U = 0 meV, we start with (n Γ , n K1 , n K2 ) = (0, 1, −1). At U = 14 meV, Chern number changes by +3 but it can be only captured by Berry curvature not by symmetry indicator. At U = 30 meV, Chern number changes by −1, manifested by n K2 : −1 → 1. At U = 90 meV, Chern number again changes by −1, manifested by n Γ : 0 → −1. See Fig. 11 in the Appendix for the detail.
D. Effect of magnetic field
Applying a magnetic field can give rise to two separate effects. The first is the Zeeman effect which splits bands with opposite spins by the amount 2µ B B with µ B the Bohr magneton ≈ 0.058meV/T. The Zeeman splitting is independent on the direction of the applied field provided that the spins can align with it (there is no strong anisotropy or spin-orbit coupling). The second effect results from the coupling of the magnetic field to the orbital motion of the electron. The orbital effect is significantly larger for out-of-plane magnetic fields, but as we will discuss below, it cannot be neglected for inplane fields. In this case, the magnetic field slightly alters the Color plots for g
, and ξ+(k) over the Moiré Brillouin zone for the first conduction band at (θ, U ) = (1.33
• , 60 meV), where the band is isolated with (∆ξ1, ∆ξ2) = (7.9, 6.1) meV. g x,y,z (k) are in the unit of µB, and ξ(k) is in the unit of meV. Both g x and g y vanish at high symmetric points Γ, K1 and K2.
bands structure and can have subtle effects on physical observable.
In-plane orbital effect
Let us now consider the effect of in-plane magnetic field B = (B x , B y , 0). We can choose the gauge A(z) = z × B which does not depend on x or y, thus preserving the Moiré translation symmetry. The effect of a magnetic field on hopping terms can be easily included via Peierl's substitution, where the hopping term from R to R + δ is multiplied by the phase factor
such that
where α = e R z + δz 2 × B . Hence, the effect of in-plane field can be included by simply replacing all kdependent matrix elements of Bloch Hamiltonians by k + α as follows 3 .
where H l,m is the matrix element connecting layers l and m (l, m = 0, . . . , 3 from bottom to top), d = 3.42Å is the interlayer distance, and e z is the unit vector in the z direction. Due to its small magnitude relative to the energy gap, it suffices to consider the in-plane orbital effect to first order in pertrubation theory. This amounts to adding the following inplane orbital term to the single particle energies
3 This choice depends on the gauge choice where we take c k = R e −ik·R c R . For opposite sign convention, the momentum shift changes its sign.
where g xy n,τ (k) is given by
where τ is the valley index. Time-reversal symmetry implies that g
The orbital effect due to in-plane field amounts to a very small relative momentum shift ∼ eda ≈ 10 −5 and naively one might think it should be neglected. However, when compared to Zeeman effect, we find that they are of the same order of magnitude since
∼ 1 (here v F is the Fermi velocity for single-layer graphene v F ≈ 10 6 m/s). As a result, it cannot always be safely neglected as we will show later in this work.
The in-plane orbital g-factor transforms under C 3 rotation as
provided that the band n is non-degenerate at k. This implies that g xy n,τ (k) vanishes at any C 3 -invariant point.
In general, the in-plane orbital contributions affects the bands very differently from the Zeeman effect due to the k dependence of the g-factor. More specifically, the in-plane orbital effect changes the dispersion without moving the bands at high symmetry points whereas the Zeeman effect shifts the entire band uniformly. If the band minima/maxima occur at high symmetry point, then the in-plane orbital effect will have no influence (at least to linear order in field) on the energy gaps. However, it can distort the Fermi surface when the bands are partially filled in an opposite way in the two valleys which can influence the physical properties, e.g. superconducting T c , as we will show later.
The in-plane orbital g-factor for the isolated band is shown in Fig. 5(a) . We can see that its magnitude can exceed the Zeeman effect in some areas in the Brillouin zone. We can also see that it has vanishing magnitude at the K + , K − and Γ points which are C 3 -invariant.
Out-of-plane orbital effect
The effect of out-of-plane field on the energy bands is generally more complicated since any gauge choice breaks translation symmetry. As a result, the band picture breaks down for large enough out-of-plane fields where Landau level physics form instead. In the following, we will consider the limit of weak out-of-plane fields which can be treated perturbatively. In this case, the out-of-plane field induces an orbital valley Zeeman effect as pointed out in Ref. [44, 45] whose g-factor is given by
The out-of-plane orbital g-factor for the isolated band is given in Fig. 5 . As we can see its value can be as large as 100 times the Zeeman effect. Due to the structure of the band dispersion in Fig. 5 , one can control the bandwidth by applying the out-of-plane B z -field.
In summary, the single particle energies has the following dependence on magnetic field (16) where σ is the electron spin operator (which is ±1/2 for up/down spins) and τ = ±. The valley orbital g-factor is defined as
We have also assumed that the spin-quantization axis is parallel to the field.
III. HARTREE-FOCK MEAN FIELD
Comparing Fig. 3 and 4, one can notice that the first conduction band carries a non-zero Chern number at most of the isolated regime. It is well known that non-zero Chern numbers prevent the existence of exponentially localized Wannier function [46] , and one cannot construct a Hubbard model unless valley-symmetry is broken or the number of bands in this model is enlarged to have the net Chern number zero. As a result, we cannot have a simple description for the system if we confine ourselves only to the first conduction band. Therefore, instead of seeking a real-space description, we discuss the many-body physics in k-space [47] . As a consequence, it is impossible to state whether the emergent insulating phases would exhibit Mott-like physics arising from strong real-space repulsion. Thus, we will use the terminology, correlated insulator to refer to the insulating phase originating from the interaction.
In this section, we perform a self-consistent Hartree-Fock mean field theory to uncover the nature of the possible correlated insulating states at half and quarter filling observed in Ref. [32] . Our approach is similar to the one employed in Ref. [12] with the main difference being the inclusion of form factors which, as we will show, significantly alters the conclusions.
A. Projecting the interaction onto the isolated band
The first step in our mean field calculation is to project the Coulomb interaction onto the relevant bands. To a first approximation, the valleys are completely decoupled leading to independent SU(2) rotation symmetry in each valley. Note that, unlike the quantum Hall effect in graphene, which has an effective SU(4) symmetry, here the opposite Chern number of the two valleys implies a lower SU(2)× SU(2) ∼ SO(4) symmetry. A small intervalley Hund's coupling term breaks this SU(2) × SU(2) down to SU(2) × U v (1), the microscopic spin rotation symmetry. Let us sketch the derivation from the microscopic theory, with most of the details relegated to Appendix C.
The interacting Hamiltonian in momentum space is given by
where V (q) = drV (r)e −iqr and Vol = N Ω. V (r) is taken to be the screened Coulomb potential
where κ denotes the inverse screening length and ρ q is the projected density on the isolated band. The summation over q in (18) is not limited within the first Moiré BZ. We note that the density operator consists of two pieces: an intravalley part ρ + ∼ c † ± c ± and an intervalley part ρ − ∼ c † ± c ∓ . The latter only contributes when the valleys are completely decoupled and, by considering it, we can derive the intervalley Hund's term.
The densityρ(q) is generally non-periodic in q under reciprocal Moiré lattice translations since the Bloch states have a non-trivial spatial structure inside the Moiré unit cell. Instead, it decays over some momentum scale comparable to the Moiré Brillouin zone size. On the other hand, the Bloch states has no structure inside the unit cell of the original bilayer graphene where a tight-binding description of the orbitals was employed. Hence, the densityρ(q) is periodic under any reciprocal lattice translation for the original system. As a result, ρ(q) consists of several identical narrow peaks centered at reciprocal lattice vectors of the original bilayer grapheneG for the intravalley density ρ + or at K − K +G for the intervalley density ρ − . This poses a problem since it implies that the summation over q in (18) diverges.
To resolve this issue, we notice that the periodicity ofρ(q) in reciprocal space for the original lattice is an artifact of the tight-binding approximation, where an atomic orbital is taken to be point-like. If we instead use the actual shape of the Wannier orbital, the density operatorρ(q) will decay for momenta larger than a certain cutoff Λ which is given by the inverse size of the Wannier orbitals. Rather than attempting to precisely determine the value of Λ from the graphene Wannier orbitals, we will consider Λ as a phenomenological parameter of the same order as the size of the original Brillouin zone. This will have the effect of restricting the sum over momenta in (18) to the vicinity of q = 0 for the intravalley densityρ + (q) and the vicinity of K − K and R ±2π/3 (K − K ) for the intervalley densityρ − (q). The resulting Hamiltonian consists of two parts
H 0 contains the coupling between intravalley densities ρ + ρ + whereas H J contains the coupling between intervalley densities ρ − ρ − . They are given explicitly by
where the intravalley and intervalley form factors λ
All momenta in (21) and (22) are measured in units of
with v q = |q M |/ q 2 + κ 2 denoting the dimensionless screened Coulomb interaction with a screening length 1/κ. The main source of screening is from the gate, which has the distance about 30-50 nm from the sample. The distance is comparable to the Moiré length scale, implying that the screening length can be important. In the following calculation, we would use κ = 5 × 10 7 m −1 . Rough estimations for V 0 and J provide the scale of the two interaction terms and are given by
Here, we used |Ω| = 3 √ 3a 2 2θ 2 and used θ o to denote the value of θ in degrees. Using a value of of about 5 at twist angles around 1 o yields V 0 ≈ 35 meV and J = 0.6 meV. We see that the J term is significantly smaller than the V 0 term. It can be important, however, since it breaks the symmetry from SU(2) × SU(2) to SU(2) while preserving valley U(1) symmetry. Thus, it can lift the degeneracy between some symmetry breaking states which are degenerate on the level of the V 0 interaction. The J term generally has the effect of favoring spin alignment and can be written in the form of inter-valley Hund's coupling as in [10] .
We notice that the interaction term is invariant under the gauge transformation
Time-reversal symmetry imposes an additional constraint on the gauge transformation, θ τ (k) = −θ τ (−k).
B. General setup: self-consistent Hartree-Fock
We now move on to the general setup for the Hartree-Fock mean field theory. Define the expectation value
which we will assume to be diagonal in k and
In the following, we will introduce the combined index α = (σ, τ ) such that M (k) is a matrix with components M α,α (k). Next, we expand the interaction (20) in the difference c † α c α − M α,α and neglect terms beyond linear order. The resulting mean field Hamiltonian has the form
Here, c k is a column vector in the index α, ξ(k) is a diagonal matrix containing the single particle energies ξ ↑/↓,± (k) and h 0,1 (k) are 4 × 4 matrices in α given by
and
The matrix Λ ± q (k) simply contains the form factors defined in (C10)
is the projector on the ± valley with τ x,y,z denoting the Pauli matrices in the valley space.
In both (29) and (30), the first term is a Hartree term whereas the second is a Fock term. Hartree terms were ne-glected in some of the previous mean-field studies [10, 12] since they are expected to couple only to the density which is determined by the filling in the gapped phase and is independent of the symmetry-breaking order. This is, however, not true in the presence of the form factors which are not the same for the two valleys λ ± +,q (k) = λ ± −,q (k). As a result, the Hartree-term also couples to the valley density and it cannot be neglected.
It is important here to point out one major difference between our approach and the one employed recently in a selfconsistent Hartree-Fock mean field study in twisted bilayer graphen [22] . In that work, the Hartree-Fock corrections to the flat bands coming from all other (∼ 150) bands were taken into account. Here, we will instead make the assumption that the effect of the Hartree-Fock contributions from the other bands is already included at some level in the model parameters which should be either fit to experiments or obtained from ab initio studies at charge neutrality [33, 38] . Thus, we only include the effects arising from filling the isolated band.
To write the self-consistency condition, we diagonalize
In the following, we will only consider possible gapped phases at integer fillings ν. In this case, the selfconsistency condition has the form
where χ is a k-independent matrix containing ν ones along the diagonal and zeroes everywhere else. Our assumption that the phase is gapped has to be checked self-consistently by computing the mean field band structure
and ensuring that correlation induced gap for filling ν defined as
is positive. Here, we assumed that the mean field bands α,k are sorted in order of increasing energy. (α = 1, 2, 3, 4) We notice that M (k) is, in general, not gauge invariant. Instead it transforms as
under the gauge transformation (26) . In the following mean field analysis, we will choose the gauge such that θ − (k) = θ + (k) which guarantees the gauge independence of M (k).
C. Gapped symmetry-broken phases
In this section, we will investigate the different possible symmetry-broken gapped phases. The model has spatial C 3 and translation symmetries which we will assume to be unbroken. In addition, there is spinless time-reversal symmetry which may be spontaneously broken. Without the dispersion, the form factors or the Hund's coupling term, the model has full SU(4) symmetry corresponding to an arbitrary rotation in spin and valley spaces. When we include the dispersion and form factors, this symmetry is broken down to SU(2) × SU(2) corresponding to independent spin rotation in each valley. This symmetry is further broken by the weak intervalley Hund's coupling term (22) to SU(2) × U v (1) which correspond to total spin rotation and valley charge conservation.
The structure of the order parameter in spin and valley spaces can be investigated as follows. There are 15 possible order parameters corresponding to the generators of SU(4). Such generators can generally by written as σ i ⊗ τ i where σ i and τ i represent the Pauli matrices in spin and valley spaces respectively. This splits the generators into the following groups: (i) one generator σ 0 τ z corresponds to a valley polarized (VP) state which break time-reversal symmetry, (ii) 3 generators σ x,y,z τ 0 correspond to a spin-polarized (SP) state which breaks SU(2) spin symmetry, (iii) 2 generators σ 0 τ x,y correspond to inter-valley coherent order (IVC) which breaks valley U(1) charge conservation, (iv) 3 generators σ x,y,z τ 0 correspond to both spin and valley polarization breaking both SU(2) and time-reversal, and (v) 6 generators σ x,y,z τ x,y break both valley U(1) and SU(2) spin rotation, corresponding spinpolarized inter-valley coherent order.
Numerical solution to self-consistency equation
At half-filling, there are three possible translationally symmetric gapped states given by spin polarization, valley polarization or intervalley coherent order which break SU(2) spin rotation, time-reversal, or U v (1) valley charge conservation respectively. Relegating the details of the analysis to Appendix D, we summarize the results below. In the following, we will neglect the effect of the intervalley Hund's coupling since it is much smaller than the main part of the interaction H 0 . We will discuss its effect later in III C 3.
The self-consistency condition for spin or valley polarization can be satisfied by simply taking M SP = 1 2 τ 0 (σ 0 + σ z ) and M VP = 1 2 σ 0 (τ 0 + τ z ) which is diagonal in valley and spin spaces and k-independent. This means that the selfconsistency equation (32) is trivially satisfied (since U k = 1). Without the Hund's coupling, the total energies of the two states are equal. For inter-valley coherent order, the selfconsistency condition cannot be satisfied by taking M (k) to be k-independent. Instead, we need to consider a more general form for the order parameter given by gle θ. From the Figure, we can see that for most of the phase diagram the VP/SP state has a lower energy than the IVC state. This is particularly pronounced in the band isolation region. The ground state energy for these symmetry-broken phases is only meaningful in our setting if the bands k given in (33) are gapped at half-filling. The value of the correlated gap (34) for the VP/SP state is shown in Fig. 6 . We can see that the gap is positive everywhere implying that an insulating phase is self-consistent within our analysis. For the band isolation region, we find a gap around 10 meV which depends very weakly on the twist angle θ and voltage U .
At quarter-filling, a gapped insulating state has to be spinpolarized in addition to being either valley polarized or IVC. The competition between the latter two can be investigated similar to the half-filled case by solving the self-consistency condition and comparing the ground state energies. The problem is identical to the half-filed case except that the electrons are now effectively spinless. The number of spin species enters the mean field Hamiltonian (28) through the traces. The Hartree term in the kinetic part and the Fock term in the potential part have a single trace leading to a factor of n s , whereas the Hartree term in the potential part has two traces leading to a factor of n 2 s . Thus, the results for quarter filling are obtained from the half-filling results by dividing the Hartree kinetic energy and Fock potential energy by 2 and the Hartree potential energy by 4 and we find that, similar to half-filling, VP is more energetically favorable than IVC for most of the parameter space.
The correlated gap between the split bands in the meanfield theory arises from the Fock term. One subtlety is that the Hartree term affect the band gap as well because it modifies the band dispersion, rendering the band minimum/maximum accordingly. As a result, the correlated gap would increases for ν = 1 SP+VP state compared to that of ν = 2 VP state.
Perturbative solution and competition between VP/SP and IVC
In this section, we would like to discuss the competition between inter-valley coherent order and valley/spin polarized order in a more general setting that is not too sensitive to the details of the model parameters. To this end, it is useful to derive an approximate solution to the self-consistency equations and compute an analytic expression for the energy difference between the IVC phase and the VP/SP phase.
In order to make progress analytically, we can write the IVC order parameter as
where γ k ∼ β k ∼ δ 1. This approximation can be justified as follows: the starting symmetry of the isolated band is SU(4) which is broken to SU(2) × SU(2) due to the asymmetry between the two valley in energies and form factors
In the following, we will assume that breaking SU(4) to SU(2) × SU(2) is not very strong so that the deviation from the situation where the valleys are identical is weak. This condition can be written more explicitly as the requirement that
The first part is guaranteed by the small bandwidth whereas the second one can be checked numerically and shown to hold at least for most values of k and q. This is equivalent to expanding in time-reversal symmetry breaking terms within each valley.
The variables γ k and β k can be obtained by solving a linearized version of the self-consistency equation (see Appendix D for details). The resulting energy difference between the IVC state and the SP/VP state can be written (up to second order in δ) is given by
where F k,k and b k are given in Appendix D. The first term in (38) reproduces the non self-consistent Hartree-Fock energies obtained in Ref. [10] in which case VP/SP is always favored to IVC. The second and third terms are corrections coming from solving the self-consistency condition. It is instructive to reproduce the results of Ref. [12] which considers the simplified setting where all form factors are taken equal to 1. In addition, v q was taken equal to a constant which is cutoff at large momenta q ∼ Λ yielding the interaction strength g =
and β k = 0 leading to
which implies that the IVC phase is energetically favored to the VP/SP phase in agreement with the conclusion of Ref. [12] 4 .
Our result (38) interpolates between these two limits with the first two terms favoring spin or valley polarization and the last term favoring intervalley coherence. The competition between SP/VP and IVC is then settled by the details of the band structure, form factors and interaction. We notice that this expression underestimates the energy of the IVC states when the bands have non-zero Chern number. In this case, it was shown in Ref. [17] that vortices in the IVC order parameter are unavoidable. The existence of vortices is neglected in the expansion (37) which assumes that φ k is small everywhere. This implies that the expression (38) underestimates the IVC ground state energy for non-zero Chern number.
In order to gain some insights about what parameters control this competition, let us consider a very simplified setting where the Berry curvature is uniform in momentum space with the form factor assuming the simple form [10] 
Here, C is the Chern number for the + valley and the parameter α determines how quickly the form factor decays with q which we take equal to 2π/A BZ to reproduce the Landau level form factors for C = 1. These form factors would be obtained in a Landau level if it is folded into a Brillouin zone of the lattice with the flux density one [48] . In addition, we will consider a very simple form of the dispersion corresponding to nearest neighbour tight-binding model on a triangular lattice with hopping amplitude te ±iφ for the ± valleys. For C = 0, we know that it is possible to write such a tight-binding model. For non-zero C, it is generally impossible to write such tight binding model. However, we can still use the same resulting dispersion and assume that the non-zero Chern number only affects the form factors. This will enable us to disentangle the effects of the band dispersion from those related to band topology.
For the form factors given in (40), the self-consistency equations can be solved by performing Fourier transform to real space. Following a series of straightforward steps, we get
The result differs by a factor of 2 due to the incorrect way the large g limit was implemented [12] . The phase diagram for different values of C and η is given in Fig. 7 . For C = 0, IVC order always wins. This is an artifact of our simple choice for the form factors which corresponds to uniform Berry curvature. In a more realistic model where the Berry curvature vanishes on average but does not vanish everywhere, we expect some region of VP/SP. This is expected to be particularly manifest in the vicinity of topological phase transitions where the valley Chern number changes leading to a large concentration of the Berry curvature at some momenta. For C = 0, we find that VP/SP is always favored for relatively small values of the bandwidth whereas IVC is favored for relatively large values. Since our approach underestimates the IVC energy for non-zero Chern number (since it ignores vortices [17] ), we expect the transition from VP/SP to IVC to happen at even larger values of η implying that VP/SP is the most energetically favorable insulator at halffilling whenever the bandwidth is relatively narrow.
Effect of intervalley Hund's coupling
We now consider the effect of intervalley Hund's coupling term (22) . This term is about two orders of magnitude smaller than the main part of the interaction so it can be neglected whenever two phases differ in the main H 0 part of the interaction energy. As a result, it is not expected to have any considerable effect on the competition between IVC and SP/VP orders or on the non-linear self-consistency equation for the IVC order.
However, it plays an important role in the competition between valley and spin polarized states which are degenerate on the level of H 0 . At half filling, the energy of the valley polarized state is unaffected by the Hund's term whereas the energy of the spin polarized state is changed as
which obviously reduces the energy and makes the spinpolarized state more energetically favorable. In addition to settling the competition between spin and valley polarized phases, the Hund's coupling affects the value of the insulating gap. Typically, the interaction-induced gaps are of the order of a few meV since the band width is of the same order as the interaction parameter V 0 (cf. Fig. 6 ). The inclusion of the Hund's term for the spin polarized phase at half-filling reduces the energy of the lowest bands, thus increasing the gap. The Hund's term has the opposite effect on the valley polarized phase since it reduces the energy of some of the empty bands, thereby, reducing the Hartree-Fock gap (although the ground state energy is unaffected) as shown in Fig. 10 . Similarly, the Hund's coupling term reduces the gap for the spin and valley polarized phase at quarter filling by lowering the energy of one of the excited states. The effect of the intervalley Hund's coupling on the different gapped insulating states is shown schematically in Fig. 8 .
We note here that the reduction of the correlated gap at quarter filling (valley and spin polarized) relative to that at half-filling (only spin polarized) may explain why the former is more difficult to observe experimentally compared to the latter. It is know that the Hartree-Fock mean field method overestimates the value of the gap. Thus, we expect the realistic gaps to be smaller than the ones computed here. In this case, Hund's coupling could play an important role in stabilizing (destabilizing) the half (quarter) filled insulator by increasing (decreasing) the correlated gap by a few meVs.
IV. SUPERCONDUCTIVITY
When the correlated insulator is doped away from halffilling, a superconducting phase is observed for temperature   FIG. 8 . Effect of the intervalley Hund's coupling (J term) on the gap for spin and valley polarized phases. At half-filling, this term reduces the energy and increases the correlated gap for the spin-polarized state in comparison to the valley polarized states. At quarter-filling, the term reduces the gap to the next excited state making the (spin and valley polarized) quarter-filled gapped insulator less stable than the half-filled (spin-polarized) one. below about 3.5 K [32] . To understand how superconductivity develops in TDBLG, let us now consider what happens at a generic non-integer filling. Within a single valley, the Fermi surface is threefold symmetric but has neither time-reversal nor twofold symmetry. Instead, the Fermi surfaces of the two valleys are related by time-reversal. Hence, if superconducting pairing is to take place, we expect it between time-reverse partners residing in opposite valleys.
We can now speculate about the origin of the pairing interaction based on the knowledge that, both in theory and experiment, the parent insulating state is very likely a spinpolarized ferromagnet. Upon doping, we expect the magnitude of the spin-polarization to be reduced yielding a Ferromagnetic metal with spin-split Fermi surface. Similar to other ferromagnetic metals [49] [50] [51] , we expect Ferromagnetic spin fluctuations to be the primary source of pairing. This motivates the following simplification: rather than considering the projected Coulomb interaction (20), we instead consider the simplified Hamiltonian given by
with the spin operator S q defined by
The form of the Hamiltonian (43) can be justified in a more involved treatment by considering the RPA susceptibilities for different orders and identifying the ferromagnetic one as the leading instability. The ferromagnetic susceptibility is peaked at q = 0 which implies a simple k-independent pairing function within each valley 5 . This justifies the simplification in (43) where the interaction g is taken to be k-independent.
The interaction term can be rewritten as
with g α,β;γ,δ = a σ a αβ σ a γδ . When performing the BCS decoupling, we restrict ourselves to pairing between timereversed pairing which corresponds to k = −k and τ = −τ . In this case, we can define the gap function ∆ α,β,τ,τ k as
where v F (k) is the Fermi velocity at point k on the Fermi s surface v F (k) = |∇ k k |. Choosing ∆ k to be k-independent, we can simplify (46) σ · (∆σ T ) =λ∆ (47) whereλ is related to λ by some constant rescaling (coming from the Fermi surface integral), σ is the Pauli matrix vector in spin space and ∆ is a matrix in spin and valley spaces. Since pairing only takes place between opposite valleys, ∆ is proportional to τ x or τ y which corresponds to valley triplet or singlet respectively. Since the gap was chosen to be s-wave within each valley, the overall antisymmetry of the gap function implies that former scenario corresponds to a spin-singlet iσ y whereas the latter corresponds to a spin-triplet iσ y d · σ. Here, d is the vector which captures the direction of the spin state.
The symmetry of the superconducting order parameter is obtained by finding the pairing channel for whichλ is positive and maximum. Substituting the spin-singlet and triplet gap functions in (47) yields
which implies a valley-singlet spin-triplet superconductor.
V. COMPARISON WITH EXPERIMENTS
In this section, we compare our theoretical understanding with experimental observations [32] and provide several predictions that can be tested in the future experiments. 5 Despite its independence on the momentum within each valley (s-wave), the pairing function can change sign between valleys making it effectively p-wave FIG. 9. Plot for insulating regime in TDBLG at θ = 1.33
• , obtained by the single-particle numerics. x, y axes correspond to Vt, V b respectively. The red dot is charge neutrality point (CNP). Dark regions are band insulators with ν = −4, 0, +4. Shaded red (blue) regions are where the conduction (valence) band is isolated. In these shaded regions, one may expect strongly correlated physics around ν = ±1, 2. Asymmetry between ν = ±4 is predicted by the numerical simulation.
A. Band isolation region
In the experiment, one can tune the top (V t ) and bottom (V b ) gate voltages. Roughly speaking, the sum and difference between V t and V b are two knobs corresponding to the electron density (ν) and the displacement field (D) across the TDBG system, respectively.
From the numerical simulation, it can be shown that strongly correlated physics requires the tunability for a displacement field (See Fig. 11 ). At D = 0, the trigonal warping term γ 3 deforms the band structure in such a way that the first conduction (c 1 ) and valence (v 1 ) bands are significantly overlapped, giving arise to a highly metallic phase at charge neutral point (CNP). As we increase D, one can reach the range of D where c 1 or v 1 is isolated. However, the band isolation regions for c 1 is much larger than v 1 due to the electron-hole asymmetry in the band structure, originated by the γ 4 and ∆. Moreover, v 1 has twice the bandwidth of the c 1 , making it hard for the strong correlation effect to appear. This explains why insulators at half filling ν = ±2 are observed only at the electron-doping side, not at the hole-doping side [32] .
B. Insulating phases at half and quarter filling
In Ref. [32] , two samples are considered with twist angles 1.24 o and 1.33 o . In both cases, a half-filled insulator was observed with transport gap of 0.3 meV for the first sample and 3 meV for the second. In both cases, the gap was found to increase linearly with applied in-plane magnetic field with a slope gµ B with g ≈ 1.5 − 2. In addition, a quarter-filled state appears only for the 1. 33 o sample at finite in-plane magnetic field of about 4T. Below, we will discuss how these features compare to the predictions of our analysis.
In our Hartree-Fock treatment, we find that a gapped phase corresponding to a spin-polarized insulator at half-filling is favored over an intervalley coherent (IVC) insulator for the parameter regime with band isolation. In particular, the correlated gap in the spin-polarized phase is expected to increase with in-plane field as 2µ B B due to Zeeman effect which matches the observed behavior. The in-plane orbital effect has a small effect on the gap. To see this, we notice that the inplane orbital g-factor vanishes at the maximum of the lower (spin-aligned) band which occurs at Γ point (cf. Fig. 5 ). It generically does not vanish at the minima of the upper band which occurs at a generic non-high symmetry momentum. The value of the orbital g-factor at these minima depends on the direction of the applied in-plane field and on average its effect is to induce a linear decrease in the gap whose slope is about 0.5 − 0.8µ B as shown in Fig. 10 . Combined with the Zeeman effect, this yields a smaller slope for of ∆ gap (B) for a spin-polarized state (See Fig. 10 ), which agrees very well with experiments. We note that the exact value of the slope depends sensitively on the details of the band structure whenever the band minima or maxima are not at high symmetry points.
The value of the gap obtained from our Hartre-Fock calculation at half-filling is about 5-15 meV in the band isolation region. This value is large compared to the experimental values. This can be attributed to several factors. First, we note that the value of the correlated gap obtained from our treatment is quite sensitive to the model parameters and the value of the interaction parameter. In particular, ∆ strongly depends on the strength of Coulomb interaction, which is determined by dielectric constant and the screening length κ −1 . Furthermore, including the effects of fluctuations is likely to reduce the mean-field Hartree-Fock gap. For example, in the absence of external magnetic field ferromagnetic ordering cannot survive at a finite temperature and the transport charge gap would decrease accordingly (cf. quantum Hall ferromagnet [52] [53] [54] ). Second, we note that the so-called thermal activation gap, which is obtained from transport data, generally underestimates the real gap. The reason is that random variations in angle or doping on small scale could create islands with a small gap where the current would flow due to its lower resistance. Therefore, we do not expect perfect quantitative agreement with the measured value.
Our analysis also suggests that a quarter-filling insulator that is both valley and spin polarized is possible. At quarter filling, the Hartree contribution tends to increase the gap compared to the half-filled case while the Hund's coupling tends to decrease it (cf. Fig. 8 ). The net effect depends sensitively on the model parameters and there is generally very small difference between the insulating gaps in both phases in our analysis. In addition, within our simple mean field picture, we do not expect the quarter-filled state to be stabilized with applied in-plane field. These two features seem at odds with the experimental findings [32] where the quarter-filled insulator is only stabilized by applying in-plane magnetic field.
The explanation for this discrepancy likely goes beyond our simple mean field treatment. For instance, it is possible that the magnetic field stabilizes the quarter-filled insulator by suppressing fluctuations. This scenario is also consistent with the fact that the quarter filling insulator is not observed in the 1.24
• sample where superconductivity is observed and fluctuation effects are expected to be stronger. It may also explain why the gap at half-filling is smaller in this sample compared to the 1.33
• sample.
C. Signature of triplet superconductivity
Superconductivity with critical temperature of about 3.5 K was observed in Ref. [32] in the vicinity of the correlated insulating phase for one of the samples (1.24 o ). One of the most notable features of the observed superconductivity is its unusual dependence on in-plane magnetic field. For a small inplane field B, T c increases linearly with |B|, then starts decreasing until it is destroyed at around 1T. For out-of-plane field, the field for which superconductivity is destroyed is much smaller (around 0.1 T). Below, we will show that these features can all be reproduced within our simplified model.
We start by writing the Ginzburg-Landau free energy for our proposed valley-singlet and spin-triplet superconductor. In this theory, the superconducting gap is captured by a complex vector-valued field d. In the presence of a magnetic field B, the Ginzburg-Landau free energy takes the form:
Such form of the free energy usually appears in the context of ferromagnetic superconductors such as UGe 2 [55] .
If we assume that the order parameter's spin is aligned with the magnetic field and use Eq. 49,
(51) Then, we can simplify (50) to
which yields
Thus, for non-zero a, T c is expected to initially increase upon the application of magnetic field (either in-plane or out-ofplane) before decreasing for larger fields.
Microscopically, the linear field dependence of T c can be obtained if the two spin species pair independently which is known to happen in superfluid He 3 [56] . We speculate that this is also the mechanism at play here: when the ferromagnetic correlated insulator is doped, the value of the magnetization decreases and the bands start to overlap developing two Fermi surfaces for majority/minority spins, where pairing takes place independently in each. The application of a Zeeman field increases (decreases) the Density of states for the majority (minority) spin Fermi surface leading to a linear increase in T c for the aligned spins. The linear coefficient a can be easily obtained by expanding the BCS formula as
where Λ is the cutoff (which can be taken here to be the bandwidth), N (0) is the density of states at the Fermi energy, and M (B) is the magnetization as a function of B given by
with χ being the dimensionless magnetic susceptibility. If we are close to the point where the magnetization vanishes, we expect |M (0)| to be very small and χ to be very large, thus we can assume that |M (0)| χ|B| whenever |B| is not very small and write M (B) ≈ χB yielding
To understand the origin of the quadratic term, we note that since pairing occurs between aligned spins, we do not expect any pair-breaking effects due to Zeeman splitting at larger magnetic field. Thus, if we ignore any other effect of the magnetic field, we expect T c (B) to first increase linearly with field before saturating at large fields when all the spins are aligned and there is only one Fermi surface left. However, the discussion of Sec. II D 1 (see Figs. 5) implies that the magnetic field has an orbital effect which has opposite sign for time-reversalrelated momenta and thus acts as a pair-breaking valley Zeeman field. Taking this effect into account, we get a quadratic decrease in T c with the applied field whose coefficient is given by (see Appendix for details)
Here, g(k) = (g x (k), g y (k), g z (k)) defined by Eqs. 13 and 15 and e B is a unit vector pointing in the direction of the magnetic field. The measure for the Fermi surface integral is chosen such that FS dk = 1. The average value of (e B · g + (k)) 2 over the Fermi surface depends strongly in the filling. It can vary between about 1-1.5 for electron or hole pockets close to the Γ point to about 0.1-0.2 for other Fermi surface contouer (cf. Fig. 5 ). Using this value, we can make a rough estimate for the in-plane field needed to destroy superconductivity as B c ∼ T c /b which yields a value between 1 and 10 Teslas depending on the details. The lower end of this estimate compares favorably to the experimental value. Furthermore, if we consider an out-of-plane field instead, the |g z | is on average about 1-2 orders of magnitude larger than |g x,y |, yielding a critical field of about ∼ 0.1T which is very close to the experimentally observed result.
It is worth noting that, depending on the origin of the pairing mechanism, there could be other reasons for the suppression of T c at larger magnetic field apart from the orbital Zeeman effect. In particular, if the superconductivity is mediated by ferromagnetic fluctuations in the vicinity of an itinerant ferromagnetic quantum critical point [49, [57] [58] [59] [60] [61] , then the application of magnetic field will suppress such fluctuations as has been observed in the ferromagnetic superconductor UCoGe [61] . Such effects are neglected within our simplified analysis which assumes that the coupling g in (43) is a constant, but it can be included in a more elaborate treatment where g is computed from the RPA ferromagnetic susceptibility.
VI. DISCUSSION
In this work, we thoroughly studied physics of twisted double bilayer graphene (TDBG) model, addressing experimental observations of Mott insulating phase and neighboring spintriplet superconductivity in Ref. [32] .
First, let us summarize a few important features of the band structure and how it influnces the physics. As remarked, twisted double bilayer graphene does not have a C 2 symmetry, resulting in a possibility of isolated conduction and valence bands with non-zero valley Chern numbers. Moreover, trigonal warping and particle-hole asymmetry in each bilayer graphene gives rise to (i) significant broadening of each band so that they overlap in the absence of a displacement field, and (ii) asymmetry between electron and hole doping results. As a result, the parameter space that can host strongly correlated physics is significantly constrained. This implies that the tunability for displacement field at a particular filling becomes essential in experiments.
Second, we want to emphasize the role played by in-plane orbital effect in understanding the response of the system to parallel magnetic fields. Despite being small compared to the bandwidth, this effect is comparable to Zeeman splitting and cannot be completely ignored. Rather than shifting the bands uniformly as in the case of the Zeeman effect, this orbital effect alters the band dispersion. In particular, it has no influence on the band dispersion at high symmetry points but alters the shape of the bands at other momenta. Its effect on the gap in the insulating phase depends on the details of the dispersion: when the band minima/maxima lie at high symmetry points, the gap would be insensitive to the orbital effect. For the realistic range of parameters we choose, we found that this orbital effect effectively increases the bandwidth linearly with in-plane field. As a result, the correlation gap would increase or decrease with an effective g-factor modified about 20-50% from that of Zeeman effect alone. On the other hand, the orbital effect plays a crucial role in understanding the effect of in-plane field on the superconducting phase. Since pairing takes place between aligned spins in opposite valleys, the Zeeman effect does not lead to pair breaking and it is the orbital effect which provides the main pair-breaking mechanism. The resulting decrease in the superconducting T c with in-plane field agrees qualitatively with the experimental results.
Next, let us comment on how our Hartree-Fock analysis differs from earlier works. The early work from Po et. al. [12] performed a self-consistent analysis similar to ours using a simplified form of the interaction and neglecting form factors. The conclusion in that work was that the intervalley coherent order is energetically favorable compared to valley or spin polarization. However, we can see from our analysis that the form factors, neglected in that work, play a very important role in settling the competition between the different phases. Our analysis reproduces the results of Ref. [12] if the form factors are neglected. This was first pointed out in Ref. [10] which concluded that spin or valley polarization is energetically favorable within a non self-consistent HartreeFock treatment. Our treatment agrees with this conclusion for most of the parameter space but also allows for regions where intervalley coherent order is favored (Fig. 7) . Our analysis is similar to the momentum-space self-consistent analysis employed in Ref. [22] for twisted bilayer graphene which considered the Hartree-Fock contributions from a large number of bands ∼ 150 on the isolated flat bands leading to different symmetry-breaking orders. Here, we take a different route by assuming that the interaction effects from these other bands are already included in the model parameters taken from experiment or calculated using ab initio methods at charge neutrality. In this case, we only need to include the extra contributions from the filled bands relative to charge neutrality.
Similar to the twisted bilayer case, more experimental data is needed to pin down the likely pairing mechanism for the superconducting phase. Here, we have proposed a very simple pairing mechanism based on ferromagnetic fluctuations. This is motivated by the fact that the parent insulator is a ferromagnet (there are also hints that the superconducting phase lies in the vicinity of a ferromagnetic quantum critical point as discussed below). On the other hand, several works [26, 27] have recently argued that phonons play a major role in Moiré superlattices and may provide the main pairing mechanism. However, the relation between the superconductor and the correlated insulating state remains to be clarified within this picture.
Finally, we remark on one intriguing feature regarding the measured dependence of T c on magnetic field [32] . According to (56) (see also Ref. [56] ), the linear coefficient of the dependence of T c on applied magnetic field is given by a combination of parameters which depends on several details such as the Fermi energy, the bandwidth, and the magnetic susceptibility. In particular, the combination χT c N (0)
Tc is generally expected to be small since T c N (0) N (0) ∼ F . Surprisingly, the measured coefficient [32] seems to be a universal number of the order µ B which does not depend on the system details. This hints that the system is in the vicinity of a quantum critical point where the scaling of the susceptibility cancels exactly against the other parameters. This can be seen by noting that Herz-Millis theory predicts a scaling χ ∼ F /(T log T ) in the quantum critical regime for an itenerant ferromagnet [62, 63] , which would lead to a perfect cancellation between the susceptibility χ and the factor T c N (0)
We will leave a more detailed investigation of this feature to future works.
In conclusion our theoretical phase diagram of twisted double BLG includes a ferromagnetic insulator and equal spin pairing triplet superconductor. If confirmed, not only would this deepen our understanding of other correlated moire materials, but would also highlight how states that are hard to obtain in conventional solids are readily realized in this novel platform.
where
Basically, it means that one can imagine a lattice spanned by {n 1 G M 1 + n 2 G M 2 : n 1,2 ∈ Z} for the top layer and {q 1 + n 1 G M 1 + n 2 G M 2 : n 1,2 ∈ Z} for the bottom layer in the k-space, and then when we pick a certain momentump, bloch states from
would mix with each other where K ± lat is a vector denoting the location of each lattice point.
Let top and bottom layer have relative shift δ. For convenience, take a frame where the bottom layer is fixed and the top layer is rotated by θ. Then, Each original Bloch state is represented as
where α, β are sublattice indices and τ α is associated displacement. Here, primed coordinate R = R θ (R + δ) and τ = R θ τ , meaning that it is rotated by θ along counter-clockwise direction. Here, R = n 1 a 1 + n 2 a 2 . The initial displacement δ between layers is not important in the end, as we will see. Let τ 0 = a √ 3
(0, 1). In the mono-mono case δ = 0 for A − A stacking and δ = τ 0 for A − B stacking. A − B stacking means that A-site of the top layer is placed at the location of B-site of the bottom layer.
By definition, A-site is original site spanning the lattice, and B-site is displaced by τ 0 with respect to the A-site. In the bilayer(AB)-bilayer(AB) case, δ = −τ 0 because between layers it is BA stacking. For the following calculation, we take δ = −τ 0 and d = 0. Now, hopping matrix element from top second layer to bottom first layer H b,t can be evaluated by
where we used t(R) = 1 N q e iq·R t q ≈ 1 Ω d 2 q e iq·R t q , and G is a set of reciprocal lattice vectors. In principle, for a different gauge choice t(R) depends on α, β indices as well, but since we took the gauge choice where all phase structures for 2p z orbitals are the same, the dependence will be trivial. In the last line, we just did change of variables. Now we can see that it is nonvanishing only when
Considering that t q is decreasing fast with q, we can only retain most relevant terms where k + g 1 is minimized. In terms of a momentum relative to the K ± points, we have
Naively, when we consider k + g 1 , since k is not deviating much from K-point, the most relevant t k+g1 would be given when
In fact, each of these cases correspond to whenp −k = q 1 , q 2 , q 3 : The interaction Hamiltonian can be written as
Here, r integration is over the whole space not just the unit cell. For the screed Coulomb interaction, V (r) is given by
where κ denotes the inverse screening length. The density operator is given bŷ
where σ, σ sum over spin states ↑, ↓ and τ , τ sum over vallyes ±, and n sums over the relevant set of bands. In the following, we will restrict ourselves to the isolated Moiré band and drop the band index n. Expansion in the Bloch basis is done by writing
where N is the number of momentum point in the first Brillouin zone which equals to the total number of Moiré unit cells in system, and ψ k (r) are the Bloch states satisfying ψ k (r + R) = e ik·R ψ k (r) for a given Moiré lattice translation R. We now split the density into intra-and intervalley componentŝ ρ(r) = 
Here, we used the fact that different spin states are orthogonal. If valley symmetry is exact, states belonging to different valleys would also be orthogonal leading to a vanishing intervalley density ρ − σ,τ . However, valley symmetry is broken on the scale of |K −K | −1 leading to a very small intervalley Hund's coupling term. This term can be usually neglected since it is much smaller than the interaction between intravalley densities. Nevertheless, contributions from this term can lift the degeneracy between different broken symmetry states which are otherwise exactly degenerate, which makes it important to include it in our analysis. We note that the Bloch states are generally vectors with some internal index denoting layer, sublattice, etc which means that the combination ψ † ψ above denotes an inner product in these internal indices.
The Bloch states can be written in terms of the periodic function u k (r) which can be expanded in a Fourier series in reciprocal lattice vectors G leading to ψ k (r) = e ik·r u k (r) = 1
where G is the Moiré reciprocal lattice vector, and Ω is the area of the Moiré unit cell. Here, u k (G) are normalized such that
In addition, we can choose the gauge such that the Bloch states satisfy
If the band has a non-vanishing Chern number, it is impossible to choose a smooth and periodic gauge and there would be an additional phase factor in front of the RHS [67] . In this case, the condition (C8) implies a discontinuity of the phase of u k at the Brillouin zone boundaries.
We note that the Fourier transform of ρ ± (r) is not restricted to momenta inside the Moiré BZ and it should be expressed in terms of a general momentum q. Furthermore, the Fourier components for ρ + (q) are peaked around momenta in the original reciprocal lattice (for the bilayer graphene system)G whiles those for ρ − (q) are 0 and K − K +G. Following the discussion of Sec. III A, we restrict ourselves to the vicinity of 0 for ρ + (q) and K − K (and its rotation related points) for ρ − (q). In the following, we perform Fourier transform in terms of small deviations around these momenta by defining ρ α σ,τ (q) as(note that with f k , A k , B k given by
The self-consistency condition reads
where energy eigenvalues are given by
with the gap given by ∆ IVC = min k +,k − max k −,k which should be positive for a proper gapped phase. The results of the energy competition between the VP/SP phase and the IVC state obtained by numerically solving the self-consistency equation are given in the main text in Fig. 6 . We now provide the details for the perturbative treatment of the self-consistency equations (D15) discussed in Sec. III C 2. We start by expanding θ k and φ k in terms of small deviations δ from a perfect IVC state in the τ x direction with θ k = π/2 and φ k = 0 given in Eq. 37. Substituting in (D15) and expanding to leading order in δ yields the following set of linear equations given by
where a k is given by
and F k,k and b k are given by
We notice that a k and Im b k are of order δ. Substituting in the expression for the energy, we get the energy difference in (38) . 
The gap is given by ∆ SP+VP = min k ( ↓,+,k , ↑/↓,−,k ) − max k ↑,+,k .
Here, we used g σ,k = −g −σ,−k to go from the second to the third line and (E13) and (E14) to go from the third to the fourth line. The Free energy now has the form F = 2β 
where e B is the direction of the external magnetic field. We notice that the term a was obtained in the description of the superfluid transition in He 3 [56] .
