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A epilepsia é uma das mais comuns patologias que afectam o cérebro hu-
mano e caracteriza-se por uma actividade cerebral oscilatória desordenada e 
excessiva que prejudica gravemente a qualidade de vida do doente.  
Com o objectivo de detectar o percurso da actividade cerebral anormal a 
ressonância magnética, em conjunto com a técnica de electroencefalografia 
(EEG) têm evoluído no sentido de tornar a identificação do foco epiléptico e 
respectivas vias de propagação mais clara e fácil para o neurocirurgião. 
Esta detecção pode recorrer ao efeito BOLD (do inglês “Blood Oxygenation 
Level Dependent”) para, de forma indirecta, obter um mapa de activação neuro-
nal da zona em estudo contribuindo para uma possível intervenção cirúrgica à 
área epiléptica. No entanto, para chegar a uma conclusão definitiva sobre este 
mapa neuronal é necessário ter em conta que diferentes regiões podem apresen-
tar HRFs (do inglês “Hemodynamic Response Functions”) diferentes, influencian-
do o resultado de qualquer análise se este facto não for tido em conta. 
Na presente dissertação foi aplicado um método de cálculo de influência 
causal entre regiões do cérebro humano a dados de epilepsia obtidos através da 
técnica EEG+fMRI. Foram utilizadas técnicas de conectividade efectiva (causa-
lidade de Granger) usando um pacote de software (PyHRF) para estimar com 
precisão a HRF da região em estudo e permitir a desconvolução do sinal antes 
do cálculo de conectividade. Foi demonstrada a utilidade desta contribuição 
metodológica para a caracterização topográfica e dinâmica de uma crise epilép-
tica. 






Epilepsy is one of the most common pathologies that affect the human 
brain and can be described as irregular and excessive oscillatory brain activity, 
which can severely impair the well being of the patient. With the aim of detect-
ing the course of abnormal brain activity, magnetic resonance imaging (MRI) 
alongside with the use of electroencephalography (EEG), is continuously seek-
ing new methods to simplify the visualization of the epileptic focus and respec-
tive propagation paths from the point of view of the neurosurgeon.  
This detection can resort to the Blood Oxygenation Level Dependent 
(BOLD) effect in order to obtain an indirect measure of the neuronal activation 
map in the area we want to study. The final objective is to contribute to a possi-
ble surgery to remove the observed epileptogenic area. However, to reach a fi-
nal conclusion about this neuronal map, one has to acknowledge the fact that 
different regions can show different haemodynamic response functions (HRF), 
hence producing widely different results than the ones expected if differences 
in the local HRF are not taken into account. 
In this work, we applied a causal method to evaluate how different brain 
regions interact in the case of data acquired using the EEG+fMRI technique on 
epileptic patients. More precisely, we used effective connectivity techniques 
(Granger causality) as well as a software package (PyHRF) to make region-
based HRF estimations that allow the application of deconvolution before cau-
sality computation. It was demonstrated the utility of this approach for the 
topographical and dynamic characterization of an epileptic seizure. 
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A procura de novos métodos não-invasivos para estudar e compreender o 
cérebro humano tem sido nas últimas décadas um dos grandes objectivos da 
investigação científica na área da neurociência. 
 A ideia da integração e desenvolvimento de um estudo de electroencefa-
lograma (EEG) com fMRI (do inglês “functional Magnetic Ressonance Imaging”) 
parte da motivação clínica de neurologistas para localizar a origem dos ataques 
epilépticos, pois fornece informações diversas daquelas que outras técnicas não-
invasivas nos dão. 
O grande potencial da técnica EEG+fMRI, levou investigadores a interes-
sarem-se no desenvolvimento do hardware e de algoritmos que permitam a re-
dução de artefactos. Goldman et al. no ano de 2002, através de um pré-
processamento analógico e de um pós-processamento digital conseguiram ad-
quirir um sinal EEG sem artefactos em simultâneo com um estudo de fMRI [1]. 
Os sistemas desenvolvidos foram com o tempo sendo aperfeiçoados, sen-
do a Figura 1.1 uma ilustração deste progresso contínuo da publicação de arti-
gos sobre EEG+fMRI na base de dados PubMed [2].  
Focando-nos mais concretamente na aplicação da técnica de EEG+fMRI na 
epilepsia, usualmente todos os artigos são especificamente sobre situações de 
descargas epilépticas interictais, na medida que a existência de um ataque epi-
léptico durante uma sessão é improvável pois as crises são impossíveis de pre-
ver e de ocorrência bastante rara, no entanto existem alguns artigos [3, 4] onde 






Figura 1.1: Evolução do número de publicações sobre o tema “EEG+fMRI” na base de dados 
PubMed ao longo de 13 anos. O eixo das abcissas representa o ano de publicação e o das orde-
nadas o número de publicações [5]. 
De uma maneira geral, a evolução da investigação no campo da epilepsia 
em estudos EEG+fMRI ocorreu, primeiramente, por estudos sobre a fiabilidade 
da técnica [6, 7], em seguida para a identificação de zonas fulcrais em pacientes 
com epilepsia focal [8, 9], generalizada [10, 11] e finalmente, com patologias es-
pecíficas [12]. A pesquisa tem-se focado principalmente no estudo de diferentes 
funções da resposta hemodinâmica para descargas epilépticas [13–15]. 
Mais recentemente, a análise da conectividade cerebral em casos de epi-
lepsia tendo por base estudos de EEG+fMRI e através do uso de técnicas model-
based, como o Dynamic Causal Modeling (DCM) [10], demonstraram resultados 
positivos na análise da dinâmica da actividade epiléptica baseada em 
EEG+fMRI. Passados poucos anos, em [16] foi usada a mesma técnica DCM pa-
ra estudar o caminho neuronal percorrido pelo sinal associado a um ataque epi-
léptico num paciente com um hamartoma do hipotálamo.  
Paralelamente, abordagens data-driven que tentam medir a conectividade 
efectiva (influência causal) inter-regional, como a Granger Causality Analysis 
(GCA) têm sido cada vez mais utilizados em pesquisas envolvendo EEG+fMRI, 
tais como em estudos sensoriais e motores [17, 18] e para a avaliação de redes 
neuronais [19]. 
No ano de 2012, Tana et al. publicaram um artigo utilizando GCA para a 
avaliação da propagação de actividade epiléptica em 4 pacientes, utilizando pa-
ra isso duas estratégias diferentes (uma anatómica e outra funcional) para a 
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parcelação e definição da topologia a analisar pelo GCA, obtendo resultados 
positivos no sentido de este modelo ser útil para a definição da origem e desti-
no da propagação da actividade neuronal associada ao ataque epiléptico [16, 
20]. 
1.1. Objectivos	  
O presente trabalho decorreu no Instituto de Biofísica e Engenharia Bio-
médica da Faculdade de Ciências da Universidade de Lisboa durante um perí-
odo de sete meses e visou  o desenvolvimento e aplicação de uma solução me-
todológica para a estimativa e incorporação da resposta hemodinâmica aplicá-
vel a estudos de conectividade efectiva em doentes com epilepsia [20]. Mais 
concretamente, foram analisados dados cedidos pelo Dr. Alberto Leal, médico 
neurologista no Hospital Júlio de Matos (Lisboa, Portugal), de EEG+fMRI per-
tencentes a crianças com um historial clínico de epilepsia. 
Através da análise destes dados são esperadas conclusões sobre: 
• A facilidade de utilização e fiabilidade do pacote de software PyHRF [21] 
na análise das respectivas funções de resposta hemodinâmica (HRF) das 
regiões cerebrais dos doentes em causa; 
• A importância da incorporação da informação sobre a HRF, por meio de 
desconvolução, em cálculos de causalidade neste contexto; 
• A identificação de regiões cerebrais passíveis de serem a origem e o des-
tino do fluxo epileptogénico ictal; 
• As respectivas diferenças na qualidade dos resultados de causalidade de 
Granger quando comparados com a desconvolução com uma HRF canó-
nica. 
1.2. Estrutura	  da	  Dissertação	  
A presente dissertação apresenta-se estruturada em cinco capítulos. Para 
uma boa compreensão do estudo efectuado são expostas no Capítulo 2 as bases 
teóricas dos conceitos de EEG+fMRI, função de resposta hemodinâmica e análi-
se de conectividade efectiva. 
No Capítulo 3, são apresentados os métodos utilizados para o tratamento 
e análise dos dados com especial foco na ferramenta PyHRF, explicando a sua 
instalação e todos os testes ao seu total funcionamento. Em seguida, o processo 
de desconvolução utilizado é exposto tal como as suas limitações. Por fim, a fer-
ramenta utilizada na análise de conectividade efectiva é brevemente descrita. 
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No Capítulo 4, são analisados dois casos reais de dados EEG+fMRI, apre-
sentando primeiramente o processo utilizado e análogo aos dois pacientes e, em 
seguida, a análise passo-a-passo utilizando os métodos descritos no Capítulo 3, 
culminando com a apresentação das matrizes de conectividade efectiva. 
Por fim, no Capítulo 5 são apresentadas as conclusões da presente disser-
tação sendo também sugeridas melhorias e aspectos a aprofundar em posterio-
res trabalhos na área em estudo.
 5 
Conceitos Teóricos 
Neste capítulo pretende-se fornecer conceitos chave para uma melhor 
compreensão dos resultados e conclusões obtidas na presente dissertação. São 
primeiramente apresentados os conceitos fisiológicos (secção 2.1), em seguida a 
técnica de electroencefalografia (secção 2.2), a de fMRI (secção 2.3) e finalmente 
as noções teóricas inerentes à utilização do pacote PyHRF (secção 2.4). Por últi-
mo, são apresentadas as bases para a desconvolução dos outputs gerados pelo 
PyHRF (secção 2.5) e a teoria da conectividade efectiva, com especial foco para 
a causalidade de Granger (secção 2.6). 
2.1.	  Epilepsia	  
A epilepsia é uma das mais comuns doenças que afectam o cérebro huma-
no, podendo ocorrer em qualquer idade desde recém-nascidos até pessoas com 
idade avançada e com variadas formas de apresentação e causa subjacente [22]. 
Um doente com epilepsia é caracterizado como uma pessoa cujo cérebro possui 
uma recorrente predisposição para gerar ataques epilépticos trazendo com isso 
consequências neurológicas, cognitivas, psicológicas e sociais. O diagnóstico de 
epilepsia requer a ocorrência de pelo menos um ataque epiléptico [23].  
Segundo a International League Against Epilepsy [24], um tipo de ataque epi-
léptico é descrito como um evento ictal, ou crise, que se crê que represente so-
mente um único mecanismo patofisiológico e substrato anatómico, enquanto 
que uma síndrome epiléptica é caracterizada como um complexo grupo de si-
nais e sintomas que definem uma condição epiléptica única e que contempla 
mais do que um tipo de ataque [23]. A razão patofisiológica de um ataque epi-
léptico pode ser descrita como a ocorrência de sinais e sintomas relacionados 




Numa visão mais aprofundada do fenómeno epiléptico ao nível do cérebro, este 
pode ser caracterizado como a passagem de um comportamento normal para 
um epiléptico devido a um vasto recrutamento neuronal secundário com um 
aumento temporário na conectividade ou na transmissão sináptica excitatória e 
mudanças nas propriedades neuronais intrínsecas [22]. 
 
Figura 2.1: Displasia cortical focal no lobo frontal esquerdo realçada pela seta a branco e repre-
sentando um exemplo de uma epilepsia focal com uma origem bem definida [22]. 
A chamada epilepsia focal (Figura 2.1) geralmente associada a um foco pa-
tológico (ex.: tumor), resulta em ataques bastante localizados numa área do cé-
rebro recrutando em seguida outras áreas. O local do foco bem como a veloci-
dade e extensão do recrutamento de outras áreas é fulcral para a manifestação 
clínica do ataque [22]. Por outro lado, uma epilepsia generalizada resulta em 
ataques que ocorrem em todo o córtex cerebral devido a um limiar bastante 
mais baixo para a ocorrência natural de um ataque epiléptico. Este facto é de-
terminado geralmente por causas genéticas, sendo hereditárias na maioria dos 
casos observados.  
2.1.1.	  Síndrome	  de	  West	  
A Síndrome de West (SW) caracteriza-se por uma epilepsia generalizada 
com espasmos tónicos, hipsarritmia (desorganização geral e anárquica da elec-
trogénese de base originando um padrão de EEG anormal) e um atraso no de-
senvolvimento mental e motor do doente. É frequente designar a SW por “es-
pasmos infantis”, já que na grande maioria dos casos manifesta-se em crianças 
com idade inferior a 3 anos [25–27]. O facto de não existirem virtualmente casos 
de hipsarritmia noutras síndromes epilépticas faz com que esta seja um factor 
crucial para o diagnóstico de SW num doente. Se o EEG se revelar normal e não 
apresentar hipsarritmia então é muito provável que não se trate de um caso de 
SW [28]. 
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De maneira a controlar os espasmos e minimizar ao máximo os possíveis 
atrasos motores e cognitivos a medicação antiepiléptica é uma das formas mais 
eficazes para combater estes sintomas. Também a cirurgia em crianças com ida-
de muito pequena é uma das alternativas mais usadas e contribui para um au-
mento da qualidade de vida das mesmas. Contudo, o conhecimento da zona 
epileptogénica em crianças desta idade mantém-se muito difícil, pois os seus 
cérebros ainda se encontram em desenvolvimento [25].  
2.2.	  Electroencefalografia	  	  
A electroencefalografia (EEG) baseia-se no fenómeno básico da existência 
de actividade eléctrica no cérebro. Em 1924, Hans Berger demonstrou que um 
EEG poderia ser registado no escalpe humano e, apesar de nos primeiros anos 
esta técnica não ter tido grande utilização, hoje em dia é extremamente usada 
como um método de análise das funções cerebrais [29].  A técnica de EEG con-
siste na medição de potenciais eléctricos gerados pelas correntes iónicas estabe-
lecidas devido aos potenciais pós-sinápticos dos neurónios. Os neurónios são 
células excitáveis com características intrinsecamente eléctricas e a sua activi-
dade produz campos eléctricos e magnéticos [30]. Estes campos podem ser re-
gistados através de eléctrodos a uma distância relativamente pequena da ori-
gem (EEG local), na superfície cortical ou do escalpe.  
Na grande maioria dos casos, os eléctrodos são colocados sobre o escalpe 
utilizando um gel condutor para assegurar um contacto eficaz e respeitando 
uma posição pré-definida pela Federação Internacional das Sociedades de Electroen-
cefalografia e Neurofisiologia Clínica: o sistema internacional 10/20 (Figura 2.2) 
[30].  
 
Figura 2.2: Sistema Internacional 10/20. Os 19 pontos de referência dividem o crânio em pro-
porções de 10 ou 20% de distância entre si e indicam a posição do eléctrodo. Os pontos à es-
querda da linha média longitudinal possuem um índice ímpar, à direita um índice par e os três 
que se incluem nesta linha são designados pelo índice z de zero. [30]. 
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É de notar que o potencial eléctrico não é uma grandeza absoluta o que 
pode levar a conclusões precipitadas no valor obtido pois é sempre necessário 
usar um potencial de referência. Além deste facto, o potencial eléctrico pode ser 
influenciado fortemente pela condutividade do meio (crânio), levando a uma 
atenuação do potencial medido [30]. 
A grande vantagem da EEG em relação a outras técnicas - tais como a 
Imagem por Ressonância Magnética (do inglês “Magnetic Resonance Imaging”- 
MRI) - é a sua resolução temporal na ordem dos ms, tornando-a extremamente 
importante para uma avaliação temporal do funcionamento do cérebro. Nos 
últimos anos, esta grande vantagem da EEG tem vindo a ser utilizada como 
complemento à técnica de fMRI, através de um registo simultâneo de 
EEG+fMRI [31]. Este complemento é frequentemente utilizado para identificar  
no EEG os segmentos contendo actividade ictal (crises) ou interictal em pacien-
tes com epilepsia durante uma sessão de fMRI [16, 29, 32]. Estes registos tempo-
rais são posteriormente analisados e marcada a ocorrência de actividade de in-
teresse (por exemplo por neurologistas experientes), permitindo assim uma 
análise do efeito BOLD no intervalo de tempo desejado tal como a Figura 2.3 
ilustra, seja num período ictal ou interictal. 
 
Figura 2.3: EEG de um paciente com crises epilépticas tónicas generalizadas. A seta A indica o 
local de início de uma crise e B artefactos de movimento que ocorreram durante o registo [29]. 
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2.3.	  	  Técnicas	  de	  MRI	  Funcional	  
As técnicas de MRI funcional têm a grande vantagem de apresentar in-
formação muito mais específica sobre aspectos do tecido que não são tão rápida 
e facilmente apresentados através de técnicas anatómicas de aquisição de con-
traste.  
De entre estas técnicas é de destacar a imagem BOLD, também conhecida 
por fMRI e usada para investigar a activação de zonas do cérebro através do ní-
vel de oxigenação presente nos tecidos, gerando assim contraste [33]. 
2.3.1.	  Echo	  Planar	  Imaging	  
A EPI é uma técnica avançada de aquisição rápida de imagens em MRI e 
também a mais utilizada em fMRI. Esta pode ser “Single-shot” (SS) (Figura 2.4) 
ou “Multi-shot” (MS), “Spin-Echo Based” (SE) ou “Gradient-Echo Based ” (GE) de-
pendendo dos casos em consideração e do desejo do utilizador. Na teoria, a ve-
locidade de uma EPI está limitada somente pela velocidade de mudança de po-
laridade dos gradientes envolvidos [34]. 
A grande vantagem desta técnica é a sua velocidade de aquisição pois a 
aquisição de um corte é feita (no caso da SS-EPI) num só intervalo de excitação 
(TR), sendo possível adquirir imagens ponderadas em 𝑇!∗ ou 𝑇! com valores 
muito elevados e sem contribuição de  𝑇! .  Os cortes são obtidos de uma maneira 
sequencial e utilizando uma resolução espacial moderada [34]. De realçar que 
este facto depende do número de cortes, pois se forem muito poucos o TR in-
fluenciará o contraste da imagem principalmente nos volumes finais.  Na ver-
são GE-EPI a ponderação é em 𝑇!∗ e na SE-EPI em 𝑇!. Para obter uma pondera-
ção em   𝑇! . pode ser necessária a adição de um impulso de inversão antes do 
início da aquisição.  
Sendo o sinal adquirido após um único impulso de excitação, o tempo de 
aquisição da SS-EPI é da ordem dos 100 ms e resulta em imagens com resolu-
ções típicas de matrizes 64×64 ou 128×128. A velocidade da SS-EPI traz, no en-
tanto, alguns inconvenientes, em grande parte relacionados com a baixa largura 
de banda. Uma vez que o campo magnético 𝐵! não é homogéneo, ocorrem erros 
na localização espacial do sinal que se traduzem em distorção geométrica da 
imagem. É ainda visível o artefacto de desvio químico em que o sinal de gordu-
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ra se encontra deslocado em muitos pixéis. É possível minorar estes artefactos 
distribuindo a aquisição por vários TR na MS-EPI [33, 34]. 
 
 
Figura 2.4: Sequência típica de uma aquisição SS-EPI [34]. RF, 𝐺!!, 𝐺!", 𝐺!" representam, respec-
tivamente, o pulso de radiofrequência, o gradiente de selecção de slice, o gradiente de codifica-
ção de fase e o gradiente de codificação de frequência. O sinal está representado na ultima linha 
temporal. 
2.3.2.	  fMRI	  e	  o	  Efeito	  BOLD	  
A sensibilidade da ressonância magnética ao nível de oxigenação do san-
gue foi primeiramente demonstrada por Thulborn et al. em 1982 , que demons-
traram que o T2 do sangue depende fortemente da oxigenação da hemoglobina 
presente. Somente uma década depois Ogawa et al. (1990) demonstraram que 
esta sensibilidade da técnica de MRI à oxigenação do sangue pode ser usada 
para efeitos mensuráveis [35, 36]. Tal resultou da observação de que o sinal em 
redor das veias decrescia quando o 𝑂! proveniente do ar inspirado se ia redu-
zindo, existindo o efeito contrário quando o oxigénio voltava aos valores nor-
mais. Mais ainda, Ogawa et al. demonstraram também que este fenómeno acon-
tecia não só no sangue mas também nos tecidos à volta dos vasos sanguíneos 
[36]. O conceito de fenómeno BOLD do qual depende a técnica fMRI, provém 
então de dois factos [37, 38]. 
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 O factor biofísico prende-se com o facto da oxihemoglobina possuir pro-
priedades diamagnéticas, ou seja, essencialmente não-magnéticas e a deso-
xihemoglobina ser paramagnética. Isto significa na prática que a susceptibilida-
de magnética do sangue varia teoricamente de maneira linear com a oxigenação 
presente e que o sangue desoxigenado tem um valor de 𝑇!∗ mais pequeno , ori-
ginando por isso um sinal de MRI mais baixo que o sangue completamente oxi-
genado [33, 34]. 
 
Figura 2.5: Esquema ilustrativo do efeito BOLD no estado activo, onde o quociente entre deso-
xihemoglobina e oxihemoglobina baixa permitindo assim um aumento do valor de 𝑇!∗ no local 
[34]. 
Em relação ao factor fisiológico (Figura 2.5), este refere-se ao fenómeno 
que ocorre quando existe uma activação neuronal. Caracteriza-se por um de-
créscimo local no quociente de extracção de 𝑂!  , e consequentemente na redução 
da concentração de desoxihemoglobina, o que leva a um ligeiro aumento do si-
nal de MRI na região. Este último facto contraria o senso comum que levaria a 
pensar que ao existir uma região de activação neuronal (e portanto um grande 
consumo de oxigénio no local) o sinal iria decrescer, já que existiria menos 
oxihemoglobina presente [33, 34]. 
No entanto, o oposto acontece [36] e prende-se com o facto de que o con-
sumo de oxigénio pelos neurónios é acompanhado por um aumento despropor-
cional do fornecimento de sangue oxigenado, o que origina um aumento de 
moléculas de oxihemoglobina nas veias e, por isso, um valor de susceptibilida-
de magnética muito mais próxima dos tecidos vizinhos, existindo um decrésci-
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mo dos gradientes de campo e um aumento ligeiro do sinal quando utilizada 
uma sequência sensível ao tempo aparente de relaxação transversal – 𝑇!∗. 
Geralmente, numa aquisição de fMRI são detectadas estas pequenas dife-
renças utilizando sequências rápidas, por norma EPI, enquanto o sujeito realiza 
tarefas ou é sujeito a estímulos [8, 33]. 
Na Figura 2.6 está ilustrada a complexa cadeia de eventos que culmina 
com o sinal BOLD visualizado. Um estímulo desencadeia uma certa actividade 
neuronal local, que por seu turno provoca (a) uma actividade metabólica na 
forma de um aumento bastante significativo do fluxo sanguíneo cerebral (“Ce-
rebral Blood Flow” – CBF), (b) um pequeno aumento da taxa metabólica cerebral 
de 𝑂!(“Cerebral Metabolic Rate of 𝑂!” – CMR𝑂!) e (c) um moderado acréscimo do 
volume sanguíneo cerebral (“Cerebral Blood Volume” – CBV) [33, 39]. 
 
Figura 2.6: Esquema simplificado da criação de um sinal BOLD. Um estímulo provoca uma res-
posta neuronal, que por sua vez faz aumentar drasticamente o CBF, ligeiramente o CMR𝑶𝟐 e 
moderadamente o CBV. Os dois primeiros vão influenciar directamente a fracção de extracção 
de oxigénio local (“Oxygen Extraction Fraction” - OEF), originando por fim o sinal BOLD [33]. 
 
São estas mudanças no CBF, no CMRO2 e no CBV que vão originar o sinal 
BOLD final. É importante, no entanto, salientar que as mudanças no CBF e no 
CMRO2 acontecem paralelamente, e não em série, e provavelmente por diferen-
tes aspectos da actividade cerebral. Em sentido oposto, as mudanças no CMRO2 
podem estar simplesmente relacionadas com a necessidade de energia local por 
parte da actividade neuronal. 
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 Com a complexidade da cadeia que leva à formação do sinal BOLD vá-
rias questões podem ser colocadas na análise do sinal entre as quais: (1) se o si-
nal BOLD sofrer uma mudança (em amplitude, por exemplo), será que isso re-
flecte necessariamente uma alteração na actividade neuronal?; (2) como pode 
ser alterado o sinal em caso de doença do sujeito em estudo? [33]. 
Para uma correcta visualização dos dados obtidos num estudo fMRI é ne-
cessário seguir vários procedimentos pós-aquisição: (1) primeiramente as ima-
gens são realinhadas ou co-registadas entre elas, algo necessário já que um pe-
queno desvio na posição de um voxel pode originar variações de sinal conside-
ráveis; (2) em seguida, são descartados os primeiros volumes para assegurar 
que a magnetização longitudinal estabilizou; (3) depois pode ser preciso norma-
lizar o espaço das imagens com um espaço cerebral standard, ajudando assim a 
uma percepção e interpretação dos dados resultantes dos mapas de activação; 
(4) por último é necessário realizar um smoothing dos dados, aumentando a RSR 
mas tendo em atenção à perda de resolução espacial [34]. 
A análise estatística é, em seguida, efectuada, sendo a mais simples a sub-
tracção das imagens em repouso com as de activação originando o chamado Z-
Score, com 𝑠! − 𝑠! sendo a diferença entre dois dados sinais, 𝑠! e 𝑠! dois dados 




          (2.1) 
É importante também referir que o método mais utilizado para esta análi-
se é baseado no modelo linear geral (“General Linear Model” – GLM) [40], im-
plementado através de pacotes de software como o SPM (“Statistical Parametric 
Mapping”) [41] ou o FSL (“FMRIB Software Library”) [42]. 
 
Figura 2.7: Imagem anatómica (a) e imagem do mapa de activação cerebral (b). As zonas a bran-
co e vermelho em (b) apresentam-se como as de intensidade máxima [43]. 
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Depois da análise estatística são sobrepostas as informações dos mapas 
estatísticos com a informação anatómica disponível (Figura 2.7). É importante 
referir que os mapas de activação são geralmente apresentados utilizando uma 
imagem anatómica em escala de cinzento sobreposta com um gradiente de co-
res. Este gradiente de cores, consoante a intensidade, representa não zonas de 
activação neuronal mas sim zonas onde existe uma confiança estatística de que 
o valor do voxel ou grupo de voxels variou de acordo com a sequência de tare-
fas ou estímulos a que o sujeito foi submetido [44, 45]. 
2.3.3.	  Função	  de	  Resposta	  Hemodinâmica	  
 
Uma resposta BOLD típica a um impulso único pode ser caracterizada por 
uma função de resposta hemodinâmica (“Haemodynamic Response Function” 
– HRF) canónica como ilustrado na Figura 2.8. 
 
 
Figura 2.8: HRF Canónica para um estímulo único. Nas abcissas temos o tempo de reacção ao 
estímulo, em inglês “Peristimulus Time”- PST, e no eixo das ordenadas a percentagem de varia-
ção de um certo sinal BOLD. Em segundo plano podemos observar o gráfico da densidade es-
pectral para a HRF canónica em frequências entre 0 e 0,25 Hz [46]. 
 
Na Figura 2.8, caracterizada pela variação do sinal (%) em função do tem-
po (“Peristimulus Time” em segundos), é possível observar que o pico se situa 
aproximadamente a 5 segundos do estímulo inicial (0 segundos), podendo exis-
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tir em altos campos magnéticos um ligeiro undershoot, algo que volta a aconte-
cer depois do pico e com uma duração de mais de 4 segundos [46].  
A forma da HRF não se altera significativamente ao longo de várias zonas 
sensoriais do cérebro humano [46], apesar de em zonas mais afastadas a sua 
forma ser ligeiramente diferente, presumivelmente derivado a diferentes vascu-
laturas que influenciam a irrigação das zonas cerebrais em estudo. É também de 
salientar que a forma da HRF é consideravelmente variável entre sujeitos dife-
rentes [44, 47]. 
De facto, a complexidade e variabilidade da resposta hemodinâmica no 
efeito BOLD pode ser explicada pelo conjunto de factores que a influenciam e se 
conjugam para formá-lo.  
Este tipo de variabilidade pode ser acomodada expressando a HRF em 
termos de uma base de funções temporais, onde podemos encontrar os modelos 
lineares e invariantes no tempo. Estes modelos tendem a tratar uma sessão de 
fMRI como uma série temporal, já que a informação tende a ser correlacionada 
ao longo dos scans sucessivos. Isto deve-se ao facto de o TR ser geralmente de 1 
a 3 segundos, o que é menor que a duração da resposta BOLD correspondente 
[46].  
Se considerarmos a resposta BOLD a um impulso finito e independente do 
tempo, onde as respostas sucessivas se podem sobrepor de uma maneira co-
nhecida, podemos expressar m(t) como a convolução de uma função estímulo 
u(t) com a resposta a um impulso único, ou HRF, h(t), o chamado “Generic 
Forward Model - GFM” (equação 2.2). 
 
𝑚 𝑡 = 𝑢 𝑡 ∗ ℎ 𝜏 = 𝑢 𝑡 − 𝜏 ℎ 𝜏 𝑑𝜏!!       (2.2) 
 
Onde τ corresponde ao tempo peristimulus (PST), sobre o qual a resposta 
BOLD é expressa. Podemos interpretar esta fórmula de uma maneira gráfica na 
Figura 2.9 onde estão representados dois tipos de estímulo: (a) eventos aleató-




Figura 2.9: Convolução linear de uma HRF canónica para dois tipos de eventos: um aleatório (a) 
e outro apresentado por épocas de actividade neuronal com duração crescente (b) [46]. 
 
2.4.	  Desconvolução	  da	  Resposta	  Hemodinâmica	  
Como foi já discutido na secção 2.3.3, o sinal fMRI é largamente afectado 
pelo atraso inerente da resposta hemodinâmica do mecanismo de contraste 
BOLD.  
Assim sendo, todos os eventos temporais que observamos no sinal são 
afectados por um atraso que decorre da mediação do sistema vascular, que se 
traduz em convolução com a HRF [48]. 
Apesar de muitos estudos sobre conectividade efectiva incorporarem este 
atraso temporal no sinal BOLD, fazem-no através da utilização da HRF canóni-
ca, assumindo uma homogeneidade no processo hemodinâmico cerebral que é 
falaciosa em muitos casos, já que a HRF tende a variar quando confrontada com 
processos fisiológicos e regiões distintas [49]. 
Assim, e para obter uma série temporal das medições BOLD efectuadas, 
a desconvolução da resposta hemodinâmica surge como um método disponível 
e eficaz para a partir do sinal obtido através de fMRI, e possuindo uma HRF 
respectiva para a região em estudo, obter uma estimativa da actividade neuro-
nal bastante fiável e de fácil obtenção [48]. Na Figura 2.10 é apresentado um 
panorama geral do processo de desconvolução utilizando um sinal BOLD real. 
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Figura 2.10: Dinâmica do processo de desconvolução de um sinal BOLD. A azul está represen-
tado o sinal m(t) e a vermelho a desconvolução s’(t) respectiva utilizando uma dada HRF. Os 
pontos, de cores correspondentes, representam a posição temporal dos picos. É possível verifi-
car que o processo de desconvolução antecipou a posição dos picos do sinal tendo em conta a 
função de resposta hemodinâmica intrínseca [49]. 
 
Partindo do princípio que o sistema em estudo é linear, a resposta medida 
pelo sinal BOLD,  𝑚 𝑡 , para uma série temporal, 𝑠 𝑡 , será dada pela equação 
2.3: 
 
𝑚 𝑡 = 𝑠 𝑡 ∗ ℎ 𝑡 + 𝑛(𝑡)          (2.3) 
 
onde ∗ denota o processo de convolução, ℎ 𝑡  a resposta hemodinâmica 
inerente e 𝑛(𝑡) o ruído na medição [50]. 
É possível obter através de 𝑚 𝑡  uma série temporal 𝑠′ 𝑡 , utilizando para 
o efeito um filtro de Wiener 𝑑(𝑡) [48], ou seja: 
 
𝑠′(𝑡) = 𝑑(𝑡) ∗𝑚(𝑡)           (2.4) 
 
Sejam 𝐻 𝜔 ,𝑀 𝜔 ,𝑁 𝜔   e 𝐷(𝜔) as transformadas de Fourier respectivas 





|H ω |2+|N(ω)|2' 
(2.5) 
Onde H*(ω) corresponde ao complexo conjugado de H(ω). Em relação a 
𝑁 𝜔 , este pode ser obtido através da medição 𝑚 𝑡  em zonas corticais não ac-
tivadas. No entanto, por motivos de simplificação podemos considerar constan-
te devido ao facto de o ruído ser maioritariamente ruído branco com |𝑁(𝜔)|! =
𝑁!!. Podemos então prever que 𝑠′ 𝑡  será dado por: 
 
𝑠! 𝑡 = 𝐹𝑇!!{  𝐷 𝜔 𝑀 𝜔   }         (2.6) 
  
Sendo 𝐹𝑇!! , a transformada inversa de Fourier. A fórmula final terá en-
tão o seguinte aspecto [48]: 
 




           (2.7) 
Para o cálculo de 𝑁!!, é utilizada a densidade espectral de 𝑁 𝜔  numa 
zona não activada, como foi referido anteriormente. 
2.5.	  Conectividade	  Efectiva	  
Nos estudos dedicados à questão da conectividade cerebral, a conectivi-
dade efectiva (CE) e o conceito de propagação, isto é, a observação de padrões 
idênticos que estejam implícitos num número crescente de gravações EEG, são 
os aspectos mais em foco. Concretamente, o estudo da CE tem sido cada vez 
mais utilizado em imagens de fMRI, em particular em redes neuronais respon-
sáveis por processos cognitivos, sensoriais, motores e patológicos [51]. 
Para analisar o problema da CE existem dois grandes métodos. De um la-
do existem os baseados em modelos (“model-based”), onde se destaca o modelo 
“Dynamical Causal Modeling” (DCM), do outro lado temos os “Data-Driven 
Methods” sendo a “Granger Causality Analysis” (GCA) a mais conhecida e utili-
zada. 
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Todos os métodos acima mencionados procuram estimar directamente as 
influências causais entre estruturas cerebrais através do uso da informação reti-
rada directa ou indirectamente do sinal temporal medido da actividade neuro-
nal de diferentes áreas/regiões do cérebro [52]. 
2.5.1.	  Análise	  da	  Causalidade	  de	  Granger	  
O foco de um estudo de causalidade de Granger (GCA, do inglês “Granger 
Causality Analysis”), é a precedência temporal entre todas as séries temporais 
correspondentes a um estudo fMRI sem que seja necessário uma informação a 
priori sobre a estrutura da conectividade.  
Para tal, a GCA utiliza o conceito de causalidade de Granger. Se incluindo 
valores passados de Y melhora a predição de futuros valores de X, então Y diz-
se ter uma relação de influência causal em X (Figura 2.11) [51, 53]. 
 
Figura 2.11: Esquema representativo da ideia de causalidade de Granger. Dadas duas séries 
temporais X e Y, se ao incluir valores anteriores de Y (t-n) melhoramos a predição de valores 
futuros de X (t), podemos dizer então que Y tem uma influência causal em X. 
Para uma aplicação bem sucedida da GCA num estudo com fMRI, usa-se 
geralmente um modelo autorregressivo, mais especificamente o “Multivariate 
Vector Autoregressive Model” (MVAR), para implementar o modelo de causali-
dade de Granger de forma a que seja capaz de identificar influências direcionais 
de várias regiões em simultâneo. 
Em seguida, está representado o sistema de equações 2.8 que representam 
a causalidade de Granger através de um modelo bivariado autorregressivo e 
onde 𝑋!(𝑡) e 𝑋!(𝑡) denotam as séries temporais de dois canais de dados diver-
sos.  
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Se a variância do erro estimado 𝐸!, por exemplo, for reduzida através da 
inserção do termo que depende de 𝑋!(𝑡) na equação que descreve 𝑋!(𝑡), então, 
baseado na GCA podemos assumir que 𝑋! causa 𝑋!. 
 
𝑋! 𝑡 = 𝐴!!(𝑗)𝑋!(𝑡 − 𝑗)
!
!!!




                     (2.8) 
𝑋! 𝑡 = 𝐴!"(𝑗)𝑋!(𝑡 − 𝑗)
!
!!!





onde 𝐴!"(𝑗) representa os parâmetros do modelo e 𝐸!(𝑡) ruído branco. 
A partir destas equações, é possível representar num modelo MVAR com 
k-canais um processo BOLD 𝑌(𝑡) através da função DTF (do inglês “Directed 
Transfer Function”) em baixo descrita (equação 2.9) [20, 54]. 
 
𝑌 𝑡 = 𝐴 𝑖 𝑌 𝑡 − 𝑖!!!! + 𝐸 𝑡                  (2.9) 
 
Esta função consegue fornecer informação relevante sobre a rede de um 
determinado sistema, sem no entanto conseguir discriminar propagações direc-
tas (não mediadas por uma outra região do cérebro) ou indirectas (mediadas 
por uma outra região cerebral) [52]. 
Transformando a equação 2.9 para o domínio das frequências obtemos a 
equação descrita em 2.10, onde 𝐴!! 𝑓 = 𝐼 − 𝐴 𝑓 !!  é a matriz de transferên-
cia do modelo, com I sendo a matriz identidade. 
 
𝑌 𝑓 = 𝐴!! 𝑓 𝐸 𝑓 = 𝐻 𝑓 𝐸(𝑓)                  (2.10) 
 
O método GCA é cada vez mais utilizado para estudos da conectividade 
cerebral em tarefas motoras, cognitivas e sensoriais. A Figura 2.12 representa 
uma matriz de conectividade obtida através de GCA a um paciente de 2 anos 
com espasmos epilépticos.  
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As colunas representam a informação gerada e as linhas a informação re-
cebida por cada uma das 7 regiões previamente parceladas com base em parâ-
metros anatómicos. Através desta matriz é possível observar então que a região 
RpTFC (do inglês “Right posterior Temporal Fusiform Cortex”) pode ser conside-
rada a origem e a região RFP (do inglês “Right Frontal Pole”) o término da di-
nâmica epiléptica [20]. 
 
Figura 2.12: Matriz obtida por GCA para um paciente de 2 anos com espasmos epilépticos. As 
colunas representam a informação gerada e as linhas a informação recebida pelas 7 regiões de-
finidas anatomicamente [20]. 
 
Restringindo-nos ao campo de estudo das redes neuronais sujeitas a even-
tos ictais epilépticos, o objectivo é perceber a dinâmica dos ataques e como as 
regiões do cérebro afectadas interagem entre si. Não existindo muita informa-
ção a priori que possa ser utilizada, torna-se necessário um método mais explo-
ratório, sendo a GCA uma importante ferramenta neste contexto [55]. 
O conceito de coerência parcialmente direcionada, em inglês “Partial Di-
rected Coherence” (PDC), é utilizado como forma de providenciar um descritor 
para o método MVAR na análise da causalidade de Granger [56] e é uma repre-
sentação no domínio das frequências dos conceitos mais importante desta.  
A equação 2.11 descreve a PDC sendo que 𝐴!"(𝑓) é o i, j-ésimo elemento e 






                         (2.11) 
𝑃𝐷𝐶!" 𝑓  é então a representação da GCA no domínio das frequências 
desde a j à i-nésima série temporal numa dada frequência f. 
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Métodos Experimentais 
No Capítulo 2 foi referido que o sinal BOLD obtido através de uma sessão 
EEG+fMRI possui um atraso temporal intrinsecamente ligado à resposta hemo-
dinâmica. Para retirar este atraso e assim obter uma série temporal mais próxi-
ma da seguida pela actividade neuronal são utilizados métodos de desconvolu-
ção que, utilizando uma HRF canónica, produzem resultados bastante aproxi-
mados da realidade. 
No entanto, em algumas situações,  a HRF canónica não traduz verdadei-
ramente a resposta hemodinâmica local, pelo que a sua utilização conduz à cri-
ação de séries temporais pouco fidedignas. 
Para evitar esse problema, novos métodos de desconvolução foram pro-
postos tendo em conta o efeito da variação local da HRF, utilizando como input 
o sinal BOLD original em estudo e a HRF estimada para a região em questão. 
3.1.	  PyHRF	  
O pacote de software PyHRF [21] apresenta-se como uma alternativa dis-
ponível para o cálculo da HRF em fMRI.  
Elaborado por dois grupos franceses de pesquisa científica: LNAO “(Labo-
ratoire de Neuro-imagerie Assistée par Ordinateur”) [57] e o MISTIS (“Modélisation 
et inférence de systèmes aléatoires complexes et structurés”) [58], o programa é em 
grande parte escrito em linguagem Python (embora com algumas extensões em 
linguagem C para casos de processamento intensivo). 
O PyHRF está assente em várias bibliotecas científicas disponíveis e am-
plamente divulgadas tais como Numpy [59], Scipy [60], Matplotlib [61] e Nibabel 




activadas do cérebro em estudos de fMRI e aquando da realização de tarefas 
event-related, ao mesmo tempo que fornece uma estimativa das dinâmicas de 
activação através da recuperação da respectiva HRF, que pode variar em rela-
ção à forma canónica consoante o caso em estudo, das dinâmicas da região e, 
principalmente, se houver uma patologia associada [63, 64]. 
3.2.	  Algoritmos	  do	  PyHRF	  
Dois dos modelos mais importantes para uma melhor compreensão do 
pacote de software PyHRF são aqui apresentados. Em primeiro lugar, o modelo 
GLM (General Linear Model) que pode ser considerado o modelo standard de 
análise de regiões cerebrais activas em fMRI sendo amplamente divulgado e 
conhecido, algo demonstrado pela sua presença em pacotes bastante conheci-
dos como o FSL [42, 65] e o SPM [41]. Por fim, o modelo JDE (Joint-Detection Es-
timation), um modelo recentemente criado e aperfeiçoado [44, 66], que pretende 
ser o modelo padrão do pacote de software PyHRF através da utilização de 
uma HRF variável consoante a região em estudo. 
3.2.1.	  General	  Linear	  Model	  
A detecção de actividade cerebral em fMRI é, hoje em dia, comummente 
efectuada utilizando o método GLM e suportado pela utilização de uma HRF 
canónica e invariante em todo o cérebro em análise. 
Este método univariável e independente no espaço é baseado no mesmo 
formalismo que o GFM, ou seja, o sinal apresentado é assumido como sendo 
gerado através de um sistema linear e invariante no tempo [46]. 
 
∀𝑗  , 𝑦  !   =      !!!! 𝑋!(𝛽!!ℎ!   + 𝛽!!  !ℎ!! + 𝛽!!!  !ℎ!!!)+   𝑃𝑙!   + 𝑏!   (3.1) 
 
Na equação 3.1 temos o aspecto geral da fórmula do GLM. Para cada posi-
ção do cérebro 𝑗 a resposta neuronal medida 𝑦! será igual ao somatório entre 
todas as condições presentes (1 a M) , da matriz 𝑋!, que corresponde à matriz 
ocorrência (Nº de Scans*D). D representa o tamanho do filtro hemodinâmico e, 
para um tamanho genérico de 25 s, temos que 𝐷 = !"
!"
   para o modelo GLM. Está 
também presente a HRF canónica ℎ! e as suas primeira ℎ!! , e segunda , ℎ!!! , de-
rivadas. Os factores 𝛽!! correspondem aos efeitos desconhecidos e associados à 
construção dos regressores através de ℎ! , ℎ!!  e ℎ!!! [21]. 
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Em seguida, são tidos em consideração os potenciais efeitos de drift, de-
correntes dos parâmetros de movimento associados, 𝑃, multiplicados pelo res-
pectivo peso 𝑙! e finalmente somados com a componente de ruído 𝑏!. A Figura 
3.1 ilustra o processo GLM simplificadamente. 
 
Figura 3.1: Esquema ilustrativo simplificado do modelo GLM na presença de duas condições 
(azul e amarelo). Para um dado estímulo num certo voxel, a sequência de estímulos presente é 
convoluída por uma HRF canónica fixa resultando num regressor que será multiplicado por um 
factor desconhecido 𝛽!! e depois somado com os restantes regressores para formar o sinal resul-
tante 𝑠! [21]. 
3.2.2.	  Joint-­‐Detection	  Estimation	  
Apesar de estarem disponíveis no pacote PyHRF vários modelos de cálcu-
lo e estimativa da HRF a partir do sinal BOLD correspondente, o grande foco da 
ferramenta centra-se no modelo JDE [66, 67]. Este modelo é baseado num siste-
ma bilinear e invariante no tempo, utiliza uma HRF desconhecida inicialmente 
num grupo de voxels – parcela – tal como um conjunto de níveis de resposta 
neuronal para obter medidas de magnitude locais para estas respostas. A HRF 
pode assim apresentar uma variedade de formas, aproximando-se ou diferenci-
ando-se do aspecto canónico consoante a parcela em estudo. 
Sendo também baseado no mesmo formalismo que o GFM, temos presente 
na equação 3.2 que, para uma dada posição no cérebro 𝑗, pertencente a uma 
parcela Ρ!, a resposta neuronal medida 𝑦! será igual ao somatório entre todas as 
condições presentes (1 a ,M) das flutuações de sinal que ocorrem antes da apli-
cação do filtro hemodinâmico, ou seja, às condições específicas das amplitudes 
do voxel em análise ou níveis de resposta 𝑎!! , multiplicadas pela matriz 𝑋!, já 
observada anteriormente mas desta vez com o tamanho do filtro hemodinâmico 
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dado por 𝐷 = 25 ∗ !
!"
 (para o modelo JDE (e incorporado em  𝑋!) , e por ℎ!, 
uma HRF baseada na parcelação efectuada [21]. 
 
∀𝑗   ∈   Ρ!  , 𝑦!   =    𝑎!!!!!! 𝑋!ℎ!   + 𝑃𝑙!   + 𝑏!     (3.2) 
 
 Todo o cálculo associado à fórmula JDE é processado no PyHRF através 
de Python, apesar de algum cálculo mais intensivo ser feito em linguagem C. 
Este processo embora seja bastante complexo e exigente pode ser separado em 
várias parcelas e efectuado paralelamente. A Figura 3.2 mostra um aspecto ge-
ral do processo de inferência das componentes presentes no modelo JDE [67]. 
 
 
Figura 3.2: Esquema ilustrativo simplificado do modelo JDE na presença de 2 condições. Para 
um dado voxel numa parcela Ρ! do cérebro temos que o sinal resultante 𝑠! é obtido através da 
multiplicação dos níveis de resposta 𝑎!! pela sequência de estímulos introduzida, sendo este 
resultado depois convoluído com uma HRF espacialmente invariante desconhecida a priori [21]. 
3.3.	  Instalação	  do	  PyHRF	  
O pacote de software PyHRF está amplamente disponível para download 
directo através do seu site oficial [68] e protegido pela licença de software gra-
tuita CeCILL v2. A versão disponibilizada (0.3) é considerada a mais estável e 
recomendada para utilização ao público geral. 
A compatibilidade do software, no entanto, revelou-se bastante limitada. 
Apesar de no site oficial se afirmar que é possível instalá-lo em ambiente Ma-
cOS, não foi possível completar essa tarefa pois trata-se de um pacote de soft-
ware em Python com o pré-requisito de se terem já instalado várias dependên-
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cias (leia-se “outros pacotes de software base de Python”) no computador (Figu-
ra 3.3). Tal levou à sobreposição com instalações de versões antigas do Python e, 




Figura 3.3: Esquema ilustrativo das dependências obrigatórias para a instalação do PyHRF. 
 
Em relação à compatibilidade com o ambiente Windows, esta é apenas 
conseguida utilizando uma máquina virtual e instalando uma distribuição do 
sistema operativo (SO) Linux.  
Foi esta então a opção escolhida e recomendada para a instalação do paco-
te de software e as suas dependências obrigatórias e opcionais (PyQT4, Joblib, 
Soma-workflow, Sci-kit learn, Sphink, Pygraphviz e Munkrez) utilizando a distribui-
ção de Linux “Ubuntu” [69], na sua versão 14.04 LTS e a máquina virtual Virtu-
alBox 4.3.10 [70] foi instalado com sucesso o PyHRF. 
3.4.	  Utilização	  do	  PyHRF	  
Como foi anteriormente referido, o PyHRF possui um grupo bastante vas-
to de funções disponíveis para a análise de dados de fMRI [21], no entanto, nem 
todos estes métodos foram utilizados sendo aqui expostos somente os mais 
significativos para a elaboração desta dissertação e no contexto de análise de 
dados de EEG+fMRI. 
 28 
O PyHRF pode ser facilmente acedido, depois de devidamente instalado, 
na consola de comandos do SO através da palavra-chave “pyhrf_” (Figura 3.4). 
A correcta visualização de todas as opções disponíveis indica uma instalação 
bem-sucedida.  
 
Figura 3.4: Lista de comandos disponíveis no PyHRF. Sublinhadas a vermelho estão as funções 
mais utilizadas e, consequentemente, mais importantes no âmbito desta dissertação. 
Através da função “pyhrf_jde_buildcfg”, é possível gerar um ficheiro .xml, 
do inglês “eXtensible Markup Language” [71], que pode ser posteriormente modi-
ficado pelo utilizador para a sua análise fMRI através da função “pyhrf_xmledit”. 
Este tipo de ficheiro serve como modelo mostrando como o PyHRF procede à 
análise do ficheiro BOLD e respectivas regiões de interesse (“Regions of Interest” 
- ROIs).  
Cada vez que o comando é executado, o programa cria automaticamente 
um ficheiro .xml (Figura 3.5) preenchido com o tratamento escolhido por defei-
to e fornecido com o pacote de software. Todos os campos do ficheiro .xml po-
dem ser editados e como inputs devem ser fornecidos os seguintes dados, indi-
cando devidamente o respectivo directório: 
• ficheiro BOLD 4D, ou seja, os dados 3D concatenados ao longo do 
tempo; 
•  ficheiro da parcelação, indicando ao PyHRF quais a regiões a se-
rem analisadas (expressas por um número inteiro cada uma e sendo 
0 o background); 
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• a posição temporal dos estímulos (“onsets”) e a sua respectiva dura-
ção (“duration”) separados por um espaço. 
 
 
Figura 3.5: Aspecto geral da edição de um ficheiro .xml através do comando “pyhrf_xmledit”. Os 
inputs “bold_file” e “mask_file” são indicados pelo respectivo directório onde se encontram. 
 
Para além dos dados referidos na Figura 3.5, é necessário também a intro-
dução do tempo de repetição (TR) do ficheiro BOLD e a indicação do directório 
desejado para a criação dos outputs. 
É igualmente notória a existência de uma secção “analyser” que permite 
uma edição mais avançada das características da análise a efectuar, incluindo 
ajustes à duração da HRF, criação de outputs opcionais e ajustes ao algoritmo. 
Foi, no entanto, necessária a alteração de alguns campos do .xml que estão 
escondidos por defeito, algo não referido no manual de “tratamento de volu-
mes” do PyHRF [68], como por exemplo o tamanho do vector dos “onsets” e 
“durations” consoante o conjunto de dados em estudo. 
Após a configuração do ficheiro .xml para as imagens em estudo, é neces-
sário correr o comando “pyhrf_jde_estim” e aguardar a conclusão da análise pelo 
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algoritmo seleccionado. O tempo que o PyHRF demora a proceder à análise de-
pende de: 
• Tamanho e nº de regiões a analisar (nº de voxels); 
• Nº de volumes dos dados em estudo. 
A conclusão do processo (Figura 3.6) leva à criação dos outputs em formato 
nifti na pasta indicada para o efeito no ficheiro .xml em “output_dir”. 
 
Figura 3.6: O PyHRF dependendo do nível de verbosidade desejado, de 0 (sem feedback ao uti-
lizador) a 6 (utilizado para debug), informa durante o processo de análise as características do 
dataset. Neste caso, o ficheiro BOLD possui 354,9 s de informação, sendo analisados os interva-
los (12,13) e (95,131) s da ROI indicada pelo valor de intensidade 4, ignorando o background (0). 
 
A forma da HRF calculada dependerá da avaliação do algoritmo escolhido 
para o efeito na região em análise. De notar que é possível utilizar num só fi-
cheiro nifti várias regiões a analisar diferenciadas por um número inteiro defi-
nido pelo utilizador (intensidade).  
Apesar de ser possível visualizar os outputs através do comando 
“pyhrf_view”, tal revelou-se pouco prático para a correcta visualização das cur-
vas HRF resultantes apesar de todos os esforços nesse sentido, incluindo a ins-
talação de todas as dependências opcionais referidas no site oficial [68], optan-
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do-se pela sua visualização no programa MatLab [72] sem qualquer prejuízo ou 
perda de informação. 
A Figura 3.7 resulta da sobreposição da HRF canónica com a HRF resul-
tante do algoritmo utilizado para o dataset em questão. Apesar das semelhanças 
com a sua forma canónica, as diferenças no tempo-para-o-pico (TTP do inglês 
“time-to-peak”), na largura a meia-altura (FWHM, do inglês “Full Width at Half 
Maximum”) e no tempo de undershoot são bastante relevantes. Estas diferenças 
entre HRF poderão ser suficientes para uma análise fMRI falaciosa e, conse-
quentemente, conclusões erradas dos dados em estudo. 
	  
Figura 3.7: Comparação entre a HRF resultante de uma análise no PyHRF a uma região do cé-
rebro anteriormente parcelada (azul) e a HRF canónica (vermelho) utilizando o programa 
MatLab para a sua visualização. 
3.5.	  Testes	  de	  Funcionalidade	  do	  PyHRF	  
Com vista a assegurar a total funcionalidade do pacote de software insta-
lado, procedeu-se à verificação das HRF criadas através da utilização da funci-
onalidade POSSUM (do inglês “Physics-Oriented Simulated Scanner for Unders-
tanding MRI”) do FSL. 
Utilizando esta ferramenta, é possível criar ficheiros BOLD artificiais to-
talmente controlados pelo utilizador, sendo possível alterar os parâmetros con-
soante as necessidades e situação em causa. Optou-se na primeira simulação 
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por utilizar os parâmetros default do POSSUM na secção “Pulse Sequence”, es-
tando estes descritos na Figura 3.8. De notar que somente foi alterado o valor de 
z para dois, correspondente ao número de cortes (em vez do original z=1), de-
vido a problemas de compatibilidade (a variável era ignorada) com o MatLab e 
PyHRF. O TR foi definido para TR=3 e o número de volumes para 40, sendo o 
tempo total do ficheiro de 120 s. 
 
Figura 3.8: Parâmetros utilizados para a simulação 1 na secção “Pulse Sequence” com o intuito de 
averiguar a total funcionalidade do PyHRF. 
 
Em relação à secção “Object”, a imagem utilizada foi também ela a default 
fornecida pelo POSSUM, o fantoma digital BrainWeb [73, 74]. As secções “B0 
Field”, “Motion” e “Noise” não sofreram quaisquer alterações à sua forma default,  
não tendo sido adicionado ruído, tendo apenas sido modificado o ficheiro de 
activação na secção “Activation”. 
Na primeira simulação, optou-se por um paradigma simples de dois estí-
mulos espaçados entre si de 30 s e com valor de magnitude igual a 1. A Figura 




Figura 3.9: Sequência de activação escolhida para a simulação 1. No eixo das abcissas está re-
presentado o tempo (s) e nas ordenadas a magnitude.  
Criado o ficheiro BOLD resultante dos parâmetros acima descritos, a regi-
ão de interesse definida como todo o cérebro em análise foi sujeita ao algoritmo 
JDE incluído no PyHRF. 
Neste sentido, a Figura 3.10 representa a HRF gerada utilizando como in-
puts no PyHRF o ficheiro BOLD da simulação 1 e os intervalos de activação 
(0,30) e (60,90) s. Para confirmação de resultados foi também realizado um teste 
no PyHRF fora da zona de activação, ou seja, nos intervalos (30,60) e (90,120) s. 
 
Figura 3.10: HRF resultante da simulação nos intervalos da zona de activação (0,30)-(60,90) s 
(esquerda) e fora da zona de activação (30,60)-(90,120) s (direita). A forma da HRF na zona de 
activação assemelha-se à sua forma canónica tal como esperado enquanto que fora desta zona 
difere completamente. 
Na simulação 2 foram utilizados parâmetros ajustados para corresponde-
rem a dados reais. Assim sendo, a sequência de activação escolhida correspon-
de a 170 volumes com um TR=2.1, perfazendo no total 357 s.   
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As zonas de activação estão localizadas nos intervalos (12,13) s e (95,131) s 
simulando dados reais ictais de uma crise epiléptica e a duração da HRF foi 
ajustada para 32 s no sentido de observar quaisquer diferenças relevantes em 
relação ao tempo default do PyHRF de 25 s, ou seja, se o algoritmo tem um 
comportamento diverso quando a HRF calculada apresenta uma duração maior 
que os 25 s por defeito. 
É possível observar na Figura 3.11 que, tal como na Figura 3.10, a forma da 
HRF obtida assemelha-se à sua forma canónica, sendo o tempo para o pico nes-
te caso bastante semelhante às duas. As diferenças são drásticas quando esco-
lhido um intervalo fora do paradigma de activação (interictal), comprovando a 
total funcionalidade do algoritmo. 
 
Figura 3.11: Comparação entre a HRF resultante da simulação 2 dentro da zona de activação 
(12,13)-(95,131) s (azul) e fora desta (preta). É possível verificar que a HRF no intervalo definido 
como ictal assemelha-se à sua forma canónica (vermelha) enquanto que fora da zona considera-
da ictal (intervalo interictal) apresenta uma forma bastante irregular.  
Como última simulação (simulação 3) foi testada a capacidade do PyHRF 
para calcular uma certa HRF com diferentes períodos de duração de estímulo. 
Para tal, foram elaborados cinco sinais diferentes considerando estímulos com 
diferentes durações de: 1, 5, 15, 25 e 32 segundos. Estes cinco sinais utilizam os 
mesmos parâmetros da simulação 2 e correspondem a um estímulo único du-
rante o tempo total de aquisição (357 s). A Figura 3.12 representa o resultado 




Figura 3.12: Gráfico das HRF resultantes da simulação 3. É possível verificar que as HRF para 
25 (cíano) e 32 (lilás) s são as que mais se aproximam da versão canónica utilizada para gerar a 
série temporal. 
Na Tabela 3.1 são apresentados os dados relativos à simulação 3. Nesta 
são analisados os valores para cada uma das HRFs (com estímulos de 1, 5, 15, 
25 e 32 s) da 𝐴!"#$, 𝛥!!"#$, Tempo p/Pico, 𝛥!"#$%  !/!"#$, FWHM, 𝛥!"#$ e a norma 
dos resíduos. Sendo 𝛥  a diferença entre o valor de referência da canónica e o da res-
pectiva HRF em análise. 
 






𝛥!"#$ Norma dos 
Resíduos 
1 0,36 0,05 2,37 1,90 4,35 1,20 0,58 
5 0,27 0,15 3,56 0,71 12,06 -6,52 0,43 
15 0,35 0,07 3,56 0,71 5,78 -0,23 0,36 
25 0,35 0,07 3,56 0,71 6,15 -0,60 0,25 
32 0,32 0,09 4,15 0,12 6,19 -0,64 0,30 
Canónica 0,41 - 4,27 - 5,55 - . 
 
Tabela 3.1: Dados obtidos na simulação 3 para cada HRF, comparando os mesmos com 
os valores da HRF canónica. Foram calculados os valores para a 𝐴!"#$, a 𝛥!"#$, o tempo 
para o pico, a 𝛥!"#$%  !/!"#$, a FWHM, a 𝛥!"#$ e a norma dos resíduos.  𝛥 é a diferença 
entre o valor da canónica e o da respectiva HRF 
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Através da Tabela 3.1 é possível concluir que as HRF para 25 e 32 s são as 
que mais se aproximam da HRF canónica, apresentando a norma dos resíduos 
mais baixa (0,25 e 0,30, respectivamente). 
De notar também que a sensibilidade do PyHRF aumentou à medida que 
a duração dos estímulos foi crescendo, sendo que os resultados para as duas 
primeiras HRF dos estímulos 1 e 5 s foram os que se apresentaram mais diver-
gentes em respeito à HRF canónica. 
3.6.	  Processo	  de	  Desconvolução	  
Como referido no Capítulo 2.4, a resposta hemodinâmica obtida no 
PyHRF é utilizada no processo de desconvolução com vista a obter uma série 
temporal que descreva de forma mais fiel a actividade neuronal da área cere-
bral em estudo. 
Foi utilizada a versão do MatLab R2012a para proceder à desconvolução 
da HRF com o sinal BOLD tendo sido elaborado um script para o efeito. Este 
script traduz a fórmula de desconvolução de Glover [48] (Capítulo 2, equação 
2.7 ) e grava as séries temporais resultantes em formato .mat para posterior uti-
lização. 
Para avaliar a total funcionalidade do script foi utilizado um exemplo 
composto por um sinal s(t) de 170 volumes com dois estímulos bem definidos 
como a Figura 3.13 pretende reproduzir. 
 
Figura 3.13: Sinal utilizado para averiguar a total funcionalidade do script para a desconvolução 
hemodinâmica, composto por 170 volumes e dois estímulos bem definidos nos volumes (6,7) e 
(46,63). 
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Em seguida, foi criado um sinal BOLD artificial m(t) composto pela convo-
lução de s(t) com a HRF canónica, adicionando-se um vector de ruído aleatório 
(equação 3.3), com noise a ser uma constante definida pelo utilizador no 
MatLab.  
𝑛 𝑡 = 𝑟𝑎𝑛𝑑𝑛(1, 𝑙𝑒𝑛𝑔𝑡ℎ 𝑚 𝑡 ∗ 𝑛𝑜𝑖𝑠𝑒        (3.3) 
Esta constante foi utilizada para analisar a fiabilidade da desconvolução calcu-




          (3.4) 
Utilizando um valor de noise=0,001, a RSR apresentou um valor aproxi-
mado de 48 db e uma desconvolução s’(t) bastante satisfatória, como mostra a 
Figura 3.14. 
 
Figura 3.14: Comparação entre os sinais s(t) (verde), m(t) (vermelho) e s’(t) (azul) utilizando o 
script de teste e com noise=0,001. É possível verificar que s’(t) recuperou a posição temporal dos 
picos de s(t) apresentando uma RSR aproximada de 48 db. 
 
Alterando novamente o valor de noise para 0,01, verifica-se que os resulta-
dos da desconvolução embora possam ser considerados satisfatórios, apresen-
tam algum ruído como se observa pela Figura 3.15. A RSR calculada para este 
caso foi de, aproximadamente, 29 db. 
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Figura 3.15: Comparação entre os sinais s(t) (verde), m(t) (vermelho) e s’(t) (azul) desta vez um 
noise=0,01. É possível verificar que s’(t) recuperou a posição temporal dos picos de s(t) embora 
com algum ruído presente e apresentando uma RSR aproximada de 29 db. 
Aumentando mais uma vez o valor do noise para 0,1, os resultados apre-
sentados na Figura 3.16 são inferiores aos últimos dois casos, sendo observada 
uma redução de amplitude no sinal s’(t). A RSR calculada foi de 10 db, aproxi-
madamente.  
É então possível afirmar que a qualidade da desconvolução apresentada 
pela fórmula de Glover está intrinsecamente ligada à RSR dos dados em estudo, 
sendo que quanto mais alto for o valor da RSR (em db) melhor será a aproxima-
ção s’(t) ao sinal original s(t). 
 
 Figura 3.16: Comparação entre os sinais s(t) (verde), m(t) (vermelho) e s’(t) (azul) com noise=0,1. 
Vemos que s’(t) recuperou parcialmente a posição temporal dos picos de s(t) mas difere bastan-
te em termos de amplitude do sinal s(t), apresentando uma RSR aproximada de 10 db. 
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3.7.	  Análise	  da	  Conectividade	  Efectiva	  
A análise da conectividade efectiva foi realizada através da utilização da 
toolbox GCTools [76] para MatLab. 
Utilizando as séries temporais desconvoluídas das regiões em análise na 
secção anterior e inserindo-as numa matriz tal que [𝑁º  𝑑𝑒  𝑠é𝑟𝑖𝑒𝑠  𝑎  𝑎𝑛𝑎𝑙𝑖𝑠𝑎𝑟  ×
𝑁º𝑑𝑒  𝑆𝑐𝑎𝑛𝑠  𝑑𝑒  𝑐𝑎𝑑𝑎  𝑠é𝑟𝑖𝑒], é possível realizar uma análise da causalidade de 
Granger, mais precisamente através da fórmula de coerência parcialmente dire-
cionada (PDC), referida no Capítulo 2, equação 2.11. Todas as séries foram 
normalizadas através do comando zscore do MatLab antes de serem inseridas 
na matriz de análise. 
A informação necessária a introduzir nos parâmetros de opção da toolbox 
referente aos dados fMRI em estudo é apenas da frequência de amostragem 
(𝑓!=1/TR) sendo todos os outros parâmetros mantidos como default e o método 
de análise definido como PDC. Não foi utilizado nenhum threshold nas análises 
efectuadas. É possível também alterar o aspecto gráfico da matriz resultante pa-
ra uma melhor compreensão e leitura dos resultados finais.  
A Figura 3.17 representa uma análise PDC realizada com a toolbox 
GCTools a dados de exemplo [76]. Nesta, as regiões das séries temporais em 
análise estão representadas pelos números de 1 a 20.  
As colunas representam a informação gerada e as linhas da matriz a in-
formação recebida, ou seja, se ao lermos a linha de uma certa região e esta pos-
suir valores positivos (>0) para todas as posições, exceptuando ela própria, po-
de fortemente significar que estamos na presença de uma região onde o fluxo 
de informação termina. O mesmo raciocínio aplica-se ao ler uma coluna, onde a 
existência de valores superiores a zero pode indicar que estamos na presença da 




Figura 3.17: Análise PDC a vinte regiões caracterizadas pelas suas séries temporais resultantes 
como demonstração para a toolbox GCTools. As linhas da matriz representam a informação re-
cebida e as colunas a informação gerada. Podemos, por exemplo, observar que a região 1 tem 






Este capítulo tem como objectivo explicitar e discutir os métodos de aná-
lise (Capítulo 3), utilizando-os num contexto de dados reais de fMRI+EEG fa-
cultados para a presente dissertação. Foram utilizados dois grupos de dados 
distintos e não-relacionados entre si de pacientes diagnosticados com diferentes 
tipos de epilepsia. Os dados serão apresentados descrevendo o contexto clínico 
em que se inserem, o método para aquisição dos dados, o pré-processamento 
envolvido, a análise das regiões activadas, o cálculo das HRF específicas para 
cada região e a respectiva desconvolução das séries temporais incorporando 
devidamente este novo factor. Por fim, a análise da conectividade efectiva, uti-
lizando o método MVAR e o descritor PDC, é descrita. 
4.1.	  Descrição	  Geral	  do	  Processo	  
Todos os dados analisados na presente dissertação foram sujeitos a um 
processo estruturado e ilustrado na Figura 4.1: 
• Análise do EEG fornecido com os dados BOLD do paciente através do 
pacote de software EEGLAB [77], demarcando com auxílio médico pro-
fissional os intervalo de tempo onde foram verificados períodos de cri-
se ictal; 
•  Pré-processamento dos dados BOLD utilizando o pacote de software 
SPM8; 
• Análise GLM dos dados pré-processados utilizando uma HRF canóni-
ca e obtendo um mapa neuronal de regiões activadas 




• Utilização das ROIs previamente delimitadas no pacote de software 
PyHRF, obtendo-se assim HRF específicas para cada região; 
• Desconvolução das séries temporais de cada ROI com as HRF específi-
cas obtidas pelo PyHRF no passo anterior utilizando o software 
MatLab; 
• Utilização do pacote de software GCTools para a aplicação de uma aná-
lise da causalidade de Granger, através da implementação do modelo 
MVAR e do descritor PDC às séries temporais de cada ROI, obtendo 
uma matriz de conectividade efectiva. 
 
Figura 4.1: Esquema do processo de análise dos dados da presente dissertação. Os dados são 
previamente analisados utilizando o EEGLabs, demarcando com ajuda médica profissional as 
zonas ictais. Em seguida, os dados são pré-processados para uma análise GLM com HRF canó-
nica. O objectivo será a criação de ROIs em regiões activadas para, em seguida, calcular a res-
pectiva HRF utilizando o PyHRF. As séries temporais de cada ROI são depois desconvoluídas e 





4.2.	  Paciente	  A	  
4.2.1.	  Contexto	  Clínico	  
O dados obtidos para o Paciente A são referentes a uma criança de 2 anos, 
do sexo feminino, diagnosticada com SW, também conhecida por espasmos epi-
lépticos.  
O padrão apresentado pelo EEG do paciente durante uma crise (período 
ictal) é de uma dessincronização presente em segundo plano com picos de acti-
vidade rápida e dessincronizada na região dos eléctrodos fronto-temporal direi-
ta espalhando-se para a região fronto-temporal esquerda. Estes períodos ictais 
apresentam uma frequência de mais de vinte crises por dia com uma duração 
média de entre um a três minutos. 
4.2.2.	  Aquisição	  dos	  Dados	  
A aquisição simultânea dos dados EEG+fMRI, foi realizada num scanner 
de ressonância magnética (RM) de 1,5 T (GE Cvi/NVi, Milwaukee) no Centro 
Hospital de Lisboa Ocidental (Lisboa, Portugal), enquanto que a aquisição EEG 
foi continuamente gravada utilizando um sistema de 37 canais (Maglink, Neu-
roscan, Charlotte). 
As imagens fMRI foram adquiridas através de uma sequência EPI (orien-
tação axial), com um TR  de 2,1 s e um TE  de 35 ms. Foram adquiridos 170 vo-
lumes por cada sessão, tendo sido realizadas seis sessões. A ordem de aquisição 












A 2,1 35 4,38 x 4,38 x 5 170 Regular As-
cendente 
Tabela 4.1: Dados relativos à aquisição fMRI do Paciente A. 
4.2.3.	  Pré-­‐Processamento	  
Os dados relativos ao EEG do Paciente A foram pré-processados utilizan-
do o software Scan 4.3 [78] para assim retirar os artefactos de gradiente. Em se-
guida, o sinal filtrado foi observado no pacote de software EEGLAB [77] por 
um médico neurologista experiente demarcando os intervalos considerados ic-
tais presentes na última sessão registada. Na Figura 4.1 é possível observar o 
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primeiro intervalo ictal, caracterizado por um padrão de ondas com amplitudes 
bastante maiores do que o plano de fundo geral. 
As crises ictais foram definidas nos intervalos de tempo (12,13) e (95,131) 
s, correspondentes ao volumes (6,7) e (46,63). 
 
Figura 4.1: Primeiro intervalo ictal do Paciente A demonstrando a existência de ondas de pa-
drão irregular e com amplitudes superiores ao plano de fundo geral. O eixo das abcissas cor-
responde ao tempo (s) e o das ordenadas a cada canal EEG analisado (37 no total). As imagens 
BOLD foram adquiridas a partir do primeiro segundo de gravação EEG. 
Em seguida, as respectivas imagens fMRI foram pré-processadas.  Para tal, 
recorreu-se ao pacote de software SPM8 para proceder ao realinhamento, à cor-
recção slice-timing e ao smoothing espacial com um kernel gaussiano de 8×8×8 
𝑚𝑚! (FWHM) das imagens. De referir que o primeiro volume foi descartado 
durante o pré-processamento. A RSR calculada foi de, aproximadamente, 20 db. 
4.2.4.	  Análise	  GLM	  
A análise GLM realizada tem como objectivo principal obter um aspecto 
geral das regiões cerebrais activadas aquando das crises ictais descritas na sec-
ção 4.2.1. 
Para tal, utilizou-se novamente o pacote de software SPM8 e os dados já 
processados, convoluindo o período ictal (designado como “condição”) (Figura 
4.2) com uma HRF canónica e as suas respectivas derivadas temporal e de dis-
persão, permitindo assim uma maior variabilidade e flexibilidade nos resulta-
dos.  
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As estimativas dos parâmetros de movimento calculadas durante o reali-
nhamento das imagens foram incluídas num regressor de efeitos não desejados, 
permitindo assim remover qualquer influência de artefactos de movimento. 
 
 
Figura 4.2: Representação gráfica do período de actividade ictal no Paciente A nos volumes (6,7) 
e (46,63) utilizada como condição na análise GLM efectuada. 
Foi utilizado um t-contrast positivo com um nível de significância 
𝑝!"#$% = 0,001 uncorrected. Como é possível verificar na Figura 4.3, a primeira 
matriz, contrast(s), incide sobre o factor de ponderação utilizado, neste caso um 
t-contrast positivo. 
A segunda matriz, design, possui no eixo das abcissas dez colunas repre-
sentando as primeiras três a convolução do período ictal com a HRF canónica e 
a suas derivadas no tempo e de dispersão, as seguintes seis os regressores de 
movimento calculados no realinhamento e que significam os parâmetros relaci-
onados com o movimento do paciente que foram removidos e a última coluna 
corresponde simplesmente à média do sinal, que é assim removida. O eixo das 
ordenadas, por sua vez, representa os instantes da aquisição ordenados por or-
dem cronológica de cima para baixo. 
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Figura 4.3: Análise GLM realizada no pacote de software SPM8 para o Paciente A. A matriz con-
trast(s), representa o t-contrast utilizado (com 𝑝!"#$% = 0,001 uncorrected) e a matriz design, possui 
no eixo das abcissas a HRF canónica, as suas derivadas (tempo e dispersão) e os seis regressores 
de movimento (três representando as dimensões da translação e três outras os respectivos eixos 
de rotação), respectivamente. A última coluna corresponde à média. No eixo das ordenadas 
temos os instantes da aquisição (169). 
As zonas activadas de maior relevância através da análise GLM estão ilus-
tradas na Figura 4.4 ( 𝑝!"#$% = 0,001 uncorrected). 
 
Figura 4.4: Zonas cerebrais activadas pela análise GLM realizada ao Paciente A. É possível ob-
servar a presença de cinco grandes regiões (amarelo) activadas no período designado como ic-
tal. Foi utilizado um t-contrast positivo com um p!"#$% = 0,001 uncorrected. 
 47 
4.2.5.	  Análise	  PyHRF	  
As regiões activadas pela análise GLM, denominadas ROIs, foram sujeitas 
a uma transformação geométrica para o espaço standard MNI152 [79]. Para tal, 
procedeu-se ao alinhamento da imagem funcional com a respectiva imagem 
anatómica, sendo esta em seguida normalizada para o espaço standard. 
As matrizes resultantes destas transformações foram concatenadas para 
obter a matriz de transformação geométrica (da Imagem Funcional para o Espa-
ço Standard) pretendida. Todas as operações foram realizadas através da opção 
“FLIRT-Linear Registration” presente no pacote de software FSL. 
A matriz de transformação foi depois utilizada na função “Apply XFM” do 
software FSL para obter as regiões activadas no espaço standard e assim proceder 
à sua identificação: 
• Left Cerebellum (LCb); 
• Right posterior Temporal Fusiform Cortex (RpTFC); 
• Left posterior Temporal Fusiform Cortex (LpTFC); 
• Left anterior Temporal Fusiform Cortex (LaTFC); 
• Left anterior ParaHyppocampal Gyrus (LaPHG); 
• Right Frontal Pole (RFP). 
Os acrónimos serão doravante utilizados sendo que as denominações 
“left” e “right” dizem respeito aos hemisférios esquerdo e direito, respectiva-
mente. 
Para cada uma das seis ROIs, realizou-se no pacote de software PyHRF 
uma análise JDE com o intuito de obter uma HRF específica tendo em conta o 
intervalo de tempo das crises ictais anteriormente explicitadas do Paciente A. 
Foram criados seis ficheiros .xml, idênticos entre si, contendo os parâme-
tros para análise. Cada .xml possui a indicação do directório onde está presente 
o ficheiro BOLD 4D (3D+tempo) e o ficheiro da ROI a analisar (3D).  
A indicação do período ictal está presente nos parâmetros “onsets” e “dura-
tions” sendo que os labels “audio” e “video” não possuem relevância. 
Todos os parâmetros avançados da secção “analyser” foram deixados co-
mo default e os outputs gerados pelo algoritmo mantidos no directório de origem 
do ficheiro .xml. 
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A Figura 4.5 exemplifica o aspecto geral do ficheiro .xml sendo que o úni-
co parâmetro variável entre ROIs é o campo “mask_file”. 
 
 
Figura 4.5: Aspecto geral do ficheiro .xml utilizado para o cálculo das ROIs em análise (neste 
caso para a região LaTFC). O ficheiro BOLD (3D+tempo) utilizado no campo “bold_file” é o re-
sultado final do pré-processamento anteriormente efectuado. O campo “mask_file” refere-se à 
ROI (ficheiro 3D) em análise e os campos “onsets” e “durations” explicitam os intervalos de tem-
po da crise epiléptica (12,13) e (95,131) s. 
 
O procedimento foi repetido para cada ROI e os outputs das HRF específi-
cas para cada região (em formato .nifti) foram visualizados através do MatLab. 
A Figura 4.6 representa o aspecto resultante das HRFs calculadas pelo 
PyHRF para cada um das seis ROIs em análise. A preto, temos a HRF canónica 
como referência sendo que as cores para as restantes regiões foram atribuídas 
de forma aleatória. 
É visível a presença em todas as HRF, excepto na correspondente à ROI 
RFP (amarelo) de um pico bem definido. As diferenças entre ROIs de tempo-
para-pico em relação à canónica são de realçar nestes resultados. 
É também bastante notória a presença em cinco ROIs de um segundo pico 
seguido de um undershoot, presente a partir dos 15 s, devido à duração curta de 
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um dos estímulos (secção 3.5). Apenas na HRF para LaPHG (cíano) tal pico não 
está presente. 
 
Figura 4.6: Gráfico das seis HRFs calculadas com o PyHRF, incluindo também a canónica para 
referência. É possível observar que embora RFP não apresente um pico bem definido, todas as 
restantes HRF apresentam um pico definido e semelhante ao apresentado pela canónica mas 
divergente no valor de tempo-para-pico. De referir também a presença de um segundo pico 
(exceptuando em LaPHG) a partir dos 15 s, para o qual não existe uma explicação óbvia. 
A Figura 4.7 apresenta, por sua vez, somente as regiões com um compor-
tamento mais próximo da canónica. 
 
Figura 4.7: HRFs para as regiões LaPHG (cíano), LCb (verde) e RpTFC (magenta). As três HRFs 
revelaram um comportamento próximo ao da canónica (preto). 
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4.2.6.	  Desconvolução	  da	  Resposta	  Hemodinâmica	  
Para cada HRF obtida no processo descrito na secção 4.2.3 foi utilizado um 
script no software MatLab, elaborado propositadamente para este efeito, com o 
intuito de obter uma nova série temporal para cada ROI desconvoluída segun-
do a fórmula de Glover (equação 4.1), adaptada para o contexto da situação. 
 
𝑠! 𝑡 !"#=𝐹𝑇!!   
𝐻𝑅𝐹!"#*(ω)𝑀(𝜔)!"#
|𝐻𝑅𝐹 𝜔 !"#|2+|𝑁 𝜔 !|2
 
           (4.1) 
Neste caso, a nova série temporal 𝑠! 𝑡 !"# desconvoluída, terá como pa-
râmetros a HRF de cada região calculada através do PyHRF (𝐻𝑅𝐹!"#), o sinal 
BOLD médio medido na região em causa (m(t)) e também o respectivo ruído 
(n(t)) da imagem. 
O valor do ruído utilizado em cada um dos seis cálculos das séries tempo-
rais desconvoluídas foi obtido através da média da densidade espectral elevada 
ao quadrado, numa região aleatória não activada pela crise ictal. 
A Figura 4.8 ilustra a desconvolução da região LaPHG com a sua HRF cal-
culada no PyHRF, s’(t), e a comparação com a sua desconvolução utilizando a 
canónica, (u(t)). O sinal BOLD, m(t), é também ilustrado para possíveis compa-
rações. 
 
Figura 4.8: Comparação entre a série temporal desconvoluída com a HRF específica e calculada 
no PyHRF (preto) e com a canónica (vermelho) ao longo dos volumes adquiridos. O sinal BOLD 
(cíano) é também apresentado na ilustração. 
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4.2.7.	  Análise	  da	  Conectividade	  Efectiva	  
Os resultados obtidos através da desconvolução das séries temporais com 
a sua HRF específica no PyHRF foram submetidos a uma análise da conectivi-
dade efectiva através do método MVAR e o seu descritor PDC, comum para a 
implementação de uma análise da causalidade de Granger (Capítulo 2). 
Esta análise utilizou o pacote de software GCTools, agrupando as séries 
temporais numa matriz de 6×169, onde 6 é o número de regiões em análise e 
169 o número total de volumes da série. O parâmetro da frequência de amos-
tragem foi alterado para o respectivo TR do ficheiro BOLD (𝑓! = 1/2,1). 
Os resultados são apresentados na Figura 4.9. As colunas da matriz repre-
sentam a informação gerada (“De”) e as linhas a informação recebida (“Para”). 
 
Figura 4.9: Matriz de conectividade efectiva utilizando o regressor PDC do Paciente A com as 
séries temporais das seis regiões incorporando uma HRF específica. As colunas representam a 
informação “proveniente de” e as linhas a informação “em direcção a”. 
 
É possível verificar pela observação da matriz que a região RFP não 
transmite informação a qualquer outra das ROIs apenas recebendo-a de todas 
 52 
as outras cinco. Este facto poderá levar a concluir que a região RFP é a região 
onde a dinâmica da crise epiléptica termina. 
Por outro lado, a região RpTFC poderá ser considerada como uma possí-
vel origem da crise ictal já que somente com a região LaPHG não apresentou 
uma relação semelhante às outras quatro ROIs.  De notar também os valores 
bastante elevados verificados nas regiões LaTFC, LpTFC. A proximidade ana-
tómica entre estas duas ROIs em relação a RpTFC poderá ser uma causa para 
este facto. 
A Figura 4.10 pretende servir de comparação com os resultados obtidos na 
matriz de conectividade efectiva anterior (Figura 4.9), utilizando a HRF canóni-
ca no processo de desconvolução em vez de uma HRF específica para cada ROI 
calculada no PyHRF. 
Podemos observar que os resultados da matriz são consideravelmente di-
vergentes dos alcançados na Figura 4.9. Nesta, a região RFP não apresenta ca-
racterísticas de terminal do fluxo de informação, recebendo somente da região 
LCb. A região RpTFC, por sua vez, também não se apresenta como uma possí-
vel origem da rede, transmitindo informação somente a três outras ROIs. Estas 
diferenças estarão relacionadas com as divergências entre as posições dos picos 
nas HRFs obtidas, entre si e quando comparadas com a canónica. 
 
Figura 4.10: Matriz de conectividade efectiva do Paciente A utilizando o regressor PDC com as 
séries temporais das seis regiões incorporando em todas a HRF canónica. As colunas represen-
tam a informação “proveniente de” e as linhas a informação “em direcção a”. 
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4.3.	  Paciente	  B	  
4.3.1.	  Contexto	  Clínico	  
Os dados obtidos para o Paciente B são referentes a uma criança do sexo 
masculino de 11 anos de idade, a tomar medicamentos inibidores para epilepsia 
generalizada. O doente possui crises de ausência, caracterizadas por uma acti-
vidade neuronal generalizada no cérebro inteiro e na sua maioria com uma du-
ração menor que 20 segundos, durante as quais perde a consciência momenta-
neamente. 
O EEG revelou durante as crises um aumento do sinal em todos os canais, 
existindo, no entanto, uma assimetria notória sendo que o hemisfério esquerdo 
se revelou muito mais activo que o direito. 
4.3.2.	  Aquisição	  dos	  Dados	  
Os dados do Paciente B foram adquiridos utilizando, para o EEG, um sis-
tema de 32 canais com um canal ECG, compatível com ressonância magnética 
(Brain Products).  
A aquisição de imagens foi realizada em simultâneo e utilizando um 
scanner Siemens Verio 3T no Hospital da Luz  (Lisboa, Portugal), através de uma 
sequência EPI de cérebro inteiro, com um TR de 2,5 s, TE de 30 ms, uma resolu-
ção espacial de 3,5 x 3,5 x 3,0 mm3 e uma ordem de aquisição para os cortes in-
tercalada ascendente. Um total de 240 volumes por aquisição (equivalentes a 10 
minutos) foram registados num total de três sessões. A frequência de aquisição 












B 2,5 30 3,5 x 3,5 x 3,0 240 Intercalada 
Ascendente 
Tabela 4.2: Dados relativos à aquisição fMRI do Paciente B. 
4.3.3.	  Pré-­‐Processamento	  
Os dados referentes à aquisição EEG foram analisados na toolbox EEGLAB 
do MatLab, sendo que a sessão 3 foi descrita por um neurologista experiente 
como apresentando uma crise ictal no final da aquisição, mais precisamente en-
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tre os segundos 535 e 547,5, correspondendo aos volumes 214 até 219 (Figura 
4.11).  
As imagens fMRI foram, por sua vez, pré-processadas utilizando desta 
vez o software FSL. Procedeu-se ao seu realinhamento, à correcção slice-timing, à 
computação dos regressores de movimento através da opção MCFLIRT [80] e 
ao smoothing espacial com um kernel gaussiano de 5×5×5 mm3 (FWHM). A RSR 
calculada foi de, aproximadamente, 24 db. 
 
Figura 4.11: Intervalo ictal do Paciente B na última sessão de aquisição. O registo EEG começou 
antes da aquisição das imagens BOLD. É possível observar que a partir do segundo 542 , existe 
um aumento de amplitude das ondas EEG. O eixo das abcissas corresponde ao tempo (s) e o 
das ordenadas a uma parte dos canais EEG analisados (34 no total). 
4.3.4.	  Análise	  GLM	  
A análise GLM foi também ela realizada no FSL. A Figura 4.12 representa 
o período ictal utilizado para a convolução com a HRF canónica. 
 
Figura 4.12: Representação gráfica do período de actividade ictal no Paciente B ao longo dos 240 
volumes adquiridos e presente no intervalo (214,219). 
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Os resultados da matriz design estão presentes na Figura 4.13. É possível 
observar que as duas primeiras colunas representam o período ictal convoluído 
com a HRF canónica e a sua derivada temporal, respectivamente. As seguintes 
colunas representam os regressores de movimento calculados no pré-
processamento. 
Por sugestão de um neurologista experiente, foram também analisadas as 
regiões inactivadas pela crise ictal. Para tal, o procedimento foi análogo ao utili-
zado para as regiões activadas invertendo o t-contrast positivo para as regiões 
activadas para negativo. 
 
Figura 4.13: Análise GLM realizada no pacote de software FSL para o Paciente B. As duas pri-
meiras colunas representam a HRF canónica e a sua derivada temporal convoluídas com o perí-
odo ictal, respectivamente. As restantes seis colunas representam os regressores de movimento 
calculados no pré-processamento dos volumes. Os dois t-contrasts para as regiões activadas (1) e 
inactivadas (-1) encontram-se em c1 e c2, respectivamente. Foi utilizado um 𝑝!"#$% = 0,05 correc-
ted para z > 2,3. 
 
Foi utilizada a função automática de separação de clusters do FSL para ob-
ter onze regiões no total, três activadas e oito inactivadas. A Figura 4.14 repre-
senta um exemplo de ROIs no espaço standard. É possível observar cinco destas 
regiões, sendo que duas (amarelo e laranja) são áreas activadas e três (azul, cas-
tanho e creme) inactivadas. Os clusters considerados possuem um 𝑝!"#$% = 0,05 
corrected para 𝑧 > 2,3. 
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Figura 4.14: Análise GLM do Paciente B com um 𝑝!"#$% = 0,05 corrected para z > 2,3. As regiões 
de cores amarela e laranja correspondem a áreas activadas enquanto que as regiões azul, casta-
nha e creme pertencem a clusters inactivados pela crise ictal. 
 
A Figura 4.15, retirada também ela da análise GLM realizada, pretende re-
alçar a notória assimetria presente durante a crise epiléptica do Paciente B. A 
azul estão as zonas inactivadas e a vermelho as zonas activadas. Os clusters na 
imagem possuem um 𝑝!"#$% = 0,05 corrected para 𝑧 > 2,3. 
 
 
Figura 4.15: Análise GLM para o Paciente B onde é claramente visível uma assimetria entre os 
dois hemisférios, sendo o hemisfério esquerdo predominante. As regiões activadas apresentam-
se a vermelho e a azul as regiões inactivadas. Foi utilizado um 𝑝!"#$% = 0,05 corrected para z>2,3. 
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4.3.5.	  Análise	  PyHRF	  
As regiões activadas e inactivadas pela análise FSL da secção anterior 
(4.3.4) foram, tal como no Paciente A, sujeitas a um processo de identificação 
através da sobreposição de um atlas (Harvard-Oxford cortical and subcortical atlas) 
e confirmadas por um neurologista experiente. 
Os seus acrónimos serão utilizados para simplificação da escrita e as de-
nominações “left” e “right” pretendem sinalizar os hemisférios esquerdo e direi-
to, respectivamente. Estão também assinaladas as regiões activadas e inactiva-
das: 
Regiões activadas: 
• Left Frontal Orbital Cortex (LFOC); 
• Parietal Operculum (PO); 
• Thalamus (Thal). 
Regiões inactivadas: 
• Caudate (Caud); 
• Rostral Anterior Cingulate (RACi); 
• Precuneous Cortex (PCu); 
• Right Cerebellum (RCb); 
• Middle Temporal (MT); 
• Superior Temporal (ST); 
• Inferior Temporal (IT); 
• Inferior Parietal Cortex (IPC). 
 
Semelhante ao processo de obtenção de uma HRF específica para cada 
ROI do Paciente A, foram criados onze ficheiros .xml correspondendo às onze 
regiões de interesse obtidas e configurando assim o processo de análise JDE no 
software PyHRF.  
Como inputs foram colocados o ficheiro BOLD pré-processado 
(3D+tempo) e a respectiva ROI em análise (ficheiro 3D). A crise ictal foi defini-
da para todos os .xml no intervalo de tempo (535;547,5) s correspondendo aos 
volumes (214,219). 
 58 
O TR foi definido para 2,5 s. A Figura 4.16 ilustra o ficheiro .xml para a re-
gião Thal com todos os parâmetros acima referidos. 
 
Figura 4.16: Ficheiro .xml utilizado para o cálculo das ROIs em análise (neste caso para a região 
Thal). O ficheiro BOLD (3D+tempo) utilizado no campo “bold_file” é o resultado final do pré-
processamento anteriormente efectuado. O campo “mask_file” refere-se à ROI (ficheiro 3D) em 
análise e os campos “onsets” e “durations” à crise ictal, neste caso no período de 535 a 547,5 s. 
A Figura 4.17 representa o aspecto gráfico das primeiras seis HRFs gera-
das pelo PyHRF e obtidas utilizando o MatLab. A preto temos a HRF canónica 
incluída como referência. 
 
Figura 4.17: Gráfico de cinco primeiras das HRFs resultantes da análise JDE no PyHRF em fun-
ção do tempo (s). A preto está representada a canónica. 
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Tal como no Paciente A,  temos a presença de segundos picos a partir dos 
15 s devido mais uma vez a artefactos intrínsecos ao algoritmo JDE. De realçar o 
comportamento da HRF para a ROI RACi (a azul), não possuindo um primeiro 
pico acentuado divergindo das restantes HRFs específicas e da canónica. 
Na Figura 4.18 estão representadas as restantes seis HRFs resultantes da 
análise no PyHRF para o Paciente B. 
 
Figura 4.18: Gráfico das ultimas seis HRFs específicas resultantes da análise GLM para o Pacien-
te B. A curva a preto representa a canónica. 
De novo temos para todas as curvas um segundo pico a partir dos 15 s e 
um comportamento divergente para a região ST quando comparado com as res-
tantes curvas e com a canónica. É importante realçar que o tempo para o pri-
meiro pico em todas as HRFs calculadas é bastante próximo do pico de referên-
cia (canónica). 
4.3.6.	  Desconvolução	  da	  Resposta	  Hemodinâmica	  
Foi utilizada a fórmula de Glover descrita na equação 4.1 e utilizada tam-
bém para o Paciente A (secção 4.2.6) para obter uma série temporal desconvolu-
ída 𝑠! 𝑡 !"# com a HRF específica (𝐻𝑅𝐹!"#), em cada uma das onze regiões acti-
vadas ou desactivadas, tal como observado na análise GLM. 
O ruído n(t) do ficheiro BOLD foi obtido através da utilização de uma ROI 
circunscrita a uma zona não activada, positiva ou negativamente, pela análise 
GLM no período ictal.  
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A Figura 4.19 representa, a título de exemplo, a série temporal desconvo-
luída e normalizada com a sua HRF específica e calculada no PyHRF (preto), 
com a canónica (vermelho) e o sinal BOLD (cíano) da região Thal. Facilmente se 
pode ver um pico bastante acentuado nos volumes (214,219), correspondentes à 
crise epiléptica do Paciente B. 
 
Figura 4.19: Comparação entre os resultados da desconvolução da série temporal para a HRF 
específica da região Thal (preto) e utilizando a canónica (vermelho). A cíano está representado o 
sinal BOLD (m(t)) respectivo. É notória a presença de um pico no intervalo de tempo ictal (vo-
lumes 214 a 219). 
4.3.7.	  Análise	  da	  Conectividade	  Efectiva	  
As séries temporais desconvoluídas com a HRF específica para cada uma 
das onze regiões foram sujeitas a um método de análise da conectividade efec-
tiva análogo ao Paciente A (secção 4.2.7). Os parâmetros referentes ao Paciente 
B foram modificados para uma 𝑓! = 1/2,5. 
Novamente utilizando o pacote de software GCTools, as séries temporais 
foram agrupadas numa matriz de 11×240, sendo 11 o número de regiões em 
análise e 240 o número total de volumes. 
Os resultados são apresentados na Figura 4.20. As colunas da matriz re-




Figura 4.20: Matriz de conectividade efectiva utilizando o regressor PDC para o Paciente B e a 
desconvolução de Glover para incluir em cada série temporal uma HRF específica. As colunas 
representam a informação “proveniente de” e as linhas a informação “em direcção a”. 
 
É possível verificar na Figura 4.20 que a região RACi afigura-se como po-
tencial origem da dinâmica epiléptica pois não recebe influência causal de ne-
nhuma outra região em análise. É interessante também constatar que a região 
Thal é, entre as regiões consideradas activadas, a única que envia informação 
para todas as restantes. 
Em relação a um possível fim para a rede neuronal da crise epiléptica po-
demos concluir que a região LFOC, descrita como activada, afigura-se como 
provável candidata já que não causa nenhuma das outras dez regiões em análi-
se. 
Na Figura 4.21 está representada a matriz de conectividade efectiva utili-
zando a canónica. O procedimento para a obtenção desta matriz é análogo à 
matriz anterior variando somente na utilização de uma HRF igual para todas as 




Figura 4.21: Matriz de conectividade efectiva para o Paciente B utilizando o regressor PDC e a 
canónica no processo de desconvolução. 
 
É possível verificar que, tal como no Paciente A, os resultados obtidos são 
consideravelmente divergentes utilizando a canónica. Nesta matriz não existe 
nenhuma região que não receba informação das outras dez envolvidas, sendo 
bastante difícil apontar indubitavelmente uma região de origem da dinâmica 
epiléptica. A região LFOC, no entanto, afigura-se como um possível fim da di-
nâmica de conectividade efectiva pois apenas não apresenta influências causais 
do Thal.
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Conclusões e Trabalho Futuro 
O capítulo final da presente dissertação visa sumariar o trabalho efectuado 
e apresentar as conclusões gerais obtidas (secção 5.1) bem como sugerir melho-
ramentos a realizar em pesquisas futuras (secção 5.2). 
5.1.	  Conclusões	  dos	  Resultados	  Obtidos	  
O objectivo principal da presente dissertação teve em vista a obtenção de 
uma matriz de conectividade efectiva para cada paciente analisado; esta matriz 
foi obtida através da desconvolução das séries temporais intrínsecas de cada 
região, com uma HRF específica e calculada através do pacote de software 
PyHRF. O resultado final foi analisado com vista a identificar a dinâmica do 
fluxo epileptogénico durante uma crise ictal. 
Foi também elaborada uma comparação com os resultados obtidos, des-
convoluindo as séries temporais com a HRF canónica para as mesmas regiões 
envolvidas. 
No entanto, existiram outros objectivos secundários que mereceram uma 
análise cuidada, tendo estes sido: 
• A implementação e o estudo da fiabilidade do pacote de software PyHRF  
no contexto de análise das HRFs nas regiões cerebrais dos pacientes em 
causa; 
• A utilização do método de desconvolução através da fórmula de Glover 




Em relação ao primeiro ponto, a instalação do software PyHRF foi morosa, 
envolvendo um esforço considerável para instalar com sucesso todas as depen-
dências envolvidas e necessárias para o correcto funcionamento do programa. 
O programa é compatível com MacOS, no entanto não foi possível instalá-
lo correctamente neste SO, tendo sido utilizado uma máquina virtual com o SO 
Ubuntu. Somente neste último caso o PyHRF se revelou completamente funcio-
nal. 
A curva de aprendizagem é portanto acentuada, sendo obrigatório seguir 
passo-a-passo o manual de instalação presente no website do PyHRF, revelando-
se este por vezes incompleto na explicação de alguns detalhes. Não foi ainda 
possível obter qualquer resposta dos autores aquando do envio de um email 
com dúvidas sobre a utilização do programa. 
Apesar das dificuldades iniciais em cima expostas, uma vez instalado, o 
PyHRF revelou-se uma ferramenta poderosa com funcionalidades não disponí-
veis noutros pacotes de software. A análise JDE, considerada como default, per-
mite facilmente obter HRFs calculadas especificamente para uma região de in-
teresse, recorrendo à utilização de ficheiros .xml, não sendo necessário a elabo-
ração de um script em Python para o efeito. 
Foi analisada a sensibilidade do programa com dados artificiais, sendo 
que, para estímulos suficientemente longos (maiores que 25 s) o algoritmo JDE 
obteve resultados bastante próximos da HRF canónica utilizada nessas simula-
ções. 
Em relação à utilização da desconvolução de Glover, é importante realçar 
a escolha da região considerada como correspondendo a ruído bem como a RSR 
existente nos dados a analisar. Para utilização no script do MatLab foi calculada 
a média do sinal BOLD nas regiões delimitadas anteriormente.  
Foi observado que para RSR menores que 20 db o resultado obtido pela 
desconvolução é bastante insatisfatório e, no sentido contrário, obtiveram-se 
resultados análogos ao sinal temporal original com RSR maiores que 45 db. 
Para os dados reais a RSR foi de, aproximadamente, 20 db para o Paciente 
A e 24 db para o Paciente B. Os resultados estão dentro do intervalo satisfatório 
para uma desconvolução adequada. 
Foi feita uma análise de conectividade efectiva para o Paciente A, recor-
rendo à utilização do PyHRF e da desconvolução de Glover. Os resultados para 
as HRFs e o comportamento das curvas apresentadas, tendo em conta a idade 
do paciente e do facto de se tratar de um caso epiléptico, são considerados den-
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tro do expectável [81]. Foram também submetidas a um parecer de um neuro-
logista experiente que as considerou como tendo um comportamento satisfató-
rio. O segundo pico que a grande maioria das HRFs apresenta é considerado 
como um artefacto do algoritmo JDE e foi, portanto, ignorado. 
A matriz de conectividade efectiva obtida utilizando as HRFs específicas 
para cada região salientou a presença de duas possíveis localizações para a ori-
gem e fim da dinâmica epiléptica. Este resultado é concordante com os obtidos 
na literatura [20] e confirmados pelo Dr. Alberto Leal. 
A matriz obtida utilizando a desconvolução de Glover com a HRF canóni-
ca evidenciou resultados bastante diferentes dos obtidos com o método ante-
rior. Nesta foi impossível evidenciar quer uma possível origem quer um possí-
vel fim da rede ictal. 
A análise de conectividade efectiva para o Paciente B seguiu, por sugestão 
do neurologista, com um método ligeiramente diferente. No Paciente B foram 
analisadas regiões activadas pela crise ictal mas também inactivadas levando a 
uma selecção de regiões de interesse com base nestes dois parâmetros. Contra-
riamente ao Paciente A onde as regiões inactivadas se limitavam a um cluster de 
pequenas dimensões, no Paciente B estas revelaram-se bastante mais significa-
tivas e com interesse de estudo. 
É importante realçar a dificuldade em estudos recentes [82, 83] em obter 
uma origem e um fim para dinâmica epiléptica em doentes com epilepsia gene-
ralizada com crises de ausência devido à sua rápida propagação e expansão, 
algo difícil de detectar em imagens BOLD. 
Foi utilizada um pacote de software diferente do utilizado no Paciente A 
para a análise GLM para convergir com o trabalho realizado e pesquisa já feita 
para o paciente em causa, que serão sujeitos a publicação futura. Todas as regi-
ões envolvidas na dinâmica epiléptica foram inseridas na matriz de conectivi-
dade efectiva. 
Os resultados obtidos foram discutidos com o Dr. Alberto Leal e, através 
de uma análise cuidada, podemos assumir que a região Thal assume um papel 
preponderante como origem da actividade BOLD positiva e, presume-se, de to-
da a dinâmica epiléptica.  
É possível também concluir que o RACi é o grande candidato a origem da 
actividade BOLD negativa, ligando-se também a todas as regiões activadas. 
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As duas regiões corticais activadas geram uma conectividade muito fraca 
com as regiões inactivadas recebendo, no entanto, fortes influências causais das 
mesmas. 
Foi possível estabelecer uma forte concordância espacial entre a origem da 
actividade BOLD negativa nos resultados da presente dissertação com os dados 
de uma análise ICA (“Independent Component Analysis”) ao Paciente B. Em am-
bas, a região frontal RACi desempenha um papel fulcral na origem da dinâmica 
epiléptica. 
A matriz de conectividade efectiva utilizando a canónica revelou-se, tal 
como no Paciente A, divergente e não totalmente concordante com os resulta-
dos obtidos na primeira matriz, muito por culpa das diferenças observadas nos 
tempos-para-pico das HRFs obtidas utilizando o PyHRF. 
O trabalho presente nesta dissertação foi ainda submetido para o workshop 
WBME 2015, a realizar na Faculdade de Ciências da Universidade de Lisboa, 
Lisboa, Portugal. 
5.2.	  Trabalho	  Futuro	  
Salientando os resultados obtidos nos dois casos de estudo, existem porém 
vários aspectos que podem merecer atenção em pesquisas futuras e que não fo-
ram abordados na presente dissertação: 
• Funcionalidades do PyHRF: apenas foi extraído dos outputs do algo-
ritmo JDE a HRF calculada para cada região, existindo outras funcio-
nalidades não testadas tais como análises GLM e FIR (do inglês “Finite 
Impulse Response”), apenas citando algumas. Seria interessante utilizar 
o PyHRF como ferramenta para uma análise GLM comparando-a com 
outros pacotes de software disponíveis; 
• Interface gráfica para desconvolução: o script utilizado para a descon-
volução de Glover no MatLab poderia ser inserido numa interface grá-
fica onde fosse simplesmente necessário ao utilizador inserir como in-
puts o ficheiro BOLD, a região de interesse e a região definida como ru-
ído. Utilizando tal interface gráfica, o processo seria bastante mais rá-
pido; 
• Maior número de casos de estudo: o aumento do número de pacientes 
estudados, estando já todo o processo agilizado, seria fulcral para per-
ceber melhor o total funcionamento da metodologia e as respectivas di-
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ferenças resultantes da utilização do PyHRF numa análise de conecti-
vidade efectiva; 
• Conectividade efectiva: foi apenas utilizado o regressor PDC para a 
presente dissertação, no entanto, a ferramenta GCTools apresenta um 
leque de opções para uma análise de conectividade efectiva bastante 
variado, onde se inclui GGC (Geweke’s Granger Causality), gPDC (gene-
ralized Partial Directed Coherence) e análise de pares, o que poderia levar 
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