References Cited Japan, Part 1, vol. 70, No. 9, 1987 Clos showed that a v(m,n.r) network is "strictly non blocking" if the number of middle stage Switch elements me2n-1. If the network Satisfies this condition, any middle Switch element may be chosen arbitrarily to make a con nection without blocking the Switch. A Strictly non-blocking network requires either "overbuild" of the middle stages or idle ports on the input and output Stages. It is, therefore, an inefficient use of hardware.
Benes showed that a V(m,n,r) network is "rearrangeable" if the number of middle Switch elements men. See, Benes, V. E., "The Mathematical Theory of Connecting Networks and Telephone Traffic", Academic Press New York, 1965 . If the network Satisfies this condition, a connection request can always be met but it may require rearrangement of an existing connection in the network. However, rearrangement disrupts the existing connection and delays the requested connection for "path routing.
Benes proposed an intelligent routing control Strategy as a compromise between "strictly non-blocking" and "rear rangeable' networks. A network is called "wide-Sense non blocking" if the number of middle Switch elements m Satisfies 2n-12 men and a routing algorithm ("strategy') is employed. Different Strategies require different numbers of middle Stage Switch elements. A commonly used control Strategy for wide-Sense non-blocking networks is known as "packing Strategy. A wide-Sense non-blocking network using packing Strategy is also known as "semi-rearrangeably non-blocking".
Under packing Strategy, a connection is realized on a path found by trying the most used part of the network first and the least used part last. For a V(m, n, r) network, this means that when choosing a middle Switch for Satisfying a con nection request, an empty middle Switch is not used unless there is not any partially filled middle Switch that can satisfy this connection request. Packing Strategy can also be com bined with "repacking".
Repacking means when a connection is released one or more existing connections are moved to the most used part of the network. Repacking is essentially a type of rearrange ment although the rearrangement is performed at the time a connection is released not at the time a connection is established. It is generally believed that packing/repacking can improve network performance and reduce network cost.
Packing and repacking algorithms can be even more complicated where a time division multiplexed (TDM)
Signal enters an input port and is demultiplexed at the input This algorithm has also been applied to multi-rate con nections. The range of Switch capacity for which the SCA algorithm is non-blocking has been derived and mathemati cally proven. The algorithm is particularly limited for the multi-rate applications, especially when the ratio between the lowest and the highest rate connections is large. In typical networks this ratio is Several hundred and thus further reduces the range of network capacities for which the Semi-rearrangeable algorithm is operationally useful. See, Liotopoulos, F. K., Chalasani, S., "Semi- Stage Switch element. The parameter in (b) can be discov ered in one of two ways: through an explicit distribution mechanism, or by implicit connection attempts. In the latter case an input Switch element simply attempts to make a connection through a Sequence of middle Stage Switches, until it Succeeds. However, the Sequence in which these attempts are made is determined by the SCA algorithm, and independently for each input Stage Switch element. The disadvantages of the prior art can be Summarized as follows. No state of the art algorithm makes full use of the network while providing non-blocking operation. Although Some algorithms can be implemented in a distributed fashion, not all can. The State of the art algorithms do not work well Setting up large ratio multi-rate connections.
SUMMARY OF THE INVENTION
It is therefore an object of the invention to provide a Semi-rearrangeable non-blocking algorithm for CloS net WorkS. It is also an object of the invention to provide a Semi rearrangeable non-blocking algorithm for CloS networks which may be implemented in a distributed fashion.
It is another object of the invention to provide a Semi rearrangeable non-blocking algorithm for CloS networks which makes full use of the network while operating in a non-blocking manner.
It is still another object of the invention to provide a Semi-rearrangeable non-blocking algorithm for CloS net WorkS which facilitates the Setting up of large ratio multi rate connections.
In accord with these objects which will be discussed in detail below, the present invention implements a marching algorithm for the Selection of middle Stage Switch elements in a network having an equal number of Switch elements at each stage. (Although the algorithm can be applied to networks which do not have the same number of elements at each Stage, equal numbers of Switch elements at each Stage is the most difficult case for any path hunt algorithm.) The marching algorithm involves an arbitrary but Settled Sequence in which middle Stage Switch elements are Sampled. The Sequence is applied in the forward direction to find an appropriate middle Stage Switch element during connection and in a reverse direction during disconnection to find an appropriate middle Stage Switch element for rearrangement. All of the input Switch elements use the same marching Sequence. During rearrangement, the rearranged connection is "copied" to the new route before the old route is released. The marching algorithm is a distributed algo rithm as each input Stage Switch element is provisioned once with the forward and its reverse marching Sequences. Sub Sequent path hunt decisions are made independently, and are followed by connection requests that only rely on the knowledge of availability of timeslots at the middle Stage for the desired destination. The marching algorithm is appli cable to both Single rate and multi-rate connections. In the case of multi-rate connections, multiple rearrangements may occur at disconnect to match the capacity of the terminated connection.
According to a presently preferred embodiment, the con trol algorithm notes the last middle Stage Switch element, K, that was Successfully used for connecting (I,J). This element is then used as the Starting point of the marching Search. In addition, each first Stage Switch element knows the middle Stage Switch element K, for which a connection was last made. This element is then used as the Starting point in the reverse Sequence.
Additional objects and advantages of the invention will become apparent to those skilled in the art upon reference to the detailed description taken in conjunction with the pro Vided figures. On a disconnect at 106, the input switch element attempts to rearrange a Single connection using a "reverse marching sequence", e.g. {K,..., K2, K} at 108. According to the preferred embodiment, each first Stage Switch element knows the middle Stage Switch K, for which a connection was last made and that Switch is used as the Starting point in the reverse marching Sequence. More particularly, once a disconnect request is issued for connection (I,J,K), a single connection rearrangement occurs. This involves Selection of a connection (I, J, K), for rearrangement. Connection y is then copied over at 110 to the timeslots previously used by connection X. Note that K' may be the same as K, in which case a simple disconnect occurs. The old path is then released at 112.
From the foregoing, it will be appreciated that the march ing algorithm of the invention is clearly a distributed algo rithm as each input Stage Switch element is provisioned once with the forward and reverse marching Sequences. Subse quent path hunt decisions are made independently, and are followed by connection requests that only rely on the knowledge of availability of timeslots at the middle Stage for the desired destination.
As in FIG. 4 , on failure of a Switch element at 200, the position of the Switch elements is Swapped in the forward and reverse marching sequence at 202. This is followed by a re-arrangement of the connections from the failed to the working Switch element at 204. This, in effect, creates a 1 for r redundancy scheme. This approach can iterate with further failures.
A second embodiment of the invention, Suitable for multi rate connections, is similar to the first embodiment.
In practical implementations multi-rate connections are often reduced to the case of multiple Single rate connections using what is known as a virtual connection. A multi-rate Virtual connection with rate d, is treated as d Single rate connections, each routed independently through the middle Stage Switch fabric. These connections are then recombined in the output Stage. Thus, the Second embodiment of the invention simply applies the first embodiment to multi-rate Virtual connections.
With this approach, however, a disconnect of a virtual connection with rate d, will result in re-arrangement of d Single rate connections. In the prior art, a back to back connection request typically waits for the results of all the rearrangements. However, the marching algorithm of the present invention provides non-blocking of the network up to its full capacity. Therefore, provided there is sufficient capacity for the new connection, it may be given priority and occur prior to a complete disconnect and the resulting According to the model, a connection Set-up request is generated by randomly Selecting a pair of input and output Switch elements I, J. If the path hunt is Successful through middle Stage Switch K, the connection is accepted. Other wise a network-blocking instance has occurred and is noted. Connections are Stored in a connection table and may be taken down based on any desired Scheme.
Once a disconnect request is issued for connection (I, J, K), a single connection rearrangement occurs. This involves selection of a connection (I, J, K). Connection y is copied over to the timeslot taken by connection X. K' may be the same as K, in which case a simple disconnect occurs.
Once a Switch element in the first or third stage is fully loaded, i.e. all its rxR timeslots are busy and connected, that Switch element is temporarily removed from the list of contending first or third Stage Switch elements. This ensures that the pseudorandom number generator always Selects Switch elements that have idle timeslots. Fully loaded Switch 7 elements may rejoin the list of contending Switch elements once they have idle timeslots.
A ramp up is an arbitrary Sequence of connection Set-ups with no intervening disconnects. A ramp down is an arbitrary Sequence of connection disconnects with no intervening connection Set-ups. The length of the ramp-up, or ramp down, Sequence is determined by a load generation algo rithm.
The simulated network can terminate 12x12x1344 con nections (193,536) when fully utilized. If the number of active connections is C when a connection blocking occurs, then the actual network capacity at blocking is noted to be C=C/L where L is the maximum number of connections.
Thus, the probability of blocking is then defined as B=1-C. In order to Verify the Simulator, the prior art Semi rearrangeable algorithms were tested first. The results were consistent with the expected results for the prior art algo rithms.
The marching algorithm of the present invention was then tested in the Same Simulated network. Several load patterns where generated and all resulted in non-blocking operation. The Sequence of connect and disconnects was arbitrary and the choice of (I,J) pairs was made randomly. The ramp-up in FIG. 3 , the simulation exhibits an C-1 and a B=0. The forward and reverse marching Sequence break any correlations that may exist between input/output connection patterns and hence no known pathologies exist that would break the non-blocking operation up to full capacity.
The first and the primary improvement due to the march ing algorithm of the invention is the resulting non-blocking operation of the network with no expansion in the middle Stage. This remains true for full capacity of the first and the third Stage of the network and for an arbitrary Sequence of requests for connect and disconnect pairs. This results in hardware Savings and Simple, well defined control algo rithms having a known order of complexity.
The second benefit of the invention is that the algorithm can be implemented in a distributed fashion. This allows the construction of large multi-terabit non-blocking networks.
The third benefit of the invention is that the forward marching Sequence, together with the re-arrangement based on disconnects using the reverse Sequence, ensure that there is always the largest possible number of contiguous slots available to Set up a large multi-rate connection.
The fourth benefit of the invention is the reliability aspect for Single plane Switch operation.
The fifth benefit of the invention is that the marching algorithm can also work in a similar fashion for larger Switching fabrics and networks having five or more Stages.
There have been described and illustrated herein several embodiments of a marching algorithm Selecting middle Stage Switch elements in a CloS network. While particular embodiments of the invention have been described, it is not intended that the invention be limited thereto, as it is intended that the invention be as broad in Scope as the art will allow and that the specification be read likewise. Thus, while the invention was illustrated in a three Stage network, it is applicable to networks having more States. Also, while the marching Sequence was illustrated as a top to bottom in order Sequence. Any Sequence could be used So long as the Same Sequence is repeated and is used by all of the first stage Switch elements. It will therefore be appreciated by those 
