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ABSTRACT 
 
This study was designed to test the hypothesis that riverbank erosion processes altered with 
increasing distance from a river source.  The River Swale, northern England, was monitored at 
nine sites throughout its 109-km length, from December 1995 – March 1998.  Erosion pins, 
bank-edge surveying, and Photo-Electronic Erosion Pins (PEEPs) were used to determine rates 
and timings of erosion.  The rates were compared against a range of environmental variables 
based on temperature, river stage, and precipitation at 14-day intervals for erosion pins and 15-
minute intervals for PEEPs.  This allowed processes of erosion to be inferred.  
 
Catchment erosion rates were modelled using quadratic equations, simulating a mid-basin peak of 
3.58 m a-1.  Rates of erosion were low upstream, 0.07 m a-1, and also downstream, 0.12 m a-1.  
Subaerial processes, especially frost action, dominated upstream.  Fluvial entrainment was most 
influential mid-catchment.  Mass failures were most efficient downstream, but were more 
frequent mid-catchment.  Piping, sapping and cantilever failures did not follow the same trends 
and were modelled separately.  The length of the erosion season increased downstream as the 
number of active processes increased.   
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“  Facts may lead to truth just as bricks may finally produce a 
wall.  Facts are to truth what traffic lights and the red tape of 
government are to order – they are necessities, a cause of more 
bookkeeping, often way out of proportion to the ends to be gained 
and a reason why men grow old before their time.”  
(Talcott, 1936, p.173) 
 
 
“  Every particle of hitherto unknown information obtained in any 
direction whatever is supposed to, and undoubtedly can if 
properly pieced together, further the advance of science.  But in 
turn, let me ask, of what use is science except as a means to 
further the enjoyment of life?  
 
I wonder in this connection who it is who really comes closest to 
the final truth - the man who ecstatically watches the flight of 
a bird for the sheer sensation of pleasure derived from the way 
it banks its corners (and is not that the essence of 
scientifically apportioned effort?) or the man who cannot afford 
time to enjoy the sight in his nervous haste to run and fetch a 
book? – a book that will tell him what the bird’s name is, how 
many toes it has and where else it is known to breed. ” 
(Talcott, 1936, p.172) 
 
 
“  Exploration is the physical expression of the Intellectual 
Passion.  
 
And I tell you, if you have the desire for knowledge and the 
power to give it physical expression, go out and explore.  If you 
are a brave man you will do nothing, for none but cowards have 
need to prove their bravery.  Some will tell you that you are 
mad, and nearly all will say, ‘What is the use?’  For we are a 
nation of shopkeepers, and no shopkeeper will look at research 
which does not promise him a financial return within a year.  And 
so you will sledge nearly alone, but those with whom you sledge 
will not be shopkeepers: that is worth a good deal.  If you march 
your Winters Journeys you will have your reward, so long as all 
you want is a penguin’s egg. ”  
(Cherry-Garrard, 1994, p.597-598) 
CONTENTS 
Table of Contents 
List of Figures 
List of Tables 
List of Plates 
Chapter 1  Introduction___________________________________________ 1 
1.1  Research Background ____________________________________________ 1 
1.1.1 The Importance of Bank Erosion in the Fluvial System ______________________ 1 
1.1.2 The Influence of Catchment Scale on Bank Erosion _________________________ 3 
1.1.3 Seasonal Changes in Bank Erosion ______________________________________ 6 
1.2 Aims and Objectives______________________________________________ 8 
1.3 Thesis Structure _________________________________________________ 9 
 
Chapter  2  Theoretical and Empirical Studies of Bank Erosion Processes 10 
2.1 Introduction ___________________________________________________ 10 
2.2 Subaerial Processes _____________________________________________ 10 
2.2.1 Introduction ______________________________________________________ 10 
2.2.2 Cryergic Processes__________________________________________________ 11 
2.2.3 Pore Water Associated Processes ______________________________________ 14 
2.2.4 Rainsplash Processes ________________________________________________ 18 
2.3 Fluid Entrainment ______________________________________________ 20 
2.3.1 Introduction ______________________________________________________ 20 
2.3.2 Sediment Influences on Entrainment ___________________________________ 20 
2.3.3 Entrainment Fluid Dynamics _________________________________________ 23 
2.3.4  Basal Endpoint Control _____________________________________________ 27 
2.4 Mass Failure Processes __________________________________________ 28 
2.4.1 Introduction ______________________________________________________ 28 
2.4.2 Cantilever Failures__________________________________________________ 29 
2.4.3 Planar Failures_____________________________________________________ 31 
2.4.4 Pop-out or Draw-down Failures _______________________________________ 34 
2.4.5 Rotational Failures__________________________________________________ 35 
2.4.6 Sediment Flows____________________________________________________ 36 
2.5 The Influence and Variability of Riparian Vegetation _________________ 37 
2.6 Anthropogenic Influences on Erosion Processes _____________________ 40 
2.7 Process Combinations and Interactions_____________________________ 42 
2.7 Summary______________________________________________________ 44 
 
 Chapter 3  Methodology _________________________________________ 45 
3.1 Introduction ___________________________________________________ 45 
3.2 Study Area Selection_____________________________________________ 45 
3.3 Study Area Characteristics________________________________________ 48 
3.3.1 Geology and Pedology_______________________________________________ 48 
3.3.2 Hydrology, Water Quality and Meteorology ______________________________ 50 
3.3.3 Vegetation and Land-use _____________________________________________ 54 
3.3.4 Anthropogenic Activity ______________________________________________ 56 
3.4 Instrumentation _______________________________________________ 56 
3.4.1 Monitoring Rationale________________________________________________ 56 
3.4.2 Site Selection Criteria________________________________________________ 57 
3.4.3 Erosion Pins ______________________________________________________ 67 
3.3.4 Photo-Electronic Erosion Pins (PEEPs) _________________________________ 70 
3.3.5 Stage Measurements ________________________________________________ 74 
3.3.6 Air and Bankface Temperature ________________________________________ 75 
3.5 Channel Morphology and Vegetation Assessment ____________________ 76 
3.5.1 Planform Bank-top Re-survey _________________________________________ 76 
3.5.2 Cross-sectional Survey_______________________________________________ 77 
3.5.3 Vegetational Survey _________________________________________________ 77 
3.6 Channel Boundary Sediment Sampling _____________________________ 78 
3.6.1 Bank Sediment Sampling_____________________________________________ 78 
3.6.2 Riverbed Sediment Sampling__________________________________________ 80 
3.7 Summary______________________________________________________ 81 
 
Chapter 4  Spatial Variability in Bank Erosion Rates at the Catchment Scale 
_____________________________________________________________ 83 
4.1 Introduction ___________________________________________________ 83 
4.2 Downstream change in Erosion Rates ______________________________ 83 
4.2.1 Erosion Pin Results_________________________________________________ 83 
4.2.2 Planform Re-survey Results___________________________________________ 88 
4.3 Downstream Trends in Bank Sediment Properties ____________________ 93 
4.3.1 Introduction ______________________________________________________ 93 
4.3.2 Upper Bank Trends_________________________________________________ 95 
4.3.3 Mid-bank Trends___________________________________________________ 97 
4.3.4 Lower Bank Trends_________________________________________________ 99 
4.3.5 Downstream Change in the Organic Content of the Riverbank Sediment _______ 101 
4.4 Downstream Changes in Bankfull Flow Efficiency___________________ 102 
4.4.1 Introduction _____________________________________________________ 102 
4.4.2 Downstream Variability in Channel Dimensions __________________________ 102 
4.4.3 Downstream Trends in Bed Sediment __________________________________ 103 
4.4.4 Downstream Variability in Stream Power _______________________________ 105 
4.4.5 Downstream Changes in Bank Vegetation_______________________________ 111 
4.5 Summary_____________________________________________________ 113 
 
Chapter 5  Seasonal Variability in Bank Erosion Rates ________________114 
5.1 Introduction __________________________________________________ 114 
5.2 Bank Erosion Seasonality _______________________________________ 114 
5.3 Regression Techniques and Selection of Indices ____________________ 118 
5.3.1 Introduction _____________________________________________________ 118 
5.3.2 Linear Stepwise Regression Methodology _______________________________ 118 
5.3.3 Erosion Variable Selection __________________________________________ 121 
5.3.4 Derivation and Selection of Independent Variables ________________________ 121 
5.3.4.1 Temperature Indices __________________________________________________ 124 
5.3.4.2 Streamflow Indices ___________________________________________________ 126 
5.3.4.3 Precipitation Indices __________________________________________________ 130 
5.3.4.4 Antecedent Precipitation Indices _________________________________________ 131 
5.4 Correlation and Regression Results _______________________________ 133 
5.4.1 Time Series of Independent Variables __________________________________ 133 
5.4.1.1 Temperature Indices __________________________________________________ 133 
5.4.1.2.Streamflow Indices ___________________________________________________ 133 
5.4.1.3.Precipitation Indices __________________________________________________ 134 
5.4.1.4 Antecedent Precipitation Indices _________________________________________ 134 
5.4.2 Correlation Analysis _______________________________________________ 135 
5.4.3 Regression of Average Erosion Rates (ERRATE) _________________________ 154 
5.4.4 Regression of Maximum Erosion Rates (ERMAX) ________________________ 159 
5.4.5 Regression of the 84th Percentile of Erosion Rates (ERODE84) ______________ 164 
5.4.6 Regression of the Spatial Extent of Erosion (ERODE%) ___________________ 169 
5.5 Summary ____________________________________________________ 174 
 
Chapter 6  The Distribution of Erosion Processes in Space and Time____178 
6.1 Introduction __________________________________________________ 178 
6.2 Comparisons between PEEP and Erosion Pin Measurements _________ 178 
6.3 Rates of Erosion _______________________________________________ 182 
6.3.1 PEEP Data Reduction Methodology___________________________________ 182 
6.3.2 Seasonal Trends in Manual and Automatically Monitored Erosion ____________ 184 
6.4 Erosion Process Identification using PEEP Data and Environmental 
Variables ________________________________________________________ 191 
6.4.1 Introduction _____________________________________________________ 191 
6.4.2 A Flow Diagram for Process Inference _________________________________ 191 
6.4.3 Inferences and Observations of Upstream Erosion Processes ________________ 194 
6.4.4 Inferences and Observations of Mid-Catchment Erosion Processes____________ 201 
6.4.5 Inferences and Observations of Lower Catchment Erosion Processes _________ 208 
6.5 Summary_____________________________________________________ 216 
 
Chapter 7  An Empirical Model of Bank Erosion Process Efficacy throughout 
a Catchment__________________________________________________ 225 
7.1 Introduction __________________________________________________ 225 
7.2 Models of Bank Erosion Process Efficacy at a Catchment Scale ________ 225 
7.2.1 An Empirical Model for the River Swale ________________________________ 225 
7.2.2 A Model of Erosion Process Efficacy in an Idealised Catchment _____________ 229 
7.2.3 The Catchment Scale Distribution of Preparation Processes _________________ 232 
7.2.4 The Catchment Scale Distribution of Fluid Entrainment____________________ 236 
7.2.5 The Catchment Scale Distribution of Mass Failures _______________________ 239 
7.3 The Downstream Change in the Magnitude and Frequency of Bank Erosion
________________________________________________________________ 244 
7.3.1 Introduction _____________________________________________________ 244 
7.3.2 Upper Catchment Seasonal Erosion Variability ___________________________ 244 
7.3.3 Mid-Catchment Seasonal Erosion Variability_____________________________ 248 
7.3.4 Lower Catchment Seasonal Erosion Variability ___________________________ 249 
7.4 Comparative Studies of Bank Erosion Rates and Processes____________ 250 
7.4.1 A Global Bibliography of Bank Erosion Rates ___________________________ 250 
7.4.2 A Global Bibliography of Bank Erosion Processes ________________________ 258 
7.5 Comparative Studies of Bank Erosion Process Efficacy at a Catchment Scale
________________________________________________________________ 261 
7.6 Summary_____________________________________________________ 267 
 
Chapter 8  Conclusions _________________________________________ 268 
8.1 Introduction __________________________________________________ 268 
8.2 Main Project Findings __________________________________________ 269 
8.2.1 Erosion Process Spatial Domains _____________________________________ 269 
8.2.2 Erosion Process Temporal Domains ___________________________________ 271 
8.2.3 Catchment Geomorphological Characteristics____________________________ 272 
8.2.4 Catchment Trends in Rates of Erosion _________________________________ 274 
8.3 Implications of the Study________________________________________ 274 
8.4 Future Research Suggestions ____________________________________ 276 
 
References ___________________________________________________ 279 
Appendices 
I Grove, J.R. and Sedgwick, C. (1998) Downstream spatial and temporal remobilisation of heavy metal 
contaminated sediments in the River Swale, England. In IRTCES (Ed), Proc. International Symposium 
on Comprehensive Watershed Management, Patent Documentation, Beijing, September 1998, 505-512. 
 
II Lawler, D.M., Grove, J.R., Couperthwaite, J.S. and Leeks, G.J.L. (1999) Downstream change in river 
bank erosion rates in the Swale-Ouse system, northern England. Hydrological Processes, 13, 977-992. 
 
LIST OF FIGURES                 PAGE N° 
 
CHAPTER 1 
 
Figure 1.1 A hypothetical model of changing bank erosion process efficacy with distance 
downstream a river catchment (Lawler, 1995, p.181)._________________________________4 
 
CHAPTER 2 
 
Figure 2.1 Mechanisms of sediment transport by needle ice: (A) direct particle fall; (B) 
sediment-laden rivulets; (C) sliding failure; (D) toppling failure (Lawler, 1993b, p. 104).______12 
 
Figure 2.2 Piping and sapping failure.  (A) Bank erosion by piping/sapping with subsequent 
collapse: seepage outflow initiates soil loss.  (B) Bank erosion by piping/sapping with subsequent 
collapse: undermined upper layer fails, blocks detached.  (C) Bank erosion by piping/sapping 
with subsequent collapse: failed blocks topple or slide (Hagerty, 1991a, p.993)._____________16 
 
Figure 2.3 A three-dimensional representation of the subsiding bank in August, showing the 
extent of the sub-surface cavity and selected cross-sections across the feature in relation to the 
position of the tree (Davis and Gregory, 1994, p. 7). _________________________________18 
 
Figure 2.4 The kinetic energy (KE) of the raindrop size distributions produced by a four-
nozzle rain simulator versus rain intensity (I).  The grey area indicates the different relationships 
between KE and I given in the literature; (1) Zanchi and Torri (1978) in Italy; (2) Hudson (1965) 
in Rhodesia; (3) McGregor and Mutchler (1976) in the USA (Mississippi); (4) Rosewell (1986) in 
Australia; (5) Carter et al., (1974) in the south central USA (Salles and Poesen, 2000, p. 275). __19 
 
Figure 2.5 Forces acting on a grain lying loose on the channel bed (Morisawa, 1985, p. 
43).______________________________________________________________________20 
 
Figure 2.6 Forces on a particle at the surface of a submerged non-cohesive bank (Thorne, 
1982, p. 230)._______________________________________________________________21 
 
Figure 2.7 The coordinate system and variables used to describe local boundary shear 
stresses for a gravel channel calculated using Equation 2.4.  The spacing between normals and 
grid points along normals is greatly exaggerated (Pizzuto, 1990, p. 1972)._________________24 
 
Figure 2.8 Secondary circulation pattern at a river bed cross-section, showing the main 
circulation cell restricted to the deepest part of the section, the cell of reverse circulation at the 
outside bank and shoaling-induced outward flow over the point bar at the inside bank (Markham 
and Thorne, 1992; cited in Bathurst, 1997, p. 74).___________________________________25 
 
Figure 2.9 Channel cross-section illustrating processes responsible for mass failure 
(Hemphill and Bramley, 1989, p. 27)._____________________________________________28 
 
Figure 2.10 Modes of cantilever failure on composite river banks (Thorne and Tovey, 1981, p. 
475)._____________________________________________________________________30 
 
 PAGE N° 
 
Figure 2.11 Idealised bank profile used in simplified bank stability analyses.  Symbols: β = 
failure plane angle, α = uneroded bank angle, Wt = weight of failure block, FD = driving force, 
FR = resisting force, H = total bank height (Darby et al., 2000).________________________31 
 
Figure 2.12 Definition diagram for the Darby-Thorne bank stability analysis (modified after 
Darby and Thorne, 1996).  Symbols: K = tension crack depth, Kh = relic tension crack depth, I = 
angle between resultant of hydrostatic confining force and normal to failure plane, β =failure 
plane angle, U = hydrostatic uplift force, Fcp = hydrostatic confining force, ω = angle at which 
the resultant of the hydrostatic confining force is directed, α = uneroded bank angle, GWSE = 
groundwater surface elevation, WSE = surface water elevation, Wt  = failure block weight, FD = 
driving force, FR = resisting force, yfb = floodplain elevation, yt = base of ‘vertical face’, ys = 
elevation of base of uneroded bank slope (base of ‘upper bank’), yf = elevation of base of failure 
plane, yk = elevation of base of tension crack, H = total bank height, H’ = uneroded bank height, 
L = length of failure plane.  The terms ‘vertical face’ and ‘ upper bank’ are defined and used by 
Simon and Hupp (1992) (Darby et al., 2000, p. 176)._________________________________33 
 
Figure 2.13 Slices method of analysis for rotational failures (Thorne, 1982, p. 239)._______35 
 
Figure  2.14 Schematic examples of the possible resulting cross-sectional geomorphology, after 
changes in water discharge, Q, and the relation of sediment load to sediment transport capacity.  
Grey lines signify cross-sections before the dam construction and black lines after the dam 
construction.  Note that in Case 1, degradation may not occur if the reduced water discharges are 
not capable of eroding and transporting the bed material, even though the full flow capacity is 
not used (Brandt, 2000, p. 383)._________________________________________________41 
 
CHAPTER 3 
 
Figure 3.1 A map of the Yorkshire Ouse basin showing the position of rainfall, 
meteorological, and stage monitoring stations.______________________________________47 
 
Figure 3.2 The geology map of River Swale catchment, North Yorkshire (Christmas, 1998, p. 
70).______________________________________________________________________49 
 
Figure 3.3 (a) Annual maximum flood and (b) annual flood frequency at York, 1878-1996.  
The dark line shows the five-year moving average, the horizontal line shows a long-term mean 
from 1878-1996 (Longfield and Macklin, 1999, p. 1054).______________________________52 
 
Figure 3.4 Percentage of land upstream of York that has had moorland gripping (after 
Robinson, 1990 cited in Longfield and Macklin, 1997, p. 1060).________________________55 
 
Figure 3.5 A map showing the position of erosion pin and PEEP monitoring sites.______62 
 
Figure 3.6 A site map of BECK MEETINGS (Site 1) showing the position of the monitored 
section of the bank, and the position of the channel in 1982.___________________________63 
 
PAGE N° 
 
Figure 3.7 A site map of HOGGARTHS (Site 2) showing the position of the monitored 
section of the bank, and the position of the channel in 1956, and 1982.___________________63 
 
Figure 3.8 A site map of MUKER (Site 3) showing the position of the monitored section of 
the bank, and the position of the channel in 1956, and 1982.___________________________64 
 
Figure 3.9 A site map of LOW ROW (Site 4) showing the position of the monitored section 
of the bank, and the position of the channel in 1956, and 1982._________________________64 
 
Figure 3.10 A site map of REETH (Site 5) showing the position of the monitored section of 
the bank, and the position of the channel in 1956, and 1982.___________________________65 
 
Figure 3.11 A site map of EASBY (Site 6) showing the position of the monitored section of 
the bank, and the position of the channel in 1956, and 1982.___________________________65 
 
Figure 3.12 A site map of MORTON-ON-SWALE (Site 7) showing the position of the 
monitored section of the bank, and the position of the channel in 1956, and 1982.__________66 
 
Figure 3.13 A site map of GREYSTONE FARM (Site 8) showing the position of the 
monitored section of the bank, and the position of the channel in 1956, and 1982.__________66 
 
Figure 3.14 A site map of TOPCLIFFE (Site 9) showing the position of the monitored 
section of the bank, and the position of the channel in 1956, and 1982.___________________67 
 
Figure 3.15 A typical erosion pin monitoring site installation, showing variable erosion on the 
pins.  The arrow shows the stream flow direction.___________________________________68 
 
Figure 3.16 The Photo-Electronic Erosion Pin (PEEP) sensor (Lawler, 1991, p. 2126).____71 
 
Figure 3.17 Schematic installation of the PEEP at a riverbank site (Lawler, 1992b, p.457).__72 
 
Figure 3.18 A typical installation of equipment at a PEEP monitored site, including data 
logger, PEEPs, pressure transducer with a stage board, TinyTalk, thermistor, and re-survey 
markers.___________________________________________________________________75 
 
CHAPTER 4 
 
Figure 4.1 Polynomial trend lines for average rates of bank erosion at the monitoring sites 
from c.29/02/96-c.13/03/98 (ER9698), and for all the monitoring sites excluding the non-
erosion pin site Easby (ER9698-E).______________________________________________85 
 
Figure 4.2 A polynomial trend line for average rates of bank erosion at the monitoring sites 
from c.16/01/96-c.13/03/98 (ER9698).__________________________________________86 
 
Figure 4.3 A comparison of the rates of average rates of erosion at all of the monitoring sites 
during the two periods from March 1996 – March 1997, and from March 1997 – March 1998._88 
 
PAGE N° 
 
Figure 4.4 Classification of channel morphology and pattern change for the River Swale 
identified on five editions of OS 1:10 000/1:10560 scale maps covering the period from c.1854 – 
1980, plotted against average erosion pin rates from 29/02/96-13/03/98.________________92 
 
Figure 4.5 The composition of the average of the six bank sediment samples from each 
monitoring site, showing downstream trends in the percentage weight of gravel, sand, silt, and 
clay (British Standards, 1975).__________________________________________________94 
 
Figure 4.6 Downstream trends in the percentage weight of (A) Gravel, (B) Sand, (C) Silt, 
and (D) Clay in the upper bank  (upstream and downstream) at each monitoring site.________96 
 
Figure 4.7 Downstream trends in the percentage weight of (A) Gravel, (B) Sand, (C) Silt, 
and (D) Clay in the mid-bank  (upstream and downstream) at each monitoring site._________98 
 
Figure 4.8 Downstream trends in the percentage weight of (A) Gravel, (B) Sand, (C) Silt, 
and (D) Clay in the lower bank  (upstream and downstream) at each monitoring site._______100 
 
Figure 4.9 Downstream change of loss on ignition in bank sediment from the upper, middle, 
and lower bank.  U/S = upstream end of the erosion pinned section of the montoring site, D/S 
= downstream end of the erosion pinned section of the montoring site._________________101 
 
Figure 4.10 Downstream changes in monitoring site (A) channel widths and depths, (B) 
width:depth ratios, (C) longitudinal slopes._______________________________________107 
 
Figure 4.10 continued Downstream changes in monitoring site (D) cross-sectional areas, 
(E) wetted perimeters, (F) hydraulic radii.________________________________________108 
 
Figure 4.10 continued  Downstream changes in monitoring site (G) bed-sediment sizes, 
(H) Darcy-Weisbach friction factors, (I) estimated bankfull discharges.__________________109 
 
Figure 4.10 continued Downstream changes in monitoring site (J) gross stream 
powers.__________________________________________________________________110 
 
CHAPTER 5 
 
Figure 5.1 The average rate of erosion pin measured erosion (mm day-1) during each 
monitored epoch at: (A) Beck Meetings (Site1); (B) Hoggarths (Site 2); (C) Muker (Site 3); (D) 
Low Row (Site 4); (E) Reeth (Site 5); (F) Easby (Site 6); (G) Morton-on-Swale (Site 7); (H) 
Greystone Farm (Site 8); (I) Topcliffe Farm (Site 9).________________________________117 
 
Figure 5.2 Time series of Temperature Indices from January 1997 to April 1998 at: (A) Beck 
Meetings (upstream); (B) Low Row (mid-catchment); (C) Greystone Farm (downstream).___136 
 
Figure 5.3 Time series of Stream Flow Indices from January 1997 to April 1998 at: (A) Beck 
Meetings (upstream); (B) Low Row (mid-catchment); (C) Greystone Farm (downstream). ___137 
 
PAGE N° 
 
Figure 5.4 Time series of Rainfall Indices from January 1997 to April 1998 at: (A) Beck 
Meetings (upstream); (B) Low Row (mid-catchment); (C) Greystone Farm (downstream). ___138 
 
Figure 5.5 Time series of Antecedent Precipitation Indices from January 1997 to April 1998 
at: (A) Beck Meetings (upstream); (B) Low Row (mid-catchment); (C) Greystone Farm 
(downstream). _____________________________________________________________139 
 
Figure 5.6 Significance levels of correlation coefficients between Environmental 
Independent Variables and (A) ERRATE, (B) ERMAX, (C) ERODE84, and (D) ERODE% 
above a 95 %, 97.5 % and 99 % confidence limit, for all nine monitoring sites.____________142 
 
Figure 5.7 Correlation coefficients, at Beck Meetings, between independent variables and (A) 
ERRATE, (B) ERMAX, (C) ERODE84, (D) ERODE%.  Significant levels at 99 %, 97.5 %, and 
95 % are plotted on each figure.  Negative r-values are shown in light grey._______________143 
 
Figure 5.8 Correlation coefficients, at Low Row, between independent variables and (A) 
ERRATE, (B) ERMAX, (C) ERODE84, (D) ERODE%.  Significant levels at 99 %, 97.5 %, and 
95 % are plotted on each figure.  Negative r-values are shown in light grey._______________144 
 
Figure 5.9 Correlation coefficients, at Greystone Farm, between independent variables and 
(A) ERRATE, (B) ERMAX, (C) ERODE84, (D) ERODE%.  Significant levels at 99 %, 97.5 %, 
and 95 % are plotted on each figure.  Negative r-values are shown in light grey.___________145 
 
Figure 5.10 Scatterplots of bank erosion against surrogate environmental variables at Beck 
Meetings (Site 1):  
(A-C):  ERRATE vs. GT5MM%(MH), API.94(MH) and API.98(MH) 
(D):  ERMAX vs. API.98(MH) 
(E-F):  ERODE84 vs. MAXDESC, MAXDP, and API.98(MH) 
(H-J): ERODE% vs. BANKFROST%, GT5MM%, and API.94(MH) 
Relationships above 95 % significance are shown with a least squares regression line._______146 
 
Figure 5.11 Scatterplots of bank erosion against surrogate environmental variables at 
Hoggarths (Site 2):  
(A-B):  ERRATE vs. AMAXST and MAXDP 
(C-E):  ERMAX vs. AMAXST, MDSTAGE, and ST+90% 
(F-H):  ERODE84 vs. MAXDP, API.98(MH) and API.94(MH) 
(I-L): ERODE% vs. BANKFROST%, AMAXST, ST+90%, and API.94(MH) 
Relationships above 95 % significance are shown with a least squares regression line._______147 
 
Figure 5.12 Scatterplots of bank erosion against surrogate environmental variables at Muker 
(Site 3):  
(A-D):  ERRATE vs. AMAXST, MMAXST, GT5MM% and API.98(MH) 
(E-G):  ERMAX vs. AMAXST, GT10MM% and API.94(MH) 
(H-I):  ERODE84 vs. BANKFROST% and GT5MM% 
(J-L): ERODE% vs. AMAXST, GT5MM% and MAXDP 
Relationships above 95 % significance are shown with a least squares regression line._______148 
PAGE N° 
 
Figure 5.13 Scatterplots of bank erosion against surrogate environmental variables at Low 
Row (Site 4):  
(A-C):  ERRATE vs. AIRFROST%, BANKFROST% and ST+90% 
(D-E):  ERMAX vs. BANKFROST% and FTCYC% 
(F-H):  ERODE84 vs. AIRFROST%, BANKFROST% and ST+90% 
(I): ERODE% vs. BANKFROST% 
Relationships above 95 % significance are shown with a least squares regression line._______149 
 
Figure 5.14 Scatterplots of bank erosion against surrogate environmental variables at Reeth 
(Site 5):  
(A-B):  ERRATE vs. MMAXST and ST+90% 
(C):  MAXRANGE 
Relationships above 95 % significance are shown with a least squares regression line._______150 
 
Figure 5.15 Scatterplots of bank erosion against surrogate environmental variables at Morton-
on-Swale (Site 7):  
(A-B):  ERRATE vs. BANKFROST% and MAXDESC 
(D):  ERMAX vs. MAXRANGE, AMAXST, MMAXST and MAXDESC 
(E-F):  ERODE84 vs. FTCYC%, MAXRANGE, ST+60% and MAXDP 
(H-J): ERODE% vs. ST+60% and API.98(LM) 
Relationships above 95 % significance are shown with a least squares regression line._______151 
 
Figure 5.16 Scatterplots of bank erosion against surrogate environmental variables at 
Greystone Farm (Site 8):  
(A):  ERRATE vs. MMAXST 
(B):  ERMAX vs. GT5MM% 
(C):  ERODE84 vs. ST+90% 
(D): ERODE% vs. MMAXST 
Relationships above 95 % significance are shown with a least squares regression line._______152 
 
Figure 5.17 Scatterplots of bank erosion against surrogate environmental variables at 
Topcliffe (Site 9):  
(A-B):  ERRATE vs. ST+90% and API.94(LM) 
(C-D):  ERMAX vs. ST+90% and API.94(LM) 
(E):  ERODE84 vs. BANKFROST% 
(F-G): ERODE% vs. ST+90% and API.98(LM)  
Relationships above 95 % significance are shown with a least squares regression line._______153 
 
Figure 5.18 Downstream change in the dominant variables selected using stepwise regression 
to model ERRATE._________________________________________________________158 
 
Figure 5.19 Downstream change in the dominant variables selected using stepwise regression 
to model ERMAX.__________________________________________________________163 
 
Figure 5.20 Downstream change in the dominant variables selected, using stepwise regression, 
to model ERODE84.________________________________________________________168 
 
PAGE N° 
 
Figure 5.21 Downstream change in the dominant variables selected, using stepwise regression, 
to model ERODE%.________________________________________________________173 
 
CHAPTER 6 
 
Figure 6.1 An example of a relatively consistent output of Cell Series (mV), Reference Cell 
(mV) and Length of Exposure (mm) from PEEP 3 situated in the Lower Bank at Beck Meetings.  
The start of each day is indicated by the date and time on the x-axis.____________________182 
 
Figure 6.2 An example of a disproportional increase in cell series, compared to the reference 
cell, during the afternoon at PEEP 11 (Low Row).  The sensor is facing in a N direction and may 
be coming out of the shade in the afternoon, allowing direct sunlight to radiate into the 
sensor.___________________________________________________________________183 
 
Figure 6.3 The length of PEEP exposure measured manually and automatically at Beck 
Meetings (Site 1) on: (A) the upper bank PEEP 1; (B) the mid-bank PEEP 2; (C) the lower bank 
PEEP 3; compared against: (D) daily rainfall and maximum stage; (E) daily API.98, API.94 and 
minimum temperature._______________________________________________________188 
 
Figure 6.4 The length of PEEP exposure measured manually and automatically at Low Row 
(Site 4) on: (A) the downstream lower PEEP 5; (B) the upstream lower PEEP 7; (C) the 
upstream upper PEEP 6; (D) downstream upper PEEP 11; plotted alongside: (E) daily rainfall 
and maximum stage; (F) daily API.98, API.94 and minimum temperature._______________189 
 
Figure 6.5 The length of PEEP exposure measured manually and automatically at Greystone 
Farm (Site 8) on: (A) the downstream lower PEEP 4; (B) the upstream lower PEEP 9; (C) the 
downstream upper PEEP 8; (D) upstream upper PEEP 10; plotted alongside: (E) daily rainfall 
and maximum stage; (F) daily API.98, API.94 and minimum temperature._______________190 
 
Figure 6.6 A flow diagram of erosion process determination using environmental variable of 
rainfall, API, bankface/air temperature, stage and the cross-sectional shape of the bank profile. 
________________________________________________________________________193 
 
Figure 6.7 A time-series of erosion/deposition events (highlighted in boxes) described in 
Table 6.8 for Beck Meetings (Site 1): (A) PEEP 1 upper bank; (B) PEEP 2 mid-bank; (C) PEEP 
3 lower bank.______________________________________________________________195 
 
Figure 6.8 A diagrammatic representation of 3 different types of deposition over the PEEP 
surface: (A) normal PEEP position; (B) needle ice growth covering the sensor; (C) frost heaved 
material covering the sensor; (D) deposited sediment lying on the sensor surface.  (The PEEP is 
shown with 4 cells in series, rather than the usual 10, for simplicity)____________________196 
 
Figure 6.9 An example of a period of sub-zero temperatures followed by entrainment during 
a flood event.  PEEP 2, in the middle of the bank at Beck Meetings, 06/01/97-12/01/97.  From 
points (A) to (B) there is a decrease in the cell series output due to frost shattered bank debris 
falling on the sensor, or needle ice growth around the sensor._________________________197 
 
PAGE N° 
 
Figure 6.10 The flow diagram procedure for the inference of frost subaerial preparation for 
the depositional/erosional event in Figure 6.9._____________________________________197 
 
Figure 6.11 An example of a period of sub-zero temperatures with growth of ice around the 
sensor, the melting of the ice as the temperature goes above 0 oC is shown by point (A).  The 
entrainment of frost action prepared sediment is shown at point (B). PEEP 3 in the lower bank 
at Beck Meetings (Site 1), 27/01/97-09/02/97.____________________________________198 
 
Figure 6.12 An example of a period of rainfall and flooding disturbing the PEEP output.  The 
reduced PEEP signal is shown after the flood event at (A).  The disrupted PEEP output from 
either rainfall or floodwater deposited sediment is highlighted at (B), whilst at (C) the sediment 
has been removed.  PEEP 2, in the middle of the bank at Beck Meetings, 05/01/98-
11/01/98.________________________________________________________________199 
 
Figure 6.13 An example of overnight flood inundation, reducing the PEEP output from the 
level at (A), to a reduced level at (C), due to flood deposition of material from the flood event at 
(B). PEEP 2, in the middle of the bank at Beck Meetings, 05/01/98-11/01/98.___________200 
 
Figure 6.14 A time-series of erosion/deposition events (highlighted in boxes) described in 
Table 6.9 for Low Row (Site 4): (A) PEEP 5 Downstream Lower; (B) PEEP 7 Upstream Lower; 
(C) PEEP 6 Upstream Upper; (D) PEEP 11 Downstream Upper._____________________203 
 
Figure 6.15 An example of a flood entraining bank sediment, with a proceeding period of 
sub-zero temperatures.  The rise in the temperature from below to above 0 oC does not appear to 
cause any erosion of frost prepared sediment between points (A) and (B), whilst the bank was 
eroded during a the flood event at (C).  The low daily values of rainfall are highlighted by 
labelling them with their values in mm day-1.______________________________________204 
 
Figure 6.16 An example of frost action at (A), followed by a flood event depositing material 
(B) and then further erosion (C).  PEEP 6 in the upstream upper section of the bank at Low 
Row, 03/03/97-07/03/97. The low daily values of rainfall are highlighted by labelling them with 
their values in mm day-1._____________________________________________________205 
 
Figure 6.17 An example of frost action at (A), followed by a flood event depositing material 
(B) and then further erosion (C).  PEEP 7 in the upstream lower section of the bank at Low 
Row, 03/03/97-07/03/97. The low daily values of rainfall are highlighted by labelling them with 
their values in mm day-1._____________________________________________________205 
 
Figure 6.18 An example of a delay in erosion (D) after a flood event (A) caused no erosion 
(B), and a further sequence of rainfall and a flood peak (C) only disrupted the PEEP output.  
PEEP 7 in the upstream lower section of the bank at Low Row, 02/02/98-15/02/98. The low 
daily values of rainfall are highlighted by labelling them with their values in mm day-1._______206 
 
Figure 6.19 An example of an erosion event during a smaller subsiduary flood (B), after there 
was no erosion following the main flood peak (A).  PEEP 11 in the downstream upper section of 
the bank at Low Row, 03/02/97-16/02/97.______________________________________207 
PAGE N° 
Figure  6.20 A time-series of erosion/deposition events (highlighted in boxes) described in 
Table 6.10 for Greystone Farm (Site 8): (A) PEEP 4 Downstream Lower; (B) PEEP 9 Upstream 
Lower; (C) PEEP 8 Downstream Upper; (D) PEEP 10 Upstream Upper.________________210 
Figure 6.21 Desiccation or animal disturbance depositing sediment on to, or around the 
sensor at (A).  PEEP 4 in the downstream lower section of the bank at Greystone Farm, 
07/07/97-20/07/97. The low daily values of rainfall are highlighted by labelling them with their 
values in mm day-1._________________________________________________________211 
Figure 6.22  Erosion of desiccated material (A and B), possibly influenced by the rainfall event 
on 13/08/97.  PEEP 8 in the downstream upper section of the bank at Greystone Farm, 
11/08/97-17/08/97.________________________________________________________212 
Figure 6.23 Complete exposure of the sensor (A) caused by a cantilever collapse of 
surrounding material.  The failure was observed at the following downloading session.  PEEP 8 
in the downstream upper section of the bank at Greystone Farm, 25/08/97-31/08/97._____212 
Figure 6.24 Complete burial of PEEP 9 during an upper bank cantilever collapse (B), that was 
preceeded by rainfall events from the 03/05/97-05/05/97 (A).  PEEP 9 in the upstream lower 
section of the bank at Greystone Farm, 28/04/97-11/05/97._________________________213 
Figure 6.25 A cantilever collapse (A) eroding PEEP 10 in the upper bank at Greystone Farm, 
28/04/97-11/05/97.________________________________________________________213 
Figure 6.26 The re-exposure of the previously buried upstream lower PEEP (C).  The PEEP 
was partially exposed at (A) then re-buried at (B).  PEEP 9 in the upstream lower section of the 
bank at Greystone Farm, 23/06/97-06/07/97.____________________________________214 
Figure 6.27 The delayed erosion of the lower bank until after the second flood peak had 
passed through the catchment (B), shown by the lack of erosion when the sensor was revealed 
after the first flood event (A).  PEEP 4 in the downstream lower section of the bank at 
Greystone Farm, 23/06/97-06/07/97.__________________________________________215 
CHAPTER 7 
 
Figure 7.1 Relative erosion dominance at each site throughout the River Swale, in terms of 
frost action, desiccation, fluid entrainment, and mass failure.  The probability of sapping erosion 
and cantilever failures is included on separate plots because of their greater spatial variance.  The 
relative proportion of maximum catchment erosion allows the efficacies of each process to be 
compared throughout the catchment.___________________________________________227 
 
Figure 7.2 A general model of erosion process efficacy throughout an ‘ideal’ catchment.  The 
probabilities of sapping erosion and cantilever failures are included on separate plots due to their 
greater spatial variation.  The relative proportion of maximum catchment erosion, calculated 
from Equation 4.2, allow the efficacies of each process to be compared throughout the 
catchment.________________________________________________________________231 
PAGE N° 
Figure 7.3 The downstream change for the Swale site in correlation coefficients (r) between 
the average epoch pin erosion (ERRATE) and independent variables used to represent: (A) Frost 
Action; (B) Desiccation; (C) Fluid Entrainment; (D) Mass Failures.  Correlations are significant at 
a 95 % significance level if they fall outside the shaded region.________________________234 
Figure 7.4 The annual change in bank morphology at an upstream site, in relation to a typical 
cycle of temperature and stage changes.__________________________________________245 
Figure 7.5 The annual change in bank morphology at a mid-catchment site, in relation to a 
typical cycle of temperature and stage changes.____________________________________245 
Figure 7.6 The annual change in bank morphology at a lower catchment site, in relation to a 
typical cycle of temperature and stage changes.____________________________________246 
Figure 7.7 The effect of the melting of the river and bank ice on the amount of erosion 
measured at Beck Meetings during the winter of 1996-1997.  The erosion rate is calculated by 
averaging the erosion at all the pins during an epoch, then dividing by the number days in the 
epoch.___________________________________________________________________247 
Figure 7.8 Average annual bank erosion rates for the Swale compared with world-wide rates. 
* = rates of erosion from the Swale study.  The data is mainly compiled from Hooke (1980); 
Lawler (1993a); Harris (1996); and Stott (1999).____________________________________257 
Figure 7.9 Average annual bank erosion rates for the Swale compared with other UK rates. * 
= rates of erosion from the Swale study.  The data is mainly compiled from Hooke (1980); 
Lawler (1993a); Harris (1996); and Stott (1999).____________________________________257 
Figure 7.10 Erosion rates and processes plotted against drainage basin area for a world-wide 
bibligraphic database of bank erosion literature sourced, and updated, mainly from Hooke (1980); 
Lawler (1993a); Harris (1996); and Stott (1999).  Process categories defined largely by Harris 
(1996), extended for recent studies by the author.__________________________________260 
Figure 7.11 Erosion rates and processes plotted against drainage basin area for a world-wide 
bibligraphic database of bank erosion literature sourced, and updated, mainly from Hooke (1980); 
Lawler (1993a); Harris (1996); and Stott (1999). Process categories defined largely by Harris 
(1996), extended for recent studies by the author.__________________________________261 
Figure 7.12 Distribution of mean annual rates of fluvial erosion along the Juzna Morava 
River, Yugoslavia (Petkovic et al., 1998)._________________________________________262 
PAGE N° 
 
Figure 7.13 Mean streampower (ω) as a function of distance downstream for the cases of fully 
vegetated and bare banks on the Latrobe River. The percentage change between the two plots is 
shown  (Abernethy and Rutherfurd, 1998).   
? Reach 1, 0-15 km downstream with a catchment area of 65 km2, is dominated by subaerial 
processes; 
? Reach 2, 15-30 km downstream with a catchment area of 375 km2, is dominated by subaerial 
and fluvial processes; 
? Reach 3, 30-60 km downstream with a catchment area of 525 km2, is dominated by fluvial 
processes; 
? Reach 4, 60-90 km downstream with a catchment area of 1895 km2, is dominated by 
slumping and fluvial processes; 
? Reach 5, 90-160 km downstream with a catchment area of 3880 km2, is dominated by 
slumping and fluvial processes; 
? Reach 6, 160-200 km downstream with a catchment area of 4425 km2, is dominated by 
slumping and fluvial processes; 
? Reach 7, 200-230 km downstream with a catchment area of 4670 km2, is dominated by fluvial 
processes._____________________________________________________________264 
Figure 7.14 Development of Lawler’s (1992a) hypothetical downstream change in process-
intensity dominance domains (Harris, 1996).______________________________________265 
Figure 7.15 Downstream change in erosion rates and dominant erosion processes (Harris, 
1996).____________________________________________________________________265 
 
LIST OF TABLES                 PAGE N° 
 
CHAPTER 1 
 
Table 1.1 A summary of the key aspects of fluvial geomorphology that have direct relevance 
to river engineering, including research into bank erosion as part of the study of channel 
adjustment processes (Gilvear, 1999, p.231).________________________________________2 
 
Table 1.2 Influential factors in bank erosion systems in terms of Preparation Processes, 
Fluvial Entrainment, and Mass failures (Lawler et al., 1997, p. 150)._______________________4 
 
Table 1.3 Theoretical seasonal erosion domains of Subaerial Preparation; Fluvial 
Entrainment; and Mass Failure Processes.__________________________________________7 
 
CHAPTER 2 
 
Table 2.1 Standardised stream power nomenclature (Rhoads, 1987, p. 194).  Where: (X) is 
the length of the flow reach (m); (R) is the hydraulic radius (m); (V) is the mean velocity (m s-
1).________________________________________________________________________26 
 
Table 2.2 A description of the processes of erosion that are enhanced by riparian 
vegetation._________________________________________________________________38 
 
Table 2.3 A description of processes of erosion that are inhibited by riparian vegetation._39 
 
Table 2.4   The interactions between different processes of erosion.__________________42 
 
CHAPTER 3 
 
Table 3.1 A description of the positions, mean flows and mean annual floods of the 
automatic river gauging stations within the Swale Catchment (Institute of Hydrology, 1995).__51 
 
Table 3.2 The change in flood frequency and magnitudes gauged over the past 119 years at 
York, North Yorkshire (after Longfield and Macklin, 1999).___________________________52 
 
Table 3.3 Biological and chemical General Quality Assessment grade from sites within the 
Swale catchment, 1995.  Data provided by the Environment Agency (cited in Christmas, 1998, p. 
74).______________________________________________________________________53 
 
Table 3.4 General Quality Assessment chemical classification used by the Environment 
Agency based on the determinants: DO, BOD, and ammonium-N (Environment Agency, 1988, 
p. 179).___________________________________________________________________53 
 
Table 3.5 General Quality Assessment biological classification used by the Environment 
(Environment Agency, 1988, p. 180)._____________________________________________53 
 
PAGE N° 
 
Table 3.6 Decreasing average annual rainfall moving eastward along the River Swale.  Long-
term annual average data is from1941-1970 (British Rainfall, 1989).  Monitoring period annual 
average data is from 1996-1998 (supplied courtesy of the British Atmospheric Data Centre).__54 
 
Table 3.7 Monitoring site locations and the installation dates of erosion pins and PEEPs.  
The number of PEEPs and erosion pins, including the spacing of rows and columns of erosion 
pins.______________________________________________________________________70 
 
Table 3.8 PEEP positions, linear regression equations, coefficients of determination and 
standard errors._____________________________________________________________73 
 
Table 3.9 A summary of automated instrumentation installed upstream at Beck Meetings 
(Site 1).___________________________________________________________________82 
 
Table 3.10 A summary of automated instrumentation installed mid-catchment at Low Row 
(Site 4).___________________________________________________________________82 
 
Table 3.11 A summary of automated instrumentation installed downstream at Greystone 
Farm (Site 8)._______________________________________________________________82 
 
CHAPTER 4 
 
Table 4.1 Average Pin Erosion and Standard Deviation for the Periods, 29/02/96-
13/03/98 and 16/01/97-13/03/98.  * = Erosion measured by banktop re-surveys._________83 
 
Table 4.2 A comparison of erosion rates obtained from re-surveying planform bank edge 
positions and average erosion pin measurements, from c. Jan. 1997 – c. April 1998._________89 
 
Table 4.3 Archive map evidence used in the analysis of historical planform change on the 
River Swale (Sedgwick, 2000).__________________________________________________89 
 
Table 4.4 The channel pattern classification criteria used to describe the historic channel 
change in the River Swale (adapted from Sedgwick, 2000).____________________________91 
 
Table 4.5 The channel pattern classifications by Sedgwick (2000) for the reaches containing 
erosion pin and re-survey monitoring sites.________________________________________93 
 
Table 4.6  Downstream changes in monitoring site: width, depth, width:depth ratio, slope, 
cross-sectional area, wetted perimeter, hydraulic radius, bed sediment D84, Darcy-Weisbach 
fricton factor, estimated bankull discharge, and gross stream power.____________________110 
 
Table 4.7 The distribution of herbaceous species throughout the catchment._________112 
PAGE N° 
CHAPTER 5 
 
Table 5.1 The proportion of erosion pin, * or surveyed, erosion from the period c. January 
1997-March 1998 that occurred in the months of January and February._________________115 
 
Table 5.2 A description of the dependent erosion variables used in the Stepwise Multiple 
Regression analysis._________________________________________________________121 
 
Table 5.3 Independent environmental variables used in the Stepwise Multiple Regression 
analysis.__________________________________________________________________123 
 
Table 5.4 Regression equations relating Air Temperature to Bank Face Temperature at Beck 
Meetings (Site 1),  Low Row (Site 4), and Greystone Farm (Site 8)._____________________125 
 
Table 5.5 ERRATE Stepwise Regression Equations for all the Monitoring Sites (except 
Easby), including R2 and p-values.  P-values shaded in grey are not significant at or above 95 % 
confidence level.___________________________________________________________157 
 
Table 5.6 ERMAX Stepwise Regression Equations for all the Monitoring Sites (except 
Easby), including R2 and p-values.  P-values shaded in grey are not significant at or above 95 % 
confidence level.___________________________________________________________162 
 
Table 5.7 ERODE84 Stepwise Regression Equations for all the Monitoring Sites (except 
Easby), including R2 and p-values.  P-values shaded in grey are not significant at or above 95 % 
confidence level.___________________________________________________________167 
 
Table 5.8 ERODE% Stepwise Regression Equations for all the Monitoring Sites (except 
Easby), including R2 and p-values.  P-values shaded in grey are not significant at or above 95 % 
confidence level.___________________________________________________________172 
 
CHAPTER 6 
 
Table 6.1 Correlation coefficients of PEEP manually measured erosion compared against 
mean erosion pin erosion at 3 monitoring sites: (1) Beck Meetings (Upper Catchment); (2) Low 
Row (Mid Catchment) and (3) Greystone Farm (Lower Catchment).____________________180 
 
Table 6.2 Correlation Coefficients of PEEP manually measured erosion compared against 
the nearest single erosion pin monitoring sites: (1) Beck Meetings (Upper Catchment); (2) Low 
Row (Mid Catchment) and (3) Greystone Farm (Lower Catchment).____________________181 
 
Table 6.3 Correlation Coefficients of the PEEP sensor epoch erosion values and the in an 
epoch compared against the single erosion pins next to PEEP sensors: (1) Beck Meetings (Upper 
Catchment); (2) Low Row (Mid Catchment) and (3) Greystone Farm (Lower Catchment).___181 
 
Table 6.4 The cumulative length of erosion measured manually on the PEEPs during each 
erosion epoch correlated against the automatically recorded amount of erosion during the same 
period.___________________________________________________________________185 
PAGE N° 
 
Table 6.5 A description of the erosion and deposition events that occurred at Beck 
Meetings: (1) PEEP 1 upper bank; (2) PEEP 2 mid-bank; (3) PEEP 3 lower bank.  Net erosion 
errors are based on a 95 % confidence interval of the calibration regression standard error (Table 
3.8)._____________________________________________________________________194 
 
Table 6.6 A description of the erosion and deposition events that occurred at Low Row 
(Site 4): (5) PEEP 5 Downstream Lower; (7) PEEP 7 Upstream Lower; (6) PEEP 6 Upstream 
Upper; (11) PEEP 11 Downstream Upper.  Net erosion errors are based on a 95 % confidence 
interval of the calibration regression standard error (Table 3.8).________________________202 
 
Table 6.7 A description of the erosion and deposition events that occurred at Greystone 
Farm: (4) PEEP 4 Downstream Lower; (9) PEEP 9 Upstream Lower; (8) PEEP 8 Downstream 
Upper; (10) PEEP 10 Downstream Upper.  Net erosion errors are based on a 95 % confidence 
interval of the calibration regression standard error (Table 3.8).________________________209 
 
CHAPTER 7 
 
Table 7.1  The upper, middle and lower catchment distribution of erosion process efficacy.  
The processes under consideration are frost action, desiccation, fluid entrainment and mass 
failure.___________________________________________________________________226 
 
Table 7.2   Drainage basin areas, average annual erosion pin measurements from 29/02/96-
13/03/98, and erosion process indices at each of the monitoring sites.  The dominant erosion 
process indices refer to Table 7.5, where: S = Subaerial Erosion; SP = Subaerial Preparation; F = 
Fluvial Entrainment; FM = Fluvial Entrainment/Mass Failure; M = Mass Failure.  * Easby was 
monitored using bank-top re-survey from 16/01/97-13/03/98, not erosion pins.__________252 
 
Table 7.3________________________________________________________________253 
 
Table 7.3  cont. Published bank erosion rates and process indices for catchments with a 
known drainage basin area.  The rates of erosion and processes were quoted by the following: *= 
Hooke (1980); **= Lawler (1993a); ***= Harris (1996); ****= Stott (1999).  Process categories 
(Table 7.5): (S) Subaerial Erosion; (SP) Subaerial Preparation; (F) Fluvial Entrainment; (FM) 
Fluvial Entrainment/Mass failure; (M) Mass Failure, defined largely by Harris (1996), extended 
for more recent studies by the author.___________________________________________254 
 
Table 7.4   The range, and average, erosion rates measured within the U.K. and world-
wide.____________________________________________________________________255 
 
Table 7.5  A description of the indices used to classify erosion processes identified in bank 
erosion literature.  The different classification criteria are adapted from Harris (1996), in this 
study Fluvial Entrainment/Mass Failure is predominantly considered as the processes of 
cantilever failure.___________________________________________________________258 
 
Table 7.6  The range and average rate of erosion, and drainage basin area, for each of the 
erosion process indices on a global scale._________________________________________259 
PAGE N° 
CHAPTER 8 
 
Table 8.1 A summary of the distance downstream, drainage basin area, annual rate of 
erosion, and erosion processes at each of the monitoring site.  * = Erosion from 16/01/07-
13/03/98.________________________________________________________________269 
 
Table 8.2 A summary of the geomorphological trends throughout the study 
catchment.________________________________________________________________273 
 
Table 8.3 A recommended research strategy for comparable catchment bank erosion 
studies.___________________________________________________________________277 
 
Table 8.3 continued  A recommended research strategy for comparable catchment scale bank 
erosion studies.____________________________________________________________278 
 
LIST OF PLATES                 PAGE N° 
 
CHAPTER 3 
 
Plate 3.1 Beck Meetings (Site 1), looking upstream during a flood event (10/02/97).  The 
data logger housing is on the right hand side of the frame.____________________________58 
 
Plate 3.2 Hoggarths (Site 2), looking downstream with collapsed cantilever blocks in the 
foreground (16/01/97).  The rucksack on the banktop is approximately 1 m long.__________59 
 
Plate 3.3 Muker (Site 3), looking upstream (16/01/97).  The bank is approximately 1.5 m 
high._____________________________________________________________________59 
 
Plate 3.4 Low Row (Site 4), looking upstream (23/12/96).  The pressure transducer 
housing is in the foreground, approximately 1 m of drainpipe is vertically exposed above the 
water._____________________________________________________________________59 
 
Plate 3.5 Reeth (Site 5) looking downstream (15/01/97).  The pinned section is 
downstream on the right hand half of the frame.  The bankface is approximately 2 m high.___60 
 
Plate 3.6 Easby (Site 6) looking upstream (13/02/97), the bankface is approximately 4 m 
high._____________________________________________________________________60 
 
Plate 3.7 Morton-on-Swale (Site 7) looking upstream (05/01/97) with snow over part of 
the bank surface.  The bank is approximately 4 m high._______________________________61 
 
Plate 3.8 Greystone Farm (Site 8) looking upstream (07/03/97).  The bank approximately 
2 m high.__________________________________________________________________61 
 
Plate 3.9 Topcliffe (Site 9) looking downstream (18/11/95), the banks are approximately 4 
m high.___________________________________________________________________61 
 
Plate 3.10 An exposed section of buried cabling for the PEEP system at Greystone Farm 
(Site 8) showing preferential erosion around the vertically augured hole and PEEP sensor to the 
right (27/08/97).  River flow is from left to right of the frame.  Approximately 400 mm of grey 
tubing is exposed.___________________________________________________________73 
 
CHAPTER 5  
 
Plate 5.1 A beam cantilever failure at Hoggarths (Site 2) (18/02/96).  An A4 black 
notebook is shown mid-frame for scale.  Flow is into the page.________________________175 
 
Plate 5.2 A pop-out failure at Reeth (Site 5) with a failed block remaining ‘in situ’, rather 
than being entrained (23/10/96).  The bank height is approximately 2 m.  Flow is from left to 
right of the frame.__________________________________________________________175 
 
Plate 5.3 Cantilever failures at Morton-on-Swale (Site 7), possibly preceded by a pop-out 
failure.  The white 1 m long ruler is shown for scale.  Flow is out of the page._____________176 
 PAGE N° 
 
Plate 5.4 Sapping at Morton-on-Swale (Site 7) (22/10/96), shown by the distinct notch 
mid-frame.  Some tension cracking is evident on the upper bank.  The lens cap shown for scale is 
50 mm in diameter.  Flow is out of the page.______________________________________176 
 
Plate 5.5 Cantilever failures at Greystone Farm (Site 8) (03/07/97), a shear failure block in 
the mid-frame and a beam failure in the foreground.  Flow is out of the page._____________177 
 
Plate 5.6 Frost heaved debris between the base of the bank and a snow-patch at Topcliffe 
(Site 9) (04/02/96).  The photograph is taken from the banktop looking down towards the base 
of a vertical section of the bankface.  A lens cap 50 cm in diameter is shown for scale.______177 
 
CHAPTER 6 
 
Plate 6.1 An example of needle ice growth at Beck Meetings (Site 1) (28/02/96).  The top 
yellow erosion pin tip is 30 mm in length, and mid-bank another erosion pin is only just visible 
because of surrounding ice growth.  Stream flow is out of the picture.___________________217 
 
Plate 6.2 The accumulation of frost heaved sediment deposited in the basal region at Beck 
Meetings (Site 1) after the ice has melted (28/02/97).  The tripod on the right of the frame was 
1.2 m in height.  Stream flow is out of the picture.__________________________________217 
 
Plate 6.3 The accumulation of vegetative debris around the pressure transducer housing on 
the left-hand side of the frame at Beck Meetings (Site 1) (28/02/97).  Flow is out of the 
picture.___________________________________________________________________218 
 
Plate 6.4 Two toppled cantilever failures at Muker (Site 3) (07/01/98).  The callipers on the 
failed block are 120 mm in length.  River flow is into the picture.______________________218 
 
Plate 6.5 An overhanging grassmatt on the right of the frame, at Hoggarths (Site 2) 
(18/02/96).  The callipers on the A4 file are 120 mm in length.  The ends of the two erosion pins 
in the grassmatt are exposed by 30 mm.  Flow is into the picture.______________________219 
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is from left to right of the picture.  _____________________________________________221 
 
Plate 6.10 Sheets of desiccated material at Reeth (Site 5) (23/10/96).  The ends of the two 
yellow erosion pins exposed are 30 mm are visible in the foreground.  Flow is from left to right 
of the picture.  _____________________________________________________________221 
 
Plate 6.11 Exposed roots cause by rapid erosion at Easby (Site 6) (09/06/97).  The bank 
height is approximately 2.5 m. River flow is out of the picture.________________________222 
 
Plate 6.12 A PEEP 8 monitored cantilever failure at Greystone Farm (Site 8) (27/08/97) 
(Table 6.10 8d).  The exposed sensor hanging in the centre of the picture is 450 mm in length.  
Flow is out of the picture.____________________________________________________222 
 
Plate 6.13 Grass covered cantilever failed blocks lying on the bank toe at Morton-on-Swale 
(Site 7) (25/05/97).  The height of the bank shown is approximately 4 m.  River flow is into the 
picture.__________________________________________________________________223 
 
Plate 6.14 A tension crack running along the back of a previously beam failed block, in the 
centre of the frame.  The picture was taken on 27/02/97 at Topcliffe Farm (Site 9).  The black 
book resting on the block is A4 in size.  River flow is into the picture.__________________223 
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CHAPTER 2 
THEORETICAL AND EMPIRICAL STUDIES OF BANK EROSION 
PROCESSES 
2.1 INTRODUCTION 
 
The work by Wolman (1959) was the starting point for a suite of different studies that monitored 
the way in which riverbanks erode.  Comprehensive reviews of these erosion process studies are 
provided by Thorne (1982), Harris (1996), and Lawler et al. (1997).  This chapter does not seek to 
repeat these reviews but to introduce and explain the processes of relevance to this study.  The 
model formulated by Lawler (1992a; 1995) (Section 1.1.2) was essentially based around a humid 
river catchment.  The erosion processes identified within these types of systems will be 
emphasised.  The critical conditions needed for erosion process initiation, and the potential 
variations within a rivers longitudinal profile will also be highlighted.   
 
The five process categories subaerial (including erosion and preparation), fluid entrainment, and 
mass failures (including fluvial/mass failure and mass failure) (Table 1.1) will be used as 
subsections within the chapter in order to simplify the complex interactions of processes.  The 
influences of vegetation and anthropogenic activity on erosion processes at a catchment scale are 
also considered. 
 
2.2 SUBAERIAL PROCESSES 
2.2.1 Introduction 
 
“Processes of weakening and weathering act on intact bank material to reduce its strength and 
decrease bank stability” (Thorne, 1982, p. 228) 
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Processes that directly erode sediment (subaerial erosion) and those that weaken the bank in 
preparation for other processes (subaerial preparation) will be considered within this section.  
The subaerial processes may be divided into three main areas: 
 
1. Cryergic processes: including  needle ice growth; ice lens growth; thermo-erosional niching; 
and snow-melt; 
2. Pore water associated processes: including desiccation; slaking; piping and sapping; and gravel 
lens washout; 
3. Rainsplash processes: including raindrop impact; rilling; and gullying.   
 
2.2.2 Cryergic Processes 
 
Needle Ice Growth 
 
Needle ice consists of the growth of fine crystals perpendicular to the bank surface; the ice may 
incorporate bank sediment during ice nucleation in the bank surface.  The crystals are usually 
around 1 mm in diameter and up to 80-100 mm in length (Outcalt, 1971).  Three conditions are 
needed for needle ice development (Lawler, 1988b, p. 295; adapted from Outcalt, 1971): 
 
1. An approximately low equilibrium surface temperature (Tes) to initiate ice nucleation; 
2. A sufficiently low soil water tension (Wt) for ice segregation to take place (i.e. a sufficiently 
high moisture content); 
3. A sufficiently fast migration of unfrozen moisture to the freezing front, in order to match the 
rate of latent heat loss at the plane of segregation and so prevent the in situ freezing of pore 
water. 
 
Near perfect growth conditions, of high soil moisture contents and soil surface temperatures of –
1 to –4 oC, mean that the freezing front may not descend into the bank.  This results in clear, 
none erosive, ice formation.  If the freezing front does enter into the bank surface then sediment 
may be incorporated into the ice in several mechanisms (Branson et al., 1992, p. 361): 
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A. As distinct bands of soil within the needle ice, producing multi-tiered crystals;  
B. Dispersed throughout the crystal, producing dirty needle ice; 
C. As a soil cap pushed up by the ice needles; 
D. As aggregates pushed up between dispersed needle-ice crystals.  
 
Dirty ice (B) results from the crystal growth being stressed due to the freezing front moving into 
the bank surface.  This may be caused by a limitation in moisture supply or a sharp decrease in 
the soil moisture content.  The capping of the ice (C) occurs when there is a 15-25 % soil 
moisture content, not enough for needle ice growth only for in situ nucleation.  After this a period 
of sufficient soil moisture conditions will elevate the cap so sits on top of the ice crystal growth.   
 
In terms of sediment erosion from the bank surface four different delivery mechanisms were 
identified by Lawler (1993b, p. 104-105) (Figure 2.1): 
 
1. Direct particle fall.  
2. Sediment laden rivulets.  
3. Needle ice sliding failure. 
4. Needle ice toppling failure.   
 
Figure 2.1 Mechanisms of sediment transport by needle ice: (A) direct particle fall; (B) sediment-
laden rivulets; (C) sliding failure; (D) toppling failure  (Lawler, 1993b, p. 104).  
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The sediment released by needle ice heaving can either fall directly into the river, as subaerial 
erosion, or be left on the surface of the bank as a layer of reduced shear strength material, 
subaerial preparation.  The removal of the residue by fluvial entrainment produces notches or 
trim lines, where the material below the maximum stage height is removed.   
 
Examining the relationship between needle ice and sediment production statistically, Lawler 
(1986) found that 92.4% of the variation in erosion rates, measured on erosion pins (Section 
3.4.3), were explained by the air frost frequency.  Estimates of sediment production from needle 
ice were made using the length of sub-zero temperatures, grass minimum temperatures and the 
Antecedent Precedent Index (Section 2.3.2) at a catchment in South Wales (Lawler, 1993b).  The 
sediment yield from needle ice, during a 834 day study period, was estimated as 23.6 kg m-2 or 
32.04 kg m-2 from the different methods.  This equated to needle ice accounting for 32 % or 43 
% of the pin measured erosion rate.  Stott (1997) also found frost to be significant in the 
Balquidder catchments, Scotland; however afforestation was found to reduce amount of frost 
occurrence (Section 2.5).   
 
The length of time the bank is frozen, and the texture of the riverbank sediment, may affect the 
longitudinal variation of frost action within a catchment.  The particle size distribution of the 
bank sediment will control its moisture retention characteristics, as the bank sediment becomes 
coarser its ability to retain water is reduced (Meentemeyer and Zippin, 1981).  Fine grained soils, 
such as clays, may not be able to transport water fast enough to maintain needle ice growth due 
to their high suction and low permeability (Derbyshire et al., 1980).  
 
Thermo-Erosional Niching 
 
Freezing of the whole bank profile followed by river flow inundation can result in the lower bank 
‘defrosting’.  This means that the upper bank maintains a high shear strength whilst it remains 
frozen but the lower bank becomes weaker and prone to preferential erosion by fluvial 
entrainment.  As the upper bank becomes undercut the potential for overhangs and mass failures 
occurs.  Scott (1978) found cohesive material in Alaska more susceptible to niching than non-
cohesive sediment, whilst Miles (1976) observed removal of basal gravel creating an unstable 
upper gravel layer in Arctic Canada.   
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Although a mechanism mainly found in permafrost areas of the higher latitudes, the potential for 
thermo-erosional niching may occur to a limited extent in areas with prolonged sub-zero 
temperatures in the U.K.  Low banks in the colder upper catchment may be susceptible, due to 
the reduced freezing depth needed.  
 
Snow Melt 
 
Miles (1976) found that snowmelt and sloughing in Arctic Canada delivered fine material into the 
channel from the riverbanks.  Melting of the interstitial ice in the bank sediment reduces the 
shear strength of the material by increasing the pore water pressure, and lowering the interstitial 
strength provided by the freezing of pore water.  The angle of the slope will influence the amount 
of sediment eroded; a steep slope would increase the potential for sediment to become 
incorporated into the semi-melted, or melted, snow due to the increased potential energy.  
Vertical, or near vertical, slopes would not accumulate snow so are less likely to be prone to this 
process.  
 
2.2.3 Pore Water Associated Processes 
 
Desiccation 
 
The drying of the bank face can alter the physical structure of the sediment.  The creation of void 
spaces, once occupied by pore water, can leave a friable structure.  Expansive clays containing 
sodium montmorillionite are particularly prone to desiccation due to the comparatively large 
change in volume between saturated and unsaturated states.  In wet conditions the clay expands, 
absorbing the pore water, on the drying the structure becomes crumb-like with lower aggregate 
cohesion and a larger roughness surface.  Extremes of moisture content will therefore aid the 
efficacy of this process, such as those found in semi-arid regions.  
 
There is a paucity of research into desiccation processes and their effects on bank erosion rates.  
Direct soil fall caused by drying of the sediment on the base of overhanging blocks has been 
observed (Duysings, 1986).  The weakened desiccated material may act as store of prepared 
material ready to be removed by another process (Bello et al., 1978).  Abam (1997) found that 
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preferential drying within the bank profile created strata with decreased shear strengths allowing 
preferential erosion.   
 
High summer temperatures in the Sieve catchment, Italy, caused intense desiccation and cracking 
leading to the formation of slabs partially detached (Rinaldi and Casagli, 1999).  Clay material 
alongside drier conditions during the summer months would be expected in the lower catchment 
region.   
 
Slaking 
 
The rate at which the bank wets up on the rising limb of the flood hydrograph can produce 
pressure differences in the sediment.  Preceding the wetting front there is a wave of increased 
pressure due to the evacuation of air from the void spaces as they become filled with water.  This 
pressure wave may push/explode the surface sediment off the bank face (Thorne, 1982).  This 
process can be difficult to identify in the field as the following flood wave could entrain the failed 
material, which maybe why there are few published articles on the subject.   
 
Piping and Sapping 
 
Seepage exfiltration from the riverbank that is competent enough to entrain the bank sediment 
may be able to erode a tube like structure, this process is termed piping (Hagerty, 1991a).  If the 
seepage is over a larger area the term sapping may be used.  Initiation of piping and sapping 
involves a complex interactions of processes (Jones, 1981) however there needs to be the 
potential for seepage, which could be created from infiltration during high flows, recharge from 
ground water, surface infiltration, or throughflow.  Alluvial material is particularly suited to piping 
initiation because of the interbedding of sand and clay layers, resulting in preferential flow 
through the more porous sand (Hagerty et al., 1981).  The decreasing hydraulic conductivity of a 
soil with depth, due to compaction, also aids piping and sapping caused by the creation of lateral 
flow through the bank face.   
  
The eroded material from the bank surface may accumulate in front of the zone of exfiltration, 
blocking the flow, lowering the seepage potential, and therefore the amount of erosion that can 
take place as well.  The cavities produced by the removal of sediment may make the upper bank 
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unstable (Figure 2.2), producing the conditions for mass failures (Section 2.4).  The failure of 
overlying material may again block the seepage from the bank and also hide the evidence of the 
piping, or sapping.  
 
 
 
Figure 2.2 Piping and sapping failure.  (A) Bank erosion by piping/sapping with subsequent 
collapse: seepage outflow initiates soil loss.  (B) Bank erosion by piping/sapping with subsequent 
collapse: undermined upper layer fails, blocks detached.  (C) Bank erosion by piping/sapping 
with subsequent collapse: failed blocks topple or slide (Hagerty, 1991a, p.993). 
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Burial by soil fall, confusion with animal burrows or bird nests, and flood inundation after failure 
make the piping process difficult to identify in the field.  Because of this Hagerty (1991b) 
provides the following identification hints: 
 
1. Cavities may be up to 1 m in diameter, and from 0.3 – 6 cm in depth; 
2. A debris fan may be formed at the base of the seepage area if the material is not removed; 
3. Discolouration of the bank surface where elluviation has occurred; 
4. Cusp shaped debris flows (Section 2.4.6) formed in thick loose pervious layers.  These may 
also be due to increased pore pressures; 
5. Multiple scarp faces caused by piping removing underlying sandy areas.  The scarp faces may 
appear like those formed by wave action but can be differentiated by being less regular in 
form. 
 
The likelihood of piping and sapping will be maximised in catchment regions that contain banks 
consisting of clay and sand layers.  The bank height would also have to be sufficient to allow 
enough potential energy to build in the saturated material forcing out the exfiltrating fluid.   
 
Gravel Lens Washout 
 
The deposition of large waterborne vegetation, Coarse Woody Debris (CWD), acting in 
conjunction with a gravel lens in the bank to undermine the banktop  (Davis and Gregory, 1994).  
The CWD redirects the flow structure in the river by causing an obstruction, leading to 
impinging flow into the gravel lens.  The gravel is entrained preferentially, leaving the more 
cohesive upper bank unsupported.  The destabilised banktop then has the potential to fail by 
slow subsidence of a mass failure (Figure 2.3).  
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Figure 2.3 A three-dimensional representation of the subsiding bank in August, showing the 
extent of the sub-surface cavity and selected cross-sections across the feature in relation to the 
position of the tree (Davis and Gregory, 1994, p. 7). 
 
2.2.4 Rainsplash Processes 
 
Rainsplash or Raindrop Impact Erosion 
 
Direct impact of raindrops on to a soil surface may lift the surface particles moving them 
downslope.  The process may be cumulative with the falling particles hitting, and initiating 
movement in, other particles.  The process is most effective on slopes with angles of 33-45o, and 
is affected by rainfall intensity (Figure 2.4), drop size distribution, and the terminal velocity of the 
falling drops (Salles and Poesen, 2000).  It is not until the ground surface is covered by a depth of 
water of around three raindrop diameters that it is protected from impact erosion (Moseley, 
1973).   
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Figure 2.4 The kinetic energy (KE) of the raindrop size distributions produced by a four-nozzle 
rain simulator versus rain intensity (I).  The grey area indicates the different relationships between 
KE and I given in the literature; (1) Zanchi and Torri (1978) in Italy; (2) Hudson (1965) in 
Rhodesia; (3) McGregor and Mutchler (1976) in the USA (Mississippi); (4) Rosewell (1986) in 
Australia; (5) Carter et al., (1974) in the south central USA (Salles and Poesen, 2000, p. 275).  
 
The percentage of the surface exposed to direct rainfall, slope angle, organic carbon content, and 
proportion of fine sand (50-250 µm) controlled the amount of rainsplash erosion in the 
Schrondweilerbaach catchment, Luxembourg (Duysings, 1986).  The high intensity rainfall during 
summer thunderstorms produced a summer peak in the amount of eroded material from 
raindrop impact.  This may have been aided by the fact that soil surface had dried, therefore 
becoming more susceptible to particle detachment (Bello et al., 1978).  This may be more likely to 
occur in the lower catchment regions where the rainfall may be sporadic during the summer 
months, allowing the soil to dry but still supplying intense rainfall.  
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2.3 FLUID ENTRAINMENT 
2.3.1 Introduction 
 
The process of fluid entrainment under consideration is the incorporation of material from a 
river channel boundary into solution, suspension, or bedload due to fluid forces.  Bank erosion is 
controlled by both the composition of the bank sediment and the interacting fluid (Grissinger, 
1982).  The processes important in these two factors will be discussed alongside the eight factors 
indicated by Lawler et al. (1997, p. 150) that influence fluvial processes (Table 1.2).   
 
2.3.2 Sediment Influences on Entrainment 
 
Bank sediment may be divided into two main sub-classes in terms of its entrainment mechanics: 
cohesive and non-cohesive (Thorne, 1982). 
 
The entrainment of non-cohesive sediment is better understood than for cohesive materials, with 
sand and gravel have resisting forces resulting from their immersed weight.  Laboratory testing of 
riverbed entrainment has resulted in empirical relationships between flow velocities and sediment 
movement, into suspension, saltation or bedload (Richards, 1982).  A non-cohesive grain on the 
riverbed will have a fluid force and lift force that will be resisted by the force of gravity (Figure 
2.5) (Morisawa, 1985).  Once the force of gravity is exceeded by these factors entrainment will 
commence.   
 
Figure 2.5 Forces acting on a grain lying loose on the channel bed (Morisawa, 1985, p. 43). 
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An additional consideration for riverbank modelling, from this simple case, is the downslope 
component of the channel side slope (Figure 2.6).  The equation (Equation 2.1) developed to 
model fluid entrainment of a non-cohesive bank (Task Committee on Sedimentation; cited in 
Thorne, 1982, p. 229) includes this term but does not account for packing modes, such as 
imbrication, in coarse sediment that would increase the shear stress needed for entrainment 
(Thorne et al., 1998a).  The lift force is also not included (Thorne, 1982) however the empirical 
basis of the formula will cause these factors to be intrinsic within the model to a degree, they are 
however not considered separately.   
 
 
Figure 2.6 Forces on a particle at the surface of a submerged non-cohesive bank (Thorne, 1982, 
p. 230). 
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Where: 
F1 = disturbing force; 
F2 = restoring force; 
ds = grain size; 
Ws = submerged weight of grain; 
c2 = a constant such that the effective surface area = c2ds2; 
θ = bank angle; 
α = flow angle to longstream direction; 
φ = friction angle; 
τ = critical boundary shear stress. 
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Cohesive sediments, usually clay sized material, have electromechanical forces that bind the 
particles together.  When subjected to a stress, such as from boundary fluid forces, the particles 
may not be removed individually but as aggregates.  These particle clusters will have a proportion 
of void space within their structure, making them less dense than a single unit of quartz.  This 
results in a lower force being needed to lift them off the bed/bank than a solid particle of the 
same dimensions (Richards, 1982; Lawler et al., 1997).  The past conditions that the sediment has 
been subjected to will alter the degree of cohesion, which makes exact prediction of shear 
stresses needed for entrainment difficult.  The stability of the cohesive sediment may be affected 
by (Grissinger, 1982, p. 276): 
 
1. Mean particle size; 
2. Clay and organic matter content; 
3. Type of clay; 
4. Bulk density or void ratio;  
5. Solution phase/exchangeable ionic strength and composition.   
 
Solute fluxes within cohesive material may increase the pore water pressures in-between both 
aggregates and particles, reducing the effective cohesion and its resistance to entrainment.  The 
chemical composition and temperature of the pore water may also weaken the cohesive forces, 
increasing the sodium ion content will reduce the shear resistance of the sediment (Osman and 
Thorne, 1988).  If this does occur then the mineral could be leached out of the soil in solution, or 
elluviation may wash fines though the sediment horizon.  These processes all lower the effective 
strength of the sediment, thus increasing the potential for entrainment.   
 
The boundary shear stress on the sediment surface will be affected by the surface roughness.  A 
completely homogeneous smooth surface would create little drag and therefore be less prone to 
entrainment as the particles would be contained in the laminar sublayer (Knighton, 1998).  The 
layering within alluvial sediments can lead to more heterogeneous material, with preferential 
erosion of certain layers.  The surface would become uneven, leading to conditions of enhanced 
roughness (Grissinger, 1982). 
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The amount of water entering the sediment may be influenced by the preceding precipitation 
(Hooke, 1979).  The moisture content, not including the input from river inundation, may be 
simply modelled using the Antecedent Precipitation Index (API) (Equation 2.2) (Gregory and 
Walling, 1973). 
 
 APId = (APId-1 x 0.9) + Pd        (2.2) 
 
Where:  
APId = the API for the day under consideration; 
APId-1 = the previous days index; 
 Pd = the precipitation on the day under consideration. 
 
The constant 0.9 is a decay constant reflecting the drying of the catchment moisture, so if it is set 
near to 1 it relates to a poorly drained catchment such as those containing peat bogs.   
 
2.3.3 Entrainment Fluid Dynamics 
 
The prevalence of erosion during high flow events (Thorne and Abt, 1993) has resulted in 
research to determine how fluid forces interact with the bank sediment.  The velocity distribution 
over the bank surface indicates where the forces of drag and lift may be maximised, and therefore 
where the maximum potential for entrainment exists.  In practical terms it is difficult to measure 
the boundary velocities at the channel margin due to the fact that the instrumentation will often 
disrupt the flow structure creating a false reading, although this has been overcome (to some 
extent) by the acoustic Doppler velocimeter (Lane et al., 1998). 
 
In spite of the measurement problems Osman and Thorne (1988) adapted the equation used to 
predict average shear stress (Equation 2.3) using empirical data to model the rate of cohesive 
bank lateral erosion.  On gravel channel margins Pizzuto (1990) used Equation 2.4 (Figure 2.7) to 
predict the shear stress distribution on gently curved riverbanks, in order to model channel 
widening.  
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gRSo ρτ =           (2.3) 
Where: 
τo = reach-mean average shear stress (N m-2);  
ρ = fluid density (1000 kg m-3); 
g = gravitational acceleration (9.81 m s-2); 
R = hydraulic radius (m); 
S = channel slope (m m-1). 
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το = local boundary shear stress ; 
dA = area between normals to the bed; 
dP = wetted perimeter above dA; 
DN = distance along a normal from the bed to the water surface; 
η = a spatial coordinate along normals to the bed; 
τηx = local downstream-directed shear stress induced by turbulence which acts on the normals. 
 
 
Figure 2.7 The coordinate system and variables used to describe local boundary shear stresses 
for a gravel channel calculated using Equation 2.4.  The spacing between normals and grid points 
along normals is greatly exaggerated (Pizzuto, 1990, p. 1972).  
  
The preceding theorems have been based around a flow component in the downstream direction.  
Secondary flow may be created in the channel, due to boundary effects.  The force may be in the 
plane normal to the local axis of the primary flow.  In a meander bend the outer bank cell created 
by secondary currents may produce an increased shear stress on the channel boundary increasing 
the potential for entrainment.   
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Figure 2.8 Secondary circulation pattern at a river bed cross-section, showing the main 
circulation cell restricted to the deepest part of the section, the cell of reverse circulation at the 
outside bank and shoaling-induced outward flow over the point bar at the inside bank (Markham 
and Thorne, 1992; cited in Bathurst, 1997, p. 74). 
 
The changing distribution of velocities during a flood event may alter the pattern of entrainment 
in the channel, this is especially true in a meander bend.  The position of the maximum shear 
stress/impinging flow may move downstream during a high flow event (Hooke, 1995) if the 
meander bends are not tightly spaced together (Parker et al., 1983).  This may result in meanders 
not growing laterally but migrating downstream instead.   
 
The problems involved in estimating the boundary shear stresses in a channel due to the 
variations in flow structure (Mosselman, 1992), and non uniform bank topography, have led to 
the use of stream power as a fluvial entrainment predictive tool (Lawler, 1992a: 1995; Annandale, 
1995; Annandale and Parkhill, 1995).  To investigate the changing potential of the river to entrain 
at a catchment scale an approximation of the energy available in channel cross-sections, or 
reaches, may be made (Equation 2.5) (Bagnold, 1960).  The nomenclatures used for different 
stream power scales of measurement are described by Rhoads (1987) (Table 2.1). 
 
Ω = ρgQS  (kg m s-3 )         (2.5) 
Where: 
ρ = fluid density (kg m-3); 
g = acceleration due to gravity (m s-2); 
Q = discharge (m3 s-1); 
S = energy slope (m m-1). 
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TERM SYMBOL FUNCTIONAL 
FORM 
DEFINITIONAL FORM SI 
DERIVED 
UNITS 
SI BASE 
UNITS 
Total Stream 
Power 
ρ ρgQSX 
(∫xρgQS dx) 
Power of a defined reach 
of a stream channel 
Watts Kg m2 s-1
Cross-sectional 
Stream Power 
Ω ρgQS Power per unit length of 
a defined reach 
Watts/m Kg m s-1 
Mean Stream 
Power 
ω ρgRVS Power per unit wetted 
area of a defined reach 
Watts/m2 Kg s-1 
Unit Stream 
Power 
vs VS Power per unit weight of 
water 
Watts/ 
Newton 
m s-1 
Table 2.1 Standardised stream power nomenclature (Rhoads, 1987, p. 194).  Where: (X) is the 
length of the flow reach (m); (R) is the hydraulic radius (m); (V) is the mean velocity (m s-1). 
 
To predict where in a longitudinal profile stream power is maximised, and therefore entrainment 
as well if the two variables are connected, Lawler (1992a) used the variations in discharge (Q) and 
slope (S) at a catchment scale.  Discharge was proposed to vary as an exponential function of the 
distance downstream (Equation 2.6), and slope as a negative exponential function of distance 
downstream (Equation 2.7).   
 
 Q = kLm          (2.6) 
Where: 
Q = Bankfull discharge (m3 s-1); 
L = Channel length (km). 
 
 
 S = Soe-rL          (2.7) 
Where: 
So = initial slope at some upstream reference section (m m-1); 
r = coefficient of slope reduction.   
  
Variations in both the discharge and slope, from a river’s source to its estuary, have been found 
to cause peaks in stream power (Lewin, 1982; Lawler, 1992a; 1995; Lecce, 1997; Abernethy and 
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Rutherfurd, 1998; Knighton, 1999).  The stream power peaks are mainly found mid-catchment 
(Section 1.1.2), as the slope may be maximised upstream but the discharge is at a peak 
downstream.  Constrictions of the channel, both natural and anthropogenic, may not allow the 
channel to attain its minimum stream power dimensions (Chang, 1979).  This would raise the 
stream power relative to its surrounding ‘natural’ geomorphology.  
2.3.4 Basal Endpoint Control 
 
Modelling the effectiveness of removal of basal sediment by entrainment gives an indication of 
the general 'state' of stability of the bank.  Three states have been identified (Thorne and Osman, 
1988): 
 
1. Impeded Removal 
Inputs of sediment, from stream and bank, are higher than the volume being removed.  Net 
accumulation results, which lowers the bank angle and height.  
2. Unimpeded Removal 
Inputs of sediment are balanced with outputs of sediment.  This is therefore a state of 
equilibrium.  The bank may retreat by parallel retreat if the sediment load at the bank base is 
above zero.   
3. Excess Basal Capacity 
Inputs of sediment are lower than the outputs.  Basal retreat, and lowering, occurs increasing the 
bank angle, and height.  The retreat results in increased bank erosion due to instabilities.   
 
The state of the bank is not fixed.  The three states of basal capacity will therefore interchange 
and over time in theory unimpeded removal should result, as long as there are no external inputs 
to the system.  
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2.4 MASS FAILURE PROCESSES 
2.4.1 Introduction 
 
The downslope movement of a unit of sediment (or rock) due to the internal strength becoming 
lower than gravitationally induced stresses is known as mass movement/failure/wasting.  The 
failures are not directly caused by ice, water and air but are frequently aided by these variables 
(Selby, 1982).  The exceedence of the shear strength of the soil by the stresses of the overlying 
material weight, or seepage forces, may be quantified using the ‘factor of safety’ (Equation 2.8) 
(Hemphill and Bramley, 1989).  
 
τ
s
soiltheonimposedstressshear
strengthshearsoilFs ==       (2.8) 
 
When the value of Fs reaches unity a failure is imminent, lower values indicate decreasing 
stability, whilst values less than one should not exist in reality as a failure should have already 
occurred.  Internal shear strengths of the sediment are usually related to the cohesion and friction 
of the sediment.  Undercutting of the bank toe, seepage, and high pore water pressures will all 
reduce the soil strength (Figure 2.9). 
 
 
Figure 2.9 Channel cross-section illustrating processes responsible for mass failure (Hemphill 
and Bramley, 1989, p. 27).  
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The different types of mass failure are basically described by their morphology.  Cantilever, 
planar, pop-out/draw-down, and rotational failures will all be discussed as well as sediment flows.   
 
2.4.2 Cantilever Failures 
  
The undercutting of a riverbank by the removal of basal material can lead to instabilities in the 
upper bank profile.  The mechanism often cited is the removal of basal gravel by entrainment, 
leaving an unsupported cohesive sediment layer (Thorne and Lewin, 1979; Rinaldi and Casagli, 
1999).  The upper layer of sediment may be more resistant to erosion because of their higher 
shear strength, provided by the cohesion of fine sediment or the root strength from vegetation 
(Sidle, 1991).  Lower non-cohesive sediment may lose strength by winnowing of interstitial 
material, reducing the angle of internal friction (Carson, 1971).  The potential for entrainment 
may also be raised in the basal area due to the increased number of flows that encroach on the 
lower bank, when compared against the upper bank (Thorne and Tovey, 1981; Hickin and 
Nanson, 1984).   
 
The bank does not necessarily need to be composite in nature for cantilever development.  Abam 
(1997) found that in the Niger Delta the differing moisture regimes in the bank profile produced 
heterogeneity in homogenous sediment.  The wetting and drying sequence of lower layers 
increased pore water pressures and allowed desiccation processes (Section 2.2.3) to occur at 
depth, whilst on the surface the vegetation bound the soil (Section 2.5).   
 
A block of overhanging sediment may fail by several different mechanisms, of which Thorne and 
Tovey (1981) identified 3 main processes (Figure 2.10): 
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Figure 2.10 Modes of cantilever failure on composite river banks (Thorne and Tovey, 1981, p. 
475). 
 
1. Shear failure (Figure 2.10A).  A vertical shear plane is developed, possibly along an interped 
fissure: the block then fails due to an increase in weight or a decrease in the coherency of the 
soil.  These failures most often occur in sandy soils, which have an inherent low cohesion.  A 
lack of vegetation to bind the soil also aids this failure.  
 
2. Beam failure (Figure 2.10B).  A block of soil has a neutral axis where forces of tension 
above are being balanced by compression below.  Increasing the weight of the block 
unbalances the opposing forces allowing the cantilever to fall forward.  This is the most 
common of the cantilever failure mechanisms.   
 
3. Tensile failure (Figure 2.10C).  The base of an overlying block may develop a horizontal 
failure plane across the unit.  When the tensile strength is less than the stresses produced by 
the weight of the material under gravity then the soil beneath the failure plane may fall.  The 
failure is facilitated by the formation of a tension crack at the bottom of the overhang, 
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between the block and bank face.  This crack may be formed by expansion when the block is 
exposed on its upstream or downstream sites.  The removal of overburden material, creating 
a change in the effective pressure, allows the material to move always from the bank surface.  
Desiccation (Section 2.2.3) may also aid the formation of the crack by drying and shrinking 
aggregates.    
 
2.4.3 Planar Failures 
 
A planar failure plane often found in steep (>60o) relatively low banks may lead to a wedge of 
slab failure (Osman and Thorne, 1988).  The basic bank profile, and the controlling factors, used 
in the consideration of a planar failure are shown in Figure 2.11.  
 
 
Figure 2.11 Idealised bank profile used in simplified bank stability analyses.  Symbols: β = failure 
plane angle, α = uneroded bank angle, Wt = weight of failure block, FD = driving force, FR = 
resisting force, H = total bank height (Darby et al., 2000).   
 
Long shallow planar failures, of around 1-4 m in depth, may be termed translational failures 
(Selby, 1982).  The shallow depth does not require the same deep percolation of water 
experienced in other failures, the infiltration of heavy rainfall is sufficient to trigger the collapse.  
A combination of blocks sliding and/or debris flows (Section 2.4.6), depending on the variability 
in moisture content, may distinguish this failure.   
 
Failures, often found in steep alluvial material on the outside of meander bends, may be modelled 
using the Culmann analysis (Selby, 1982): 
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γ −−= cos1
cossin4cHc         (2.9) 
Where: 
Hc = critical height of slope for stability (m); 
c = internal cohesion of the soil (kPa); 
γ = unit weight of soil or rock at a natural moisture content (kN m-3); 
β = angle of the surface slope (o); 
φ = angle of internal friction (o). 
 
This model is based around the total stress on the sediment, not including the pore pressures 
within the sediment, and so should be applied to permeable soils.  The failure is considered to 
take place at the same time over the whole failure plane.  In fact the elasticity and heterogeneity 
of riverbank sediment has the potential to fail at different times along the failure plane (Lohnes 
and Handy, 1968; Little et al., 1982).  The tension cracking at the back of the failure will alter the 
position of the failure plane and so the model may be re-written to include a tension crack that 
extends to around one-half of the total bank height (Thorne, 1982): 
 
⎟⎠
⎞⎜⎝
⎛ +⎟⎟⎠
⎞
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⎛=
2
45tan2' φγ
cHc        (2.10) 
 
Even including tension cracks there are still problems in applying Equation 2.10, these are 
summarised by Darby et al. (2000, p. 177). 
 
1. The failure plane is constrained to pass through the toe of the bank.  Field observations 
indicate this is sometimes unrealistic (Simon et al., 1991). 
2. The effects of soil pore water pressures and the hydrostatic confining pressure of water in the 
channel are usually either ignored, or characterised by a simplified pore pressure ratio term 
(Simon et al., 1991). 
3. Application of the planar failure analysis is restricted to very steep banks (Taylor, 1948; Millar 
and Quick, 1997). 
 
In response a computer program has been developed for stability analysis of steep, cohesive 
riverbanks.  The model used to create the computer program is summarised by Figure 2.12.  
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Figure 2.12 Definition diagram for the Darby-Thorne bank stability analysis (modified after 
Darby and Thorne, 1996).  Symbols: K = tension crack depth, Kh = relic tension crack depth, i = 
angle between resultant of hydrostatic confining force and normal to failure plane, β =failure 
plane angle, U = hydrostatic uplift force, Fcp = hydrostatic confining force, ω = angle at which 
the resultant of the hydrostatic confining force is directed, α = uneroded bank angle, GWSE = 
groundwater surface elevation, WSE = surface water elevation, Wt  = failure block weight, FD = 
driving force, FR = resisting force, yfb = floodplain elevation, yt = base of ‘vertical face’, ys = 
elevation of base of uneroded bank slope (base of ‘upper bank’), yf = elevation of base of failure 
plane, yk = elevation of base of tension crack, H = total bank height, H’ = uneroded bank height, 
L = length of failure plane.  The terms ‘vertical face’ and ‘ upper bank’ are defined and used by 
Simon and Hupp (1992) (Darby et al., 2000, p. 176). 
 
In his suggested model of downstream changes in bank erosion Lawler (1992a; 1995) used 
Equation 2.10 to estimate the critical height at which bank of known sediment cohesion (c), 
saturated bulk unit weight (γ), and friction angle (φ), will fail.  Models of channel geometry 
throughout a river’s longitudinal profile (Leopold and Maddock, 1953; Prestegaard, 1988) mean 
that for a given bank sediment the critical point within the catchment for planar failures to be 
initiated can be identified when the channel exceeds the critical failure height (Hc).   
 
These models of channel geometry usually predict sediment fining downstream resulting in 
higher banks formed by more cohesive sediment.  The models of channel geometry are probably 
based around straight channel reaches with a ‘predictable’ geometry, rather than areas with riffles 
and pools.  This could cause an underprediction of bank heights.  The model (Lawler, 1992a) also 
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assumes the catchment to have a single sediment type, bank angle, riparian vegetation and 
channel-margin hydrology.   
 
The model has the ability to predict the regions within a catchment that are of a sufficient bank 
height to fail by a slab or wedge failure mechanism.  It is suggested (Lawler, 1992a) that the 
technique could be extended to predict the critical point in the catchment for other types of mass 
failure to occur.  Implicit within the model (Figure 1.1) is the assumption that once the critical 
height for a failure has been reached the failures downstream will become larger or more 
frequent, and therefore have a greater efficacy, as the bank height increases.   
2.4.4 Pop-out or Draw-down Failures 
 
The failure processes needed for pop-out failures are similar to those needed in sapping and 
piping erosion (Section 2.2.3).  Seepage concentrated at the base of a steep bank may result in a 
failure plane at the bank base.  Rather than removing individual particles of sediment a block, or 
blocks, of material are eroded.  The increased cohesion of the upper bank sediment, basal 
position of a single sandy preferential flow path, or elevated seepage potential due to a higher 
bank and/or rapidly receding hydrograph falling limb, may all cause a mass failure as opposed to 
piping or sapping.   
 
An alcove shaped cavity remains in the bank after the failure has occurred, this is a distinctive 
means of identification (Thorne, 1993).  The upper soil is then left overhanging, probably due to 
the greater shearing strength provided by the root zone.  This unsupported material then has the 
potential to fail as a cantilever failure (Section 2.4.2).   
 
Relatively little research has been undertaken on the mechanisms that cause pop-out failures, 
probably because of their rapid nature, and the difficulty in prediction.  
Understanding/monitoring the distribution of pore water pressures in the bank during the 
failures would be useful.   
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2.4.5 Rotational Failures 
 
Physically a rotational failure can often be identified in the field by the deep seated, curved failure 
scars; back-tilted towards the intact bank failure blocks; and arcuate shape of the intact bank line 
behind the failure mass (Thorne, 1993).  High, gently angled (<60o) slopes are needed in a 
cohesive material in order to attain the shear stresses need to initiate the failure.  Cohesive 
materials, such as clay, have increasing shear stresses with depth that can become higher than the 
shear strength.  The frictional forces in non-cohesive sediment increase with depth, and so limit 
the ability for a failure plane to develop.   
 
The stability of a bank with respect to rotational failures may be modelled using the Bishop’s 
simplification of the method of slices (Bishop, 1955), cited in Selby (1982) and Thorne (1991).  
The analysis involves a two dimensional analysis of the cross-section of the failure.  The section 
is divided up into segments that are analysed individually and then summed together (Figure 
2.13).  
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Where: 
Fs = factor of safety with respect to a 
rotational slip; 
c’ = apparent cohesion; 
W = weight of a slice; 
ø’ = apparent friction angle. 
 
 
Figure 2.13 Slices method of analysis for 
rotational failures (Thorne, 1982, p. 239). 
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The requirements of high, gently sloping, cohesive banks are not often met in U.K. catchments.  
Thorne (1978) did identify a rotational failure in the mid-catchment on the River Swale, U.K.  
This was, however active on an artificial embankment.  Larger drainage basins, such as those 
found in the Americas (Laury, 1971; Brunsden and Kesel, 1973; Kesel and Baumann, 1981; 
Pizzuto, 1982; 1984; Simon, 1989), may be more likely to attain high cohesive banks naturally in 
their downstream reaches.   
  
2.4.6 Sediment Flows 
  
There are three different flow typologies: 
 
1. Debris flow; 
2. Earth flow; 
3. Mud flow. 
 
These categories correspond to the liquefaction of coarse debris, fine grained soil and clay 
respectively (Selby, 1982).  The loss of coherence of the soil to cause the flow may be facilitated 
by: 
 
1. Soils having been remoulded after a landslide has disturbed it; 
2. The presence of clays with high liquid limits in regions of high rainfall; 
3. The presence of clays with low liquid limits in regions of low rainfall; 
4. Soils with relatively open fabrics, due to flocculation during deposition or thawing of soil ice; 
5. The collapse of material at the head or sides of the failure, loading the sediment beneath and 
creating high pore pressures.   
 
There is a paucity of work identifying flows as a mechanism of bank erosion.  This may be 
because they form near to larger failures, such as rotational failures, which are more prominent.  
They are included within this work as they were observed to be active at the monitoring sites in 
this study.   
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2.5 THE INFLUENCE AND VARIABILITY OF RIPARIAN VEGETATION 
 
“… vegetation effects are complex, and vegetation cannot be classed simply as a benefit or 
liability to bank stability without detailed consideration of other factors including the processes 
responsible for retreat or advance, bank material properties and bank geometry, and the type, age, 
density and health of the vegetation.”  (Thorne, 1990, p. 125) 
 
Some of the main influences that vegetation exerts on bank erosion process are summarised in 
Tables 2.2 and 2.3.  There are a few processes of erosion, such as fluid entrainment (Haslam, 
1978; Murgatroyd and Ternan, 1983) that have been found to be both enhanced and inhibited by 
vegetation.  Caution must therefore be applied when considering the effects that vegetation will 
have on bank erosion.   
 
The seasonal growth patterns of vegetation in temperate climates create differing vegetational 
effects over an annual cycle.  Typically perennial plants die back during the winter in the U.K. 
leaving the bank surface free from vegetation during the period of greatest flood frequency 
(Haslam, 1978).  During the same period the loss of leaves on deciduous trees will reduce their 
susceptibility to windthrow.  The regrowth of perennial vegetation may mean that more flexible 
vegetation is introduced at the bank face, rather than the continued growth of ‘woody’ annual 
species.  This could result in the annual regrowth of vegetation with the ability to reduce 
boundary shear stresses.  
 
To reduce ‘snagging’ (increasing channel boundary shear stresses) vegetation that regrows on the 
channel margin has been removed as a catchment management tool (Gurnell and Sweet, 1998) 
(Section 2.2.3).  Without the protection of plants the amount of bank erosion may be increased, 
due to the higher boundary shear stresses, resulting in a wider channel.  This change in channel 
morphology may further increase boundary shear stress due to a less efficient hydraulic radius 
(Section 4.4.2) (Thorne, 1990).   
 
In terms of spatial distribution of vegetational effects on bank erosion Dunaway et al. (1994) 
researched the effect of different substrates on vegetation growth and fluvial entrainment.  The 
resistance of clay soils to fluvial entrainment was found to decrease with the presence of 
vegetation.  This may be because of the poor drainage and aeration conditions in the clay 
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restricting the root growth, and in the root zone the cohesion of the soil is reduced by rhizome 
growth.  This has implications for the downstream distribution of entrainment.  If clay material is 
prevalent in the lower river reaches of a catchment the upper root zone may be preferentially 
eroded in these areas.   
 
ENHANCED EROSION 
PROCESSES 
VEGETATION INFLUENCE 
Subaerial Preparation 
(Piping) 
If large woody roots are present they may break up 
imbrication and soil structure.  If the vegetation dies 
then the degradation of roots may result in preferential 
flow pathways, leading to piping erosion (Section 2.2.3) 
(Thorne, 1990). 
Fluvial Entrainment 
If the bank vegetation is woody and fibrous its flexibility 
will be limited.  Isolated trees can affect the flow 
structure during inundation leading to local scouring 
effects (Pizzuto and Meckelnburg, 1989).  Afforestation 
may reduce grass growth, decreasing root cohesion shear 
strengths (Murgatroyd and Ternan, 1983). 
Mass Failure 
(Cantilever Failure) 
The greater cohesion in the rooting zone (Smith, 1976) 
can lead to preferential erosion in the basal bank areas.  
This results in overhanging material than can collapse as 
a cantilever failure (Section 2.4.2). 
Mass Failure  
(Windthrow) 
The force of wind on the above ground surface sections 
of trees can lead to disruption of the soil matrix.  
Weakening of the shear strength by vibrations may 
precede a complete collapse of the tree, and the 
associated sediment around the root mass (Abernethy 
and Rutherfurd, 1998).  The surcharging of the bank by 
increasing vegetation weight may also contribute.   
Table 2.2 A description of the processes of erosion that are enhanced by riparian vegetation. 
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INHIBITED EROSION 
PROCESSES 
VEGETATION INFLUENCE 
Subaerial Preparation 
(Frost Action) 
The microclimate provided by the vegetation canopy 
could potentially reduce the incidence of ground frost.  
Stott (1997) found that erosion was reduced on forested 
streams compared with a moorland stream in the same 
catchment (Section 2.2.2).  
Subaerial Preparation 
(Desiccation) 
Shading provided by riparian vegetation can reduce the 
temperature extremes in the summer months, and hence 
the maximum temperature on the soil surface.  The 
lower evaporation on the surface can reduce both direct 
desiccation erosion, and the enlargement of tension 
cracks.   
Fluvial Entrainment 
Flexible plant stems can reduce the boundary shear 
stress at the inundated bank surface.  The resistance of 
the plant to breaking and tearing will determine the 
effectiveness of the plant during high flows.  Stems 
breaking may reduce the amount of erosion, as drag is 
reduced, however the roots will still bind the sediment 
together (Haslam, 1978). 
Mass Failure  
 
Interception, evapotranspiration, and increased soil 
suction reduce the amount of water effectively reaching 
the soil (Thorne, 1978).  This may reduce likelihood of 
soil saturation leading to mass failures.   
Table 2.3 A description of processes of erosion that are inhibited by riparian vegetation. 
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2.6 ANTHROPOGENIC INFLUENCES ON EROSION PROCESSES 
 
Human impact on bank erosion may be both deliberate, in terms of bank stabilisation, and 
accidental due to an alteration in land-use or water abstractions upstream.  The capacity of the 
channel geometry to transport high flows may be altered by removing vegetation (Thorne, 1990) 
(Section 2.5), protecting the banks with hard or soft protection, or by straightening or embanking 
the channel (Hemphill and Bramley, 1989).  These alterations affect both the flow resistance at 
the channel boundary and alter the strength of the bank material.  If hard or soft protection is 
poorly designed, or built, then it may become ineffective due to fluvial undercutting, or collapse 
due to mass failure.  Undercutting of rip rap and gabions took place on the River Swale, U.K., 
due to bed elevation lowering and undercutting, and the hard engineering structure lost 
competence and subsequently failed (Dunnett, 1994). 
 
Altering the sediment input to the channel upstream by mining, reservoir flushing (Leeks and 
Newson, 1989), and construction work (Trimble, 1995), can change the entrainment potential of 
the river.  The concept of basal endpoint control (Section 2.3.4) may be used to predict the 
change in channel geometry resulting from altering the sediment input to the system (Simon and 
Darby, 1997).  Schumm (1994) warns that the degree to which these factors alter the natural 
system may in some cases be overstated.  
 
The geomorphological effects downstream of dams were researched by Brandt (2000), and the 
cross-sectional changes summarised (Figure 2.14).  The worst case, in terms of lateral changes 
from bank erosion, resulted from the sediment load being less than the flow capacity and the 
discharge being increased due to the diversion of another watershed into the reservoir.  The 
effect of reservoirs on channel morphology downstream may be limited in the U.K. due to the 
small size of the affected catchment areas compared to the total drainage area (Petts, 1980).   
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Figure 2.14 Schematic examples of the possible resulting cross-sectional geomorphology, after 
changes in water discharge, Q, and the relation of sediment load to sediment transport capacity.  
Grey lines signify cross-sections before the dam construction and black lines after the dam 
construction.  Note that in Case 1, degradation may not occur if the reduced water discharges are 
not capable of eroding and transporting the bed material, even though the full flow capacity is 
not used (Brandt, 2000, p. 383). 
 
Increased grazing of the riparian area, with less fallow periods, can reduce the amount of bank-
top vegetation.  Direct rainfall on to the surface, may increase rainsplash erosion (Section 2.2.4).  
The amount of desiccation and frost action may also be increased (Sections 2.2.2 and 2.2.3) 
caused by the microclimatic changes.  Deeper root cohesion provided by varied vegetation cover 
may also decline (Sansom, 1996).  Removal of instream and bank surface vegetation due to 
grazing may therefore reduce the bank cohesion from root growth, and increase the amount of 
entrainment.  
 
Trampling by cattle can create ramps down to the river, which induce greater turbulence and may 
self-perpetuate during high flows (Trimble and Mendel, 1995).  By sliding down the bank and 
rubbing against the bank surface cattle can remove surface sediment.  Grazing near to the bank 
edge can create trampled paths that may develop into failure planes for mass failures, whilst 
failures can be initiated by the weight of animals on the sediment.   
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2.7 PROCESS COMBINATIONS AND INTERACTIONS 
In order to understand the processes that may be active at in a particular situation they have been 
considered separately (Sections 2.2-2.4).  In most cases a combination of processes will occur 
either together and/or in succession to prepare and erode sediment, examples of these 
combinations are given in Table 2.4.   
 
PRECONDITIONING 
PROCESS 
SECONDARY 
PROCESS 
INTERACTION MECHANISM 
Subaerial Preparation Fluvial 
Entrainment 
Subaerial processes such as frost action (Section 2.2.2) 
and desiccation (Section 2.2.3) may weaken the bank 
material, and relocate it in the bank profile as a bank 
retreat process.  The removal of material from the site, 
bank erosion, will be dominated by fluvial entrainment 
(Section 2.3). 
Subaerial Preparation Mass Failure Tension crack enlargement by subaerial preparation 
such as frost action (Section 2.2.2) and desiccation 
(Section 2.2.3) may result in the failure block reaching 
its critical factor of safety, and subsequently failing.  
Increases in pore water pressures along the failure 
surface caused by water infiltrating through tension 
cracks may have a similar result (Rinaldi and Casagli, 
1999).  
Piping, Sapping and 
Pop-out Failures 
Mass Failure Removal of basal material by the preparation processes 
leaves the upper bank material unstable.  This may 
result in the mass failure of the upper bank (Haggerty, 
1991a), for example as a cantilever failure (Section 
2.4.2).   
Fluid Entrainment Mass Failure Removal of basal material by fluvial entrainment, 
which may have been subaerially prepared, leads to 
instability in the overlying material.  This may prepare 
the upper bank for a form of mass failure (Davis and 
Gregory, 1994).   
Increasing Pore 
Water 
Frost Action, 
Fluid 
Entrainment, 
Mass Failure 
Increased pore water may result in a greater moisture 
supply to the freezing bank surface, increasing the 
amount of frost action (Section 2.2.2).  Weaking of 
interparticle forces upon saturation (espectially in 
cohesive material) means that entrainment (Section 2.3) 
will be more effective.  The increased weight of the 
bank whilst saturated increases the likelihood of mass 
failures (Section 2.4).   
Mass Failure Fluvial 
Entrainment 
Bank retreat by mass failure (Section 2.4) may be 
tranformed into bank erosion by the entrainment of 
weakened and relocated material.   
Table 2.4  The interactions between different processes of erosion.   
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As well as individual processes creating the conditions for process combinations they may also 
result from changes in the hydroclimatology of a riverbank.  Variations in the river stage alter the 
level at which entrainment and bank saturation may occur.  This can result in a difference in 
processes during periods of high flow in the spring and low flow in the winter, or at a shorter 
temporal scale differences before, during, and after a flood event.  The seasonal changes in 
climate also create changes in the type and intensity of different processes.  An example of this is 
frost action being more influential in the colder winter months and desiccation in the drier 
summer months.   
 
Spatial variations of the bank stratigraphy may cause combinations of processes to be active at 
the same time.  Coarser basal material will erode in a very different manner to overlying cohesive 
material, both due to the sedimentology and more frequent inundation.  Differences in hydraulic 
conductivity due to varying grain sizes may result in preferential seepage, possibly resulting in 
piping and sapping in specific regions.  The potential for a cantilever to also form is aided by the 
presence of bank top vegetation increasing the strength of the bank surface and rooting zone.  
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2.8 SUMMARY 
 
1. Three broad classifications of bank erosion appear explain most of the processes of bank 
erosion.  These are sub-aerial, fluvial entrainment and mass failure processes.  There are 
complex interactions between these three categories making them difficult to differentiate 
into individual processes in practice.  The effects of anthropogenic activity may also alter the 
processes that are occurring at a site. 
2. Many of the processes of erosion described have not been specifically investigated on 
vertically exposed riverbanks, such as rainsplash erosion (Section 2.2.4) which has more of a 
research focus in the area of agricultural runoff. Fluid entrainment research has been 
concentrated on riverbed material rather than bank sediment.  There is also a lack of research 
into the processes of desiccation, ice lens growth, slaking, pop-out failures, and sediment 
flows.  This may be because of the lack of adequate monitoring equipment, or the lower 
visual impact of these processes after an erosion event due to entrainment.   
3. The following chapters seek to research the distribution of these processes spatially and 
temporally at a catchment scale.  Many of the process examples from this chapter are related 
to specific case studies at differing points spatially in a catchment.  Catchment scale models 
of erosion, and a compilation of rates and processes identified at different DBA by other 
authors will be discussed in Chapter 7. 
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CHAPTER 1 
INTRODUCTION 
 
1.1 RESEARCH BACKGROUND 
 
1.1.1 The Importance of Bank Erosion in the Fluvial System  
 
Bank Erosion may be defined as: 
“Detachment, entrainment and removal of bank material as individual grains or aggregates by 
fluvial and subaerial processes” (Lawler et al., 1997, p. 148) 
 
 The bank can also erode during a Bank Failure, which may be defined as:  
“Collapse of all or part of the bank en masse, in response to geotechnical instability processes” 
(Lawler et al., 1997, p. 148) 
 
The removal of sediment from the sides of the river channel and its subsequent transport by the 
river has implications throughout the river system.  The supply of sediment into suspension 
(Walling et al., 1999) can increase the river turbidity affecting inchannel flora, fauna, and 
anthropogenic abstractions (Haslam, 1978; National Rivers Authority, 1996).  Pollutants, both 
natural and anthropogenic, may be released into the channel as the bank erodes resulting in water 
supply problems and hazards where sedimentation occurs on bank tops (Lewin et al., 1977; Lecce 
and Pavlowsky, 1997; Green et al., 1999; Carroll et al., 2000; Sedgewick, 2000).  The sediment load 
may lead to problems of reservoir, or channel, siltation affecting fish spawning grounds (Petts et 
al., 1993; Pentz and Kostaschuk, 1999) and navigation routes.  
 
The movement of the channel as the bank erodes produces land-use problems.  The 
encroachment of rivers into urban areas, with the potential of large and rapid mass failures, is a 
costly process (Schumm, 1994).  Riparian zones are also often fertile areas supplying land for 
agricultural use, which may be removed by erosion (National Rivers Authority, 1995a).  
Amending this problem through engineered structures, both soft and hard, to deflect impinging 
flow patterns can lead to unsightly structures, which have often proved inadequate because of the 
lack of understanding of the erosion system (Hemphill and Bramley, 1989).  The reshaping of 
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disturbed channels, through river restoration schemes, could also be managed more effectively 
with a knowledge of stable bank morphologies (Downs and Thorne, 1998; Richter et al., 1998). 
 
It is apparent that understanding bank erosion can be important in economic, social and 
environmental terms (Table 1.1).  Understanding when, where and how a riverbank is likely to 
erode, allows the assessment of potential costs involved in mitigating measures.  
 
“One of the main tasks of a geomorphologist is identifying those river basins, or reaches, that 
may be potentially susceptible to future environmental change and those presently subject to 
dynamic adjustment to altered channel or climatic conditions” (Macklin and Lewin, 1997, p. 15). 
 
Connectivity within the fluvial hydrosystem and environmental impact 
< Quantitative field techniques and surveys enabling sediment sources to be traced. 
< Studies of the downstream impacts on river channel morphology of river regulation, channelisation, and river 
training 
< Preliminary equations for catchment sediment yield prediction in relation to land use change (e.g. agriculture, 
mining, deforestation and urbanisation), and assessment of the impact of change on the downstream fluvial 
system 
 
Historic legacy, chronology and channel adjustments 
< Studies of channel process (e.g. bed and bank erosion and bedload and suspended sediment transport rates) 
< Examination of the role of importance of floodplain stratigraphy on channel adjustment 
< Quantification of rates and modes of sediment movement within the fluvial system 
< Studies of past channel adjustment in relation to climatic and anthropogenic change 
 
Landscape sensitivity 
<Qualitative and quantitative field techniques and modelling to identify instability 
< Analysis of river channel cross-sections and planform to predict future change 
< The influence of large flood events, land use changes and climatic changes 
 
Eco-geomorphology 
< Appraisal and design of mitigation and enhancement measures and restoration projects 
< Determination of instream flow requirements 
< Fluvial auditing and river channel typologies 
Table 1.1 A summary of the key aspects of fluvial geomorphology that have direct relevance to 
river engineering, including research into bank erosion as part of the study of channel adjustment 
processes (Gilvear, 1999, p.231). 
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1.1.2 The Influence of Catchment Scale on Bank Erosion  
 
“The main factors controlling channel form are discharge, sediment load, bed and bank material 
composition, and valley slope.  All can vary considerably along and between rivers.”  (Knighton, 
1987, p. 97) 
 
Hooke (1980) found that increasing erosion rates on Devon streams were loosely related to 
increasing drainage basin area (DBA), and that the rates compared well with a database of 
different bank erosion studies.  The differing rates of erosion may be due to: 
 
1. A change in the efficacy of a single erosion process as the DBA increases; 
2. The geographic change in study locations, through alterations in variables such as climate, 
geology or flow regimes;  
3. A change in type, or combination, of erosion processes that are active at different DBA 
values (Lawler, 1992a; 1995; Brierley and Murn, 1997; Abernethy and Rutherfurd, 1998; 
Lawler et al., 1999); 
4. Varying methods of measurement and length of measurement periods (Hooke, 1980; Lawler, 
1993a; Harris, 1996). 
 
Lawler (1992a; 1995) suggested that there was a downstream trend in the distribution of erosion 
processes at a catchment scale.  The trends in process efficacy were suggested to be determined 
by the fact that variables such as temperature, rainfall, stream power (a product of slope and 
discharge (Section 2.3.3), and sediment size are related to the longitudinal slope of the river.    
 
The model is sub-divided in three main process categories (Figure 1.1); subaerial preparation 
processes; fluvial entrainment; and mass failure.  The factors that influence these process 
categories are shown in Table 1.2.  
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Figure 1.1 A hypothetical model of changing bank erosion process efficacy with distance 
downstream a river catchment (Lawler, 1995, p.181). 
 
INFLUENTIAL FACTORS IN BANK EROSION SYSTEMS 
Subaerial 
Processes 
Microclimate, especially temperature 
Bank composition, especially silt/clay percentage 
Fluvial Processes 
Stream power 
Shear stress – but actual distribution influenced by position of primary currents 
Secondary currents 
Local slope 
Bend morphology – cs, curvature 
Bank composition 
Vegetation 
Bank moisture content 
Mass Failure 
Bank height 
Bank angle 
Bank composition 
Bank moisture content or pore water pressure/tension 
Table 1.2 Influential factors in bank erosion systems in terms of Preparation Processes, Fluvial 
Entrainment, and Mass failures (Lawler et al., 1997, p. 150). 
 
Subaerial preparation processes (Section 2.2) were subdivided into frost action and desiccation 
(Lawler, 1995).  The efficacy of frost is thought to decline downstream through the catchment as 
the temperature increases, alongside decreasing altitude (Lawler, 1988a).  Desiccation was 
proposed to increase in efficacy downstream alongside a reduction in rainfall and an increase in 
summer air temperatures and associated evapotranspiration rates (Bello et al., 1978).  The overall 
sediment contribution from subaerial preparation processes should stay almost constant due to 
the increasing influence of desiccation compensating the decline in frost action (Figure 1.1).  As 
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other erosion processes become increasingly important downstream the efficacy of subaerial 
preparation decreases downstream, even though the sediment production theoretically remains 
almost constant.   
 
Fluid entrainment (Section 2.3) was thought to follow the same trend as stream power (Section 
2.3.3) throughout the catchment.  The boundary shear stresses responsible for entraining bank 
sediment are approximated by stream power, which have been observed/modelled to peak in the 
mid-catchment region (Graf, 1982; 1983; Lewin, 1982; 1983; 1987; Knighton, 1987; 1999; 
Couperthwaite, 1997) (Figure 1.1).  The bank material may also be more erodible in the middle 
catchment reaches as coarse material theoretically dominates in the upper reaches (Harris, 1996) 
whilst downstream the increasing clay content results in greater cohesion (Lewin, 1983). 
 
The retreat of the bank by mass failure was modelled using the modified Culman analysis 
(Thorne, 1982) (Section 2.4.3).  This analysis uses the bank sediment properties of cohesion, unit 
weight and friction angle to determine the critical vertical bank height required for a wedge/slab 
failure.  Using a model of exponentially increasing bank height downstream (Leopold and 
Maddock, 1953; Prestegaard, 1988), and a uniform sediment size thoughout the catchment, the 
region of the catchment that exceeds the critical height for failure can be estimated.  This allows a 
zone of mass failure dominance to be identified; theoretically rising in efficacy as bank height 
increases downstream.  
 
The overall conclusions reached by constructing the model were that there should be a shift in 
process dominance downstream, from subaerial preparation upstream, to fluvial entrainment in 
the mid-catchment, through to mass failure downstream.  The conclusions are based around 
theoretical models and field observations of individual processes; however, no systematic field 
examination has been undertaken.  A field-based validation of the theoretical model would need 
to meet the following criteria: 
 
1. The geographic location of the monitoring sites would need to be similar, to avoid problems 
of differing geology, climate and stream power not associated with a rivers longitudinal 
change.  This would be best achieved using a single catchment. 
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2. Similar measurement methods should be used at each monitoring site to reduce the potential 
for differing accuracy’s to occur, which may have affected the comparisons of different 
erosion rate studies (Lawler, 1993a).   
3. The measurement techniques should be able to infer separate erosion processes as opposed to 
the cumulative rate of erosion over a known period, which has often been determined in the 
past.   
 
 “Field studies are required to support investigations of the rates and directions of change in 
channels with actively adjusting widths and to allow measurements of flow fields and bank 
material characteristics affecting bank erosion/accretion, bank stability, and processes of bankline 
retreat and advance.”  (Thorne et al., 1998, p. 897)  
 
1.1.3 Seasonal Changes in Bank Erosion 
 
Studies into rates of erosion have identified a seasonal trend over the annual erosion cycle.  
Winter-spring periods have been observed to contain an elevated period of erosion, whilst the 
summer has relative low erosion rates (Wolman, 1959; Hooke, 1979; Lawler, 1986; Bull, 1997; 
Stott, 1997).  This distribution may be due to the winter-spring maintaining: 
 
1. Higher flood frequencies, resulting in the potential for more entrainment (Hooke, 1979); 
2. Increased periods of catchment wetness, reducing the bank shear strength through elevated 
pore pressures  (Thorne, 1982); 
3. More frequent rainfall events, directly removing surface material and increasing the 
catchment wetness (Gregory and Walling, 1973); 
4. Longer periods of sub-zero temperatures, with frost action preparing the bank sediment for 
entrainment, or directly eroding the bank  (Lawler, 1986); 
5. Decreased vegetation cover, altering the microclimate allowing lower temperatures with more 
frost action, reduced flow resistance, and more efficient rainfall impacts (Thorne, 1990; 
Abernethy and Rutherfurd, 1998). 
 
If there is a downstream trend in the processes of erosion efficacy throughout a catchment 
(Figure 1.1) then the distribution of annual erosion rates may also change with each of the three 
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process categories (Subaerial preparation, Fluid Entrainment and Mass Failures) having a distinct 
seasonal erosion pattern (Table 1.3). 
 
EROSION PROCESS 
CATEGORY 
THEORETICAL SEASONAL PROCESS DOMINANCE  
Preparation 
Processes 
Frost Action would be expected to dominate during the winter 
months, with a greater frequency of sub-zero temperatures 
allowing ice formation on, and in, the bank sediment.  
Desiccation should increase during the summer months when the 
bank moisture levels are low due to lower frequency rainfall and 
flood inundation. 
Fluvial Entrainment 
Entrainment should dominate during the spring due to increased 
flood frequencies, and higher stage events (Hooke, 1979; Pizzuto 
and Meckelnburg, 1989). 
Mass Failures 
The undercutting of the bank by fluid entrainment and 
preparation processes should create the conditions for bank 
instabilities, after their dominant winter/spring activity.  This 
suggests that failures would occur later in the year than fluid 
entrainment, however, the ability of floods to saturate the bank, 
resulting in a lower sediment shear strength, means that failures 
should dominate during the main flood season. 
Table 1.3 Theoretical seasonal erosion domains of Subaerial Preparation; Fluvial Entrainment; 
and Mass Failure Processes.    
 
The result of the temporal distribution of erosion should result in the upper catchment having a 
winter dominated erosion season due to the dominance of subaerial preparation.  However, the 
subaerial processes prepare the bank for erosion by another mechanism, as well as directly 
eroding the bank.  The process of erosion that removes the weakened material will determine the 
timing of the actual erosion event.  Understanding which is the main ‘secondary’ erosion agent 
will have implications on the dominant erosion season. 
 
Further downstream the efficacy of fluvial entrainment should result in the spring floods, after 
the winter period of frost action, extending the erosion season.  The lower catchment should 
have peak erosion during the main flood season at the same time, or just after, entrainment 
because of bank saturation and fluvial undercutting.  The relative combination of processes 
throughout the catchment, and their differential efficacy spatially, requires investigation to 
determine the true temporal and spatial distribution of erosion processes.   
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1.2 AIMS AND OBJECTIVES  
 
1. To assess, quantify, and explain downstream changes in the seasonality of bank erosion rates 
at sites throughout a catchment.  
 
2. To examine the timing of erosion at an event timescale in order to identify the magnitude and 
frequency of individual erosion processes, and the interactions between groups of processes.   
 
3. To investigate the relative influence of catchment characteristics on rates and processes of 
erosion.  This will be achieved by examining a more comprehensive database of physical 
characteristics than has been used before.  This would include catchment changes in bank 
sedimentology, climate, hydrograph shape, channel dimensions, and stream power.   
 
4. To develop a model of catchment scale downstream change in bank erosion efficacy in terms 
of rates and processes.  This model will be put in context against previous catchment scale 
models of erosion efficacy, and the rates and processes from other studies.   
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1.3 THESIS STRUCTURE  
 
 
 
INTRODUCTION 
? Research Gap 
? Aims and Objectives 
LITERATURE REVIEW 
Identification of previous bank erosion 
research, focusing on: 
1.  Subaerial Processes; 
2.  Fluid Entrainment; 
3.  Mass Failures. 
METHODOLOGY 
? Site selection 
? Catchment instrumentation 
Erosion Rates 
Measurements from 9 sites 
throughout a catchment, at a 
fortnightly interval 
Environmental Variables 
Measurements of downstream variations in: 
1.  Bank and bed sedimentology; 
2.  Climatology; 
3.  Channel morphology;  
4.  Hydrology; 
5.  Vegetation. 
Quasi- continuous 
Erosion Rates 
Measurements in the upper-
middle-lower catchment, at a 
15 minute interval
Determination of the catchment spatial 
variation of Stream Power Multiple Regression 
Analysis 
Inferences of Erosion 
Processes at an Erosion Epoch 
time-scale throughout the 
catchment 
Inference of Erosion 
Processes at an Event 
time-scale 
DISCUSSION 
? Testing of Theoretical Model of downstream change 
in erosion process efficacy 
? Comparisons against the results of other bank erosion 
research 
 
CONCLUSIONS AND FURTHER 
WORK 
RESULTS 
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CHAPTER 3 
METHODOLOGY 
 
 
3.1 INTRODUCTION  
 
To test the model presented by Lawler (1992a; 1995) the downstream changes in erosion 
processes, discussed in Chapter 2, were monitored.  The aims of this chapter are to introduce the 
reasoning behind the selection of the study area, individual monitoring sites and the monitoring 
regime used.  By presenting the study area in terms of geographical position, geology, climate, 
hydrology, vegetation, and land-use the catchment may be put into context against other studies.   
 
The differing types of instrumentation used within the study are outlined so a cohesive picture of 
the monitoring framework can be built up.  The advantages and disadvantages of the differing 
techniques used are discussed so that an objective view may be gained of the strengths and 
weaknesses of each set of data collected. 
 
3.2 STUDY AREA SELECTION 
 
The study area selection was based on the following criteria: 
 
1. The study should be based around a single catchment, rather than a number of studies at 
different DBA values or distances from the river source.  This avoids the inclusion of 
different hydrologic regimes, and catchment morphologies increasing uncertainty between 
study sites.   
 
2. An ideal system would be completely ‘natural’ so that the downstream change in an 
undisturbed catchment could be identified.  This would allow the effects of anthropogenic 
activity to be assessed, and the effect of altering components of the natural system to be 
predicted.  An example of this would be determining the effect of adding a reservoir to a 
catchment, and the different changes caused by placing it in different positions in the 
longitudinal profile. 
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3. The scale of the chosen catchment should be large enough to encompass all of the bank 
erosion mechanisms under consideration.  If the catchment were not large enough to attain a 
critical bank height that could initiate mass failures (Section 2.4) then the study would be 
restricted.   
 
4. Reliable climatic and hydrological background data, such as that collected by the 
Environment Agency (EA) and Centre for Ecology and Hydrology (CEH), would allow 
supporting evidence for measurements taken by this study.  Longer-term records also allow 
the monitoring period to be put into context against other hydrological and climatic events.   
 
5. The need for frequent site visits for process observations over a two-year period meant that 
the chosen catchment needed to be within a reasonable travel distance of Birmingham.   
  
Although both the Severn basin in Wales, and Ouse basin in North Yorkshire (Figure 3.1) 
fulfilled the selection criteria the Ouse basin was chosen.  This enabled an exchange of 
information with the Natural Environmental Research Council (NERC) funded Land-Ocean 
Interaction Study (LOIS) (Wilkinson et al., 1997; Stebbing et al., 1998).  The monitoring by 
NERC/LOIS Special Project 231 “Dynamics of bank sediment supply and suspended sediment 
transport in lower reaches and estuaries” meant that an exchange of data, and resources could be 
made between projects.   
 
A desktop survey followed by site visits of the least urbanised tributaries of the River Ouse (the 
rivers Nidd, Wharfe, Ure and Swale) was undertaken (Figure 3.1).  All the river catchments 
contained suitable highly eroding bank erosion sites, however, the River Swale best suited the 
combination of selection criteria.   
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Figure 3.1 A map of the Yorkshire Ouse basin showing the position of rainfall, meteorological, and stage monitoring stations.
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3.3 STUDY AREA CHARACTERISTICS 
3.3.1 Geology and Pedology 
The upper catchment in Swaledale is mainly underlain by Carboniferous Millstone Grit, a 
sequence of coarse grits, sandstones, and thinly bedded shales (Jarvie et al., 1997) (Figure 3.2).  
The cap of millstone grit overlies the more erodible Yoredale series, consisting of shales, 
sandstones and limestones, which outcrop for up to 50 km along the length of the River Swale 
(Drewitt, 1991; Ainsworth and Goulder, 2000).  The lowland region of the River Swale is 
dominated by Triassic Bunter Sandstone, Mercia mudstone, and Sherwood mudstone until the 
confluence with the River Ure.  The eastern regional dip, due to the great Pennine anticline is 
responsible for the rocks becoming younger in an easterly direction.   
 
Faulting of the Carboniferous limestone measures has allowed the hydrothermal deposition of 
metalliferous minerals, such as Pb and Zn (Raistrick, 1975).  These deposits have been mined 
since the Roman era, and there are also phreatic network caves connecting with the mining 
systems (Ryder, 1975).  The boundary between the Viséan and Namurian stages of the 
Carboniferous near the base of the Main Yoredale Limestone, is the most fissured geological 
formation.  By creating a relatively fast subterranean flow route this may possibly be a factor, 
along with the valley gradient and high rainfall, in causing the river to be very “spatey” 
(Environment Agency, 1997). 
 
Glacial deposits of morainic sand and gravel laid down during the Pleistocene dominate the drift 
geology within the catchment (Law et al., 1997).  The morainic material is mostly found in the 
valley bottoms of mid-Swaledale and consists of both basic (limestone) and acidic (millstone grit) 
sources.   
 
The weathering of the Millstone Grit and the addition of organic material creates peat soils that 
dominate the uplands of Swaledale (Wright, 1977; Garcia-Ruiz et al., 1999).  In regions underlain 
by the Yoredale Series the varying rock types allow different types of pedogenesis to occur.  The 
valley bottoms contain drained loam and gley soils providing better grazing vegetation than on 
the upland peats.  In region underlain by Triassic rocks the ‘Swale Series’ of soils consists of 
sandy loam alluvium deposits, with a high pH, and calcium carbonate content (Allison and 
Hartnup, 1981).  The resulting bank sedimentologies produced by the geology and pedology 
within the catchment will be discussed in Section (4.3). 
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Figure 3.2 The geology map of River Swale catchment, North Yorkshire (Christmas, 1998, p. 70).
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3.3.2 Hydrology, Water Quality and Meteorology  
 
The River Swale stretches from its upland source in the Yorkshire Dales National Park, at an 
altitude of 700 m A.O.D., through to its confluence with the River Ure in the Vale of York 
(Figure 3.1).  The Ure then becomes the River Ouse further down the catchment, downstream of 
the confluence with the River Nidd (Figure 3.1).  The Swale has a main channel length of 109 
km, whilst the Ure extends for 111 km and finally the River Ouse flows for 75 km until it reaches 
the Humber Estuary.  The catchment area near the Swale-Ure confluence, at Crakehill (Figure 
3.1) is 1363 km2. 
 
Due to a combination of a steep longitudinal profile in the Swale’s upper sections (Section 4.4.2), 
and steep narrow valley sides, the river tends to be characteristically flashy (Environment Agency, 
1997).  The river has undergone anthropogenic alterations along its length, mainly due to early 
settlements (Fleming, 1998), and mining activity (Raistrick, 1975).  The more contemporary 
structural alterations have been focused downstream of Catterick (Figure 3.1), with the building 
of flood embankments and channel straightening (National Rivers Authority, 1995b).  This has 
left the river in the upper catchment “almost completely natural in formation until it reaches 
Richmond” (Garcia-Ruiz et al., 1999, p. 1232). 
 
The upland flow regimes were not automatically gauged on the River Swale.  Mean flow data 
were collected from the gauging stations at Richmond, and Crakehill (Table 3.1) (Figure 3.1) 
(Institute of Hydrology, 1995), however the gauging station at Richmond was decommissioned in 
1980.  The station resumed measurements and calibration in 1994, 10 km downstream of 
Catterick (Figure 3.1) (Institute of Hydrology, 1995) and the data were used to supplement the 
flow data at Low Row (Site 4) and Greystone Farm (Site 8). 
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AUTOMATIC GAUGING STATIONS SITUATED ON THE RIVER SWALE 
GAUGING STATION NAME RICHMOND CRAKEHILL 
U.K. Grid Reference NZ 146 006 SE 425 734 
Station Level AOD (m) 107.6 12.6 
Catchment Area (km2) 381 1363 
Measurement Period 1961-1980 1955-1994 
Mean Flow (m3 s-1) 10.30 19.535 
Mean Annual Flood (m3 s-1) 273.3 255.7 
Table 3.1 A description of the positions, mean flows and mean annual floods of the automatic 
river gauging stations within the Swale Catchment (Institute of Hydrology, 1995). 
 
In order to put the Swale’s current flow regime in a historical context the long-term flood/flow 
data at York (Figure 3.1) may be used, representing the changing hydrologic regime within the 
Ouse basin.  The 119 year flow record at York, up to 1996, was described by Longfield and 
Macklin (1999) (Figure 3.3).  The rising trend in flood frequency, and magnitude, over this period 
is summarised in Table 3.2. 
 
The biological and chemical GQA scores are generally high for the Swale catchment, as shown by 
the 1995 example (Table 3.3).  The General Quality Assessment (GQA) of water quality is based 
on dissolved oxygen (DO), biological oxygen demand (BOD), and ammonia.  The six classes of 
quality, and their determinate concentrations are shown in Table 3.4.  The GQA criteria for 
biological classification are shown in Table 3.5.  Diffuse agricultural sources and effluent cause 
the reduced quality of the Swale tributary, the River Wiske (Figure 3.5), from Northallerton and 
Romby sewage treatment works (Environment Agency, 1997).  
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Figure 3.3 (a) Annual maximum flood and (b) annual flood frequency at York, 1878-1996.  The 
dark line shows the five-year moving average; the horizontal line shows a long-term mean from 
1878-1996 (Longfield and Macklin, 1999, p. 1054).  
 
TIME PERIOD  CHANGE IN FLOOD MAGNITUDE AND FREQUENCY 
1878-1903 
Low flood frequencies and magnitudes close to the long-term means.  Fine sediment 
supply was high in the Yorkshire Dales uplands owing to base metal mining (Macklin et 
al., 1997), though in the lowlands reversion of arable to grassland is likely to have 
reduced sediment availability.   
1904-1943 
Flood frequency further declined and magnitude remained very low.  The cessation of 
base metal mining towards the end of the nineteenth century would have resulted in a 
marked reduction in contaminant metal and fine sediment supply.  It is likely that the 
sediment and contaminant fluxes were low, probably the lowest in the 119-year record.  
1944-1968 
Increased sediment supply from both upland gripping and lowland cereal cultivation, 
together with higher flood frequencies, would have significantly increased sediment 
fluxes in comparison with the early decades of the twentieth century.   
1969-1977 
Large-scale drainage in both upland and lowland areas continued, although extremely 
low flood frequencies and flood magnitudes would have resulted in considerably reduced 
sediment fluxes.   
1978-1996 
The most recent period has experienced the highest flood frequencies and magnitudes in 
the last 119 years.  In terms of fine sediment transport, four very large flood events 
(1978, 1982, 1991, and 1995) are likely to have remobilized considerable volumes of 
floodplain sediment through bank erosion.  Sediment supply is also likely to have 
increased markedly in this period, associated with rapidly increasing numbers of grazing 
animals and a switch to winter cereals (cf. Evans and Cook, 1986; Boardman, 1990; 
1995; Boardman et al., 1994).  The last two decades has probably experienced the highest 
rates of sediment flux over the past 120 years.   
Table 3.2 The change in flood frequency and magnitudes gauged over the past 119 years at 
York, North Yorkshire (after Longfield and Macklin, 1999). 
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SITE  DISTANCE FROM 
RIVER SOURCE 
(Km) 
BIOLOGICAL 
GQA 
CHEMICAL 
GQA 
River Swale at Keld 5.0 A A 
River Swale at Hudswell 38.4 A A 
River Swale at Catterick 49.9 A A 
River Wiske at Kirby Wiske 86.1 (Swale)  
~2.5 (Wiske) 
C C 
River Swale at Thornton Manor 107.9 A A 
Table 3.3 Biological and chemical General Quality Assessment grade from sites within the Swale 
catchment, 1995.  Data provided by the Environment Agency (cited in Christmas, 1998, p. 74). 
 
Chemical  
General Quality 
Assessment (GQA) 
DO 
 % saturation  
10 percentile 
BOD 
mg L-1 
90 percentile 
Ammonium-N 
mg L-1 
90 percentile 
A-very good 80 2.5 0.25 
B-good 70 4 0.6 
C-fairly good 60 6 1.3 
D-fair 50 8 2.5 
E-poor 20 15 9.0 
F-bad <20 >15 >9.0 
Table 3.4 General Quality Assessment chemical classification used by the Environment Agency 
based on the determinants: DO, BOD, and ammonium-N (Environment Agency, 1988, p. 179). 
 
Biological  
General Quality 
Assessment (GQA) 
Outline Description 
A-very good Biology similar to (or better than) that expected for an average and 
unpolluted river of this size, type and location.  High diversity of groups, 
usually with several species in each.  Rare to find dominance of any one 
group.   
B-good Biology falls a little short of that expected for an unpolluted river.  Small 
reduction in the number of groups that are sensitive to pollution.  
Moderate increase in the number of individuals in the groups that tolerate 
pollution.   
C-fairly good Biology worse than expected for an unpolluted river.  Many sensitive 
groups absent, or number of individuals reduced.  Marked rise in numbers 
of individuals in groups that tolerate pollution.   
D-fair Sensitive groups scarce and contain only small numbers of individuals.  A 
range of pollution tolerant groups present, some with high numbers of 
individuals.   
E-poor Biology restricted to pollution tolerant species with some groups dominant 
in terms of the numbers of individuals.  Sensitive groups rare or absent.   
F-bad Biology limited to a small number of very tolerant groups such as worms, 
midge larvae, leeches, and water hoglouse, present in very high numbers.  
In the worst case, there may be no life present.   
Table 3.5 General Quality Assessment biological classification used by the Environment 
(Environment Agency, 1988, p. 180). 
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An important variable in determining river flows, catchment moisture, and their associated 
erosion processes is the frequency and intensity of rainfall.  As a rough guide the annual average 
rainfall has been presented (Table 3.6) to show the distribution of rainfall throughout the 
catchment.  There is a decrease in average annual rainfall in an easterly direction, representing the 
combination of lower altitudes and prevailing westerly wind direction, in controlling the amount 
of rainfall.  More detail on the frequency and intensity of rainfall during the study period is 
presented in Section 5.4.1.3. 
 
Station Name National 
Grid Ref.  
Altitude 
AOD (m) 
Average Rainfall 
1941-1970  
(mm) 
Average Rainfall 
1996-1998 
(mm) 
Keld NY 892 011 320 1411 1351 
Gunnerside SD 949 982 240 - 1116 
Grinton Lodge SE 049 976 259 1019 912.1 
Richmond NZ 172 016 189 819 758 
Thirsk SE 438 818 35 640 641 
Leeming SE 306 890 32 611 646 
  D
ow
n
stream
Dishforth SE 383 711 33 - 601 
Table 3.6 Decreasing average annual rainfall moving eastward along the River Swale.  Long-term 
annual average data is from 1941-1970 (British Rainfall Organisation, 1989).  Monitoring period 
annual average data is from 1996-1998 (supplied courtesy of the British Atmospheric Data 
Centre).   
 
3.3.3 Vegetation and Land-use 
 
The Swale was divided up into three main zones based on its physical features and vegetation 
types by Holmes and Whitton (1977).  
 
1. The upper zone had a rocky substrata and largely bryophtic vegetation population of which 
the most abundant were: Chiloscyphus polyanthos, Brachythecium plumosum, Cincildotus fontinaloides, 
Eurhynchium riparioides, Fontinalis antipyretica, Grimmia alpicola, Hygrohypnum ochraceum, and H. 
luridum. 
2. The middle zone had unconsolidated substrata and the macrophytic vegetation is relatively 
sparse. 
3. The lower zone was silted and the macrophytic vegetation consisted largely of angiosperms, 
of which Potamogeton spp. was usually dominant.  
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In the uplands “large-scale gripping was initiated in the Yorkshire Dales in the 1940s, prompted 
by the introduction of grant-aid and a greater need for livestock production during the Second 
World War, which continued until the 1960s.  Rates of upland drainage increased markedly in the 
1970s and declined in the 1980s to very low levels at present (after Robinson, 1990; cited in 
Longfield and Macklin, 1999, p. 1060).  The effect of gripping has been thought to exacerbate 
downstream flooding within the Swale catchment due to the faster flow routes that it has 
potentially provided.  The distribution and amount of moorland griping in the upper Swale 
region is shown in Figure 3.4. 
 
Figure 3.4 Percentage of land upstream of York that has had moorland gripping (after 
Robinson, 1990 cited in Longfield and Macklin, 1997, p. 1060).   
 
Semi-natural woodlands consisting of self-sown and indigenous tree species occur as small to 
moderately sized woodlands in Swaledale.  The woods are mainly confined to steep valley sides 
and only make up about of 1.5 % of the catchment area in the Yorkshire Dales National Park 
(Drewitt, 1991).     
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Downstream of Reeth the main riparian vegetation is improved grassland.  This may be used for 
sheep grazing or as intensively cropped arable land.  Minuartia verna established on the north 
banks of the Swale at Catterick (Figure 3.1) (Radley and Simms, 1971) is a species commonly 
found on metaliferous mining spoil heaps.  This indicates the downstream transport of metal-rich 
sediment from the upstream gangue deposits.   
 
3.3.4 Anthropogenic Activity 
 
The Swale catchment has in the past been mined for both lead and coal (Raistrick, 1975; Macklin 
et al., 1994).  This has meant that there has been some alteration to the drainage conditions due to 
past processing works, which may also have the caused the linkage of mining passages with 
phreatic cave networks (Section 3.3.1).  Improved drainage in the upland by griping (Section 
3.3.3) may have also altered the runoff times for the upper catchment.   
 
The inclusion of the upper catchment within the Yorkshire Dales National Park has meant that 
there are prescribed land use and planning restrictions for the region.  There is little, or no, heavy 
industry throughout the Swale catchment at present, and no reservoirs within the system.   
 
There has been a systematic planting of willows along the riverbanks downstream of Catterick 
(Figure 3.1) in order to stabilise riverbanks and provide better fish habitats (Environment 
Agency, 1996). 
 
3.4 INSTRUMENTATION  
 
3.4.1 Monitoring Rationale 
 
In an ideal situation all the eroding banks in the selected catchment would be monitored 
continually.  This was not logistically feasible so the alternative was to monitor ‘rapidly’ eroding 
sites spaced throughout the catchment.  The sites were chosen so that they could be 
representative of the processes active at the highly eroding regions within each reach.  If a 
random selection of banks had been taken as the study sample, in order to be a representative 
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sample of the catchment, then the rate of erosion may well have not been sufficient to be able to 
identify the dominant erosional processes.   
 
In order to observe erosion processes in situ and in real time frequent site visits were necessary.  
The datalogged Photo-Electronic Erosion Pin (PEEP) rates of erosion, air temperatures, bank 
face temperatures, and stages (Figure 3.15), alongside manual measurements of erosion rates, all 
allowed inferences to be made about the type of erosion process that were occurring.  Comparing 
these data against field observations meant that ground truthing of logged data process inferences 
could be undertaken. 
 
An intensive study of bank and bed sediment was not possible due to time constraints; however 
the importance of these variables in influencing bank erosion was recognised.  Data were 
collected at a less intensive scale than necessary to completely describe the bank and bed surface, 
but adequate to provide baseline data on these variables.   
3.4.2 Site Selection Criteria 
 
In order to determine the position of the individual monitoring sites within the catchment a more 
detailed survey of the river by foot was undertaken.  The selection of suitable sites was based on 
the following criteria:  
 
1. The riverbank had to be actively eroding in order to give a measurable amount of erosion 
during the two-year study period.  A site was deemed to be actively eroding if there was a 
sparsely vegetated, usually steep, bank surface.  These banks often indicated that the rate of 
erosion was faster than the growth of vegetation of the bank surface, and so the bank was 
relatively active.  Local observations were often used to collaborate these inferences.  
 
2. A comprehensive coverage of eroding sites throughout the long profile of the river, 
specifically including upper, middle, and lower catchment reaches.     
 
3. The sites needed to be accessible from the road to enable monitoring to be undertaken 
efficiently.   
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4. If at all possible the eroding banks needed to be close to existing I.H. monitoring sites, in 
order to provide historic and verification data for the study.  However, none of the 
monitoring sites was in very close proximity to a gauging station.  This is because the gauging 
stations had been constructed in relatively stable reaches in order to maintain cross-sectional 
profiles for stage-discharge relationships. 
  
With all the potential sites tabulated the overall monitoring site structure was created by selecting 
sites that covered the entire catchment (Figure 3.5).  Nine was deemed to be a feasible number of 
monitoring sites (Plates 3.1-3.9) (Figures 3.6-3.14), optimising costs of both time taken to 
instrument and measure the sites and financial costs.   
 
One of the variables considered influential on the type of bank erosion was stream power 
(Section 2.3.3).  To incorporate this into the monitoring network a logarithmic spacing of sites 
was implemented from upstream to downstream (Figure 3.5).  It was hoped that this would 
mirror the theorised logarithmic increase of stream power within the upper catchment  (Lewin, 
1982; 1983; Couperthwaite, 1997). 
 
The three most downstream sites (Figure 3.1) Morton-on-Swale [7], Greystone [8], and Topcliffe 
[9] were jointly monitored with the LOIS/NERC Special Project 231.   
 
Plate 3.1 Beck Meetings (Site 1), looking upstream during a flood event (10/02/97).  The data 
logger housing is on the right hand side of the frame.    
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Plate 3.2 Hoggarths (Site 2), looking downstream with collapsed cantilever blocks in the 
foreground (16/01/97).  The rucksack on the banktop is approximately 1 m long.   
 
Plate 3.3 Muker (Site 3), looking upstream (16/01/97).  The bank is approximately 1.5 m high. 
 
Plate 3.4 Low Row (Site 4), looking upstream (23/12/96).  The pressure transducer housing is in 
the foreground, approximately 1 m of drainpipe is vertically exposed above the water.  
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Plate 3.5 Reeth (Site 5) looking downstream (15/01/97).  The pinned section is downstream on 
the right hand half of the frame.  The bankface is approximately 2 m high.   
 
  
Plate 3.6 Easby (Site 6) looking upstream (13/02/97), the bankface is approximately 4 m high.   
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Plate 3.7 Morton-on-Swale (Site 7) looking upstream (05/01/97) with snow over part of the 
bank surface.  The bank is approximately 4 m high.   
 
Plate 3.8 Greystone Farm (Site 8) looking upstream (07/03/97).  The bank approximately 2 m 
high.   
  
Plate 3.9 Topcliffe (Site 9) looking downstream (18/11/95), the banks are approximately 4 m 
high.
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Figure 3.5 A map showing the position of erosion pin and PEEP monitoring sites.  
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Figure 3.6 A site map of BECK MEETINGS (Site 1) showing the position of the monitored 
section of the bank, and the position of the channel in 1982. 
 
 
Figure 3.7 A site map of HOGGARTHS (Site 2) showing the position of the monitored section 
of the bank, and the position of the channel in 1956, and 1982. 
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Figure 3.8 A site map of MUKER (Site 3) showing the position of the monitored section of the 
bank, and the position of the channel in 1956, and 1982. 
 
 
Figure 3.9 A site map of LOW ROW (Site 4) showing the position of the monitored section of 
the bank, and the position of the channel in 1956, and 1982. 
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Figure 3.10 A site map of REETH (Site 5) showing the position of the monitored section of the 
bank, and the position of the channel in 1956, and 1982. 
 
 
Figure 3.11 A site map of EASBY (Site 6) showing the position of the monitored section of the 
bank, and the position of the channel in 1956, and 1982. 
 
 66
 
Figure 3.12 A site map of MORTON-ON-SWALE (Site 7) showing the position of the 
monitored section of the bank, and the position of the channel in 1956, and 1982. 
 
 
Figure 3.13 A site map of GREYSTONE FARM (Site 8) showing the position of the monitored 
section of the bank, and the position of the channel in 1956, and 1982. 
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Figure 3.14 A site map of TOPCLIFFE (Site 9) showing the position of the monitored section 
of the bank, and the position of the channel in 1956, and 1982. 
 
 
3.4.3 Erosion Pins 
 
The baseline data for the rates of erosion at each monitoring site were provided by erosion pin 
measurements.  Erosion pins are both simple to use and relatively economical, because of this 
they have been employed in previous bank erosion studies (Wolman, 1959; Hooke, 1980; 
Thorne, 1981; Lawler, 1986; Stott, 1997).  A comprehensive review of the use of pins and their 
limitations is provided in Lawler (1978: 1993a).   
 
Approximately thirty pins were installed at each monitoring site, except for Easby (Site 6) (Table 
3.7) where the bank conditions were unsuitable for pin insertion due to the large clast size.  The 
pins were made of lengths of silicon bronze welding rod, 1.2 mm in diameter and 370 mm or 500 
mm in length.  The 500 mm long pins were used on the joint LOIS-Ph.D. sites at Morton-on-
Swale (Site 7) to Topcliffe (Site 9) (Figure 3.5).  The diameter meant there was sufficient strength 
to allow pin insertion perpendicular to the bank surface with minimal disturbance.  The length 
was chosen so that the pins were not long enough to support potential cantilever failures (Hooke, 
1980; Thorne, 1981).  One end of the erosion pin was covered with 30 mm of yellow heatshrink 
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(Lawler, 1989), which was left exposed when the pin was installed.  The distinctive colour of the 
heatshrink allowed easier identification in the field, helping to reduce the number of unrecovered 
pins in each recording session.  The pins were inserted in a grid network at each site, with the 
gridded area selected so that the entire eroding bank surface was covered (Table 3.7) (Figure 
3.15).  The exceptions to this were at Beck Meetings (Site 1) and Reeth (Site 5) where the length 
of the eroding face was too long to be practical, and access difficult.  So the most accessible 
section was used instead of the whole eroding face.   
 
 
Figure 3.15 A typical erosion pin monitoring site installation, showing variable erosion on the 
pins.  The arrow shows the stream flow direction.   
 
An eighteen-day interval was used between pin readings during the more active winter months; 
this was extended to approximately monthly readings during the summer.  Other studies (Stott et 
al., 1986; Casagli et al., 1999) have used a much longer interval between measurements, of two to 
three months.  The selected period was chosen to allow the seasonal change in erosion rates to be 
assessed with confidence whilst being practical in terms of time and money.  The summer 
increase in bank vegetation and lower flows meant that less frequent visits were needed, as often 
no recordable erosion was identified.   
 
If a pin was clearly buried by eroded debris then it was attributed a value of 0 mm of erosion 
(Stott, 1999).  The same was true if the erosion pin was only partially buried; however a note was 
also made that the pin had been buried or partially buried.  If there was any doubt as to whether 
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the pin had been eroded out of the bank, buried, or hidden by vegetation, no value of erosion 
was attributed to the pin.  If the pin was re-exposed during the next recording session then the 
average amount of erosion per day was calculated from the date it was last read.  Readings could 
not be taken during flood inundation, or when they were inaccessible due to ice and snow.  The 
same convention of averaging the unread pins, as used for re-exposed pins, was adopted in these 
cases. 
 
The pins were read along their exposed length, perpendicular to the bank surface, up to the start 
of the heatshrink.  The vernier callipers used allowed measurements to be recorded to the nearest 
0.1 mm, reading the distance along the top of the pin from bank surface to the start of the 
heatshrunk section.  After a measurement had been taken pushing them into the bank so that the 
heatshrink edge was flush with the sediment surface reset the pins.  If an erosion pin was 
completely eroded out of the bank then a value of 300 mm was recorded for the pins 370 mm in 
length, and 400 mm for the pins 500 mm in length.  This is in accordance with the methodology 
used by Hooke (1980) and Thorne (1981); which assumed that this was shortest length that the 
pin would have to be exposed before it was entrained, or removed by gravitational forces.   
 
Stott (1999) randomly measured seven erosion pins using callipers with the same accuracy as 
those used in this study, standard errors ranged 0.17 to 0.33 mm with a mean of 0.26 mm.  
Lawler (1993a) suggested that mean erosion rates, derived from a large number of erosion pin 
measurements, should have their variability represented by  ± 1 standard deviation from the 
mean.   
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SITE 
NUMBER 
AND NAME 
O.S. GRID 
REFERENCE 
AND 
DISTANCE 
DOWNSTREAM  
(KM) 
DATE 
INSTALLED 
NUMBER 
OF 
EROSION 
PINS* 
NUMBER OF 
PEEPS 
(INSTALLATION 
DATE) 
APPROX. 
BANK 
HEIGHT 
(m) 
VERTICAL 
PIN 
SPACING 
(m) 
HORIZONTAL 
PIN SPACING 
(m) 
1. Beck 
Meetings 
NY 81750360 
2.6 
09/12/95 30 3 (29/03/96) 1 0.4 1.5 
2. Hoggarths NY 87640157 
8.8 
30/11/95 27  1 0.3 0.8 
3. Muker SD 90909892 
15.2 
30/11/95 36  1.5 0.5 3 
4. Low Row SD 97579739 
23.4 
14/01/96 36 4 (31/10/96) 1.7 0.7 2 
5. Reeth SE 03459886 
29.9 
30/11/95 28  1.5 0.5 2 
6. Easby NZ 18400040 
49.5 
   4   
7. Morton-
on-Swale 
SE 31859180 
74.7 
16/12/95 31  4 0.7 3 
8. Greystone 
Farm 
SE 35408530 
87.4 
29/02/96 61 4 (31/03/96) 2.5 0.5 2 
9. Topcliffe 
Manor 
Farm 
SE 41307490 
104.4 
04/02/96 49  4 1 40 
Total   288 11    
* Not including Photo-Electronic Erosion Pins.  
Table 3.7 Monitoring site locations and the installation dates of erosion pins and PEEPs.  The 
number of PEEPs and erosion pins, including the spacing of rows and columns of erosion pins. 
3.3.4 Photo-Electronic Erosion Pins (PEEPs) 
 
Whilst erosion pins are simple and economic, providing a good spatial coverage of the eroding 
bank surface, the data they provide is limited by the frequency of re-measurements.  To 
overcome this problem, and to aid the identification of individual erosion process by monitoring 
at an event time-scale, Photo-Electronic Erosion Pins (PEEPs) were used (Lawler, 1991).  The 
sensor consists of an array of ten photo-voltaic cells mounted in a transparent acrylic tube (Figure 
3.16).  The photo-voltaic cells produce a voltage that is proportional to the amount of light that 
reaches the sensor.  The reference cell (Figure 3.16) has the same voltage output as the other nine 
photo-voltaic cells (known as the cell series) combined.  Changes in sunlight intensity can be 
accounted for by dividing the reference cell voltage by the cell series (Equation 3.1). 
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 Lexpd = a+b Rp           (3.1) 
Rp=(Vser/Vref)            
           
Where: 
Lexpd = length of PEEP exposed (mm). 
a = regression constant derived from calibration.  
b = regression constant derived from calibration.  
Rp = photovoltaic ratio. 
Vser = output from the cell series (mV).  
Vref = output from the reference cell. 
 
 
Figure 3.16 The Photo-Electronic Erosion Pin (PEEP) sensor (Lawler, 1991, p. 2126). 
 
The regression constants a and b were calculated by covering the photo-voltaic sensors on each 
of the PEEP sensors with a sleeve of black tubing, simulating the initial state of the PEEP 
installed in the riverbank.  The cells were exposed at 2 mm intervals for the whole active length 
of ~100 mm, noting Vser and Vref at the same time.  The linear increase of Rp when plotted against 
Lexpd allowed the constants to be estimated, alongside the explained variance (R2) and standard 
error, for each pin (Table 3.8) (Lawler, 1989).  PEEP 11 (version AED12) was industrially 
manufactured, unlike the other ‘homemade’ versions, and its own standard calibration equation 
was used (Table 3.8).   
 
The PEEPs were inserted into the riverbank perpendicular to the bank surface, with their wires 
taken out of the back of the sensor tubing, through the bank, and out to a data logger (Figure 
3.17).  Auguring into the bankface and the banktop surface was done with the minimum amount 
of disturbance to the surrounding sediment to reduce destabilising the bank sediment, especially 
the bank surface around the PEEP so as not to cause an artificial crater.  An unnatural hollow 
around the sensor could affect the hydrometeorological conditions during monitoring. 
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Figure 3.17 Schematic installation of the PEEP at a riverbank site (Lawler, 1992b, p.457). 
 
After the PEEPs were installed the voltages, Vref and Vser, were logged instantaneously at a 15-
minute interval.  This was a compromise between a temporal resolution that would allow 
individual processes to be identified, at a hydrological event time scale, and the data storage 
capability of the data loggers.  The loggers used were Grant Instrument Ltd Squirrel 1202 and 
1206, or a Campbell Scientific Ltd CR10.   
 
The length of each PEEP exposed was measured along the upper surface of the sensor from the 
sensor tip to the bank surface.  At the same time the voltages Vref and Vser were noted.  This 
allowed a field calibration of the instruments, which was subsequently compared to the laboratory 
calibration (Section 6.3.2).  If erosion had taken place then the sensor was reset in the bank by 
pushing the PEEP into the bank surface until the reference cell and part of the first cell in the 
cell series were exposed, and the new length of exposure, Vref and Vser noted.  If deposition had 
occurred then the sensor was left buried so that the time at which it was re-exposed, by erosion 
of the surface debris, could be determined.  This also limited the amount of disturbance to the 
bankface.  If, however, over a metre of erosion occurred then the bank insertion hole had to be 
re-augured.  The new holes were usually slightly offset from the original ones due to the old 
remaining vertical holes used to feed the wires (Figure 3.17) which could allow preferential 
erosion to take place (Plate 3.10).   
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Plate 3.10 An exposed section of buried cabling for the PEEP system at Greystone Farm (Site 8) 
showing preferential erosion around the vertically augured hole and PEEP sensor to the right 
(27/08/97).  River flow was from left to right of the frame.  Approximately 400 mm of grey 
tubing was exposed.   
 
PEEP NUMBER  
(SITE AND POSITION) 
LINEAR REGRESSION 
EQUATION (mm) 
CO-EFFICIENT OF 
DETERMINATION 
R2 (%) 
STANDARD 
ERROR 
(mm) 
1 (Site 1 Upper) Lexpd = 98.34Rp + 46.59 99.7 2.10 
2 (Site 1 Middle) Lexpd = 109.78Rp + 51.35 99.8 1.40 
3 (Site 1 Lower) Lexpd = 109.05Rp + 54.02 99.8 1.36 
4 (Site 8 Downstream Lower) Lexpd = 123.64Rp + 48.42 99.3 2.31 
5 (Site 4 Downstream Lower) Lexpd = 95.15Rp + 46.08 99.7 2.09 
6 (Site 4 Upstream Upper) Lexpd = 101.63Rp + 35.31 99.8 1.65 
7 (Site 4 Upstream Lower) Lexpd = 95.67Rp + 37.19 99.7 2.01 
8 (Site 8 Downstream Upper) Lexpd = 107.10Rp + 47.41 98.5 3.50 
9 (Site 8 Upstream Lower) Lexpd = 123.36Rp + 52.64 99.5 2.22 
10 (Site 8 Upstream Upper) Lexpd = 97.74Rp + 48.34 99.8 1.39 
11 (Site 4 Downstream Upper) Lexpd = 111.45Rp + 18.32 99.7 0.632 
Table 3.8 PEEP positions, linear regression equations, coefficients of determination and 
standard errors. 
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3.3.5 Stage Measurements 
 
The length of time pins and PEEPs were submerged could act as an indicator for the amount of 
exposure to fluvial entrainment.  The amount of time that the banks were inundated could also 
have implications for the bank moisture content.  Thus, automatically logged pressure 
transducers were used to determine the stage of the River Swale; comparisons were made with 
these data and IH gauging station data.   
 
The automatically monitored sites at Beck Meetings (Site 1) and Low Row (Site 4) (Figure 3.5) 
were installed with SH3500 Dynamic Logic Ltd pressure transducers.  Before being installed in 
the field the sensors were calibrated in a water tank, with voltage outputs taken every 20 mm over 
a 10 to 520 mm depth range.  The voltage output (mV) was linearly regressed against the water 
depth (m).  The explained variance (R2) for the transducer at Beck Meetings was 99.5 %, and at 
Low Row 99.7 %.   
 
The pressure transducers were installed at the monitoring sites enclosed in a plastic stilling well to 
protect them from flood debris.  The stilling well was placed vertically in the river at 
approximately a 700 mm perpendicular distance away from the bank surface, with a ruler 
attached to act as a stage board (Figure 3.18).  At Beck Meetings a Dexion structure was 
sufficient to hold the sensor, with cabling fed along the supports into the bank.  The flow 
velocity at Low Row, combined with the woody debris deposition to a greater degree than at 
Beck Meetings, meant that the original Dexion structure was not strong enough to support the 
sensor.  To overcome this problem a stronger scaffolding support was installed.  The channel 
cross-section was surveyed, including the position of the transducer base, allowing the stage to be 
calculated from the arbitrary height recorded.   
 
The data loggers scanned the pressure transducer outputs at a 15-minute interval, at the same 
time as the PEEP measurements.  The logging interval was also timed to coincide with the stage 
measurements recorded at the IH gauging stations at Catterick and Crakehill (Figure 3.1), which 
allowed the stage changes at the downstream sites to be estimated.  At each downloading session 
the water level on the stage board was recorded alongside the voltage output, and excitation 
voltage.  This allowed a field calibration of the sensor and a confirmation that the excitation 
voltage had not gone beneath the critical threshold.   
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Figure 3.18 A typical installation of equipment at a PEEP monitored site, including data logger, 
PEEPs, pressure transducer with a stage board, TinyTalk, thermistor, and re-survey markers.   
 
3.3.6 Air and Bankface Temperature  
 
The importance of air temperature as a variable used to model the timing, and magnitude, of 
bank erosion was shown by Lawler (1986).  Rather than using a remote weather station to 
measure air and bankface temperature in situ measurements were taken at Beck Meetings (Site 1), 
Low Row (Site 4), and Greystone Farm (Site 8).  Air temperature was measured using Grant 
Instruments Ltd mini-thermistors, with a smooth-ended 321 stainless steel probe.  The probes 
were capable of measuring temperature in the range of –50 to + 150 oC.  The maximum 
deviation of the probes from the theoretical resistance/temperature, in the temperature range of 
0 to 70 oC, is ± 0.2 oC.   
 
The thermistor probe was housed in a 300 mm length of white plastic tubing, positioned 
underneath the environmental housing that contained the data logger.  The plastic tubing was 
open ended and perforated with small holes along its length, situated approximately 1.2 m from 
the ground surface.  This arrangement mimicked a standard Stevenson Screen measurement of 
dry bulb temperature.   
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The bankface temperature was measured using Gemini Data Loggers (UK) Ltd Tiny Talk II data 
loggers.  The thermistors were able to take readings in the temperature range of –10 to +40 oC, 
with an accuracy of ± 0.2 oC.  The data loggers were waterproof to a depth of 15 m, and only 78 
x 50 x 34 mm in size.  This meant that they could be placed on the bank surface with minimal 
disturbance to the flow, and no problems due to water ingress during inundation.  At each of the 
sites the sensor was attached to a piece of Dexion 300 mm beneath the bank top, at Beck 
Meetings and Low Row (Figure 3.5) this was part of the pressure transducer structure (Figure 
3.18).  The sensor element of the thermistor/logger was situated flush with the bank surface.   
 
Logging at a 15-minute interval meant that an eighteen-day downloading interval was necessary 
due to memory constraints of the Tiny Talk II.  During the summer months the logging interval 
was extended to thirty minutes to lessen the frequency of downloading trips.  The advantage of 
using the TinyTalk II was that it did not need any cabling to be laid from the bankface to logger 
housing, which at Greystone Farm was a distance of ~50 m.  Fixing the device to the bank 
surface did however mean that during periods of high flow the data logger could not be retrieved 
for downloading, reducing the data recovery for the sensors (Tables 3.9 – 3.11).   
 
3.5 CHANNEL MORPHOLOGY AND VEGETATION ASSESSMENT 
 
3.5.1 Planform Bank-top Re-survey 
 
The erosion pins provided spatial information on the active processes on the bank surface but 
large-scale failures may completely remove all the erosion pins.  Mass failures may also relocate 
entire sections of the bank over time, moving the erosion pins within the failure, but not 
registering any erosion on the pins.  To overcome these problems, and add a verification 
mechanism for the pin measurements, the position of the riverbank top was surveyed over time 
to highlight any large-scale erosional events.   
 
A Zeiss Elta 4 Electromagnetic Distance Meter (EDM) was used to measure the planform 
position of the bank-top.  Survey pegs were inserted at all sites, except Muker (Site 3) (Figure 
3.5), where land-use conflicts made this impossible.  The pegs were used as reference markers 
enabling the position of the EDM to be established at each survey date.  The function of the 
surveying was not to produce a detailed map of the bank-top, but rather to highlight any major 
 77
changes in planform morphology to an accuracy of approximately ± 0.025 m (Couperthwaite, 
1997).   
 
At Easby (Site 6) the gravely nature of the bank material meant that it was not feasible to 
instrument the bank face with erosion pins.  The bank was therefore surveyed with a greater 
frequency than the other monitoring sites (approximately every 36 days).  
3.5.2 Cross-sectional Survey 
 
At each of the monitored sites one cross-sectional profile was measured.  The EDM was used to 
measure the larger cross-sections, whilst at the narrower upstream sites (Beck Meetings (Site 1) 
and Hoggarths (Site 2)) a fibreglass tape measure and plastic ruler was used (Pugh, 1975). The 
flow conditions in the channel were observed during two and a half years of monitoring.  The 
bankfull flow conditions had been observed at all the sites, giving confidence to the definition of 
the bankfull cross-section at the end of the study.  The break in slope combined with a loss of 
vegetation was usually distinct at the bank being monitored at each site (Plates 3.1-3.9).  The level 
of the bank surface on the opposite bank was sometimes less distinct.  In all cases the surveyed 
height from the well distinguished bank top was compared with the height of the opposite bank.  
The height of point bar structures, changes in vegetation from woody to herbaceous, the level of 
trash lines, and regions of sedimentation (Petts, 1983) were all then used to verify that the correct 
height had been used on both sides of the channel.   
 
3.5.3 Vegetational Survey 
 
Instream and bank surface, and bank top vegetation can all affect the type of erosion processes 
that occur (Section 2.5) (Haslam, 1978; Thorne, 1990).  To account for the vegetational 
influences at each of the monitoring sites a hand survey was used to identify the species along a 3 
m wide section parallel to the bank edge, and any bank surface or instream vegetation.  The width 
was selected so that it could encompass the extent of the bank subject to mass failures that would 
be influenced by vegetation.  The length of bank with erosion pins defined the longitudinal extent 
of the survey.  The abundance of each of the species was not measured, as the majority of the 
sites were uniformly vegetated grazed grassland.  
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3.6 CHANNEL BOUNDARY SEDIMENT SAMPLING 
 
3.6.1 Bank Sediment Sampling  
 
The proposed downstream change of mass failures (Section 1.) is affected by the composition of 
the bank sediment, with more cohesive bank material able to attain a greater height.  Fluid 
entrainment is also affected by the grainsize of the bank material, with a proposed increase in 
erosion in the 0.1 –0.5 mm size range (Shields, 1936).    
 
To describe the properties of the bank sediment at each of the monitoring sites, six samples were 
taken.  The samples were extracted from the top, middle, and bottom of the bank at the same 
heights as the upper, mid and lower erosion pins.  Two columns of samples were taken at the 
upstream and downstream limits of the pinned section of the bank.   
 
The samples were taken at the end of the monitoring period so that the bank would not be 
disturbed whilst measurements were being taken.  Pre-weighed cylindrical bulk density sampling 
tins were used to extract 231 cm3 of sediment at each sampling point.  The tins were inserted 
until they were flush with the surface and then removed by excavating the soil around the tin.  So 
that the moisture content of the sample could be determined the tins were sealed straight away 
and sealed in plastic bags.   
 
Moisture Content Determination and Loss on Ignition 
 
The samples were weighed after extraction, then placed in an oven at 105 0C for 12 hours (British 
Standards Association, 1975), and reweighed after drying.  This allowed the moisture content of 
the sample to be determined.  The dried sample was then disaggregated using a pestle and mortar, 
using as little force as possible to avoid crushing any particles.  A pre-weighed part of each 
sample was placed in a crucible of a known weight, placed in an oven at 105 0C for 12 hours, to 
ensure a consistent dried weight, and then placed in a Muffle furnace at 850 0C for 30 minutes 
(McRae, 1988).  The loss of ignition that is gained from heating the sediment at 850 0C was a 
measure of the amount of organic matter within the sample.  There may have been other losses 
during the firing, such as the conversion of CaCO3 to CaO, and the dehydration of amorphous 
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oxides and clay minerals (McRae, 1988).  The technique is best suited to either very peaty, or very 
sandy, soils to represent the true organic content.  There may, therefore, be some differences in 
the representativeness of this technique between the upland peaty sites and the lowland silty-clay 
sites.   
 
The British Standards Association (1975) recommends a loss of ignition technique involving a 
temperature of 440 ± 25 0C for three hours.  From the fifty-one samples extracted ten were 
selected at random and dried at 440 0C for three hours, weighed and then returned to the oven 
for thirty minutes at 850 0C.  The means of the ten samples before and after the 850 0C treatment 
showed no significant difference from each other, using a 95 % confidence limit on a students t-
test.  
 
Particle Size Determination 
 
The particle size distribution of the samples was determined using two techniques.  The coarse 
fraction, > 250 µm, was sorted using 6 sieves (8 mm, 4 mm, 2 mm, 500 µm, and 250 µm).  The 
pre-dried, at 105 oC for 12 hours, pre-weighed samples were wet sieved using mechanical 
agitation for fifteen minutes.  The content of each sieve was placed in a pre-weighed container, 
dried at 105 oC for 12 hours, and then the weight of the dry sample and container measured.  The 
combined dry weight of the sediment collected on the sieves was subtracted from the original 
total sample weight.  The difference was assumed to equal the collected < 250 µm fraction 
weight.  There is some loss in the system due to particles getting stuck in the sieves, however this 
was assumed to be negligible.   
 
The fine fraction (<250 µm) was analysed using a Mastersizer Micro particle sizer (Malvern 
Instruments, 1994).  A well-mixed sample of the fine sediment suspended in tap water was 
diluted in water used as a background measurement standard.  The dilute sample was measured 
twice to check for any drift in the measurements.  
 
The laser diffraction method used in the Mastersizer Micro assumed all the particles to be 
spherical and of a known density.  The scattering of a laser beam by Mie diffraction allows the 
particle size to be estimated.  The percentages of each range of particle sizes were converted into 
mass ranges by assuming a quartz density of 2.65 kg m-3. 
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3.6.2 Riverbed Sediment Sampling 
 
The riverbed sediment size distribution allows an estimation of the bankfull flow velocity at each 
of the monitoring sites (Limerios, 1970; McEwen, 1994) (Section 4.4.4).  The velocity could then 
be used to calculate the bankfull discharge if the cross-sectional area was known, and finally the 
stream power at points throughout the river catchment (Equation 4.6).  Two different methods 
were used to determine the sediment sizes of the river bed material: 
 
1. A Wolman count (Wolman, 1954) for the larger sediment sizes, > 8 mm (Church et al., 1987). 
2. Grab samples were taken on beds with smaller sediment sizes, < 8 mm (Fripp and Diplas, 
1993). 
 
The Wolman count involved randomly selecting 100 particles across the riverbed profile.  The 
selected particles were measured along their B axes, using vernier callipers, or a metal tape 
measure with an accuracy of ± 1 mm.   
 
Where the riverbed sediment was mainly sandy in size i.e. Morton-on-Swale (Site 7), Greystone 
Farm (Site 8), and Topcliffe (Site 9) (Figure 3.5) the Wolman count was not suitable.  The sample 
was taken by using a plastic bag to ‘grab’ the sediment from the riverbed.  The problem with this 
technique is that it does not only remove the material in contact with the flow, but also the 
sediment beneath this layer (Fripp and Diplas, 1993).  The velocity in the channel may not have 
been in contact with the sediment, distorting the estimation of the bankfull discharge.  The 
sampling was also affected by the fact that the grab was spatially limited, not necessarily 
representative of the whole reach with size distribution differences caused by riffles and pools.   
 
Once collected the grab sample was dried and weighed.  It was then analysed in the same way as 
the riverbank sediment samples (Section 3.5.1) in order to give a size distribution of each sample.   
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3.7 SUMMARY 
 
1. The Ouse basin was chosen for the study due to the data available from IH, and the potential 
linkages with the LOIS project.  The River Swale was selected for instrumentation because of 
the good spatial coverage of eroding sites and an almost natural flow regime.   
2. Nine monitoring sites were instrumented.  Eight had their planform bank edge position re-
surveyed to provide gross estimates of bank retreat.  
3. Two hundred and eighty-eight erosion pins were distributed over eight monitoring sites, and 
they were measured at an eighteen-day interval. 
4. Three sites; in the upper (Beck Meetings (Site 1)), middle (Low Row (Site 4)), and lower 
(Greystone Farm (Site 8)) catchment were instrumented with automated monitoring 
equipment (Tables 3.9 - 3.11) recording at a 15-minute interval.  
5. Riverbank morphology, vegetation characteristics, bank sediment size, loss on ignition, and 
bed sediment size were recorded at each monitoring site in order to model the variables 
influencing erosion rates and processes.  These results, and the rates of erosion provided by 
the erosion pins, will be present in Chapter 4.  
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INSTRUMENTATION MEASUREMENT 
VARIABLE 
MEASUREMENT 
PERIOD 
DATA RECOVERY 
DURING 
INSTALLATION 
PERIOD (%) 
PEEP 1 
(Upper) 
Bank 
Erosion/Deposition 
29/03/96 - 23/04/98 68.7
PEEP 2 
(Middle) 
Bank 
Erosion/Deposition 
29/03/96 - 23/04/98 68.7
PEEP 3 
(Lower) 
Bank 
Erosion/Deposition 
29/03/96 - 23/04/98 74.0
Thermistor Air Temperature 31/10/96 - 23/04/98 97.6
Thermistor Bank Face Temperature 14/01/97 - 23/04/98 79.1
Pressure Transducer River Stage 30/11/96 – 23/04/98 86.8
Table 3.9 A summary of automated instrumentation installed upstream at Beck Meetings (Site 1).  
 
INSTRUMENTATION MEASUREMENT 
VARIABLE 
MEASUREMENT 
PERIOD 
DATA RECOVERY 
DURING 
INSTALLATION 
PERIOD (%) 
PEEP 5 
(Downstream Lower) 
Bank 
Erosion/Deposition 
31/10/96 - 19/04/98 93.3
PEEP 7 
(Upstream Lower)  
Bank 
Erosion/Deposition 
31/10/96 - 19/04/98 93.6
PEEP 11 
(Downstream Upper) 
Bank 
Erosion/Deposition 
31/10/96 - 19/04/98 93.3
PEEP 6 
(Upstream Upper)  
Bank 
Erosion/Deposition 
31/10/96 - 19/04/98 93.3
Thermistor Air Temperature 29/06/96 - 19/04/98 99.7
Thermistor Bank Face Temperature 23/12/96 - 19/04/98 54.4
Pressure Transducer River Stage 23/12/96 - 19/04/98 77.2
Table 3.10 A summary of automated instrumentation installed mid-catchment at Low Row (Site 
4). 
 
INSTRUMENTATION MEASUREMENT 
VARIABLE 
MEASUREMENT 
PERIOD 
DATA RECOVERY 
DURING 
INSTALLATION 
PERIOD (%) 
PEEP 4 
(Downstream Lower) 
Bank 
Erosion/Deposition 
31/03/96 - 11/03/98 93.3
PEEP 8 
(Upstream Lower) 
Bank 
Erosion/Deposition 
31/03/96 - 19/04/98 93.6
PEEP 9 
(Downstream Upper) 
Bank 
Erosion/Deposition 
31/10/96 - 19/04/98 93.3
PEEP 10 
(Upstream Upper) 
Bank 
Erosion/Deposition 
31/10/96 - 19/04/98 93.3
Thermistor Air Temperature 31/10/96 - 23/04/98 99.7
Thermistor Bank Face Temperature 14/01/97 - 23/04/98 54.4
Pressure Transducer River Stage 30/11/96 – 23/04/98 77.2
Table 3.11 A summary of automated instrumentation installed downstream at Greystone Farm 
(Site 8). 
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CHAPTER 4 
SPATIAL VARIABILITY IN BANK EROSION RATES AT THE 
CATCHMENT SCALE 
4.1 INTRODUCTION 
 
Consideration of downstream changes in erosion rates at the basin scale can reveal the regions of 
erosion dominance.  A constant rate of erosion throughout the catchment could indicate a single 
process of erosion maintaining its efficacy.  Peaks in erosion rates may be due to the changing 
efficacy of a single process, an alteration of the type of erosion process, or the combination of 
several processes.  Associated downstream patterns in the catchment sedimentology, channel 
form, and riparian ecology can aid the prediction of erosion processes.   
 
4.2 DOWNSTREAM CHANGE IN EROSION RATES 
4.2.1 Erosion Pin Results 
 
A mid-basin peak in erosion rates was observed when the average rates of erosion at the 
monitoring sites were considered (Table 4.1) (Figures 4.1 and 4.2). 
 
Site Name 
ER9698 
Average 
Rate of  
Erosion 
from 
29/02/96-
13/03/98 
(mm a-1) 
Standard 
Deviation 
of Erosion 
Rates from 
29/02/96-
13/03/98 
(mm a-1) 
Coefficient of 
Variation for 
erosion rates 
from 
29/02/96-
13/03/98 (%) 
ER9798 
Average 
Rate of  
Erosion 
from 
16/01/97-
13/03/98 
(mm a-1) 
Standard 
Deviation 
of erosion 
rates from 
16/01/97-
13/03/98 
(mm a-1) 
Coefficient 
of Variation 
for erosion 
rates from 
16/01/97-
13/03/98 
(%) 
1. Beck Meetings 66.1 93.6 141.6 74.7 110.3 147.5
2. Hoggarths 140.2 242.6 173.0 84.0 115.1 136.9
3.  Muker 257.3 400.2 155.6 272.6 472.8 166.5
4.  Low Row 91.8 124.9 136.1 91.6 140.8 153.8
5.  Reeth 619.6 646.8 104.4 476.0 465.1 97.7
6.  Easby No Data No Data No Data *3582.2 *8401.4 *234.5
7.  Morton-on-Swale 347.5 454.9 130.9 441.0 537.9 122.0
8.  Greystone Farm 414.4 363.2 87.7 506.0 386.8 76.5
                    D
ow
n
stream
   
9.  Topcliffe 128.4 160.7 125.2 154.5 186.3 120.6
Table 4.1 Average Pin Erosion and Standard Deviation for the Periods, 29/02/96-13/03/98 and 
16/01/97-13/03/98.  * = Erosion measured by banktop re-surveys.   
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The total erosion recorded on each of the erosion pins, at each site, was used to calculate the 
average rate of erosion for both the whole study period (ER9698) and when all the sites were 
being monitored simultaneously (ER9798) (Table 4.1).  The upstream sites had a low rate of 
erosion that increased from Beck Meetings (Site 1) to Muker (Site 3) during both the periods 
under consideration (Figures 4.1 and 4.2).  The rate of erosion decreased at Low Row (Site 4), 
followed by a rise in the erosion rate to a mid-basin peak at Easby (Site 6).  The rates of erosion, 
at the downstream sites for both periods, decreased at Morton-on-Swale (Site 7), increased again 
at Greystone Farm (Site 8), and finally at Topcliffe (Site 9) were about a quarter of the rate at 
Greystone Farm (Site 8) (Figures 4.1 and 4.2).  
 
To model the general trend of erosion rates throughout the catchment, so that the optimum 
points of erosion could be identified, a simple quadratic least-squares function has been fitted to 
the data (Figure 4.1).  The regression equation was of the form: 
 ER9698 = -0.7249DDS2 + 78.742DDS – 555.26    (4.1) 
(n = 9, R2 = 36.9 %, R2 95 % significance level = 44.3 %, R2 90 % significance level = 33.9 %) 
Where: 
ER9698 = site spatially averaged erosion rates from c.29/02/96 – c.13/03/98 (mm a-1). 
DDS = distance downstream from the river source (km). 
 
If Easby was excluded from the analysis (Figure 4.1) then the revised regression was of the form: 
 
 ER9698-E = -0.1532DDS2 + 17.287DDS + 5.0867    (4.2) 
(n = 8, R2 = 51.8 %, R2 95 % significance level = 50.0 %, R2 90 % significance level = 38.7 %) 
Where: 
ER9698-E = site spatially averaged erosion rates from c.29/02/96 – c.13/03/98 excluding  
Easby (mm a-1). 
 
For the common monitoring period at all the sites from c.16/01/97-c.13/03/98 (Figure 4.2) the 
regression equation was: 
 
 ER9798 = -0.7185DDS2 + 79.096DDS – 587.46    (4.3) 
(n = 9, R2 = 37.2 %, R2 95 % significance level = 44.3 %, R2 90 % significance level = 33.9 %) 
 
Where: 
ER9798 = site spatially averaged erosion rates from c.16/01/97 – c.13/03/98. 
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Average Rates of Bank Erosion at Monitored Sites on the
River Swale from c.29/02/96-c.13/03/98
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Figure 4.1  Polynomial trend lines for average rates of bank erosion at the monitoring sites from c.29/02/96-c.13/03/98 (ER9698), and for all 
the monitoring sites excluding the non-erosion pin site Easby (ER9698-E). 
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Average Rates of Bank Erosion at Monitored Sites on the
River Swale from c.16/01/97-c.13/03/98
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Figure 4.2 A polynomial trend line for average rates of bank erosion at the monitoring sites from c.16/01/96-c.13/03/98 (ER9698).
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The standard deviation of the cumulative erosion pin measurements gives an indication of the 
spread of data around the mean, and may be used to describe the measurement error (Lawler, 
1993a).  Proportionally the highest variability occurred upstream at Hoggarths during the longer 
monitoring period (Table 4.1), whilst during the shorter common measurement (ER9798) Muker 
had a larger standard deviation. 
 
The coefficients of variation (CV) are calculated by dividing the standard deviations by the 
sample means (Webster and Oliver, 1990).  This measure allows the data to be more comparable 
with each other.  Laubel et al. (1999) found that the coefficients of variation for their erosion pins 
were over 100 % due to the high degree of spatial variability.  Most of the CVs for the Swale 
were, as with Laubel et al. (1999), above 100% (Table 4.1).  The lowest values of CV for the 
erosion pins were at Reeth and Greystone Farm for both ER9698 and ER9798 (Table 4.1), 
perhaps indicating more consistent average erosion values during the monitoring period at these 
sites.  
 
If the monitoring period was divided into two years, from March 96-March 97 and from March 
97-March 98, a difference in the annual rates of erosion may be observed (Figure 4.3).  This 
inconsistency in average annual erosion rates may be due to the errors in measurement; however 
changes in environmental variables such as temperature, rainfall, and stage may also responsible.  
The variations in erosion rates over time, and the variables that affect the differing rates may be 
used to understand the processes of erosion at each of the sites.  The spatial variability of the 
channel morphology and sedimentology affecting erosion rates will be presented in Sections 4.3 
and 4.4, and their influences on erosion processes will be explored in more detail in Chapter 5. 
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Average Rates of Bank Erosion at Monitored Sites on the
River Swale from 03/96-03/97, and 03/97-03/98.
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Figure 4.3 A comparison of the rates of average rates of erosion at all of the monitoring sites 
during the two periods from March 1996 – March 1997, and from March 1997 – March 1998. 
4.2.2 Planform Re-survey Results 
 
The change in planform during the study period was measured at five of the monitoring sites: 
Beck Meetings (Site 1), Hoggarths (Site 2), Low Row (Site 4), Reeth (Site 5), and Easby (Site 6).  
No erosion pins were used at Easby (Site 6) so the two forms of measurement, erosion pins, and 
re-survey, could not be compared.  At the most downstream LOIS/Ph.D. sites (Sites 7 – 9) 
insufficient re-survey markers remained at the end of the study to allow an accurate repeat 
measurement.   
 
The change in the planform does not replicate the erosion pin measurements as only the bank 
top surface was surveyed (Section 3.4.3), rather than points over the whole bank surface 
measured by the pins.  Similarities between the two forms of measurement would, however, add 
confidence to the estimates from both measurements on the average rates of erosion.  So that the 
measurements were comparable the re-survey data was plotted, and difference in bank edge 
positions at ten evenly spaced perpendicular sections was averaged (Table 4.2), similar to reading 
ten columns of erosion pins.  Each surveyed point had an estimated error of 50 mm 
(Couperthwaite, 1997), and using two surveys to determine the difference in bank edge planform 
position gave an overall error of 100 mm.  One standard deviation from the mean was used to 
represent the errors in the erosion pin measurements (Lawler, 1993a).    
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There was a general downstream trend of increasing erosion rates from Beck Meetings (Site 1) to 
Reeth (Site 5) (Table 4.2).  The lowering of erosion rates measured on the erosion pins at Low 
Row (Site 4), compared to Sites 3 and 5, was not recorded by re-surveying.  This difference in 
measurements indicates that the bank top at Low Row is more active than the average 
measurements of the whole bank surface, perhaps due to preferential erosion in one bank 
horizon undercutting the bank top. 
 
MONITORING 
SITE 
AVERAGE RATE 
OF PLANFORM 
BANK RETREAT 
(mm a-1) 
AVERAGE 
EROSION PIN 
RETREAT 
(mm a-1) 
MEASUREMENT 
PERIOD 
1. Beck Meetings 90 ± 100 43.3 ± 15.5 16/01/97-13/03/98 
2. Hoggarths 126 ± 100 64.1 ± 17.8 16/01/97-07/04/98 
3. Low Row 247 ± 100 45.8 ± 15.8 15/01/97-13/03/98 
D
ow
n
stream
 
4. Reeth 454 ± 100 509.3 ± 67.8 15/01/97-07/04/98 
Table 4.2 A comparison of erosion rates obtained from re-surveying planform bank edge 
positions and average erosion pin measurements, from c. Jan. 1997 – c. April 1998.   
 
Using maps of the river channel position over time (Table 4.3) the activity of the channel 
throughout the catchment, in planform, can be estimated, rather than limited to individual 
monitoring sites.  The accuracy of the data is more limited using this method with changes in the 
river planform position between maps of over 10 m being considered significant (Sedgwick, 
2000). 
 
DATE SCALE SERIES 
First edition: surveyed c.1854, published c. 1857 1: 10560 County  
Second edition: resurveyed c. 1891, published c.1895 1: 10560   County  
Third edition: revised c.1910, re-levelled c.1911, published c.1914 1: 10560 County 
Fourth edition: revision of c. 1910 with major changes only in c. 
1951, published in c.1956 
1: 10000 National grid 
Fifth edition: surveyed c.1980, published c.1982 1: 10000 National grid 
Table 4.3 Archive map evidence used in the analysis of historical planform change on the River 
Swale (Sedgwick, 2000).  
 
Sedgwick (2000) adapted the channel pattern classification used by Ferguson (1981) to define the 
Swale into seven different categories of change (Table 4.4) (Figure 4.4).  The chosen categories 
for the reaches containing the monitoring sites from this study are presented in Table 4.5.  The 
upstream sites (Beck Meetings and Hoggarths) and the most downstream site (Topcliffe) were 
considered to be the most stable, defined as stable confined meanders.  Morton-on-Swale was 
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situated in the most active of the reach classifications, whilst most of the mid-catchment reaches 
were actively meandering.   
 
Plotting the average erosion pin data against the channel pattern classification (Figure 4.4) allows 
the representativeness of the monitoring sites to be assessed.  The general trend of increasing 
channel pattern in the mid-catchment is well represented by the spread of the monitoring sites, 
and the collected data.  The classification of active multi-channel was considered to be a region of 
rapid erosion not monitored, although Muker (Site 3) is at the boundary between this zone and a 
reach of active confined meandering.   
 91
 
CHANNEL 
PATTERN 
CLASSIFICATION 
DESCRIPTION 
(7) Active multi-
channel/ low-
sinuosity 
Rivers may be actively modifying their channels whilst not conforming to a 
classically braided or meandering channel pattern.  In these rivers, bank 
erosion tends to be the result of mid-channel bar evolution during floods 
that actively transport bedload.  At lower discharges bars may be emergent 
and divide the flow, giving a locally braided channel pattern. 
(6) Highly or  
(5) Moderately 
active meandering 
In unconfined alluvial meandering, erosion of the outer bank is 
complemented by point bar deposition on the inside of each bend as the 
meander loop grows or migrates.  The lateral erosion at the bends was 
observed to be highly, or moderately active on the Swale.  
(4) Inactive or 
(3) Active 
confined 
meandering 
Media, such as narrow valleys may limit meander development, restricting 
the meander growth to those found in local unconfined valley material.  
These categories may be identified by (Ferguson, 1981): 
i) Restricted lateral growth that results in increased down-valley 
migration. 
ii) The development of a regular sequence of restricted bends that are 
typically box-shaped or square-wave form. 
iii) The creation of a long backwater slough in the wake of the 
migrating pool at the bend apex.  
iv) The transformation of an S-bend into a Z-shape lying across, not 
along, the valley with a hairpin bend at the point of confinement.  
v) The tendency to hug one or another valley wall for substantial 
distances.  This is especially common where the valley itself is 
winding.   
The confined meanders may be classified as inactive or active during the 
period of study. 
(2) Inactive 
straight 
(1) Inactive 
sinuous 
There are three main types of inactive channel in Britain: 
i) Rock-bound channels, common in upland headwaters, which have 
incised meanders and low sinuosity and are often bounded by 
boulders. 
ii) Tree-lined, gravel rivers are common in the middle courses of 
many upland rivers and the headwaters of some lowland rivers in 
Britain.  The trees may stabilise the riverbank, promoting channel 
stability.  The channel pattern of inactive gravel rivers of this kind 
may be virtually straight, gently winding, or irregular with straight 
reaches and occasional fairly sharp bends. 
iii) Lowland rivers are common and geographically widespread in 
Britain.  The combination of low stream power and cohesive, 
resistant bank sediments explains the absence of perceptible 
channel migration.  Nevertheless they are not always straight.  
Some have a zigzag pattern with occasional bends linking straight 
or gently curved reaches. 
Table 4.4 The channel pattern classification criteria used to describe the historic channel change 
in the River Swale (adapted from Sedgwick, 2000).   
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Channel Pattern Classificaton compared against Average 
Rates of Bank Erosion from c.29/02/96-c.13/03/98
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Figure 4.4 Classification of channel morphology and pattern change for the River Swale identified on five editions of OS 1:10 000/1:10560 
scale maps covering the period from c.1854 – 1980, plotted against average erosion pin rates from 29/02/96-13/03/98. 
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MONITORING SITE CHANNEL PATTERN CLASSIFICATION
1. Beck Meetings Confined meandering: Stable 
2. Hoggarths Confined meandering: Stable 
3. Muker Confined meandering: Active 
4. Low Row Confined meandering: Active 
5. Reeth Confined meandering: Active 
6. Easby Confined meandering: Active 
7. Morton-on-Swale Highly active meandering 
8. Greystone Farm Moderately active meandering 
9. Topcliffe Confined meandering: Stable 
Tables 4.5 The channel pattern classifications by Sedgwick (2000) for the reaches containing 
erosion pin and re-survey monitoring sites.   
 
4.3 DOWNSTREAM TRENDS IN BANK SEDIMENT PROPERTIES 
4.3.1 Introduction 
 
The downstream trends in bank sedimentology directly influence the type of bank erosion 
processes that are active.  Research has been concentrated on the downstream change in riverbed 
particle size distributions (Ashworth and Ferguson, 1986; Knighton, 1998), decreasing bank 
sediment sizes may result in higher values of sediment cohesion.  This would limit entrainment 
and increase bank heights, enhancing the conditions for mass failures (Section 2.4) thus affecting 
mass failure processes.   
 
The bank sediment samples were taken at the same heights as the upper, middle and lower 
erosion pins (Section 3.5.1).  The samples were therefore taken from bank material that was 
suitable for erosion pin insertion.  Thus the very coarse bank material was not sampled, as it was 
both too large for the sampling technique (Section 3.5.1) and unsuitable for inserting erosion 
pins.   
 
The general trends in sediment composition throughout the catchment may be identified using 
the average of the six samples taken at each monitoring site (Section 3.5.1).  This is a 
simplification of the overall sediment composition derived from sequential overbank deposition 
and encroachment into fluvial and glacial deposits by meandering.  It does, however, allow the 
average bank conditions to be compared against average erosion conditions. 
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The grain size classification defined by BS 1377 (British Standards, 1975) allows the different size 
classes to be compared.  The averaged data shows a rapid downstream fining, from Beck 
Meetings to Reeth (Sites 1-5) (Figure 4.5), and then a much shallower decrease in particle size 
distribution from Easby to Topcliffe (Sites 6-9).  The percentages of clay and silt from Sites 1-5 
increase from 1.5-5.4 %, and from 21.7-53.0 % respectively.  Over the same distance the 
percentage weight of sand decreases from 75.7-41.6 %.  For the more downstream sites (Sites 6-
9) the percentage weight of each particle size is around 5 % clay, 40 % silt, and 53 % sand.  The 
distribution of gravel is more variable in a downstream direction, with peaks of 4.2 % and 2.7 % 
at Muker (Site 3) and Easby (Site 6) respectively.  The rest of the catchment has values of at or 
below 1.1 %.  
 
The downstream trends in sediment composition have been investigated in the upper, middle, 
and lower bank heights (Sections 4.3.2 – 4.3.4).  This allowed one of the variables thought to 
affect the spatial distribution in erosion rates at the sites to be understood.  For each of the size 
categories (clay, silt, sand, and gravel) a least squares regression was undertaken, finding the 
strength of the relationship between distance downstream and sediment size percentage weights.  
Polynomial regression equations explained the most variance between the two variables.  The 
higher order polynomial gave the best values of R2, however, due to the relatively small sample 
size (n = 18) it was not considered appropriate to fit curves of greater orders than x3.  
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Figure 4.5 The composition of the average of the six bank sediment samples from each 
monitoring site, showing downstream trends in the percentage weight of gravel, sand, silt, and 
clay (British Standards, 1975). 
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4.3.2 Upper Bank Trends 
 
The upper banks contain low percentage weights of gravel throughout the catchment with two 
peaks at Muker (Site 3) (11.2 %) and Easby (Site 6) (10.1 %) (Figure 4.6A).  None of the 
regression curves fitted to the data were significant above a 95 % confidence level.   
 
The sand fraction in the upper banks was the dominant sediment size in the upper and lower 
sections of the catchment (Figure 4.6B).  A quadratic curve fitted through the data was significant 
(95% confidence limit) and indicated decreasing sand from Beck Meetings (Site1) (78.2 %) until 
Easby (Site 6) (41.5 %), before increasing again further downstream.   
 
Silt composition in the upper bank (Figure 4.6C) has the opposite trend to the sand composition.  
Percentage weights of silt are low in the upper and lower catchment, and peak mid-catchment, 
this was modelled using a quadratic curve (95 % confidence).  The highest percentage weights of 
silt occurred at Reeth (Site 5) (38.9 % and 53.6 %), decreasing downstream to Topcliffe (Site 9) 
(36.3%).   
 
Very low clay contents were found throughout the catchment (Figure 4.6D), reaching a 
maximum at Reeth (Site 5) (4.6 %).  The lower catchment did not appear to increase in clay 
downstream, instead maintaining a reasonably constant level (~3.5 %). 
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Figure 4.6 Downstream trends in the percentage weight of (A) Gravel, (B) Sand, (C) Silt, and 
(D) Clay in the upper bank  (upstream and downstream) at each monitoring site. 
 97
4.3.3 Mid-bank Trends 
 
The gravel content of the mid-bank (Figure 4.7A) followed a similar pattern to the upper bank, 
with low values (<10 %) at all the sites.  Two peaks occurred at Muker (Site 3) (3.9 %) and Easby 
(Site 6) (5.1 %), however ten out of the eighteen samples registered no gravel content.  This 
resulted in a lack of a significant (95 % confidence) downstream trend. 
 
Sand percentage weights, as with the upper bank, accounted for approximately 50 % of the 
sediment composition (Figure 4.7B).  Unlike the upper banks, a quadratic function delineating a 
mid-basin drop in sand percentage weights was not significant (95 % confidence).  A cubic trend 
more efficiently explained the downstream variation in mid-bank sand contents (R2 = 34.9 %, 95 
% confidence).  The downstream trend would appear to be a decline in sand contents from Beck 
Meetings (Site 1) (89.9 % and 42.7 %) to Reeth (Site 5) (34.9 % and 31.6 %), followed by an 
increase to a peak at Morton-on-Swale (Site 7) (67.2 % and 49.2 %).  
 
The mid-bank silt compositions (Figure 4.7C) are low upstream, increasing to a peak at Reeth 
(Site 5) (59.6 % and 61.8 %).  The percentage weights decrease until Greystone Farm (Site 8) 
(36.8 % and 31.3 %) and then increase up to 53.2 % at Topcliffe (Site 9).  This trend is modelled 
by a cubic curve (95 % confidence), rather than a quadratic curve.  
 
Clay contents are low throughout the catchment (< 8 %) (Figure 4.7D).  They have a similar 
trend to the mid-bank silt contents modelled by a cubic equation (95 % confidence).  The 
maximum percentage weight (6.5 %) was measured at Reeth (Site 5), decreasing to 2.7 % at 
Greystone Farm (Site 8), and rising again up to 7.1 % at Topcliffe (Site 9).   
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Figure 4.7 Downstream trends in the percentage weight of (A) Gravel, (B) Sand, (C) Silt, and 
(D) Clay in the mid-bank  (upstream and downstream) at each monitoring site. 
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4.3.4 Lower Bank Trends 
 
The lower bank has the potential to be the most susceptible to entrainment processes due to the 
greater incidence of inundation.  Erosion at the bank toe can lead to instabilities in the overlying 
sediment, increasing erosion rates (Thorne and Osman, 1988).  Thus, the susceptibility of the 
lower bank to flow shear stresses or bank saturation is important in predicting the risk of erosion.   
 
The gravel content of the basal region displays a downstream decline with peaks at Beck 
Meetings (Site 1) (5.2 %) and Muker (Site 3) (8.8 %) (Figure 4.8A).  All other sites have <1 % clay 
fractions.   
 
Sand composition in the lower bank (Figure 4.8B) follows a similar trend to the upper bank.  A 
mid-basin decrease in sand percentage weights around Easby (Site 6) and Morton-on-Swale (Site 
7) was highlighted by the quadratic regression line (R2  = 32.3 %, 95 % confidence).  At 
Greystone Farm (Site 8) the upstream end of the pinned section had 59.9 % sand, whilst 
downstream at the site there was only 11.5 %.  This indicates the heterogeneity of the sediment in 
some of the banks, with different sediment layers/structures being sampled.  The basal layer 
values do in general remain broadly consistent with the upper and middle of the bank with 
approximately 80 % sand upstream reducing to approximately 50 % downstream.   
 
The silt content in the lower bank (Figure 4.8C) had a similar tend to that found in the upper 
bank with a mid-basin peak of indicated by the quadratic regression equation.  The peak silt 
percentage weight (71.4 %) was measured further downstream at Greystone Farm (Site 8). 
 
Clay contents are again low throughout the catchment, with < 10 % at every site except at the 
downstream end of Greystone Farm (Site 8) (Figure 4.8D).  The increase in clay content 
downstream is better modelled by a logarithmic regression equation (95 % confidence) as 
opposed to a quadratic equation.  
 
The most composite bank stratigraphies, with coarse gravel underlying finer silts/sand/clay, were 
at Muker (Site 3) (Plate 3.3) and Easby (Site 6) (Plate 3.6).  There does not appear to be a trend of 
the banks becoming increasingly composite downstream as found on the River Severn, U.K. 
(Harris, 1996).   
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Figure 4.8 Downstream trends in the percentage weight of (A) Gravel, (B) Sand, (C) Silt, and 
(D) Clay in the lower bank  (upstream and downstream) at each monitoring site. 
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4.3.5 Downstream Change in the Organic Content of the Riverbank Sediment 
 
The loss of ignition technique (Section 3.5.1) was used to determine the organic content of both 
living and dead vegetation within the banks.   
 
The highest values of organic matter content were found in the peaty sediment at Beck Meetings, 
with up to 53.3 % of the sample weight lost after ignition (Figure 4.9).  The rest of the catchment 
had organic contents of between 2.6-13.0 %.  High values of organic material contents were 
found in the downstream bottom sample at Low Row (13.3 %), the downstream top sample at 
Reeth (13.0 %), the upstream bottom sample at Easby (11.2 %), and the downstream bottom 
sample at Greystone Farm (11.1 %).  The minimum values were in the lower bank at Reeth (2.6 
% and 3.1 %), the upstream mid-bank sample at Easby (2.7 %), and the mid-bank samples at 
Greystone Farm (3.6 % and 3.9 %).   
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Figure 4.9 Downstream change of loss on ignition in bank sediment from the upper, middle, 
and lower bank.  U/S = upstream end of the erosion pinned section of the montoring site, D/S 
= downstream end of the erosion pinned section of the montoring site. 
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4.4 DOWNSTREAM CHANGES IN BANKFULL FLOW EFFICIENCY 
 
4.4.1 Introduction 
 
The present form of the River Swale channel is a reflection of both recent and antecedent 
processes.  The present hydraulic efficiency may be estimated at the monitoring sites using the 
physical characteristics of the channel i.e. channel dimensions, riverbed sediment characteristics, 
and vegetation resistance.  Understanding how well the channel routes flood discharges, and 
whether the channel is in regime or under/over sized for the current discharges, allows the 
current erosion processes to be put into context.   
 
4.4.2 Downstream Variability in Channel Dimensions 
 
The bankfull channel width increased from Site 1 until the mid-catchment region (Site 5) and 
then decreased to a plateau of ~40 m at Sites 6-9 (Figure 4.10A) (Table 4.6).  The overall trend in 
bankfull depths was a tendency to increase downstream; however, there was a lowering of the 
depths mid-catchment from Sites 5-7 which disrupted this trend (Figure 4.10A).  The 
width:depth ratio may be a reflection of the adjustments of the channel to its sedimentological 
characteristics (Simon, 1989).  An armoured bed material combined with a weak bank material, 
such as a silty-sand stratigraphy, may result in a high width:depth ratio.  The downstream trend in 
the width:depth ratio at the monitoring sites reveals an increase from 11.5 at Beck Meetings (Site 
1) to 33.6 at Hoggarths (Site 2) (Figure 4.10B) (Table 4.6).  The ratio then remained almost 
constant until Morton-on-Swale (Site 7), apart from a large peak value of 112.1 at Reeth (Site 5).  
The two most downstream monitoring sites Greystone Farm (Site 8) and Topcliffe (Site 9) have a 
lower ratio of around 12, close to that found upstream at Beck Meetings (Site 1).   
 
Changes in the channel slope (Figure 4.10C) may also be responsible for the variability in channel 
dimension downstream, as well at the bed and bank sedimentology.  Some of the monitoring 
sites may not be at an equilibrium state, having only reached an intermediate state of adjustment 
(Simon and Hupp, 1990).  The cross-sectional areas of 73.4 m2 at Reeth (Site 5) and 51.4 m2 at 
Easby (Site 6) do not fit into the general trend of increasing area downstream (Figure 4.10D) 
(Table 4.6), and Easby does not fit into the downstream trend of decreasing bank slope (Figure 
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4.10C).  The downstream trend of increasing cross-sectional area may be indicative of the 
channel being at equilibrium with the bankfull discharge.  This may mean that the channel at 
Reeth is too large for the dominant discharges, or at Easby too small.  Overbank flows were 
common at all the sites but Easby was, based on anecdotal evidence from the landowner, 
particularly prone to flooding over the current channel during high flow events.  This would 
appear to indicate a channel not sufficiently well adjusted to carry the influential flood events 
occurring within the catchment.   
 
The ability of the channel to transport high flows is affected by the channel dimensions as well as 
the bed and bank roughness (Darby, 1998).  As well as considering the width:depth ratios and the 
cross-sectional areas the wetted perimeter and hydraulic radius can also be used as descriptive 
tools of the cross-sectional hydraulic efficiency.   
 
The wetted perimeter increased from 7.5 m at Beck Meetings (Site 1) to a peak of 92.5 m at 
Reeth (Site 5) and then decreased to a plateau of around 40 m from Sites 6-9 (Figure 4.10E) 
(Table 4.6).  The hydraulic radius increased downstream from the river source (Figure 4.10F) 
from 0.5 m (Site 1) up to 2.9 m (Site 9).  There was a mid-basin dip (Sites 5-7) in the downstream 
trend of increasing hydraulic radii.  This may again be caused by channel adjustments to bed and 
bank sediment alterations, or changes in slope (Figure 4.10C). 
 
4.4.3 Downstream Trends in Bed Sediment 
 
The b-axis measurements at each of the monitoring sites (Section 3.5.2) had an overall decrease 
in size from upstream to downstream in the catchment (Figure 4.10G).  There were, however, 
variations from the anticipated downstream decreasing size trend.  The sediment size of 86.0 mm 
at Beck Meetings (Site 1) was lower than the site further downstream, with an average size of 
132.2 mm at Hoggarths (Site 2) (Table 4.6).  This may be because there is limited source of 
material upstream of the site, with few colluvial inputs of large clasts into the channel.   
 
Sites 2-4 all decreased in b-axis dimensions downstream, with 84th percentile b-axis measurements 
from 132.2-124.0 mm.  There was then a rapid decrease in bed sediment size at Reeth (Site 5) to 
54.5 mm, perhaps caused by storage of sediment upstream as the channel slope decreased (Figure 
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4.10C) (Table 4.6).  The much higher average sediment sizes of 140.8 measured at Easby (Site 6) 
may be affected by the measurement technique.  The Wolman sample (Wolman, 1954) was taken 
approximately 20 m downstream of the monitoring site due to the unstable nature of the bank.  
The high flow velocities made sampling the bed material hazardous, even at low flows.  To 
overcome this problem material at the left hand side of the channel was sampled during low flow 
conditions leading to an overestimation of the bed material size.  An alternative explanation from 
the higher bed material D84 value at Easby could be the influence of an upstream source of coarse 
sediment.  Tributaries may inject coarse material into the main Swale channel skewing the general 
trend of downstream fining.  The nearest upstream tributary to Easby was Clapgate Beck, 
approximately 8 km upstream.  Just upstream of the monitoring site the eroding bank was 
composed of diamicton, produced by till deposition, which also contributed coarse sediment 
directly into the channel (Plate 3.6).   
 
The downstream sites (7-9) all consisted of fine bed material, from 2.1-13.6 mm.  This meant that 
they were sampled in using a grab sample, rather than a Wolman count (Section 3.5.2).  The 
increase in b-axis D84 downstream from Greystone Farm (Site 8) to Topcliffe (Site 9) could be 
due to the grab sample having been taken in a different geomorphologic unit within the channel.  
Finer material my have been taken from pool material, as opposed to the coarser riffle sediment.   
 
The hydraulic radius and D84 may be used to determine a friction factor for each of the 
monitoring sites.  The friction factor may be a product of four forms of flow resistance: skin 
(grain) resistance, form resistance of bedforms, internal distortion resistance caused by channel 
bends, and spill resistance (Richards, 1982).  The Darcy-Weisbach friction factor (Equation 4.4) is 
based around the skin resistance of channels with near uniform flows, or in riffle sections.  This 
allows the resistance to the flow by the bed material to be compared between sites, and therefore 
comparisons of the energy available to transport sediment at each of the measured cross-sections 
(Section 4.4.4).   
 2
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Where: 
f =Darcy-Weisbach friction factor; 
R = Hydraulic radius (m); 
D84 = 84th percentile of the b-axis measurements of the bed material sample (m).   
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Channel roughness decreased from 0.138 upstream at Beck Meetings (Site 1) to 0.019 at 
Greystone Farm (Site 8), 87.4 km downstream (Figure 4.10H).  The only exception to this trend 
was at Easby (Site 6), where the friction factor of 0.12 was considerably higher than the 
neighbouring values of 0.082 at Reeth (Site 5), and 0.037 at Morton-on-Swale (Site 7) (Table 4.6).  
A relatively low hydraulic radius and high value of D84 were responsible for the high-predicted 
value of channel roughness at Easby.  Inaccuracies in these variables could lead to the 
overestimation of f at the monitoring sites; however observations of the channel indicated high 
channel roughness as well (Plate 4.6). 
 
There was a slight increase in the friction factor at the most downstream site, Topcliffe (Site 9) 
(0.028), from the lowest value of 0.019 at Greystone Farm.  This is probably a combination of 
sampling variability and the low bed sediment D84 measured at Greystone Farm (Site 8) (Figure 
4.10G).   
 
4.4.4 Downstream Variability in Stream Power 
 
The Darcy-Weisbach friction factor (f) can be used to estimate the mean velocity at a cross-
section during bankfull flows (Equation 4.5) (Limerinos, 1970).  The velocity combined with the 
bankfull cross-sectional area allows the bankfull discharge, with a return period of approximately 
two years (Petit and Pauquet, 1997), to be determined (Equation 4.6).  In combination with the 
channel slope, water density, and acceleration due to gravity the stream power at each monitoring 
site could be calculated (Equation 2.5).   
 
 
f
gRSVbf
8ˆ =           (4.5) 
 
Where: 
bfVˆ = Estimated mean bankfull velocity (m s
-1); 
g = Acceleration due to gravity (m s-1); 
S = Water surface slope, which in this case was approximated by the banktop slope (McEwen, 
1994) (m m-1).   
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 bfbfbf AVQ ×= ˆ          (4.6) 
 
Where: 
Qbf = Bankfull discharge (m3 s-1); 
Abf = Channel cross-sectional area at bankfull (m2).  
 
The catchment scale variation in predicted bankfull discharge (Figure 4.10I) reveals an upstream 
peak in discharge, which is uncharacteristic of a natural hydraulic system.  Muker (Site 3) and 
Low Row (Site 4) had predicted discharges of 237 m3 s-1 and 207 m3 s-1 respectively (Table 4.6).  
These high discharges represent a large cross-sectional area and hydraulic radius at these sites. 
 
From Easby (Site 6) downstream there was a rise in estimated discharges from 70 m3  s-1, 49.5 km 
downstream, up to 253 m3 s-1, 104.4 km downstream.  Further downstream from Topcliffe (Site 
9) the IH gauging station at Leckby Grange (Figure 3.1) has a bankfull discharge of 195.0 m3 s-1, 
which is of the same order of magnitude as the Qbf  of 253 m3 s-1 at Topcliffe.  Using the 
estimated discharge values the gross stream power at each monitoring site could be calculated 
(Equation 4.7) (Section 2.5). 
 
 Ωbf = ρgQbfS          (4.7) 
 
Where: 
Ωbf = Bankfull gross stream power (W m-1). 
 
The gross stream power had two peaks in the catchment (Figure 4.10J).  The first was upstream 
at Muker (Site 3), 39081 W m-1, and the other near mid-catchment defined by a single high value 
of 4521 W m-1 at Easby (Site 6) (Table 4.6).  This suggests that these are regions of high erosivity 
within the catchment, due to the potential energy that the river has to expend on entrainment of 
bank material.   
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Figure 4.10 Downstream changes in monitoring site (A) channel widths and depths, (B) 
width:depth ratios, (C) longitudinal slopes.   
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Figure 4.10 continued Downstream changes in monitoring site (D) cross-sectional areas, (E) 
wetted perimeters, (F) hydraulic radii. 
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Figure 4.10 continued Downstream changes in monitoring site (G) bed-sediment sizes, (H) 
Darcy-Weisbach friction factors, (I) estimated bankfull discharges. 
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Figure 4.10 continued Downstream changes in monitoring site (J) gross stream powers.  
 
SITE NAME  DISTANCE 
DOWN-
STREAM  
(km) 
CHANNEL 
WIDTH 
(m) 
AVERAGE
CHANNEL 
DEPTH 
(m) 
WIDTH: 
DEPTH 
RATIO 
CHANNEL 
SLOPE  
(m m-1) 
CROSS-
SECTIONAL 
AREA 
(m2) 
1. Beck 
Meetings 
2.56 6.61 0.57 11.5 0.0280 3.8 
2. Hoggarths 8.81 28.46 0.85 33.6 0.0146 24.1 
3. Muker 15.24 40.64 1.39 29.2 0.0168 56.4 
4.Low Row 23.39 52.12 1.52 34.36 0.0054 79.1 
5. Reeth 29.94 90.73 0.81 112.1 0.0022 73.4 
6. Easby 49.51 40.02 1.29 31.1 0.0045 51.4 
7. Morton-on-
Swale 
74.66 51.95 1.49 35.0 0.0006 77.3 
8. Greystone 
Farm 
87.41 31.07 2.53 12.3 0.0006 78.5 
9. Topcliffe 104.39 40.01 3.12 12.8 0.0005 124.8 
SITE 
NO. 
WETTED 
PERIMETER 
(m) 
HYDRAULIC 
RADIUS  
(m) 
BED 
SEDIMENT 
D84 (mm) 
DARCY-
WEISBACH 
FRICTION 
FACTOR (f) 
ESTIMATED 
BANKFULL 
DISCHARGE 
(m3 s-1) 
GROSS 
STREAM 
POWER  
(W m-1) 
1 7.5 0.5 86.0 0.138 11 2932 
2 21.4 1.1 132.2 0.110 82 117.65 
3 42.6 1.3 130 0.100 237 39081 
4 53.6 1.5 124 0.091 207 11021 
5 92.5 0.8 54.5 0.082 93 1969 
6 41.7 1.2 141 0.108 103 4521 
7 54.6 1.4 13.6 0.037 104 623 
8 33.1 2.4 2.1 0.019 195 1186 
9 42.5 2.9 12 0.028 253 1242 
Table 4.6 Downstream changes in monitoring site: width, depth, width:depth ratio, slope, cross-
sectional area, wetted perimeter, hydraulic radius, bed sediment D84, Darcy-Weisbach fricton 
factor, estimated bankull discharge, and gross stream power.   
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4.4.5 Downstream Changes in Bank Vegetation 
Very little vegetation was observed on the bank surfaces themselves at monitoring sites.  This 
was probably due to the site selection technique (Section 3.4.2), which involved choosing steep 
unvegetated banks.  There was also very limited instream vegetation at all the monitoring sites.  
The channel roughness produced by the vegetation was therefore minimised.   
 
The herbaceous plants that were situated on the bank tops are listed in Table 4.6.  Little data 
were available on the comparative rooting characteristics of these plants.  It was therefore 
difficult to distinguish which of the plants were important in binding the soil mass with deep or 
wefted root systems.  Information was available for rooting depths and erodibility of instream 
plants (Haslam, 1978), which describes Ranunculus spp. as shallow rooted (mostly in the upper 150 
mm of the substrate).  This is probably true for most of the other listed species (Table 4.6) found 
at the monitoring sites.   
 
The number of species identified increased, from nine and seven upstream at Beck Meetings and 
Hoggarths (Sites 1 and 2), to a maximum of 19 species at Easby (Site 6).  The number of species 
then decreased downstream.  There is the potential for this change in species richness to be 
caused by differences in channel activity (Tabacchi et al., 1996), with greater richness in more 
dynamic reaches with rapid changes in planform caused by meandering.  The anthropogenic 
influence at most of the sites makes this hypothesis tenuous, however it may warrant more 
research.     
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UPSTREAM                                                               DOWNSTREAM HERBACEOUS 
SPECIES Site 1 
Site 
2 
Site 
3 
Site 
4 
Site 
5 
Site 
6 
Site 
7 
Site 
8 
Site 
9 
Achillea millefolium          
Alliaria petiolata           
Anthriscus sylvestris           
Artemisia vulgaris           
Barbarea vulgaris           
Bellis perennis          
Centaurea nigra           
Centaurea scabiosa           
Chrysanthemum vulgare          
Cirsium plaustre          
Cirsium vulgare          
Conopodium majus           
Cordunus aconthoides           
Crepis palludosa           
Epilobium hirsutum           
Euphrasia nemorosa           
Galium cruciata           
Galium saxatile          
Geranium robertianum           
Impatiens glandulifera           
Lapsana communis           
Leontodon hispidus           
Lotus corniculatus           
Matricaria matricarioides           
Montia sibirica          
Myosotis scorpioides          
Myosoton aquaticum           
Plantago lanceolata          
Plantago major          
Plantago media           
Prunella vulgaris          
Ranunculus repens          
Rhinanthus minor           
Rorippa sylvestris          
Rubus fruticosus agg.          
Rumex acetosa           
Rumex obtusifolius           
Senecio jacobaea          
Taraxacum officinale agg.           
Trifolium dubium          
Trifolium pratense          
Trifolium repens          
Urtica dioica          
Veronica chamaedrys           
Veronica officinalis          
Vicia sativa           
Veronica serpyilifolia           
TOTAL 9 7 14 15 13 19 13 9 6 
Table 4.7 The distribution of herbaceous species throughout the catchment.  
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4.5 SUMMARY 
 
1. The results from erosion pin and re-survey measurements indicated a mid-catchment increase 
in rates of erosion.  The downstream trend of erosion rates could be modelled using 
polynomial regression equations.  
2. The changes in river planform position from c.1854 – c.1980 were classified into seven 
categories of Channel Pattern Classification by Sedgwick (2000).  The areas containing highly 
meandering reaches, and those that were stable, were in general agreement with the rates of 
change determined by this study.   
3. Riverbank sediment was found to decrease in gravel and sand, and increase in silt and clay, 
from upstream to mid-catchment.  Further downstream changes in sediment composition 
were more limited.  Composite bank structures were found to be site specific and no 
downstream change of this variable was identified.   
4. The organic content of the bank sediment was at a maximum at Beck Meetings (Site 1) but 
remained fairly stable at the rest of the sites with a loss of ignition of around 2.6-13.0 %.   
5. The channel dimensions and bed-sediment b-axis D84 were used to predict the bankfull 
discharge at each monitoring site.  The predicted discharges were then used to estimate the 
bankfull gross stream power.  This indicated two peaks in stream power in the catchment, of 
39081 W m–1 at Muker (Site 3) and 4521 W m–1 at Easby (Site 6).   
6. Erosion rates have been found to follow a quadratic trend at a catchment scale.  The timing 
of the erosion events may be used to identify any trends in erosional processes at the same 
scale; this will be the focus of Chapter 5. 
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CHAPTER 5 
SEASONAL VARIABILITY IN BANK EROSION RATES 
5.1 INTRODUCTION 
 
The temporally lumped, or averaged, data that were considered in Chapter 4 revealed spatial 
(downstream) trends in bank erosion rates.  Comparisons have been made between spatial 
changes in average rates of erosion and environmental variables, such as bed and bank sediment 
composition, throughout the catchment (Sections 4.3 and 4.4.3).  A clearer model of the active 
processes of erosion that are controlling the catchment variability in erosion rates, however, may 
be drawn out from the temporal changes in erosion rates during the monitoring period.   
Seasonal trends in erosion throughout the catchment may be co-incident with seasonal trends in 
environmental variables such as peak flow events (Thorne and Abt, 1993), the fluctuations 
around sub-zero temperatures (Lawler, 1993b), or bank moisture conditions (Grissinger, 1982).  
Determining the variable, or group of variables, that best statistically describe the seasonality in 
bank erosion rates may aid the identification of processes.   
5.2 BANK EROSION SEASONALITY  
 
Seasonal variations in erosion rates have been observed in other river systems (Wolman, 1959; 
Twidale, 1964; Leopold, 1973; Hooke, 1979; Lawler, 1986).  This seasonality may be attributed to 
a change in efficacy of a particular process, or changes in the types of processes that were 
dominant.   
 
The differing monitoring period lengths, and timing of erosion measurements, make direct 
statistical comparisons between rates of erosion at each of the monitoring sites difficult.  Erosion 
seasonality at each site will be examined statistically using possible controlling variables later in 
the chapter (Section 5.4).  The comparison of peaks and troughs in the erosion-monitoring 
period can highlight any obvious changes of erosion periodicity throughout the catchment.  The 
time series of erosion rates for the nine study sites are shown in Figure 5.1 A - I.   
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The general trend at all sites was for a peak rate of erosion to occur during the winter months, at 
around January and February each year (Table 5.1).  This was certainly true at Beck Meetings (Site 
1) (Figure 5.1A) where the relatively low annual rates of erosion, of up to 1.4 mm day-1, were 
concentrated in the months of January and February 1997 and 1998.  From the period of January 
1997 – March 1998;  78.7% of the erosion (Table 5.1) occurred during these periods, and the rest 
of the monitoring period was nearly devoid of erosion.  
 
MONITORING 
SITE NUMBER 
SITE NAME PROPORTION OF EROSION IN 
THE PERIOD C. 01/97- 03/98 
OCCURRING DURING JANUARY - 
FEBRUARY 1997 AND 1998 (%) 
1 Beck Meetings 78.7 
2 Hoggarths 80.6 
3 Muker 63.9 
4 Low Row 83.0 
5 Reeth 33.2 
6* Easby 85.6 
7 Morton-on-Swale 78.4 
8 Greystone Farm 62.1 
9 Topcliffe 75.6 
Table 5.1 The proportion of erosion pin, * or surveyed, erosion from the period c. January 1997-
March 1998 that occurred in the months of January and February.   
 
At Hoggarths and Muker (Figures 5.1B and C) there was a similar pattern of erosion to that 
observed at Beck Meetings.  The peak erosion values were higher, up to 4.9 mm day-1, and the 
erosion season appeared to lengthen downstream.  Erosion values of 0.6 mm day-1 occurred at 
Muker in August 1996 and August 1997, extending the period of active erosion.  
 
The lower annual rate of erosion at Low Row (Figure 4.1) is reflected by much lower peak values 
of up to 1.4 mm day-1.  The length of the erosion season was shortened, with several values less 
than 0.1 mm day-1 during the summer months of April to July 1996, and April to September 1997 
(Figure 5.1D).   
 
The peak rates of erosion at Reeth appear to occur earlier in the winter season than at any of the 
sites upstream (Figure 5.1 E), reducing the proportion of erosion occurring during the January 
and February period (Table 5.1).  High rates of erosion, of 2.4 mm day-1, during the summer 
period from the 29/06/97 to 04/08/97 mark a return to a longer annual erosion season.  This 
was also the case at Easby where the erosion was dominated by a large peak value of 74.4 mm 
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day-1 (Figure 5.1 F).  The subsequent erosion events were much smaller in comparison to this 
peak value.  They were, however, still high compared with rates of erosion at the other 
monitoring sites.  During June 1997 the rate of erosion was 8.7 mm day-1, which would suggest 
that erosion processes were still active during the summer months.   
 
Almost all of the monitoring periods experienced some erosion at Morton-on-Swale (Figure 5.1 
G).  Summer rates were low, at around 0.1 mm day-1, during the July periods.  Higher rates of 
erosion during February 1996, 1997, and 1998 indicate the same winter peak as the other 
monitoring sites (Table 5.1).   
 
The dominance of summer erosion increased at Greystone Farm (Figure 5.1 H).  From the 
03/07/97 to the 14/07/97 an average of 3.0 mm day-1 of erosion was recorded.  This is around 
the same rate as experienced during the maximum winter peak from 05/01/97 to 07/03/97, 
resulting in only 62.1 % of the erosion occurring during the January and February period (Table 
5.1) 
 
At Topcliffe the rates of erosion decrease further from the mid basin peak at Easby (Figure 5.1 
I).  Despite this decrease in erosion rates the general trend of an elongated erosion period was 
maintained.  This indicates that processes that were operating at this site were affected by 
summer events in either stream or meteorological variables.  The erosion rates during the 
summer, however, were not as dominant as at Greystone Farm (Table 5.1).  The maximum rates 
of erosion of 2.8 mm day-1 and 1.0 mm day-1 were experienced during the winter months of 
January to February 1997, and February to March 1998 respectively. 
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Greystone Farm Erosion Pin Measurements
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Topcliffe Farm Erosion Pin Measurements
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Figure 5.1 The average rate of erosion pin 
measured erosion (mm day-1) during each 
monitored epoch at:  
(A) Beck Meetings (Site1);  
(B) Hoggarths (Site 2); 
(C) Muker (Site 3);  
(D) Low Row (Site 4); 
(E) Reeth (Site 5);  
(F) Easby (Site 6); 
(G) Morton-on-Swale (Site 7);  
(H) Greystone Farm (Site 8);  
(I) Topcliffe Farm (Site 9). 
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5.3 REGRESSION TECHNIQUES AND SELECTION OF INDICES 
5.3.1 Introduction  
 
The seasonality in surrogate ‘environmental’ variables may be used to describe the temporal 
patterns in bank erosion rates.  Further interpretation of the dominant variables allows processes 
to be inferred.  Bivariate relationships between erosion rates and surrogate variables reveal the 
dominant controls on seasonal variations.  The interaction of several explanatory variables can 
often be more important in defining active processes than the selection of those that are just 
highly correlated.  Thus, a multivariate statistical technique was needed to enable the variation in 
erosion rates to be modelled by a set of seasonally varying environmental factors.   
 
The statistical technique of Stepwise Linear Multiple Regression (Rawlings, 1988) selects, using 
varying procedures (Section 5.3.2), the ‘best’ subset of independent variables to explain the 
erosion rate.  Another advantage of using this technique is that it allows comparisons with 
previous studies of bank erosion (Hooke, 1979; Lawler, 1986).  The following sections introduce 
the Stepwise Linear Regression technique.  The selection of independent environmental variables, 
and dependent erosion variables is also discussed.   
 
 5.3.2 Linear Stepwise Regression Methodology 
 
The regression procedure selects a series of independent variables (or single variable) that are 
linearly related to the dependent variable of erosion. 
  
The technique may select and remove independent variables in 3 different ways: 
 
1. Forward Selection.  No variables are initially entered in the model.  The first variable to be 
selected is the one with the highest simple correlation with the dependent variable above a 
critical value of F.  Each variable that is entered into the model is chosen so that it causes the 
largest reduction in the residual sum of squares (RSS) of the model.  Entering variables that 
correlate most significantly with the residuals in the current model will produce the largest 
reductions in RSS.  If no threshold criteria for entry is specified the selection will continue 
until all the variables are selected.  
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2. Backward Selection.  All the independent variables are initially entered into the model.  At 
each step the variable that causes the lowest increase in RSS will be removed.  The variable 
causing the lowest increase in RSS will have the smallest partial sum of squares in the model.  
The elimination process will continue until only one variable is left in the model if no critical 
threshold value is specified. 
 
3. Stepwise Selection.  Selection commences as with Forward selection.  After each addition 
of an independent variable to the model the partial sums of squares for all the variables is 
calculated.  This procedure then allows variables that were previously significant in the model 
but became unimportant on the addition of other variables to be removed.  The procedure 
switches to backward selection removing variables until all the variables meet the minimum 
threshold F value.  
 
Stepwise selection is mathematically more complex, compared to a simple forward or backward 
selection, but produces a greater chance of finding the best subset models as more combinations 
are tested (Rawlings, 1988).  This technique was compared against forward selection using the 
dependent variable ERRATE (Section 5.3.3) and the independent variables at 8 monitoring sites.  
Only once did a different variable enter into the model, and this was the variable with the lowest 
partial sum of squares.   
 
It is common to set both selection and rejection F values the same; however, the exact value of F 
may vary with the number of independent variables (Seber, 1977).  The larger the number of 
independent variables the higher, and therefore more rigorous, the F value that is needed to be 
exceeded.  Efroymson (1960) used an F value of 2.5 whilst Draper and Smith (1966) used a value 
of 3.29 (in Seber, 1977).  Three F values, 2.5, 3.29 and 4 were tested in both forward and stepwise 
selection using ERRATE as the dependent variable, and all the independent variables at eight of 
the monitoring sites.  Slightly more variables were selected using the F value of 3.29 rather than 4, 
but there was almost no difference between the 3.29 and 2.5 levels.  It was therefore decided to 
use 3.29 as the critical threshold in order to maximise the number of variables selected. 
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The stepwise selection process imposes certain constraints on the input data.  There are three 
main problems encountered when trying to model a dependent variable using subsets of 
independent variables (Rawlings, 1988).  These are: 
 
1. Normality.  Each of the variables should be normally distributed around its mean value to 
allow comparisons.  For small data sets this is difficult to achieve even taking into account the 
possibility of transforming the original data.  However this constraint need not be rigorously 
adhered to: “ normality is needed only for tests of significance and construction of 
confidence interval estimates of the parameters” (Rawlings, 1998, p. 238) 
 
2. Common Variance.  Equal variances imply that every dependent variable observation 
contains the same amount of information.  If the variance is heterogeneous, as it often is for 
non-normal distributions, then the transformation of the original data set may again be 
considered.  An alternative is to use a weighted least squares selection procedure.  
 
3. Correlated Errors.  Time series measurements may incorporate errors within the 
measurements that will impact on the subsequent measurements.  The residuals at each time 
step may become auto-correlated because of the associated errors.  This problem can be 
overcome by the design of the experiment collecting the data or, in the case of this study, by 
the selection of surrogate variables.   
 
Other problems that may be encountered are overly influential ‘outlying’ data points, and 
collinearity within the data.  Transformation may again solve the problem of outliers.  
Collinearity, where variables are interconnected in the linear model due to their similar variability, 
may be checked using the correlations between variables (Ferguson, 1977).  After the best sub-set 
was selected each of the independent variables was compared against the others that were 
selected.  If the Pearson’s correlation coefficient (r) was at, or above 0.8 (Hauser, 1974), then one 
of the indices was excluded (Hooke, 1979; Lawler, 1986).  To rationalise the exclusions the 
variables that caused the highest occurrence of collinearity within all the other variables was the 
first to be removed.   
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5.3.3 Erosion Variable Selection 
 
The erosion rates for each epoch at every monitoring site needed to be summarised into variables 
that could describe seasonal variations in the data.  So that the study would be comparable with 
previous studies by Hooke (1979) and Lawler (1986) the same dependent variables of average 
erosion rates (ERRATE), the percentage of pins registering erosion (ERODE%), and the 
maximum amount of erosion for each epoch (ERMAX) were used (Table 5.2).  
 
The high rates of erosion at some sites, where entire erosion pins were regularly removed, meant 
that the maximum amount of erosion during an epoch (ERMAX) would be constrained, in some 
circumstances, by the maximum pin length.  The upper ‘ceiling’ of erosion measurements could 
mask the seasonal variation between epochs.  To account for this problem, the 84th percentile of 
all the pins measured was calculated (Table 5.2).  Similar to uses in other distributions, for 
example D84 in bed material measurements (Wolman, 1954), the 84th percentile describes where 
the upper range of erosion measurements is situated.  The advantage is that in most cases there 
should be no ‘topping out’ of the erosion values.  
 
DEPENDENT 
VARIABLE 
ABBREVIATION 
VARIABLE DESCRIPTION UNITS 
ERRATE The average rate of erosion registered at all 
measured erosion pins for each epoch 
mm a-1 
ERMAX The maximum amount of erosion registered on an 
erosion pin during an epoch 
mm 
ERODE84 The 84th percentile of erosion registered on 
erosion pins during an epoch 
mm 
ERODE% The percentage of pins that registered erosion 
during an epoch 
% 
Table 5.2 A description of the dependent erosion variables used in the Stepwise Multiple 
Regression analysis. 
 
5.3.4 Derivation and Selection of Independent Variables 
 
The main aim of the independent environmental variable selection was to produce variables that 
would model the seasonal variations in erosion data, as an aid to process interpretation.  To 
rationalise the number of exploratory variables used those identified as being influential in 
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previous U.K. studies (Hooke, 1979; Lawler, 1986) were chosen.  The selection of variables was 
also limited by the availability of data from the study’s fieldwork programme, as well as from 
external data sources such as gauging stations and meteorology stations.  Due to the lack of 
background data during the beginning of the monitoring programme the length of the period 
being considered for regression was limited to less than the maximum period monitored using 
erosion pins (December 1996 – March 1998).  The actual duration of erosion pin monitoring 
regressed was therefore fixed from mid January 1997 until late March 1998.  This period includes 
two winters but only one summer which may bias the variables selected, resulting in the process 
inferred being mainly those that occur during the winter.  As the majority of the erosion occurred 
during the winter (Table 5.1) this subjectivity is thought not to be a significant problem.   
 
The initial aim of the stepwise regression was to describe the variations in bank erosion at the 
three main monitoring sites in the upper, middle and lower catchment (Beck Meetings (Site 1), 
Low Row (Site 4) and Greystone Farm (Site 8)).  The data available from on site monitoring of 
air temperature, bank temperature, and stage (Section 3.3.5-3.3.6) allowed a more rigorous 
formulation of surrogate environmental variables than from offsite monitored data.  
Subsequently these data on independent variables have been extrapolated to include all the other 
sites, except for Easby, where the small sample size of erosion measurements (n = 10) invalidates 
many of the requirements for regression analysis (Section 5.3.2).  Data from Beck Meetings (Site 
1) were used to create the independent variables at Hoggarths (Site 2) and Muker (Site 3).  Low 
Row (Site 4) data were used to model dependent variables at Reeth (Site 5), whilst Morton-on-
Swale (Site 7) and Topcliffe (Site 9) used Greystone Farm (Site 8) data to create surrogate 
variables for each epoch.  The variables have a selection of associated erosion processes that they 
could influence in both a univariate and multivariate manner.  They can, in the main, be grouped 
into 4 categories (Hooke, 1979; Lawler, 1986): Temperature Indices; Streamflow Indices; 
Precipitation Indices and Antecedent Precipitation Indices, and the discussion below treats each 
group in turn.  The definitions and units for each variable are provided in Table 5.3.   
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INDEPENDENT 
VARIABLE 
ABBREVIATION 
VARIABLE DESCRIPTION UNITS 
Temperature Indices   
AIRFROST% Number of days (0900-0900 GMT) of air temperatures  ≤ 0.0 oC, 
as a percentage of the erosion epoch length 
% 
BANKFROST% Number of days (0900-0900 GMT) of air temperatures ≤ 0.0 oC at 
the bank face, as a percentage of the erosion epoch length 
% 
FTCYC% Number of episodes of temperatures ≤ 0.0 oC, as a percentage of 
the erosion epoch length 
% 
MAXRANGE Maximum diurnal temperature range (0900-0900 GMT) within 
each epoch 
°C 
Stream flow indices   
AMAXST Absolute maximum stage recorded in each erosion epoch m 
MDSTAGE Mean daily stage in each erosion epoch m 
MMAXST Mean daily maximum stage in each erosion epoch m 
ST+90% Percentage of epoch length when the bank face was inundated at or 
above 90% of its height 
% 
ST+60% Percentage of epoch length when the bank face was inundated at or 
above 60% of its height 
% 
MAXDESC Maximum rate of descent of stage, during the time in each erosion 
epoch when the bank face was inundated at or above 60% of its 
height 
m min-1 
Precipitation indices   
GT5MM% Number of days with >5.0 mm precipitation, as a percentage of the 
erosion epoch length 
% 
GT10MM% Number of days with >10.0 mm precipitation, as a percentage of the 
erosion epoch length 
% 
MAXDP Maximum daily precipitation in each erosion period mm 
Antecedent ground moisture indices   
API .94 Mean Antecedent Precipitation Index (API), with a decay constant 
(k) = 0.94, for each erosion epoch 
mm 
API.98 Mean Antecedent Precipitation Index (API), with a decay constant 
(k) = 0.98, for each erosion epoch 
mm 
Table 5.3 Independent environmental variables used in the Stepwise Multiple Regression 
analysis. 
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5.3.4.1 Temperature Indices 
 
 AIRFROST% 
 
The number of days in each epoch that have air temperatures ≤ 0.0 oC gives an indication of the 
potential for frost action processes to occur.  Needle ice formation and other freeze thaw 
processes may be active if the temperature is low enough, and if there is sufficient soil moisture 
present (Outcalt, 1971; Branson, 1992). 
 
The number of days of air frost was determined using thermistor data at both Beck Meetings and 
Low Row (Figure 3.5).  Greystone Farm AIRFROST% data were obtained from Leeming 
Meteorological Station (SE 4305 4891) minimum temperature data (Figure 3.1).  The 
meteorological station daily measurements were recorded from 0900-0900 GMT.  To allow 
comparisons throughout the data sets this daily interval was made the convention for all data.   
 
Low Row did not have any air temperature measurements until 29/06/97, part way through the 
analysis period.  Therefore, to fill this data gap, a common measurement period of air 
temperature at Beck Meetings and Low Row from 29/07/97-02/08/97 containing 324 data 
points, from 15 minute interval monitoring, was used to create a regression equation relating the 
two sites (Equation 5.1).  
 
AIRTEMPLR = 0.9477AIRTEMPBM + 4.6019     (5.1)  
(R2 = 87.0 %; n = 324; p < 0.05) 
 Where: 
AIRTEMPLR = the air temperature at Low Row, from 29/07/97-02/08/97, (oC); 
AIRTEMPBM = the air temperature at Beck Meetings, from 29/07/97-02/08/97, (oC). 
 
 
The missing data at Low Row were estimated using the derived equation, allowing the percentage 
of days in each epoch with sub-zero temperatures to be calculated.  
 125
 
  BANKFROST% 
 
The actual surface temperature of the bank is a more specific measure of the bank thermal 
conditions than AIRFROST%.  The effects of shading from vegetation and insulation from river 
water may be included in this variable, allowing a clearer picture of the likelihood of frost action 
processes occurring. 
  
At all three main sites (Beck Meetings, Low Row and Greystone Farm) the temperature data 
provided by the Tinytalk thermistors (Section 3.3.6) were used for most of the analysis period.  
When the instruments were not accessible to download, due to flood inundation, air temperature 
was used to predict the bank face temperature.  The regression equations and confidence limits 
for the relationships between air thermistor and Tinytalk data at each site are shown in Table 5.4.   
 
SITE 
NO. 
SITE 
NAME 
LINEAR REGRESSION EQUATION NUMBER 
OF PAIRS 
OF 
VARIABLES 
(n) 
CO-EFFICIENT OF 
DETERMINATION  
(R2) (%) 
MALLOWS 
Cp (p) 
1 Beck 
Meetings 
BANKTEMPBM= 0.629AIRTEMPBM + 3.107 44680 42.2 <0.05 
4 Low Row BANKTEMPLR = 0.675 AIRTEMPLR + 0.745 1703 92.0 <0.05 
8 Greystone 
Farm 
BANKTEMPGS = 1.164 AIRTEMPGS –  0.296 7000 72.0 <0.05 
Table 5.4 Regression equations relating Air Temperature to Bank Face Temperature at Beck 
Meetings (Site 1),  Low Row (Site 4), and Greystone Farm (Site 8). 
 
 FTCYC% 
 
The frequency of sub-zero temperature cyclicity during an erosion epoch may be important for 
predicting the effect of frost in the soil (Lawler, 1986).  The number of times the air temperature 
fell to ≤ 0 oC may not necessarily be the same as the number of days of air frost.  Several sub-
zero fluctuations may occur in one night.  These individual fluctuations have been linked to the 
multi-layered sediment bands that occur in needle ice due to re-freezing of water in the bank 
surface (Branson et al., 1992; Lawler, 1993b).  A single period of sub-zero temperatures may also 
extend over several days (Lawler, 1984).   
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The same air temperature data used to calculate AIRFROST% were used to determine 
FTCYC%, due to the greater availability of these data compared to BANKFROST%.  The 
number of times the temperature was ≤ 0 oC during each 24-hour period was expressed as a 
percentage of the number of days in the epoch.  
 
The air temperature data used to calculate the number of frost cycles was recorded at 15-minute 
intervals.  This interval of measurement could potentially lead to an under-prediction of the 
number of frost cycles if the temperature was rapidly fluctuating.   
 
 MAXRANGE 
 
Expansion and contraction of both the bank material and the air contained within the soil matrix 
can stress the bank surface.  Extreme drying of the soil followed by wetting due to either rain or 
flood inundation could lead to slaking (Section 2.2.3) (Selby, 1982).  During periods of low bank 
moisture the contraction of the soil may result in desiccation of the bank material, with soil 
flaking away from the bank surface (Duijsings, 1987).  The highest daily range in each epoch 
indicates the most extreme temperature change during a 24-hour period, and therefore the 
potential for the highest stresses.  It could also model the changes from frozen conditions to 
temperatures above 0 oC, representing the melting and either direct erosion or preparation of 
surface bank material.   
 
At Beck Meetings and Low Row the daily maximum and minimum from the 15-minute interval 
air temperature data were used to determine MAXRANGE.  At Greystone Farm the minimum 
and maximum daily temperatures at Leeming (Figure 3.1) were used. 
5.3.4.2 Streamflow Indices 
 
 AMAXST 
 
The dominant flood within each erosion epoch (AMAXST) was expected to vary seasonally due 
to the incidence of high flows during the winter - spring period, and low flows during the 
summer.  This variable, however, allows the influence of low frequency and high intensity flow 
events, such as those caused by summer thunderstorms, to be accounted for.  The height of the 
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dominant flood could lead to the prediction of a threshold level needed for certain processes to 
become active, such as entrainment or mass failure.  The stage of the floodwater is therefore used 
to determine this variable, as opposed to discharge.  The significance of ‘catastrophic’ events in 
causing the re-shaping of the channel by erosion could also be inferred from this measure.  
 
Pressure transducer data from Beck Meetings and Low Row was used to calculate this index.  
Stage data from the I.H. gauging station at Crakehill (S.E. 4425 4734) (Figure 3.1) was used as an 
indicator for the water depth upstream at Greystone Farm.  However, the left-hand tributary of 
Cod Beck enters the River Swale in between Greystone Farm and Crakehill (Figure 3.5).  The 
actual stage and discharge will therefore differ between these monitoring sites; however the 
objective of using the AMAXST index was to reveal seasonal variations in stage.  The timing of 
the maximum stage at these two downstream sites should be reasonably consistent.   
 
The maximum stage events at Beck Meetings and Low Row were not recorded in all cases due to 
the removal of the pressure transducer support structure by floods, or blockages from trapped 
Coarse Woody Debris (CWD).  Lack of upstream stage monitoring in Swaledale made it 
impossible to ‘infill’ the missing 5 % of the data with stages from the River Swale or any of its 
tributaries.  Instead an upland gauging station at Moor Houses on Trout Beck (NY 758 335) 
(Figure 3.1) (Burt et al., 1998) was used to estimate missing flow data.  The common monitoring 
period from 14/01/97 – 06/01/98 at both Beck Meetings and Moor Houses, containing 2000 
hourly data points, was used to perform a least squares linear regression analysis (Equation 5.2).  
 
STAGEBM = 0.724 STAGEMH + 0.0624     (5.2) 
(R2 = 46.2 %; n = 2000; p < 0.001) 
Where: 
STAGEBM = stage at Beck Meetings (m); 
STAGEMH = stage at Moor Houses (m). 
 
The same approach was used for the missing 20 % of the stage data at Low Row.  A least squares 
linear regression was fitted to a common monitoring period from 16/12/97 – 06/01/98, which 
contained 2000 data points recorded at 15-minute intervals (Equation 5.3). 
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STAGELR = 13.75 STAGEMH + 3.70      (5.3)  
(R2 = 36.7 %; n = 2000; p < 0.001) 
Where: 
STAGELR = stage at Low Row (m); 
STAGEMH = stage at Moor Houses (m). 
 
Equations 5.2 and 5.3 were then used to in fill all the data gaps at Beck Meetings and Low Row.   
 
 MDSTAGE 
 
The mean daily stage in each epoch gives an indication of the average flow conditions in the 
channel.  This reduces in significance the extreme events of high and low stage.  The mean stage 
could model the height of most frequent saturation of the bank.  If the mean stage in an epoch 
was high enough to encroach on the bank upper layers there could be a greater incidence of mass 
failure.  A more probable lower average depth of stage could affect entrainment processes.  
Higher mean stages would result in greater shear stresses on the bank surface, resulting in 
increased levels of entrainment.  
 
The same data sets used to calculate AMAXST were used determine the mean daily stages, which 
were then averaged for each epoch. 
 
MMAXST 
 
The index, produced by averaging the maximum daily stages in each erosion epoch, allowed the 
seasonal variations in the upper range of stage data to be highlighted.  The index created values 
that were higher than MDSTAGE but lower than AMAXST.  It was however the fluctuations of 
the index between epochs that were of importance.  High values should occur when there were 
elevated stages either for a long single period or for several shorter time periods.  It was not 
possible to differentiate between these two scenarios with this index.  The higher the value of 
MMAXST the more likely the banks at that level, or just below, would become saturated, aiding 
mass failure processes.  The lower the value the drier the banks and the greater chance that 
desiccation processes could have occurred. 
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 ST+90% 
 
Although the indices of AMAXST, MDSTAGE, and MMAXST all provide information on the 
level of inundation of the bank surface they do not describe the length of time that the bank was 
submerged.  ST+90% was therefore devised as an index of the length of time that the stage was 
above 90 % of the bank height.  The 90 % level was selected so that it included, at all sites, the 
upper 40 cm of the bank.  This upper region was the most prone to cantilever block failures, 
prepared by previous entrainment undercutting the banktop (Thorne and Tovey, 1981).  At 
Greystone Farm the bank height of 4 m resulted in the top 10 % of the bank being between 3.6 
and 4 m.  The longer cantilever blocks are inundated the greater the degree of saturation, and 
associated increase in weight.  When the flood wave retreats the block may be too heavy to 
support its own weight, leading to collapse by surcharging (Abam, 1997).  The high flows may 
also be associated with a higher potential for fluvial entrainment.   
 
The lack of floods during the low flow periods could result in several zero values, thus limiting 
the use of the index to describe seasonal trends.  However, if intermittent bank failures are the 
dominant source of erosion at a monitoring site then this index may be an effective model.  
There is also the problem of not being able to identify whether high stages are from one long 
single event or from several shorter events.  Thus care must be taken in the interpretation of this 
variable.  
 
ST+60% 
 
This variable is similar to ST+90%.  The ST+60% index records the amount of time that 60 % of 
the bank was inundated.  The advantage of creating a larger zone than ST+90% was so that the 
likelihood of maintaining zero values could be reduced, and therefore seasonal variations in 
erosion better accounted for.   
 
Processes of entrainment, slab failure, cantilever failure and rotational failure could all be 
favoured by having high values of ST+60%.  Having a larger area of the bank inundated would 
also be expected to result in strong relationships with ERODE% as there is a greater potential 
for entrainment at the erosion pin sites.   
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 MAXDESC 
 
Hooke (1979) found problems in obtaining a consistent measure of hydrograph recession for an 
analysis of bank erosion rates.  In an attempt to create a transferable variable between monitoring 
sites only the falling limbs that occurred whilst the bank was inundated at, or above, 60 % of its 
height were considered.  The upper level of inundation includes floods potentially influential in 
causing mass failures on the receding limb on the hydrograph.  The fastest fall in stage for each 
15-minute interval was calculated for each flood over 60 % of the bank height.  MAXDESC 
represents the maximum 15-minute recession rate for each epoch.   
 
The rate of decline of stage has implications for the stability of the bank.  If the water level drops 
rapidly then the bank may become unstable due to the increased weight and pore water pressures, 
from absorbed water (Darby et al., 2000), being unsupported when the buttressing effect of the 
river water is removed (Abam, 1997).   
 
Only the fastest rate of descent in each epoch was considered in this variable, so a bias was 
placed on the fact that single events in each epoch will dominate the erosion.   
 
5.3.4.3 Precipitation Indices 
 
GT5MM% 
 
The percentage of days in each epoch with the relatively high rainfall rate of 5 mm day-1 was used 
to describe events that may be influential in explaining bank erosion.  Hooke (1979) and Lawler 
(1986) used the percentage of days in each epoch in which precipitation had been recorded and 
therefore the variables should be comparable.   
 
The rainfall data needed to calculate this variable was taken from Moor Houses (Figure 3.1) for 
Beck Meetings, Hoggarths and Muker; Richmond (NZ 172 016) (Figure 3.1) for Low Row and 
Reeth; and Leeming Meteorology Station (Figure 3.1) for Greystone Farm, Morton-on-Swale and 
Topcliffe.  The suffixes (MH), (RM), and (LM) denote the different sets of data that were used to 
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create each index.  Missing data at Moor Houses from December 1997-March 98 were directly 
replaced with data from Richmond from the same period, due to the lack of alternative data 
sources.   
 
High rates of precipitation can affect the bank directly through rainsplash erosion (Duysing, 
1986) removing weathered material as well as the non-subaerially prepared bank surface.  There 
are also linkages between rainfall, river flow and soil moisture.   
 
GT10MM% 
 
Due to the upland nature of much of the Swale catchment high rates of rainfall occurred during 
the monitoring period.  In order to characterise seasonality in the highest rates of rainfall a 
threshold of 10 mm day-1 was used as well as the 5 mm day-1 index. 
 
MAXDP 
 
The maximum precipitation event within an epoch may, as with AMAXST, model the influential 
‘catastrophic’ events of bank erosion.   
 
The same data used to determine GT5MM%, and GT10MM%, were used to calculate the 
maximum rainfall in each epoch.  High rainfall rates could be associated with rainsplash erosion, 
or simply increase the stage and soil moisture.   
 
5.3.4.4 Antecedent Precipitation Indices 
 
 API.94 
 
The moisture content of the bank material can influence bank erosion processes, and in particular 
mass failures (Section 2.4).  Directly measured soil moisture levels were not available for the 
erosion monitoring sites so surrogate variables of Antecedent Precipitation Indices (API), which 
describe catchment ‘wetness’, were used (Section 2.3.2).  The method of calculation (Equation 
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2.2) was the same as that used by Gregory and Walling (1973).  The past rainfall data at each site 
were multiplied by a decay factor (k) to model the drying of the site over time. 
 
The decay constant may be varied to account for different rates of drainage, or drying, of the soil.  
Recommended values range from 0.85 to 0.98  (Gregory and Walling, 1973).  Hooke (1979) and 
Lawler (1986) both used k = 0.94 for U.K. rivers, which is indicative of a slow drying/draining 
soil, so this constant was selected for comparability.    
 
Rainfall data used to calculate API.94 for all the sites were from Moor Houses, Richmond, and 
Leeming, (Figure 3.1) the same as that used to determine GT5MM% and GT10MM%.   
 
 API.98 
 
As part of the Environmental Change Network (ECN) (Burt et al., 1998) moisture contents of 
the soil at Moor Houses (Figure 3.1) were monitored.  Moor Houses (560 m OD) is a similar 
upland catchment to Beck Meetings (450 m OD), with both sites have a peaty soil classification.  
To test whether API.94 was the most effective variable for modelling moisture conditions at 
Beck Meetings a range of different APIs were created using varying decay coefficients (k).  The 
moisture conditions were correlated against each API for the study period time series.  The 
highest correlation coefficients were for the upper range of k values, those approaching unity.  
This represents a very poorly drained, or slow drying, system.  A higher k value of 0.98 was 
therefore used to calculate an alternative API for wetter conditions.  This allowed comparisons to 
be drawn on the effectiveness of each index in modelling variations in erosion.  
 
For both API.98 and API.94 a single decay constant has been used to represent the loss of 
moisture from the catchment.  In reality the changing climatic conditions throughout the year 
would alter the rates of evaporation with lower k values during the summer caused by high 
evaporation rates.  Changing vegetation throughout the year could also alter the amount of 
evapotranspiration, with the summer increase in vegetation cover allowing a more rapid drainage, 
and drying of the soil.  The degree of variation found between seasons and different monitoring 
sites was unknown and therefore for simplicity an annually constant k value was used.    
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5.4 CORRELATION AND REGRESSION RESULTS 
5.4.1 Time Series of Independent Variables  
 
The independent variables selected to be entered into the regression analyses needed to show a 
degree of seasonal variability so that they could describe variations in erosion.  To be able to 
assess the trends in each of the independent variables the data have been presented as time series 
plots for the study period (Figures 5.2 - 5.4).  Only the three main monitoring sites in the upper, 
middle and lower catchment (Beck Meetings (Site 1), Low Row (Site 4), and Greystone Farm 
(Site 8)) have been presented for ease of comparison.  
5.4.1.1 Temperature Indices 
 
The annual seasonality in AIRFROST%, BANKFROST% and FTCYC% was reasonably 
predictable, with a high frequency of frost during the winter months and lower frequency in the 
summer months (Figure 5.2A-C).  The trend in a downstream direction is also fairly distinct, with 
a decline in the percentage of frosts due to altitudinal differences.  Whilst AIRFROST% and 
BANKFROST% remained fairly similar during the year FTCYC% was more variable.  The 
higher variations in frost indices were upstream at Beck Meetings (Site 1) (Figure 5.2A), whilst at 
Greystone Farm (Site 8) (Figure 5.2C) the variables were all closely grouped together at the low 
end of the range of frost frequencies.    
 
The maximum diurnal temperature range (MAXRANGE) does not vary as systematically as the 
frost frequency variables (Figure 5.2A-C).  A summer peak occurs at each of the sites, with the 
annual range of values decreasing downstream.  At Beck Meetings (Figure 5.2A) and Low Row 
(Figure 5.2B) MAXRANGE remained elevated during most of 1997, until the month of 
November, then were consistently low until March 1998.   
 
5.4.1.2 Streamflow Indices 
 
Upstream at Beck Meetings (Figure 5.3 A) the streamflow indices remained comparatively low 
during the year.  Moving downstream, the range of values increases, as does the frequency of 
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episodic peaks.  The seasonality in the streamflow indices is less distinct downstream due to 
elevated periods of stage during the summer months.  
 
Upstream MAXDESC has constant zero values over most of the year (Figure 5.3A), producing a 
clear distinction between the upper and lower catchment.  The few periods that record a falling 
stage, above 60 % of the bank height, are comparatively high, reflecting the rapid nature of the 
flood waves passing through the upstream part of the catchment.  Low Row (Figure 5.3B) had 
relatively low rates of descent, whilst the maximum values occurred at Greystone Farm with stage 
falling at up to 0.05 m s-1 (Figure 5.3C).  The indices of MMAXST and MDSTAGE remain 
closely related in values, and seasonality, at all of the sites.  This may be due to the flashy nature 
of the Swale, with flood events passing through the catchment rapidly.  This would tend not to 
significantly alter the mean stage values due to the short periods of high flow.  The increasing 
departure of AMAXST from the other two mean values further down the catchment probably 
resulted from a downstream increase in high, but infrequent, stage events.   
 
5.4.1.3 Precipitation Indices  
 
The expected peaks in rainfall during the winter months were not distinct at any of the 
monitoring sites (Figure 5.4A-C).  All the rainfall indices, GT5MM%, GT10MM% and MAXDP 
fluctuated unsystematically throughout the year.  In general the indices of rainfall decrease in 
magnitude downstream, as would be expected from normal altitudinal and longitudinal effects 
(e.g. Ferguson, 1977; Lawler, 1987a).  A high summer peak in GT5MM% (LM) obscures this 
trend from 03/07/97-14/07/97 at Greystone Farm (Figure 5.4C).  The peak maybe artificially 
elevated due to the short epoch length, thus increasing the importance of a few high rainfall 
events.  These high intensity storms during the summer may be important in determining the 
length of the active erosion period at each site.   
 
 5.4.1.4 Antecedent Precipitation Indices 
 
The seasonal trends in API indices are in effect smoothed versions of the rainfall indices of 
GT5MM% and GT10MM% (Figure 5.5A-C).  At Beck Meetings (Figure 5.5A) the March 1997 
peak values in API.94 (MH) and API.98 (MH) are followed by a gradual decline until August 
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1997.  For the rest of the monitoring period both of the API indices remain fairly constant, at 
around 50 mm for API.94 (MH) and 200 mm for API.98 (MH).   
 
At Low Row, API.98 (RM) and API.94 (RM) are both lower than the upstream values at Beck 
Meetings (Figure 5.5B).  The initial peak in wetness was not present mid catchment and so the 
levels of the index are not so varied as upstream.  Peaks occur from 28/02/97-19/03/97, 
09/06/97-29/06/97 and 06/01/98-05/02/98 in both API.98 (RM) and API.94 (RM).  This 
suggests a winter peak in catchment wetness as well as a summer peak.  
 
Further down the catchment the start of the monitoring period remains very dry, until 08/06/97 
(Figure 5.5C).  Summer rainfall elevates API values up to 127.2 mm for API.98 (LM) and 56.4 
mm for API.94 (LM).  For the rest of the monitoring period the API indices remain fairly 
constant at around 100 mm for API.98 (LM) and 40 mm for API.94 (LM).   
5.4.2 Correlation Analysis 
 
The correlation coefficients, above a 95 % significance level, between each dependent variable 
and independent variables are shown for all the monitoring sites (except Easby) in Figures 5.6A-
D.  The downstream trends in significant linear bivariate relationships for each dependent 
variable may indicate a shift in the dominant erosion controlling variables.   
 
 ERRATE 
Significant relationships between ERRATE and the independent variables appeared to show a 
downstream trend (Figure 5.6A).  There was a shift from API, rainfall and temperature indices 
upstream to fluvial and temperature indices dominating downstream. 
 
 ERMAX 
The maximum erosion in each epoch (ERMAX) (Figure 5.6B) appears to have a similar 
downstream trend to ERRATE.  Upstream API dominates alongside temperature indices.  From 
the middle to the lower catchment fluvial indices, alongside temperature indices, are significant in 
explaining the maximum erosion.  The exception to this trend is at Greystone Farm (Site 8) 
where rainfall and API indices were significant rather than fluvial or temperature indices.  This 
could be indicative of a different process, or suite of processes being active at this site.  
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Figure 5.2  Time series of Temperature Indices from January 1997 to April 1998 at: (A) Beck 
Meetings (upstream); (B) Low Row (mid-catchment); (C) Greystone Farm (downstream).  
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Figure 5.3  Time series of Stream Flow Indices from January 1997 to April 1998 at: (A) Beck 
Meetings (upstream); (B) Low Row (mid-catchment); (C) Greystone Farm (downstream).  
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Figure 5.4  Time series of Rainfall Indices from January 1997 to April 1998 at: (A) Beck 
Meetings (upstream); (B) Low Row (mid-catchment); (C) Greystone Farm (downstream).  
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Figure 5.5  Time series of Antecedent Precipitation Indices from January 1997 to April 1998 at: 
(A) Beck Meetings (upstream); (B) Low Row (mid-catchment); (C) Greystone Farm 
(downstream).  
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ERODE84 
The distinction between significant and non-significant bivariate relationships was greater for 
ERODE84 (Figure 5.6C); with most of the relationships being more than 99% significant.  
Rainfall and especially freezing indices produced the most significant relationships from Beck 
Meeting (Site 1) to Low Row (Site 4).  The exception to this downstream trend was the fluvial 
index of AMAXST, which maintained a high level of significance for each these sites.  The 
downstream sites of Morton-on-Swale (Site 7) and Greystone Farm (Site 8) also had strong 
correlation (above a 99% confidence level) between ERODE84 and AMAXST.  From Morton-
on-Swale downstream to Topcliffe (Site 9) temperature indices remained highly significant as well 
as stream flow indices.  
 
ERODE% 
The downstream trends in bivariate relationships for ERODE% were distinct for those above a 
99% significance level (Figure 5.6D).  The relationship is very similar to ERODE84 with 
AMAXST, rainfall and temperature indices dominating upstream, whilst downstream 
temperature and stream flow indices were most significant.  Upstream stream flow indices were 
significant above a significant level of 95%.  This may be due to the fact that although the rate of 
erosion was more strongly correlated with soil moisture and temperature indices, which may be 
preparing bank material for erosion, the actual spatial distribution of erosion during each epoch 
was also influenced by the stream flow indices.  
 
The distribution of correlation coefficients for each dependent variable may vary significantly, 
with a sharp contrast between those independent variables that are or are not linearly related.  
The relationships between independent and dependent variables at three significance levels (95%, 
97.5% and 99%) are shown for Beck Meetings (Figures 5.7A-D), Low Row (Figures 5.8A-D), 
and Greystone Farm (Figure 5.9A-D).  If there is a rapid decrease in the correlation coefficients 
then the choice of variables in the stepwise regression is likely to be limited.  If two ‘borderline’ 
variables are entered the result may be different ‘subsets’ selected by using alternative methods of 
stepwise regression (Section 5.3.2).  A clear divide between significant and non-significant 
variables makes this change in subsets less likely to occur.   
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Upstream at Beck Meetings (Site 1) the soil moisture, stage, and precipitation variables were most 
significant in modelling the dependent variables of ERRATE and ERMAX (Figures 5.7A and B).  
The rainfall measured at Moor Houses created API.94 (MH) and API.98 (MH) values that were 
significant above a 99% confidence limit.  The temperature variables were more significant in 
describing changes in ERODE84 and ERODE% (Figures 5.7C-D).  
 
Mid-catchment at Low Row (Site 4) BANKFROST% and stream variables, especially AMAXST, 
were most strongly linearly correlated with all the dependent variables (Figures 5.8A-D).  There 
was a sharp drop off in correlation coefficients between BANKFROST% and the other variables 
in ERRATE and ERODE% (Figures 5.8A and 5.8D).   
 
At Greystone Farm ERRATE and ERMAX were not strongly correlated with any of the 
independent variables (Figures 5.9A and B).  Only two independent variables in each case were 
correlated above a 97.5 % confidence level for both dependent variables.  These were MMAXST 
and MDSTAGE for ERRATE, and GT5MM% and API.94 (LM) for ERMAX.  The correlation 
between most of the stage and API indices were well above the 99% confidence limit for 
ERODE84 and ERODE%.  BANKFROST% still remained significant, if less so, for both these 
dependent variables.   
 
More detail on the bivariate relationships may be gained by examining the scatterplots of the 
original data.  Due to the number of correlations possible only variables that were selected in the 
stepwise multiple regression (Sections 5.4.3 to 5.4.6) are presented (Figures 5.10 to 5.17).  The 
correlation coefficients that were significant above a 95% confidence limit are shown with a 
linear least squares regression line.  In general most of the bivariate relationships are linear in 
nature. There is the possibility that polynomial relationships may be more significant than linear 
ones.  An investigation into these relationships is beyond the scope of this analysis.  
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Figure 5.6 Significance levels of correlation coefficients between Environmental Independent 
Variables and (A) ERRATE, (B) ERMAX, (C) ERODE84, and (D) ERODE% above a 95 %, 
97.5 % and 99 % confidence limit, for eight monitoring sites. 
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Correlation between ERODE84 and Stepwise Environmental Variables at 
Beck Meetings
0
0.2
0.4
0.6
0.8
1
M
A
XD
P(
M
H)
BA
NK
FR
O
ST
%
FT
CY
C%
G
T1
0M
M
%
(M
H)
A
IR
FR
O
ST
%
A
M
A
XS
T
M
A
XD
ES
C
ST
+6
0%
G
T1
0M
M
%
(R
M
)
M
A
XD
P(
RM
)
A
PI
 .9
4(
M
H)
ST
+9
0%
M
A
XR
A
NG
E
G
T5
M
M
%
(R
M
)
A
PI
 .9
4(
RM
)
G
T5
M
M
%
(M
H)
A
PI
.9
8(
M
H)
M
M
A
XS
T
M
DS
TA
G
E
A
PI
.9
8(
RM
)
Independent Variables
C
or
re
la
tio
n 
C
oe
ffi
ci
en
t (
r)
C
 
Correlation between ERODE% and Stepwise Environmental Variables at 
Beck Meetings
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Figure 5.7 Correlation coefficients, at Beck Meetings, between independent variables and (A) 
ERRATE, (B) ERMAX, (C) ERODE84, (D) ERODE%.  Significant levels at 99 % ______, 97.5 % 
_ _ _ _, and 95 % ----- are plotted on each figure.  Negative r-values are shown in light grey.   
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Correlation between ERODE84 and Stepwise Environmental Variables at 
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Correlation between ERODE% and Stepwise Environmental Variables at 
Low Row
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Figure 5.8  Correlation coefficients, at Low Row, between independent variables and (A) 
ERRATE, (B) ERMAX, (C) ERODE84, (D) ERODE%.  Significant levels at 99 % ______, 97.5 % 
_ _ _ _, and 95 % ----- are plotted on each figure.  Negative r-values are shown in light grey. 
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Correlation between ERMAX and Stepwise Environmental 
Variables at Greystone Farm
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Correlation between ERODE84 and Stepwise Environmental 
Variables at Greystone Farm
0
0.2
0.4
0.6
0.8
1
ST
+9
0%
M
M
A
XS
T
M
DS
TA
G
E
ST
+6
0%
A
M
A
XS
T
BA
NK
FR
O
ST
%
FT
CY
C%
M
A
XR
A
NG
E
A
IR
FR
0S
T%
M
A
XD
ES
C
G
T1
0M
M
%
(L
M
)
M
A
XD
P(
LM
)
A
PI
 .9
4(
LM
)
A
PI
.9
8(
LM
)
G
T5
M
M
%
(L
M
)
Independent Variables
C
or
re
la
tio
n 
C
oe
ffi
ci
en
t (
r)
C
 
Correlation between ERODE% and Stepwise Environmental 
Variables at Greystone Farm
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Figure 5.9 Correlation coefficients, at Greystone Farm, between independent variables and (A) 
ERRATE, (B) ERMAX, (C) ERODE84, (D) ERODE%.  Significant levels at 99 % ______, 97.5 % 
_ _ _ _, and 95 % ----- are plotted on each figure.  Negative r-values are shown in light grey. 
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Figure 5.10 Scatterplots of bank erosion against surrogate environmental variables at Beck Meetings (Site 1):  
(A-C):  ERRATE vs. GT5MM%(MH), API.94(MH) and API.98(MH) 
(D):  ERMAX vs. API.98(MH) 
(E-F):  ERODE84 vs. MAXDESC, MAXDP, and API.98(MH) 
(H-J): ERODE% vs. BANKFROST%, GT5MM%, and API.94(MH) 
Relationships above 95 % significance are shown with a least squares regression line. 
 147
ERRATE y = 612.4x - 278.48
R2 = 0.3068
-200
0
200
400
600
800
1000
1200
0 0.2 0.4 0.6 0.8 1 1.2 1.4
AMAXST (m)
E
R
R
A
T
E
 
(
m
m
 
a
-
1
)
A
ERRATE y = 18.818x - 255.34
R2 = 0.76
-500
0
500
1000
1500
0 20 40 60 80
MAXDP (mm) 
E
R
R
A
T
E
 
(
m
m
 
a
-
1
)
B
 
 
ERMAX y = 242.89x - 108.88
R2 = 0.4094
-100
0
100
200
300
400
0 0.2 0.4 0.6 0.8 1 1.2 1.4
AMAXST (m)
E
R
M
A
X
 
(
m
m
)
C
ERMAX
0
50
100
150
200
250
300
350
0 0.1 0.2 0.3 0.4 0.5 0.6
MDSTAGE (m)
E
R
M
A
X
 
(
m
m
)
D
ERMAX
0
50
100
150
200
250
300
350
0 0.1 0.2 0.3 0.4
ST+90% (%)
E
R
M
A
X
 
(
m
m
)
E
 
ERODE84 y = 4.937x - 77.121
R2 = 0.7827
-100
0
100
200
300
400
0 10 20 30 40 50 60 70
MAXDP (m)
E
R
O
D
E
8
4
 
(
m
m
)
F
ERODE84
0
50
100
150
200
250
300
350
0 100 200 300 400
API.98 (MH)
E
R
O
D
E
8
4
 
(
m
m
)
G
ERODE84
0
50
100
150
200
250
300
350
0 50 100 150 200
API.94 (MH)
E
R
O
D
E
8
4
 
(
m
m
)
H
 
ERODE % y = 1.3491x + 8.7775
R2 = 0.6741
0
20
40
60
80
100
120
0 20 40 60 80
BANKFROST% (%)
E
R
O
D
E
%
 
(
%
I
ERODE % y = 93.145x - 31.067
R2 = 0.5545
0
20
40
60
80
100
120
0 0.5 1 1.5
AMAXST (m)
E
R
O
D
E
%
 
(
%
J
ERODE %
0
20
40
60
80
100
120
0 0.1 0.2 0.3 0.4
ST+90% (%)
E
R
O
D
E
%
 
(
%
K
ERODE %
0
20
40
60
80
100
120
0 50 100 150 200
API.94 (MH) (mm)
E
R
O
D
E
%
 
(
%
L
Figure 5.11 Scatterplots of bank erosion against surrogate environmental variables at Hoggarths (Site 2):  
(A-B):  ERRATE vs. AMAXST and MAXDP 
(C-E):  ERMAX vs. AMAXST, MDSTAGE, and ST+90% 
(F-H):  ERODE84 vs. MAXDP, API.98(MH) and API.94(MH) 
(I-L): ERODE% vs. BANKFROST%, AMAXST, ST+90%, and API.94(MH) 
Relationships above 95 % significance are shown with a least squares regression line.
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Figure 5.12 Scatterplots of bank erosion against surrogate environmental variables at Muker (Site 3):  
(A-D):  ERRATE vs. AMAXST, MMAXST, GT5MM% and API.98(MH) 
(E-G):  ERMAX vs. AMAXST, GT10MM% and API.94(MH) 
(H-I):  ERODE84 vs. BANKFROST% and GT5MM% 
(J-L): ERODE% vs. AMAXST, GT5MM% and MAXDP 
Relationships above 95 % significance are shown with a least squares regression line.
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Figure 5.13 Scatterplots of bank erosion against surrogate environmental variables at Low Row (Site 4):  
(A-C):  ERRATE vs. AIRFROST%, BANKFROST% and ST+90% 
(D-E):  ERMAX vs. BANKFROST% and FTCYC% 
(F-H):  ERODE84 vs. AIRFROST%, BANKFROST% and ST+90% 
(I): ERODE% vs. BANKFROST% 
Relationships above 95 % significance are shown with a least squares regression line. 
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Figure 5.14 Scatterplots of bank erosion against surrogate environmental variables at Reeth (Site 5):  
(A-B):  ERRATE vs. MMAXST and ST+90% 
(C):  MAXRANGE 
Relationships above 95 % significance are shown with a least squares regression line. 
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Figure 5.15 Scatterplots of bank erosion against surrogate environmental variables at Morton-on-Swale (Site 7):  
(A-B):  ERRATE vs. BANKFROST% and MAXDESC 
(D):  ERMAX vs. MAXRANGE, AMAXST, MMAXST and MAXDESC 
(E-F):  ERODE84 vs. FTCYC%, MAXRANGE, ST+60% and MAXDP 
(H-J): ERODE% vs. ST+60% and API.98(LM) 
Relationships above 95 % significance are shown with a least squares regression line. 
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Figure 5.16 Scatterplots of bank erosion against surrogate environmental variables at Greystone Farm (Site 8):  
(A):  ERRATE vs. MMAXST 
(B):  ERMAX vs. GT5MM% 
(C):  ERODE84 vs. ST+90% 
(D): ERODE% vs. MMAXST 
Relationships above 95 % significance are shown with a least squares regression line. 
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Figure 5.17 Scatterplots of bank erosion against surrogate environmental variables at Topcliffe (Site 9):  
(A-B):  ERRATE vs. ST+90% and API.94(LM) 
(C-D):  ERMAX vs. ST+90% and API.94(LM) 
(E):  ERODE84 vs. BANKFROST% 
(F-G): ERODE% vs. ST+90% and API.98(LM)  
Relationships above 95 % significance are shown with a least squares regression line.
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5.4.3 Regression of Average Erosion Rates (ERRATE) 
 
A significant finding is that the independent variables that best explain the average rate of erosion 
at each site change in strength of explanation and combination downstream (Figure 5.18) (Table 
5.5).  Broadly; rainfall and the related antecedent precipitation indices, describing soil moisture, 
dominate upstream.  The significance of river flow indices increases downstream, however, in the 
mid-catchment the temperature indices were the main explanatory variables (Figure 5.18).   
 
Table 5.5 shows that API.94 (MH), API.98 (MH) and GT5MM% (MH) describe the seasonal 
variability in the erosion rates at Beck Meetings (Site 1).  The API values were significantly 
different from zero (p < 0.05), however GT5MM% (MH) and the equation constant for Beck 
Meetings were not (Table 5.5).  The combination of all three variables produced an R2 value of 
60.4%, of which 35.1% was explained by using API.94 (MH) (Table 5.5).  The moisture content 
of the bank material was indicated as being an influential variable in explaining the seasonal 
erosion patterns, with both positive (API.94) and negative coefficients (API.98) indicating that as 
the soil moisture increased erosion rates increased and decreased.  This may be through cantilever 
failures under saturated conditions, and increased entrainment under dry conditions.  The peaty 
banks at the site are likely to store absorbed water efficiently, and can thus increase the weight of 
the bank material considerably from a drier state.  No large-scale mass failures of the bank caused 
by saturation were observed but cantilever failures did occur during the monitoring period.  
These comparatively large erosion events would increase the mean value of erosion for the epoch 
considerably when compared to the low background rates of erosion.   
 
The negative coefficients for API.98 (MH) and GT5MM% (MH) possibly indicate erosion during 
periods of bank drying.  This may be due to the desiccation of the bank material during the 
summer; however, little bank erosion was measured during the summer months.  The cantilever 
failures may have been active after the main wet events in the catchment, as the bank drained.  So 
the failures would not have coincided with the highest values of API.98 (MH) or GT5MM% 
(MH) but on their declining limbs.   
 
At Hoggarths (Site 2) the two variables MAXDP (MH) and AMAXST were both significantly 
different from zero (p < 0.05) (Table 5.5).  MAXDP (MH) explained 76% of the variance in the 
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data, whilst both variables explained a total of 83.8 % of the sample variance.  The combination 
of these two variables tentatively suggests that bank material was saturated, destabilised, and then 
removed during the highest flows.  No evidence of large-scale mass failures was found during the 
monitoring period, but cantilever failures were again observed at this site (Plate 5.1).   
 
At Muker (Table 5.5) four independent variables GT5MM% (RM), AMAXST, MMAXST and 
API.98 (RM) explained the variability in ERRATE.  GT5MM% (RM) and AMAXST could be 
explaining the same type of processes as further upstream.  Blocks of material may be removed 
by fluvial entrainment after having been prepared over a period of time by other subaerial 
processes such as frost action.  The negative coefficients for MMAXST and API.98 (RM) suggest 
that low stages and bank moisture are significant in causing bank erosion.  This may be indicative 
of drying of the bank surface, exposed by the low flow, during the summer.  As with Beck 
Meetings little erosion was measured during the summer.  Again the negative values of 
MMAXST and API.98 (RM) could be modelling periods of cantilever failure, when the banks 
were unsupported by lateral river water pressure but the bank material was saturated. 
  
Moving downstream temperature variables became significant in the regression models 
explaining the average rates of erosion at Low Row (Site 4).  Both BANKFROST% and 
AIRFROST% were selected, as well as ST+90%.  The effects of frost action would be expected 
to be more severe further upstream, with longer periods of sub-zero temperatures.  One possible 
explanation for this dichotomy may be that the low temperatures upstream were below the 
threshold for effective frost action whereas the temperatures downstream fluctuate more closely 
around 0 oC.  This would leave the bank ‘stressed’ for longer periods (Branson et al., 1992), 
increasing the opportunities for material was being removal from the bank surface.  This 
hypothesis is not borne out by an increase in FTCYC% between upstream and mid-catchment 
sites (Figure 5.2 A and B).  There may however be a longer period of temperatures just beneath 
the 0 °C cut off value.  An alternative explanation would be that the bank material is more 
susceptible to frost action.  The inclusion of a negative coefficient for ST+90% could be 
representing the direct removal of frost heaved material during periods of low flows, whilst the 
negative coefficient for AIRFROST could be describing the entrainment of sediment during 
periods when material had been subaerially prepared but there was no frost.  Occasional quick, 
rising and subsiding, floods would give smaller ST+90% values.  These flood types could be 
influential in eroding prepared bank material after winter frost action.   
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Flow variables dominate at Reeth (Site 5), MMAXST and ST+90% together describe 57.9% of 
the variability in ERRATE values.  Large pop out failures occurred all along this site (Plate 5.2) so 
it was expected that the variable MAXDESC would be influential in describing this process of 
erosion.  MMAXST could be modelling pop out failures more effectively, describing all the flow 
events that are competent enough to trigger this mode of erosion.  The negative coefficient for 
ST+90% could be representing the competence of flashier floods in producing failures, as 
described for the Low Row (Site 4).     
 
At Morton-on-Swale (Site 7) 67.3% of the variance in ERRATE was explained by 
BANKFROST% (p < 0.05).  It was unexpected that frosts should apparently have such a 
dominant effect on erosion rates so far down the catchment because of the comparatively low 
incidence of air and bank frosts.  The bank material at this site may be particularly susceptible to 
frost action (Figures 4.6 - 4.8), the silt-clay content is not the optimum value for frost action of 
20-30 % (Branson, 1992), but closer to 44%.  The bank material at Low Row (Site 4) is very 
similar to that at Morton-on-Swale so perhaps both are more susceptible to frost heaving than 
the rest of the catchment.  It may also be that the variability in BANKFROST% is similar to 
another influential variable not included in the analysis. 
 
The other explanatory independent variable selected was MAXDESC.  Both cantilever failures 
and sapping were evident at the site (Plates 5.4 and 5.5), which could be in part described by 
MAXDESC.  
 
Greystone Farm (Site 8) was only modelled by a single independent variable, MMAXST, which 
explained a relatively low 31.2% (p < 0.05) of the variability in ERRATE (Table 5.4).  The mean 
maximum stage could influence several processes, such as fluid entrainment, mass failure, piping, 
and sapping.  Mass failures and cantilever failures were evident at the site (Plate 5.5). 
 
The site furthest downstream, Topcliffe (Site 9), was modelled by a combination of ST+90% and 
API.94 (LM) (Table 5.4).  High flows, and falling moisture contents, which are inferred from the 
selected indices, could be indicating the episodic mass failures of material observed during 
monitoring.   
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Site 
Name 
1st Variable 
Selected 
2nd Variable 
Selected 
3rd Variable 
Selected 
4th 
Variable 
Selected 
Constant 
1. Beck 
Meetings  
API.94 (MH) API.98 (MH) GT5MM% 
(MH) 
  
Coefficient 4.39 -1.37 -5.1  174.0 
P-value 0.001 0.018 0.074  0.059 
Partial R2 35.1 48.9 60.4   
      
2. Hoggarths 
 
MAXDP (MH) AMAXST    
Coefficient 16.7 328   -438.8 
P-value <0.001 0.026   <0.001 
Partial R2 76.0 83.8    
      
3. Muker GT5MM% (RM)  AMAXST MMAXST API.98 
(RM) 
 
Coefficient 25.3 1713 -3784 -4.7 708.1 
P-value <0.001 <0.001 <0.001 0.026 0.004 
Partial R2 38.6 71.9 88.1 92.9  
      
4. Low Row BANKFROST% ST+90% AIRFROST%   
Coefficient 22.6 -306 -10.4  -6.9 
P-value <0.001 0.005 0.007  0.770 
Partial R2 63.9 71.6 84.8   
      
5. Reeth 
 
MMAXST ST+90%    
Coefficient 3203 -1249   -692.2 
P-value 0.007 0.029   0.078 
Partial R2 26.4 57.9    
      
7. Morton-on-
Swale 
BANKFROST% MAXDESC    
Coefficient 24.9 163530   18.68 
P-value 0.023 0.056   0.861 
Partial R2 67.3 76.8    
      
8. Greystone 
Farm 
MMAXST     
Coefficient 463    176.9 
P-value 0.038    0.310 
Partial R2 31.2     
      
9. Topcliffe 
 
ST+90% API.94 (LM)    
Coefficient 45.8 -6.5   271.81 
P-value <0.001 0.002   <0.001 
Partial R2 58.5 83.9    
Table 5.5 ERRATE Stepwise Regression Equations for all the Monitoring Sites (except Easby), 
including R2 and p-values.  P-values shaded in grey are not significant at or above 95 % 
confidence level.  
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 = Precipitation Indices 
 = Antecedent Ground Moisture Indices 
 = Temperature Indices 
 = Stream Flow Indices 
Figure 5.18 Downstream change in the dominant variables selected using stepwise regression to 
model ERRATE.   
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5.4.4 Regression of Maximum Erosion Rates (ERMAX) 
 
The maximum erosion at each site (ERMAX) generally follows the same downstream trend as 
the environmental variables selected for the average rate of erosion (ERRATE) (Figure 5.19).  
Antecedent moisture conditions dominate upstream, temperature indices mid-catchment, and 
stream flow explains the most variance both upstream (Sites 2 and 3) and downstream (Sites 7 
and 9).  
 
At Beck Meetings (Site 1) 90.3 % (p < 0.05) of the variance in ERMAX was explained by the 
single independent variable API.98 (MH) (Table 5.6).  This would seem to confirm the inferences 
made from the ERRATE modelling that the high values of erosion are occurring during wet 
periods, and possibly causing destabilisation of the upper bank material by cantilever failures.  
 
The highest erosion values at Hoggarths (Site 2) were modelled using the best subset of 
AMAXST, MDSTAGE, and ST+90% (Table 5.6).  The combination of variables described 89.1 
% of the variability in ERMAX, with all the coefficients being significant at p <0.05.  High stage 
events are therefore indicated as being responsible for describing the periodicity in maximum 
erosion events.  This could mean that material was directly entrained, prepared material removed 
or mass failures triggered.  The largest erosion events were usually related to the failure of 
cantilever blocks, suggesting that these are failing around the time of high stage events.  The 
negative coefficients of MDSTAGE and ST+90% could suggest that periods of low flow allowed 
more subaerial entrainment, as a larger area of the bankface was exposed.  
 
A combination of stage and ground moisture indices (Table 5.6) explained the maximum erosion 
values at Muker (Site 3).  The high flow events (AMAXST) combined with wet bank conditions 
(GT10MM% (RM) and API.94 (RM)) were probably responsible for the removal of cantilever 
blocks in the upper bank region.   
 
BANKFROST% was the most significant independent variable at Low Row (Site 4) (Table 5.6).  
The two variables BANKFROST% and negative coefficient of FTCYC% explain 74.4 % (p < 
0.05) of the variance in the ERMAX time series.  If the process of frost action best modelled the 
maximum erosion during an epoch then it may the case that fluvial entrainment and mass failure 
are less prevalent at the site.  The bank material may need to be prepared before it becomes 
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available for removal, which would explain why reducing the number of frost cycles during the 
spring flood events would increase the amount of erosion.  
 
No variables were above the regression selection criteria for Reeth (Site 5).  This could indicate 
that the combination of processes active at the monitoring site was too complex to be modelled 
by the independent variables available.  The amount of erosion at the site resulted in entire 
erosion pins often being removed, causing a ceiling on the maximum erosion values.  This 
‘topping out’ of erosion values was also a possible cause for the poor relationship between 
maximum erosion and the independent variables.   
 
MAXDESC describes 70.6 % (p < 0.05) of the variance in the ERMAX time series at Morton-
on-Swale (Site 7) (Table 5.6).  This independent variable is intended to describe the rapid descent 
of high flows that could be responsible for mass failures of the bank material.  The negative 
coefficients of the variables also selected AMAXST and MMAXST, would appear to indicate the 
influence of lower events in causing the maximum amounts of erosion.  This could be due to the 
bank being desiccated during periods of low flow.  As MAXRANGE also has a negative 
coefficient the summer period with maximum temperatures ranges and greatest potential for 
desiccation does not implicate this process in producing maximum erosion values.  The declining 
MAXRANGE values during the winter-spring period (Figure 5.2C), at the same time as 
AMAXST and MMAXST decreased (Table 5.3C), indicates that this is the period of maximum 
erosion values that these variables were describing.   
 
The univariate model at Greystone Farm uses GT5MM% (LM) to describe the maximum erosion 
during each epoch.  The value of R2 was 40.9 %, describing less of the variance than most of the 
other monitoring site subsets (Table 5.6).  The amount of erosion at Greystone Farm could have 
had the same effect as at Reeth, where erosion reached a ceiling value constrained by the 
maximum pin length, resulting in little distinction between maximum erosion values for epochs.  
The lengths of the erosion epochs were also relatively long due to the periods of inundation at 
Greystone Farm.  The combination of these two factors would tend to mask individual process 
‘signatures’, decreasing the ability of a regression model to identify consistent variations.   
 
Topcliffe has the same independent variables of ST+90% (p <0.05) and API.94 (LM) (p < 0.05) 
as used to model ERRATE.  The similarity between timings of maximum erosion and mean 
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erosion could indicate the dominance of a few events within the monitoring period, with lesser 
rates of erosion not pulling down the mean values.  Large-scale episodic events, such as mass 
failure, could be modelled using the high stage and falling soil moisture indices.  
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Site 
Name 
1st Variable 
Selected 
2nd Variable 
Selected 
3rd Variable 
Selected 
4Th Variable 
Selected 
Constant 
1. Beck 
Meetings  
API.98 (RM)     
Coefficient 0.98    -122.1 
P-value 0.011    0.102 
Partial R2 90.3     
      
2. Hoggarths 
 
AMAXST MDSTAGE ST+90%   
Coefficient 525 -1123 -348  151.71 
P-value <0.001 <0.001 0.015  0.020 
Partial R2 40.94 81.77 89.13   
      
3. Muker 
 
AMAXST GT10MM% API.94  (RM)   
Coefficient 262 8.2 3.4  -220.4 
P-value 0.011 0.004 0.036  0.001 
Partial R2 63.05 77.66 85.30   
      
4. Low Row 
 
BANKFROST% FTCYC%    
Coefficient 12.5 -3.1   9.936 
P-value <0.001 0.043   0.666 
Partial R2 64.56 74.44    
      
5. Reeth 
 
     
Coefficient      
P-value      
Partial R2      
      
      
7.  Morton-on-
Swale 
MAXDESC AMAXST MAXRANGE MMAXST  
Coefficient 227693 -83 -27.3 -167 698.01 
P-value <0.001 0.040 0.005 0.070 0.001 
Partial R2 70.62 78.98 88.24 92  
      
8.  Greystone 
Farm 
GT5MM%     
Coefficient 8.4    170.3 
P-value 0.014    0.009 
Partial R2 40.87     
      
9. Topcliffe 
 
ST+90% API.94 (LM )    
Coefficient 29.9 -3.4   165.21 
P-value 0.001 0.044   0.008 
Partial R2 53.71 68.49    
Table 5.6 ERMAX Stepwise Regression Equations for all the Monitoring Sites (except Easby), 
including R2 and p-values.  P-values shaded in grey are not significant at or above 95 % 
confidence level.  
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Figure 5.19 Downstream change in the dominant variables selected using stepwise regression to 
model ERMAX.   
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5.4.5 Regression of the 84th Percentile of Erosion Rates (ERODE84) 
 
The 84th percentile of the erosion measured on the erosion pins at each site during an epoch was 
intended to avoid the problems encountered using ERMAX, whereby whole erosion pins were 
eroded out on successive epochs.  As the index was a measure of the upper rates of erosion it 
was expected that the results of the stepwise regression would be of a similar nature to the 
ERMAX results.  This was in fact not the case (Figure 5.20).  The upstream sites appear to be 
dominated by rainfall and soil moisture indices to a greater extent than for ERMAX.  
Temperature indices were most important mid-catchment and largely persisted in significance 
until Topcliffe (Site 9).  The flow variables best explained the variance in the data downstream at 
Morton-on-Swale (Site 7) and Greystone Farm (Site 8).  
 
Beck Meetings (Site 1) was described by a combination of MAXDP (MH), MAXDESC and 
API.98 (MH), which explained 92.2 % of the variation in the 84th percentile values of erosion 
(Table 5.7).  The maximum daily precipitation (MAXDP (MH)) and antecedent precipitation 
(API.98 (MH)) again confirm the influence of ground moisture on upland erosion.  The inclusion 
in this subset of MAXDESC would appear to agree with the assumption that the wetting up of 
bank material followed by collapse of unstable upper bank material during rapidly receding flow 
affects the highest rates of erosion.  The negative coefficient of API.98 (MH) suggests that 
erosion occurred after the main periods of soil saturation as the bank was draining.   
 
At Hoggarths MAXDP (MH) was, as with ERRATE, the dominant independent variable (R2 = 
78.3 %, p < 0.05) (Table 5.7).  The other two descriptive independent variables, API.98 (MH) 
and API.94 (MH), were indicative of soil moisture conditions influencing the 84th percentile of 
pin erosion during each epoch.  This is unlike the regression model for the maximum erosion 
during each epoch (ERMAX) which consists entirely of stage/flow related variables.  This 
difference may be explained by the fact that only extreme flow events produce comparably 
extreme amounts of erosion.  The rest of the ‘high’, 84th percentile, erosion events were more 
controlled by the moisture levels in the bank material, possibly regulating the degree of 
preparation of bank material.  Both positive and negative coefficients for API variables suggest 
that the rising, and falling, catchment moisture were important.   
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At Muker (Site 3) the dominant independent variable was BANKFROST (R2 = 55.4 %, p < 0.05) 
(Table 5.7).  The number of days with rainfall over 5 mm day-1 (GT5MM% (RM)) was included in 
the regression model.  This was the main variable used to model ERRATE, and the similar 
rainfall variable GT10MM% (RM) was included in the equation to describe ERMAX.  The 
preparation of the bank material by frost action could explain the influence of BANKFROST% 
on the level of erosion.  High rates of erosion occurred during wet (both in terms of rainfall and 
bank moisture) periods, which are also associated with the timing of high stage events.   
 
ERODE84 at Low Row (Site 4) was modelled using BANKFROST%, ST+90% and 
AIRFROST% (R2 = 85.5 %, p < 0.05) (Table 5.7).  This was the same combination of 
independent variables as used to model ERRATE at the same site.  The influence of frost in 
explaining ERRATE, ERMAX, and ERODE84, and the small variation in explanatory 
independent indices selected for each of the dependent variables, suggests that extreme erosion 
events such as block failure were limited.  Frost action probably dominated in eroding and 
preparing bank material for subsequent removal by rapidly peaking floods.   
 
At Reeth (Site 5) no explanatory independent variables could be extracted in the analysis of 
ERODE84.  The use of ERODE84, instead of ERMAX, in limiting the effects of complete 
removal of erosion pins on several occasions was negated for this example.  It may be that none 
of the independent variables, or combination of variables, was adequate when explaining the 
processes operating at the site.  
 
At Morton-on-Swale (Site 7) the combination of stage, rainfall, and temperature indices that were 
used indicated a complex interaction of processes.  The independent variables explain 96.7 % of 
the variance in ERODE84, with ST+60% alone explaining 86.3 % of the variance (p < 0.05) 
(Table 5.7).  The dominance of periods of inundation above 60 % of the bank height in 
producing relatively high erosion values suggests a mechanism of erosion related to bank 
saturation, or entrainment.  The lowering of the number of frost cycles producing more erosion 
may be due to the entrainment of frost prepared material.   
 
At Greystone Farm (Site 8) periods with stages above 90 % of the bank height explained 90.1% 
(p < 0.05) of the variance in ERODE84 (Table 5.7).  Long periods of inundation can lead to 
bank saturation, and then to mass failure with the retreat of stage.  The longer contact time of the 
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bank with the river water also allows a greater potential for entrainment.  Mass failures did occur 
at Greystone Farm during the monitoring period, and cantilever failures were also frequently 
observed.  The high values of erosion produced by these comparatively large events must be 
reasonably episodic to correlate so well with ST+90%.  This would reinforce the importance of 
floods in eroding material at the lower end of the catchment.  
 
At Topcliffe ERODE84 was modelled using the single independent variable BANKFROST% 
(Site 9) (Table 5.7).  Unlike ERRATE and ERMAX where ST+90%, API.94 (LM) and API.98 
(LM) indicated that bank moisture and mass failures affected the erosion, BANKFROST% 
suggests that frost action was occurring, or that the colder periods were associated with higher 
rates of erosion.  Frost heaved material was observed at the site (Plate 5.6), and due to the 
inefficiency of other processes in causing erosion at this site, it may be that this was responsible 
for the upper values of erosion rates.   
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Site 
Name 
1st Variable 
Selected 
2nd Variable 
Selected 
3rd Variable 
Selected 
4Th Variable 
Selected 
Constant
1. Beck 
Meetings  
MAXDP (MH) MAXDESC API.98 (MH)   
Coefficient 0.789 42425 -0.053  -2.369 
P-value <0.001 <0.001 0.002  0.454 
Partial R2 70.49 83.49 92.19   
      
2. Hoggarths 
 
MAXDP (MH) API.98 (MH) API.94 (MH)   
Coefficient 4.42 -0.67 0.76  16.56 
P-value <0.001 0.002 0.039  0.494 
Partial R2 78.27 88.71 92.18   
      
3. Muker 
 
BANKFROST% GT5MM% 
(RM) 
   
Coefficient 3.05 6.1   -57.3 
P-value 0.003 0.006   0.032 
Partial R2 55.67 76.95    
      
4. Low Row 
 
BANKFROST% ST+90% AIRFROST%   
Coefficient 4.16 -68 -1.91  -2.549 
P-value <0.001 0.001 0.004  0.524 
Partial R2 55.42 70.27 85.49   
      
5. Reeth 
 
     
Coefficient      
T-value      
Partial R2      
      
      
7.  Morton-
on-Swale 
ST+60% MAXDP 
(LM) 
MAXRANGE FTCYC%  
Coefficient 17.7 -5.3 10.8 -1.6 -102.96 
P-value <0.001 0.001 0.016 0.017 0.126 
Partial R2 86.33 91.15 93.53 96.67  
      
8.  Greystone 
Farm 
ST+90%     
Coefficient 37.9    32.74 
P-value <0.001    0.011 
Partial R2 90.09     
      
9.  Topcliffe BANKFROST%     
Coefficient 6.1    -14.86 
P-value 0.002    0.508 
Partial R2 56.64     
Table 5.7 ERODE84 Stepwise Regression Equations for all the Monitoring Sites (except Easby), 
including R2 and p-values.  P-values shaded in grey are not significant at or above 95 % 
confidence level.   
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Figure 5.20 Downstream change in the dominant variables selected, using stepwise regression, to 
model ERODE84.   
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5.4.6 Regression of the Spatial Extent of Erosion (ERODE%) 
 
The spatial extent of erosion during each epoch can be modelled using ERODE%.  High values 
indicate that a large percentage of the pins over the bank surface experienced some erosion.  The 
general trend (Figure 5.21) was for temperature indices, especially BANKFROST% to dominate 
upstream.  Downstream the stream flow indices were the primary explanatory variables.  Rainfall 
and API were of secondary significance throughout the catchment. 
 
BANKFROST% (R2 = 64.0 %, p < 0.05) dominated at Beck Meetings (Site 1) (Table 5.8), this 
suggests that although most of the pins were registering erosion, probably due to frost action, 
this was not the process that caused the maximum amounts of erosion (ERMAX).  The 
antecedent moisture index (API.94 (MH)) and the negative coefficient number of days with 
rainfall over 5 mm day-1 (GT5MM% (MH)) were also included in the regression equation.  These 
variables could be explaining periods without bankfrost conditions, where to facilitate a high 
spatial extent of erosion the bank needed to be saturated, after periods of higher rainfall.   
 
BANKFROST% again dominated at Hoggarths (Site 2) (R2 = 67.4 %, p < 0.05), producing a 
large spatial coverage of erosion.  Frost may have been effective during periods of lower flows 
represented by the negative coefficient of ST+90%.  The other independent variables of API.94 
(RM) and AMAXST were responsible for describing flood events and wet bank conditions 
(Table 5.8).  It may be that the periods devoid of bank frost were most affected by erosion taking 
place during high flow conditions, or that the combination of frosts and flow describes the 
removal of prepared material.  
 
At Muker (Site 3) the maximum stage in each epoch (AMAXST) suggests that periods of high 
flow were responsible for the greatest number pins eroding during each epoch (Table 5.8).  
Together with MAXDP and GT5MM% 86.6 % of the variance in ERODE% was accounted for.  
The combination of all three variables was not significant with p > 0.05, however, if only 
AMAXST and MAXDP are used there is only a small decrease in the variance explained (R2 = 
81.0%) with p < 0.05.  No direct rainsplash erosion was noted at Muker and so the rainfall 
variables are though not to be modelling this process.  It may be that the high rainfall values were 
associated with the high flows, although stream flow indices were not strongly correlated.   
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The single independent variable of BANKFROST (R2 = 56.6 %, p < 0.05) was selected to 
describe ERODE% at Low Row (Site 4) (Table 5.8).  This again confirms the influence of frost 
processes in the mid-catchment region.  
 
A single independent variable was selected for Reeth (Site 5) (Table 5.8).  The MAXRANGE 
index describes the maximum diurnal temperature range within an epoch.  The coefficient of –
7.4 (p = 0.078) for MAXRANGE means that, combined with an intercept of 150.8 (p = 0.028), 
the lower the maximum diurnal temperature range the higher the percentage of pins eroding.  
The expected relationship would be that the increasing maximum range would lead to greater 
desiccation of the bank surface due to greater stresses on the bank surface.  At Reeth the low 
values of MAXRANGE occurred during the winter months.  The negative relationship could 
therefore be interpreted as signalling periods of either cold temperature with associated frost 
action, or periods of high flows and associated entrainment or mass failure.  The low R2 value of 
27.9 % (p > 0.05) means that little of the variance within the data was explained by this variable. 
 
At Morton-on-Swale stages over 60 % of the bank height (ST+60%) combined with the negative 
coefficient of high antecedent precipitation values (API.98 (LM)) were responsible for describing 
91.5 % (p < 0.05) of the variance in ERODE% (Table 5.8).  Prolonged periods of inundation 
and falling moisture contents in the bank are indicative of mass failure processes being important 
in causing the highest spatial extent of erosion at Morton-on-Swale (Site 7).  
 
The mean maximum stage in an epoch (MMAXST) explains 73.7 % (p < 0.05) of the variance in 
ERODE% at Greystone Farm (Site 8) (Table 5.8).  The high stages could indicate either mass 
failure processes, or entrainment, produced the highest spatial coverage of erosion at the 
monitoring site.   
 
At Topcliffe (Site 9) the period of inundation above 90 % of the bank height (ST+90%), and the 
negative coefficient of the antecedent precipitation index (API.98 (LM)) were selected to describe 
the percentage of pins that experienced erosion during each epoch.  The period of inundation 
being selected rather than just the peak flow (AMAXST) suggests that the wetting up of the bank 
was significant in producing the widest coverage of erosion at Topcliffe.  The episodic nature of 
ST+90%, with several zero values, could indicate a sporadic process limited to the winter months 
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with high flows.  The negative coefficient of API.98 (LM) may be representing the removal of 
summer desiccated material during the late summer.   
 
Whilst the epoch time interval measurements allow processes of erosion to be inferred increasing 
the temporal resolution of the bank erosion monitoring could allow a more accurate picture of 
the processes operating.  Comparing erosion rates with environmental variables recorded at a 
flood event interval would allow the contribution of sub-aerial preparation, fluvial entrainment, 
and mass failures to be defined.  The following chapter will seek to identify individual processes; 
confirming or disproving the process inferences made from the erosion pin data.
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Site 
Name 
1st Variable 
Selected 
2nd Variable 
Selected 
3rd Variable 
Selected 
4Th 
Variable 
Selected 
Constant
1. Beck 
Meetings  
BANKFROST% API.94 (MH) GT5MM% 
(MH) 
  
Coefficient 0.58 0.197 -0.49  3.84 
P-value <0.001 0.003 0.044  0.420 
Partial R2 64.0 75.1 82.0   
      
2.  Hoggarths BANKFROST% API.94 ( RM) ST+90% AMAXST  
Coefficient 1.02 0.72 -168 45 -32.51 
P-value 0.001 0.030 0.003 0.079 0.015 
Partial R2 67.4 74.6 85.6 89.2  
      
3. Muker 
 
AMAXST MAXDP GT5MM%   
Coefficient 49 1.01 0.80  -40.65 
P-value 0.004 0.001 0.056  0.001 
Partial R2 59.0 81.0 86.6   
      
4. Low Row 
 
BANKFROST%     
Coefficient 1.52    4.434 
P-value 0.001    0.404 
Partial R2 56.5     
      
5. Reeth 
 
MAXRANGE     
Coefficient -7.4    150.8 
P-value 0.078    0.028 
Partial R2 27.9     
      
      
7.  Morton-on-
Swale 
ST+60% API.98 (LM)    
Coefficient 3.13 -0.352   42.65 
P-value <0.001 0.001   0.000 
Partial R2 76.1 91.5    
      
8.  Greystone 
Farm 
MMAXST     
Coefficient 41.1    -1.463 
P-value <0.001    0.810 
Partial R2 73.7     
      
9.  Topcliffe 
 
ST+90% API.98 (LM)    
Coefficient 4.05 -0.312   45.7 
P-value 0.001 0.006   0.000 
Partial R2 46.0 73.9    
Table 5.8 ERODE% Stepwise Regression Equations for all the Monitoring Sites (except Easby), 
including R2 and p-values.  P-values shaded in grey are not significant at or above 95 % 
confidence level.  
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 = 1st Variable Selected by Stepwise Regression 
 = 2nd Variable Selected by Stepwise Regression 
 = 3rd  Variable Selected by Stepwise Regression 
 = 4th  Variable Selected by Stepwise Regression 
 
 = Rainfall Indices 
 = Antecedent Ground Moisture Indices 
 = Temperature Indices 
 = Stream Flow Indices 
 
Figure 5.21 Downstream change in the dominant variables selected, using stepwise regression, to 
model ERODE%.   
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5.4 SUMMARY 
 
1. Seasonality in the rates of erosion was evident at all nine of the monitoring sites on the River 
Swale.  Peak rates of erosion occurred during the winter months of January, February (Table 
5.1). 
2. A downstream trend in the annual seasonality was observed throughout the catchment.  The 
length of the active erosion period appears to increase in a downstream direction (Lawler et 
al., 1999).  This may indicate an increasing number of processes being active at the 
downstream sites, or an increase in process efficacy further down the catchment. 
3. Independent variables based on temperature, stream flow, rainfall and soil ground moisture 
(API) were plotted as time series in order to identify seasonality in the data.  Frost frequency 
decreased downstream alongside rainfall and catchment wetness, whilst the range of stream 
flow indices increased down the catchment.  The number of high flows during the summer 
months also increased downstream, creating a more episodic seasonal time series.   
4. Dependent variables based on rates, or spatial coverage, of erosion were compared against 
surrogate environmental indices.  Bivariate analysis revealed that upstream indices of API, 
temperature, and rainfall were the most significant.  In the middle and lower reaches of the 
Swale temperature and stream flow indices best explained erosion rates and spatial extent of 
erosion. 
5.  Stepwise regression was used to indicate the best multivariate model able to describe the 
seasonal variation in bank erosion variables.  The best subset may be indicative of specific 
processes, or a suite of processes that were active at the site during monitoring.  Using field 
observations to aid interpretation of the results the following conclusions may be drawn: 
A. Upstream, frost action and cantilever failures were dominant, best explained by high 
API and rainfall.  
B. Mid catchment, frost action and fluvial processes were most significant. 
C. Downstream, API and stream flow indices model intermittent bank failures. 
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Plate 5.1 A beam cantilever failure at Hoggarths (Site 2) (18/02/96).  An A4 black notebook is 
shown mid-frame for scale.  Flow is into the page. 
 
Plate 5.2 A pop-out failure at Reeth (Site 5) with a failed block remaining ‘in situ’, rather than 
being entrained (23/10/96).  The bank height is approximately 2 m.  Flow is from left to right of 
the frame. 
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Plate 5.3 Cantilever failures at Morton-on-Swale (Site 7), possibly preceded by a pop-out failure.  
The white 1 m long ruler is shown for scale.  Flow is out of the page. 
 
Plate 5.4 Sapping at Morton-on-Swale (Site 7) (22/10/96), shown by the distinct notch mid-
frame.  Some tension cracking is evident on the upper bank.  The lens cap shown for scale is 50 
mm in diameter.  Flow is out of the page.  
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Plate 5.5 Cantilever failures at Greystone Farm (Site 8) (03/07/97), a shear failure block in the 
mid-frame and a beam failure in the foreground.  Flow is out of the page. 
 
Plate 5.6 Frost heaved debris between the base of the bank and a snow-patch at Topcliffe (Site 
9) (04/02/96).  The photograph is taken from the banktop looking down towards the base of a 
vertical section of the bankface.  A lens cap 50 cm in diameter is shown for scale.   
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CHAPTER 6 
THE DISTRIBUTION OF EROSION PROCESSES IN SPACE AND 
TIME 
6.1 INTRODUCTION 
 
Chapters 4 and 5 dealt with the variations in the environmental composition of each of the 
monitoring sites in terms of variables such as bank material, channel morphology, and flood 
discharges.  The erosion that took place between each of the fortnightly site visits was also 
investigated.  The temporal variability of the data has not allowed an accurate determination of 
the erosion processes that were active at each of the sites.  Using the Photo-Electronic Erosion 
Pin (PEEP) sensors (Section 3.3.4) the temporal variability in the bank surface elevation may be 
compared more accurately with other environmental indicators, such as temperature, stage, and 
precipitation.  The 15-minute monitoring interval allowed the environmental conditions before, 
during and after each event to be observed with much greater confidence than with the 
fortnightly erosion pin data.  This should permit a more accurate assessment of the erosion and 
deposition processes that were active at each of the PEEP monitored sites. 
 
Seasonal variations of daily PEEP measurements provide a simplified time-series that can be used 
to estimate the dominant environmental variables responsible for erosion during monitoring.  
This can then be compared against the actual erosion measurements at a 15-minute interval, and 
the observations made manually in the field, to give an indication of the identifiable process(es) 
that were active.   
 
6.2 COMPARISONS BETWEEN PEEP AND EROSION PIN MEASUREMENTS 
 
Eleven PEEP sensors were placed at 3 sites in the upper, middle and lower catchment (Table 
3.7).  Whilst the PEEPs were automatically recording the bank surface elevations they could also 
be measured as conventional erosion pins.  The length of the PEEP exposed was measured in 
the same way as the erosion pins (Section 3.4.3) at each downloading session.  The rate of 
erosion manually measured on each PEEP, during an epoch, was compared against the mean rate 
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of pin erosion measured at each site during the same epoch (Table 6.1).  This allowed a 
comparison between the average conditions at each site and the intensively monitored sections.  
 
Only one out of the eleven PEEPs was significantly related to the average pin erosion above a 
95% confidence level, PEEP 7 (Table 6.1).  There could be two alternative explanations why the 
PEEPs were not representative of the average Erosion Pin measurements.   
 
1. The PEEPs only registered processes that occurred intermittently at different areas of 
the bank surface due to the high spatial variability of erosion (Table 4.1) similar to 
that found by Hooke (1980) Lawler (1989), Lawler et al. (1997), and Laubel et al. 
(1999).  Thus the recorded erosion may be representative of only a small area of the 
bank surface around the sensors.  Care must therefore be taken in extrapolating the 
point-value results to the whole site as other parts of the bank may be at different 
stages of erosion process evolution, or subject to different shear stresses due to the 
flow structures in the channel.  An example of this may be cantilever collapse, which 
may occur on a 50 cm length of the upper bank and may register on one sensor 
during an epoch.  The rest of the bank may stay stable but be in the processes of 
undercutting to produce a failure.   
 
2. The PEEPs were recording in different environmental conditions compared to those 
recorded by the erosion pins.  This may be due to the vertical auger holes aiding the 
creation of a failure plane within the bank.  This may not occur during the initial 
stages of insertion, but after the bank has retreated over time, the hole will become 
closer to the bank face, and influence the structure of slab or cantilever failures.  The 
horizontal auger holes may aid failure planes development at the base of cantilever 
and slab failures.  The larger diameter of the protruding PEEP sensor may create 
more resistance to flow than the erosion pins.  This could result in higher velocities 
around the sensor, increasing entrainment, and lower flow velocities in the lee of the 
sensor.    
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SITE NAME PEEP NUMBER NUMBER OF 
MEASUREMENTS 
(n) 
CORRELATION 
COEFFICIENT OF 
EACH PEEP AND 
THE SITE 
AVERAGE PIN 
EROSION  (r)  
CRITICAL 95 % 
CORRELATION 
COEFFICIENT 
(r) 
1. Beck Meetings 1 (Upper) 18 0.290 0.468
 2 (Middle) 18 0.145 0.468
 3 (Lower) 15 0.267 0.514
   
4. Low Row 5 (Downstream Lower) 11 0.406 0.602
 7 (Upstream Lower) 14 0.605 0.532
 11 (Downstream Upper) 16 0.202 0.497
 6 (Upstream Upper) 9 0.659 0.666
   
8. Greystone Farm 4 (Downstream Lower) 11 0.356 0.602
 9 (Upstream Lower) 9 0.177 0.666
 8 (Downstream Upper) 8 0.294 0.707
 10 (Upstream Upper) 10 0.203 0.632
Table 6.1 Correlation coefficients of PEEP manually measured erosion compared against mean 
erosion pin erosion at 3 monitoring sites: (1) Beck Meetings (Upper Catchment); (2) Low Row 
(Mid Catchment) and (3) Greystone Farm (Lower Catchment). 
 
To investigate this further; the PEEPs were correlated with the single nearest erosion pin 
measurements during each epoch (Table 6.2).  Only three of the PEEPs, numbers 1,2, and 7 were 
correlated, above a 95 % confidence limit, with measurements at the nearest erosion pin in a 
horizontal direction to the sensor.  The lack of consistency between measurements could be 
caused by the small-scale heterogeneity of the bank material and erosion processes, or the 
differing way in which the pins and PEEPs affect their surrounding material.  PEEPs present a 
larger surface area to flow events potentially causing elevated levels of scouring, whilst pins more 
efficiently conduct heat, cooling or heating the surrounding bank material. 
   
The average of the three columns of erosion pins nearest to the PEEPs was also correlated with 
the amount of erosion recorded around each PEEP sensor (Table 6.3).  This allowed the 
relationship between the PEEPs and the surrounding bank region, rather than the whole bank 
surface or another single point erosion value, to be assessed.  Only three of the PEEPs, numbers 
5,7, and 10 correlated above a 95 % confidence interval with the average erosion over the 
surrounding bank surface.  
 
This indicates that the individual PEEPs were generally not representative of the average rates of 
bank erosion, measured by the erosion pins.  This may be due to the heterogeneous nature of 
bank erosion at each site.  Erosional and depositional processes may only be operating on a small 
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scale spatially on the bank surface rather than uniformly, with PEEPs only registering processes 
intermittently.  Alternatively the PEEPs may not have been representative because they were not 
affected by the processes active on other sections of the bank surface.  To determine if this was 
the case the processes of erosion registered on the PEEPs will be compared with field 
observations and spatial patterns of pin erosion at each monitoring site. 
SITE NAME PEEP NUMBER NUMBER OF 
MEASUREMENTS 
(n) 
CORRELATION 
COEFFICIENT OF 
EACH PEEP AND 
ITS NEAREST 
EROSION PIN (r)  
CRITICAL 95 % 
CORRELATION 
COEFFICIENT 
(r) 
1. Beck Meetings 1 (Upper) 18 0.536 0.468
 2 (Middle) 18 0.629 0.468
 3 (Lower) 15 -0.115 0.514
   
4. Low Row 5 (Downstream Lower) 11 -0.357 0.602
 7 (Upstream Lower) 14 0.742 0.532
 11 (Downstream Upper) 16 0.345 0.497
 6 (Upstream Upper) 9 0.555 0.666
   
8. Greystone Farm 4 (Downstream Lower) 10 0.023 0.602
 9 (Upstream Lower) 9 -0.365 0.666
 8 (Downstream Upper) 8 0.544 0.707
 10 (Upstream Upper) 10 -0.060 0.632
Table 6.2 Correlation Coefficients of PEEP manually measured erosion compared against the 
nearest single erosion pin monitoring sites: (1) Beck Meetings (Upper Catchment); (2) Low Row 
(Mid Catchment) and (3) Greystone Farm (Lower Catchment). 
 
SITE NAME PEEP NUMBER NUMBER OF 
MEASUREMENTS 
(n) 
CORRELATION 
COEFFICIENT OF 
EACH PEEP AND 
AVERAGE 
EROSION FROM 
THE 3 NEAREST 
EROSION PIN 
COLUMNS   (r)  
CRITICAL 95 % 
CORRELATION 
COEFFICIENT 
(r) 
1. Beck Meetings 1 (Upper) 18 0.143 0.468
 2 (Middle) 18 -0.183 0.468
 3 (Lower) 15 0.509 0.514
   
4. Low Row 5 (Downstream Lower) 11 0.602 0.602
 7 (Upstream Lower) 14 0.621 0.532
 11 (Downstream Upper) 16 0.0003 0.497
 6 (Upstream Upper) 9 0.009 0.666
   
8. Greystone Farm 4 (Downstream Lower) 10 0.341 0.602
 9 (Upstream Lower) 10 -0.308 0.666
 8 (Downstream Upper) 11 0.547 0.707
 10 (Upstream Upper) 11 -0.749 0.632
Table 6.3 Correlation Coefficients of the PEEP sensor epoch erosion values and the in an epoch 
compared against the single erosion pins next to PEEP sensors: (1) Beck Meetings (Upper 
Catchment); (2) Low Row (Mid Catchment) and (3) Greystone Farm (Lower Catchment). 
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6.3 RATES OF EROSION 
6.3.1 PEEP Data Reduction Methodology 
 
Initial screening of the PEEP data to determine when processes were active, and the annual 
distribution of rates of erosion, may be undertaken on a daily timescale.  Although many of the 
environmental variables had been monitored at a 15-minute interval, rainfall close to the sites and 
the associated Antecedent Precipitation Index were only available at a daily resolution.  Thus to 
be able to compare all the environmental variables with the rates of erosion initially a daily 
interval was desirable.   
 
Ideally the ratio of the reference cell to the cell series should be almost constant for the entire 
period of daylight during monitoring, in the absence of erosion or deposition (Figure 6.1).  This 
situation was most likely to occur during overcast weather conditions where light levels remained 
almost constant during the entire length of the day.  In clear conditions the light levels may vary 
between reference cell and cell series during the dawn and dusk period, creating photovoltaic 
ratios (Lawler, 1989) that may not be representative of the length of PEEP exposed.  The data 
that were recorded in the dawn and dusk periods was therefore often unreliable.   
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Figure 6.1 An example of a relatively consistent output of Cell Series (mV), Reference Cell (mV) 
and Length of Exposure (mm) from PEEP 3 situated in the Lower Bank at Beck Meetings.  The 
start of each day is indicated by the date and time on the x-axis. 
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During direct sunlight conditions the orientation of the PEEP may allow sunlight to shine 
directly through the sensor, over all the photovoltaic cells.  The ‘light-piping’ effect (Lawler, 
1992b) allows sunlight to strongly illuminate the cell series.  Usually the sun is low against the 
horizon to maximise this effect; so winter periods and dusk/dawn are particularly affected.  This 
phenomenon may result in a sudden elevation in the output from the cell series (Figure 6.2).  The 
same increase in solar radiation is not registered at the already exposed reference cell.  The ratio 
of cell series to reference cell, the photovoltaic ratio, is therefore similar to that experienced 
during an erosion event.  If the same signal is recorded the following day, a reduced ‘normal’ 
output followed by a rapid set of peak values, then this ‘shouldering’ effect may be suspected.  A 
reduction back to normal values the following day may also lead to the same conclusion.   
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Figure 6.2 An example of a disproportional increase in cell series, compared to the reference 
cell, during the afternoon at PEEP 11 (Low Row).  The sensor is facing in a N direction and may 
be coming out of the shade in the afternoon, allowing direct sunlight to radiate into the sensor.   
 
The photovoltaic ratio may also be distorted during flood conditions.  When the PEEP is 
immersed the signal may be lost altogether or significantly reduced (Lawler, 1992a).  During the 
reduction of the PEEP output the voltage from the reference cell may be nearly as low as the 
combined cell series.  If only the photovoltaic ratio and associated calibration equations are used 
to predict the amount of erosion then a false picture may be gained.  A decrease in both cell 
series and reference cell output alongside an increase in stage indicates a period of inundation.   
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To overcome the problems of irregularities in the daily signals several different time periods were 
used to create a daily time series.  The selected method was to use the photovoltaic ratio from 
each PEEP at midday.  The advantages of this method were: 
 
1. Simplicity, reducing the amount of data processing needed;   
2. Dusk and dawn values were avoided; 
3. Shouldering at low solar azimuths were avoided.   
 
Although this method only effectively uses one measurement a day it compares well with an 
averaged value of measurements around the midday period, and avoids the likelihood of erosion 
taking place between measurements used to create an average value.  The disadvantage of using a 
single value is that there may be a time delay of a day before the erosion is noted.  This may cause 
problems in identifying processes that are consistently occurring during a particular time of the 
day, such as melting of frost heaved material in the mid-morning.  The initial analysis on a daily 
time scale is intended to aid the identification of seasonal trends in erosion during the monitoring 
period, however more detailed information will be needed to analyse specific erosion processes 
(Sections  6.4.2-6.4.4).  
6.3.2 Seasonal Trends in Manual and Automatically Monitored Erosion 
The upstream site of Beck Meetings (Site 1) (Figure 3.5) was monitored at 3 levels on the bank 
surface, upper, middle and lower.  The sensors were in a diagonal pattern over the bankface, 
approximately 0.3 m apart horizontally and 1.0 m apart vertically.  PEEP 1, 0.2 cm from the bank 
top (Figure 6.3A) confirmed the seasonal trend already identified (Section 5.2) that the winter 
periods dominated the seasonal pattern of erosion.  The total cumulative erosion measured 
manually over the monitoring period for each PEEP is shown in Table 6.4.  The correlation 
coefficients of the erosion measured manually for each epoch and the automatically recorded 
epoch erosion values, calculated using the photovoltaic ratio and sensor calibration (Section 
3.3.4), are also presented in Table 6.4.   
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PEEP NUMBER 
(Bank Position) 
MANUALLY 
MEASURED 
LENGTH 
EXPOSED 
(mm) 
(Time Period) 
CORRELATION 
COEFFICIENT 
BETWEEN MANUAL 
AND AUTOMATIC 
MEASUREMENTS (r)
NUMBER OF 
MEASUREMENTS 
CRITICAL 95 % 
CONFIDENCE 
COEFFICIENT (r)
1. Beck Meetings 
PEEP 1  
(Upper Bank) 
32 
(14/01/97-
22/04/98) 
0.813 17 0.482
PEEP 2  
(Mid Bank) 
22 
(14/01/97-
22/04/98) 
-0.558 16 0.497
PEEP 3  
(Lower Bank) 
44 
(13/02/97-
22/04/98) 
0.784 14 0.532
2. Low Row 
PEEP 5 
(Downstream Lower) 
31 
(15/01/97-
02/02/98) 
-0.098 11 0.602
PEEP 7 
(Upstream Lower) 
95 
(15/01/97-
13/03/98) 
0.723 14 0.532
PEEP 11 
(Downstream Upper) 
140 
(15/01/97-
13/03/98) 
0.908 16 0.497
PEEP 6 
(Upstream Upper) 
99 
(15/01/97-
30/10/97) 
0.855 9 0.666
3. Greystone Farm 
PEEP 4 
(Downstream Lower) 
356 
(05/01/97-
04/02/98) 
0.667 7 0.755
PEEP 9 
(Upstream Lower) 
205 
(05/01/97-
04/02/98) 
0.061 4 0.950
PEEP 8 
(Downstream Upper) 
44 
(05/01/97-
04/02/98) 
-0.609 5 0.878
PEEP 10 
(Upstream Upper) 
791 
(05/01/97-
04/02/98) 
0.900 4 0.950
Table 6.4 The cumulative length of erosion measured manually on the PEEPs during each 
erosion epoch correlated against the automatically recorded amount of erosion during the same 
period.  
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The distribution of erosion over the bank profile shows a decline mid bank, with 22 mm of 
erosion from 14/01/97 to 22/04/98 (Table 6.4) (Figure 6.3B).  Most erosion appears to have 
occurred on the lower bank, despite the shorter measurement period, with 44 mm of erosion 
being recorded manually on the sensors (Table 6.4) (Figure 6.3C).  Correlating the measurements 
taken manually during each pin reading epoch with the sum of automatically registered daily 
erosion series for the same epoch (Table 6.4) revealed that all sensors were significantly related 
above a 95% confidence level at Beck Meetings (Site 1).  This indicates that the automatically 
measured readings were closely linked to the manual readings.  The relationship does not indicate 
that the actual automatic and manual values were the same, only that the variations of the two 
variables are similar, thus indicating that erosion/deposition events had taken place during 
equivalent periods on both data series.    
 
Four PEEPs were installed mid-catchment at Low Row (Site 4) (Table 3.7) in two columns, 9.1 
m apart.  The upper bank PEEPs were approximately 0.2 m beneath the bank top, whilst the 
lower PEEPs were 0.8 m beneath the bank-top surface.  The amount of erosion measured on 
each of the PEEPs shows a wide range of values.  The maximum erosion of 140 mm occurred 
on the downstream upper PEEP (PEEP 11), whilst the downstream lower PEEP (PEEP 5) only 
registered 31 mm of erosion for approximately the same period (Table 6.4).  Both the lower bank 
PEEPs (PEEPs 5 and 7) had less erosion than the upper bank PEEPs at the same 
upstream/downstream position (Table 6.4).  This may be because of a different set of processes 
were dominating on the lower bank compared to the upper bank.  It may also be a product of the 
variations in the sediment composition of the bank restricting the same process in the lower 
bank.  This could cause processes to operate at different intensities in the upper and lower bank.  
The processes responsible for the erosion events at each PEEP will be investigated further in 
Section 6.4. 
 
All of the PEEP manual measurements at Low Row correlated above a 95% confidence level 
with the variations in the automatic readings, apart from PEEP 5 (Downstream Lower) (Table 
6.4).  The plot of the manual and automatic measurements for PEEP 5 (Figure 6.4A) showed 
that the two data series are numerically close to each other; however the poor correlation 
coefficient was probably a result of the asynchronous variability of the two variables.  The low 
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levels of erosion activity may have resulted in the two series varying within their error bands 
resulting in low correlation coefficients. 
 
At Greystone Farm up to 791 mm of erosion was registered during the monitoring period (Table 
6.4), complementing the downstream trend of increasing rates of erosion at the PEEP installed 
sites.  One of the PEEPs was considerably less eroded than the rest, PEEP 8, with only 44 mm 
of erosion (Table 6.4) (Figure 6.5B).  Only the manual measurements on PEEP 10, upstream 
upper, correlated at a 95 % level with the automatic measurements.  The small number of 
samples where both manual and automatic measurements were available meant that the site 
might not be very representative of the entire monitoring period, reducing the correlation 
coefficients.  The discontinuous nature of the automatic measurements taken at Greystone Farm, 
caused by removal of the PEEP sensors from the bank in large erosion events and faults in the 
datalogger, make the time-series of data appear stepped (Figure 6.5A-D).  The infrequent large 
erosion events portrayed by the time series is probably a reasonable representation of the 
‘catastrophic’ erosion at the site. 
 
In terms of erosion seasonality for each of the sensors in the upper catchment, at Beck Meetings 
(Site 1), they all had a distinctively stable summer period and active winter period (Figures 6.3A-
C).  Mid catchment at Low Row there was more variability in the daily erosion time series for the 
monitoring period (Figures 6.4A-D).  This may be because of the scour holes that developed on 
the bank surface around the sensors possibly due to: 
 
1. Preferential drainage through the horizontally augured PEEP insertion holes; 
2. A weakening of the soil structure due to the disturbance caused by auguring; 
3. Increased flood velocities around the PEEPs during inundation caused by the sensor 
altering the flow structure, thus increasing the rate of entrainment.   
 
These holes may have made a measurable difference between the cell series and reference cell 
ratio during overcast and direct sunlight conditions.   
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Figure 6.3 The length of PEEP exposure measured manually     and automatically   at 
Beck Meetings (Site 1) on: (A) the upper bank PEEP 1; (B) the mid-bank PEEP 2; (C) the lower 
bank PEEP 3; compared against: (D) daily rainfall and maximum stage; (E) daily API.98, API.94 
and minimum temperature. 
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Figure 6.4 The length of PEEP exposure measured manually  and automatically  at 
Low Row (Site 4) on: (A) the downstream lower PEEP 5; (B) the upstream lower PEEP 7; (C) 
the upstream upper PEEP 6; (D) downstream upper PEEP 11; plotted alongside: (E) daily 
rainfall and maximum stage; (F) daily API.98, API.94 and minimum temperature. 
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Figure 6.5 The length of PEEP exposure measured manually  and automatically  at 
Greystone Farm (Site 8) on: (A) the downstream lower PEEP 4; (B) the upstream lower PEEP 9; 
(C) the downstream upper PEEP 8; (D) upstream upper PEEP 10; plotted alongside: (E) daily 
rainfall and maximum stage; (F) daily API.98, API.94 and minimum temperature. 
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6.4 EROSION PROCESS IDENTIFICATION USING PEEP DATA AND 
ENVIRONMENTAL VARIABLES  
6.4.1 Introduction 
 
The discontinuous nature of the PEEP data series due to datalogger failures, inundation, and 
removal from the bank during mass failure processes meant that erosion events could not 
regressed against other environmental variables, as with the pin data (Chapter 5), to investigate 
the annual distribution of erosion events.  Regressing the data at each site would not allow the 
downstream change in erosion processes to be inferred because of the inherent bias produced by 
the disparate periods that the sensors were operational over.  To overcome this problem the 
individual erosion events will be examined for each sensor, and then the manual observations and 
pin measurements will be used to place these erosion events in context against the annual 
distribution of erosion events/processes.   
6.4.2 A Flow Diagram for Process Inference 
 
The confidence in determining certain types of process that had been occurring at each of the 
monitoring sites was dependent on the type of sensory equipment installed.  With the PEEP 
sensors comparisons could be made between the timing of an erosion episode and stage, 
temperature and rainfall data. At sites without PEEPs, pin data could be used to describe the 
rates and distribution of erosion over the bank surface.  As well as these data the manual 
observations of the bank at each fortnightly visit could provide substantial data on the type of 
process by describing the bank morphology.   
 
The author provides a flow diagram (Figure 6.6) so that the structure of process identification is 
transferable, aiding other PEEP users and general observers of erosion processes.  The diagram 
presented is intended as a guide to the user, aiding the inference of processes due to the general 
principles of bank erosion presented in the literature.  The complex interactions between 
sedimentology, climate, and hydrology resulting in each erosion processes (e.g. needle ice 
formation in Lawler (1993b) was not presented to avoid complexity, and allow comprehension by 
a general readership. 
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The system takes the user through the selection of five monitored environmental indicators to 
aid process identification.  The environmental indicators used are Rainfall, Antecedent 
Precipitation Index, Bank/Air Temperature, Stage, and Bank Profile.  These variables were 
chosen as they could be determined for the monitoring sites in this study, provide differing 
evidence for the processes that were observed, and also be available to other end-users.  At each 
indicator box a decision must be made which will either lead the user in to the inference of a 
particular process, or on to the next decision.   
 
For most of the decision boxes the knowledge of the conditions that were active at or after the 
event are important.  For some decisions, especially for mass failure, the conditions that were 
present before the failure took place are important, and influence the type of erosion that 
occurred.  The system is not site specific and could be used as a scoping exercise for erosion 
process identification on any basin.  Evidence confirming the type of process indicated by the 
system would be desirable before a firm conclusion was reached. 
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Figure 6.6 A flow diagram of erosion process determination using environmental variable of rainfall, API, bankface/air temperature, stage and 
the cross-sectional shape of the bank profile.  
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6.4.3 Inferences and Observations of Upstream Erosion Processes 
 
 PEEP Monitored Processes of Erosion and Deposition 
 
Applying the flow diagram of erosion process identification (Figure 6.6) to the monitoring sites 
allows the distribution of erosion events during the maximum period that the PEEPs were 
monitored, from 01/01/97 to 22/04/98, to be surmised.  Combining manual observations with a 
detailed examination of the automated erosion time-series meant that significant processes could 
be evaluated. 
 
AMOUNT OF EROSION OR 
DEPOSITION (mm) 
PEEP 
NUMBER 
(EVENT) 
DATE DESCRIPTION OF EROSION OR 
DEPOSITION 
Deposition Erosion Net Erosion 
1a 03/02/97-04/02/97 
A preceding period of frost action causing 
deposition, followed by entrainment of the 
prepared material. 
2.8 9.5 6.7 ± 8.4
1b 05/02/98-06/02/98 
Direct soil fall of frost prepared material. 0 16.3 16.3 ± 8.4
2a 11/01/97-12/01/97 
A preceding period of frost action causing 
deposition, followed by entrainment of the 
prepared material. 
27.0 86.0 59.0 ± 5.6
2b 03/02/97-04/02/97 
A preceding period of frost action causing 
deposition, followed by entrainment of the 
prepared material. 
0.5 13.0 12.5 ± 5.6
2c 19/02/97-01/03/97 
Disruption of PEEP signal by rainsplash 
erosion. 0 0 0 ± 5.6
2d 08/01/98-09/01/98 
Spalling of PEEP after a flood event. 15 0 +15 ± 5.6
2e 11/02/98-13/02/98 
A preceding period of frost action causing 
deposition, followed by entrainment of the 
prepared material. 
Variable 15 15 ± 5.6
3a 11/01/97-12/01/97 
A preceding period of frost action causing 
deposition, followed by entrainment of the 
prepared material. 
1 40 39 ± 5.4
3b 29/01/97 Slide of saturated sediment after ice melt. 0 10 10 ± 5.4
3c 03/02/97-04/03/97 
Entrainment of frost prepared material. 0 17 17 ± 5.4
3d 29/01/98-07/02/98 
Spalling of PEEP by frost shattered bank 
sediment, followed by flood entrainment. 25 25 0 ± 5.4
 
Table 6.5 A description of the erosion and deposition events that occurred at Beck Meetings: (1) 
PEEP 1 upper bank; (2) PEEP 2 mid-bank; (3) PEEP 3 lower bank.  Net erosion errors are 
based on a 95 % confidence interval of the calibration regression standard error (Table 3.8).  
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Figure 6.7 A time-series of erosion/deposition events (highlighted in boxes) described in Table 
6.5 for Beck Meetings (Site 1): (A) PEEP 1 upper bank; (B) PEEP 2 mid-bank; (C) PEEP 3 
lower bank. 
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At Beck Meetings (Site 1) six of the ten erosion events were preceded by a period of sub-zero 
temperatures, which led to deposition on the sensor (Table 6.5) (Figure 6.7).  These depositional 
periods could be caused by: 
 
1. Ice forming on, or in, the bank causing it to heave over the cell series or reference cell.  If the 
ice were to grow on the bank surface then needle ice may form (Lawler, 1987b).  This would 
result in the PEEP being covered by either pure ice or an amalgamation of ice and bank 
material (Figure 6.8B).  The alternative would be for ice to be contained within the bank 
itself, as a lens of material, pushing the soil out over the PEEP (Figure 6.8C).  In both these 
cases the length of time and severity of sub-zero temperatures would influence the amount of 
ice-growth. 
2. The deposition of bank material on to the sensor decreasing the PEEP signals.  Direct soil 
fall or the release of upper bank sediment eroded by interstitial ice could lead to deposition 
on to the PEEP surface (Figure 6.8D).   
3. Snowfall over the bank surface, acting like deposited sediment on the PEEP output.  
However snow would be more likely to disrupt incoming solar radiation during sub-zero 
temperatures, whereas sediment would be more likely to be deposited during over zero 
temperatures when ice has melted.  
 
 
Figure 6.8 A diagrammatic representation of 3 different types of deposition over the PEEP 
surface: (A) normal PEEP position; (B) needle ice growth covering the sensor; (C) frost heaved 
material covering the sensor; (D) deposited sediment lying on the sensor surface.  (The PEEP is 
shown with 4 cells in series, rather than the usual 10, for simplicity) 
 
 197
An example of a depositional period during a period with sub-zero temperatures is shown in 
Figure 6.9, and the procedure for process inference from the flow diagram in Figure 6.10. 
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Figure 6.9 An example of a period of sub-zero temperatures followed by entrainment during a 
flood event.  PEEP 2, in the middle of the bank at Beck Meetings, 06/01/97-12/01/97.  From 
points (A) to (B) there is a decrease in the cell series output due to frost shattered bank debris 
falling on the sensor, or needle ice growth around the sensor.   
 
Rainfall
Antecedent
Precipitation
Ice with sediment layers or friable
sediment deposited over the bank
surface, especially at the base.
Bank Face/Air
Temperature
FROST ACTION
Low
Low
≤ 0 oC
Yes
 
 
Figure 6.10 The flow diagram procedure for the inference of frost subaerial preparation for the 
depositional/erosional event in Figure 6.9.
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The rainfall during the example was low (Figure 6.9), as was the antecedent precipitation index.  
The bankface temperature was below 0oC (Figure 6.9) until the flood event on the 12/01/97.  
There was no site visit before the flood event; however on the 14/01/97 small amounts of frost 
shattered material were observed.  Previous manual observations at the site have revealed 
episodes of needle ice (Plate 6.1) releasing sediment on melting to the basal region of the bank 
(Plate 6.2). 
 
Another indication that either ice growth or snow cover was affecting the PEEP output is the 
rapid rise of the cell series voltage during the day, in combination with a rise in air temperature.  
Figure 6.11 shows the entrainment event that occurred on 04/02/97 (Table 6.5 3b and 3c).  On 
the 29/01/97 a period of sub-zero temperatures resulted in a low cell series output in the 
morning.  As the temperature rose to nearly 10oC at midday the cell series output also rapidly 
rose.  The reference cell voltage did not rise in a similar fashion, indicating melt out and 10 mm 
of erosion.  This may have been needle ice melting and falling down the bank combined with 
frost heaved material (Lawler, 1987b).   
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Figure 6.11 An example of a period of sub-zero temperatures with growth of ice around the 
sensor, the melting of the ice as the temperature goes above 0 oC is shown by point (A).  The 
entrainment of frost action prepared sediment is shown at point (B). PEEP 3 in the lower bank 
at Beck Meetings (Site 1), 27/01/97-09/02/97. 
 
The extended period of rainfall combined with flood events disrupted the reference cell and cell 
series output in the middle of the bank from 17/02/97-02/03/97 (Figure 6.12) (Table 6.5 2c).   
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Figure 6.12 An example of a period of rainfall and flooding disturbing the PEEP output.  The 
reduced PEEP signal is shown after the flood event at (A).  The disrupted PEEP output from 
either rainfall or floodwater deposited sediment is highlighted at (B), whilst at (C) the sediment 
has been removed.  PEEP 2, in the middle of the bank at Beck Meetings, 05/01/98-11/01/98. 
 
There appears to be no overall erosion or deposition from the sensor, however material appears 
to be deposited and eroded during the inundation and rainfall events.  This may reflect a surface 
film of sediment being deposited during one flood event and removed during the next.  The 
alternative is that rainfall deposited small amounts of sediment on to the surface of the PEEP 
from the upper bank, which was subsequently removed.  As the peak stage events are nearly 
coincident with the rainfall events, distinguishing between the different processes is impossible 
without manual observations.   
 
Deposition on the sensors also occurred due to waterborne vegetation, and other waterborne 
debris, becoming entangled around the sensor.  Figure 6.13 is an example of this process.  The 
flood event that occurred overnight on the 08/01/98-09/01/98 was at a stage high enough to 
inundate PEEP 2, in the middle of the bank face, depositing debris around it as the stage fell.  An 
example of this type of deposition can be seen in Plate 6.3, where debris had become attached to 
the pressure transducer housing.   
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Figure 6.13  An example of overnight flood inundation, reducing the PEEP output from the 
level at (A), to a reduced level at (C), due to flood deposition of material from the flood event at 
(B). PEEP 2, in the middle of the bank at Beck Meetings, 05/01/98-11/01/98. 
 
  
Manually Observed Processes of Erosion and Deposition 
 
Other than Beck Meetings, two other monitoring sites were considered to be in the upper 
catchment, Hoggarths (Site 2) and Muker (Site 3) (Figure 3.5).  The rates of erosion that occurred 
at these three sites from the erosion pin data (Figure 5.1), and the processes of erosion that 
affected the PEEPs sensors at Beck Meetings, all aid the identification of any downstream trends 
in erosion processes.  The manual observations that were made during site visits also provided 
important data that may either have not been registered on the monitoring devices, or used to 
assist the explanation of the erosion events that were recorded.   
Frost action, like that observed at Beck Meetings, was also evident at Hoggarths and Muker.  
Although it is difficult to ascertain any difference in frost severity between the three sites, more 
frost shattered debris was noted at Beck Meetings when compared to the other sites.   
All the sites were also affected by cantilever failures (Thorne and Tovey, 1981).  Muker was more 
active in terms of the number of failure blocks and the size of the failures (Plate 6.4).  Beck 
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Meetings (Site 1) and Hoggarths (Site 2) were more likely to produce grassroot matts rather than 
cantilever blocks, perhaps as a result of the rooting depth compared to the bank height (Plate 
6.5).  The peaty consistency of bank sediment at Beck Meetings meant that the drying of the bank 
surface during the summer months was a prominent feature (Plate 6.6).  No similar effects were 
noted at the other two upstream sites and no production of desiccated material was observed, 
even at Beck Meetings. 
6.4.4 Inferences and Observations of Mid-Catchment Erosion Processes 
 
PEEP Monitored Processes of Erosion and Deposition 
 
In a downstream direction the next set of PEEPs was installed at Low Row (Site 4).  The 
majority of the erosion events at Low Row appeared to be caused by high flows entraining bank 
material (Figure 6.14A-D) (Table 6.6).  In most cases the erosion was preceded by a period of 
sub-zero temperatures.  The erosional events differ from those experienced at Beck Meetings 
(Site 1) as the sub-zero temperatures did not appear to cause deposition on the PEEPs (e.g. 
Figure 6.15 (Table 6.6 6a)).  The banks may have tended to be better drained with a higher silt-
clay content than the peaty bank material upstream at Beck Meetings, thus restricting the water 
available for frost heave/needle ice.  The length of time that the bank was below 0oC was also 
shorter at Low Row than upstream.  This may restrict the growth of ice crystals, which is 
required to push the bank sediment off the bank surface.  Scour holes, or holes from piping were 
evident around the PEEPs.  These could be responsible for restricting the sensitivity of the 
sensors to growth or contraction of the bank surface.  A flood wave with a similar stage on the 
15/09/97 inundated PEEP 5: this event did not cause any erosion and was not preceded by any 
frost action.  This would seem to indicate the importance of frost in preparing the bank for 
entrainment.   
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AMOUNT OF EROSION OR 
DEPOSITION (mm) 
PEEP 
NUMBER 
(EVENT) 
DATE DESCRIPTION OF EROSION OR 
DEPOSITION 
Deposition Erosion Net Erosion 
5a 
11/01/97
-
12/01/97
Direct entrainment of bank material 
preceded by sub-zero temperatures.  0 40.6 40.6 ± 8.4
5b 
05/02/97
-
06/02/97
Direct entrainment 
0 0 6 ± 8.4
7a 
11/01/97
-
12/01/97
Direct entrainment of bank material 
preceded by sub-zero temperatures. 0 11 11 ± 8.0
7b 
05/02/97
-
06/02/97
Delayed failure after flood event, possibly 
piping or sapping. 0 25 25 ± 8.0
7c 
05/12/97
- 
11/12/97
Two fluvial entrainment episodes, the first 
preceded by sub-zero temperatures.  0 69 + 13 81 ± 8.0
7d 
14/02/98
-
15/02/98
Delayed erosion after flood event, possibly 
piping or sapping. 0 16 16 ± 8.0
6a 
11/01/97
-
12/01/97
Direct entrainment of bank material 
preceded by sub-zero temperatures. 0 44 44 ± 6.6
6b 
03/02/97
-
04/02/97
Direct entrainment of bank material 
preceded by sub-zero temperatures. 0 59 59 ± 6.6
6c 
03/03/97
- 
07/03/97
Frost action causing erosion followed by a 
depositional event, and then another 
erosional event. 
9 38 + 19 48 ± 6.6
11a 
11/01/97
-
12/01/97
Direct entrainment of bank material 
preceded by sub-zero temperatures. 0 17 17 ± 2.5
11b 
10/02/97 No bank removal after large flood event 
followed by the main erosional event during 
a subsidiary flood. 
0 23 23 ± 2.5
11c 
18/03/97
- 
19/03/97
Direct entrainment. 
0 6 6 ± 2.5
11d 
04/12/97
-
11/12/97
Entrainment during a flood event preceded 
by frost events.  38 68 30 ± 2.5
 
Table 6.6 A description of the erosion and deposition events that occurred at Low Row (Site 4): 
(5) PEEP 5 Downstream Lower; (7) PEEP 7 Upstream Lower; (6) PEEP 6 Upstream Upper; 
(11) PEEP 11 Downstream Upper.  Net erosion errors are based on a 95 % confidence interval 
of the calibration regression standard error (Table 3.8).  
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Figure 6.14 A time-series of erosion/deposition events (highlighted in boxes) described in Table 
6.6 for Low Row (Site 4): (A) PEEP 5 Downstream Lower; (B) PEEP 7 Upstream Lower; (C) 
PEEP 6 Upstream Upper; (D) PEEP 11 Downstream Upper. 
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Figure 6.15 An example of a flood entraining bank sediment, with a proceeding period of sub-
zero temperatures.  The rise in the temperature from below to above 0 oC does not appear to 
cause any erosion of frost prepared sediment between points (A) and (B), whilst the bank was 
eroded during a the flood event at (C).  The low daily values of rainfall are highlighted by 
labelling them with their values in mm day-1. 
 
The upstream upper and lower PEEPs, numbers 6 and 7 respectively, produced an unusual 
erosion-deposition-erosion sequence from 03/03/97-07/03/97 (Figures 6.16 and 6.17).  The 
upper bank (PEEP 6) was exposed by 38 mm (Figure 6.16) on the day after a sub-zero event, 
04/03/97, whereas the lower PEEP (7) was not eroded until the following day (Figure 6.17).  
This may be due to frost shattered material collapsing at different times as it dries out on the 
bank surface.  The deposition that occurred after the flood event may either be: 
 
1. Smearing of the sensor by suspended sediment; 
2. Woody debris entangled around the sensor; 
3. Sediment destabilised by the retreating floodwater, falling on to the sensor; 
4. Snowfall covering the sensor.   
 
As the deposited material was then removed the most likely explanation is snowfall, however 
debris tangled round the sensor may have fallen, or a rainfall event not registered in Richmond 
may have cleaned the sensor of deposited or smeared sediment.   
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Figure 6.16  An example of frost action at (A), followed by a flood event depositing material (B) 
and then further erosion (C).  PEEP 6 in the upstream upper section of the bank at Low Row, 
03/03/97-07/03/97. The low daily values of rainfall are highlighted by labelling them with their 
values in mm day-1. 
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Figure 6.17  An example of frost action at (A), followed by a flood event depositing material (B) 
and then further erosion (C).  PEEP 7 in the upstream lower section of the bank at Low Row, 
03/03/97-07/03/97. The low daily values of rainfall are highlighted by labelling them with their 
values in mm day-1. 
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The flood event on the 07/02/98 (Figure 6.18) (Table 6.6 7d) did not appear to entrain any 
material on re-exposure of upstream lower PEEP (PEEP 7) the following day.  This was a period 
when the pressure transducer was inoperable at the site, the decrease in PEEP output and flood 
event monitored on the same day upstream indicate that a flood event did occur.  A prolonged 
period of overcast conditions and submergence followed until the 14/02/98.  This again resulted 
in no marked erosion.  However on the 15/02/98 16 mm of erosion had occurred.  The delay in 
erosion would indicate a small mass failure (Figure 6.6); this was however not observed in the 
field and the amount of material that failed was not typical of the other cantilever failures 
observed at the site.  An alternative explanation could be the removal of sediment around the 
PEEP by piping or sapping, the falling stage allowing the infiltrated water in the bank profile to 
drain out of the sandier layers, removing material around the sensor (Hagerty, 1991a).  The 
elongated hollows possibly associated with sapping were evident during field observations (Plate 
6.7).  With low rainfall, high API, no frost action, and no removal of submerged material, piping 
and sapping are indicated by the selection procedure outlined in Figure 6.6. 
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Figure 6.18  An example of a delay in erosion (D) after a flood event (A) caused no erosion (B), 
and a further sequence of rainfall and a flood peak (C) only disrupted the PEEP output.  PEEP 7 
in the upstream lower section of the bank at Low Row, 02/02/98-15/02/98. The low daily 
values of rainfall are highlighted by labelling them with their values in mm day-1. 
 
The flood event on the 04/02/97 caused 6 mm of erosion on PEEP 5 (downstream lower) 
(Table 6.6 5b).  The downstream upper bank sensor (PEEP 11) did not show erosion during the 
same period (Figure 6.19) (Table 6.6 11b).  A subsidiary flood peak on the 10/02/97, though 
substantially lower than the flood event on the 04/02/97, was associated with 23 mm of erosion.  
The erosion was preceded by a disruption in the amount of light reaching the sensor; this may be 
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caused by the submergence of the PEEP in turbid water.  The rapid increase in photovoltaic 
output could be due to the retreat of the floodwater revealing the amount of erosion that 
occurred due to entrainment.  The wetting up of the bank by precipitation could have made the 
upper bank more prone to erosion than the preliminary flood.  
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Figure 6.19  An example of an erosion event during a smaller subsiduary flood (B), after there 
was no erosion following the main flood peak (A).  PEEP 11 in the downstream upper section of 
the bank at Low Row, 03/02/97-16/02/97. 
 
Manually Observed Processes of Erosion and Deposition 
Reeth (Site 5) and Easby (Site 6) as well as Low Row (Site 4) were all considered to be situated 
within the middle reaches of the River Swale (Figure 3.5).  Low Row was limited in the processes 
that were observed during the monitoring period.  As with the upper catchment, cantilever 
failures were evident at all of mid-catchment sites.  The most evidently active site in terms of 
cantilevers was Reeth (Plate 6.8).   
At Reeth a suite of erosive processes were active.  Arched structures at the base of the bank 
(Plate 5.2) that indicate pop-out failures (Simon, 1989; Thorne, 1993) were observed regularly.  
These would then provide ideal conditions for cantilever failures, as they left the upper bank 
material unsupported.  Slab failures (Selby, 1982) were another common failure mechanism at 
Reeth (Plate 6.9).  Some of the slab failures were able to remove whole columns of 370 mm long 
erosion pins in a single event.  Depending on the size of the failure and the competence of the 
flood wave that triggered the failure, the basal material from the collapse material may either 
remain in situ or be entrained.  The removal of the basal debris, which often occurred, meant that 
the bank was left unprotected during the following floods (Thorne and Osman, 1988).  Drying of 
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the bank sediment lead to the formation of sheets of desiccated material at Reeth (Plate 6.10).  
The exfoliated sheets appeared to stay in place throughout the summer months; however the 
rapidly rising flood events could probably entrain the sub-aerially prepared material.   
 
Easby failed in a more catastrophic manner than the other 2 sites.  The length of root exposure 
(Plate 6.11) indicated the speed of material removal.  There has been little evidence of failure 
after flood events that appear to have aided the removal of the sediment.  The floods have 
entrained most of the failed material immediately, leaving the bank unprotected for the next 
event. 
 
6.4.5 Inferences and Observations of Lower Catchment Erosion Processes 
 
  PEEP Monitored Processes of Erosion and Deposition 
The erosion events at Greystone Farm (Site 8) were distributed throughout the annual cycle 
(Table 6.7) (Figure 6.20) rather than being concentrated during the winter as they were in the 
upper and middle catchment (Figures 6.7 and 6.14).  The magnitude of the failures meant that the 
PEEPs were often completely eroded out of the bank leaving gaps in the data series (Figure 
6.20).  
The deposition of lower bank material at Greystone Farm (Site 8) on the 14/07/97 (Figure 6.21) 
(Table 6.7 4e) could be due to desiccation of the bank surface during the summer months.  The 
flood events that had passed through the monitoring site since the previous erosion event on the 
01/07/97 had failed to reach the same height as PEEP 4, thus keeping the bank relatively dry.  
Alternatively the sheep that grazed on the bank top also had access to the bank surface during 
dry conditions.  Bite marks were found on the PEEP sensor casings, indicating that the sheep 
had accessed the bank.  Sheep rubbing against the bank could deposit sediment on to the lower 
PEEPs, giving the same voltage response. 
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AMOUNT OF EROSION OR 
DEPOSITION (mm) 
PEEP 
NUMBER 
(EVENT) 
DATE DESCRIPTION OF EROSION OR 
DEPOSITION 
Deposition Erosion Net Erosion 
4a 10/01/97-14/01/97 
Direct entrainment of bank material preceded 
by deposition from frost events. 23 56 33 ± 9.2
4b 
04/02/97 
- 
06/02/97 
Entrainment during flood event proceeded by 
deposition from frost action.  No erosion 
during following subsidiary flood peak.  
32 39 7 ± 9.2
4c 05/05/97- 06/05/97 
Fluvial entrainment or a slab failure. 0 81 81 ± 9.2
4d 26/06/97-30/06/97 
No erosion during first flood peak, erosion 
occurs during secondary higher flood.  0 31 31 ± 9.2
4e 14/07/97 Desiccation or sheep disturbance depositing material on to the sensor. 17 0 -17 ± 9.2
4f 19/08/97-20/08/97 
Desiccation or rainsplash erosion depositing 
material on to the sensor.  10 0 -10 ± 9.2
4g 
08/12/97 
- 
12/12/97 
Complete exposure of PEEP in one flood 
event.  Most likely mass failure due to the 
amount of erosion, could however be a large 
entrainment event.   
0 > 116 >116 ± 4.6
4h  11/02/98-13/02/98 
Direct entrainment 0 37 37 ± 9.2
4i 
01/03/98 
- 
11/03/98 
Entrainment during first flood event, followed 
deposition/smearing after the second flood, and 
further entrainment after the third flood.  
30 23 + 32 25 ± 9.2
9a 
04/02/97 
- 
06/02/97 
Complete exposure of PEEP during a flood 
proceeded by frost events.  The erosion could 
be a mass failure with no time delay on the 
flood receding limb.  
0 > 79 > 79 ± 4.4
9b 28/04/97-05/05/97 
Direct soil fall followed by PEEP burial by a 
collapse on the upper bank.  20 + 67 0 -87 ± 8.9
9c 30/06/97- 03/07/97 
Re-exposure of buried sensor by entrainment 
and wet flow.  0 85 85 ± 8.9
8a 
12/01/97 
- 
14/01/97 
Direct entrainment of bank material preceded 
by frost events followed by more frost action.  
Then further erosion due to direct soil fall or 
rainsplash erosion.   
0 36 + 5 41 ± 14.0
8b 04/02/97-06/02/97 
Entrainment during flood.  No erosion during 
following subsidiary flood peak flow.  0 10 10 ± 14.0
8c 11/08/97- 17/08/97 
Rainsplash erosion of previously desiccated 
bank material. 0 23 23 ± 14.0
8d 27/08/97  
Cantilever failure during dry conditions  0 > 100 >100 ± 7.0
10a 03/02/97-06/02/97 
Fluvial entrainment proceeded by frost events.  0 74 74 ± 5.7
10b 28/04/97-07/05/97 
Cantilever or slab failure completely exposing 
the sensor after the flood has receded.  Burying 
the lower bank PEEP, number 9 
0 > 155 >155 ± 2.8
 
Table 6.7 A description of the erosion and deposition events that occurred at Greystone Farm: 
(4) PEEP 4 Downstream Lower; (9) PEEP 9 Upstream Lower; (8) PEEP 8 Downstream Upper; 
(10) PEEP 10 Downstream Upper.  Net erosion errors are based on a 95 % confidence interval 
of the calibration regression standard error (Table 3.8). 
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Figure 6.20 A time-series of erosion/deposition events (highlighted in boxes) described in Table 
6.7 for Greystone Farm (Site 8): (A) PEEP 4 Downstream Lower; (B) PEEP 9 Upstream Lower; 
(C) PEEP 8 Downstream Upper; (D) PEEP 10 Upstream Upper. 
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Figure 6.21  Desiccation or animal disturbance depositing sediment on to, or around the sensor 
at (A).  PEEP 4 in the downstream lower section of the bank at Greystone Farm, 07/07/97-
20/07/97. The low daily values of rainfall are highlighted by labelling them with their values in 
mm day-1. 
 
It was unlikely that desiccation alone caused the erosion on the downstream upper PEEP (PEEP 
8) (Figure 6.22) (Table 6.7 8c).  The gradual increase in PEEP output could be due to desiccation 
at first on the 12/08/97.  The rainfall event on the 13/08/00 would have been expected to 
remove sediment on the bank that was loosened by desiccation.  It did not, however, appear to 
produce a sudden increase in voltage output expected if rainsplash erosion was taking place.  Just 
over a week after the desiccation event on PEEP 8 the entire PEEP was exposed (Plate 6.12) 
(Figure 6.23) (Table 6.7 8e).  This may have been due to the drying of the interface between a 
cantilever block and the main bank.  The enlargement of any crack between the two surfaces 
would decrease the shear strength, and if the cantilever block remained fairly moist with only 
surface drying it would have produced a relatively high shear stress.   
 
The flood on the 06/05/97 affected both the upstream PEEPs, numbers 9 and 10 (Figures 6.24 
and 6.25) (Table 6.7 9b and 10b), as well as the downstream lower PEEP (PEEP 4) (Table 6.7 4c).  
High daily rainfall rates of up to 12 mm day-1 occurred during the three days preceding the flood 
event.  This would have the effect of wetting up the bank, which a flood peak of short duration 
would be unlikely to do effectively.  The upper bank (PEEP 10) did not erode until the flood 
wave had passed (Figure 6.25): the sensor was left completely exposed after > 155 mm of erosion 
at least 24 hours after the flood peak.  This was indicative of a mass failure, or delayed cantilever 
failure (Lawler and Leeks, 1992).  Using the expert system (Figure 6.6) the presence of 
overhanging bank material before the event would lead to the conclusion that a cantilever failure 
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took place.  The much lower output produced by the reference cell and exposed cell series on 
complete exposure, could either be the effect of moisture entering the PEEP, or the sensor 
falling against the bank surface because of the lack of supporting bank material.   
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Figure 6.22  Erosion of desiccated material (A and B), possibly influenced by the rainfall event 
on 13/08/97.  PEEP 8 in the downstream upper section of the bank at Greystone Farm, 
11/08/97-17/08/97. 
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Figure 6.23 Complete exposure of the sensor (A) caused by a cantilever collapse of surrounding 
material.  The failure was observed at the following downloading session.  PEEP 8 in the 
downstream upper section of the bank at Greystone Farm, 25/08/97-31/08/97.
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Figure 6.24 Complete burial of PEEP 9 during an upper bank cantilever collapse (B), that was 
preceeded by rainfall events from the 03/05/97-05/05/97 (A).  PEEP 9 in the upstream lower 
section of the bank at Greystone Farm, 28/04/97-11/05/97. 
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Figure 6.25  A cantilever collapse (A) eroding PEEP 10 in the upper bank at Greystone Farm, 
28/04/97-11/05/97. 
 
The lower bank PEEP (PEEP 9) (Figure 6.24) ended up completely buried by the upper bank 
sediment.  It is difficult to determine whether the deposition occurred at the same time as the 
erosion around the upper PEEP.  The small signal from the reference cell on the 06/05/97 could 
be from partial burial of PEEP 9 from overlying bank material or it could be that the sensor was 
still partially covered by the floodwater.  For the following days a signal of around 0 mV was 
observable from both the cell series and the reference cell, indicating complete burial by the 
upper bank collapse.   
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During the two flood peaks that passed through Greystone Farm from the 26/06/97 to 
01/07/97 both of the lower bank PEEPs (4 and 9) were eroded (Table 6.7 4d and 9c).  The 
upstream PEEP (PEEP 9) that was buried almost two months previously was re-exposed by the 
twin peaked flood event (Figure 6.26).  Partial exposure of the sensor occurred after the second 
flood peak had passed through the monitoring site, however re-burial then took place.  This may 
have been by the flood entraining the lower bank material thus making the overlying sediment 
unstable which then collapsed burying the PEEP again.  The actual sustained exposure of the 
PEEP took place on the 03/07/97, leaving the sensor exposed by 20.1 mm (Figure 6.26). 
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Figure 6.26  The re-exposure of the previously buried upstream lower PEEP (C).  The PEEP 
was partially exposed at (A) then re-buried at (B).  PEEP 9 in the upstream lower section of the 
bank at Greystone Farm, 23/06/97-06/07/97. 
 
The upstream lower PEEP (PEEP 4) (Figure 6.27) (Table 6.7 4d) was above the river water level 
on the 29/06/97 between both peak flows.  This period of re-exposure showed that no erosion 
had taken place during the first peak flow.  On the second slightly higher flood peak, with a stage 
of 2.79 m, 32.2 mm of erosion occurred.  The period of inundation on the first flood event could 
have aided the erosion by increasing the soil moisture content.  With the decrease in support 
from the floodwater the bank may have collapsed immediately in the form of a small mass failure, 
or the increase in pore water pressure may have aided entrainment.   
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Figure 6.27 The delayed erosion of the lower bank until after the second flood peak had passed 
through the catchment (B), shown by the lack of erosion when the sensor was revealed after the 
first flood event (A).  PEEP 4 in the downstream lower section of the bank at Greystone Farm, 
23/06/97-06/07/97. 
 
 
 Manually Observed Processes of Erosion and Deposition 
Larger scale failures were evident at Morton-on-Swale (Site 7), Greystone Farm (Site 8), and 
Topcliffe (Site 9).  All three of the lower-basin sites were, as with all the other monitoring sites, 
subject to cantilever failures.  The long toe slope as Morton-on-Swale allowed cantilever failed 
blocks to ‘decompose’ above the low water level (Plate 6.13).  At the other two sites the failed 
blocks often ended up in the river channel, leading to a faster rate of removal.  At Greystone 
Farm beam failures were often observed as well as other forms of cantilever failure (Thorne and 
Tovey, 1981) (Plate 5.5).  Tension cracking occurred in previously beam failed structures at 
Topcliffe, increasing the rate of infiltration, and thus pore pressures, behind the slope (Darby and 
Thorne, 1994) (Plate 6.14).   
All three of the monitoring sites were influenced by different modes of biogenic activity, one of 
which was through the burrowing of sand martins during the summer months.  The shallower 
toe area, compared to the banks upstream, provided more access for sheep and horses (Trimble, 
1994; Trimble and Mendel, 1995; Sansom, 1996).  It is difficult to quantify the effects of the 
disturbance caused by trampling and burrowing within the bank.  However the amount of 
disturbance was greater than that observed at the upstream sites.   
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Mass failures were only observed at the mid catchment and downstream sites.  These failures 
tended to be spatially widespread but temporally intermittent.  At Topcliffe, failure of the entire 
slope may be due to removal of basal material by entrainment, creating conditions for a 
translational failure plane (Plate 6.15).  Undercutting of basal material may also be responsible for 
the creation of slab failures at Topcliffe (Plate 6.16).   
 
Using the downstream trends in erosion processes identified in this and the preceding chapters 
the model suggested by Lawler (1992a; 1995) can be evaluated in the next chapter.  This will be 
alongside putting the monitored erosion sites in context globally and within the U.K. 
6.5 SUMMARY 
1. Although the PEEPs have been able to monitor erosion and deposition events effectively 
throughout the catchment they did not correlate well with erosion pin measurements at an 
erosion epoch timescale.  The spatial extrapolation of the high temporal resolution data, 
provided by the small number of PEEPs, to the whole bank must be undertaken with care 
and using other supporting data i.e. field observations and erosion pin readings.   
2. Photovoltaic ratios taken from the midday region of the daily time-series data provide the 
reliable data on which to estimate daily lengths of exposure of the sensors.  This in turn 
enables a long time series of data to be examined to identify critical erosion and deposition 
periods.   
3. Observing the PEEP data in more detail revealed the importance of frost events upstream at 
Beck Meetings (Site 1) in preparing material for entrainment.  Mid-catchment, at Low Row 
(Site 4), frost was also important in preparing the bank material for entrainment; however 
deposition of frost heaved material was not as common as upstream at Beck Meetings.  
Piping and sapping were also thought to be responsible for the erosion around the PEEPs at 
Low Row.  At Greystone Farm larger failures were monitored by the PEEPs, with cantilever 
failures and slab failures thought to be responsible for leaving the sensors completely exposed 
after flood events.  Desiccation and animal disturbance was also noted downstream.   
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Plate 6.1 An example of needle ice growth at Beck Meetings (Site 1) (28/02/96).  The top yellow 
erosion pin tip is 30 mm in length, and mid-bank another erosion pin is only just visible because 
of surrounding ice growth.  Stream flow is out of the picture.  
 
Plate 6.2 The accumulation of frost heaved sediment deposited in the basal region at Beck 
Meetings (Site 1) after the ice has melted (28/02/97).  The tripod on the right of the frame was 
1.2 m in height.  Stream flow is out of the picture.   
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Plate 6.3 The accumulation of vegetative debris around the pressure transducer housing on the 
left-hand side of the frame at Beck Meetings (Site 1) (28/02/97).  Flow is out of the picture.   
 
Plate 6.4 Two toppled cantilever failures at Muker (Site 3) (07/01/98).  The callipers on the 
failed block are 120 mm in length.  River flow is into the picture.   
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Plate 6.5 An overhanging grassmatt on the right of the frame, at Hoggarths (Site 2) (18/02/96).  
The callipers on the A4 file are 120 mm in length.  The ends of the two erosion pins in the 
grassmatt are exposed by 30 mm.  Flow is into the picture.   
 
Plate 6.6 An example of the desiccated structure of the peat surface at Beck Meetings (Site 1) 
(20/10/96).  The cracks in the dried surface are creating a flow path in the centre of the frame.  
The bank height is approximately 1.2 m.  Stream flow is from left to right of the picture.   
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Plate 6.7 Hollows created along the bank profile at Low Row (Site 4) from piping and sapping 
(09/06/97).  Two 30 mm diameter yellow erosion pins are visible in the foreground.  The grass 
on the bank toe is the remains of previously failed cantilever blocks.  Flow is out of the picture.   
 
Plate 6.8 An example of overhanging upper bank material along the reach at Reeth (Site 5) 
(23/10/96), with some failed cantilever blocks resting on the bank toe.  River flow is from left to 
right of the picture.   
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Plate 6.9 A series of failed, or failing, slab failures at Reeth (Site 5) (15/01/97).  River flow is 
from left to right of the picture.   
 
Plate 6.10 Sheets of desiccated material at Reeth (Site 5) (23/10/96).  The ends of the two yellow 
erosion pins exposed are 30 mm are visible in the foreground.  Flow is from left to right of the 
picture.   
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Plate 6.11 Exposed roots cause by rapid erosion at Easby (Site 6) (09/06/97).  The bank height is 
approximately 2.5 m. River flow is out of the picture.  
 
Plate 6.12 A PEEP 8 monitored cantilever failure at Greystone Farm (Site 8) (27/08/97) (Table 
6.10 8d).  The exposed sensor hanging in the centre of the picture is 450 mm in length.  Flow is 
out of the picture.   
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Plate 6.13 Grass covered cantilever failed blocks lying on the bank toe at Morton-on-Swale (Site 
7) (25/05/97).  The height of the bank shown is approximately 4 m.  River flow is into the 
picture.   
 
 
Plate 6.14 A tension crack running along the back of a previously beam failed block, in the centre 
of the frame.  The picture was taken on 27/02/97 at Topcliffe Farm (Site 9).  The black book 
resting on the block is A4 in size.  River flow is into the picture.   
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Plate 6.15 A translational failure observed at Topcliffe Farm (Site 9) (27/02/97).  The failure 
plane surface can be observed on the left-hand side of the failure.  The top of the failure led to 
undercutting of the bank, and then a cantilever failure.  The black book lying in centre frame is 
A4 in size.  River flow is from left to right of the picture.  
 
Plate 6.16 An example of a slab failure at Topcliffe (Site 9) (27/02/97).  The block probably 
became unstable because of undercutting of basal material by fluvial entrainment, as well as an 
increase in pore water pressure and material weight on saturation.  The bank height is 
approximately 2 m, and river flow is out of the picture.   
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CHAPTER 7 
AN EMPIRICAL MODEL OF BANK EROSION PROCESS EFFICACY 
THROUGHOUT A CATCHMENT 
7.1 INTRODUCTION 
 
Catchment scale, and annual, variations in erosion rates have been monitored within the River 
Swale system (Chapter 4).  The data provided by pin measurements have allowed erosion 
processes to be inferred using multivariate analysis (Chapter 5).  Data of finer temporal 
resolution, provided by the PEEPs (Chapter 6), has allowed processes, and process sequences, to 
be identified at an event time-scale.  These combinations of data mean that the spatial 
distribution of erosion processes can be determined throughout the catchment.   
 
This chapter seeks to test the model proposed by Lawler (1992a; 1995) (Figure 1.1) by 
synthesising the data on rates and processes into a model describing downstream change of 
erosion process efficacy for the Swale catchment.  The change in the temporal distribution of 
rates and processes at an annual time interval will also be examined for the upper, middle, and 
lower catchment.   
 
So that this work may be placed in a global context it will be compared against other studies of 
erosion rates at differing drainage basin scales.  The downstream change in catchment 
characteristics and processes will also be contrasted against previous catchment scale models in 
both temporal and spatial dimensions.   
7.2 MODELS OF BANK EROSION PROCESS EFFICACY AT A CATCHMENT SCALE 
7.2.1 An Empirical Model for the River Swale   
 
Combining and summarising the findings from Chapters 4 - 6 allows the testing of the 
downstream change in processes model suggested by Lawler (1992a; 1995) (Figure 1.1).  The 
downstream changes in efficacy of the four main process categories (Frost Action, Desiccation, 
Fluid Entrainment, and Mass Failure) are presented for the River Swale during the study (Figure 
7.1), and for a catchment of idealised hydro-geomorphological characteristics (Figure 7.2).  The 
distributions of the four main process groups are outlined in Table 7.1 and Figure 7.1 for the 
monitored sites on the River Swale (Figure 3.5).  
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CATCHMENT 
SEGMENT 
PROCESS DOWNSTREAM PROCESS TRENDS 
Frost Action The maximum rates occurred in the upper catchment, with a decreasing 
influence downstream as: 
1. The water availability on the bank lowered as the bank becomes less 
peaty. 
2. The length of the frost season decreased. 
Desiccation This was observed when peaty sediment dried in the summer at Site 1; 
however no sediment erosion was recorded.  
Fluid 
Entrainment 
Entrainment was limited by the amount of frost preparation.  There was 
sufficient energy to remove all the prepared material at the sites, so the 
efficiency is on a par with frost action at Site 1.  The energy was not 
sufficient to remove all the failed cantilever blocks from the basal region; 
however, the energy available to do this increased downstream.  The 
stream power may be ‘artifically’ increased at Site 3 due to a bedrock 
reach upstream. 
UPSTREAM  
(Sites 1-3) 
Mass Failure Only observed in the form of cantilever failures, which increased in 
efficacy downstream because of the trend in fluid entrainment, causing 
undercutting.  
Frost Action Due to the limitations of the bank sedimentology on fluid entrainment, at 
Site 4, the efficacy of frost action increased compared to Site 3.  The 
efficacy declined at Sites 5 and 6 for the same reasons as at the upstream 
sites, and as other processes became more efficient.   
Desiccation There was no PEEP or pin evidence that material was eroded through 
desiccation, although surface sheets of sediment were heaved from the 
bank at Site 6, perhaps preparing the bank surface.   
Fluid 
Entrainment 
Limited entrainment at Site 4 but increasing in efficacy, to a catchment 
peak, as the second stream power peak at Site 6 was reached.  Almost all 
the basal failed debris at Sites 5 and 6 was removed leaving the bank 
unsupported.   
MID-
CATCHMENT 
(Sites 4-6) 
Mass Failure Slab and Pop-out failures were observed at Site 5, the first monitoring site 
experiencing mass failures (excluding cantilever failures).  No mass 
failures were observed in situ at Site 6, however this does not mean that 
they did not occur.  The root mass left exposed by erosion indicates that 
wet flows would be the principle mechanism of failure if mass failures 
had occurred.  
Frost Action The influence of frost action increased at Site 7 (Section 5.4), this may be 
due to the bank sedimentology, or flow structure, being restrictive for 
other erosional processes.  There was a slight rise in efficacy downstream, 
at Sites 8 and 9, as the amount of erosion from other processes decreased 
but frost heaving only slightly declined in efficacy.   
Desiccation Desiccation was thought to be effective at influencing erosion at Site 7, 
resulting in a more attenuated annual erosion pattern, including the 
summer months (Figure 5.1).  The influence of desiccation increased 
downstream as the climate changed to drier conditions.   
Fluid 
Entrainment 
As the stream power decreased downstream so did the ability of the flow 
to entrain failed basal debris.  The more cohesive nature of the bank 
sediment also restricted the amount of direct entrainment of surficial 
material.   
DOWNSTREAM 
(Sites 7-9) 
Mass Failure As mass failure events decreased in frequency their efficacy also decreased 
in a downstream direction (Section 7.2.5).  The magnitude of the failures 
increases downstream with a higher potential for translational, and 
rotational failures. 
Table 7.1 The upper, middle and lower catchment distribution of erosion process efficacy.  The 
processes under consideration are frost action, desiccation, fluid entrainment, and mass failure.   
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Figure 7.1 Relative erosion dominance at each site throughout the River Swale, in terms of frost 
action, desiccation, fluid entrainment, and mass failure.  The probability of sapping erosion and 
cantilever failures is included on separate plots because of their greater spatial variance.  The 
relative proportion of maximum catchment erosion allows the efficacies of each process to be 
compared throughout the catchment. 
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In the River Swale study (Figure 7.1) there appeared to be an identifiable downstream change in 
sub-aerial processes, fluvial entrainment and mass failures.  The sedimentology of the bank, 
however, made the spatial prediction of cantilever failures, piping, sapping and pop-out failures 
awkward.  The location of composite banks is crucial to the degree of undercutting, and hence to 
the distribution of cantilever failures (Thorne and Tovey, 1981; Rinaldi and Casagali, 1999).  A 
peak in stream power mid-basin may increase the potential for entrainment of noncohesive basal 
material, resulting in cantilever failures being the dominant form of erosion.  This may account 
for the selection by Harris (1996) of a region of cantilever failures in the mid-basin region.  The 
formation of a composite bank with large clasts in the basal region is more likely to occur 
upstream, due to the downstream fining of bed material (Ferguson, 1981).  There was in the 
Swale system, however, the potential for the river to erode into an area of glacial moraines, 
supplying large clasts to the channel which may be deposited as on the river bed, potentially 
forming channel bars.  These bars could over time lead to the formation of a composite bank 
structure, disturbing the theorised downstream fining trend.  Tributaries may also alter the degree 
of bed and bank material grain size fining.   
 
The position of bedrock sections within the downstream profile may alter the downstream trend 
in stream power (Ahnert, 1994).  The increase in velocities through bedrock reaches may result in 
a specific change in erosion processes.  For example downstream of the bedrock reaches 
entrainment should be higher compared to the other sites in the region e.g. Muker (Site 3) and 
Easby (Site 6).   
 
The occurrence of sandy horizons within the bank profile increases the likelihood of piping and 
sapping (Jones, 1981), as well as pop-out failures.  The potential for sand deposition is enhanced 
in the middle reaches of the basin (Figures 4.6 – 4.8).  The rapid draining of the bank is needed to 
produce the high pressures that destabilise the bank material.  The flood hydrograph needs to be 
prolonged enough to saturate the bank material, which should ideally be of a consistency that will 
allow a reasonably rapid ingress of floodwater but not drain instantly, i.e. silty material (Hagerty, 
1991a).  The longest periods of inundation would occur downstream; however the cohesive bank 
material in this region would limit the infiltration of the water.  The falling limb on the 
hydrograph should also be reasonably quick in order to create a rapid outflow from the bank.  
Rapid stage fluctuations occurred at the upstream sites; however, it is thought that the coarser 
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bank material did not allow the creation of high-energy preferential flow paths.  Thus the mid-
catchment reaches have the highest potential for piping, sapping and pop-out failures (Figure 7.1) 
as they contain the optimum situation of bank sedimentology (Figures 4.6 – 4.8) and flood 
hydrograph shape (Figures 6.15 – 6.19). 
 
The conceptual model presented by Lawler (1992a; 1995) was correct in its assumptions of 
decreasing frost frequency downstream coupled with increasing amounts of desiccation, when 
tested on the River Swale.  In terms of erosion efficacy in subaerial processes the decline in 
efficacy of other processes downstream results in subaerial preparation, and erosion, becoming 
more influential in the downstream reaches, which was not predicted (Lawler, 1992a; 1995).    
 
The potential fluvial entrainment, which in this study considers the ability of the river to entrain 
prepared, failed, and in situ bank material, was theoretically meant to be maximised mid-
catchment due to the increase in stream power in this region.  Two peaks in stream power were 
thought to exist in the Swale catchment, possibly formed as a result of bedrock reaches 
immediately upstream of the monitoring sites lowering the channel boundary resistance.  The 
bimodal distribution results in distortion of the predicted efficacy of fluid entrainment; however, 
a mid-basin peak was still thought to have existed in this process on the Swale.   
 
Mass failures, not including cantilever failures, were observed at the monitoring sites from Reeth 
downstream.  The bank heights at the monitoring sites did not increase downstream, so the 
prediction that a critical bank height should be reached before mass failures occurred was not 
validated on the Swale.  The combination of bank height, bank sediment size, and efficacy of 
basal entrainment are probably a more comprehensive combination of predictive variables.  The 
efficacy of mass failures was not thought to increase downstream, instead larger failures were 
proposed to occur less frequently.   
 
These findings will be explored in more detail in Sections 7.3-7.5. 
 
7.2.2 A Model of Erosion Process Efficacy in an Idealised Catchment 
 
The concepts of process distribution produced from the Swale catchment may be transferred to a 
more general case (Figure 7.2).  This allowed the variability associated with the specific 
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morphology of the Swale to be removed whilst retaining all the process distribution concepts, 
making the model more generally applicable.   
 
An ideal catchment would, in terms of the downstream change in bank erosion predictions, 
contain: 
 
1. A decreasing frequency of frosts downstream; 
2. Increasing summer temperatures downstream;  
3. A decreasing annual rainfall downstream; 
4. One stream power peak in the middle of the catchment;  
5. A decreasing bank sediment size downstream; 
6. Increasing bank height downstream;   
7. Composite banks with large uncohesive basal clasts in the upstream reaches; 
8. Sand pipes within silty-sand sediment in the middle or upper middle catchment region.  
 
The downstream trend of erosion processes (Figure 7.2) would be similar to that in the Swale 
(Figure 7.1).  Frost action would decrease in efficacy downstream until the mid-catchment, 
alongside decreasing frost frequencies, but would increase as other processes decline in efficacy 
downstream.  Desiccation would not be influential upstream, and would increase in efficacy 
downstream.  Entrainment would increase in efficacy to a maximum mid-catchment, decreasing 
again downstream.  Mass failures, excluding cantilever failures, would be at maximum efficacy 
once the bank height, sedimentology and basal entrainment had reached a point at which failures 
could occur.  They would then decrease in significance downstream. 
 
Lawler (1992a; 1995) proposed that the processes of subaerial preparation, fluid entrainment, and 
mass failure should systematically vary with distance downstream (Section 1.1.2).  The variable of 
distance from river source is probably a poor predictive tool in terms of stream power; with 
different catchment shapes, longitudinal slope profiles and drainage densities all affecting the 
distribution of both slope and discharge.  Knighton (1999) found that the large increase in mid-
basin discharge associated with a series of large, closely spaced tributaries, moved the stream 
power peak far downstream on the River Trent.  Ideally an index that could effectively be used in 
models of the eight variables listed above would be used instead of distance downstream; 
however, currently distance downstream is the most comprehensive variable available.    
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Figure 7.2 A general model of erosion process efficacy throughout an ‘ideal’ catchment.  The 
probabilities of sapping erosion and cantilever failures are included on separate plots due to their 
greater spatial variation.  The relative proportion of maximum catchment erosion, calculated 
from Equation 4.2, allow the efficacies of each process to be compared throughout the 
catchment. 
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7.2.3 The Catchment Scale Distribution of Preparation Processes 
 
In the model by Lawler (1995) a distinction was made between freeze-thaw and desiccation 
efficacy downstream (Figure 1.1).  Freeze-thaw activity decreased in relation to the reduction in 
frost frequencies downstream (Lawler, 1988b).  Desiccation processes were predicted to increase 
in a downstream direction alongside decreasing rainfall, increasing summer air temperatures, and 
higher evapotranspiration rates.    
 
In theory, the influence of frost action should decline downstream in the erosion pin multivariate 
models of erosion (Section 5.4), as should the amount of erosion identified during PEEP 
measured events (Section 6.4).  The incidence of BANKFROST% and AIRFROST% (Table 5.3) 
only appeared to dominate in multivariate models at Low Row (Site 4), and for some erosion 
variables at Morton-on-Swale (Tables 5.5 - 5.8).  The PEEP data from Beck Meetings (Site 1) 
indicated the influence of sub-zero events in preparing the bank surface for entrainment (Table 
6.5).  The seasonality in bank erosion rates, from Beck Meetings (Sites 1) to Hoggarths (Site 3), 
also indicated the influence of sub-zero temperatures in causing erosion or preparing the bank 
material for entrainment, because of the greater erosion during the winter periods (Figures 5.1A -
C).   
 
The inclusion of periods of frost within the erosion pin time-series model at Low Row (Site 4) 
(Table 5.5 - 5.8) indicated that the frost events at this site are able to prepare and erode the bank 
material during an erosion epoch.  The 15-minute data from the periods before, during, and after 
erosion events at Low Row (Section 6.4.3) do not produce the same deposition-erosion sequence 
experienced upstream at Beck Meetings (Section 6.4.2).  The action of frost on the bank may not 
be the same at different sites.  The growth of needle ice pushing sediment and ice out over the 
PEEPs at Beck Meetings was not registered as often at Low Row (Table 6.6).  The bank material 
structure/cohesion may be weakened by ice growth in sediment voids (Harry, 1986) but the 
sediment may not be eroded by ice heaving, simply remaining in situ in its lowered shear strength 
state.  The scour/piping hollows around the PEEPs at this site may desensitise the sensors to 
small changes in bank elevation, so that the growth of ice and sediment heaving may not actually 
be observed during frost events.  The flood events that did cause entrainment were mostly those 
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that were preceded by frost (Table 6.6), which indicated that sub-zero temperatures were causing 
a weakening of the bank structure and preparing the sediment for erosion.   
 
The lower catchment did experience depositional events during sub-zero temperatures preceding 
flood events that entrained bank material (Table 6.7), indicating both erosion and preparation of 
the bank from frost action.  Frost frequencies were lower at Greystone Farm (Site 8) with the 
period that material was heaved from the bank being shorter than at both Beck Meetings and 
Low Row (Figure 6.10).  At the downstream sites, the distribution of frost action may also be 
more dependent on the degree of shading on the bank surface, reducing the amount of 
insolation. 
 
 Periods of desiccation were evident at Greystone Farm (Site 8), contributing a small amount of 
erosion to the annual budget (Table 6.7).  This is unlike the desiccation of peat at Beck Meetings 
(Site 1), which did not appear to become destabilised.  The desiccation at Greystone Farm (Site 8) 
occurred during periods of low flow.  During these periods there were also high intensity rainfall 
events, which probably aided the removal of the dried material (Table 6.7 4f and 8c).  Desiccation 
was also observed in the field at both Morton-on-Swale (Site 7) and Topcliffe (Site 9).   
 
The erosion pin data may be used to assess the relative significance of desiccation and frost 
action at each of the sites.  The correlation coefficients (r) between ERRATE (Section 5.3.3) and 
independent variables thought to be associated with each process are compared throughout the 
catchment in Figure 7.3.  The regions of greater process efficacy should be associated with more 
significant r-values.  Care must be used in interpretation of the correlation results, as the direction 
of the relationship will be dependent on whether the r-value is positive or negative.  Using 
individual variables will also be more subjective than multivariate techniques.  They do, however, 
allow comprehensive comparison of the relationship strengths between sites throughout the 
catchment.   
 
AIRFROST%, BANKFROST% and FTCYC% (Table 5.3) were selected to model the 
distribution of frost action processes (Figure 7.3 A). 
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Figure 7.3 The downstream change for the Swale site in correlation coefficients (r) between the 
average epoch pin erosion (ERRATE) and independent variables used to represent: (A) Frost 
Action; (B) Desiccation; (C) Fluid Entrainment; (D) Mass Failures.  Correlation r-values are 
significant at a 95 % significance level if they fall outside the shaded region.  
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Beck Meetings (Site 1) had a low correlation coefficient for ERRATE and frost related variables, 
perhaps because a stronger relationship existed between bank moisture and cantilever failures 
(Section 5.4.3).  Frost variables at Hoggarths (Site 2) and Muker (Site 3) all correlated with 
ERRATE above a 95 % confidence level.  BANKFROST% remained significant at Low Row 
(Site 4) however there was a decrease in the r-values of the other variables at this site.  This may 
be due to the temperature buffering effect from the river (Lawler, 1993b), meaning the air frosts 
are no longer sufficient to cause ice to form on/in the bank.  High r-values at Morton-on-Swale 
(Site 7) were unexpected, as frost was not observed to be significant in the field.  The dominant 
erosion processes, for example entrainment, may simply be coincident with frost at this site.  It 
may, however, be that the north-westerly aspect of the site or silt-sand bank sediment (Figures 
4.6 – 4.8) are particularly prone to frost action.   
 
Periods of low bank moisture content (Bello et al., 1978), and high daily temperature fluctuations, 
should encourage the desiccation of bank sediment.  The variables GT5MM%, MAXDP, API.94, 
and API.98 would all be expected to show strong negative correlation coefficients, with 
ERRATE, if low moisture conditions in the bank were significant.  MAXRANGE, on the other 
hand, would be expected to have positive r-values during periods of intensified contraction and 
expansion (Section 5.3.4.1). 
 
The strongest negative coefficients, not including MAXRANGE, were for Topcliffe (Site 9), 
whilst the variables were also negative to a lesser extent at Morton-on-Swale (Site 7) (Figure 7.3 
B).  These sites were expected to be affected by the drying of the bank due to warmer/drier 
environmental conditions.  The downstream trend in desiccation efficacy (Lawler, 1995) was 
disrupted by the relationship at Greystone Farm (Site 8) (Figure 7.3 B).  This may be caused by 
more vegetation shading at the site decreasing the summer temperatures (Abernethy and 
Rutherfurd, 1998); the more confined channel morphology meaning that the bank remained 
wetter for longer; or the increased influence of other forms of erosion, such as slab and cantilever 
failures were active during periods that the proposed desiccation variables were dominant.   
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7.2.4 The Catchment Scale Distribution of Fluid Entrainment  
 
A mid basin peak in stream power should increase the efficacy of fluid entrainment in this region 
(Lawler 1992a; 1995).  In a test of the hydraulics component of Lawler’s model, Knighton (1999) 
found that the peak in stream power was 142-153 km downstream from the source on the River 
Trent, U.K. 20 km downstream on the River Derwent, U.K. and 4.8 km downstream on the 
River Noe, U.K.  Lecce (1997) stated that values of gross stream power achieved maximum 
values at drainage areas between 10 and 100 km2 on the 208 km2 Blue River catchment in the 
U.S.A.  The longitudinal stream power peak distribution was investigated on the River Swale 
(Section 4.4.4) using estimated bankfull discharges at each of the monitoring sites.  Two peaks 
were identified within the basin, at Muker (Sites 3) and Easby (Site 6) (Figure 3.5), with gross 
stream powers of 39081 W m-1 and 4521 W m-1 respectively (Figure 4.10J).  The peak at Muker 
was 15.2 km downstream (DBA 83 km2) and at Easby the peak was 49.5 km downstream, (DBA 
399 km2).  These sites have bedrock reaches upstream, which should increase flow velocities 
(Huang and Nanson, 1997), and an uncohesive sedimentology at the base of the bank.  The clasts 
from the lower bank region may be supplying a larger clast size than is transportable by the 
current flow velocities.  This may have resulted in an overestimation of the stream power due to 
the technique used to gauge the downstream bankfull discharges (Limerinos, 1970; McEwen, 
1994) (Section 4.4.4).  It would, however, still be expected that the reaches containing the stream 
power peaks also had high stream powers compared to the other sites.  
 
At Beck Meetings (Site 1), entrainment was responsible for the removal of subaerially prepared 
material.  In most cases the amount of erosion that occurred was greater than the amount of 
deposition from frost action that preceded the entrainment (Table 6.5).  This could mean that, as 
well as removing the frost heaved material, the flood events also directly entrained undisturbed 
bank material.  It is difficult to validate this hypothesis, as the sub-zero temperatures will have 
probably have caused some ice nucleation beneath the surface skin of needle ice heaved material.  
It may be that only material weakened by frost action has the potential to be entrained.    
 
At Hoggarths (Site 2) and Muker (Site 3) maximum stage (AMAXST) emerged as the strongest 
correlating variable with ERRATE (Table 5.5).  This may be owing to the increasing influence of 
entrainment as the stream power increased to a peak at Muker (Site 3).  It may also reflect the 
increased importance of cantilever failures, which were eroded during the high flow conditions.   
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At Low Row (Site 4) none of the regression equations for the erosion pin dependent variables 
(ERRATE, ERODE%, ERODE84 and ERMAX) show any influence of the high flow events.  
These events should have the highest stream power, and entrain the most sediment (Tables 5.5 – 
5.8).  The PEEP events indicate that entrainment was occurring (Table 6.6); however, other 
variables must have been more influential in the stepwise regression selection procedure.  This 
may be because the presence of prepared material creates a negative feedback hysteresis loop so 
there is no clear linear trend between stage and the amount of material entrained, as floods will 
not be as effective after the prepared material has been removed.  This is exemplified by the low 
level of erosion during the second peak of a double peaked flood hydrograph (Table 6.6 7c).  The 
basal material at Low Row may also be more cohesive than the surrounding sites because of the 
higher organic content (Section 4.3.5) (Haynes and Swift, 1990), which could also reduce the 
influence of entrainment.  
 
The next site downstream, Reeth (Site 5), was influenced by high flow events, shown by the 
inclusion of MMAXST and ST+90% in the multivariate pin erosion models for ERRATE (Table 
5.5).  The high stage events did not necessarily entrain material directly from the bank but were 
responsible for creating higher pore water pressures and seepage patterns, which influenced slab, 
pop-out and cantilever failures.  The high stages may have also been more efficient than at 
upstream sites for removing deposits from previous failures, allowing the creation of an unstable 
basal area.  This would be a changeover area between sites of impeded and unimpeded removal to sites 
of excess basal capacity, in Thorne’s (1982) model of basal endpoint control (Section 2.3.4).   
 
The second catchment peak in stream power, at Easby (Site 5) (Figure 4.10), was associated with 
a rapid rate of erosion (Table 4.1) that could perhaps indicate an optimum erosion situation, 
where shear stresses are maximised and shear strengths are minimised.  The decreased shear 
strengths could be related to the sediment composition.  The composite nature of the bank, with 
a non-cohesive boulder sized lower component and silty-sand upper bank, could lead to the 
failure of the lower material into the flow by overcoming its angle of internal friction under 
saturation.  The upper bank material would then be left unsupported, fail, and subsequently be 
entrained (Rinaldi and Casagali, 1999; Thorne and Tovey, 1981).  The organic content of the 
upstream sample was also very low in the middle and upper bank (Table 4.8), perhaps reducing 
the soil aggregate stability (Haynes and Swift, 1990), and therefore the effectiveness of floods.  
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High flow events, represented by ST+90%, ST+60%, and AMAXST, were all included in models 
of pin erosion at Morton-on-Swale, Greystone Farm, and Topcliffe (Tables 5.4-5.7).  All these 
variables could be modelling the fluvial entrainment of bank material during competent high 
flows.  The API indices also included may be indicating that elevated pore pressures within the 
bank, during wet periods, increase entrainment susceptibility.  They could also be implicating the 
increased potential for mass failures due to surcharging. 
 
At Greystone Farm (Site 8) the amount of entrainment was difficult to determine due to lack of 
distinction between mass failure processes and entrainment (Section 6.4.4).  Mass failures should 
theoretically predominate on the falling limb of the flood hydrograph because of increased pore 
water pressures and surcharging of bank material, which is no longer supported laterally by the 
flood water (Twidale, 1964; Thorne, 1982; Ashbridge, 1995; Lawler et al., 1997).  Failures that 
were observable at Greystone Farm, and which could be pin pointed to a particular event on the 
PEEP time-series, often occurred rapidly as the flood was receding (Figures 6.25) perhaps as a 
result of a loss of suction during saturation.  This meant that entrainment and mass failures were 
difficult to distinguish between because of the lack of lag time before a mass failure occurred 
after a flood peak.  Process differentiation was, therefore, based around observations made 
during the site visits following the erosion events, and the amounts of erosion that occurred.  
Mass failures were likely to have occurred if large blocks of sediment had been eroded, rather 
than a more spatially even erosion surface caused by entrainment.  
 
The correlation coefficients between ERRATE and the independent variables MMAXST, 
AMAXST, and MDSTAGE with ERRATE were used to represent the differing efficacy of 
entrainment throughout the catchment (Figure 7.3 C).  High stage events were considered to be 
the most influential in producing conditions for entrainment as they acted over a larger surface 
area, and had higher stream powers.  The low significance of MMAXST and MDSTAGE 
upstream could be the result of the supply limitations of sediment by frost action, whilst the 
inclusion of AMAXST was possibly caused by cantilever failures.   
 
At Low Row and Reeth MMAXST becomes more significant, alongside MDSTAGE (Figure 7.3 
C), perhaps indicating the increasing influence of lower magnitude flows in eroding bank 
material.  This erosion may be through the entrainment of basal material, or the increasing 
likelihood of sapping, piping and pop-out failures due to the drainage conditions of the bank.  A 
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peak of all the entrainment variables was experienced at Morton-on-Swale (Site 7).  All the 
variables then decreased, in r-values, downstream to Topcliffe (Site 9) with AMAXST staying 
nearer the 95 % confidence level.  Thus the probability of entrainment may be increased at these 
sites, but there may also be an increased probability of saturation of the bank, leading to mass 
failure, during the high stage events.  
 
7.2.5 The Catchment Scale Distribution of Mass Failures 
 
An optimal point within a catchment was predicted by Lawler (1992a; 1995) where increasing 
bank heights downstream become higher than the critical height for a slab/wedge failure, using 
the Culman formula (cited in Selby, 1982, p.138) (Section 2.4.3).  In the Swale study the number 
of mass failures occurring upstream was limited.  Cantilever failures occurred at Beck Meetings 
(Site 1), Hoggarths (Site 2) and Muker (Site 3).  This was, however, the only form of mass failure 
observed in the field.  The steep slopes of the catchment meant that direct colluvial sediment 
inputs might be a relatively common occurrences, caused by the oversteepening of the slopes 
through preparation processes (Anhert, 1994).  In the Swale catchment a peat slide (Carling, 
1986; Wilson and Hegarty, 1993) was observed just downstream from Beck Meetings during 
February 1997.  This had the effect of completely moving the river channel to the opposite site 
of the floodplain and causing a new channel to be incised into the floodplain.  
 
The number of cantilever failures observed was highest at Muker (Site 3) when compared to the 
two sites upstream (Section 6.4.2).  This may well be caused by the sedimentology of the reach.  
The composite bank structure had a greater potential for leaving the upper alluvial material 
unstable because of the collapse/removal of the unconsolidated lower bank sediment (Huang 
and Nanson, 1997; Thorne, 1998).  The sedimentology of the bank is probably caused by the 
meandering nature of the reach (Figure 4.4).  Past river bars have become buried by alluvial 
deposition, as the bar has become more peripheral to the main channel (Hemphill and Bramley, 
1989).  The changing river pattern means that incision occurs into the relic flood plain.  In terms 
of a downstream trend in bank erosion, it is difficult to predict where in longitudinal profile of 
the river composite banks may occur.  Theoretically, bars of unconsolidated course material are 
more likely to occur in the upstream reaches of a river system, due to downstream fining of bed 
and bank material  (Knighton, 1998; Ashworth and Ferguson, 1986).  Harris (1996) found the 
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opposite to be the case on the River Severn, U.K., where the proportion of basal coarse material 
increased downstream when he surveyed the upper reaches.  In either of these scenarios, the 
input from tributaries, and the palaeo-migration history of the channel will lead to uncertainty in 
the sediment distribution downstream.  The field identification of composite bank regions 
(Thorne, 1993; 1998) will be important in determining the areas most prone to cantilever failures.   
 
At Low Row (Site 4) cantilever failures were again the only form of mass movement to be 
observed, and these were on a much smaller and less frequent scale than at Muker.  Reeth (Site 5) 
was much more active in terms of mass failure processes.  Pop-out, slab, and cantilever failures 
(Section 2.4) were all observed during the monitoring period.  This site must be considered the 
threshold point within the catchment, from the sites monitored, for the banks to be suitable for 
mass failures (cantilever failures excluded).  Upstream of this site bank heights were as high or 
higher (Figure 4.10A), vertical in cross-sectional profile, and devoid of vegetation.  This may 
mean that silty-sand sedimentology in this reach (Figure 4.5), combined with low organic 
contents in the basal bank region (Figure 4.9), and sandy layers could all have contributed to the 
decreasing mass failure stability in terms of aggregate stability and drainage.   
 
The dependent variables used to represent the erosion pin time series (Table 5.2) were not well 
explained by the independent variables selected in the multivariate regression models (Tables 5.5 
– 5.8).  This may be caused by an inadequate independent variable selection for the erosion 
processes at the site.  The greatest level of explanation for the average erosion rate resulted from 
a combination of the independent variables MMAXST and ST+90% (Table 5.4).  This suggested 
that the high stage events were influential in the processes of erosion.  This would certainly be 
true in the case of pop-out failures, which would be dependent on the rapidity of the hydrograph 
recession limb and sediment composition.  
 
At Easby, the differentiation between entrainment and mass failure, or whether there is a 
combination of both types of processes, was indistinct (as mentioned earlier in this Section).  The 
erosion of the bank by slab, pop-out and cantilever failures followed by the rapid entrainment of 
the failed material, possibly during the same flood, would leave no specific evidence of mass 
failures.  The shape of the failure surface may provide some evidence of the type of erosion; 
however, the planform retreat of cuspate forms does not allow a firm conclusion of either 
erosion mechanism.  If the failed blocks were of a coherent form as they failed, such as a 
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slab/wedge failure (Plate 6.9), then the large extruded roots (Plate 6.11) would very probably 
have been severed by the force of the block falling.  If, however, the failure was of a more liquid 
nature, such as a wet flow (Selby, 1982), the roots may have stayed intact.  
 
The rapid rate of erosion at Easby (Site 6) probably relates to high flood velocities in a bedrock-
confined channel, bank composition, and historical land-use.  Local knowledge suggests that 
historically there was a weir structure in the channel, just upstream of the monitoring site, built to 
supply water to the abbey nearby through a small conduit.  This may have disturbed the flow 
structures and weakened the bank sediment.  The bank material is generally sandier here with a 
reduced silt content  (Figures 4.6-4.8) than adjacent sites, and lower organic content in the 
middle-upper sediment of the upstream section (Figure 4.9).  This may make the sediment less 
cohesive.  There may also be an effect of surcharging of the upper bank by the isolated mature 
trees (Thorne, 1990), which were brought to the bank edge by the erosion.  However 
anthropogenic disturbance does not explain the rapid erosion upstream of this site on exposed 
morainic material, which was subject to erosion that removed a public footpath and erosion 
warning signs.   
 
At Morton-on-Swale MAXDESC, AMAXST, MMAXST and ST+60% emerged as the 
dependent variables best explaining variations in erosion rates (Tables 5.5 – 5.8).  Mass failures 
were observed at the site with occasional pop-out failures and slab failures; however, cantilever 
blocks were predominantly observed on the bank toe (Plate 6.13).  A rapidly falling hydrograph, 
modelled by MAXDESC (Table 5.3), which was often associated with high stage events, could be 
responsible for the surcharging of the overhanging cantilever blocks.  The lowering stage 
removing lateral support whilst the bank remained saturated/poorly drained.  It is unclear as to 
why the sediment is prone to the formation of cantilever failure.  It may be that the increase in 
sand sized sediment mid-bank (Figures 4.6 – 4.8) is enough to facilitate undercutting.  The bank 
top vegetation was grassland, which was similar to many of the other monitoring sites (Section 
4.4.5).  It is unlikely that the vegetation re-enforces the upper bank, increasing the shear strength 
so that only the lower unvegetated material is entrained during floods, as this is not the case at 
the other monitoring sites.  It may be that: 
 
1. The site is prone to high basal flow velocities during floods.  This would result in enhanced 
entrainment on the lower bank compared to the rest of the slope; 
 242
2. The stage reaches the bank toe height more frequently, increasing the potential for 
entrainment; 
3. Seepage through the bank through a preferential flow pathway destabilises the lower bank 
material as a form of sub-aerial preparation (Section 5.4.3) (Plate 5.4).  Thus allowing the 
rapid entrainment of basal material in following floods; 
4. The sediment is more susceptible to sub-aerial preparation by other means, such as frost 
action, weakening the lower bank shear strength.  This would explain the inclusion of 
BANKFROST% in the multivariate model of ERRATE (Table 5.5).  However, frost 
preparation of surface material was not frequently observed.  
 
The erosion pin data at Greystone Farm (Site 8) was modelled using MMAXST, GT5MM%, and 
ST+90% implicating high rainfall and high river flow conditions in causing erosion (Figures 5.5 - 
5.8).  Cantilever failures, wet flows and slab failures were all observed, or inferred from the PEEP 
data (Table 6.7).  The difference between mass failures and fluvial entrainment was difficult to 
determine; however, the dynamic equilibrium between mass failures and subsequent removal of 
debris was monitored and observed in the field e.g. Figures 6.24 and 6.26.  The collapse of upper 
bank material on the 05/05/97, with subsequent removal of the debris on the 03/07/97, reveals 
the speed at which basal material can be remobilized.  This emphasises the potential of the PEEP 
system to monitor bank collapse in relation to suspended sediment dynamics (Bull, 1996).   
 
The furthest site downstream, Topcliffe (Site 9), was again subject to mass failures.  These tended 
to be larger, probably because of the more cohesive sediment (Figures 4.4 – 4.8) and higher 
banks.  Translational failures occurred during the monitoring period (Plate 6.15), triggered by the 
entrainment of basal sediment in the path of the failure plane.  Cantilever and slab failures were 
also observed at the site.  The independent variable ST+90%, and high API indices, included in 
the regression model of pin erosion (Table 5.5) support the importance of high flows and a wet 
catchment in triggering mass failures.  They are also indicative of the importance of mass failures 
in describing the seasonal erosion variability at the site.  
 
From field observations it appeared that although mass failures occurred at Sites 5 –9 the 
frequency of the failures decreased downstream, although the magnitude of the failures increased.  
Without detailed comparative survey data it is difficult to justify this observation.  The declining 
rates of erosion downstream (Figures 4.1 and 4.2) and reduced channel change since 1854 (Figure 
 243
4.4) suggests; however, that the river becomes more stable in the lower reaches.  The maximum 
erosion pin reading for each epoch (ERMAX) may be indicative of the frequency of mass failure 
events.  The frequency of complete pin removal occurred, almost always, in a mass failure event.  
ERMAX decreased downstream, apart from at Greystone Farm (Site 8), with maximum 
values/complete pin removal occurring in 66.7 % of epochs at Reeth (Site 5) and 21.4 % of 
erosion epochs at Topcliffe (Site 9) from 05/01/97-13/03/98.   
 
As the sediment increases in cohesion, due to higher clay contents downstream (Figure 4.5), the 
fluvial entrainment efficacy declines; however, this also increases the bank stability.  The higher 
banks and lower hydraulic conductivies may mean that the factor of safety of the bank sediment 
is less frequently lower than unity, as it would take longer for saturation or pore water to reduce 
the shear strength.  The higher banks would only occasionally be inundated to their maximum 
height and the length of time the bank was inundated would need to lengthened for the sediment 
to reach saturation, or increase pore water pressures.    
 
The efficacy of mass failures was investigated using independent variables related to rapidly 
falling stage (MAXDESC), high flow events (ST+60% and ST+90%), and high catchment 
moisture (API.94 and API.98).  The correlation coefficients with ERRATE did not distinguish 
the commencement of mass failures as opposed to cantilever failures (Figure 7.3 D).  A peak in 
all but the API variables occurred at Morton-on-Swale (Site 7), whilst more failures were 
observed at Greystone Farm (Site 8) than at Morton-on-Swale and Topcliffe (Site 9).   
 
The complex interaction of pre-conditioning factors for mass failure may be too difficult to 
replicate using the variables selected in this study.  MMAXST or MDSTAGE (Figure 7.3 C) 
appeared reasonable indicators of mass failures.  The r-values were, however, higher than they 
should be at Morton-on-Swale, and no failures occurred at Low Row. 
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7.3 THE DOWNSTREAM CHANGE IN THE MAGNITUDE AND FREQUENCY OF BANK 
EROSION 
 
7.3.1 Introduction  
 
The downstream change in bank erosion process efficacy, and process combinations, means that 
the timing of the erosion ‘season’ may also change throughout the catchment (Lawler et al., 1999).  
The magnitude and frequency of differing processes will also affect the dominance, and timing, 
of the peak erosion period during an annual cycle.    
 
To characterise the annual dynamics of erosion at each of the monitoring sites schematic changes 
in bank profiles are outlined in Figures 7.4 -7.6.  The bank profile progression from winter to 
winter represents the extreme case of an instability being triggered.  The entire bank profile may 
not be at the same stage of development; some segments being relatively stable others 
approaching failure.  The timings of the extreme failures are important in terms of the rapid 
fluxes of suspended sediment and morphological changes.  The critical preparation processes that 
are needed to create the major failures are also influential.  
7.3.2 Upper Catchment Seasonal Erosion Variability 
 
During both the monitored winters frost heave and needle ice were seen to be active from Beck 
Meetings (Plate 6.1) to Low Row.  The resultant melting of the bank and its associated sediment 
laden ice creates a layer of basal debris (Figure 7.4 2A-3A) that is then removed by competent 
flow events (Figure 7.4 4A).  This is not always associated with elevated basal pin erosion as the 
bottom pins are often buried then subsequently re-exposed creating a lower average amount of 
erosion during an epoch.   
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Figure 7.4 The annual change in bank morphology at an upstream site, in relation to a typical 
cycle of temperature and stage changes. 
 
Figure 7.5 The annual change in bank morphology at a mid-catchment site, in relation to a 
typical cycle of temperature and stage changes. 
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Figure 7.6 The annual change in bank morphology at a lower catchment site, in relation to a 
typical cycle of temperature and stage changes. 
 
The extreme case is that the bank has become undercut enough to create a relatively unstable 
overhang of material (Figure 7.4 4A).  Where this occurred, the saturation during peak flow 
events, followed by a drop in river level, leaving a more unstable block of material because of 
surcharging.  The result is that cantilever failures (Figure 7.4 5A) can be seen at the base of banks 
after flood events (Thorne and Tovey, 1981).  In some cases the block may be entrained during 
following flood events.  It may also stay in situ, subject to sub-aerial erosion such as desiccation 
(Bello et al., 1978), but protecting the bank behind it (Figure 7.4 6A-7A), until removed by a 
competent flow (Figure 7.4 8A).  A bankfull flood after an intense period of frost action will 
remove prepared material and trigger all the upper bank cantilever failures leaving a state of 
relative stability.  In the case of Beck Meetings the river was frozen during some winter periods.  
The flood stages that were associated with the period of ‘defrosting’ were high, caused by 
snowmelt, and resulted in high rates of erosion compared to the rest of the year (Figure 7.7).  
During the summer months the drying of the bank did not lead to a significant amount of 
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erosion (Figures 5.1 A-C), but may be responsible for enlarging any tension cracks (Darby and 
Thorne, 1994), preparing the cantilever blocks for the following winter floods.  
Maximum Daily Stage and Average Daily Pin Erosion
at Beck Meetings
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Date
A
ve
ra
g
e
 D
ai
ly
 P
in
 
Er
o
s
io
n
 (m
m
 d
ay
-1
)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
M
ax
im
u
m
 D
ai
ly
 S
ta
ge
 
(m
)
A verage Daily Pin Erosion
Maximum Daily Stage*
River Frozen
* Da ta  gaps are eit her  missing or  unreliable dat a
 
Figure 7.7 The effect of the melting of the river and bank ice on the amount of erosion 
measured at Beck Meetings during the winter of 1996-1997.  The erosion rate is calculated by 
averaging the erosion at all the pins during an epoch, then dividing by the number days in the 
epoch.    
 
The processes that were active at the upper catchment sites were basically restricted to the winter 
periods.  The preparation of the bank sediment by frost action was responsible for a steady 
‘relatively’ low rate of erosion during the periods of sub-zero temperature followed by flood 
events.  The other main erosion process cantilever failure provided an episodic supply of larger 
blocks of sediment.  The cantilevers mainly failed during winter/spring periods when they were 
saturated by flood events.  This seasonal concentration of erosion during the winter/spring has 
implications for the release of any contaminants, such as heavy metals, within the bank material 
(Grove and Sedgwick, 1998).   
 
In the upper reaches the rise in average annual erosion downstream (Figures 4.1 and 4.2) may be 
caused by an increase in the frequency of cantilever failures due to a rise in stream power which 
would increase the potential for basal undercutting, and the removal of subaerially prepared 
material.  The potential for overhangs to be brought to failure by animal trampling during grazing 
(Trimble and Mendel, 1995) remains throughout the year: it was, however, not experienced 
during this study.  
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7.3.3 Mid-Catchment Seasonal Erosion Variability 
 
Freezing of the bank surface during the winter months was still evident in the mid-catchment but 
to a lesser degree than at the upstream sites (Figure 7.5 2B).  A smaller basal layer of frost heaved 
debris accumulated but is rapidly removed (Figure 7.5 2B-3B).  The development of overhanging 
material was also aided by entrainment.  Once the basal layer had been removed the bank is 
undercut by direct removal of bank material (Figure 7.5 4B).  On the PEEP data at a mid-
catchment site, Low Row (Site 4) (Table 6.6), there was a change in the erosion events over the 
year.  The winter periods were preceded by frost preparation and then followed by direct 
entrainment during subsequent flood events.  It is suggested that as with the upstream sites the 
bankfull floods triggered cantilever failures by saturating the upper bank.  This, it is thought, 
increased the cantilever block weight and increased pore pressures, leading to block collapse after 
the flood peak passed (Figure 7.5 5B).  
 
Piping and sapping erosion (Jones, 1981; Hagerty, 1991a; 1991b) was more likely to occur where 
the sediment size had decreased to a silty-sand with sand layers.  This process increased in 
efficacy in the reaches where there was an attenuated flood peak (Gregory and Walling, 1973) 
which maintained a steep falling limb on the hydrograph.  These processes may occur along with 
pop-out failures (Simon, 1989) (Figure 7.5 4B* and 6B*) as the bank reaches a sufficient height 
for mass failure.  This process change would occur as the sediment hydraulic conductivity 
allowed a rapid ingress of water as the flood wave passed.  The rapidly falling stage would then 
lead to drainage of stored water through preferential drainage routes such as sand lenses.  This 
would result in either a blow out of the lower bank material as a pop-out failure (Figure 7.5 4B* 
and 6B*), or the formation of hollows due to piping and sapping.  The timing of these failures is 
not dependent on freeze-thaw preparation of the bank sediment, but more on the flood 
hydrograph.  This shift away from seasonally varying frost frequencies causing erosion could 
contribute to the lengthening of the erosion season in the mid-catchment, compared to upstream 
(Figure 5.1). 
 
The removal of failed basal material, especially at Reeth and Easby, was rapid in the middle 
reaches.  This may be the result of the proximity of the stream power peaks and/or the flow 
structure at the sites leading to strong basal velocities.  The removal of the basally deposited 
material (Figure 7.5 7B-8B and 5B*) resulted in less protection for the lower bank, creating either 
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a vertical or an undercut bank face much more rapidly than sites upstream.  This means that, 
although the failed blocks may be small, as the bank height is only just high enough for a failure 
to occur, the speed at which the failed blocks are removed and a new failure occurs creates a 
rapid cycle of erosion (Figure 7.5 4B*-6B*).  This may be the cause of the mid-basin peak in 
erosion (Figures 4.1 and 4.2).  The process of in situ degradation of failed material (Figure 7.5 
6B*-8B*) may still occur by subaerial processes (Section 2.2) if the blocks are too large to be 
entrained. 
 
7.3.4 Lower Catchment Seasonal Erosion Variability 
 
Higher winter temperatures downstream, e.g. Figure 6.5F compared against Figures 6.3E and 
6.4F, restricted the influence of frost action during the winter months at the downstream sites 
(Figure 7.6 1C-2C).  There was evidence of heaving of material with fallen debris clearly visible 
on snow patches at Greystone Farm (Plate 5.6).  Early in the spring flood season, flood events 
removed the basal material and wetted up the bank (Figure 7.6 3C).  The lower hydraulic 
conductivity of the finer cohesive bank sediments meant that the drainage of the bank was slow, 
creating a waterlogged bank for a longer period than upstream.  Basal slumping of material (Plate 
6.16) follows the initial lower flood sequences (Figure 7.6 4C) (Hooke, 1979).  The removal of 
the lower bank sediments results in sections of the bank being left with overhanging material 
which in following floods may be removed or collapse as the bank dries out and tension cracks 
are enlarged (Figure 7.6 5C) (Plate 6.12) (Thorne and Tovey, 1981; Abam, 1997).   
 
The other scenario that may result from the complete submergence of the bank during a flood 
event is the complete mass failure of the bank (Figure 7.6 5C*).  The removal of basal support 
either by preceding floods, or by the rising limb of the flood hydrograph, will facilitate the failure 
especially if the failure plane passed through the removed material.  This may be through slab 
failure or rotational failure (Thorne and Osman, 1988), or, as at Topcliffe (Site 9), a translational 
failure (Plate 6.15).  Slab failures were occurred from Reeth (Plate 6.9) down to Topcliffe (Plate 
6.16), however none of the study sites were shallow and high enough for rotational failures to 
occur.  The larger mass failures downstream appeared to take several annual erosion cycles for 
the bank profile to recover back to its original state.  Undercutting of the failure (Figure 7.6 6C*) 
and further basal failures gradually returning the bank to its initial profile form.   
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Drying out of the bank during the summer may also create differing layers within the sediment 
even if the sediment is nearly homogenous (Abam, 1997).  This may aid the failure of banks by 
creating a weaker failure plane, meaning that flashy summer rainfall or summer floods became 
more effective (Table 6.7 4f and 8c).  The potential remains for many forms of mass failure to 
occur during less frequent summer floods, such as cantilevers, lengthening the annual erosion 
season (Figure 5.1).  
 
The growth of vegetation could lead to an increase in the weight of the potential failure block, 
with the root zone being shorter than the depth to the failure plane.  The higher banks with more 
gentle gradients in the downstream part of the catchment were able to support larger forms of 
vegetation such as shrubs and trees on their slopes, rather than just on the banktop (Plates 3.1-
3.9).  This increased weight may be countered by a more efficient drainage network from the root 
system creating macropore flow (Thorne, 1990).  This would remove the surcharging caused by 
rain or floodwater.   
 
7.4 COMPARATIVE STUDIES OF BANK EROSION RATES AND PROCESSES 
 
7.4.1 A Global Bibliography of Bank Erosion Rates  
 
In order to put the rates of erosion measured at each of the River Swale monitoring sites in 
context with other river systems a bibliography erosion studies has been compiled.  The 
compilation is largely based on the work by Hooke (1980), Lawler (1993a), Harris (1996), and 
Stott (1999).  So that the changing rates of erosion against catchment size could be investigated a 
common scale reference was needed.  Drainage Basin Area (DBA) was more frequently quoted 
than distance from river source and so this was the scale adopted. The varying scale of erosion 
studies has resulted in different techniques being used to monitor erosion.  Larger study areas 
were often measured using periodic re-mapping techniques (Lawler, 1993a).  This means that the 
annual rate of erosion may be an average of erosion that had occurred over decades or centuries.  
Some of the other studies may have had a monitoring period of less than a year, meaning that the 
average rates of erosion would have to be extrapolated to an annual rate.  The differing margins 
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of error are unknown, and so not quoted, so caution must therefore be taken in the interpretation 
of the data.  
 
Where the author(s) quoted ranges of drainage basin areas, and/or ranges of erosion rates, the 
highest number in each case was selected.  This was based on the assumption that as DBA 
increased so should erosion rates.  Whilst this may not always be the case (Lawler et al., 1999) it 
does avoid small catchments being attributed too large an erosion rate.  Using the highest erosion 
rates also allowed a reasonable comparison with the River Swale monitoring sites.  This is 
because the Swale sites were selected to be actively eroding sites (Section 3.4.2) that would be 
expected to lie in the upper range of erosion values for the drainage basin area. 
 
For this Swale study the erosion pin data was collected at each of the monitoring sites, except 
Easby, for a longer period than the PEEP data.  This was therefore considered the best data to 
compare against annual rates of erosion quoted by other authors, Table 7.2 presents the drainage 
basin area and average annual erosion for each of the River Swale sites.  The erosion process 
indices also presented will be discussed in Section 7.4.2. 
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SITE 
NAME 
DRAINAGE 
BASIN 
AREA (km2) 
AVERAGE 
ANNUAL 
PIN 
EROSION 
(m a-1)* 
EROSION PROCESSES 
IDENTIFIED 
EROSION 
PROCESS 
INDEX 
 
 
S    SP   F  FM M 
1. Beck   
Meetings 
4.2 0.07 Frost Action, Fluvial Entrainment, 
Cantilever Failures 
     
2. Hoggarths 52.4 0.14 Frost Action, Fluvial Entrainment, 
Cantilever Failures 
     
3. Muker 82.6 0.26 Frost Action, Fluvial Entrainment, 
Cantilever Failures 
     
4. Low Row 141 0.09 Frost Action, Fluvial Entrainment, 
Piping, Cantilever Failures 
     
5. Reeth 183 0.62 Frost Action, Fluvial Entrainment, 
Slab Failures, Cantilever Failures, 
Pop-out Failures 
     
6. Easby * 399 3.58 Fluvial Entrainment, Cantilever 
Failures, (possibly Wet Flow) 
     
7. Morton-on-
Swale 
593 0.35 Frost Action, Fluvial Entrainment, 
Piping, Slab Failures, Cantilever 
Failures, Pop-out Failures 
     
8. Greystone 
Farm 
748 0.41 Frost Action, Desiccation, Fluvial  
Entrainment, Slab Failures, 
Cantilever Failures, Wet Flow 
     
9. Topcliffe 1282 0.13 Frost Action, Desiccation, Fluvial  
Entrainment, Slab Failures, 
Cantilever Failures, Translational 
Failures 
     
 
Table 7.2  Drainage basin areas, average annual erosion pin measurements from 29/02/96-
13/03/98, and erosion process indices at each of the monitoring sites.  The dominant erosion 
process indices refer to Table 7.5, where: S = Subaerial Erosion; SP = Subaerial Preparation; F = 
Fluvial Entrainment; FM = Fluvial Entrainment/Mass Failure; M = Mass Failure.  * Easby was 
monitored using bank-top re-survey from 16/01/97-13/03/98, not erosion pins.  
 Dominant erosion processes 
 Subsidiary erosion processes 
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AUTHOR RIVER AREA DRAINAGE BASIN 
AREA 
(km2) 
EROSION 
RATE  
(m a-1) 
EROSION 
PROCESS 
 
S    SP   F  FM M
Andrews (1982) *** East Fork River Wyoming, U.S.A.  502 0.1-0.2 
Ashbridge (1995) **** River Culm Devon, U.K.  276 0.23-0.33      
Bluck (1971) * River Endrick Scotland, U.K.  97.7 0.5 
Bray (1987) *** North Nashwaaksis New Brunswick, Canada 26.9 >3 
Brice (1973) * White River Indiana, U.S.A.  6042 0.67      
Brunsden and Kesel (1973) *** Mississippi River Port Hudson, U.S.A. 1000000 0-20   
Bull (1996) River Severn Wales, U.K.  3.5 0.0129      
   4 0.0488      
   4 0.0156     ` 
   8 0.0591      
   3.5 0.0648      
   170 0.2341      
   380 0.4603      
Church and Slaymaker (1989) 
**** 
Liard and Peach River Sikanni Chief, British 
Columbia, Canada
10530 2.9      
  Fontas, B.C., Canada 8110 2.9      
  Muskwa, B.C., Canada 1510 2.7      
  Prophet, B.C., Canada 6765 2.3      
  Fort Nelson, B.C., Canada 47815 4.4      
 River Beatton  Beatton, BC, Canada 4070 0.5      
 Upper Fraser River Upper Eagle, B.C., 
Canada
150 1.3      
  Lower Eagle 1385 0.7      
Coleman (1969) * River Brahmaputra India 934990 6-275      
 River Brahmaputra India 934990 15-792      
Cummins and Potter (1972) 
***
Bradgate Brook Leicestershire, U.K. 33 0.03      
Davis and Gregory (1994) *** Highland Water Hampshire, U.K. 11.4 0.066      
Duysings (1986) *** Schrondweilerbaach Luxembourg 0.61 0.02-0.035      
Gardiner (1983) *** River Lagan N. Ireland, U.K. 85 0.076-0.138      
Hagerty et al. (1981) ***  Ohio River Pittsburgh, U.S.A. 10000 5.0-15.0      
Hey and Thorne (1984)  River Severn Wales, U.K. 375 0.6 
Hickin and Nanson (1975) * River Beatton British Columbia, Canada 16000 0.48      
Hill (1973) *** Crawfordsburn River N. Ireland, U.K. 3 0.005-0.05      
 Clady River  4 0.04-0.064      
Hooke (1979) *** Rivers Exe, Creedy and Culm  Devon, U.K. 235-620 0.62-1.18      
 Rivers Axe, Yarty, Coly, and Hookmoor Brook  9.6-288 0.15-0.46      
Hooke (1987) *** River Dane Cheshire, U.K. 152 3 
Hooke (1995)  River Bollin Cheshire, U.K.  ~55 1.25-2.11      
   ~55 1.88-2.19      
Hughes (1977) *** River Cound Shropshire, U.K. 100 0.64 
Kesel and Baumann (1981) *** Mississippi River Port Hudson, U.S.A. >1000000 6.8-18.9      
Kesel et al. (1974) *** Mississippi River Port Hudson, U.S.A. >1000000 14.9      
Klimek (1974) *** River Wisloka Carpathians, S. Poland 4245 1.0-11.0      
Knighton (1973) * River Bollin-Dean Cheshire, U.K.  120 0.01-0.09  
Kondolf and Curry (1986) *** Lower Carmel River Monterey County, U.S.A 660 0-1.2 
Table 7.3 cont. on following page Process categories: (S) Subaerial Erosion;(SP) Subaerial 
Preparation;(F) Fluvial Entrainment;(FM) Fluvial Entrainment/Mass failure;(M) Mass Failure (Table 7.5). 
 Dominant erosion process index
 Subsidiary erosion process index
 No erosion process indicated 
 254
AUTHOR RIVER AREA DRAINAGE BASIN 
AREA 
(km2) 
EROSION 
RATE  
(m a-1) 
EROSION 
PROCESS 
 
S    SP   F  FM M
Laczay (1977) * River Hernad Czechosloviakia 5400 5-10      
Lawler (1984) *** River Ilston Gower, U.K. 6.75 0.006      
   13.18 0.012      
Lawler (1986) ** River Ilston Gower, U.K. 6.75-13 0.04-0.31      
Lawler (1987b) ** River Ilston  Gower, U.K.  6.75 0.067      
Lawler (1994) *** River Arrow Warwickshire, U.K. 98 0.034      
Leeks et al. (1988) ** River Trannon Wales, U.K.  72 0.03-0.96      
Leopold et al. (1964) ** Watts Branch Maryland, U.S.A. 9.6 ~0.5      
Leopold et al. (1966) ** Slopewash Tributary New Mexico, U.S.A. 0.13 0.006      
Lewin (1972) * River Rheidol Wales, U.K.  179 1.75      
 River Tyfi Wales, U.K.  633 2.65      
Lewin et al.(1974) ** Maesnant Wales, U.K. 0.54 0.03      
McGreal and Gardiner (1977) ** Lagan County Down, Northern 
Ireland
85 0.08-0.14 
Mosley (1975) * River Bollin-Dean Wales, U.K.  114 0.16 
Murgatroyd and Ternan (1983)  
*** Narrator Brook Dartmoor, U.K. 4.75 0.03 
Nanson and Beach (1977) ** Beatton British Columbia, Canada <~4000 0.3-0.7 
Nanson and Hean (1985) ** Illawarra N.S. Wales, Australia 1.6-37.8 0-32.7 
Odgaard (1987) *** East Nishnabotna River Iowa, U.S.A. 1129 2.1 
   2314 3.2      
 Des Moines River Iowa, U.S.A. 32320 2.4      
   34640 3.7      
   36360 3.2      
Scott (1982) *** Kenai River Alaska, U.S.A. 5700 0.3 
Stanley et al. (1966) *** Mississippi River Fort Jackson, U.S.A. 100000 4.6 
Stott (1997) Ballquhidder Monachyle, Scotland 7.7 0.059      
  Kirkton, Scotland 6.85 0.047      
Stott (1999) (River Seven) Tanllwyth Wales, U.K.  0.89 0.035      
 Tanllwyth (clearfelled)  0.89 0.095      
 Cyff (upland grassland)  3.1 0.031-0.065      
Stott et al. (1986) ** Kirkton Glen Balquhidder, U.K. <7.7 0.016-0.076      
Sundborg (1956) * River Klaralven Sweden 5420-11820 1.6      
   5420-11820 0.23      
   5420-11820 0.32      
Thorne (1982) *** River Severn Wales, U.K. 375 0.02-0.2      
Thorne and Lewin (1979) *** River Severn Wales, U.K. 375 0.015-0.025      
   375 0.03-0.35      
Twidale (1964) *** Torrens River nr. Adelaide, Australia 77.7 0.58      
Walker et al. (1987) ** Colville Alaska, U.S.A.  53000 4.0      
Williams et al. (1979) ** Ottawa Canada 148000 0.35      
Wolman (1959) *** Watts Branch Creek Maryland, U.S.A. 9.6 0.46-0.61      
Wolman and Leopold (1957)** Watts Branch Creek Maryland, U.S.A. 9.6 0.075      
Table 7.3 cont. Published bank erosion rates and process indices for catchments with a known drainage 
basin area.  The rates of erosion and processes were quoted by the following: *= Hooke (1980); **= 
Lawler (1993a); ***= Harris (1996); ****= Stott (1999).  Process categories (Table 7.5): (S) Subaerial 
Erosion; (SP) Subaerial Preparation; (F) Fluvial Entrainment; (FM) Fluvial Entrainment/Mass failure; 
(M) Mass Failure, defined largely by Harris (1996), extended for more recent studies by the author.   
 Dominant erosion process index
 Subsidiary erosion process index
 No erosion process indicated 
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 The cited research (Table 7.3) incorporates a wide range of drainage basin areas and erosion 
rates (Figure 7.1).  Studies above a drainage basin area of 1000 km2 were infrequent, with 30 % of 
the 92 study sites above this size (Table 7.3).  Due to the large outlying values, with high erosion 
at large DBA values, the median values rather than means are thought to better represent the 
‘average’ study size and erosion rates (Table 7.4).  The world-wide range of studies includes a 
much larger range of drainage basin areas than studies in the U.K.  To put this study in context 
the research undertaken in the U.K. has been selected and analysed separately (Table 7.4) (Figure 
7.9).  The range of DBA values and erosion rates are much smaller than those measured world-
wide, and may be more confidently compared with Swale data.   
 
 WORLD-WIDE 
DISTRIBUTION 
OF BANK 
EROSION STUDY 
DRAINAGE BASIN 
AREAS (km2) 
U.K. 
DISTRIBUTION 
OF BANK 
EROSION STUDY 
DRAINAGE BASIN 
AREAS (km2) 
WORLD-WIDE 
DISTRIBUTION 
OF BANK 
EROSION STUDY 
EROSION RATES 
(m a-1) 
U.K. 
DISTRIBUTION 
OF BANK 
EROSION STUDY 
EROSION RATES  
(m a-1) 
Minimum  0.13 0.54 0.006 0.006
Maximum  1000000 1281.8 792 3.58
Average 56240.31 161.970 13.154 0.505
Median 170 63.5 0.4603 0.139
Table 7.4  The range, and average, erosion rates measured within the U.K. and world-wide. 
 
The average annual erosion rates determined from the Swale study are within the range of other 
world-wide studies (Figure 7.8).  This is a useful indication that the study sites were not 
‘extraordinary’ in terms of the rates of erosion monitored.  The other UK studies show the same 
trend, with the smaller DBA sites of a similar erosion rate to those of this study (Figure 7.9).  The 
Swale study apparently has the largest DBA of any bank erosion study within the UK adding a 
new dimension to previous research.  As similar ‘large scale’ DBA studies have not been 
undertaken in the UK no comparative data are available.  This highlights the need for more large-
scale studies within the UK. 
 
The world-wide and UK distribution of erosion rates (Figures 7.8-7.9) both show a generally 
increasing trend of erosion rates with drainage basin area; however there is a lot of scatter within 
the data.  The erosion rates may be modelled against DBA using linear regression equations 
(Equation 7.1 and 7.2).   
 
 256
 WWER = 0.002DBA + 0.8972       (7.1) 
(n = 83, R2 = 30.9 %, R2 95 % significance level = 4.4 %, R2 90 % significance level = 3.3 %) 
Where: 
WWER = World-wide erosion rates (m a-1); 
DBA = Drainage Basin Area (km2). 
 
 UKER = 0.0018DBA +0.2526       (7.2) 
(n = 43, R2 = 15.7 %, R2 95 % significance level = 9.2 %, R2 90 % significance level = 6.6 %) 
Where: 
UKER = UK erosion rates (m a-1). 
 
 ER9698 = -3x10-06DBA2 + 0.004DBA + 0.0792     (7.3) 
(n = 9, R2 = 22 %, R2 95 % significance level = 44.3 %, R2 90 % significance level = 33.9 %) 
  
The Swale catchment had maintained a quadratic trend of erosion rates throughout the 
catchment (Equation 7.3); however, this trend was not as significant as Equations 4.1 - 4.3 which 
regressed distance downstream against erosion rates.  Neither the global or U.K. distribution of 
erosion rates showed a strong quadratic trend when compared against DBAs (Figures 7.8 and 
7.9).  This was probably due to the varying temporal and spatial scales used to determine erosion 
rates in the different studies, rather than the more coherent/consistent sampling strategy used in 
this study.   
 
The change in erosion rates with catchment area may be due to: 
1. Variations in measurement techniques (Lawler, 1993a); 
2. A change in the efficacy of a singular erosion process; 
3. The dominance of different erosion processes.  
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 Erosion Rates compared against Drainage 
Basin Area from Studies across the World
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Figure 7.8 Average annual bank erosion rates for the Swale compared with world-wide rates. * 
= rates of erosion from the Swale study.  The data are mainly compiled from Hooke (1980); 
Lawler (1993a); Harris (1996); and Stott (1999).  
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Figure 7.9 Average annual bank erosion rates for the Swale compared with other UK rates. * = 
rates of erosion from the Swale study.  The data are mainly compiled from Hooke (1980); Lawler 
(1993a); Harris (1996); and Stott (1999). 
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7.4.2 A Global Bibliography of Bank Erosion Processes 
 
It was possible to test the idea that DBA was influential as a predictor for dominant erosion 
processes, as Lawler (1992a; 1995) envisaged.  As there are numerous types of erosion processes 
(Chapter 2), and combinations of processes, five indices of erosion were selected to encompass 
most of the common erosion processes, which were suggested by Harris (1996) (Table 7.5).  This 
meant that the bibliographic research by Harris (1996) could be extended to include recent 
publications, as well as the data from this study (Table 7.2).  Where processes are not specifically 
categorised by the original author(s) some subjectivity may enter the classification.  
 
EROSION 
PROCESS 
CATEGORY 
A DESCRIPTION OF PROCESS TYPES INCLUDED IN EACH 
CATEGORY 
Subaerial Erosion
Where processes such as frost action (Outcalt, 1971; Lawler, 1986; 
Branson et al., 1996), desiccation (Bello et al., 1978), sapping (Jones, 
1981; Hagerty, 1991a; 1991b), piping (Jones, 1981; Hagerty, 1991a; 
1991b), and rainsplash erosion (Duysings, 1986) directly remove 
sediment from the bank surface.  
Subaerial 
Preparation 
The same processes that cause subaerial erosion instead of, or 
alongside, directly removing bank material also weaken the bank 
structure reducing the sediment shear strength (Lawler, 1993b).  
Subsequent erosion processes that follow a period of preparation 
may require less energy to displace the weakened sediment.  
Fluvial 
Entrainment 
The removal of the bank sediment by the detachment of individual 
grains, or aggregates, by a river flow which has a shearing stress 
competent enough to overcome the shear strength of the particles in 
contact with the river (Thorne, 1978).  Bank material is incorporated 
into the suspended load, and/or the bed load, of the river. 
Fluvial/Mass 
Failure 
The failure of a block of material due to preceding fluvial 
entrainment.  In this study cantilever failures (Thorne and Tovey, 
1981; Casagli et al., 1999) are thought to be the main erosion process 
within this category.  These occur due to the undercutting of the 
bank, leaving an unstable elevated block of material. 
Mass Failure 
Mass failures involve the development of a failure plane through the 
bank surface, which may fail as the shear stresses exceed the shear 
strength of the sediment.  A mass of material is released from the 
bank, this may occur in many different forms from shallow slab 
failures (Abernethy and Rutherfurd, 1998) up to large rotational 
failures (Selby, 1982). 
 
Table 7.5 A description of the indices used to classify erosion processes identified in bank 
erosion literature.  The different classification criteria are adapted from Harris (1996), in this 
study Fluvial Entrainment/Mass Failure is predominantly considered as the processes of 
cantilever failure. 
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There appeared to be no discrete change downstream from one process index to another 
(Figures 7.10 and 7.11).  This is probably because processes act in combination with each other, 
such as fluvial undercutting and mass failure (Thorne, 1982), or preparation processes followed 
by fluvial entrainment (Lawler, 1987b; Stott et al., 1986).  In many of the references, more than 
one of the process indices was understood to be dominant, despite the simplification from 
individual types of erosion processes (Table 7.3).  The scales of drainage basin area that each of 
the process indices was active over, and the rates of erosion associated with each of the indices, 
are shown in Table 7.6.  The trends apparent from the classification are: 
 
1. Increasing median erosion rates as the processes changes from Subaerial Erosion(S)-Subaerial 
Preparation(SP)-Fluvial Entrainment(F)-Fluvial Entrainment/Mass Failure(FM)-Mass 
Failure(M); 
2. The ranges of erosion values follow a similar trend, although FM has a smaller range of 
values than F and M; 
3. The median DBA for each process category increases in the order S-SP-F-FM-M; 
4. Subaerial erosion occurred at a smallest range of DBA sizes; 
5. Subaerial preparation occurred at a wider range of DBA values than both F and FM; 
6. Mass failures occurred over the widest range of DBA values.  
 
EROSION INDEX RANGE OF 
EROSION 
VALUES  
MIN-MAX  
(m a-1) 
MEDIAN 
RATE OF 
EROSION 
(m a-1) 
RANGE OF 
DRAINAGE 
BASIN AREAS  
MIN-MAX 
(km2) 
MEDIAN 
DRAINAGE 
BASIN AREA 
(km2) 
S (Sub-aerial Erosion) 0.035 – 0.066 0.051 0.6 – 11.4 6 
SP (Sub-aerial Preparation) 0.006 – 4 0.066 0.5 – 53000 7.85 
F (Fluvial Entrainment) 0.013 – 3.7 0.14 0.5 – 36360 55 
FM (Fluvial 
Entrainment/Mass Failure) 
0.025 – 0.7 0.32 4.8 – 5700 375 
M (Mass Failure) 0.09 - 792 4 114 - 1000000 16000 
Table 7.6 The range and average rate of erosion, and drainage basin area, for each of the erosion 
process indices on a global scale. 
 
Plotting the results from the Swale study against other erosion indices identified in the U.K. 
indicates that subaerial preparation and fluvial entrainment dominated the smaller catchment 
studies - those less than 100 km2 (Figure 7.11).  Fluvial/Mass Failure erosion and Fluvial 
Entrainment were influential in the 100-1000 km2 drainage basin range, with rates of erosion of 
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around 0.1-1 m a-1 (Table 7.6).  The largest drainage basins were dominated by mass failures; 
however, unlike the erosion examples from world-wide studies (Figure 7.10), the rates of erosion 
for the mass failure examples were not the highest.  Fluvial erosion was attributed as the erosion 
index that produced the highest rates of erosion in the UK.  
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Figure 7.10 Erosion rates and processes plotted against drainage basin area for a world-wide 
bibligraphic database of bank erosion literature sourced, and updated, mainly from Hooke (1980); 
Lawler (1993a); Harris (1996); and Stott (1999).  Process categories defined largely by Harris 
(1996), extended for recent studies by the author. 
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U.K. Erosion Process Domains
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Figure 7.11 Erosion rates and processes plotted against drainage basin area for a world-wide 
bibligraphic database of bank erosion literature sourced, and updated, mainly from Hooke (1980); 
Lawler (1993a); Harris (1996); and Stott (1999). Process categories defined largely by Harris 
(1996), extended for recent studies by the author. 
7.5 COMPARATIVE STUDIES OF BANK EROSION PROCESS EFFICACY AT A 
CATCHMENT SCALE 
 
The bibliography of rates and processes of erosion at different catchment scales (Section 7.4) 
indicated that the monitoring sites in this study were not unusual when compared to other 
published work.  The fact still remains that actively eroding sites were selected for the Swale 
study (Section 3.4.2).  This selection has the potential to bias the results by perhaps choosing sites 
that had particular flow structures i.e. impinging flow, sedimentary or vegetational characteristics 
not representative of the rest of the catchment.   
 
Previous work on the River Swale (Dunnet, 1994; Longfield, 1994; Newson and Padmore, 1995; 
Walling et al., 1999) has identified bank erosion as a significant process.  However, erosion has 
either been a secondary aim of the study (Longfield, 1994; Newson and Padmore, 1995), or the 
methodology used has not been designed to distinguish between different process types (Dunnet, 
1994; Walling et al., 1999).  This means that although they confirm the importance of bank 
erosion rates on land-use and suspended sediment fluctuations they cannot be compared with the 
changing processes identified in this study.  Other studies have examined the downstream change 
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in erosion rates and processes (Harris, 1996; Brierley and Murn, 1997; Abernethy and Rutherfurd, 
1998; Petkovic et al., 1998): these allow a comparison with the model of changing erosion process 
domains (Figures 7.1 and 7.2).   
 
A mapping evaluation of the change in channel alignment from 1961 to 1994 on the Juzna 
Morava River, Yugoslavia, gives an indication of the spatial distribution of erosion rates in 
another catchment (Petkovic et al., 1998).  The river has a DBA of 15000 km2, total length of 
around 250 km, and an estimated annual amount of bank erosion of about 105 m3 a-1.  The 
distribution of annual rates of fluvial erosion along the river channel produces a bell shaped 
distribution (Figure 7.12), with a mid-catchment peak of erosion of  ~ 0.25 x 106 m3 a-1 at 
approximately 150 km from the source, and 100 km from its mouth.    
 
  “….the total annual sediment transport of the river (about 2.106 m3) is close to the annual input 
from bank erosion.”  “Consequently, it can be concluded that the bank erosion plays a very 
important role in the processes of sediment transport and channel changes” (Petkovic et al., 1998, 
p. 363).   
 
The mid-catchment peak in erosion rates may well coincide with a peak in stream power, as with 
the River Swale, however no information on stream power was provided.  As the study is based 
on re-mapping, the differing processes throughout the catchment cannot be compared.   
 
Figure 7.12  Distribution of mean annual rates of fluvial erosion along the Juzna Morava River, 
Yugoslavia (Petkovic et al., 1998).  
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At a catchment scale, Abernethy and Rutherfurd (1998) examined the potential of vegetation for 
stabilising the riverbank against failures, on 230 km of the Latrobe River, Victoria, Australia.  In 
order to achieve this aim they reviewed the differing bank erosion processes active throughout 
the system.  They divided the river into seven different reaches (Figure 7.13) with different 
geomorphological characteristics.  The model of different types of erosion they developed was 
subdivided into three main process categories: 
 
1. Subaerial; 
2. Fluvial Entrainment; 
3. Mass failure. 
 
The first category was found to dominate in the upper catchment, reach 1, with windthrow and 
Large Woody Debris (LWD) flow deflection producing most of the eroded sediment.  They 
reasoned that other processes of erosion must dominate in the rest of the catchment as the low 
levels of erosion provided by subaerial processes do not explain the much higher levels of 
instability downstream.   
 
Stream power was reasoned to dominate 60 km downstream in Reach 3, “as channel slope and 
catchment area combine to produce peak values of flow-erosivity” (Abernethy and Rutherfurd, 
1998, p. 68).  The effect of this was for fluvial entrainment to dominate 30 –90 km downstream 
in Reaches 2-4 (Figure 7.13), where vegetation was predicted to be the most influential in 
reducing erosion.   
 
Field measured bank heights and slope angles were compared with estimated values derived from 
an adapted version of a log-spiral toe-failure analysis (Chen, 1975).  The number of failures 
observed in the field was then contrasted with the estimated potential for failure to occur.  The 
outcome of the analysis was that the greatest potential for mass failure was 160 – 200 km 
downstream in Reaches 5 and 6, as they contained high steep banks with suitable bank material.  
The bank height decreased in Reach 7 decreasing the likelihood of mass failures; however some 
were observed.  Bank heights did not decrease downstream in the Swale, and therefore the 
models (Figure 7.1 and  7.2) do not account for this.   
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The basic process domains identified for the Swale study are in agreement with the model of 
Abernethy and Rutherfurd (1998), with an upstream, mid-catchment and downstream divide.  
The lack of monitoring especially of preparation processes, which may not be immediately 
assessable by visual means, does not allow for an accurate assessment of downstream efficacy 
changes.   
 
 
Figure 7.13 Mean streampower (ω) as a function of distance downstream for the cases of fully 
vegetated and bare banks on the Latrobe River.  The percentage change between the two plots is 
shown  (Abernethy and Rutherfurd, 1998).   
? Reach 1, 0-15 km downstream with a catchment area of 65 km2, is dominated by subaerial 
processes; 
? Reach 2, 15-30 km downstream with a catchment area of 375 km2, is dominated by subaerial 
and fluvial processes; 
? Reach 3, 30-60 km downstream with a catchment area of 525 km2, is dominated by fluvial 
processes; 
? Reach 4, 60-90 km downstream with a catchment area of 1895 km2, is dominated by 
slumping and fluvial processes; 
? Reach 5, 90-160 km downstream with a catchment area of 3880 km2, is dominated by 
slumping and fluvial processes; 
? Reach 6, 160-200 km downstream with a catchment area of 4425 km2, is dominated by 
slumping and fluvial processes; 
? Reach 7, 200-230 km downstream with a catchment area of 4670 km2, is dominated by fluvial 
processes.  
 
Harris (1996) compiled a database of bank erosion literature, classifying different studies by their 
dominant processes and categories (Table 7.5) of erosion.  From the database a model of process 
distribution downstream was constructed for: subaerial, fluvial, cantilever, and mass failure 
processes (Figure 7.14).  Using the data collected Harris (1996) was able to determine the 
distances from river source that each process would dominate.  Subaerial processes were 
proposed to dominate in the upper 4 km of the catchment, fluvial processes from 4 – 20 km 
downstream, and mass failures 20 km from the river source to its estuary.  Using field 
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measurements from the River Severn, UK, the model was adapted with two transition zones 
being added: subaerial preparation between subaerial erosion and fluvial erosion dominance 
zones, and fluvial/ mass failure erosion between fluvial erosion and mass failure erosion 
dominance zones (Figure 7.15).  
 
Figure 7.14 Development of Lawler’s (1992a) hypothetical downstream change in process-
intensity dominance domains (Harris, 1996). 
 
 
Figure 7.15  Downstream change in erosion rates and dominant erosion processes (Harris, 
1996). 
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The suggested distances of process influence (Figure 7.14) are similar to those found in the 
Swale.  Subaerial erosion did dominate in the upper 2.6 km; however, fluvial processes dominated 
from 2.6 – 87.4 km downstream with mass failures only having the greatest efficacy 104.4 km 
downstream.  Fluvial/ Mass failures, in the form of cantilever failures, were thought to occur 
upstream of the mid-catchment zone because of the composite nature of the bank material 
(Figures 7.1 and 7.2). 
 
Other studies of bank erosion process change and rates of channel change tend to be based 
around a disturbance within the drainage system, with the recovery of the river producing 
differing processes (Hupp and Simon, 1986; Brierley and Murn, 1997; Page and Carden, 1998; 
Rinaldi and Casagali, 1999; Ritter et al., 1999).  Whilst the impact of mining along the Swale river 
system (Raistrick, 1975) has clearly altered the landscape, whether the hydrology and 
sedimentology are currently ‘recovering’ from this disturbance is unclear.  Work by Coultard 
(pers. comm.) has focused in the movement of sediment slugs through the River Swale 
catchment, and these may influence the bank sedimentology, river slope, and be influenced by 
bank erosion. 
 
Brierley and Murn (1997) researched the impact of the European settlement (around 1830) on 
the Cobargo catchment in New South Wales, Australia.  Although temporally detailed monitoring 
was not undertaken, the geomorphic changes through the catchment were examined, and related 
to differing processes of erosion.  Six geomorphic process zones were defined and based on the 
ability of the river to transfer sediment (specifically bedload).  They concluded that the settlement 
disturbance had resulted in a greater percentage of actively eroding sites upstream, while in the 
mid-catchment the increased amount of sediment had created bar deposits that were causing 
impinging flow against the bank.  This had allowed fluvial entrainment, which undercut the bank.  
The furthest downstream reaches were sediment accumulation zones with little present day 
erosion: approximately 10 % of the banks were actively eroding.  This may have implications on 
the results of disturbance to the ‘natural’ background catchment process distribution.  
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7.6 SUMMARY 
 
1. For the Swale study, preparation processes were found to decrease in efficacy from a 
maximum in the upper catchment.  They then increased in efficacy at the downstream sites 
because of the reduced efficacy of other processes, and the increasing influence of 
desiccation (Figures 7.1 – 7.2). 
2. Fluid entrainment peaked in the mid-catchment (Figure 7.1), at the second peak of stream 
power (Figure 4.10J).  It was, however, difficult to distinguish the difference between mass 
failure and entrainment at the lower catchment sites.   
3. Mass failures were observed from Reeth (Site 5) downstream to Topcliffe (Site 9).  The 
magnitude of the failures increased downstream, as the bank heights increased and the 
sediment became more cohesive.  The frequency of the failures was thought to decrease 
downstream, this would explain the decreasing rates of erosion (Figure 4.1 and 4.2) and 
channel activity classification (Figure 4.4). 
4. The downstream change in process dominance also allowed the differences in erosion 
seasonality to be identified.  As more erosion processes became active downstream the length 
of the eroison season was extended.   
5. A comparison with other studies of bank erosion allowed the Swale study to be put in 
context.  The rates of erosion measured a different DBA values were similar for the Swale 
and the compilation of other research.  
6. Processes of erosion identified by other researchers were placed in 5 categories (Subaerial 
Erosion, Subaerial Preparation, Fluvial Entrainment, Fluid Entrainment/Mass Failure, Mass 
Failure) which were proposed by Harris (1996).  The scales of DBA that each process 
category was active over were compared with each other, and with the results from the Swale 
study.  The downstream trends in erosion process categories for the bibliographic database 
showed the same trend of Subaerial activity at small DBA values, Fluvial Entrainment at 
intermediate DBA values, and Mass Failure in studies with a high DBA. 
7. A comparison with other studies, on changes in erosion process domains at the catchment 
scale, revealed a general agreement with the downstream change (from Subaerial Processes 
changing to Fluvial Entrainment and then to Mass Failure) identified in the Swale study.    
8. The compilation of all the data allows a summary of erosion processes trends downstream 
and recommendations for further research in Chapter 8.    
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CHAPTER 8 
CONCLUSIONS 
 
8.1 INTRODUCTION 
 
Studying the rates and processes of erosion at nine sites throughout a river catchment, alongside 
their hydrogeomorphological characteristics, allowed the following conclusions to be reached: 
 
1. Frost action only dominated at the most upstream site, 2.56 km downstream (Table 8.1). 
2. Fluvial entrainment, both directly from the riverbanks and of material prepared by subaerial 
and mass failure processes, increased to a maximum in the mid-catchment.  This was not, as 
theorised by Lawler (1992a; 1995), simply caused by the peaking of stream power in the 
catchment.  It was instead a combination of high stream powers and the initiation of mass 
failures.  
3. Mass failures increased in size at the downstream sites (29.9 – 104.4 km downstream) as the 
bank heights increased.  The frequency of the failures did not increase downstream and they 
were not the dominant erosion process until the potential for fluid entrainment had 
substantially decreased at Site 9 (Table 8.1).   
4. Cantilever failures, piping and sapping processes did not follow the trends suggested by 
Lawler (1992a; 1995) for subaerial preparation, fluid entrainment, or mass failures and were 
more significantly controlled by the bank sedimentology.  These processes were at their most 
effective in the upper-mid catchment.   
 
A summary of the work leading to these conclusions will be presented in the following chapter, 
as will the implications of these findings and suggestions for further work.   
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SITE NAME DISTANCE 
DOWNSTREAM 
FROM RIVER 
SOURCE (km) 
DRAINAGE 
BASIN 
AREA 
(km2) 
AVERAGE 
ANNUAL 
EROSION 
RATE  
(m a-1) 
29/02/96-
13/03/98 
EROSION PROCESSES 
IDENTIFIED 
1. Beck 
Meetings 
2.56 4.2 0.07 Frost Action, Fluvial Entrainment, 
Cantilever Failures 
2. Hoggarths 8.8 52.4 0.14 Frost Action, Fluvial Entrainment, 
Cantilever Failures 
3. Muker 15.2 82.6 0.26 Frost Action, Fluvial Entrainment, 
Cantilever Failures 
4. Low Row 23.4 141 0.09 Frost Action, Fluvial Entrainment, 
Piping, Cantilever Failures 
5. Reeth 29.9 183 0.62 Frost Action, Fluvial Entrainment, 
Slab Failures, Cantilever Failures, 
Pop-out Failures 
6. Easby 49.5 399 *3.58 Fluvial Entrainment, Cantilever 
Failures, (possibly Wet Flow) 
7. Morton-on-
Swale 
74.7 593 0.35 Frost Action, Fluvial Entrainment, 
Piping, Slab Failures, Cantilever 
Failures, Pop-out Failures 
8. Greystone 
Farm 
87.4 748 0.41 Frost Action, Desiccation, Fluvial  
Entrainment, Slab Failures, 
Cantilever Failures, Wet Flow 
9. Topcliffe 104.4 1282 0.13 Frost Action, Desiccation, Fluvial  
Entrainment, Slab Failures, 
Cantilever Failures, Translational 
Failures 
Table 8.1 A summary of the distance downstream, drainage basin area, annual rate of erosion, 
and erosion processes at each of the monitoring site.  * = Erosion from 16/01/07-13/03/98. 
 
8.2 MAIN PROJECT FINDINGS 
8.3.1 Erosion Process Spatial Domains 
 
Lawler (1992a; 1995) suggested a downstream change in the dominant erosion process domains 
(Figure 1.1) for catchment scale riverbank erosion in a temperate region.  Subaerial preparation 
processes, in particular frost action, dominated upstream.  Fluid entrainment was most efficient 
in the mid-catchment, and mass failures were dominant in the lower catchment reaches.  
Abernethy and Rutherfurd (1998) came to a similar conclusion for the Latrobe River, Australia, 
with subaerial processes dominating upstream, fluvial processes mid-catchment, and slumping 
combined with fluvial processes in the lower catchment.    
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This study came to the conclusion that the main process groupings were similar but the 
theoretical basis for Lawler’s (1992a, 1995) predictions did not hold under extensive field testing.   
 
Subaerial Preparation 
 
1. Subaerial preparation dominated over a relatively small catchment area in the upstream 
reaches, with fluvial entrainment and cantilever failures rapidly becoming more efficient.   
2. Desiccation only became effective in the lower reaches rather than operating throughout the 
catchment.  The banks becoming drier for a longer period, combined with a slight increase in 
the sediment fine fraction, may have caused this.   
3. The overall distribution of subaerial preparation processes was not a gradual decline 
throughout the catchment as suggested by Figure 1.1.  Instead the increasing efficacy of mass 
failure and fluvial processes mid-catchment, and their subsequent decline downstream, meant 
that subaerial processes were lowest in efficacy mid-catchment but increased in the lower 
reaches.   
 
Fluid Entrainment 
 
The efficacy of fluid entrainment did not match the distribution of stream power throughout the 
catchment.  The rates of entrainment may have increased in a similar manner to the estimated 
stream powers; however, the mid-catchment secondary peak in stream power overlapped with 
the commencement of mass failures.   
 
The main peak in stream power was not in the mid-catchment but in the upper reaches.  The 
sedimentology of this reach may have affected the stream power predictions by supplying coarse 
grained basal sediment to the channel.  The coarse material may also have restricted the amount 
of entrainment.   
 
 Mass Failures 
 
Bank height was not the sole determining factor in the distribution of mass failure processes.  
Sites upstream of a similar height to those in the mid-catchment did not fail through mass failure.  
A change in sedimentology and flood hydrograph shape is thought to be responsible. 
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The efficacy of mass failure did not increase downstream from its commencement mid-
catchment.  The rapidity of removal by fluid entrainment in the mid-catchment meant that the 
rate of erosion and efficacy of mass failures was increased, as the basal region was continually at a 
state of excess basal capacity (Section 2.3.4).   
 
 Piping, Sapping, Cantilever, and Pop-out Failures 
 
1. Cantilever failures are less dependent on the height of the bank than other mass failures, and 
will occur with a greater likelihood where the banks are composite and near to the catchment 
stream power maximum, probably just upstream.   
2. Piping, sapping, and pop-out failures should occur near to the stream power peak.  This 
theoretically would be an area where sandy lenses are incorporated within silty-sand sediment, 
allowing rapid infiltration on the steep rising limb of the flood hydrograph.  The sediment 
would also allow preferential drainage through the bank on the steeply falling limb of the 
hydrograph. 
 
8.2.2 Erosion Process Temporal Domains  
 
The downstream change in bank erosion process efficacy throughout the catchment was linked 
to variations in the timing of erosion events.  This explains the change in seasonal erosion rates 
identified during erosion pin epoch data from upstream to downstream (Figure 5.1).  Whilst the 
efficacy of all the processes, except subaerial preparation (frost action and desiccation), may 
decline downstream every process still remains active in the lower catchment.  This resulted in a 
gradually increasing number of processes becoming active throughout the river system, from 
upstream to downstream.  The zonation of different erosion processes over an annual period 
resulted in a temporal model of erosion (Section 7.3) that consisted of: 
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1. Upstream the winter periods dominating annual erosion.  This was due to the significance to 
frost action in preparing the bank material, which was removed during the winter/spring 
flood season;  
2. Mid-catchment entrainment caused a rapid removal of failed/prepared material in the main 
period of flooding.  This resulted in both erosion of subaerially prepared sediment early in 
the year followed by direct entrainment later in the spring.  The removal of fallen debris from 
mass failures during high flows meant that the basal area of the bank was left prone to direct 
entrainment for a longer period;    
3. The lower catchment sites were prone to desiccation, which meant that the erosion season 
was extended into the summer months.  The influence of mass failures at the downstream 
sites also meant that the erosion season was extended.  Summer floods had the ability to 
trigger mass failures that may have been weakened/prepared during the main flood season.  
This meant that they were almost seasonally independent.  The continuation of frost action 
downstream also allowed erosion to occur during the winter months. 
 
8.2.3 Catchment Geomorphological Characteristics 
 
The morphological and sedimentary characteristics of the River Swale (Table 8.2) allowed the 
physical restraints on erosion processes to be assessed, and placed in context against other 
studies.  
 
Few studies have researched the downstream change in bank sedimentology (Harris, 1996), 
especially in relation to bank erosion dynamics.  A decreasing particle size with distance 
downstream was expected, and was the case for Sites 1 – 4 (Figure 4.5).  The mid-catchment 
bank sediment variability, at the monitoring sites, could be a due to the historical mining industry 
in Swaledale (Raistrick, 1975).  A pulse of sediment released during mining activity could have 
propagated to the mid-catchment, since the cessation of mining activity, possibly indicated by the 
lead rich layers in the sediment (Macklin et al., 1994).  The downstream stability of silt and sand 
contents, with only a small increase in clay percentage weights, was not predicted.  This may be a 
product of overbank accretion only occurring during high flow events, which become more 
infrequent in a downstream direction. 
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GEOMORPHOLOGICAL 
CHARACTERISTICS 
DOWNSTREAM TREND FROM CATCHMENT SOURCE 
Channel Longitudinal 
Slope (m m-1) 
(Figure 4.10 C) 
A general downstream decline in slope from 0.027 m m-1 at Site 
1 to 0.001 m m-1 at Site 9.  There are two exceptions to this 
trend, with elevated gradients of 0.017 m m-1  and 0.005 m m-1 
at Sites 3 and 9. 
Hydraulic Radius (m) 
(Figure 4.10 F) 
The catchment minimum of 0.50 m was at Site 1, increasing up 
to 2.94 m at Site 9.  The radius rapidly decreased from 1.48 m 
at Site 4 to to 0.79 m at Site 5, then increased again 
downstream.   
River Bank 
Sedimentology 
(Figures 4.5-4.8) 
There were similar trends in the upper and lower bank 
sedimentology, but more variability mid-catchment in the mid-
bank.  The general trend was decreasing gravel and sand 
contents, alongside increasing silt and clay contents.  In the 
mid-catchment there was a silt content peak and sand content 
trough.  Downstream silt and sand contents remained 
reasonably stable, whilst the gravel content decrease, and clay 
content increased.   
River Bed Clast Size 
(mm) 
(Figure 4.10 G) 
The overall trend was for decreasing sediment b-axis size 
downstream; however, the D84 dimensions increased rapidly 
from 86.0-mm at Site 1 to 132.3-mm at Site 2.  The size 
remained almost constant until a decline to 54.5-mm at Site 5.  
The maximum clast size of 140.8-mm was at Site 6, decreasing 
downstream to approximately 10.0-mm at Sites 7-9.   
Stream Power (W m-1) 
(Figure 4.10 J) 
There were two peaks in gross stream power.  At Site 3 the 
catchment peak value of 39081 W m-1, Sites 2 and 4 had values 
of around 11000 W m-1.  The second peak was of 4521 W m-1 
was at Site 6.  The peaks may have been caused by bedrock 
reaches upstream.   
Riparian Vegetation 
(Table 4.7) 
There was a mid-catchment peak, at Site 6, in herbaceous 
species diversity.  This may be indicative of more dynamic 
channel change in this region.  Grazing, the dominant land-use 
at all but Site 6, could also be responsible for decreased 
diversity at the other sites.     
Table 8.2 A summary of the geomorphological trends throughout the study catchment. 
 
The two peaks in stream power, at Sites 3 and 6 (Table 8.2), were probably related to the bedrock 
reaches upstream of the monitoring sites (Section 7.2.4).  Upstream bedrock may also have 
influenced the increased channel slope at Site 3.  Sites 3 and 6 were also regions with a composite 
bank stratigraphy, and a large uncohesive lower bank structure.  The basal bank material could be 
responsible for supplying larger than expected sediment to the channel, increasing the estimated 
stream power (Section 4.4.4).   
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8.2.4 Catchment Trends in Rates of Erosion 
 
Previous work on bank erosion rates, in several basins world-wide, has shown a trend of 
increasing rates with DBA (Hooke, 1980) (Section 7.4.1).  The results from this study (Figures 4.1 
and 4.2) did not agree with this general trend and were modelled with simple quadratic functions 
(Equations 4.1 – 4.3).  This was probably a result of the systematic monitoring within a single 
catchment. 
 
The rates of erosion from this study were within the same range of DBA values as the rates 
compiled from erosion studies world-wide (Section 7.4.1), even though the overall trends were 
different.  The measurement requirements for this work meant that highly eroding sites had to be 
selected for monitoring (Section 3.4.2).  The bibliographic database has been built up from a 
variety of studies that use both highly eroding sites and maps to determine planform change 
(Lawler, 1993a), the remapping may give lower annual rates of erosion.  Despite the difference in 
techniques in the literature the results from this study, in terms of rates and processes at different 
DBA values, were in general agreement with the bibliographic database (Section 7.4). 
 
8.3 IMPLICATIONS OF THE STUDY 
 
In terms of instrumentation and operational procedures the following recommendations may be 
made from this study: 
1. The PEEP sensors were inadequate for distinguishing between all the process types that were 
being researched.  For erosion caused by subaerial processes they worked well, although the 
disturbance of the bank when the sensor is inserted may cause disruption of the sediment 
surrounding the sensor.  With small amounts of material being eroded this could be a 
significant problem, especially at sites with very unconsolidated fine sediment.  The sensors 
did not work when submerged because of the turbid nature of the river water, from an 
upland peat catchment source.  This meant that fluvial entrainment could not be monitored 
directly, and values were calculated by comparing the signals before and after the event.  This 
may be a period of several days if river levels remained high.  The monitoring length of the 
sensor, approximately 100 mm, was not suitable for mass failure events.  These failures 
usually left the sensor hanging out of the bank, often in an inoperable state.  The rapid 
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initiation of failures as the river levels receded frequently meant that the sensors were either 
in darkness, submerged, or covered in debris when failures occurred, producing 
indecipherable data.  
 
Management of the PEEP data was not a simple procedure.  Cleaning the data to remove the 
many spurious values, including much of the dawn and dusk periods, meant that more gaps 
were put into the dataset on top of those already present from when the sensors were 
malfunctioning. 
   
2. The erosion pins were limited by the frequency of remeasurement and were again not suitable 
for mass failure monitoring as the length had to be short enough not to support the bank, 
and therefore whole pins were removed even in small failures.  They could also not be placed 
in sediment containing large clasts.  Bank top resurveys were limited in the amount of three-
dimensional data that could be collected both spatially and temporally.  It is hoped that 
advances in photogrammetry (Lane et al., 2000) will allow erosion to be measured accurately 
enough to be analytically useful.  The system at the moment is not accurate enough to 
achieve millimetre accuracy, and is expensive in terms of equipment and the amount of data 
produced.  A critique of the method is presented in Lawler (1993a).  No alternative methods 
are currently available to monitor bank erosion during submergence.   
3. The measurement of bankface temperature using the TinyTalk thermistor dataloggers was 
convenient because of the lack of cabling needed.  Problems of retrieval when submerged, 
and the length of data that could be stored, need to be addressed if this system was to be 
used again.   
 
The exact thresholds for each process domain could not be identified because of the distance 
between monitoring sites.  Regions of erosion process dominance can be suggested.  These may 
vary between catchments due to the land-use, climatology, geology, and geomorphology of the 
particular river system.  Despite this the results may be adapted or used as a guide for: 
 
1. The implementation of bank erosion protection (Hemphill and Bramley, 1989).  The 
distinction between zones that require hard or soft technology, and where the most prone 
areas of the bank are in the vertical and horizontal planes, may be made. 
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2. The assessment of potential riverbank contained pollutant release into the suspended 
sediment load, and solution.  The timing and amount of sediment released from natural and 
anthropogenic contaminates within the bank sediment, such as heavy metals, could be 
estimated using a knowledge of the pollutant situation within the catchment (Grove and 
Sedgwick, 1998).  This would allow an assessment of potential drinking water supply 
problems, and the effect of re-deposition on the floodplain downstream of the source 
(Sedgwick, 2000). 
3. The planning of sediment budgets for reservoirs.  The rate and seasonality of the sediment 
input from riverbanks could be approximated if the position of the reservoir within the 
catchment was known; especially in relation to the stream power peak, bank sedimentology 
and climate.  Walling et al. (1999) estimated the riverbanks in the Swale catchment to 
contribute 28.2% of the suspended sediment budget (November 1994-February 1997), 
making banks a significant source of sediment. 
 
8.4 FUTURE RESEARCH SUGGESTIONS 
 
The bibliographic research into published work on erosion rates and processes revealed a lack of 
large-scale studies within the U.K., i.e. with DBAs above 1000 km2 (Section 7.4).  Comparative 
work on other catchments is needed to validate the models produced on the River Swale.  Some 
suggestions are provided to aid the establishment of similar research projects (Table 8.3).  
 
Process monitoring studies tend to be of one or two year duration and/or in areas that are 
known to be prone to erosion.  In order to fully understand the influence of process dynamics in 
a river system monitoring needs to be undertaken over a longer time span on both rapidly and 
gradually eroding sites throughout a catchment, similar to that undertaken by Stott (1999).   
 
There is a wealth of research into temperate catchments but few detailed studies in semi-arid or 
arctic regions (Harris, 1996).  The application of photogrammetry (Lane et al., 2000) in arctic 
systems, where insertion of equipment into the frozen sediment is both difficult and produces 
high errors due to preferential heating, would be desirable.  The growth of thermo-erosion niches 
(Scott, 1978), and erosional patterns during a river melt-out cycle would aid the understanding of 
arctic river systems.   
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Work has already been undertaken on the linkages between bank erosion and heavy metal 
remobilization within the Swale catchment (Grove and Sedgwick, 1998).  A more detailed study 
including the event based monitoring of both bank erosion events and heavy metal 
concentrations in suspended sediments would be useful in terms of managing water supplies 
from polluted catchments.   
 
The understanding of pop-out failures mechanisms requires a geotechnical investigation of the 
interaction between the bank sediment and river water.  A detailed monitoring of soil moisture 
contents in sediment suitable for these failures is needed.   
 
A  Initial Desktop Study 
? Determine the longitudinal profile of the study river(s). 
? Locate gauging stations (determine frequency and type of measurements). 
If possible create a downstream distribution of bankfull stream power using available  
gauging station data. 
? Locate meteorological stations (determine frequency and type of measurements). 
? Assess the above and below surface geology within the catchment. 
? Map riparian vegetation characteristics (using local authority information, or river corridor 
surveys). 
? Map land-use, especially riparian industries with their associated abstractions, discharges, and 
reservoirs.  Include research into past land-use such as mining.   
? Use aerial photographs to provide an indication of mass failure domains and unvegetated 
steep banks 
B  Site Reconnaissance  
The reconnaissance (Thorne, 1993) of the riverbank should be used to assess the riverbanks at 
equal intervals down the catchment and/or at areas selected in the desktop study.  The purpose 
of this would be to identify:  
? Where actively eroding, near vertical unvegetated banks are located, which would be suitable 
for erosion pin and PEEP insertion.  
? Where composite banks occur, indicating the likelihood of cantilever failures.   
The critical region of bank heights which are sufficient to cause mass failures. 
Table 8.3 A recommended research strategy for comparable catchment bank erosion studies.
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C  Instrumentation 
? Erosion pins would be recommended for installation at as many sites as is feasible to 
compare fluvial entrainment and subaerial erosion as they are cheap and simple, 
recommendations on instrumentation can be found in Lawler (1993a). 
? PEEPs would be most beneficial in the upstream reaches to monitor subaerial processes, 
giving comparable rates of frost heaving.  Sensors could be distributed through the 
catchment to provide comparable data on subaerial processes, this is not recommended 
because of the constraints of the equipment (Section 8.3).  
? Photogrammetric techniques (Lane et al., 2000) would be usefully applied to study the 
concept of a downstream increase in mass failure magnitude, but decrease in frequency.  This 
non-invasive technique would resolve the problem of pins and PEEPs being removed, or 
supporting the failure.     
? Moisture sensors placed vertically in the bank profile would be advantageous in the zones of 
potential piping, sapping and pop-out failures to determine the thresholds moisture 
conditions of these processes.   
? Stage and meteorological monitoring would need to be installed to augment or substitute the 
existing measurements.  
D  After Monitoring Completion 
? Shear box samples could be taken around the threshold bank height of mass failures.  This 
would allow a critical evaluation of current physical models that suggest the bank conditions 
needed for failures to occur (Chen, 1975; Darby et al., 2000).   
? Samples of bank sediment should be taken to determine the longitudinal profile of sediment 
sizes, and the bank material composition around pins and PEEPs.   
Table 8.3 continued A recommended research strategy for comparable catchment scale bank 
erosion studies.   
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