This paper presents the design and implementation of a two-stage human-voice enhancement system for a hose-shaped rescue robot. When a microphoneequipped hose-shaped robot is used to search for a victim under a collapsed building, human-voice enhancement is crucial because the sound captured by a microphone array is contaminated by the ego-noise of the robot. For achieving both low latency and high quality, our system combines online and offline human-voice enhancement, providing an overview first and then details on demand. The online enhancement is used for searching for a victim in real time, while the offline one facilitates scrutiny by listening to highly enhanced human voices. Our online enhancement is based on an online robust principal component analysis, and our offline enhancement is based on an independent lowrank matrix analysis. The two enhancement methods are integrated with Robot Operating System (ROS). Experimental results showed that both the online and offline enhancement methods outperformed conventional methods.
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Introduction
Hose-shaped rescue robots have been developed for gathering information in narrow spaces under collapsed buildings where humans or animals cannot enter [1] [2] [3] . They have thin, long, and flexible bodies and have selflocomotion mechanisms. The Active Hose-II robot [2] , for example, has small powered wheels enabling it to move forward, and the Active Scope Camera robot [1, 3] can move forward by vibrating the cilia covering its body (see Fig. 1 ). In 2008, the Active Scope Camera robot was used in an actual search-and-rescue mission in Jacksonville, Florida, USA [4] .
Rescue robots should keep moving because a rescue activity is a race against time [5] . Owing to the ego-noise of the robot, it is difficult for the remote operator to hear the voice of a victim at an unseen and distant place [6] . Stopping the actuators of the robot periodically so that the operator can hear a human voice is an inefficient use of search time, and does nothing to help the operator hear a voice while the robot is moving. Real-time human-voice enhancement should cope with ego-noise that changes dynamically according to the movements of wheels or vibrators and the friction between the robot's body and surrounding materials. However, conventional enhancement methods [7] [8] [9] [10] cannot work effectively because they assume the noise stable or known in advance. A human-voice enhancement system for a hose-shaped rescue robot requires low latency for search-and-rescue activities. It also needs to address extremely low signalto-noise ratio (SNR) conditions because the ego-noise generated from the body of the robot is much louder at robot-mounted microphones and often masks targeted human voices. Conventional blind source separation (BSS) methods also have a trade-off between latency and enhancement quality [11] [12] [13] [14] .
This paper presents the design and implementation of a two-stage human-voice enhancement system for a hoseshaped rescue robot. The system combines online realtime enhancement and offline high-quality enhancement to attain low latency and high quality. The online enhancement facilitates hearing a trapped victim's voice in real time, while the offline one facilitates scrutiny by listening to highly enhanced human voices.
To enhance a human voice in real-time, we developed an online robust principal component analysis (RPCA)-based enhancement. RPCA can decompose an input amplitude spectrogram into frequency components that appear repeatedly (e.g., the ego-noise of a hose-shaped rescue robot) and other components that occur infrequently (e.g., a human voice) without prior learning [11, 15] . As RPCA is designed for a single-channel input signal, we first apply RPCA to each microphone input of the microphone array, and then we combine the results of the microphones to improve the enhancement performance.
To obtain a high-quality enhancement result, we use an offline independent low-rank matrix analysis (ILRMA)-based enhancement [12, 16] . Although RPCA can work in real-time without prior learning, its enhancement result is distorted and includes artificial noise (called musical noise) caused by its non-linearity. As ILRMA is a linear BSS method, the separation results are not distorted by musical noise [12, 16] . We first apply ILRMA to a multichannel audio input, and the estimated human-voice sound is further refined by postfiltering.
The rest of this paper is organized as follows. Section 2 presents the design and implementation of our humanvoice enhancement system. Section 3 reports the experimental results obtained using an actual hose-shaped robot. Section 4 summarizes the key findings and mentions future research. It should be noted that the multi-channel online enhancement in this paper is partially based on an international conference paper [6] written by some of the authors. The contribution of this study is on the design, implementation, and evaluation of a two-stage humanvoice enhancement system.
Two-Stage Human-Voice Enhancement System for a Hose-Shaped Rescue Robot
In this section, we first discuss the design criteria for our system that combines online and offline enhancements; then, we describe the online and offline enhancement methods used in the system. Finally we explain the implementation of our system based on Robot Operating System (ROS) [17] .
Design Criteria
The proposed system combines online real-time human-voice enhancement and offline high-quality enhancement, providing an overview first and then details on demand (Fig. 2) . The system provides real-time enhanced signals to a remote operator searching for a trapped victim. When the remote operator wants to make the enhanced voice clearer, such as when he detects a very weak human voice in a real-time result, the system provides an offline high-quality enhanced signal for the final several seconds of audio input.
The idea of an overview first and then details on demand was originally proposed by Schneiderman as an overview first zoom and filter, then details on demand [18] . The original version was developed as a guideline for designing an interactive visualization system. In the case of a human-voice enhancement system for a rescue robot, the real-time enhanced signal to which the zoom and filter are already applied should be presented to a remote operator by default. Therefore, our system has two steps, namely, 1) providing online enhancement as an overview, and 2) providing offline enhancement as details. Figure 1 shows the hose-shaped rescue robot used in this study. The body is made with a corrugated tube 38 mm in diameter and 3 m long. This robot has M = 8 microphones positioned on its body at intervals of 40 cm and has a USB video camera at the tip. The audio signals of the microphones are captured at 16 called RASP-ZX (System in Frontier Corp.). The body was rotated at 90 • after installing each microphone in order to avoid having all microphones obstructed by the ground. This robot moves forward by a mechanism in the same way as that of the Active Scope Camera robot [1] : the entire surface of the robot is covered by cilia, and the robot moves forward by vibrating them. This vibration is generated by seven vibration motors installed in the robot (Fig. 3 ).
Hose-Shaped Robot with a Microphone Array

Online Human-Voice Enhancement
The online human-voice enhancement is conducted based on an online RPCA [6, 11] .
Motivation
The online enhancement is required to work in real time and to address the deformation of the microphone array, the layout of which changes as the robot moves. The conventional online BSS methods, which separate sound sources based on the phase differences among microphones, assume that the array layout is stable or known in advance [14, 19, 20] . Although there are several offline BSS methods that track the time-varying phase differences or array layout [21] , it is difficult to conduct such tracking in real time and in an online manner.
To avoid using phase information that is sensitive to the array layout, the proposed online enhancement method is based on an online RPCA that works on an audio amplitude spectrogram [11, 15, 22] . RPCA can separate the ego-noise and human voice based on the low-rankness and sparseness of their amplitude spectrograms instead of their phase information (Fig. 4) . As the ego-noise of our robot mainly consists of the periodic sounds generated by vibrators and friction between the robot body and surrounding materials, it has a low-rank tendency. The human voice, on the other hand, has sparse tendency because it is non-stationary and infrequently appears. These tendencies enable an online RPCA to separate the egonoise and human voice without any prior training.
In this study, we improve the enhancement performance of online RPCA by combining the single-channel online RPCA results of multiple microphones. Because the microphones and vibrators are alternately installed on the long body, we can assume that each microphone captures the different ego-noise generated by different vibrators. The target voice, on the other hand, is assumed to be similarly recorded by all the microphones because the sound source is single and it propagates in the air. Based on these assumptions, we first apply online RPCA to each microphone recording and then extract the components common among the single-channel results.
Problem Statement
The online human-voice enhancement problem is defined as follows:
Input: M-channel synchronized amplitude spectra y y y 1 j , . . ., y y y M j ∈ R I Output: denoised amplitude spectrum s s s j ∈ R I where I and j are the number of frequency bins and the time frame index, respectively. The input amplitude spectra are obtained by taking the absolute values of the shorttime Fourier transform (STFT) of captured signals.
Overview of Online RPCA
The proposed method uses an online extension of batch RPCA [11] . The ego-noise that changes periodically is separated into the low-rank component, and the voice signal and other sparse noise are separated into the sparse component [15] . To explain online RPCA that is independent of the microphone index m, in the rest of this section we leave it out. Let I × j matrices of input, low-rank, and sparse spectrograms be
, respectively. The original batch RPCA [23] decomposes the input matrix into low-rank and sparse matrices by solving the following problem:
where · F , · * , and · 1 represent the Frobenius, nuclear, and L1 norms, respectively, and min x f (x) is the minimum point x of f (x). The parameter λ 1 > 0 controls the low-rankness of the low-rank matrix L L L, and the parameter λ 2 controls the sparseness of the sparse matrix S S S. As this optimization, particularly the second term of the nuclear norm, accesses all samples of the input matrix, it is difficult to solve this RPCA problem in an online manner [23] .
To overcome this difficulty, the online RPCA [11] solves the following alternative problem:
where
represent the basis vectors of the low-rank spectrogram and its coefficient vectors (
. This alternative problem is derived by using the upper bound of the nuclear norm L L L * as follows [11, 24] :
where inf x f (x) is the infimum point x of f (x). The online RPCA problem (Eq. (3)) can be solved in an online manner by minimizing its following transformations:
This cost function is minimized using an off-theshelf solver and block-coordinate descent with warm restarts [11] .
Online Normalization of Input Spectrum
The ego-noise of our hose-shaped rescue robot has large powers at low frequency bins. As the online RPCA estimates the low-rank components with the same weight for all the frequency bins (owing to the first term of Eq. (3)), it over-fits to the low frequency bins. We therefore apply a normalization coefficient g g g m j = [g m1 j , . . ., g mI j ] T ∈ R I to the input y y y m j :
As the peaks of the ego-noise changes depending on the environment around the robot, the proposed method learns the normalization coefficient in an online manner. We assume that the average ego-noise does not change frequently and drastically; therefore, the normalization coefficient is updated as follows:
where α is a learning weight parameter that is set to a small value (e.g., 1.0 × 10 −2 ). The flowchart of the channel-wise human-voice enhancement based on the online RPCA is summarized in Fig. 5 (Fig. 6) . Because the egonoise is generated from the whole body of a robot and the human voice is propagated in the air, this integration is based on the assumption that the target human-voice is similar at each microphone whereas the ego-noise differs at different microphones. Each sparse component includes musical noise and sparse noise measured when the corresponding microphone touches the environment. The integration is conducted by taking a median at each frequency bin as follows:
where Median(· · · ) represents the median of the arguments.
Offline Human-Voice Enhancement
The offline human-voice enhancement is conducted by applying ILRMA to a multichannel audio input, and the estimated human-voice signal is further refined by postfiltering.
Motivation
BSS is a technique taken to separately estimate the sources without knowing any prior information, namely, the sensor positions and source locations. It is well known that BSS, which uses multichannel signals, is one of the effective algorithms for human-voice enhancement because it utilizes the spatial information of sound sources, e.g., the difference in directions of arrival of sources, as well as the spectral characteristics of sources. This property is a strong motivation to apply the BSS technique into the hose-shaped rescue robot, where multiple microphones with unknown locations are attached on the flexible robot body.
In order to solve the BSS problem, many methods, e.g., independent component analysis (ICA) [25, 26] have been proposed so far. Therefore, we should carefully select the most appropriate BSS algorithm based on the specific signal and acoustic characteristics assumed in the rescue robot. The dominant factors for ego-noise are the vibration sound generated by vibrating motors and fricative sounds. Thus, we assume that ego-noise can be efficiently expressed by nonnegative matrix factorization (NMF) because the time-frequency structure is obtained by repeating several types of similar spectra. In addition, because the hose-shaped rescue robot moves very slowly and the input signal is short enough for our use, the source separation using the inverse of the linear time-invariant mixing system can be available, owing to the fact that the positional relationship between the ego-noise sources and the microphones barely changes. These assumptions greatly motivate us to introduce the ILRMA [12, 16] proposed by some of the authors for the human-voice enhancement of the rescue robot. Moreover, as the separation performance is often insufficient, particularly for the purpose of actual acoustic sound separation, we propose an extended system that combines ILRMA with the statistical postfiltering technique. where w w w i,m is the demixing filter, and H is the Hermitian transpose. The optimization of the demixing matrix W W W i can be performed so that each component of y y y i j becomes mutually independent.
Overview of ILRMA
Next, the formulation of ILRMA is derived as indicated below. In ILRMA, the observed signal is represented by the correlation matrix between the channels, X i j , as
The separation model,X i j , that approximates X i j is represented as ILRMA models each sound source spectrogram as a low-rank nonnegative matrix and decomposes the sources based on their independent nature. This results in the minimization problem of the following Q function:
where the first and second terms in the right side are related to the independence of sources, and the first and third terms are related to the low-rank modeling of the sources. To minimize the Q function while keeping nonnegativity of t ik and v k j , the auxiliary function method (also known as majorization-minimization method) can be applied. The update rules of the demixing matrix W W W i to obtain the separated signal y y y i j are as follows [12] : where e e e m is the unit vector and the only m-th element equals 1. The partition function z mk , the elements of the basis matrix, t ik , and those of the activation matrix, v k j , are updated as follows.
From the equations above, we find the separated signals by updating W W W i , z mk , t ik , and v k j alternately and repeatedly. Finally, we restore the signal scale by applying a projection-back technique.
Combination of Postfiltering
In most cases of BSS-or NMF-based signal separation, a statistical postfilter is applied to attain improvement in human-voice enhancement performance. In this study, we propose to use a generalized minimum mean-square error short-time spectral amplitude (MMSE-STSA) estimator [27] . The generalized MMSE-STSA estimator calculates the spectrum gain that minimizes the average squared error between the true target signal and the estimated signal given the a priori probability distribution of the signal (see [27] for more detailed algorithm). In the estimator, it is necessary to obtain the power spectrum variance of the nontarget signal, and we can use the separated output from ILRMA, ∑ m y i j,m , where m denotes the nontarget source components, for this purpose.
Further Extension
ILRMA assumes the existence of an inverse of the mixing system, i.e., the demixing matrix should be determined as a linear time-invariant system. Therefore, the proposed method often suffers from adverse effects caused by the time-variant nature of the mixing system. To address this problem, a noise-canceler-based compensation is developed as our ongoing research, where the time-domain noise component (inverse Fourier transform of ∑ m y i j,m ) is optimally subtracted from the noisy target component based on time-variant impulse response estimation (see [28] for more details).
Another possible extension is the introduction of a basis supervision. In the application of robot audition, we can often obtain a prototype of the ego-noise signal that can be used as training data in advance. This property is very suitable for embedding the supervision spectral bases into ILRMA, encouraging the rapid convergence of the algorithm [29] .
Implementation of the Enhancement System
We implemented the two-stage human-voice enhancement system using two laptop computers. One was used for controlling the hose-shaped robot, capturing the video and audio streams, and conducting the online humanvoice enhancement. The other was used for conducting the offline human-voice enhancement. The online and offline enhancements were conducted separately on these two computers so that the offline enhancement could use the full resource of the computer. The operating system for these computers was a Linux OS called Ubuntu 14.04. 1 The entire system was implemented on Robot Operating System (ROS) [17] . ROS provides hardware abstraction and application programming interfaces (APIs) for message passing among multiple modules. A robot 1 . http://www.ubuntu.com/ [Accessed July 24, 2016] system constructed on ROS forms a network of executable programs called nodes. Each node communicates with other nodes via topics, which are data buses over which the nodes exchange messages. Each topic is named uniquely and the nodes communicate by publishing messages to a topic and subscribing to the topic. A ROS system can be easily extended to a multiple-computer system because this topic-based communication is implemented on (transmission control protocol/internet protocol) TCP/IP and the name resolution of each computer is automatically conducted by ROS with the topic name.
The online enhancement was implemented as a ROS node with a robot audition software called HARK 2 [30] . HARK provides various online signal processing modules, such as those needed for sound source localization, separation, and recognition. Because these modules are implemented by using C++ and connected with each other by function calls, HARK attains a real-time lowoverhead processing. By using a graphic user interface (GUI) tool called HARK Designer, users of HARK can easily configure the connections among the modules to make a HARK system suitable for their robots. Although most of the separation and enhancement methods implemented in HARK cannot be used with a hose-shaped robot because they assume that microphone locations are known in advance [7, 19] , we used HARK's fundamental functions such as Fourier transforms and ROS communications. We implemented online RPCA and median integration modules as HARK modules using C++ and a linear algebra library called Eigen3. 3 These modules were combined to form a single ROS node that enhances human voice in an online manner.
The offline enhancement, on the other hand, was implemented using MATLAB. 4 Because a longer time can be spent for the offline enhancement than the online one, we gave weight to the maintainability instead of the realtime processing. MATLAB provides functions for linear algebraic operations as its standard functions. Moreover, with a minimal change of the MATLAB source code, we can easily introduce multi-core processing and general-purpose computing on graphics processing units (GPGPU). Figure 7 shows a diagram of the proposed twostage human-voice enhancement system. The audio capture node captures the eight-channel synchronized audio signal with the microphone array on our robot, and publishes the signal to the audio signal topic. The HARK node, which performs the online human-voice enhancement, subscribes to the audio signal topic and publishes the enhanced signal to the enhanced signal topic. The audio signal published to the enhanced signal topic is played back by the playback node. To perform the offline enhancement, the WAV file saver node stores the audio stream published to the audio signal topic, and writes a WAV file of the last five seconds when this node is required to stop. When the operator wants an offline enhancement signal, it is obtained by quitting the WAV file saver node, running the offline enhancement, and playing back the resulting WAV file. Because the online and offline processes are conducted on different computers, their output audio signals are downmixed for presentation to the remote operator.
Experimental Evaluation
In this evaluation, the performances of online and offline enhancement methods were first evaluated separately with simulated recordings because the inputs of these two methods are different. The online enhancement is used for a streaming input and the offline enhancement is used for a short recording extracted from the streaming input. After independent evaluation of each method, they are compared using an actual recording captured in a simulated collapsed building.
Evaluation 1: Online Enhancement
This subsection reports the performance of the online human-voice enhancement.
Experimental Settings
This experiment was conducted in a mockup rubble field as shown in Fig. 8(a) . Wooden obstacles and several plastic plates were placed in the upper half space of the field. Our robot was inserted into this space from the top of the field. In this evaluation the ego-noise and target voice were recorded separately and then mixed at SNRs from −20 dB to +5 dB. The ego-noise was recorded for 60 seconds while inserting the robot into the rubble. The arrangement of the robot and the loudspeaker from which the target voice was emitted is shown in Fig. 8(b) . We tested two loudspeaker positions, i.e., middle and bottom. The target voice data consisted of two recordings of male voices and two recordings of female voices, each with duration of one minute. Low-noise target voice signals were generated by convoluting the clean voice recorded in an anechoic chamber and the impulse response recorded with the loudspeaker.
The human-voice enhancement performance was evaluated using signal-to-distortion ratio (SDR) and signalto-interference ratio (SIR) [31] . SDR measures the overall quality of the retrieved enhancement result, while SIR measures how much the interference due to the ego-noise is suppressed. They were measured using a Python library called MIR-EVAL [32] .
The proposed method (Median-ORPCA) was compared with the following three methods: histogram-based recursive level estimation (HRLE) [8] , Tip-ORPCA, and Mean-ORPCA. HRLE is one of the conventional spectrum subtraction methods. Because HRLE works with a single-channel input, we evaluated the HRLE result of the tip (8th) microphone. We used HRLE implemented in HARK. Tip-ORPCA was ORPCA applied to the recordings of the tip microphone. The results of Mean-ORPCA were the results obtained by taking mean values of all the microphone results of online RPCA. The frame length of STFT was set to 512 samples, and the frame shift length was 160 samples. The λ 1 and λ 2 of ORPCA were set to 8.0/257 × 10 −3 . The other parameters of the proposed method were decided experimentally, and those of HRLE were set to the default values of the HARK implementation.
Experimental Results
As shown in Fig. 9(a) , in both the two loudspeaker conditions, the SDRs of the proposed method were higher compared to those of the other methods at the SNR conditions between −20 dB and 0 dB. Moreover, the SIR of the proposed method was more than 8.2 dB higher than those of the other methods under all the test conditions.
The SIR measures how much the ego-noise is suppressed. As shown in Fig. 10 , the suppressed spectrogram of the proposed method contains less noise than those of the other suppressed spectrograms. As shown by the vertical-stripe patterns in Fig. 10(b) , the ego-noise changes with a frequency of 30 Hz. Because HRLE represents the ego-noise as a single-spectrogram template, it leaves the fluctuation residuals of the ego-noise as vertical-stripe patterns (Fig. 10(f) ). The result of the proposed method, on the other hand, contains less noise than those of the other methods (Fig. 10(c) ).
Evaluation 2: Offline Enhancement
The offline human-voice was evaluated in the same mockup rubble field as Evaluation 1. In this evaluation, the input signals were five-second signals including human-voice signals and ego-noise of the robot.
Experimental Settings
We developed a computationally efficient offline system to consider the real-field robot operation that requires a feasible calculation. To achieve this, in this experiment, the number of bases for each source in ILRMA was set to one which is equal to the case of independent vector analysis (IVA) [33] . Moreover, as for the postfilter, we set specific parameters in the generalized MMSE-STSA to obtain a "spectral-subtraction-type" gain estimator. Then, a smoothing technique [34] was applied to improve the sound quality. The above mentioned simplifications significantly reduced the computational cost, while avoiding serious degradation in the separation performance [35] .
The flexible robot had eight microphones with unknown locations, which recorded the observed signals consisting of one target voice signal and ego-noise. The target signal was imitated using clean male and female voice signals with real-recorded impulse responses from the source to each microphone. The multichannel egonoise signals were independently recorded with the actual dynamics of the robot, and were added into the target voice signals.
The rest of the experimental conditions is as follows. The total length of the observed signals was five seconds. The ego-noise and target voice signals were mixed at SNRs varying from −20 dB to +5 dB. The frame length of STFT was set to 2048 samples, and the frame shift length was 512 samples. The number of iterations for parameter updating in ILRMA (IVA) was 100. Figure 11 shows the SDR and SIR scores [31] for each condition, where we compare the quality of signals of observation ("Input"), simple IVA ("IVA"), and the proposed method ("IVA+Postfilter"). We can confirm that IVA can increase the SDR and SIR scores to some extent, particularly for the case of low input SNR condition, i.e., −10 dB. In addition, the proposed method significantly outperforms the other methods, resulting in 1.8-9.8 dB improvement in SDR and 11.3-18.5 dB improvement in SIR from IVA when the input SNR was between −15 dB and 0 dB. Figure 12 shows an example of spectrograms obtained in this experiment. This clarifies the significant contribution of the postfilter and shows the efficacy of the proposed combination of BSS and postfiltering.
Experimental Results
Evaluation 3: Comparison of Online and
Offline Enhancements We compared the proposed online and offline humanvoice enhancement methods using actual data recorded in a simulated collapsed building.
Experimental Settings
This experiment was conducted in a simulated collapsed building at Tohoku University, Miyagi, Japan in 2016. The simulated building consisted of three sections: 1) an attic, 2) a second floor, and 3) a first floor. As shown in Fig. 13 , the hose-shaped rescue robot was inserted into the second floor from the attic section and penetrated into the first floor. A mannequin mockup victim was placed in the first floor. This building simulated a Japanese wooden house collapsed by an earth quake. In the second floor were six fallen wooden beams, and in the first floor a wooden shelf had fallen on the mannequin. A loudspeaker was placed next to the mannequin for emitting a target voice signal (Fig. 13(c) ). The target voice signal was a recording of a female voice that was 30-second long. We recorded the target voice signal while the vibrators of the robot were turned on. The online and offline systems were compared using perceptual evaluation of speech quality (PESQ) [36] . PESQ is designed for evaluating the speech quality in telephones and telecommunication. As the original PESQ only measures the frequency band from 300 Hz to 3.5 kHz, we used an extension of PESQ called wideband-PESQ which measures the frequency band from 100 Hz to 7.0 kHz. The wideband-PESQ performance is represented in mean opinion scores of listening quality objective (MOS-LQO), which range from 1.02 to 4.56. Table 1 shows the PESQ results of the proposed online and offline enhancement methods. The online enhancement improves by 0.034 in MOS-LQO from the raw input recording. Moreover, the offline enhancement improves by 0.137 in MOS-LQO from the raw input. As shown in Fig. 14 , both the online and offline methods reduce the ego-noise of the robot and enhance the human-voice. The result of the online enhancement has musical noise appearing as salt-and-pepper noise in the spectrogram. The result of the offline enhancement has much less musical noise than the online result. Because of the difference in processing time, our system usually outputs online enhancement results, and outputs an offline result of a short-time recording only when the operator wants a clearer result. It should be noted that in the offline enhancement, our target value for the real-time factor is less than four (e.g., five-second data should be processed within 20 seconds), and consequently we should limit the number of iterations in the IVA part within 20. The resultant computational time spent in this signal separation experiment was approximately 17 seconds for the IVA part and 1 second for the postfiltering part or a total of less than 20 seconds using an Intel Core i5-5200U (2-core, 2.20 GHz) laptop computer. Thus, this system achieves the target real-time factor of four. On the other hand, in the online enhancement, our target value for the real-time factor is less than one. The elapsed time for the online enhancement of a 60-second input signal using an Intel Core i7-4500 CPU (2-core, 1.8 GHz) laptop computer was 41 seconds. This value was small enough to allow the online enhancement to work in real time.
Experimental Results
Conclusion
This paper presented the two-stage human-voice enhancement system for a hose-shaped rescue robot. Our system combines online and offline human-voice enhancement to achieve low latency and high quality. The online enhancement is used for searching for a victim in real-time while the offline one facilitates scrutiny by listening to highly enhanced human voices. The online enhancement is conducted by applying online RPCA to each microphone recording and combining the results. The offline enhancement is conducted by applying ILRMA and postfiltering. These two methods were integrated on ROS for attaining a real-time system, multi-computer processing, and buffering audio recordings. The experimental results showed that both online and offline enhancement methods outperformed the conventional methods.
We have two directions for future research, namely, 1) developing an efficient GUI, and 2) developing an automatic voice activity detection (VAD). As the current system provides only a command line interface and enhanced audio signal, the usability of our system could be improved by implementing a GUI that can switch the online and offline enhancement and visualize the enhancement results. Furthermore, by conducting VAD to the online enhancement results, our system could be able to indicate the existence of a victim to the operator, and speculatively conduct the offline enhancement before the operator manually switches to it. Our system will be further improved by visualizing the VAD results and the speculative offline results.
