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Probability distributions related to tilings of
non-convex Polygons
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Abstract
This paper is based on the study of random lozenge tilings of
non-convex polygonal regions with interacting non-convexities (cuts)
and the corresponding asymptotic kernel as in [3] and [4] (discrete
tacnode kernel). Here this kernel is used to the find the probability
distributions and joint probability distributions for the fluctuation of
tiles along lines in between the cuts. These distributions are new.
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Dedicated to the memory of Ludvig Faddeev
1 The discrete tacnode kernel and main re-
sult
Domino or lozenge tilings of large geometric shapes constitute a rich source
of new statistical phenomena: they have sufficient complexity to have in-
teresting features and yet are simple enough to be tractable! Most models
studied sofar display two phases, a solid phase with a bricklike pattern, and
a liquid phase, for which the correlations decay polynomially with distance.
More recently, new models were considered having an additional phase, a
gas phase, for which the correlations decay exponentially with distance.
This paper will deal with a model having the two phases, solid and liquid.
A celebrated example goes back to MacMahon [21] in 1911, who found a
simple combinatorial formula for the number of lozenge tilings of a hexagon
of sides a, b, c, a, b, c. This model has been widely studied and extended from
the macroscopic point of view, but also from the microscopic point of view
[8, 12, 13, 7]. For tilings of hexagons, everything is known: when the size
gets large, an arctic ellipse, inscribed in the hexagon, separates the liquid
phase and the solid phases appearing in the six corners of the hexagon. The
liquid phase behaves like a Gaussian Free Field, the statistical fluctuations
of the tiles along the ellipse fluctuate according to the Airy process[14].
The tiles in the neighborhood of the tangency points of the arctic ellipse
with the hexagon behave as the eigenvalues of the consecutive principal
minors of a GUE-matrix (GUE-minor process) [15]. They are all universal
distributions, in the sense that they have been found in entirely different
circumstances as well. They are also known to occur at critical points along
the boundary between phases. The universal distributions are ”integrable”:
many of them relate to known integrable systems, like KdV equation, the
Boussinesq equation, Toda lattices, etc... or they can be treated by means
of Riemann-Hilbert methods.
This paper written in memory of Ludvig Faddeev is a tribute to his pio-
neering contributions to the integrable field. In 1970-71, he gave a lecture at
Rockefeller University in NY on the KdV equation, showing that KdV is a
completely integrable Hamiltonian system, and that the map to the spectral
data is symplectic. His brilliant lecture triggered the interest and inspiration
of one of the authors of this paper (PvM): thank you, Ludvig!
Domino tilings of Aztec diamonds have also been extensively studied
from the combinatorial point of view and from the microscopic point of
view [10, 11, 18, 24, 12, 14].
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Fig.1: Lozenge tiling of a hexagon with cuts.
ρ
Fig.2: Computer simulation of lozenge tilings of a hexagon, with b =
30, c = 60, n1 = 50, n2 = 30, d = 20, m1 = 20, m2 = 60. The strip {ρ} of
width ρ = n1 −m1 + b − d = 10 contains r = b − d paths of blue and red
tiles.
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Fig. 3: Affine transformation of Fig.1.
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Fig. 4. Tiling of a hexagon with two opposite cuts of equal size (Two-
cut case), with red, blue and green tiles. Here d = 2, n1 = n2 = 5, m1 =
4, m2 = 6, b = 3, c = 7, and thus r = 1, ρ = 2. The (m,x)-coordinates
have their origin at the black dot on the bottom-axis m = 0 and the (η, ξ)-
coordinates at the circle given by (m,x) = (0,−1
2
).
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Do lozenge tilings of different geometric shapes lead to other universal
distributions? Yes, they do. This is what this paper is about. Indeed,
consider a lozenge tiling of a hexagon with cuts along opposite sides, with
blue, red and green tiles as pictured in Fig. 1. Letting the shape become
large and the cuts as well (Fig.2), a computer random simulation shows
-roughly speaking- the appearance of two inscribed ellipses in two “near-
hexagons” connected with paths of blue and red tiles in a sea of green tiles.
These paths traverse a strip obtained by extending linearly two parallel
sides of the cuts. The purpose of this paper is to determine the distribution
of the blue tiles along lines parallel to the strip and joint distributions
along two such lines, for an appropriate scaling of the polygon and the cuts.
Domino tilings of non-convex figures have also been studied before; e.g. in
[19, 20, 2, 1, 5]. This paper is based and is a follow-up of papers [3, 4]; see
also [6, 9, 16, 22, 23]
To find out such a statistics for the lozenge tilings, we first need to
determine the correlation kernel for the finite problem, in particular showing
that the point process of blue tiles (replaced by blue dots in the middle of
the tiles) along the parallel lines, mentioned above, is determinantal, with
an explicitly given correlation kernel Kblue(ξ1, η1; ξ2, η2), in the variables η, ξ
(to be explained later). For convenience of coordinates, we perform an affine
transformation of Fig. 1 to obtain Fig. 3. This leads us to consider the
basic model, as depicted in Fig. 4, with upper-edge n1, n2 with a cut of
size d, with lower-edge m1,m2 also with a cut of size d, the two remaining
parallel edges having sizes b and c. The oblique lines parallel to the strip,
named {ρ} of width ρ (given in formula (1) below), will be parametrized
by the (integer) coordinate −d ≤ η ≤ m1 + m2 + b, as seen in Fig. 4, with
(integer) running variable ξ along those lines. The precise coordinates (η, ξ)
will be given in (15). It is easily shown that the number of blue dots along
the ρ+1 parallel lines within and at the boundary of the strip {ρ} is always
the same and equals r := b− d. So,
fixing
{
ρ = n1 −m1 + b− d = m2 − n2 + b− d = {width of the strip {ρ}}
r = b− d = #{blue dots on the parallel lines in the strip {ρ}},
(1)
we let the following data go to infinity together, according to the following
scaling:
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(i) Scaling of geometrical data: letting the size of the cuts = d→∞,
b = d+ r c = κd
m1 =
κ+1
κ−1(d+
√
κ
κ−1β1
√
d+ γ1) n1 = m1 + (ρ− r)
m2 =
κ+1
κ−1(d+
√
κ
κ−1β2
√
d+ γ2) n2 = m2 − (ρ− r),
β = −β1 − β2, 1 < κ < 3, βi, γi = free parameters
(ii) Scaling of running variables: (ηi, ξi) ∈ Z2 → (τi, θi) ∈ (Z × R), about
the point (η0, ξ0) given by the black dot in Fig. 4, (halfway point along the
left boundary of the strip {ρ} shifted by (−1
2
, 1
2
)), upon setting a = 2
√
κ
κ−1 ,
(ηi, ξi) = (η0, ξ0) + (τi,
κ+1
a
(θi + β2)
√
d) with (η0, ξ0) = (m1, N −m1 − 1).
(2)
The main statement of the paper is based on the following asymptotic result:
Proposition 1.1 (Adler, Johansson, van Moerbeke [3, 4])Given the scaling
above, applied to the correlation kernel Kblue of blue dots, it is shown that
lim
d→∞
(−1)12 (η1+ξ1−η2−ξ2)
(√
d
κ+ 1
2a
)η2−η1
Kblue(η1, ξ1; η2, ξ2)
1
2
∆ξ2
= LdTac(τ1, θ1; τ2, θ2)dθ2,
(3)
where
LdTac(τ1, θ1; τ2, θ2) := KGUE(τ1−ρ,−θ1; τ2−ρ,−θ2)
+
∮
Γ0
du
(2pii)2
∮
↑L0+
dv
v − u
vτ2−ρ
uτ1−ρ
e−u
2−θ1u
e−v2−θ2v
Θr(u, v)−Θr(0, 0)
Θr(0, 0)
+ r
∮
↑L0+
du
(2pii)2
∮
↑L0+
dv
vτ2−ρ
uτ1
eu
2−(θ1−β)u
e−v2−θ2v
Θ+r−1(u, v)
Θr(0, 0)
+
∮
Γ0
du
(2pii)2
∮
↑L0+
dv
v − u
v−τ1
u−τ2
e−u
2+(θ2−β)u
e−v2+(θ1−β)v
Θr(u, v)
Θr(0, 0)
− 1
r+1
∮
Γ0
du
(2pii)2
∮
Γ0
dv
vτ2
uτ1−ρ
e−u
2−θ1u
ev2−(θ2−β)v
Θ−r+1(u, v)
Θr(0, 0)
=: KGUE(τ1−ρ,−θ1; τ2−ρ,−θ2) +
4∑
1
LdTaci (τ1, θ1; τ2, θ2),
(4)
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where KGUE is the GUE-minor kernel, and where the Θ±k are k-fold multiple
integrals, to be give in (16). The integrations are taken along upwards ori-
ented vertical lines ↑ L0+ to the right of a (counterclock) contour Γ0 about
the origin and with the basic integers r and ρ. Finally the kernel satisfies
the following involution:
LdTac(τ1, θ1; τ2, θ2) = LdTac(ρ− τ2, β − θ2; ρ− τ1, β − θ1). (5)
Given τ ∈ Z≥0, define:
z(τ) = (z(τ)n ≤ · · · ≤ z(τ)1 ), where n = nτ := (τ − ρ)>0 + r (6)
together with the polytope (truncated cone) of interlacing sets1 for given
x = x(τ1) and y = y(τ2)
C(τ1,x; τ2,y) :=
{
z(τ1) ≺ z(τ1+1) ≺ · · · ≺ z(τ2−1) ≺ z(τ2),
with z(τ1) = x and z(τ2) = y
}
with uniform measure on C(τ1,x; τ2,y) (Lebesgue measure)
dµxy(z
(τ1+1), . . . , z(τ2−1)) =
( ∏
τ1<τ<τ2
dz(τ)
)
1z(τ1)≺···≺z(τ2) with dz
(τ) =
nτ∏
i=1
dz
(τ)
i .
The volume of C(τ1,x; τ2,y) is then given by
Vol(C(τ1,x; τ2,y)) =
∫
C(τ1,x;τ2,y)
dµxy(z
(τ1+1), . . . , z(τ2−1)). (7)
In order to state the main theorem, we define, besides the usual Wronskian
∆n(y), Wronskian-like determinants, for x := (x1, . . . , xn). The definition
will depend on whether 0 ≤ τ ≤ ρ or τ > ρ. When 0 ≤ τ ≤ ρ, we use
the first expression ∆˜
(τ≤ρ)
r,τ (x) and when τ > ρ, the matrix in ∆˜
(τ>ρ)
n,τ has a
regular Wronskian part of size equal to the distance between τ and the strip
1 with
z ≺ u for z, u ∈ Rn meaning zn ≤ un ≤ zn−1 ≤ un−1 ≤ · · · ≤ z1 ≤ u1,
z ≺ u for z ∈ Rn and u ∈ Rn+1 meaning un+1 ≤ zn ≤ un ≤ zn−1 ≤ un−1 ≤ · · · ≤ z1 ≤ u1.
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{ρ}, where one adjoins the matrix in ∆˜(τ≤ρ)r,τ accounting for the strip:
∆˜(τ≤ρ)r,τ (x) = det
 Φτ−1(xj)...
Φτ−r(xj)

j=1,...,r
, ∆˜(τ>ρ)n,τ (x) = det

1
xj
...
xτ−ρ−1j
Φτ−1(xj)
...
Φτ−r(xj)

j=1,...,n
,
(8)
where Φn(η) is a Gaussian-type integral along a vertical complex line given
by
Φn(η) :=
1
2pii
∫
L
ev
2+2ηv
vn+1
dv. (9)
Also define2
D(τ1,x
(τ1); τ2,y
(τ2)) :=

Cτ1,τ2,r∆˜
(τ1>ρ)
n1,τ1 (x +
β
2
)
(∏n2
i=1
e−y
2
i√
pi
)
∆n2(y)
for ρ ≤ τ1 ≤ τ2
C ′τ1,τ2,r∆˜
(τ1≤ρ)
n1,τ1 (x +
β
2
)∆˜
(τ2≤ρ)
n2,ρ−τ2(−y)
for 0 ≤ τ1 ≤ τ2 ≤ ρ and n1 = n2 = r,
(10)
with
Cτ1,τ2,r :=
(−1) 12n1(n1−1)2−n1r
(−1) 12n2(n2−1)2−n2r
√
2
(n2−r)(n2−r−1)∏n1−r−1
k=0 k!
det(Γ˜
(r−1)
k,` )0≤k,`≤r−1
C ′τ1,τ2,r := 2
r(τ2−τ1+1) det
(
Γ˜
(r−1)
k,`
)
0≤k,`≤r−1
,
(11)
where Γ˜
(r−1)
k,` are r − 1-fold integrals given later in (27). Throughout the
paper, it will be more convenient to replace the variables θi in the kernel
LdTac(τ1, θ1; τ2, θ2) by new variables x and y already used in (8), (9) and
(10), namely :
θ1 = −2x and θ2 = −2y. (12)
2In the formula below, we set x+ β2 := (xn1 +
β
2 , . . . , x1 +
β
2 ).
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The main statement reads as follows:
Theorem 1.2 The distribution of the blue tiles at position x = x(τ) along
level τ ≥ 0 and their joint distribution at x = x(τ1) and y = y(τ2) along
levels 0 ≤ τ1 ≤ τ2 are given by:
P
(
x(τ) ∈ dx ) = D(τ,x; τ,x)dx, for τ ≥ 0
P
(
x(τ1) ∈ dx and y(τ2) ∈ dy ) = D(τ1,x; τ2,y)Vol(C(τ1,x; τ2,y))dxdy,
for 0 ≤ τ1 < τ2 ≤ ρ or ρ < τ1 < τ2.
(13)
The involution (5) enables one to obtain similar formulas for τ2 < τ1 < 0.
For future use, the density of the probabilities above will be denoted by
p (τ,x) and p (τ1,x1; τ2,x2).
Corollary 1.3 The joint probability of the blue tiles at all levels between τ1
and τ2 for τ1 < τ2 equals
P
(
x(τ1) ∈ dx(τ1), z(τ1+1) ∈ dz(τ1+1), . . . , z(τ2−1) ∈ dz(τ2−1), y(τ2) ∈ dy(τ2))
= D(τ1,x
(τ1); τ2,y
(τ2))dx(τ1) dx(τ2)dµx(τ1)y(τ2)(z
(τ1+1), . . . , z(τ2−1)).
(14)
This is a consequence of the Gibbs property which expresses the fact that
given the positions of the blue tiles along two levels τ1 < τ2, the positions
of the blue tiles in between are uniformly distributed, while respecting the
interlacing. This is easily seen to hold in the discrete case of Fig. 4, using
the height function given in [3] and similar arguments for the Gibbs property
given in [1], section 4. The property is obviously maintained in the scaling
limit of Proposition 1.1.
Remark 1: The joint probability is computed here for the two cases 0 ≤
τ1 < τ2 ≤ ρ and ρ < τ1 < τ2. It is still an open problem to obtain the joint
probability for other circumstances, like e.g., 0 ≤ τ1 < ρ < τ2 or τ1 < 0 < τ2.
Remark 2: When ρ = r, i.e., when n1 = m1 and n2 = m2 from (1), the
limiting distribution (13) has appeared in domino tilings of overlapping
Aztec diamonds [5]. It suggests that the discrete tacnode kernel (4) is more
general than the tacnode kernel for overlapping Aztec diamonds obtained
in [1].
9
2 Some background on the discrete tacnode
kernel
The affine map of Fig.1 leading to Figs. 3 or 4 will enable us to describe the
tilings by convenient systems of coordinates (m,x) and (η, ξ), related by
η = m+x+ 1
2
, ξ = m−x− 1
2
⇔ m = 1
2
(η+ξ), x = 1
2
(η−ξ−1). (15)
where 1 ≤ m ≤ N are the horizontal (dotted) lines in Fig. 4 and x the
running integer variable along those lines. The integers along the bottom
line /∈ P are labeled by y1 > y2 > · · · > yd+N , with y1 = m1 − 1, yd =
m1 − d, yd+1 = −d − 1, yd+N = −d − N . The integers along the top line
/∈ P are labeled by x1 > x2 > · · · > xd+N , with x1 = m1 + m2 − 1, xc =
m1 + m2 − c, xc+1 = n1 − c − 1, xc+d = n1 − c − d, xd+N = −d − N . As
mentioned, the coordinate −d ≤ η ≤ m1 +m2 + b parametrizes the oblique
lines parallel to the strip {ρ}, with ξ being the running variable along those
lines. Notice that the cuts are taken care of by filling them up with red
tiles, as seen in Fig. 4.
In [3], we considered two different discrete-time processes, which we
show to be determinantal : a Kred-point process of red tiles situated along
the horizontal lines 0 ≤ m ≤ N , and the aforementioned Kblue-point process
of blue tiles along the oblique lines −d+ 1 ≤ η ≤ m1 +m2 + b− 1; see Fig.
4. The Kblue-kernel is the determinantal processes of blue dots belonging
to the intersection of the parallel oblique lines x + m = k − 1
2
with the
horizontal lines m = `− 1
2
for k, ` ∈ Z; so the blue dots are parametrized by
(η, ξ) = (k, 2`− k− 1) ∈ Z2, with (k, `) as above. It follows that the (η, ξ)-
coordinates of the blue dots satisfy ξ+ η = 1, 3, . . . , 2N − 1. In [3, 4] it was
shown that the two kernels Kred and Kblue are intimately related through
the fact that Kred is, up to a sign, the inverse of the Kasteleyn matrix
[17] (adjacency matrix) for the dimer model constructed on the honeycomb
lattice. One first computes the Kred-kernel and then deduce the Kblue-kernel
from the Kasteleyn matrix.
As pointed out in Theorem 1.1, the discrete tacnode kernel LdTac-kernel
(4) is the scaling limit of the Kblue-kernel and is given in terms of the GUE-
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minor kernel, and multiple integrals Θk, given by:
KGUE(n1, x1;n2, x2) := −Hn1−n2(x1 − x2) +
∮
Γ0
du
(2pii)2
∮
↑L0+
dv
v − u
vn2
un1
e−u
2+x1u
e−v2+x2v
Θr(u, v) :=
[
r∏
1
∮
↑L0+
e2w
2
α+βwα
wρα
(
v−wα
u−wα
)
dwα
2pii
]
∆2r(w1, . . . , wr)
Θ±r∓1(u, v) :=
[
r∓1∏
1
∮
↑L0+
e2w
2
α+βwα
wρα
((v−wα) (u−wα))±1 dwα
2pii
]
∆2r∓1(w1, . . . , wr∓1).
Hm(z) :=
zm−1
(m− 1)!1z≥01m≥1, (Heaviside function)
(16)
In Section 2 of [4], it was shown that in the scaling limit, each level τ ≥ 0
carries3
n = (τ − ρ)>0 + r (17)
blue dots. That is to say within the strip and on its boundary the oblique
lines 0 ≤ τ ≤ ρ carry r blue dots and then on either side, the numbers go
up by 1.
3 Volume of truncated polytopes
Define the standard Hermite polynomials Hn, related polynomials H˜n and
Pn :
Hn(x) := n!
∮
Γ0
e−z
2+2xz dz
2piizn+1
= 2n+1
√
piex
2
∫
L
ew
2−2xwwn
dw
2pii
= (2x)n + . . .
H˜n(x) :=
Hn(x)
n!
= 2
n
n!
xn + . . . , Ĥn(x) :=
Hn(x)
2n+1
= 1
2
xn + . . . , H¯n(x) :=
Hn(x)
2nn!
= x
n
n!
+ . . .
Pn(x) :=
1
n! in
Hn(ix) =
1
in
H˜n(ix) for n ≥ 0
(18)
with H0 = H˜0 = P0 = 1 and
Hn(x) = H˜n(x) = Pn(x) = 0 for n < 0. (19)
3with (τ − ρ)>0 := 1τ>ρ(τ − ρ).
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The integral Φn, given in (9), has the following well-known form
4:
Φn(η) :=
1
2pii
∫
L
ev
2+2ηv
vn+1
dv =
e−η
2
√
pi
2n ×

∫ ∞
0
ξn
n!
e−ξ
2+2ξηdξ , n ≥ 0
H−n−1(−η) , n ≤ −1
(20)
Lemma 3.1 The following holds for 0 ≤ τ1 < τ2:
Vol (C(τ1, x; τ2, y))
= det
(
Hτ2−τ1(yi−x1), . . . ,Hτ2−τ1(yi−xn1), H¯n2−n1−1(yi), . . . , H¯0(yi)
)
1≤i≤n2
(21)
Notice that for for 0 ≤ τ1 < τ2 ≤ ρ, the Hermite part is totally absent, since
then n1 = n2 = r.
Corollary 3.2 For ρ < τ1 < τ2, Vol (C(τ1, x; τ2, y)) can also be written as:
Vol (C(τ1, x; τ2, y))
=(−1) 12 (n2−n1)(n2+n1−1)
det
(
H¯0(yi), . . . , H¯n2−n1−1(yi),Hτ2−τ1(yi−x1), . . . ,Hτ2−τ1(yi−xn1)
)
1≤i≤n2
(22)
Proof: The proof proceeds by induction: at first, for n2 = n1 + 1 and
τ2 = τ1 + 1, the right hand side of (21) reads, using H¯0(yi) = 1 and setting
xn1+1 = −∞,
det
(
H1(yi−x1), . . . ,H1(yi−xn1), 1
)
1≤i≤n1+1
= det
(
1x1≤yi , . . . ,1xn1≤yi , 1
)
1≤i≤n1+1
= det
(
1x1≤yi , . . . ,1xn1≤yi ,1xn1+1≤yi
)
1≤i≤n1+1
= 1xy = Vol(C(τ1, x; τ1 + 1, y)).
Next, given the formula (21), we show its validity for τ2 7→ τ2 + 1 and
n2 7→ n2 + 1. Indeed, setting u = (un2+1, un2 , . . . , u1)  y, the volume
4See e.g. [5], section 4.1.
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Vol(C(n1, x;n2 + 1, u)) can be computed in terms of Vol(C(n1, x;n2, y)),
which by the inductive step equals formula (21):
Vol(C(τ1, x; τ2 + 1, u))
=
∫ un2
un2+1
dyn2· · ·
∫ uk
uk+1
dyk· · ·
∫ u1
u2
dy1Vol(C(τ1, x; τ2, y))
=
∫ un2
un2+1
dyn2· · ·
∫ uk
uk+1
dyk· · ·
∫ u1
u2
dy1
det
(
Hτ2−τ1(yi−x1), . . . ,Hτ2−τ1(yi−xn1), H¯n2−n1−1(yi), . . . , H¯0(yi)
)
1≤i≤n2
= det
((∫ ui
ui+1
dyiHτ2−τ1(yi−xj)
)
1≤i≤n2
1≤j≤n1
(∫ ui
ui+1
dyiH¯n2−j(yi)
)
1≤i≤n2
n1+1≤j≤n2
)
∗
= det
((
aij − ai+1,j
)
1≤i,j≤n2
)
= det
(aij) 1≤i≤n2+1
1≤j≤n2
H¯0
...
H¯0
 , since H¯0 = 1,
(23)
where in
∗
= we use the identities below; noticing that in (21), we may replace
momentarily H¯n(x) 7→ H¯n(x) = 1n!Hn(x/2) = x
n
n!
+ . . . without changing the
volume. It has the advantage that H¯ ′n(x) = H¯n−1(x); this will be used in
the second formula below:∫ ui
ui+1
dyiH(τ2−τ1)(yi − xj) = H(τ2−τ1+1)(ui − xj)−H(τ2−τ1+1)(ui+1 − xj))
=: ai,j − ai+1,j, for 1 ≤ j ≤ n1,∫ ui
ui+1
dyiH¯n2−j(yi−xn1) = H¯n2−j+1(ui)− H¯n2−j+1(ui+1))
=: ai,j − ai+1,j, for n1 + 1 ≤ j ≤ n2,
establishing the first formula of Lemma 3.1 for ρ ≤ τ1 ≤ τ2. The case
0 ≤ τ1 ≤ τ2 ≤ ρ proceeds along similar lines. As to the corollary and formula
(22) : the H¯i have to be permuted and passed though the H(τ2−τ1+1)(yi −
xj)’s; this produces
1
2
(n2−n1)(n2−n1− 1) +n1(n2−n1) = 12(n2−n1)(n2 +
n1 − 1) sign changes.
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4 Expressing the joint density as the prod-
uct of two determinants
Instead of the kernel LdTac(τ1, θ1; τ2, θ2), it will be more convenient to con-
sider the kernel L˜dTac in the new variables x and y, as mentioned in (12):
L˜dTac(τ1, x; τ2, y) = e
y2
2 LdTac(τ1,−2x; τ2,−2y)e−x
2
2 (24)
Given ni points at level τi, the following probability can be expressed in
terms of the discrete tacnode kernel L˜dTac, given in (24), as
P
(
θ1,i ∈ dθ1,i, belonging to level τ1, for 1 ≤ i ≤ n1,
θ2,i ∈ dθ2,i, belonging to level τ2, for 1 ≤ j ≤ n2
)
= det
(
(LdTac(τ1, θ1,i; τ1, θ1,j))1≤i,j≤n1 (L
dTac(τ1, θ1,i; τ2, θ2,j)) 1≤i≤n1
1≤j≤n2
(LdTac(τ2, θ2,i; τ1, θ1,j)) 1≤i≤n2
1≤j≤n1
(LdTac(τ2, θ2,i; τ2, θ2,j))1≤i,j≤n2
)
n1∏
i=1
dθ1,i
n2∏
j=1
dθ2,j
= det

(
L˜dTac(τ1, xi; τ1, xj)
)
1≤i,j≤n1
(
L˜dTac(τ1, xi; τ2, yj)
)
1≤i≤n1
1≤j≤n2(
L˜dTac(τ2, yi; τ1, xj)
)
1≤i≤n2
1≤j≤n1
(
L˜dTac(τ2, yi; τ2, yj)
)
1≤i,j≤n2

∣∣∣(−2)n1+n2∣∣∣ n1∏
i=1
dxi
n2∏
j=1
dyj
=: p(τ1,x; τ2,y)
n1∏
i=1
dxi
n2∏
j=1
dyj
(25)
with density p(τ1,x; τ2,y).
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Proposition 4.1 For τ1, τ2 ≥ ρ, we have
L˜dTac(τ1, x; τ2, y)
=e
y2
2 LdTac(τ1,−2x; τ2,−2y)e−x
2
2
=
1√
pi
τ1−ρ+r−1∑
α=τ1−ρ
e−
x2
2 G(τ1)α (x)e
− y2
2 Ĥα−τ1+τ2(y)
+
1√
pi
τ1−ρ−1∑
α=max(0,τ1−τ2)
e−
x2
2 H˜α(x)e
− y2
2 Ĥα−τ1+τ2(y)
+ 1τ1>τ2e
−x2
2
(
−Hτ1−τ2(2(x− y)) +
τ1−τ2−1∑
α=0
H˜α(x)Φτ1−τ2−α−1(−y)
)
e
y2
2
(26)
where
Γ
(r)
`,k(β) :=
(−1)`+1
Θr(0, 0)
[
r∏
α=1
∮
↑L0+
e2w
2
α+βwα
wρ+1α
dwα
2pii
]
∆2r(w)σ
(r)
r−`−1(w)hk(w
−1)
(27)
Γ˜
(r−1)
`,k (β) :=
(−1)`+kr
Θr(0, 0)
[
r−1∏
α=1
∮
↑L0+
e2w
2
α+βwα
wρα
dwα
2pii
]
∆2r−1(w)σ
(r−1)
r−`−1(w)σ
(r−1)
r−k−1(w),
and
G
(τ1)
τ1−ρ+k(x) :=
τ1−ρ−1∑
i=0
Ck,iH˜i(x) +
r−1∑
i=0
Γ˜
(r−1)
k,i (β)Φτ1−i−1(x+
β
2
)
with
Ck,α :=
min(τ1−ρ−α−1,r−k−1)∑
`′=0
Γ
(r)
`′+k,τ1−ρ−`′−α−1(β). (28)
Proof: For τ1, τ2 ≥ ρ, the only surviving terms in (4) are KGUE and
LdTaci (τ1, θ1; τ2, θ2) for i = 1, 2.
(i) Expression for KGUE(τ1−ρ,−θ1; τ2−ρ,−θ2). Using the formulas (18)
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and (20), we have for the GUE-kernel KGUE:5
KGUE(τ1−ρ,−θ1; τ2−ρ,−θ2) +Hτ1−τ2(θ2 − θ1)
=
τ1−ρ−1∑
j=0
∮
Γ0
du
2pii
e−u
2−θ1u
uτ1−ρ−j
∮
L0+
dv
2pii
ev
2+θ2v
vρ−τ2+j+1
∗
= (1τ1≤τ2 + 1τ1>τ2)
τ1−ρ−1∑
j=0
H˜τ1−ρ−j−1(− θ12 )Φρ−τ2+j( θ22 )
=
e−
θ22
4√
pi
min(τ1,τ2)∑
j=ρ+1
H˜τ1−j(− θ12 )Ĥτ2−j(− θ22 )
+ 1τ1>τ2
τ1−1∑
j=τ2
H˜τ1−j−1(− θ12 )Φj−τ2( θ22 ).
(29)
(ii) Expressions for LdTaci (τ1, θ1; τ2, θ2) for i = 1, 2. At first we express
the polynomial P
(w)
r (z) of degree r (defined below) and its inverse in terms
of symmetric functions,
P (w)r (z) :=
r∏
1
(z − wα) =
r∑
`=0
(−1)r−`σ(r)r−`(w)z`
P (w)r (z)
−1 =
1∏r
1(−wα)
r∏
α=1
1
1− z
wα
=
(−1)r∏r
1wα
∞∑
k=0
hk(w
−1)zk,
and thus
P
(w)
r (v)− P (w)r (u)
(v − u)P (w)r (u)
=
1∏r
1wα
r−1∑
`=0
∞∑
k=0
(−1)`+1σ(r)r−`−1(w)hk(w−1)
∑
i+j=`
viuj+k.
This is used in the formula for LdTaci for i = 1, 2; indeed:
Θr(u, v)−Θr(0, 0)
(v − u)Θr(0, 0) :=
[
r∏
α=1
∮
↑L0+
e2w
2
α+βwα
wρα
dwα
2pii
](
P
(w)
r (v)− P (w)r (u)
(v − u)P (w)r (u)
)
∆2r(w)
Θr(0, 0)
=
r−1∑
`=0
∑
i+j=`
∞∑
k=0
viuj+kΓ
(r)
`,k(β),
5 In
∗
=, when τ1 ≤ τ2, then Φ’s subscript ρ− τ2 + j ≤ −1 for all 0 ≤ j ≤ τ1 − ρ− 1.
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r
Θ+r−1(u, v)
Θr(0, 0)
:=
1
Θr(0, 0)
[
r−1∏
1
∮
↑L0+
e2w
2
α+βwα
wρα
((v−wα) (u−wα)) dwα
2pii
]
∆r−1(w)
=
∑
0≤k,`≤r−1
vku`Γ˜
(r−1)
k,` (β)
where Γ
(r)
`,k(β) and Γ˜
(r−1)
`,k (β) are defined in (27).
Using these expressions and referring to Ck,α as in (28), we have
LdTac1 (τ1, θ1; τ2, θ2)
=
∮
Γ0
du
(2pii)2
∮
↑L0+
dv
vτ2−ρ
uτ1−ρ
e−u
2−θ1u
e−v2−θ2v
Θr(u, v)−Θr(0, 0)
(v − u)Θr(0, 0)
=
r−1∑
`=0
∑
i+j=`
∞∑
k=0
∮
Γ0
du
(2pii)2
∮
↑L0+
dv
vτ2−ρ+i
uτ1−ρ−j−k
e−u
2−θ1u
e−v2−θ2v
Γ
(r)
`,k(β)
=
e−
θ22
4√
pi
r−1∑
`=0
∑
i+j=`
τ1−ρ−j−1∑
k=0
H˜τ1−ρ−j−k−1(− θ12 )Ĥτ2−ρ+i(− θ22 )Γ(r)`,k(β)
=
e−
θ22
4√
pi
r−1∑
k=0
Ĥτ2−ρ+k(− θ22 )
r−1∑
`=k
τ1−ρ−(`−k)−1∑
α=0
H˜α(− θ12 )Γ(r)`,τ1−ρ−(`−k)−α−1(β)
=
e−
θ22
4√
pi
r−1∑
k=0
Ĥτ2−ρ+k(− θ22 )
×
min(r−1,τ1−ρ+k−1)∑
`=k
τ1−ρ−(`−k)−1∑
α=0
H˜α(− θ12 )Γ(r)`,τ1−ρ−(`−k)−α−1(β)
=
e−
θ22
4√
pi
r−1∑
k=0
Ĥτ2−ρ+k(− θ22 )
×
τ1−ρ−1∑
α=0
H˜α(− θ12 )
min(τ1−ρ−α−1,r−k−1)∑
`′=0
Γ
(r)
`′+k,τ1−ρ−`′−α−1(β)
=:
e−
θ22
4√
pi
r−1∑
k=0
Ĥτ2−ρ+k(− θ22 )
τ1−ρ−1∑
α=0
Ck,αH˜α(− θ12 ),
(30)
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and
LdTac2 (τ1, θ1; τ2, θ2)
=
∮
↑L0+
du
(2pii)2
∮
↑L0+
dv
vτ2−ρ
uτ1
eu
2−(θ1−β)u
e−v2−θ2v
rΘ+r−1(u, v)
Θr(0, 0)
=
∑
0≤k,`≤r−1
Γ˜
(r−1)
k,` (β)
∮
L0+
du
(2pii)2
∮
L0+
dv
vτ2−ρ+k
uτ1−`
eu
2−(θ1−β)u
e−v2−θ2v
=
∑
0≤k,`≤r−1
Γ˜
(r−1)
k,` (β)Φτ1−`−1(
β−θ1
2
)Φρ−τ2−k−1(
θ2
2
)
(τ2≥ρ)
=
e−
θ22
4√
pi
r−1∑
k=0
Ĥτ2−ρ+k(− θ22 )
∑
0≤`≤r−1
Γ˜
(r−1)
k,` (β)Φτ1−`−1(
β−θ1
2
).
(31)
Adding the three formulas (29), (30) and (31), setting θ1 = −2x and θ2 =
−2y, changing the summing index to α = τ1−j−1 in (29) and α = τ1−ρ+k
in both (30) and (31) and conjugating by e−
x2
2 and e
y2
2 , we find that formula
(4) becomes (26) for τ1, τ2 ≥ ρ, ending the proof of proposition 4.1.
Proposition 4.2 For 0 ≤ τ1 < τ2, the two-level density is given by
1
2n1+n2
p(τ1,x; τ2,y)
= det
(
(A>1 (xi)B1(xj))1≤i,j≤n1 (A
>
1 (xi)B2(yj)) 1≤i≤n1
1≤j≤n2
(A>2 (yi)B1(xj)) 1≤i≤n2
1≤j≤n1
(A>2 (yi)B2(yj))1≤i,j≤n2
)
= det (〈Aα,Bβ〉)1≤α,β≤n1+n2 = det (A) det (B)
(32)
where Ai and Bi ∈ Cn1+n2 are column-vectors and where A :=
(Aα)1≤α≤n1+n2 is a column of row-vectors and B = (Bβ)1≤β≤n1+n2 a row
of column-vectors (both A and B can be interpreted as square matrices of
size n1 + n2):
A :=

A>1 (x1)
...
A>1 (xn1)
A>2 (y1)
...
A>2 (yn2)

and B = (B1(x1), . . . , B1(xn1), B2(y1), . . . , B2(yn2)) .
(33)
case 1: ρ < τ1 < τ2: here the Ai and Bi are as follows:
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A1(xj) :=
e−
x2j
2√
pi

0
...
0
−−−−−−−
0
...
0
−−−−−−−
H˜0(xj)
...
H˜n1−r−1(xj)
−−−−−−−
G
(τ1)
n1−r(xj)
...
G
(τ1)
n1−1(xj)

, B1(xj) :=

√
pie
x2j
2 gn2−n1(~y, xj)
...
√
pie
x2j
2 gn2−1(~y, xj)
−−−−−−−−−−
√
pie
x2j
2 (Φn2−n1−1(−xj)+g0(~y, xj))
...
√
pie
x2j
2 (Φ0(−xj)+gn2−n1−1(~y, xj))
−−−−−−−−−−
e−
x2j
2 Ĥ0(xj)
...
e−
x2j
2 Ĥn1−r−1(xj)
−−−−−−−−−−
e−
x2j
2 Ĥn1−r(xj)
...
e−
x2j
2 Ĥn1−1(xj)

n1
n2 − n1
n1 − r
 r
A2(yi) :=
e−
y2i
2√
pi

H˜n2−n1(yi)
...
H˜n2−1(yi)
−−−−−−−
H˜0(yi)
...
H˜n2−n1−1(yi)
−−−−−−−
H˜n2−n1(yi)
...
H˜n2−r−1(yi)
−−−−−−−
G
(τ2)
n2−r(yi)
...
G
(τ2)
n2−1(yi)

, B2(yi) := e
− y
2
i
2

0
...
0
−−−−−−−
Ĥ0(yi)
...
Ĥn2−n1−1(yi)
−−−−−−−
Ĥn2−n1(yi)
...
Ĥn2−r−1(yi)
−−−−−−−
Ĥn2−r(yi)
...
Ĥn2−1(yi)

n1
n2 − n1
n1 − r
 r
(34)
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case 2: 0 ≤ τ1 < τ2 ≤ ρ: here the Ai and Bi are as follows:
A1(xi)=e
−x
2
i
2

0
...
0
Φτ1−1(xi+
β
2 )
...
Φτ1−r(xi+
β
2 )
 , B1(xj)=e
x2j
2

g0(~y, xj)
...
gr−1(~y, xj)
r−1∑
k=0
Γ˜k,0Φρ−τ1−k−1(−xj)
...
r−1∑
k=0
Γ˜k,r−1Φρ−τ1−k−1(−xj)

 r
 r
A2(yi)=e
− y
2
i
2

H˜0(yi)
...
H˜r−1(yi)
Φτ2−1(yi+
β
2 )
...
Φτ2−r(yi+
β
2 )

, B2(yj)=e
y2j
2

0
...
0
r−1∑
k=0
Γ˜k,0Φρ−τ2−k−1(−yj)
...
r−1∑
k=0
Γ˜k,r−1Φρ−τ2−k−1(−yj)

 r
 r.
(35)
Proof: The different kernels in (40) will be expressed in terms of inner-
products involving Ai and Bi, as in (34):
Case 1: ρ < τ1 < τ2
(i) Expression of L˜dTac(τ1, xi; τ2, yj) for 0 ≤ ρ < τ1 ≤ τ2. From (26), after
setting ni − r = τi − ρ, we have
L˜dTac(τ1, xi; τ2, yj)
∗
=
1√
pi

n1−r−1∑
α=0
e−
x2i
2 H˜α(xi)e
− y
2
j
2 Ĥα−n1+n2(yj)
+
n1−1∑
α=n1−r
e−
x2i
2 G(τ1)α (xi)e
− y
2
j
2 Ĥα−n1+n2(yj)

=

A>1 (xi)B2(yj), after setting ρ < τ1 < τ2 in
∗
=,
A>1 (xi)B1(xj), after setting
{
ρ < τ1 = τ2
r < n1 = n2
}
and yj = xj in
∗
= .
(36)
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(ii) Expression of L˜dTac(τ2, yi; τ1, xj) also for 0 ≤ ρ < τ1 ≤ τ2. The
Heaviside function, present in this case, needs to be expressed in terms of
Hermite polynomials (18); this is done by solving the following linear system
of n2 equations in n2 unknowns g0(~y, x), . . . , gn2−1(~y, x); the sum can then
be split into two parts:
−Hτ2−τ1(2(yi − x))
=
n2−1∑
α=0
H˜α(yi)gα(~y, x) for 1 ≤ i ≤ n2,
=
n2−n1−1∑
α=0
H˜α(yi)gα(~y, x) +
n1−1∑
α=0
H˜n2−n1+α(yi)gn2−n1+α(~y, x).
(37)
So, for ρ < τ1 ≤ τ2, we have, using throughout τi − ρ = ni − r,
L˜dTac(τ2, yi; τ1, xj)
∗∗
=
1√
pi

+ 1n2>n1
n1−1∑
α=0
e−
y2i
2 H˜n2−n1+α(yi)
√
pie
x2j
2 gn2−n1+α(~y, xj)
+ 1n2>n1
n2−n1−1∑
α=0
e−
y2i
2 H˜α(yi)
√
pie
x2j
2 (Φn2−n1−α−1(−xj) + gα(~y, xj))
+
n1−r−1∑
α=0
e−
y2i
2 H˜n2−n1+α(yi)e
−
x2j
2 Ĥα(xj)
+
n1−1∑
α=n1−r
e−
y2i
2 G
(τ2)
n2−n1+α(yi)e
−
x2j
2 Ĥα(xj)

=

A>2 (yi)B1(xj), after setting r < n1 < n2 in
∗∗
=,
A>2 (yi)B2(yj), after setting
{
ρ < τ1 = τ2
r < n1 = n2
}
and xj = yj, in
∗∗
= .
Case 2: 0 ≤ τ1 < τ2 ≤ ρ
For 0 ≤ τ1 ≤ τ2 ≤ ρ, the only surviving terms in L˜dTac, as in (4), are the
Heaviside part and the term LdTac2 ; so
LdTac(τ1,−2x; τ2,−2y) = −Hτ1−τ2(2(x− y)) + LdTac2 (τ1,−2x; τ2,−2y).
The Heaviside-term vanishes for all entries in (25), except for the
21
L˜dTac(τ2, yi; τ1, xj) -entry; there we use the same expansion of the Heaviside-
term in Hermite polynomials, as in (37),
−Hτ2−τ1(2(xi − y)) =
r−1∑
α=0
H˜α(xi)gα(~x, y) for 1 ≤ i ≤ r, (38)
From (31), we deduce
L˜dTac(τ1, xi; τ2, yj)
= e−
x2i
2 LdTac(τ1,−2xi; τ2,−2yj)e
y2j
2
∗
=
r−1∑
α=0
e−
x2i
2 Φτ1−α−1(xi +
β
2
)e
y2j
2
r−1∑
k=0
Γ˜k,αΦρ−τ2−k−1(−yj)
=
{
A>1 (xi)B2(yj) setting 0 ≤ τ1 < τ2 ≤ ρ in ∗= above,
A>1 (xi)B1(xj) setting 0 ≤ τ1 = τ2 ≤ ρ and yj = xj in ∗= above,
(39)
and
L˜dTac(τ2, yi; τ1, xj)
= e−
y2i
2 LdTac(τ2,−2yi; τ1,−2xj)e
x2j
2
∗∗
= e−
y2i
2
(
1τ1<τ2
r−1∑
α=0
H˜α(yi)gα(~y, xj)
+
r−1∑
α=0
Φτ2−α−1(yi +
β
2
)
r−1∑
k=0
Γ˜k,αΦρ−τ1−k−1(−xj)
)
e
x2j
2
=
{
A>2 (yi)B1(xj) setting 0 ≤ τ1 < τ2 ≤ ρ in ∗∗= above,
A>2 (yi)B2(yj) setting 0 ≤ τ1 = τ2 ≤ ρ and xj = yj in ∗∗= above.
ending the proof of Proposition 4.2.
Proposition 4.3 For 0 ≤ τ , the one-level density is given by
1
2n
p(τ,x) = det
(
(A¯>1 (xi)B¯1(xj))1≤i,j≤n
)
= det
(〈
A¯α, B¯β
〉)
1≤α,β≤n = det
(
A¯
)
det
(
B¯
) (40)
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where A¯1 and B¯1 are deduced from A1 and B1 (as given in (34) and (35)),
according to whether 0 ≤ τ ≤ ρ or ρ < τ , as follows: (set n = n1 = n2)
A¯1 = column of the last n-entries of A1, and setting τ1 = τ
B¯1 = column of the last n-entries of B1, and setting τ1 = τ
with
A¯ :=
 A¯
>
1 (x1)
...
A¯>1 (xn)
 and B¯ = (B¯1(x1), . . . , B¯1(xn), ) . (41)
Proof: For any 0 ≤ τ , one checks in both cases that
L˜dTac(τ, xi; τ, xj) = A¯>1 (xi)B¯1(xj).
The rest proceeds as in the proof of Proposition 4.2.
5 Proof of the main Theorem 1.2
Proof of the joint probability formula (13): At first, notice the n2 zeroes
in the column A1 in (34) and (35), and so the matrix A in (41) contains
a left-upper 0-block of size n1 × n2. Therefore in both cases, ρ < τ1 < τ2
and 0 ≤ τ1 < τ2 ≤ ρ, its determinant can be written as a product of
determinants of two matrices A′ of size n1 and A′′ of size n2:
det(A) = det
(
On1,n2 A
′
A′′ ?n2,n1
)
= (−1)n1n2 det(A′(~x)) det(A′′(~y)).
(42)
Similarly, in view of the matrix B2 in (34) and (35), the matrix B has an
upper-right 0-block of size n1 × n2 and again det(B) can be written as a
product of the determinant of two matrices, a left-upper matrix B′ of size
n1 and a lower-right one B
′′ of size n2:
det(B) = det
(
B′ On1,n2
?n2,n1 B
′′
)
= det(B′(~x)) det(B′′(~y)) (43)
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Case 1: ρ < τ1 < τ2. Here, from (42), we find, using ni − r = τi − ρ,
det(A′(~x))
:= det
e−x2i2√
pi
H˜0(xi), . . . ,
e−
x2i
2√
pi
H˜n1−r−1(xi),
e−
x2i
2√
pi
G
(τ1)
n1−r(xi), . . . ,
e−
x2i
2√
pi
G
(τ1)
n1−1(xi)

1≤i≤n1
∗
=
1√
pi
n1
n1−r−1∏
k=0
2k
k!
n1∏
j=1
e−
x2j
2 det
(
(xji ) 1≤i≤n1
0≤j≤τ1−ρ−1
(Φj(xi +
β
2
)) 1≤i≤n1
τ1−1≤j≤τ1−r
)
× det
(
1n1−r O
O (Γ˜
(r−1)
k,` )0≤k,`≤r−1
)
=
1√
pi
n1
n1−r−1∏
k=0
2k
k!
n1∏
j=1
e−
x2j
2 det(Γ˜
(r−1)
k,` )0≤k,`≤r−1∆˜
(τ1>ρ)
n,τ1
(x+ β
2
).
(44)
∆˜τ1>ρn1,τ1(x) was defined in (8). Equality
∗
= above uses the fact that the first
linear combination of H˜i in Gn1−r+k (as in (28)) can be eliminated by col-
umn operations, leaving the linear combination of the Φ’s to be written
as product of two matrices. The second determinant in (42) reads, after
exchanging the n1 first columns and the last n2 − n1 columns:
det(A′′(~y))
:= det
(
e−
y2i
2√
pi
H˜n2−n1(yi), . . . ,
e−
y2i
2√
pi
H˜n2−1(yi),
e−
y2i
2√
pi
H˜0(yi), . . . ,
e−
y2i
2√
pi
H˜n2−n1−1(yi)
)
1≤i≤n2
= (−1)
n1(n2−n1)√
pi
n2
n2−1∏
k=0
2k
k!
n2∏
j=1
e−
y2j
2 ∆n2(y).
(45)
Next, from (43) and (18), one finds
det(B′′>(~y)) := det
(
e−
y2i
2 Ĥ0(yi), . . . , e
−y
2
i
2 Ĥn2−1(yi)
)
1≤i≤n2
= (1
2
)n2
(
n2∏
i=1
e−
y2i
2
)
∆n2(y),
(46)
and
det(B′>(~x)) := det
(√
pie
x2i
2 gn2−n1(~y, xi), . . . ,
√
pie
x2i
2 gn2−1(~y, xi)
)
1≤i≤n1
,
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where the gn2−1(~y, xi)’s are the solution of the linear system (37). By
Cramer’s rule, its solution is given by
gk(~y, x) = −VXkyYxτn2
τn2
, 0 ≤ k ≤ n2 − 1,
where VXkyYx refers to replacing the column Xk by the column Yx in the
matrix:
τn2 = det(H˜α(yi)) 1≤i≤n2
0≤α≤n2−1
= det [X0, . . . , Xn2−1]
with
Xα =
 H˜α(y1)...
H˜α(yn2)
 , Yx =
 H
τ2−τ1(2(y1 − x))
...
Hτ2−τ1(2(yn2 − x))

So, we have, using H˜k = 2
kH¯k and formula (22) for the volume and using
the so-called ”Higher Fay Identity6” in equality
∗
= below:
det(B′>(~x))
= (
√
pi)n1
(
n1∏
1
e
x2j
2
)
det (gn2−n1−1+β(~y, xα))1≤α,β≤n1
= (−√pi)n1
(
n1∏
1
e
x2j
2
)
det
(VXn2−n1−1+βyYxατn2
τn2
)
1≤α,β≤n1
∗
=
(−√pi)n1
τn2
(
n1∏
1
e
x2j
2
)(
n1∏
α=1
VXn2−n1−1+αyYxα
)
τn2
=
(−√pi)n1
τn2
(
n1∏
1
e
x2j
2
)
× det
 H˜0(y1) . . . H˜n2−n1−1(y1) H
n2−n1(2(y1−x1)) . . . Hn2−n1(2(y1−xn1))
...
...
...
...
H˜0(yn2) . . . H˜n2−n1−1(yn2) Hn2−n1(2(yn2−x1)) . . . Hn2−n1(2(yn2−xn1))

6This Fay identity has been used in [5] and prior work.
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= (−1) 12 (n2−n1)(n2+n1−1)(−1)−n1 (
√
pi)n1
(∏n2−n1−1
k=0 2
k
)
2(n2−n1−1)n1(∏n2−1
k=0
2k
k!
)
∆n2(y)
×
(
n1∏
1
e
x2j
2
)
Vol(C(n1, x;n2, y))
= (−2) 12 (n2+n1)(n2−n1−1) (
√
pi)n1
∏n1
1 e
x2j
2(∏n2−1
k=0
2k
k!
)
∆n2(y)
Vol(C(n1, x;n2, y))
(47)
Referring to formula (32) in Proposition 4.2 and the two formulas (42) and
(43), we obtain, upon multiplying (44),(45),(47),(46), the following expres-
sion:
1
2n1+n2
p(τ1,x; τ2,y)
= (−1)n1n2 det(A′) det(A′′) det(B′) det(B′′)
=(−1)n1n2 1√
pi
n1
n1−r−1∏
k=0
2k
k!
n1∏
j=1
e−
x2j
2 det(Γ˜
(r−1)
k,` )0≤k,`≤r−1∆˜
(τ1>ρ)
n,τ1
(x+ β
2
)
× (−1)n1(n2−n1)√
pi
n2
n2−1∏
k=0
2k
k!
n2∏
j=1
e−
y2j
2 ∆n2(y)
× (−2) 12 (n2+n1)(n2−n1−1) (
√
pi)n1
∏n1
1 e
x2j
2(∏n2−1
k=0
2k
k!
)
∆n2(y)
Vol(C(τ1, x; τ2, y))
× (1
2
)n2
(
n2∏
i=1
e−
y2i
2
)
∆n2(y)
= C˜τ1,τ2,r∆˜
(τ1>ρ)
n1,τ1
(x+ β
2
)
(
n2∏
i=1
e−y
2
i√
pi
)
∆n2(y)Vol(C(τ1, x; τ2, y))
(48)
with
C˜τ1,τ2,r :=
(−1) 12n1(n1−1)
(−1) 12n2(n2−1)
√
2
(n2−n1−1)(n1+n2)+(n1−r−1)(n1−r)
2n2
∏n1−r−1
k=0 k!
det(Γ˜
(r−1)
k,` )0≤k,`≤r−1.
Then by multiplying formula (48) with 2n1+n2 gives
p(τ1,x; τ2,y) = D(τ1,x; τ2,y)Vol(C(τ1,x; τ2,y))
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with D(τ1,x; τ2,y) as in (10) (with constant (11)), and thus formula (13)
for the joint probability for ρ ≤ τ1 ≤ τ2, .
Case 2: 0 ≤ τ1 ≤ τ2 ≤ ρ. Here we have n1 = n2 = r and so from
(42) and (43), together with the expressions (35), one checks that, using
the notation (8),
det(A) = det
(
Or A
′
A′′ ?r
)
= (−1)r2 det(A′(~x)) det(A′′(~y))
= (−1)r2
(
r∏
1
e−
1
2
(x2i+y
2
i )
)
× det(H˜0(yi), . . . , H˜r−1(yi))1≤i≤r det(Φτ1−1(xi + β2 ), . . . ,Φτ1−r(xi + β2 ))1≤i≤r
= (−1)r2
(
r−1∏
0
2k
k!
)
r∏
1
e−
1
2
(x2i+y
2
i )∆˜(τ1≤ρ)r,τ1 (x+
β
2
)∆r(y),
(49)
and
det(B) = det
(
B′(x) ?r
Or B
′′(y)
)
= det(B′(~x)) det(B′′(~y))
= (
r∏
j=1
e
1
2
(x2j+y
2
j )) det(g0(~y, xi), . . . , gr−1(~y, xi))1≤i≤r
× det(Φρ−τ2−1(−yi), . . . ,Φρ−τ2−r(−yi))1≤i≤r det
(
Γ˜k,`
)
0≤k,`≤r−1
= det
(
Γ˜k,`
)
0≤k,`≤r−1
(
r∏
j=1
e
1
2
(x2j+y
2
j ))∆˜
(τ2≤ρ)
r,ρ−τ2 (−y) det(gj−1(~y, xi))1≤i,j≤r.
(50)
The gk’s are solution of the system (38), namely, as before,
gk(~y, x) = −VXkyYxτr
τr
, 0 ≤ k ≤ r − 1,
where VXkyYx refers to replacing the column Xk by the column Yx in the
matrix:
τr = det(H˜α(yi)) 1≤i≤r
0≤α≤r−1
= det [X0, . . . , Xr−1] ,
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with
Xα =
 H˜α(y1)...
H˜α(yr)
 , Yx =
 H
τ2−τ1(2(y1 − x))
...
Hτ2−τ1(2(yr − x))
 ,
one finds, again using the ”Higher Fay Identity”, that
det(gj−1(~y, xi))1≤i,j≤r =
(−1)r
τr
det
(
Hτ2−τ1(2(yi − xj))
)
1≤i,j≤r
=
(−1)r2r(τ2−τ1−1)
∆r(y)
∏r−1
0
2k
k!
det
(
Hτ2−τ1(yi − xj)
)
1≤i,j≤r
=
(−1)r2r(τ2−τ1−1)
∆r(y)
∏r−1
0
2k
k!
Vol(C(τ1, x; τ2, y)).
(51)
Thus, determinant (50), taking into account (51), yields
det(B) = det
(
Γ˜k,`
)
0≤k,`≤r−1
(−1)r2r(τ2−τ1−1)∏r−1
0
2k
k!
(
r∏
j=1
e
1
2
(x2j+y
2
j ))
∆˜
(τ2≤ρ)
r,ρ−τ2 (−y)
∆r(y)
× Vol(C(τ1, x; τ2, y)).
(52)
So, the two-level density (32) gives, by (49) and (52), that
1
22r
p(τ1,x; τ2,y) = det(A) det(B)
= C˜ ′τ1,τ2,r∆˜
(τ1≤ρ)
r,τ1
(x+ β
2
)∆˜
(τ2≤ρ)
r,ρ−τ2 (−y)Vol(C(τ1, x; τ2, y)),
(53)
with
C˜ ′τ1,τ2,r := (−1)r(r−1)2r(τ2−τ1−1) det
(
Γ˜k,`
)
0≤k,`≤r−1
.
Multiplying with 22r gives
p(τ1,x; τ2,y) = D(τ1,x
(τ1); τ2,y
(τ2))Vol(C(τ1, x; τ2, y))
with constant C ′τ1,τ2,r, as in (11), and thus formula (13) for 0 ≤ τ1 ≤ τ2 ≤ ρ.
This ends the proof of Theorem 1.2 for the joint probability.
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Proof of the single probability formula (13): From Proposition 4.3, formulas
(40) and (41) and looking at formulas (34) and (35), it follows that for each
of the ranges of τ :
Case 1. For ρ < τ , we have
det(A¯(x)) =
n−r−1∏
k=0
2k
k!
n∏
j=1
e−
x2j
2√
pi
det(Γ˜
(r−1)
k,` )0≤k,`≤r−1∆˜
(τ>ρ)
n,τ (x +
β
2
).
det(B¯(x)) = (1
2
)n
(
n∏
i=1
e−
x2i
2
)
∆n(x)
(54)
and thus, from (40),
1
2n
p(τ,x) = det(A¯(x)) det(B¯(x))
=
1
2n
n−r−1∏
k=0
2k
k!
det(Γ˜
(r−1)
k,` )0≤k,`≤r−1
n∏
j=1
e−x
2
j√
pi
∆˜(τ>ρ)n,τ (x +
β
2
)∆n(x)
=
1
2n
D(τ,x; τ,x)
yielding D(τ,x; τ,x) as in (10), with the constant Cτ,τ,r as in (11).
Case 2. For 0 ≤ τ ≤ ρ, we have
det(A¯(x)) =
(
n∏
1
e−
x2i
2
)
det(Φτ−1(xi +
β
2
), . . . ,Φτ−r(xi +
β
2
))1≤i≤r
det(B¯(x)) =
(
n∏
1
e
x2i
2
)
det(Φρ−τ−1(−xi), . . . ,Φρ−τ−r(−xi))1≤i≤r det
(
Γ˜k,`
)
0≤k,`≤r−1
(55)
and so
1
2r
p(τ,x) = det(A¯(x)) det(B¯(x))
= det
(
Γ˜k,`
)
0≤k,`≤r−1
∆˜(τ≤ρ)r,τ (x +
β
2
)∆˜
(τ≤ρ)
r,ρ−τ (−x).
Multiplying by 2r yields the constant C ′τ,τ,r in (11). This ends the proof of
Theorem 1.2 for the single probability.
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Proof of Corollary 1.3: The left hand side of (14) can be written as
P
(
z(τ1+1) ∈ dz(τ1+1), . . . , z(τ2−1) ∈ dz(τ2−1)
∣∣∣z(τ1) = x(τ1), z(τ2) = y(τ2))
× P ( x(τ1) ∈ dx(τ1) and y(τ2) ∈ dy(τ2) )
with
P
(
z(τ1+1) ∈ dz(τ1+1), . . . , z(τ2−1) ∈ dz(τ2−1)
∣∣∣z(τ1) = x(τ1), z(τ2) = y(τ2))
=
dµxy(z
(τ1+1), . . . , z(τ2−1))
Vol(C(τ1,x; τ2,y))
,
ending the proof of Corollary 1.3.
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