Permanental Graphs by Xiang, Daniel & McCullagh, Peter
Permanental Graphs
Daniel Xiang Peter McCullagh
Department of Statistics, University of Chicago
September 24, 2020
Abstract
The two components for infinite exchangeability of a sequence of distributions (Pn) are (i)
consistency, and (ii) finite exchangeability for each n. A consequence of the Aldous-Hoover
theorem is that any node-exchangeable, subselection-consistent sequence of distributions that
describes a randomly evolving network yields a sequence of random graphs whose expected
number of edges grows quadratically in the number of nodes. In this note, another notion of
consistency is considered, namely, delete-and-repair consistency; it is motivated by the sense in
which infinitely exchangeable permutations defined by the Chinese restaurant process (CRP)
are consistent. A goal is to exploit delete-and-repair consistency to obtain a nontrivial sequence
of distributions on graphs (Pn) that is sparse, exchangeable, and consistent with respect to
delete-and-repair, a well known example being the Ewens permutations [10]. A generalization
of the CRP(α) as a distribution on a directed graph using the α-weighted permanent is
presented along with the corresponding normalization constant and degree distribution; it is
dubbed the Permanental Graph Model (PGM). A negative result is obtained: no setting of
parameters in the PGM allows for a consistent sequence (Pn) in the sense of either subselection
or delete-and-repair.
1 Introduction
The two components for infinite exchangeability of a sequence of distributions (Pn) are (i) consis-
tency, and (ii) finite exchangeability for each n. From a modeling perspective, exchangeability is
an assumption that is natural in a setting where the statistical units are labelled in an arbitrary
manner. If the process being studied is a record of the relationships (i, j) ↦ Xij between ordered
pairs of units (i, j), the process Xσ after label permutation has components (i, j)↦Xσ(i),σ(j). As
a matrix, Xσ = σXσ−1 is obtained from X by permuting rows and columns, i.e., by conjuation by
σ ∈ Sn. In this setting, finite exchangeability means that all of the permuted matrices have the
same joint distribution.
Subselection consistency is not specific to Boolean matrices, but applies to real-valued matrices
and to more general arrays. It requires that for X ∈ {0,1}n×n distributed according to Pn, the top
left (n − 1) × (n − 1) submatrix of X is distributed according to Pn−1. The operation defined by
deleting the last row and column of the adjacency matrix does not rely on the fact that the entries
of an adjacency matrix are boolean valued. Sampling a sub-network according to subselection
amounts to picking a subset of vertices and including only the edges between pairs of vertices in
the selected subset. The following calculation, replicated from [2], demonstrates how edge sparsity,
node-exchangeability, and subselection-sampling are at odds with each other.
Calculation. X ∈ {0,1}n×n is a simple directed graph possibly containing self-loops. X is assumed
to be “sparse”, i.e.
∑
i,j
Xij = εn = o(n2),
for some ε > 0 independent of n. Let σ ∈ Sn be drawn uniformly at random, and put Y ≐ σXσ−1. In
this model, we observe the top left m×m sub-matrix of Y , denoted Y1∶m,1∶m, which is exchangeable
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according to this construction. Assume m≪ n, at the order m = o(√n). By the union bound,
P( ⋃
i,j≤m{Yij = 1}) ≤ ∑i,j≤mP(Yij = 1)≍m2P(Y12 = 1). (exchangeability)
The event Y12 = 1 corresponds to having picked two vertices uniformly at random from the (n2) ≍ n2
possible pairs, and observing an edge between them. Hence
P(Y12 = 1) ≍ εn
n2
= ε
n
.
Plugging this back into the union bound, we find that
P( ⋃
i,j≤m{Yij = 1}) ≤ εm2n ≈ 0. (m = o(√n))
The network we “observe” contains no edges with high probability. Put more plainly, we observe
no network at all! ♣
In order to resolve the contradiction suggested by the calculation above, at least one of sparsity,
node-exchangeability, or subselection-consistency must be modified. In this note, an alternative
notion of consistency is considered, namely, delete-and-repair consistency. It is motivated by the
sense in which infinitely exchangeable permutations defined via the Chinese restaurant process
(CRP) are consistent.
The α-weighted permanent is used to generalize the probability function associated to the
partitions and permutations generated from the one parameter CRP(α) to probabilities on general
directed graphs. Prescribing a probability to a directed graph according to the α permanent of its
adjacency matrix automatically yields an exchangeable distribution with tractable calculations for
the normalization constant and degree distribution similar to that of the Erdös-Rényi(n, p) model.
The negative result we obtain is that any setting of the parameters for the permanental graphs
allows for neither delete-and-repair nor subselection consistency. All proofs are deferred to Section
4.
2 Permanental Graphs
The α-weighted matrix permanent perα ∶ Rn×n → R is a matrix functional defined by,
perα(G) ≐ ∑
σ∈Sn α
#σ
n∏
i=1Gi,σ(i),
where the sum runs over all permutations σ ∶ [n] → [n], and #σ is the number of cycles. If
G is Boolean, the product ∏Gi,σ(i) is equal to one if σ is contained as a sub-graph in G, and
zero otherwise. Thus per1(G) is the number of permutations contained as sub-graphs in G, and
perα(G) is the cycle-weighted count. The matrix permanent is recovered by setting α = 1, whereas
the determinant is obtained as per−1(G) = (−1)n det(G). In this note, the word graph or n-graph
means a simple directed graph, with no multiple edges, but possibly containing self-loops. In other
words, each n-graph is a Boolean matrix of order n.
For each n ≥ 1, let Gn ⊂ {0,1}n×n be any subset of n-graphs satisfying the following conditions:
1. Gn is closed under conjugation:
σGnσ−1 = Gn, σ ∈ Sn
2. There exists G ∈ Gn and σ ∈ Sn such that σ ⊂ G.
2
Examples that we have in mind include the whole space, Gn = {0,1}n×n, the permutations Gn = Sn,
permutations having no fixed points for n ≥ 2, single-cycle permutations, equivalence relations or
set partitions as graphs, and so on. Condition 1 means that Gn is a union of group orbits, while
condition 2 excludes trivialities such as graphs having fewer edges than vertices.
Consider the graph distribution
Pn(G)∝ 1{G∈Gn}perα(G) = 1{G∈Gn} ∑
σ∈Sn α
#σ1{σ⊂G}, (1)
that is proportional to the α-permanent restricted to Gn. Condition 2 gives ∑G∈Gn perα(G) >
0 when α > 0, so the normalizing constant is strictly positive. Note that Pn is automatically
exchangeable, because for any τ ∈ Sn,
Pn(Gτ)∝ ∑
σ∈Sn α
#σ
n∏
i=1Gτ(i),τ(σ(i))
= ∑
σ∈Sn α
#σ
n∏
j=1Gj,τστ−1(j) (i = τ−1(j) for some j)
= ∑
σ∈Sn α
#τστ−1 n∏
j=1Gj,τστ−1(j) (#σ = #τστ−1)
= ∑
σ∈Sn α
#σ
n∏
i=1Gi,σ(i). (sum ranges over all σ ∈ Sn)
Consistency in any sense is not immediately clear. When Gn is taken to be the set of adjacency
matrices corresponding to partitions of [n], we have
Pn(pi)∝ ∑
σ∈Sn α
#σ1{σ⊂pi},
where σ ⊂ pi means the graph induced by σ is a subgraph of the graph induced by pi, i.e. the cycles
of the permutation σ coincide with the blocks of the partition pi. Further simplification gives
Pn(pi)∝ α#pi ⋅#{σ ∈ Sn ∶ σ ⊂ pi} = α#pi #pi∏
j=1(nj − 1)!,
where nj are the block sizes of pi, and #pi is the number of blocks in pi. It follows from the above
formula that the sequence (Pn) coincides with the CRP(α) on partitions when Gn is taken to be
the set of adjacency matrices corresponding to partitions. When Gn is the set of permutations,
similar reasoning shows that (Pn) is the same as the CRP(α) for permutations. For an introduction
to the CRP for partitions and permutations, see Section 3.1 of [8]. Letting Gn = {0,1}n×n have
unrestricted support, and including an additional “odds” parameter β > 0, the following collection
of distributions, called the Permanental Graph Model, is obtained.
Theorem 1 (Permanental Graph Model). Let Gn = {0,1}n×n be the whole space, and put
Pn(G)∝ β#Gperα(G), (2)
for G ∈ Gn, α,β > 0, where #G = ∑i,j≤nGij is the number of edges in G. Then the normalization
constant is
zn(α,β) ≐ ∑
G∈Gn β
#Gperα(G) = αn↑1 ( β1 + β )n (1 + β)n2 ,
where αn↑1 ≐ α(α + 1)⋯(α + n − 1) is the rising factorial starting at α. The degree distribution is
given by
n∑
j=1G1j − 1 ∼ Binom(n − 1, β1 + β ) .
A consequence of the above theorem is that the expected number of edges in this model grows
as
E
⎡⎢⎢⎢⎣∑i,j Gij
⎤⎥⎥⎥⎦ ∼ βn
2
1 + β , (3)
in the sense of an ∼ bn ⇐⇒ an/bn → 1.
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2.1 Two Notions of Consistency
Before stating the negative result, we present two notions of projection from (n + 1)-graphs to
n-graphs.
Definition 2. The subselection map ϕssn ∶ {0,1}(n+1)×(n+1) → {0,1}n×n is defined by(ϕssn (G))ij = Gij , i, j ∈ [n].
Definition 3. The delete-and-repair map ϕdrn ∶ {0,1}(n+1)×(n+1) → {0,1}n×n is defined by(ϕdrn (G))ij = Gij ∨ (Gin ∧Gnj), i, j ∈ [n], (4)
where ∨ and ∧ represent boolean “or” and “and” respectively.
Note that the definition of the delete-and-repair projection mapping is specific to matrices
with boolean valued entries, whereas the definition of the subselection projection mapping applies
equally well to matrices whose entries are real valued. In words, given a graph on n + 1 vertices,
the delete-and-repair projection (4) deletes all edges connecting to node n+1, and repairs edges for
pairs of nodes (including self pairs, (v, v)) between which there was a length 2 path going through
node n + 1. These notions of projection are illustrated in Figure 1.
Figure 1: Pictured above (top) is an example of a directed graph on vertex set [4]
projected down to a directed graph on [3] according to the delete-and-repair operation
(4), and (bottom) the same graph projected down according to subselection.
The CRP(α) for partitions is recovered from (1) by setting Gn equal to the set of partition
matrices, while the CRP(α) for permutations is recovered by setting Gn equal to the set of permu-
tation matrices. It is straightforward to check that CRP(α) on partitions is consistent with respect
to both subselection and delete-and-repair, which in this case are equivalent due to the transitivity
property of equivalence relations. However, when viewed as a distribution on permutations, the
CRP(α) is consistent only with respect to delete-and-repair.
Corollary 4. Put Gn = {Πσ ∈ {0,1}n×n ∶ σ ∈ Sn}, where (Πσ)ij = 1 ⇐⇒ σ(i) = j, and β = 1 in
(2). Then the following probabilities,
Pn(σ) = α#σ
αn↑1 , σ ∈ Sn, (5)
define a valid probability distribution on Sn that is delete-and-repair consistent. Here, αn↑1 ≐
α(α + 1)⋯(α + n − 1) is the rising factorial starting at α. The above distribution is known as the
CRP(α) for permutations.
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From Corollary 4, it follows that sparsity and node-exchangeability are not mutually exclusive
properties. Indeed, the Ewens permutations described by (5) are delete-and-repair consistent,
node-exchangeable, and sparse, as they contain exactly n = o(n2) edges for each n.
To see why the CRP(α) for permutations is not subselection consistent, consider the permuta-
tion (123). It has adjacency matrix satisfying,⎡⎢⎢⎢⎢⎢⎣
0 1 0
0 0 1
1 0 0
⎤⎥⎥⎥⎥⎥⎦
ϕssnz→ [0 1
0 0
]
under subselection of the first two vertices. A permutation matrix must have a single “1” in each row
and column, so the adjacency matrix on the right does not correspond to a permutation. Thus,
these distributions cannot be consistent in the sense of subselection. However, the distribution
can be specified by a generative a process (CRP seating plan), meaning that the law of total
probability is satisfied; the distributions are consistent in some sense. Indeed, a more natural
notion of projection in this example is delete-and-repair, for which we would instead obtain,⎡⎢⎢⎢⎢⎢⎣
0 1 0
0 0 1
1 0 0
⎤⎥⎥⎥⎥⎥⎦
ϕdrnz→ [0 1
1 0
] ,
according to the formula (4). For a permutation σ ∈ Sn+1, the delete-and-repair operation deletes
node n + 1 from its cycle, while repairing an edge from the preimage of n + 1 to the image of n + 1
under σ. If n + 1 is contained in its own cycle, then the node and the cycle are entirely removed,
and no edges are repaired.
2.2 A Negative Result
As a graph is projected down to a smaller graph according to the boolean operation (4), edges may
be repaired and thus added to the graph. It follows from this observation and (3) that, for the
distributions (2) to be delete and repair consistent, it is natural to expect the β parameter to be
decreasing in n. One may then suspect that (3) is o(n2) for a delete and repair consistent sequence(Pn). But, the next result states that the PGM(αn, βn) defined in (2), which has unrestricted
support, i.e. Gn = {0,1}n×n, does not admit a consistent sequence (Pn) in either sense described
above, for any sequence of pairs (αn, βn).
Proposition 5. For no sequence of pairs (αn, βn)n∈N > 0 are the distributions
Pn(G)∝ β#Gn perαn(G), G ∈ Gn ≐ {0,1}n×n
delete-and-repair or subselection consistent. Equivalently, the statement
Pn(G) = ∑
G′∈Gn+1∶ϕ●n(G′)=GPn+1(G′), G ∈ Gn, n ∈ N (6)
is not true, where ● is either dr (delete-and-repair) or ss (subselection).
A sketch of the proof of Proposition 5 is provided below, while the full proof is presented in
Section 4.
Proof sketch. When ● is dr, the equation in (6) can be written
zn+1(αn+1, βn+1)
zn(αn, βn) = ∑σ′∈Sn+1 α
σ′
n+1∑G′∶ϕdrn (G′)=G β#G′n+1 1{σ′⊂G′}
β#Gn ∑σ∈Sn α#σn 1{σ⊂G} . (7)
One consequence is that the right hand side is constant in G ∈ {0,1}4×4. The following two graphs,
G1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
1 0 1 0
0 1 0 1
1 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, G2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
0 0 1 0
1 1 0 1
1 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
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have the same number of edges. G1 contains the permutations (1234) and (12)(34). G2 con-
tains the permutations (1234) and (123)(4). These graphs are visualized in Figure 2. Hence the
denominators in (7) are equal,
β#G14 ∑
σ∈S4 α
#σ
4 1{σ⊂G1} = β#G24 ∑
σ∈S4 α
#σ
4 1{σ⊂G2}.
The key observation used to exhibit a contradiction is that the numerator of the right hand side
of (7) depends on the set of graphs which project down to G according to the delete and repair
operation (4). It is shown in Section 4 that the set of graphs in G5 which project down to G2 has
greater cardinality than the corresponding set of graphs for G1. Upon computing the right hand
side of (7) for G1 and G2, it becomes clear that they are not equal for any pair (α4, β4), (α5, β5) > 0,
hence contradicting the statement (6). This computation, along with the proof for subselection
inconsistency, can be found in Section 4. ♣
Figure 2: Graphs G1 = (1234)∨ (12)(34)∨ (23) and G2 = (1234)∨ (123)(4)∨ (23) for
which the right hand sides of (7) are not the equal.
Note that the above proposition implies that no constant (in n) pair (α,β) allows for a consistent
sequence of distributions (Pn) in either sense discussed above.
3 Conclusion
We have investigated a collection of exchangeable distributions on graphs, defined via the α per-
manent. Setting Gn to be the set of all directed graphs allows for tractable calculations regarding
the normalizing constant and degree distribution. A negative result was obtained; no choice of
the parameters (αn, βn) yields a consistent collection of graph distributions in the sense of sub-
selection or delete-and-repair. The following questions remain unaddressed: Can we distinguish
between the permanental graph model and the Erdös-Rényi(n, β
1+β ) graph as n→∞? Can we find
a different delete-and-repair projective system (Gn)n∈N (meaning ϕdrn (Gn+1) ⊂ Gn) for which similar
calculations are tractable? It would be surprising if the only delete-and-repair consistent graphs
were exchangeable partitions and permutations.
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4 Proofs
Proof of Theorem 1. The sum over all graphs G ∈ Gn is
zn(α,β) ≐ ∑
G∈Gn β
#G∑
σ
α#σ
n∏
i=1Gi,σ(i)=∑
σ
α#σ ∑
G∈Gn β
#G1{σ⊂G}
=∑
σ
α#σ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
αn↑1
n2∑
m=nβm ∑G∈Gn∶#G=m1{σ⊂G}´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=(n2−nm−n )
= αn↑1βn n2−n∑
m=0 βm(n2 − nm )= αn↑1βn(1 + β)n2−n,
where the first underbrace in the third line is due to Lemma 4, and last equality is by the binomial
formula. Hence the normalization constant is
zn(α,β) = αn↑1 ( β
1 + β )n (1 + β)n2 .
Put G1● ≐ ∑nj=1G1j , whose distribution is computed below.
P(G1● = k + 1) = ∑
G∈Gn∶G1●=k+1Pn(G)= 1
zn(α,β) ∑G∈Gn∶G1●=k+1β#G∑σ α#σ1{σ⊂G}= 1
zn(α,β)∑σ α#σ ∑G∈Gn∶G1●=k+1β#G1{σ⊂G}
= 1
zn(α,β)∑σ α#σ
n2−(n−(k+1))∑
m=n+k β
m ∑
G∈Gn∶G1●=k+1,#G=m1{σ⊂G}.
In the last equality, we have partitioned the terms in the sum over all G1● = k + 1 into groups of
graphs with m edges. Clearly any graph G in the event {G1● = k + 1}, for which σ ⊂ G, has at
least n + k edges (n for the permutation, k for the additional edges in the first row), and at most
n2 − (n − (k + 1)) edges (there must be exactly n − (k + 1) zeros in the first row). Continuing on,
the above is equal to
= 1
zn(α,β)∑σ α#σ
n2−(n−(k+1))∑
m=n+k β
m ⋅ (n − 1
k
) ⋅ (n2 − n − (n − 1)
m − (n + k) ).
The combinatorial factor counts the number of ways to pick the additional k edges in the first row,
and the number of ways to pick the other m − (n + k) edges from the n2 − n − (n − 1) possibilities,
since n entries are fixed due to the permutation σ, and the remaining n− 1 entries of the first row
are fixed by the (exactly) k ones in the first row. The product of these two represents the number
of graphs G with m total edges with k + 1 in the first row, such that σ ⊂ G.
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Factoring out βn+k and shifting the summation index, the above becomes
= 1
zn(α,β)∑σ α#σβn+k(n − 1k )
n2−(n−(k+1))−(n+k)∑
m=0 βm(n2 − n − (n − 1)m )
= 1
αn↑1 ( β1+β )n (1 + β)n2 αn↑1βn+k(
n − 1
k
) n2−n−(n−1)∑
m=0 βm(n2 − n − (n − 1)m )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=(1+β)n2−n−(n−1) by the binomial formula= (n − 1
k
)βk(1 + β)n−n2(1 + β)n2−n−(n−1)
= (n − 1
k
)βk(1 + β)−(n−1).
The above is the pmf of a Binom(n − 1, β
1+β ) variable at k. ♣
Proof of Lemma 4. The validity of the probabilities
Pn(σ) = α#σ
αn↑1 for σ ∈ Sn
follows from the recursion
∑
σ∈Sn α
#σ = ∑
σ∈Sn−1 ((n − 1)α#σ + α ⋅ α#σ)= (α + n − 1) ∑
σ∈Sn−1 α
#σ.
Letting ϕdrn ∶ {0,1}(n+1)×(n+1) → {0,1}n×n denote the delete-and-repair mapping defined by (4),
consistency amounts to showing
Pn(σ) = ∑
σ′∈Sn+1∶ϕdrn (σ′)=σPn+1(σ′).
The right hand side is a sum over the n + 1 permutations σ′ ∈ Sn+1 that delete and repair down
to σ. Exactly one of these permutations has #σ′ = #σ + 1, namely the permutation obtained by
placing n + 1 in its own cycle. The other σ′ have the same number of cycles as σ.
∑
σ′∈Sn+1∶ϕdrn (σ′)=σPn+1(σ′) = 1α(n+1)↑1 ⋅ (nα#σ + α#σ+1)= α#σ ⋅ α + n
α(n+1)↑1
= α#σ
αn↑1 ,
as desired. A similar calculation yields delete and repair consistency for the partitions generated
by the CRP(α). ♣
Proof of Proposition 5. It must be the case that αn, βn > 0 in order for the probabilities defined
by
Pn(G)∝ β#Gn perαn(G)
to be valid for all G ∈ Gn = {0,1}n×n. Keeping this in mind, we compute the right hand side of (7)
for G1 and G2.
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The set of G′ ∈ G5 for which ϕdr4 (G′) = G1 (and also contain at least one permutation) is
(ϕdr4 )−1(G1) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 1 0 1 0
1 0 1 0 0∗ ∗ ∗ ∗ 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 ∗
1 0 1 0 ∗
0 1 0 1 ∗
1 0 1 0 ∗
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ∗ 0 0 1
1 0 1 0 0
0 1 0 1 0
1 0 1 0 0
0 1 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ∗ 0 0 1
1 0 1 0 0
0 ∗ 0 1 1
1 0 1 0 0
0 1 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0∗ 0 1 0 1
0 1 0 1 0
1 0 1 0 0
1 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0∗ 0 ∗ 0 1
0 1 0 1 0
1 0 1 0 0
1 0 1 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0∗ 0 1 0 1
0 1 0 1 0∗ 0 1 0 1
1 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 1 0 1 0∗ 0 ∗ 0 1
1 0 1 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 ∗ 0 1
0 1 0 1 0
1 0 ∗ 0 1
0 0 1 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0∗ 0 ∗ 0 1
0 1 0 1 0∗ 0 ∗ 0 1
1 0 1 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 ∗ 0 1
0 1 0 1 0
1 0 1 0 0
0 0 1 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 ∗ 0 1 1
1 0 1 0 0
0 1 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 ∗ 0 ∗ 1
1 0 1 0 0
0 1 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 1 0 ∗ 1
1 0 1 0 0
0 0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 1 0 1 0∗ 0 1 0 1
1 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 1 0 1 0
1 0 ∗ 0 1
0 0 1 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ∗ 0 0 1
1 0 1 0 0
0 1 0 1 0
1 0 1 0 0
0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ∗ 0 0 1
1 0 1 0 0
0 ∗ 0 1 1
1 0 1 0 0
0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0∗ 0 1 0 1
0 1 0 1 0
1 0 1 0 0
1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0∗ 0 ∗ 0 1
0 1 0 1 0
1 0 1 0 0
1 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0∗ 0 1 0 1
0 1 0 1 0∗ 0 1 0 1
1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 ∗ 0 1
0 1 0 1 0
1 0 ∗ 0 1
0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 1 0 1 0∗ 0 ∗ 0 1
1 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0∗ 0 ∗ 0 1
0 1 0 1 0∗ 0 ∗ 0 1
1 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 ∗ 0 1
0 1 0 1 0
1 0 1 0 0
0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 ∗ 0 1 1
1 0 1 0 0
0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 ∗ 0 ∗ 1
1 0 1 0 0
0 1 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 1 0 ∗ 1
1 0 1 0 0
0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 1 0 1 0∗ 0 1 0 1
1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 1 0 1 0
1 0 ∗ 0 1
0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
where ∗ means either 0 or 1. In total there are 139 graphs in G5 which delete and repair down to
G1 (that contain at least one permutation). Listed below are the permutations in S5 that project
down to (1234) or (12)(34),
{(12345), (12354), (12534), (15234), (1234)(5), (125)(34), (152)(34), (12)(345), (12)(354), (12)(34)(5)}.
Going through each σ′ in the above set in the order listed above and computing the sum
∑
G′∈(ϕdr4 )−1(G1)β
#G′1{σ′⊂G′},
9
will show that in this case, the right hand side of (7) becomes
= 1
β74 ⋅ (α4 + α24)[α5(β95 + 2β105 + β115 + β95 + 2β105 + β115 + β95 + 3β105 + 3β115 + β125 + β95 + β105 + β85+ 2β95 + β105 + β85 + 2β95 + β105 + β85 + 3β95 + 3β105 + β115 + β85 + β95) + α5(β95 + 2β105 + β115 + β95 + β105+ β85 + 2β95 + β105 + β85 + β95) + α5(β95 + 2β105 + β115 + β95 + 2β105 + β115 + β95 + 3β105 + 3β115 + β125 + β95+ β105 + β85 + 2β95 + β105 + β85 + 2β95 + β105 + β85 + 3β95 + 3β105 + β115 + β85 + β95) + α5(β95 + β105 + β95+ 2β105 + β115 + β85 + β95 + β85 + 2β95 + β105 ) + α25(β85 + 4β95 + 6β105 + 4β115 + β125 + 4β95 + 6β105 + 4β115+ β125 + β105 + β105 + β115 + β95 + β105 + β105 + β115 + β105 + β115 + β105 + β115 + β105 + β115 + β105 + 2β115+ β125 + β105 + β95 + β105 + β105 + β115 + β105 + β105 + β95 + β105 ) + α25(β95 + β105 + β95 + 2β105 + β115 + β95+ 2β105 + β115 + β95 + 3β105 + 3β115 + β125 + β85 + β95 + β85 + 2β95 + β105 + β85 + 2β95 + β105 + β85 + 3β95+ 3β105 + β115 ) + α25(β95 + β105 + β95 + 2β105 + β115 + β85 + β95 + β85 + 2β95 + β105 ) + α25(β95 + 2β105 + β115+ β95 + 2β105 + β115 + β95 + 3β105 + 3β115 + β125 + β95 + β105 + β85 + 2β95 + β105 + β85 + 2β95 + β105 + β85+ 3β95 + 3β105 + β115 + β85 + β95) + α25(β95 + 2β105 + β115 + β95 + β105 + β85 + 2β95 + β105 + β85 + β95)+ α35(β85 + 4β95 + 6β105 + 4β115 + β125 + 4β95 + 6β105 + 4β115 + β125 + β105 + β105 + β115 + β105 + β105 + β115+ β105 + β115 + β105 + β115 + β105 + β115 + β105 + 2β115 + β125 + β95 + β105 + β95 + β105 + β105 + β115 + β105
+ β95 + β105 + β105 )].
Simplifying, the above becomes
= 1
β74 ⋅ (α4 + α24)[α5(12β85 + 34β95 + 34β105 + 14β115 + 2β125 ) + α25(13β85 + 45β95 + 60β105 + 30β115 + 5β125 )
(8)
+ α35(β85 + 11β95 + 26β105 + 16β115 + 3β125 )].
10
The set of G′ ∈ G5 for which ϕdr4 (G′) = G2 (and also contain at least one permutation) is
(ϕdr4 )−1(G2) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 1 0 1 0
1 0 0 1 0∗ ∗ ∗ ∗ 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 ∗
0 0 1 0 ∗
1 1 0 1 ∗
1 0 0 1 ∗
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ∗ 0 0 1
0 0 1 0 0
1 1 0 1 0
1 0 0 1 0
0 1 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ∗ 0 0 1
0 0 1 0 0
1 ∗ 0 1 1
1 0 0 1 0
0 1 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 ∗ 0 1
1 1 0 1 0
1 0 0 1 0
0 0 1 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0∗ 1 0 1 1
1 0 0 1 0
1 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0∗ ∗ 0 1 1
1 0 0 1 0
1 1 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 ∗ 0 ∗ 1
1 0 0 1 0
0 1 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0∗ 1 0 ∗ 1
1 0 0 1 0
1 0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0∗ ∗ 0 ∗ 1
1 0 0 1 0
1 1 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0∗ 1 0 1 1∗ 0 0 1 1
1 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 1 0 ∗ 1
1 0 0 ∗ 1
0 0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 1 0 1 0∗ 0 0 ∗ 1
1 0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0∗ 1 0 ∗ 1∗ 0 0 ∗ 1
1 0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 ∗ 0 1 1
1 0 0 1 0
0 1 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 1 0 ∗ 1
1 0 0 1 0
0 0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 1 0 1 0∗ 0 0 1 1
1 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 1 0 1 0
1 0 0 ∗ 1
0 0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ∗ 0 0 1
0 0 1 0 0
1 1 0 1 0
1 0 0 1 0
0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ∗ 0 0 1
0 0 1 0 0
1 ∗ 0 1 1
1 0 0 1 0
0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 ∗ 0 1
1 1 0 1 0
1 0 0 1 0
0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0∗ 1 0 1 1
1 0 0 1 0
1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0∗ ∗ 0 1 1
1 0 0 1 0
1 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 ∗ 0 ∗ 1
1 0 0 1 0
0 1 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0∗ 1 0 ∗ 1
1 0 0 1 0
1 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0∗ ∗ 0 ∗ 1
1 0 0 1 0
1 1 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0∗ 1 0 1 1∗ 0 0 1 1
1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 1 0 1 0∗ 0 0 ∗ 1
1 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 1 0 ∗ 1
1 0 0 ∗ 1
0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0∗ 1 0 ∗ 1∗ 0 0 ∗ 1
1 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 ∗ 0 1 1
1 0 0 1 0
0 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 1 0 ∗ 1
1 0 0 1 0
0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 1 0 1 0∗ 0 0 1 1
1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
1 1 0 1 0
1 0 0 ∗ 1
0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
where ∗ means either 0 or 1. In total there are 163 graphs in G5 which delete and repair down to
G2 (that contain at least one permutation). Listed below are the permutations in S5 that project
down to (1234) or (123)(4),{(12345), (12354), (12534), (15234), (1234)(5), (1235)(4), (1253)(4), (1523)(4), (123)(45), (123)(4)(5)}.
Going through each σ′ in the above set in the order listed above and computing the sum
∑
G′∈(ϕdr4 )−1(G1)β
#G′1{σ′⊂G′},
11
will show that in this case, the right hand side of (7) becomes
= 1
β74 ⋅ (α4 + α24)[α5(β95 + 2β105 + β115 + β95 + 2β105 + β115 + β95 + 3β105 + 3β115 + β125 + β95 + β105 + β85+ 2β95 + β105 + β85 + 2β95 + β105 + β85 + 3β95 + 3β105 + β115 + β85 + β95) + α5(β95 + 2β105 + β115 + β95 + 2β105+ β115 + β95 + 3β105 + 3β115 + β125 + β95 + 2β105 + β115 + β95 + 3β105 + 3β115 + β125 + β95 + β105 + β85 + 2β95+ β105 + β85 + 2β95 + β105 + β85 + 3β95 + 3β105 + β115 + β85 + 2β95 + β105 + β85 + 3β95 + 3β105 + β115 + β85 + β95)+ α5(β95 + β105 + β85 + β95) + α5(β95 + β105 + β95 + 2β105 + β115 + β85 + β95 + β85 + 2β95 + β105 ) + α25(β85 + 4β95+ 6β105 + 4β115 + β125 + 4β95 + 6β105 + 4β115 + β125 + β105 + β105 + β115 + β105 + β95 + β105 + β95 + 2β105 + β115+ β105 + β115 + β105 + β115 + β105 + 2β115 + β125 + β105 + β115 + β105 + β115 + β105 + β115 + β105 + 2β115 + β125+ β95 + β105 + β105 + β105 + β95 + β105 ) + α25(β95 + β105 + β95 + 2β105 + β115 + β95 + 2β105 + β115 + β95 + 3β105+ 3β115 + β125 + β95 + 2β105 + β115 + β95 + 3β105 + 3β115 + β125 + β85 + β95 + β85 + 2β95 + β105 + β85 + 2β95 + β105+ β85 + 3β95 + 3β105 + β115 + β85 + 2β95 + β105 + β85 + 3β95 + 3β105 + β115 ) + α25(β95 + β105 + β85 + β95)+ α25(β95 + β105 + β95 + 2β105 + β115 + β85 + β95 + β85 + 2β95 + β105 ) + α25(β95 + 2β105 + β115 + β95 + 2β105 + β115+ β95 + 3β105 + 3β115 + β125 + β95 + β105 + β85 + 2β95 + β105 + β85 + 2β95 + β105 + β85 + 3β95 + 3β105 + β115 + β85+ β95) + α35(β85 + 4β95 + 6β105 + 4β115 + β125 + 4β95 + 6β105 + 4β115 + β125 + β105 + β105 + β115 + β105 + β105+ β105 + β115 + β95 + 2β105 + β115 + β105 + β115 + β105 + 2β115 + β125 + β105 + β115 + β105 + β115 + β105 + β115
+ β105 + 2β115 + β125 + β95 + β105 + β95 + β105 + β95 + β105 + β105 )].
Simplifying, the above becomes
= 1
β74 ⋅ (α4 + α24)[α5(13β85 + 38β95 + 40β105 + 18β115 + 3β125 ) + α25(14β85 + 50β95 + 69β105 + 37β115 + 7β125 )
(9)
+ α35(β85 + 12β95 + 29β105 + 19β115 + 4β125 )].
Setting expressions (8) and (9) equal to each other, we have
0 = α5(β85 + 4β95 + 6β105 + 4β115 + β125 ) + α25(β85 + 5β95 + 9β105 + 7β115 + 2β125 ) + α35(β95 + 3β105 + 3β115 + β125 ).
Since α5, β5 > 0, the right hand side of the above equality is greater than 0, a contradiction.
Next, we prove inconsistency with respect to subselection. The equation (6) can be rearranged
as
zn+1(αn+1, βn+1)
zn(αn, βn) β#Gn ∑σ α#σn 1{σ ⊂ G} =∑σ′ α#σ′n+1 ∑G′∶ϕssn (G′)=GβG′n+11{σ′⊂G′}. (10)
Grouping the inner summands on the right hand side according to the number of edges in G′, the
right hand side is equal to
=∑
σ′ α
#σ′
n+1 #G+2n+1∑
m=#G+1 β
m
n+1 ∑
G′∶ϕssn (G′)=G,#G′=m1{σ′⊂G′},
since any G′ for which ϕssn (G′) = G has at most #G + 2n + 1 edges (if node n + 1 is connected to
itself and all other nodes), and at least #G+1 edges for some σ′ ∈ Sn+1 to be contained in G′. The
above can be split into two sums,
= ∑
σ′∶σ′(n+1)=n+1α
#σ′
n+1 #G+2n+1∑
m=#G+1 β
m
n+1( 2nm − (#G + 1)) + ∑σ′∶σ′(n+1)≠n+1α#σ′n+1
#G+2n+1∑
m=#G+2 β
m
n+1( 2n − 1m − (#G + 2)),
since when σ′(n + 1) = n + 1 and σ′ ⊂ G′, there are 2n unconstrained entries in G′ which can be
either zero or one. When σ′(n + 1) ≠ n + 1 and σ′ ⊂ G′, there are 2n − 1 unconstrained entries,
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because G′σ−1(n+1),n+1 = G′n+1,σ(n+1) = 1 are fixed. In both cases, the top left n × n submatrix is
constrained to be exactly equal to G in order to have ϕssn (G′) = G. By the binomial formula, the
above becomes
= β#G+1n+1 (1 + βn+1)2n ∑
σ′∶σ′(n+1)=n+1α
#σ′
n+1 + β#G+2n+1 (1 + βn+1)2n−1 ∑
σ′∶σ′(n+1)≠n+1α
#σ′
n+1
= β#G+1n+1 (1 + βn+1)2nαn+1 (αn+1)n↑1 + β#G+2n+1 (1 + βn+1)2n−1n(αn+1)n↑1,
where in the last equality we have used Lemma 4. Combined with (10), we have shown
zn+1(αn+1, βn+1)
zn(αn, βn) ( βnβn+1 )#G∑σ α#σn 1{σ⊂G} = βn+1(1 + βn+1)2n(αn+1)n↑1 [αn+1 + nβn+11 + βn+1 ] . (11)
In particular, the above equality implies that the function f ∶ {0,1}n×n → R defined by
f(G) ≐ ( βn
βn+1 )#G∑σ α#σn 1{σ⊂G},
is constant in G. Taking G1 = (12 . . . n) and G2 = (1)(23 . . . n), the requirement f(G1) = f(G2)
implies that αn = α2n for every n. Since we must have αn > 0 for the probabilities (1) to be valid,
this implies that αn ≡ 1, so that
f(G) = ( βn
βn+1 )#G∑σ 1{σ⊂G}.
Taking G1 = (12 . . . n) and G2 = (12 . . . n) ∨ (n), the equation f(G1) = f(G2) becomes
( βn
βn+1 )n = ( βnβn+1 )n+1 ⇒ βn ≡ β
is constant in n. Since αn ≡ 1 and βn ≡ β > 0, (11) becomes
zn+1(1, β)
zn(1, β) ∑σ 1{σ⊂G} = β(1 + β)2n [1 + nβ1 + β ] ,
for every G. Plugging in the formula for the normalization constant gives
β
1 + β (1 + β)2n+1∑σ 1{σ⊂G} = β(1 + β)2n β(n + 1) + 11 + β .
Simplifying, the above implies that a necessary condition of subselection consistency is that for
every G ∈ {0,1}n×n,
∑
σ
1{σ⊂G} = 1 + nβ
1 + β .
Since the left hand side is not constant in G, we reach a contradiction. ♣
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