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The elastic constants of hcp 4He are computed using the path-integral Monte Carlo (PIMC)
method. The stiffness coefficients are obtained by imposing different distortions to a periodic cell
containing 180 atoms, followed by measurement of the elements of the corresponding stress tensor.
For this purpose an appropriate path-integral expression for the stress tensor observable is derived
and implemented into the PIMC++ package. In addition to allowing the determination of the elastic
stiffness constants, this development also opens the way to an explicit atomistic determination of
the Peierls stress for dislocation motion using the PIMC technique. A comparison of the results
to available experimental data shows an overall good agreement of the density dependence of the
elastic constants, with the single exception of C13. Additional calculations for the bcc phase, on the
other hand, show good agreement for all elastic constants.
PACS numbers: 67.80.B, 02.70.Ss, 62.20.D
I. INTRODUCTION
Despite the intensive research efforts developed over
the past six years, the remarkable results of the torsional-
oscillator (TO) experiments on solid 4He by Kim and
Chan [1, 2] still elude a consistent explanation. Although
it has been suggested that the observed nonclassical rota-
tional inertia (NCRI) is a manifestation of superfluidity
in the solid phase, [3–5] several questions remain unan-
swered. One of them is the apparent correlation between
the NCRI data and the observation of elastic stiffening
upon cooling, both of which display similar temperature
and 3He-concentration dependences [6, 7]. The observed
stiffening effect has been interpreted in terms of dislo-
cation pinning due to 3He impurities [6, 8] and this has
contributed to ideas that the NCRI may not have an ex-
clusive non-superfluid origin but rather that it might also
be a manifestation of mechanical behaviour [8–12].
A major difficulty is the fact that the insight obtained
from recent experiments [6, 8, 13] relies on the indirect
interpretation of data, a process that is inevitably based
on assumptions. The dislocation-pinning interpretation,
for instance, conjectures the presence of dislocation net-
works that are pinned by 3He impurities binding to the
dislocation cores [6, 8]. Despite the elevated degree of
sophistication of recent experiments [6, 8, 13], however,
it has not yet been possible to verify these assumptions
explicitly, hampering a conclusive understanding of the
observed phenomenology and its relation to the NCRI
data obtained in TO experiments.
In this context, theoretical modelling can serve as a
useful complementary approach. In principle, it allows a
systematic study of a hierarchy of well-controlled struc-
tures not accessible to experiment, starting at the defect-
free crystal and progressing through a series of configura-
tions containing different defect geometries. Analysis of
the results obtained in these different situations may then
assist in the interpretation of existing experimental data
or even lead to new predictions. However, a first step
in this effort is to gauge the results of these modelling
approaches for quantities that can be directly compared
to experimental data. In the context of the recent ob-
servations of the mechanical behaviour of solid 4He, its
intrinsic elastic properties are an evident target for such
an assessment.
The purpose of the present paper is to compare the
results of state-of-the-art path-integral Monte Carlo [14,
15] (PIMC) calculations based on the Aziz pair poten-
tial [16] to the available experimental data for the elastic
stiffness constants from the 1970s. The PIMC method
has shown to give excellent agreement with experiment
for several properties of the liquid and solid states, in-
cluding the energy, pair correlation functions, structure
factors, and superfluid density. Triggered by TO exper-
iments of Kim and Chan, the PIMC methodology has
also been applied extensively to the study of 4He super-
solidity, focusing on a variety of properties, including the
possibility of superflow induced by lattice defects such as
vacancies [17, 18] and dislocations [19, 20].
The first path-integral approach to the computation of
elastic constants was based on a direct measurement of
the elastic constants in terms of the second derivatives
of the partition function with respect to strain compo-
nents [21]. Here we adopt a different approach based on
the development of an expression for the stress-tensor ob-
servable in the path integral formalism. Not only does
this observable allow the determination of the elastic con-
stants of the defect-free crystal, it is also a key observable
in the characterization of plastic deformation in terms of
lattice defect properties. In this light, this development
is of interest in its own right, allowing for instance, an
explicit atomistic determination of the Peierls stress for
dislocation motion [22]. Here we utilize it to compute
the complete set of stress-strain relations by measuring
the elastic stress response to small homogeneous defor-
mations, giving the five independent elastic stiffness con-
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2stants of the hcp 4He crystal. In addition to a direct com-
parison of elastic constants as a function of density, we
analyze the degree to which the Cauchy relation, which
measures to what extent non central forces and zero-point
effects are important, is satisfied.
The remainder of the paper has been organized as
follows. In Sec. II we derive an expression for the
stress-tensor observable within the path-integral formal-
ism based on the pair-action approximation and which
has been implemented in the PIMC++ code [18]. Section
III describes the employed computational setup and sum-
marizes the parameters used in the simulations. Next, we
describe and discuss the obtained results in Sec. IV and
summarize in Sec. V.
II. PATH-INTEGRAL EXPRESSION FOR THE
STRESS-TENSOR OBSERVABLE.
Following the usual approach of Parrinello and Rah-
man [23–25], we describe homogeneous distortions of a
periodic simulation cell in terms of the box matrix h,
whose columns are the three periodic repeat vectors a, b,
and c of the computational cell [25],
h =
 ax bx cxay by cy
az bz cz
 (1)
In terms of the hmatrix, an absolute position ri within
in the cell is written as
ri = hsi, (2)
where si is a relative coordinate vector whose com-
ponents have values ranging between 0 and 1. In this
description, homogeneous deformations are described in
terms of variations of the c matrix at fixed relative coor-
dinates si.
To obtain an expression for the stress tensor in the
path integral formalism we start with its thermodynamic
definition, describing its components σij in terms of
derivatives of the appropriate thermodynamic potential.
Specifically, we have [25]
σij = − 1
det(h)
3∑
k=1
hjk
(
∂F
∂hik
)
N,T
, (3)
where
F = F (N,h, T ) (4)
is the Helmholtz free energy of a system containing N
particles that are confined to a volume described by the
matrix h and in thermal equilibrium with a heat bath at
temperature T . As usual, the microscopic description for
the stress tensor is obtained through the connection be-
tween the thermodynamic potential and the correspond-
ing partition function. Here, we have
F (N,h, T ) = − 1
β
lnZ(N,h, T ) (5)
where Z(N,h, T ) is the canonical partition function
and β = (KBT )
−1. In this manner, the components of
the stress tensor P become
Pij = − 1
det(h)βZ
3∑
k=1
hjk
(
∂Z
∂hik
)
N,T
, (6)
In the path-integral formalism, the canonical partition
function for a system of distinguishable particles can be
written as [14]
Z(N,h, T ) =
∫
· · ·
∫
dR0 · · · dRM−1
× exp [−Spath(R0,··· ,RM−1, R0)] (7)
where Rk = {r1,k, · · · , rN,k} represents the set of po-
sition vectors of the N particles in the kth time slice
of theM-bead closed path R = {R0,··· ,RM−1, R0}, and
Spath(R0,··· ,RM−1, R0) is the path action. Proper sym-
metrization for the case of indistinguishable particles is
straightforward [14]. Describing the position vectors in
terms of the h matrix, the expression becomes
Z(N,h, T ) =
∫
· · ·
∫
[det(h)]
NM
dS0 · · · dSM−1
× exp [−Spath(S0,··· ,SM−1, S0;h)] , (8)
where Sk = {s1,k, · · · , sN,k} represents the set of scaled
position vectors of the N particles in the k−th time slice.
The derivatives of the partition function with respect to
the elements of the h matrix are then given by
(
∂Z
∂hij
)
N,T
= [det(h)]
NM
∫
· · ·
∫
dS0 · · · dSM−1
× exp [−Spath] [NM(H)−1ji − ∂Spath∂hij
]
.
(9)
Substitution into Eq. (6) then gives
Pij =
1
det(h)β
[
NMδij −
3∑
k=1
hjk
〈
∂Spath
∂hik
〉]
(10)
where the angular brackets indicate averaging over
closed paths. Given that the paths consist of M links, the
above expression can also be written in terms of averages
over link actions, namely,
3Pij = − M
det(h)β
[
Nδij −
3∑
k=1
hjk
〈
∂SLink
∂hik
〉]
(11)
The hydrostatic pressure P is then given by
P =
1
3
TrP = − M
det(h)β
[
N − 1
3
hik
〈
∂SLink
∂hik
〉]
. (12)
Next we determine the derivative of the link action
with respect to the elements of the h matrix. Here, we
are specifically interested in the pair approximation for
the action,
Slink = S(R,R
′; τ) = Skin(R,R′; τ) + Spot(R,R′; τ)
=
N∑
n=1
K(rn, r
′
n; τ) +
∑
n<m
u2(rn − rm, r′n − r′m; τ),
(13)
where the first term represents the exact kinetic link
action, the second is potential action within the pair-
product approximation [14] and τ = β/M . It is impor-
tant to emphasize that, while referred to as the potential
action, u2 in fact contains the remainder of the exact
two-body action (i.e., including both kinetic and poten-
tial parts) after separating out the kinetic link action
K [14]. The derivatives of interest are then
∂SLink
∂hij
=
N∑
n=1
∂K(rn, r
′
n; τ)
∂hij
+
∑
n<m
∂u2(rn − rm, r′n − r′m; τ)
∂hij
.
(14)
The kinetic action is given by
K(r, r′; τ) =
3
2
ln (4piλτ) +
|r − r′|2
4λτ
, (15)
with λ = ~2/2m, and is normalized such that
∫
dr′ exp [−K(r, r′; τ)] = 1. (16)
To compute the derivatives with respect to the ele-
ments of the h matrix in Eq. (14) , we write Eq. (15) in
terms of h and the relative coordinates s. The result is
K(s, s′;h, τ) =
3
2
ln (4piλτ) + ln
[
det(h−1)
]
+
|h(s− s′)|2
4λτ
,
(17)
which is normalized such that
∫
ds′ exp [−K(s, s′;h, τ)] = 1. (18)
The derivatives with respect to the h-matrix elements
are then given by
∂K(s, s′;h, τ)
∂hij
= −hji
(
h−1
)
ii
(
h−1
)
jj
+
1
2λτ
3∑
k=1
hik(s− s′)k(s− s′)j ,
(19)
The derivatives with respect to the potential action
are obtained in a similar manner, writing the function
u2(r, r
′; τ) in Eq. (13) in terms of the matrix h and the
relative coordinates s and s′. In practice, it is useful [26]
to express u2 in terms of a different coordinate set. Defin-
ing
q ≡ 1
2
(|r|+ |r′|) = 1
2
(|hs|+ |hs′|) , (20)
z ≡ |r| − |r′| = |hs| − |hs′| , (21)
t ≡ |r − r′| = |h (r − r′)| , (22)
the potential action then takes the form
Spot =
N∑
n<m
u2(qmn, zmn, tmn; τ), (23)
where, for instance
qmn =
1
2
(|h(sn − sm)|+ |h(s′n − s′m)|) . (24)
The derivatives with respect to the h-matrix elements
are then given by
∂u2(q, z, t; τ)
∂Hij
=
(
∂q
∂Hij
∂u2
∂q
+
∂z
∂Hij
∂u2
∂z
+
∂t
∂Hij
∂u2
∂t
)
(25)
with
∂q
∂Hij
=
1
2
(∑
kHiksksj
|Hs| +
∑
kHiks
′
ks
′
j
|Hs′|
)
, (26)
∂z
∂Hij
=
1
2
(∑
kHiksksj
|Hs| −
∑
kHiks
′
ks
′
j
|Hs′|
)
, (27)
4and
∂t
∂Hij
=
(∑
kHik (s− s′)k (s− s′)j
|H (s− s′)|
)
. (28)
The calculation of the stress tensor is then based on
using expressions [19] and [25] in Eqs. (11) and (14).
III. COMPUTATIONAL DETAILS
All calculations are based on an orthorhombic com-
putational cell containing 180 4He atoms arranged on a
hcp lattice characterized by the ideal ratio c/a = 1.633,
which is within 0.3% of the experimental estimates for all
considered densities [27]. The cell is constructed in such
a manner that the x, y, and z axes are parallel to the
crystallographic [1 2 1 0], [1 0 1 0], and [0 0 0 1] di-
rections, respectively. Standard periodic boundary con-
ditions are applied throughout. The simulations have
been carried out using the PIMC++ package [18], which
is a C + + implementation of the PIMC algorithms de-
scribed in Ref. [14]. The used pair action was obtained
from a standard matrix squaring procedure [14, 15] us-
ing the Aziz HFD− B3− FCI1 pair potential [16] and
an interaction cutoff of 8A˚ . All PIMC simulations em-
ploy a time step τ = β/m = 1/40K−1 [28], with β the
inverse temperature and M the number of beads in the
ring polymers. The determination of the elastic stiffness
constants Cijkl is based on the definition [29].
σij =
∑
k,l
Cijklkl (29)
where kl is the kl component of the strain tensor and
σij is the ij component of the corresponding stress tensor.
The stiffness constants are then determined by imposing
different kinds of strains kl and measuring the induced
stress responses and σij . Specifically, each simulation is
carried out using a cell in which only one of the six in-
dependent strain components (measured with respect to
the undeformed cell reference) is different from zero. In
this manner, there is only one term in the summation of
Eq. (29). Exploring the linearity of Eq. (29), we deter-
mine the stress response as a function of the magnitude
of a given strain component. The stiffness constants are
then given by the slopes of the σij(kl) graphs,
Cijkl =
dσij
dkl
. (30)
IV. RESULTS AND DISCUSSION
Figure [1] shows typical results for the stress compo-
nents as a function of the imposed strain at a temperature
FIG. 1: (color online). Stress response as a function of im-
posed deformation. Magnitude of the error bars corresponds
to size of symbols. Full lines depict linear fits to the PIMC
results. (a) Shear stress σxz in response to shear strain xz,
scale of the left-hand side. (b) Tensile stress σxx a function
of tensile strain zz, scale of the right-hand side.
of 1 K and a molar volume of 20 cm3. Figure [1-a] shows
the shear stress response σxz as a function of the imposed
shear strain xz , where the indications x and z refer to
the x and z directions of the computational cell. In all
cases, we verified that the small distortions did not cause
any disruptions of the crystal structure, leading only to
small homogeneous deformations of the hexagonal struc-
ture within the elastic limit. The behaviour is distinctly
linear up to absolute strain values of 2%, as attested by
the linear fit shown by the full line. As expected, the
line passes through the origin, with no shear stress be-
ing present at zero shear deformation. The slope of the
line then determines the shear elastic constant Cxzxz or,
in Voigt notation [29], C44, usually known as the shear
modulus µ. Figure [1-b] shows a similar response curve,
plotting the tensile stress σxx in response to the tensile
strain zz. In this case the stress response does not pass
through the origin given that the reference cell is in a
state of hydrostatic compression. Once again the be-
haviour is manifestly linear, with the slope giving the
value of the elastic constant Cxxzz or, in Voigt notation,
C13.
Using stress-strain curves of the type shown in Fig. [1]
obtained from the PIMC simulations, we determine the 6
6 elastic-constant matrix [29] of hcp solid 4He as a func-
tion of the molar volume at a temperature of 1 K. As
expected, the results are found to obey the symmetry re-
lations for hexagonal crystals [29], leaving only five inde-
pendent stiffness constants. These are shown in Fig. [2],
which also includes sets of experimental data produced
in the 1970s [30, 35]. A comparison between the theoret-
ical and experimental data, however, must be conducted
with some care. Whereas the PIMC calculations give val-
5ues for the isothermal stiffness constants, the ultrasonic
experimental data typically probe the adiabatic elastic
constants. Accordingly, a direct comparison between the
two data sets is meaningful only if the difference between
these two kinds of elastic constants is small. In its esti-
mation, we applied the expressions for the difference be-
tween the isothermal and adiabatic elastic constants [36]
and used experimental thermodynamic data [37] for the
isochoric heat capacity Cν and the isochoric pressure co-
efficient (∂P/∂V )ν . For a molar volume of 19.135 cm
3
and a temperature of 1K, we find the difference to be
of the order of 101 bar, which is very small compared to
the absolute values of the elastic constants and their er-
ror bars, thus justifying a direct comparison of the PIMC
data with experiment.
Fig. [2-a] compares our PIMC results to experimen-
tal data for the four elastic constants C33, C11, C44, and
C66. For further comparison we have also included results
from recent variational Monte Carlo (VMC) for T = 0K
based on the shadow wave function formalism [22]. The
agreement between PIMC and experiment is excellent for
C33, and C11,, with values essentially within each oth-
ers error bars across the considered density range. The
agreement is also good for C44, and C66, with the PIMC
values ∼10 - 20% below the experimental data. For these
four constants, the PIMC results also show slightly better
agreement with experiment compared to the VMC data,
which systematically overestimate all four constants by
∼20 - 30%.
The situation is markedly different for the remaining
independent elastic constant, C13, however. As shown by
the diamond symbols in Fig. [2-b] the PIMC data over-
estimate experiment by 50 - 100%, with exception of the
data point measured by Greywall in 1971, although the
latter is characterized by an error bar of 300% [32]. To
further verify our result we performed additional com-
putations at a molar volume of 20 cm3. First, we car-
ried out the PIMC calculations using a reduced time
step of τ = 1/80K−1. Furthermore, we also determined
C13 in an indirect way, computing the bulk modulus
B = V (∂P/∂V )T by a finite-difference derivative of the
hydrostatic pressure with respect to volume changes and
using the relation C13 = (3B−C33)/2. As can be seen in
Fig. [2-b], neither led to significantly different results for
C13, lending further support to the internal consistency
of our calculations. Interestingly, the VMC result for C13
is actually in good agreement with experiment, differing
by ∼10%. To investigate the origin of this discrepancy,
it is useful to verify whether certain relations, different
from those associated with the crystal symmetry, hold.
One of these is the relation
C11 + C12 = C33 + C13, (31)
which should be satisfied in case the c/a ratio is in-
dependent of the density. This independence has been
FIG. 2: (color online). (Color online) Elastic constants and
some of their specific combinations for hcp solid 4He as a func-
tion of the molar volume at a temperature of 1K. (a) Filled
symbols depict PIMC results. Half-filled symbols represent
zero-temperature VMC results of Ref. [22]. Open symbols
represent corresponding experimental data.When error bars
are not shown they are smaller than the symbol size. C33
(upward triangles), C11 (circles), C44 (squares), C66 (right
triangles). (b) C13 PIMC (filled diamonds, τ = 1/40K
−1,
open upward triangle, τ = 1/80K−1, open downward trian-
gle, result obtained from bulk modulus), C13 experimental
(open diamonds),C13 VMC (half-filled diamond), C11 + C12
PIMC (o), C33 +C13 PIMC (pluses), C11 +C12 experimental
(squares),C33 + C1 experimental (crosses).
verified experimentally for a wide range of pressure val-
ues [30]. This is consistent with the fact that the experi-
mental values of the left- and right-hand sides of Eq. (32)
are essentially equal, as shown by the open squares and
crosses, respectively, in Fig. [2-b] .Despite the overesti-
mate for stiffness constant C13, the PIMC results are in
fact consistent with this characteristic of solid 4He in the
hcp phase as shown by the open circles and pluses in the
same plot.
Another concerns the validity of the so-called Cauchy
relation [38, 39], C13 − P = C44 + P , where P is the ap-
plied hydrostatic pressure. These are relations between
elastic constants that are expected to hold when the (a)
interatomic interactions can be described by purely two-
body central forces and (b) when vibrational effects, zero-
point or thermal in origin, are negligible. It is useful to
quantify deviations from this relation through the pa-
rameter [35–39]
δ =
C44 + P − (C13 − P )
(C13 − P ) . (32)
For a classical crystal at T = 0K and characterized by
pairwise central interaction forces one has δ = 0. Devia-
tions from this value are then a measure of the magnitude
6FIG. 3: (color online). Cauchy deviation values for the hcp
(squares) and bcc (circles) phases. Experimental results (open
symbols), PIMC results (full symbols).
of vibrational effects and the importance of many-body
interaction forces. In the case of quantum crystals at low
temperatures, the deviation thus is a probe for the role
of zero-point motion and/or many body interactions. It
seems plausible, however, that the latter are rather small
for the condensed phases 4He [40].
Fig. [3] shows δ as a function of the density for the ex-
perimental data and our PIMC results for the hcp phase.
The results show a distinct discrepancy. While the cal-
culations give relatively small deviation values, ranging
between 0.05 and 0.14, the experimental deviations are
0.8-0.9. Again, this discrepancy can be traced back to
the difference in the value of stiffness constant C13.
To further assess these issues we also computed the
elastic constants for the bcc phase, which exists at similar
densities and temperatures as those considered for the
hcp form. In this case, we find very good agreement
between PIMC and experiment for all elastic constants.
Specifically, at a density of 21 cm3 and a temperature
of 1.5 K, the PIMC calculations give C11 = 371 ± 43,
C12 = 330±25, and C44 = 217±4 bar. Inelastic neutron
scattering measurements, on the other hand, give C11 =
349 ± 15, C12 = 301 ± 10, and C44 = 215 ± 8 bar so
that the differences between PIMC and experiment are
less than 10% for all stiffness constants. As a result,
there are no significant discrepancies between PIMC and
experimental Cauchy deviations, as can be gauged by the
parameter δ = (C44 − C12 + 2P )/(C12 − P ) in Fig. [3].
The interpretation of the above results is challenging.
In the present situation, our results agree very well with
experiment for four of the five independent elastic moduli
of the hcp phase, but show a deviation for the remaining
constant, C13. If this were to be interpreted as a flaw
in our calculations, then discrepancies would also be ex-
pected for other phases. This does not seem to be the
case. In addition to previous results for the liquid phase
based on very similar interaction models [14], our calcu-
lations are in very good agreement with experiment for
all elastic constants of the bcc phase. A further element
in this discussion is that, although conducted for zero
temperature, recent VMC and diffusion Monte Carlo re-
sults [22, 41] do not seem to show this deviation for C13
in hcp 4He.
To unveil this puzzle it would be extremely useful to
renew the experimental data for the elastic constants of
hcp 4He. The data sets available today are more than
30 years old and, with present experimental capabili-
ties, it should be possible to obtain the elastic constants
with significantly greater accuracy. Not only would such
data be useful toward gauging current theoretical mod-
eling approaches, they would also be particularly useful,
for instance, in understanding the elastic properties of
polycrystalline 4He samples [11]. In addition, such infor-
mation would also be of value in discriminating between
changes in elasticity and supersolidity, respectively, when
interpreting frequency changes in TO experiments [11].
V. CONCLUSIONS
In summary, in this paper we have reported values of
the elastic stiffness constants of solid 4He in the hcp phase
determined using the PIMC approach based on the Aziz
pair potential model. To this end we have developed an
expression for the stress observable in the path-integral
formalism, allowing the direct measurement of the inter-
nal stress state of a system in PIMC simulations. This
development is of interest in its own right, allowing for in-
stance, an explicit atomistic determination of the Peierls
stress for dislocation motion [22]. Here, we use it to com-
pute the elastic stiffness constants by measuring the lin-
ear stress response to imposed small strain conditions.
Four of the five computed elastic stiffness constants as
a function of density show good agreement with exper-
iment. The stiffness coefficient C13, which is ∼50-100%
larger than reported experimental values, is an exception.
This discrepancy leads to very different deviations in the
Cauchy relation associated with C44 and C13. The same
calculations for the bcc phase, on the other hand, show
good agreement between experiment and PIMC for all
elastic constants.
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