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Abstract. We show that the naive counts of rational curves in any affine
log Calabi-Yau variety U , containing an open algebraic torus, determine in a
surprisingly simple way, a family of log Calabi-Yau varieties, as the spectrum
of a commutative associative algebra equipped with a compatible multilinear
form. This is directly inspired by a very similar conjecture of Gross-Hacking-Keel
in mirror symmetry, known as the Frobenius structure conjecture. Although
the statement involves only elementary algebraic geometry, our proof employs
Berkovich non-archimedean analytic methods. We construct the structure con-
stants of the algebra via counting non-archimedean analytic disks in the analytifi-
cation of U . We establish various properties of the counting, notably deformation
invariance, symmetry, gluing formula and convexity. In the special case when U
is a Fock-Goncharov skew-symmetric X-cluster variety, we prove that our algebra
generalizes, and in particular gives a direct geometric construction of, the mirror
algebra of Gross-Hacking-Keel-Kontsevich.
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1. Introduction and statements of main results
We begin with a brief summary of our main results, followed by precise definitions
and statements.
Let U be a smooth affine log Calabi-Yau variety containing an open algebraic
torus, and U ⊂ Y any snc compactification. We show that the naive counts
of rational curves in U determine in a surprisingly simple way, a family of log
Calabi-Yau varieties, as the spectrum of an algebra structure on the free Z[NE(Y )]-
module A, with basis Sk(U,Z) (the set of divisorial valuations where the volume
form has a pole, union the trivial valuation), see Theorem 1.2. This is directly
inspired by a very similar conjecture of Gross-Hacking-Keel in mirror symmetry,
known as the Frobenius structure conjecture, see Remark 1.3. We construct the
algebra structure by giving non-negative integer structure constants as naive counts
of non-archimedean analytic disks, see Definition 1.5. The counts are naive in
the sense that they are simply cardinalities of finite sets, without use of virtual
fundamental classes. We prove moreover that the spectrum of this algebra is the
total space of a family whose generic fiber is an affine log Calabi-Yau variety of the
same dimension as U , with at worst log canonical singularities.
We build a canonical scattering diagram directly by counting infinitesimal non-
archimedean cylinders, without using the Kontsevich-Soibelman algorithm, see
Section 1.4. In the special case where U is a Fock-Goncharov skew symmetric X-
cluster variety, we prove that our (geometrically defined) scattering diagram agrees
with the (combinatorially constructed) scattering diagram of [15], see Theorem 22.27.
As a consequence, we show that our algebra generalizes, and in particular gives
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a new and direct geometric construction of, the mirror algebra of Gross-Hacking-
Keel-Kontsevich [15], (which under additional assumptions is isomorphic to the
associated Fomin-Zelevinski upper cluster algebra), see Theorem 1.19. We refer to
Section 1.4 for the implications of this comparison theorem, including the broken-
line convexity conjecture, the positivity of the coefficients of scattering functions
(thus the positivity in the Laurent phenomenon for cluster algebras), and the
independence of the mirror algebra on the cluster structure.
The heart of our work is a simple definition of counts associated to trees in the
essential skeleton Sk(U) of U , building on the ideas of [39], as naive counts of
non-archimedean analytic curves with the given intrinsic skeleton, independent of
any choice of non-archimedean SYZ fibration, see Section 1.3. We establish various
properties of such counts, notably deformation invariance (Theorem 12.9), symmetry
(Theorem 10.12), gluing formula (Theorem 13.4) and convexity (Theorem 16.8).
Now we give precise statements of our results.
Let k be any field of characteristic zero. Let U be a connected affine smooth log
Calabi-Yau k-variety, with volume form ω, and k(U) the field of rational functions
on U . Let
Sk(U,Z) := {0}unionsq{
mν
∣∣∣ m ∈ N>0, ν is a divisorial valuation on k(U) where ω has a pole}.
Fix a projective snc compactification U ⊂ Y with complement D := Y \ U .
Definition 1.1. Given n ≥ 2, P := (P1, . . . , Pn) with Pj ∈ Sk(U,Z), and a curve
class β ∈ NE(Y ) ⊂ N1(Y,Z), we define a number η(P, β) counting rational curves
in U as follows:
Let B := { j | Pj 6= 0 }. Write Pj = mjνj for j ∈ B. Modifying the compactifica-
tion U ⊂ Y by a blowup b : (Y˜ , D˜)→ (Y,D), we can assume each νj has divisorial
center Dj ⊂ D˜. Let H(P, β) be the space of maps
f : [P1, (p1, . . . , pn, s)] −→ Y˜
such that
(1) p1, . . . , pn, s are distinguished marked points of P1,
(2) for each j ∈ B, f(pj) lies in the open stratum D◦j ,
(3) f−1(D˜) = ∑j∈Bmjpj,
(4) (b ◦ f)∗[P1] = β.
One can show that the map
Φ := (dom, evs) : H(P, β) −→M0,n+1 × U
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taking modulus of domain and evaluation at s is finite étale over a Zariski dense
open of the target (see Proposition 3.12). We define η(P, β) to be the degree of
the finite étale map above. The fiber of Φ over the generic point, and in particular
the degree η(P, β), is independent of the blowup b. Note the counts here are naive
counts (as opposed to counts defined using virtual fundamental classes).
Next we assemble the numbers η(P, β) into generating series in the following
way: let
R := Z[NE(Y )] :=
⊕
β∈NE(Y )
Z · zβ, the monoid ring of NE(Y ) over Z,
A := R(Sk(U,Z)) :=
⊕
P∈Sk(U,Z)
R · θP , the free R-module with basis Sk(U,Z).
Define Trace : A→ R taking coefficient of θ0. For n ≥ 2, let 〈, . . . ,〉n : An → R be
the R-multilinear map with
〈θP1 , . . . , θPn〉n =
∑
β∈NE(Y )
η(P1, . . . , Pn, β)zβ.
The affineness of U implies that the sum above is finite (see Lemma 3.6).
Theorem 1.2 (Frobenius structure theorem). Assume U contains an open split
algebraic torus. The following hold:
(1) For every n ≥ 2, the R-multilinear map 〈, . . . ,〉n : An → R is non-degenerate,
i.e. the map A→ HomR(A⊗(n−1), R) given by a 7→ 〈a, . . .〉n is injective.
(2) There exists a unique finitely generated commutative associative R-algebra
structure on A such that θ0 = 1 and
〈a1, . . . , an〉n = Trace(a1a2 · · · an) for every n ≥ 2.
(3) Let TD be the split torus with character group generated by the irreducible
components of D. We have a natural equivariant action of TD on the family
X := Spec(A) −→ Spec(R),
with each θP an eigenfunction, see Theorem 17.2 for the formula of the
weights.
(4) The restriction of the family above over Q ⊃ Z
XQ := Spec(AQ) −→ Spec(RQ)
is a flat family of affine varieties of same dimension as U , each fiber
is Gorenstein, semi-log canonical and K-trivial. The generic fiber is log
canonical and log Calabi-Yau.
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Remark 1.3. The statements (1-4) are proved respectively in Sections 19, 15-17,
17 and 20. The assumption that U contains an open torus is always satisfied in
dimension two (i.e. for log Calabi-Yau surface) by the classification of surfaces,
but not always in higher dimensions. We expect the theorem to hold without this
assumption. By the non-degeneracy, our algebra A is canonically associated to U ⊂
Y , independent of any choice of torus. Moreover, we can remove the dependence
on the compactification Y by setting all curves classes to 0: we set AU := A⊗R Z,
where R → Z sends every zγ to 1, see Remark 18.8. This corresponds to taking
the fiber of X over the identity point of TN1(Y ) := Spec(Z[N1(Y )]) ⊂ SpecR.
Throughout the paper we will refer to A, as well as its variants, as mirror
algebras, because we expect X to be the mirror to U in the sense of homological
mirror symmetry; and in particular, A should be isomorphic to the symplectic
cohomology ring SH0(U). We do not address any symplectic aspects of homological
mirror symmetry here. Our non-archimedean enumerative approach can be seen as
a study of the A-side of homological mirror symmetry from an algebro-geometric
viewpoint.
Theorem 1.2 is directly inspired by [13, Conjecture 0.8], where the multilinear
pairing 〈, . . . ,〉 is defined via log Gromov-Witten invariants instead of naive counts
of rational curves. It is a separate interesting question, whether these log Gromov-
Witten invariants are equal to our counts. Gross and Siebert are working on the
reconstruction problem of mirror symmetry in greater generality, using the theory
of punctured log curves (see [17]). It is plausible that their algebra (restricted to
our context) will be isomorphic to ours, and by the non-degeneracy, this will in
fact be a consequence of the previous comparison question.
We prove a bit more than statement (4): we compactify each fiber of X to an
anti-canonical semi-log canonical pair, see Proposition 20.2. We expect that every
fiber of the restriction XQ|TN1(Y ) is normal with canonical singularities; together
with Paul Hacking, we prove this in dimension two in [19]. Statements (1-2)
are proven independently, for X-cluster varieties by Travis Mandel [29] using a
completely different argument.
1.1. Structure Constants. Given P1, . . . , Pn ∈ Sk(U,Z), we write the product
in the mirror algebra A as
(1.4) θP1 · · · θPn =
∑
Q∈Sk(U,Z)
∑
γ∈NE(Y )
χ(P1, . . . , Pn, Q, γ)zγθQ.
Now we give the precise description of the structure constants χ(P1, . . . , Pn, Q, γ)
as counts of non-archimedean analytic disks, building on ideas from [39, 40]. We
would like to illustrate the simplicity, both conceptually and in technical detail,
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because we feel that this simple direct geometric construction of the mirror algebra
is our most important contribution.
Recall that for an algebraic variety X over any non-archimedean field K, we
have an associated K-analytic space Xan constructed by Berkovich [6]. As a set,
Xan consists of pairs (ξ, ν) where ξ ∈ X is a scheme-theoretic point and ν is an
absolute value on the residue field κ(ξ) extending the given one on K.
Here we equip our base field k with the trivial absolute value, i.e. |x| = 1
for all x ∈ k \ 0 and |0| = 0. Note Sk(U,Z) is naturally a subset of Uan. By
our assumption, U contains an open split algebraic torus, which we denote by
TM , M being the co-character lattice. This induces a canonical identification
Sk(U,Z) ' Sk(TM ,Z) 'M .
Let P1, . . . , Pn, Q ∈ Sk(U,Z) and γ ∈ NE(Y ). Set Z := −Q ∈ M ' Sk(U,Z).
Let δ ∈ NE(Y ) be the class of the closure of any general translation of the one-
parameter subgroup in TM given by Q ∈ M . Let PZ := (P1, . . . , Pn, Z) and
β := γ + δ. We have a moduli space H(PZ , β), and a map
Φ := (dom, evs) : H(PZ , β) −→M0,n+2 × U
as in Definition 1.1, where the n+ 2 marked points are labeled as p1, . . . , pn, z, s.
Let µ ∈ Man0,n+2 be the valuation on the generic point of M0,n+2 given by the
divisor inM0,n+2 parameterizing nodal curves where {p1, . . . , pn} and {z, s} are
separated by a node. The points µ ∈Man0,n+2 and Q ∈ Uan give a discrete valuation
on the generic point ofM0,n+2 × U , and hence a point Q˜ ∈ (M0,n+2 × U)an. Since
Q˜ is contained in any Zariski open of (M0,n+2 ×U)an, and Φ is étale over a Zariski
dense open of M0,n+2 × U (see Proposition 3.12), the fiber (Φan)−1(Q˜) is finite
(over the complete residue field H(Q˜)).
A map
f : [C, (p1, . . . , pn, z, s)] −→ Y˜ an
is said to satisfy the toric tail condition1 if the following holds: let Γ be the
convex hull of all the marked points in C, r : C → Γ the canonical retraction, and
T := r−1([s, z]) ⊂ C; then we have f(T \ z) ⊂ T anM . Let F ⊂ (Φan)−1(Q˜) denote the
subspace satisfying the toric tail condition.
Definition 1.5. We define the structure constant χ(P1, . . . , Pn, Q, γ) to be the
length of F as 0-dimensional H(Q˜)-variety; in other words, the cardinality of the
underlying set after passing to an algebraic closure.
1For readers less familiar with the Berkovich geometry of curves, we refer to Remark 1.10 for
an algebro-geometric interpretation of the toric tail condition.
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Theorem 1.6. The sums in the multiplication rule (1.4) are finite, and give
the finitely generated commutative associative R-algebra structure on A in Theo-
rem 1.2(2). In particular, we have χ(P1, . . . , Pn, 0, γ) = η(P1, . . . , Pn, γ).
Remark 1.7 (Heuristics behind the structure constants). Suppose Q 6= 0. Heuristi-
cally, the structure constant χ(P1, . . . , Pn, Q, γ) counts analytic maps
g : [D, (p1, . . . , pn)] −→ Y˜ an
such that
(1) D is a closed unit disk over a non-archimedean field extension k′/k,
(2) p1, . . . , pn are distinguished k′-points on D,
(3) g(pj) ∈ D◦j for all j such that Pj 6= 0,
(4) g−1(D˜) = ∑mjpj,
(5) g(∂D) = Q ∈ Uan,
(6) The derivative of g at ∂D is equal to Q (see Remark 2.9),
(7) (b ◦ g)∗(D) = γ, in a limiting sense (see Definition 8.1).
Unfortunately, the space of all such analytic maps is ∞-dimensional. In order
to extract a finite counting number, we use a variant of the strategy in [39], by
imposing a regularity condition on the boundary of our disks: we ask that the
map g can be analytically continued at the boundary ∂D to a map f from a closed
rational curve C to Y˜ an, such that
(i) The tail T := C \D◦ intersects the divisor DZ at one point z with multiplicity
mZ , where Z = mZνZ and νZ has divisorial center DZ ⊂ D˜;
(ii) The punctured tail T \ z maps into the torus T anM .
Hence, the problem of counting analytic disks can be translated into counting
special types of closed rational curves, which is exactly the content of Definition 1.5.
Remark 1.8. Any pluricanonical form ω on X gives a piecewise linear skeleton
Sk(ω) ⊂ Xan (defined by Temkin [35], generalizing Kontsevich-Soibelman [26] and
Mustata-Nicaise [31].) We define the essential skeleton Sk(X) := ⋃ Sk(ω) ⊂ Xan,
union over all nonzero log pluricanonical forms ω on X (see Definition 9.13). In
our context, we have Sk(U,Z) ⊂ Sk(U) = Sk(ω) ⊂ Uan, where ω is the log volume
form on U , unique up to scaling. When the compactification U ⊂ Y is minimal,
we obtain a natural retraction map Uan → Sk(U), an instance of non-archimedean
SYZ fibration (see [33]). The retraction induces an integral affine structure on
Sk(U) outside codimension two. Note that while the embedding Sk(U) ⊂ Uan is
intrinsic to U , the retraction Uan → Sk(U), as well as the resulting integral affine
structure, depend on the choice of a minimal compactification U ⊂ Y . Moreover,
snc minimal compaction often does not exist, and the presence of singularities
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generates technical complications. Both the Kontsevich-Soibelman program [27]
and the Gross-Siebert program [16] are based on the integral affine structure above,
while our approach is not. One key technology we develop in this paper that
enables us to work independent of any retraction Uan → Sk(U) is called skeletal
curves, which we describe below in Section 1.2.
Remark 1.9. Due to the choice of the specific point Q˜ ∈ (M0,n+2×U)an, the curves
in F responsible for structure constants, though highly generic in the algebraic
sense, are in fact very special, i.e. non-transverse, from the tropical viewpoint. This
is convenient for giving a quick definition of structure constants, but impractical
for the purpose of proving any properties as in Theorem 1.6. In order to perturb
the curves in F into more tropically transverse positions, we will allow the point
Q˜ to vary over a subset VM × VQ ⊂ Sk(M0,n+2 × U) ⊂ (M0,n+2 × U)an. We will
show that the subspace F ′ of (Φan)−1(VM × VQ) satisfying the toric tail condition
is a union of connected components. As Φan is finite étale over a neighborhood
of VM × VQ, we deduce that the degree of Φan|F ′ is well-defined, and gives the
structure constant χ(P1, . . . , Pn, Q, γ) (see Lemma 15.3).
Remark 1.10. For readers less familiar with the Berkovich geometry of curves,
here we give an algebro-geometric interpretation of the toric tail condition. Let
E := U \ TM ⊂ Y , Z := f−1(Ean) ⊂ C and Σ ⊂ C the union of the marked
points. Say f is defined over a non-archimedean field extension k′/k. Up to a
finite extension of k′, we can find a semistable model C of C over the ring of
integers (k′)◦ such that Z ∪ Σ extends to the smooth locus of the special fiber
Cs. Let ΓC be the dual graph (which is a tree) of Cs. Let vp1 , . . . , vpn , vz, vs be the
vertices of ΓC corresponding to all the marked points of C; they are not necessarily
different from each other. Let ΓΣ ⊂ ΓC be the convex hull of these vertices,
and ρ : ΓC → ΓΣ the unique retraction. Let CTs ⊂ Cs be the union of irreducible
components corresponding to ρ−1([vs, vz]). Then the toric tail condition for f is
equivalent to CTs ∩ Z = ∅ (see Lemma 12.3(3)).
1.2. Skeletal Curves. The curves responsible for structure constants enjoy a
special property: the essential skeleton of the curve maps into the essential skeleton
of U . Such curves play an important role in various stages of our theory. Below is
the main theorem concerning such curves:
For this theorem, it is not necessary to assume k has trivial valuation, U is
affine or contains an algebraic torus. Let Dess ⊂ D denote the union of irreducible
components of D where ω has a pole. Let Sk(U) denote the closure of Sk(U) in
Y an.
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Theorem 1.11 (see Theorem 9.19). Let k ⊂ k′ be a non-archimedean field exten-
sion, C a proper rational nodal k-analytic curve, and f : Ck′ → Y ank′ a k′-analytic
map such that f−1(D) = f−1(Dess,sm) = ∑mjpj for mj ∈ N>0 and pj ∈ Csm(k)
(where sm indicates the smooth locus). Consider the composition
fY : Ck′
f−−→ Y ank′ −→ Y an.
Let Γ(k) ⊂ Ck′ be the convex hull of C(k) in Ck′. Assume fY (x) ∈ Sk(U) for some
x ∈ C(k) ⊂ Ck′. Then the image fY (Γ(k)) lies in Sk(U); in particular, fY maps
the convex hull of all pj in Ck′ into Sk(U).
Definition 1.12. We call such fY : Ck′ → Y an a skeletal curve.
Following Remark 1.8, we note that a skeletal curve have a canonical spine
independent of any retraction Uan → Sk(U). Given any Q ⊂ C(k) containing all
pj , let Γ(Q) ⊂ Ck′ be the convex hull. We define the spine of f (with respect to Q)
to be the restriction
Γ(Q) fY−−→ Sk(U).
The main source of skeletal curves in this paper comes from the following
construction:
Fix J a finite set of cardinality n ≥ 3, and P := (Pj)j∈J with Pj ∈ Sk(U,Z).
Let B := { j | Pj 6= 0 }, I := { j | Pj = 0 }. For each j ∈ B, write Pj = mjνj, and
assume each νj has divisorial center Dj ⊂ D. LetM(U,P, β) denote the moduli
stack of n-pointed rational stable maps f : [C, (pj)j∈J ]→ Y of class β such that for
each j ∈ B, pj maps to the open stratum D◦j , and f−1(D) =
∑
j∈Bmjpj . For i ∈ I
let
(1.13) Φi := (st, evi) : M(U,P, β)an −→Man0,n × Uan
be the map taking stabilization of domain and evaluation at pi.
Proposition 1.14 (see Lemmas 9.21, 9.22). The preimage
ISk := Φ−1i
(
Sk(M0,n)× Sk(U)
)
consists of skeletal curves. On a neighborhood of ISk, Φi is étale and representable
(i.e. non-stacky); Φi|ISk is set-theoretically finite. In particular, the structure
constant χ(P1, . . . , Pn, Q, γ) in Definition 1.5 is a naive count of skeletal curves.
1.3. Naive counts of spines in Sk(U). Proposition 1.14 suggests a simple defini-
tion of counts associated to piecewise affine trees in Sk(U). The study of properties
of such counts is the main technical foundation of this paper.
Note that Sk(U) has an intrinsic conical piecewise Z-linear structure (see Sec-
tion 10). So we can consider a piecewise Z-affine map h from a stable nodal
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metric tree Γ to Sk(U). Assume Γ has n 1-valent vertices (vj)j∈J , all of them
infinite, and h−1(∂ Sk(U)) ⊂ ⋃ vj. We call S := (Γ, h) an extended spine in Sk(U).
For each j, let Pj ∈ Sk(U,Z) be derivative of h at vj (pointing outwards). Let
P := (P1, . . . , Pn).
Let B := { j | Pj 6= 0 } and I := { j | Pj = 0 }. Assume |B| ≥ 2, |I| ≥ 1 and fix
i ∈ I. Let Φi be as in (1.13). The closure Sk(M0,n) ⊂Man0,n can be identified with
the space of stable extended nodal metric trees with n legs (see Proposition 9.26).
Thus Γ gives a point Γ ∈ Sk(M0,n) ⊂Man0,n. By Proposition 1.14, Φ−1i (Γ, h(vi)) is
finite, and consists of skeletal curves. Let Fi(S, β) be the subspace of Φ−1i (Γ, h(vi))
consisting of maps whose spine is equal to S. We define Ni(S, β) := length(Fi(S, β)),
counting analytic curves in Uan of spine S and class β (evaluating at i).
Following the same heuristics in Remark 1.7, we can also count analytic curves
associated to a non-extended spine S = (Γ, h) in Sk(U), i.e. we allow some 1-valent
vertices of Γ to be finite vertices. We extend each finite leg to an infinite leg via the
identification Sk(U) 'MR and obtain an extended spine Ŝ. The extension of spine
induces also an extension of curve class from any γ ∈ NE(Y ) to γ̂ ∈ NE(Y ). We
apply the paragraph above to Ŝ and γ̂, and obtain Fi(Ŝ, γ̂). Let Fi(S, γ) ⊂ Fi(Ŝ, γ̂)
be the subspace consisting of stable maps satisfying the toric tail condition for
each leg extension, as in Section 1.1.
Definition 1.15 (see Section 10 for details). We defineNi(S, γ) := length(Fi(S, γ)),
the count of analytic curves (with boundaries) in Uan of spine S and class γ
(evaluating at i).
The counts above enjoy very nice properties when the spine S is sufficiently
general, more precisely, when it is transverse with respect to walls in Sk(U) (see
Definition 5.12). The most important property is deformation invariance, in the
sense that it determines whether our project via non-archimedean geometry is a
reality or a mere fantasy.
Theorem 1.16 (Deformation invariance, see Theorem 12.9). The count Ni(S, γ)
is deformation invariant among transverse spines.
Other important properties include:
(1) The symmetry property: the count Ni(S, γ) is independent of the choice
of i ∈ I, see Theorem 10.12, a generalization of [39, Theorem 6.3] with a
fundamentally different proof.
(2) The gluing formula: a product formula when we glue spines at finite vertices,
see Theorem 13.4, a variant of [40, Theorem 1.2].
(3) Tail condition with varying torus: the count Ni(S, γ) is independent of the
choice of torus TM ⊂ Y , see Theorem 14.2.
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(4) Convexity, positivity and finiteness, see Section 16.
1.4. Scattering diagram and comparison with GHKK. Both the Kontsevich-
Soibelman program [27] and the Gross-Siebert program [16] for the reconstruction
of mirror varieties rely on a combinatorial algorithmic construction of scattering
diagram (aka wall-crossing structure, see [28]). Our construction of the mirror
algebra by counting non-archimedean analytic disks as in Section 1.1 completely
bypass any scattering diagram. Nevertheless, our geometric approach also allows
us to give a direct construction of the scattering diagram by counting infinitesimal
analytic cylinders, without the step-by-step Kontsevich-Soibelman algorithm, see
Section 21. Here is a brief summary.
Fix TM ⊂ U ⊂ Y as before, let N := Hom(M,Z). Given any n ∈ N \ 0, x ∈ n⊥
generic, v, w ∈ M〈n,·〉>0 and α ∈ NE(Y ), let Vx,v,w be the infinitesimal spine with
two ends of outward derivatives v and −w respectively, and bending at x (see
Figure 1). We obtain an associated count of analytic curves N(Vx,v,w, α) as in
Section 1.3.
n⊥
x
v w
Figure 1.
Definition 1.17 (Wall-crossing transformation, see Definition 21.8). For any
x ∈ n⊥ ⊂MR generic and v ∈M〈n,·〉>0, we define
Ψx,n(zv) :=
∑
w∈M〈n,·〉>0
α∈NE(Y )
N(Vx,v,w, α)zαzw.
Theorem 1.18 (see Theorem 21.9, Proposition 21.13). Fix a strictly convex toric
monoid Q ⊃ NE(Y ), let R̂ be the completion of Z[Q ⊕ M ] with respect to the
maximal monomial ideal. The wall-crossing transformation Ψx,n extends to an
automorphism of Frac R̂. Moreover, there exists fx ∈ R̂ such that for any v ∈M ,
we have
Ψx,n(zv) = zv · f 〈n,v〉x .
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We call
D :=
{
(x, fx)
∣∣∣ x ∈ n⊥ ⊂MR generic for some n ∈ N \ 0 } ,
the scattering diagram associated to U ⊂ Y with respect to TM . We then prove
that D has finite polyhedral finite-order approximations (see Proposition 21.17),
and that D is theta function consistent (see Proposition 21.21).
In Section 21.3, under additional assumptions, we set all the curve classes to
0 in D and obtain a scattering diagram DU independent of the compactification
U ⊂ Y . We show that DU is consistent in the sense of Kontsevich-Soibelman (see
Proposition 21.35). This paves the way for the comparison in the case of cluster
varieties with the work of Gross-Hacking-Keel-Kontsevich [15], see Section 22.
We prove in Theorem 22.27 that the (combinatorially defined) scattering diagram
DGHKK of [15, Theorem 1.12] is equivalent to our (geometrically defined) scattering
diagram DU . From this we deduce the comparison theorems for both A-cluster
variety and X-cluster variety, see Theorem 22.28 and Corollary 22.29. For simplicity,
here we only state the latter:
Theorem 1.19 (see Corollary 22.29). Let X be a Fock-Goncharov skew-symmetric
X-cluster variety (possibly with frozen variables), such that H0(X ,OX ) is finitely
generated, U := Spec(H0(X,OX )) is smooth, and the canonical map X → U is
an open immersion. Then U is a smooth affine log Calabi-Yau variety containing
an open split algebraic torus, so our Theorem 1.2 applies. Let X ∨ be the Fock-
Goncharov dual, and let can(X ∨) be as in [15, Theorem 0.3]. Let AU be our mirror
algebra as in Remark 1.3. The following hold:
(1) The (combinatorially defined) structure constants of [15, Theorem 0.3(1)]
are equal to our (geometrically defined) structure constants. Hence they give
can(X ∨) an algebra structure, equal to our mirror algebra AU .
(2) The mirror algebra can(X ∨) ' AU , together with its theta function basis,
is independent of the cluster structure; it is canonically determined by the
variety U .
Under the natural assumptions of our comparison theorems, we obtain geo-
metric understandings of various combinatorial constructions and answer several
conjectures in [15]:
(1) As our naive counts are always nonnegative integers, we obtain a much more
conceptual proof of the positivity of the structure constants, and of the coefficients
of the scattering functions fx, which then implies the positivity in the Laurent
phenomenon for cluster algebras, see Theorems 1.13 and 4.10 in loc. cit..
(2) The (combinatorially defined) broken lines in [15, §3] are simply the spines of
the analytic curves contributing to the local theta functions θx,m in Definition 21.19.
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Then the broken-line convexity conjecture of [15, Conjecture 8.12] follows directly
from our general convexity lemma, Lemma 16.6.
(3) Thanks to (2), we obtain an algebra structure on can(X ∨) as in Theo-
rem 1.19(1); while in [15], there is only an algebra structure on a vector subspace
mid(X ∨) ⊂ can(X ∨), and the algebra structure on can(X ∨) is obtained under an
additional EGM assumption, see [15, Theorems 0.12(1), 0.17]. This is also a step
in the direction of the full Fock-Goncharov conjecture of [15, Conjecture 0.10].
(4) Theorem 1.19(2) was conjectured in [15, Remark 0.16]. It is shown in [42]
that a given variety can have more than one cluster structure.
(5) While the counts N(Vx,v,w, α) in Definition 1.17 are canonically associated
to U ⊂ Y , the resulting scattering diagram depends on the choice of TM ⊂ U .
This gives a geometric explanation of the ad-hoc appearing formula for change of
scattering diagram under mutation (see [15, Definition 1.22] and [13, 3.21, 3.30]).
Notations. Frequently in the paper, when we have a map f : X → Y and a subset
S ⊂ Y we write XS := f−1(S) and XS1,...,Sn if we have several subsets.
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Yu was supported by the Clay Mathematics Institute as Clay Research Fellow.
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2. Log Calabi-Yau pairs
In this section we set up the basic notations for the whole paper.
Fix k0 a field of characteristic zero, equipped with the trivial valuation. Let
k0 ⊂ k be any non-archimedean field extension. We say that a variety (or a divisor,
a function, etc.) is constant over k if it is isomorphic to the pullback of something
over k0. We introduce this terminology because it will help simplify notations while
we frequently make base field extensions.
Now assume k has discrete (possibly trivial) valuation. Let U be a d-dimensional
connected smooth affine log Calabi-Yau k-variety, constant over k, containing a
Zariski open split algebraic torus TM with cocharacter lattice M . Here the log
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Calabi-Yau condition is equivalent to the condition that the standard volume form
on TM extends to a volume form ω on U without zeros or poles.
For any snc compactification U ⊂ Y , constant over k, let D := Y \ U , and let
{Di}i∈ID denote the set of irreducible components of D. Let Dess be the union of
irreducible components of D where ω has a pole.
Definition 2.1. Let
Σ(Y,D) :=
{ ∑
i∈ID
ai 〈Di〉
∣∣∣∣∣ ⋂
ai>0
Di 6= ∅
}
⊂ [0,+∞]ID ,
Σ(Y,D) := Σ(Y,D) ∩ [0,+∞)ID ,
regarded as (extended) simplicial cone complexes. Let Σess(Y,D) ⊂ Σ(Y,D) be the sub
cone complex spanned by components of Dess.
For any k-variety X, we have the Berkovich analytification Xan, endowed with a
canonical morphism of locally ringed spaces ι : Xan → X (see [6, §3]). When X
is integral, let ηX be the generic point of X, and let Xbir := ι−1(ηX) ⊂ Xan, the
subset of birational points. Moreover, if X is constant over k, i.e. it is isomorphic
to the pullback of a k0-variety X0, let Xbir(Z) ⊂ Xbir be the subset consisting of
valuations on k(X) taking integer values on k0(X0).
We have canonical embeddings
Σ(Y,D) Ubir Uan
Σ(Y,D) Y an,
⊂
⊂
⊂
and canonical strong deformation retractions from Y an to Σ(Y,D), and from Uan to
Σ(Y,D) (see [36, 18]).
The volume form ω induces an upper semicontinuous function ‖ω‖ : Uan → R≥0
via Temkin’s Kähler seminorm (see [35, §8]). We denote by Sk(U) ⊂ Uan the
maximum locus of ‖ω‖, called the essential skeleton of U . Let Sk(U,Z) := Sk(U)∩
Ubir(Z).
Lemma 2.2. (1) The embedding Σ(Y,D) ↪→ Uan induces a homeomorphism
Σess(Y,D) ' Sk(U) preserving the integer points.
(2) We have Sk(TM ,Z) 'M and Sk(TM) 'MR.
(3) Let f : V 99K W be any birational map of log Calabi-Yau varieties such
that f ∗(ωW ) = ωV ; then it induces V bir ' Ubir identifying Sk(V ) ' Sk(U)
preserving the integer points.
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(4) We have canonical identifications Σess(Y,D) ' Sk(U) ' Sk(TM) ' MR, pre-
serving the integer points.
Proof. (1) follows from local computations on standard normal crossing models
(see Lemma 9.5 for a more general statement). (2) follows from (1) by taking (Y,D)
to be any smooth toric compactification of TM . (3) is tautological because the
essential skeleton consists of only birational points and the definition of ‖ω‖ is
local. (4) follows from the previous ones. 
Assumption 2.3. (1) We assume E := U \ TM contains no strata of D.
(2) We assume the identification Σess(Y,D) ' MR gives a smooth toric fan Σt in
MR.
Note that both assumptions can be achieved by a toric blowup of (Y,D). We
will first construct the mirror algebra under these assumptions, and then extend
the construction to the general case, see Remark 18.7.
Notation 2.4. Let (Yt, Dt) be the toric variety associated to the fan Σt in MR.
We have Σ(Yt,Dt) ' Σt as simplicial cone complexes. Denote MR := Σt := Σ(Yt,Dt),
the canonical embedding
ιt : MR ↪→ Y ant ,
and the canonical retraction
τt : Y ant →MR.
Lemma 2.5. Let Y idt ⊂ Y be the indeterminate locus of the birational map
pi : Y ⊃ TM ↪→ Yt.
Let W ⊂ Y \ Y idt be the isomorphism locus. Then
(1) E ⊂ Y is pure codimension one, so Y idt contains no generic point of E.
(2) W ⊂ Y contains the generic point of every stratum of Dess, W ⊂ Yt contains
the generic point of every stratum of Dt, and pi induces a bijection between
those generic points.
(3) E ∩W = ∅, W ∩ U = TM .
(4) The fibers of pi : E \ Y idt → Yt are positive dimensional.
(5) pi(E \ Y idt) is contained in Dt, and does not contain the generic point of
any stratum of Dt.
Proof. The complement T cM ⊂ U is pure codimension one (this is true for the
complement of any affine Zariski open subset of a separated connected normal
variety). This gives (1).
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Let p ∈ Dess be a 0-stratum which is the intersection of d components D1, . . . , Dd
of Dess. Let Dt,1, . . . , Dt,d be the corresponding components of Dt via the identi-
fication of simplicial cone complexes Σess(Y,D) ' Σt, and let pt := Dt,0 ∩ · · · ∩ Dt,d.
Assume that Dt,1, . . . , Dt,d, as Cartier divisors, are given respectively by functions
f1, . . . , fd on TM . Then fi has simple zero along Di for i = 1, . . . , d. Since p /∈ E
by Assumption 2.3, we deduces that f1, . . . , fd are regular on a neighborhood of
p in Y . Hence we have p = pt ∈ W . Since every closed stratum of Dt contains
a 0-stratum, so does every closed stratum of Dess. Since W is open, we deduce
that W ⊂ Y contains the generic point of every stratum of Dess, W ⊂ Yt contains
the generic point of every stratum of Dt, and pi induces a bijection between those
generic points. This gives (2).
We have TM ⊂ W ⊂ Yt. The volume form ω has a pole on all of Dt = Yt \ TM ,
in particular on W \ TM . It is regular (and nowhere vanishing) on U . Thus
W ∩ U = TM . Since W c ⊂ Y is closed, E = U \ TM ⊂ W c. This gives (3). (4)
follows from (3). (5) follows from (3) and (2). 
Notation 2.6. Let Et := Yt \ W , Etropt ⊂ ∂MR the image of Eant under the
retraction map τt : Y ant →MR, and τ the composition
(Y \ Y idt)an pian−−−→ Y ant τt−−→MR.
Below are two simple lemmas concerning the affineness of U for later reference.
Lemma 2.7. Let x1, . . . , xn be generators of the algebra H0(U,OU). The map
α := (|x1|, . . . , |xn|) : Uan → Rn≥0
is a proper continuous map.
Proof. Since U is affine, the generators x1, . . . , xn give a closed immersion U ↪→
Ank . So the lemma follows from the properness of the coordinate-wise norm map
(Ank)an → Rn≥0. 
Lemma 2.8. There is an ample divisor F on Y such that −F |U is effective.
Proof. Let L be any ample line bundle on Y . Since U is affine, L∨|U is globally
generated. Choose any nonzero section s of L∨|U , viewed as a rational section of
L∨ on Y , and the associated Cartier divisor F is what we want. 
Remark 2.9. The homeomorphism Σess(Y,D) ' Sk(U) in Lemma 2.2(1) induces an
integral simplicial cone complex structure on Sk(U). By the weak factorization
theorem (see [2]), any two snc compactifications of U are related by a zigzag
of simple blowups. Therefore, Sk(U) has an intrinsic conical piecewise Z-linear
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structure2. For any point b ∈ Sk(U) \ 0, this structure does not give a well-defined
tangent space at b. Nevertheless, any multiplies of the tangent vector at b in the
direction of −→0b is well-defined.
3. Smoothness of the moduli spaces
In this section, we set up several basic moduli spaces of stable maps for this paper,
and prove various smoothness properties. The main result is Proposition 3.12.
Fix a finite set J of cardinality n ≥ 3. Fix P := (Pj)j∈J with Pj ∈ Sk(U,Z). Let
(3.1) B := { j | Pj 6= 0 } , I := { j | Pj = 0 } ,
where B means boundary and I means interior. For each j ∈ B, write Pj = mjνj
with mj ∈ N>0 and ν a divisorial valuation on k(U). We assume each νj has
divisorial center Dj ⊂ D.
Notation 3.2. Let β ∈ NE(Y ) be a curve class. LetM(Y,P, β) denote the moduli
stack of n-pointed rational stable maps f : [C, (pj)j∈J ]→ Y of class β such that for
each j ∈ B, pj maps to Dj with multiplicity greater than or equal to mj. For any
j ∈ J , we denote
Φj := Φpj := (st, evpj) : M(Y,P, β)→M0,n × Y
taking stabilization of domain and evaluation at pj. LetM(U,P, β) ⊂M(Y,P, β)
denote the substack where for each j ∈ B, pj maps to the open stratum D◦j and
f−1(D) = ∑j∈Bmjpj scheme-theoretically. LetMsd(U,P, β) ⊂M(U,P, β) denote
the open substack consisting of stable maps whose domain is a stable n-pointed
curve. As we have only rational curves here,Msd(U,P, β) is a variety.
Notation 3.3. Let Msm(U,P, β) ⊂ Msd(U,P, β) denote the open subvariety
consisting of stable maps f : [C, (pj)j∈J ]→ Y satisfying the following conditions:
(1) The pullback f ∗(TY (− logD)) is a trivial vector bundle on C.
(2) The image f(C) ⊂ Y does not intersect Y idt ∪ (Dess \W ) (notation as in
Lemma 2.5).
(3) The pullback f−1(E) is a finite set of points without multiplicities, disjoint
from the nodes of C.
Notation 3.4. Similarly, we define the analytic versions
Msm(Uan,P, β) ⊂Msd(Uan,P, β) ⊂M(Uan,P, β) ⊂M(Y an,P, β)
as well as the maps Φj for the analytic moduli spaces. By non-archimedean GAGA
principle (see [41, Theorem 8.7]), the analytic moduli spaces above are isomorphic
to the analytifications of the respective algebraic moduli spaces.
2We omit its formal definition, because it will not play any role in our proofs.
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Remark 3.5. A curve class β ∈ NE(Y ) is said to be compatible with P if
(1) β ·Dj = mj for every j ∈ B,
(2) β ·D′ = 0 for any other irreducible component D′ of D.
Note that if a curve class β ∈ NE(Y ) is not compatible with P, then the moduli
spaceM(U,P, β) is empty.
Lemma 3.6. Given P = (Pj)j∈J , there are only finitely many β ∈ NE(Y ) such
thatMsm(U,P, β) is nonempty.
Proof. Let F be an ample divisor on Y with −F |U effective (see Lemma 2.8). We
decompose F = F |U + FD, where FD is supported on D. For any β such that
Msm(U,P, β) is nonempty, we have
F · β = FD · β + FU · β ≤ FD · β.
The right hand side is fixed by P. Since F is ample, there are only finitely such
β. 
Lemma 3.7. Let µ = [C, (pj)j∈J ] ∈ M0,n be a closed point. Let q ∈ C be
any closed point not belonging to {pi}i∈B. Let Msd(U,P, β)µ be fiber of the map
dom: Msd(U,P, β) → M0,n over µ. Let ν = [f : C → Y ] be a closed point of
Msd(U,P, β)µ. The following are equivalent:
(1) The pullback f ∗(TY (− logD)) is a trivial vector bundle on C.
(2) The derivative devq of the evaluation map evq : Msd(U,P, β)µ → Y is
surjective at ν.
(3) The evaluation map evq : Msd(U,P, β)µ → Y is smooth at ν.
(4) For any i ∈ I, the map Φi := (dom, evi) : Msd(U,P, β) → M0,n × Y is
smooth at ν.
Moreover, under the equivalent conditions above, the following hold:
(i) The maps evq and Φi above are in fact étale at ν.
(ii) For any i ∈ B, the maps
evi : Msd(U,P, β)µ → Di,
Φ∂i = (dom, evi) : Msd(U,P, β)→M0,n ×Di
are smooth at ν.
Proof. Let V denote the vector bundle f ∗(TY (− logD)). The derivative devq at
the point ν is given by the map
H0(C, V ) −→ f ∗(TY )q.
Since f(q) /∈ D, we have a natural isomorphism f ∗(TY )q ∼−→ Vq, and the composite
map H0(C, V ) → f ∗(TY )q ∼−→ Vq is the restriction of sections of V at q. Since
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f(C)∩D ⊂ Dess, the restriction of V to any irreducible component of C has degree
zero. Since C is a nodal rational curve, it follows that V is trivial if and only if it is
globally generated at the point q (see [40, Lemma 5.2]). This shows the equivalence
between (1) and (2).
Now assume (1) and (2). This implies that H1(C, V ) = 0. So for both spaces
Msd(U,P, β)µ andMsd(U,P, β), the dimension at ν is equal to the dimension of
the Zariski tangent space at ν (see [23, Chapter II Theorem 1.7] and [21, Proposition
5.3]). Hence both spaces are smooth at ν. Then (2) implies (3). Moreover, it
implies that the derivative dΦ is surjective at ν, hence we obtain (4).
The directions (4) =⇒ (3) =⇒ (2) are obvious.
Now we assume the equivalent conditions in the lemma. By the Riemann-Roch
formula, we compute that the dimension ofMsd(U,P, β)µ at ν is equal to
h0(C, V ) = h0(C, V )− h1(C, V ) = rank V + deg V = dim Y + 0 = dim Y.
Since they are smooth at ν, we deduce that they are étale at ν. This shows (i).
For (ii), note that the natural inclusion of sheaves
TY (− logD) ↪→ TY
induces by restriction a map
TY (− logD)|D◦i → TY |D◦i ,
whose image is TD◦i . Then f
∗(TDi)pi is isomorphic to a quotient of Vpi . The
derivative devi at the point ν is given by the map
H0(C, V )→ f ∗(TDi)pi ,
which factors as
H0(C, V )→ Vpi  f ∗(TDi)pi .
Since V is a trivial vector bundle, the first arrow in the diagram above is also
surjective. It follows that the derivative devi is surjective at the point ν, hence the
derivative dΦ∂i is also surjective at ν, completing the proof of (ii). 
Lemma 3.8. Let G and Z be two closed subvarieties of Y . Assume that G is
reduced and does not containing any irreducible component of Dess, and that Z is
of codimension at least 2. Fix i ∈ I. Let µ = [C, (pj)j∈J ] ∈M0,n be a closed point.
Consider the evaluation map
evi : Msd(U,P, β)µ → U.
There is a Zariski dense open subset V ⊂ Y such that any stable map f ∈ ev−1i (V )
satisfies the following conditions:
(1) The pullback f ∗(TY (− logD)) is a trivial vector bundle on C.
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(2) The image f(C) ⊂ Y does not intersect Z.
(3) The pullback f−1(G) is a finite set of points without multiplicities, disjoint
from the nodes of C. In particular, the map f−1(G) 7→ f is finite étale over
ev−1i (V ).
As application, let G := E as in Assumption 2.3, and Z := Y idt ∪ (Dess \W ) as in
Lemma 2.5. We obtain a Zariski dense open subset V ⊂ Y such that
ev−1i (V ) ⊂Msm(U,P, β)µ.
Proof. Let L ⊂ Msd(U,P, β)µ be the locus where Condition (1) is not satisfied.
By Lemma 3.7, L is also the locus where the derivative devi is not surjective. So it
follows from [20, Chapter III Proposition 10.6] that the Zariski closure of evi(L) is
of codimension at least one in Y . Then V := evi(L)
c ⊂ Y is a Zariski dense open
subset, and any stable map f ∈ ev−1i (V ) satisfies Condition (1).
By Lemma 3.7(ii), for j ∈ B, the map
evj : Msd(U,P, β)µ → Dj
is étale over ev−1i (V ). By assumption, Z ∩Dj ⊂ Dj is of codimension at least 1.
Therefore, up to shrinking V , we can require that for any map f ∈ ev−1i (V ), the
preimage f−1(Z) does not contain any marked points in B.
Consider the map
Ψ: C × ev−1i (V )→ C × Y (q, f) 7→ (q, f(q)).
Let C◦ := C \ {pj}j∈B. The restriction
Ψ◦ : C◦ × ev−1i (V )→ C◦ × Y,
viewed as a map of varieties over C◦, is fiberwise étale by Lemma 3.7(i). Note that
Lemma 3.7(i) also shows that ev−1i (V ) is smooth. So both the domain and the
target of Ψ◦ are smooth over C◦, and we deduce that Ψ◦ is étale. Then the closure
K of (prY ◦Ψ ◦Ψ−1)(C◦ × Z) in Y has codimension at least 1. Hence shrinking V
by intersecting with Kc, Condition (2) is satisfied.
By Lemma 3.7(ii), after shrinking V , we can require that for any f ∈ ev−1i (V ),
f−1(G) does not contain any marked points in B. Applying Lemma 3.7(i) to the
nodes of C, after further shrinking V , we can require that f−1(G) does not contain
any nodes of C. So we have
Ψ−1(C ×G) ⊂ Ψ−1[(C◦ \ Csing)×G].
Note that the singular locus Gsing of G has codimension at least 2 in Y . So the
proof for Condition (2) shows that after shrinking V , we can achieve f(C)∩Gsing = ∅
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for any f ∈ ev−1i (V ). Thus we have
Ψ−1(C ×G) ⊂ Ψ−1[(C◦ \ Csing)× (G \Gsing)].
So Ψ−1(C ×G) is smooth. Then by generic smoothness, Ψ(C ×G) is étale over a
Zariski dense open subset W ⊂ ev−1i (V ). So replacing V by V \ evi(W c), we see
that Ψ−1(C ×G) is étale over ev−1i (V ). It is in fact finite étale as G is closed in
Y . As we have shown above that Ψ−1(C ×G) is disjoint from the nodes of C, this
concludes the proof of Condition (3). 
Lemma 3.9. Assume |B| ≥ 2, |I| ≥ 1. Let f : [C, (pj)j∈J ] → Y be a stable map
in M(U,P, β). Let s : C → Cst be the stabilization of the pointed domain curve.
Then the exceptional locus of s is a disjoint union of irreducible components, each
of which contains exactly two special points: a marked point pi with i ∈ B and a
node of C.
Proof. Let E be an irreducible component of C containing fewer than 3 special
points. If such an E exist, the curve C is reducible. So E contains at least one
node of C.
By definition of stable map, f is not constant on E. Thus, since U is affine, the
image f(E) meets the boundary D. By the definition ofM(U,P, β), the pullback
f−1(D) is equal to ∑j∈Bmjpj. So E contains one of {pj}j∈B. Since E contains
fewer than 3 special points, and it already contains one node of C, E contains
exactly one marked point pi, i ∈ B and one node of C.
Now let E1 and E2 be two such components. If E1 ∩E2 6= ∅, since each contains
exactly one node of C, it follows that C = E1 ∪ E2. This is impossible as |I| ≥ 1.
Therefore, by contracting all irreducible components of C containing fewer than
3 special points, we obtain a stable pointed curve. So the exceptional locus of s
is the disjoint union of all irreducible components of C containing fewer than 3
special points, completing the proof. 
Lemma 3.10. Assume |B| ≥ 2, |I| ≥ 1. Fix i ∈ I. Let µ ∈ M0,n be a closed
point. There is a Zariski dense open subset V ⊂ Y such that
M(U,P, β)µ,V ⊂Msd(U,P, β)µ,
where the subscript V denotes the preimage of V by the evaluation map evi.
Proof. We call a map f : P1k → Y an A1-curve if f−1(D) ⊂ P1k is a single set-
theoretic point. Fix any ample line bundle L on Y . By log Kodaira dimension,
there is a codimension one subvariety Z ⊂ Y containing the image of every A1-curve
whose degree with respect to L is at most L · β (see [21, Lemma 5.11]).
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Given any B′ ⊂ B, for each j ∈ J , let
P ′j :=
Pj if j ∈ B
′,
0 otherwise,
and denote P′ := (P ′j). By Lemma 3.8 Condition (1) and Lemma 3.7(i), there exists
a Zariski dense open subset V ⊂ Y such that for any subset B′ ⊂ B, any β′ ∈ NE(Y )
with β′ · L ≤ β · L, any j /∈ B′, and any stable map f ∈Msd(U,P′, β′)µ,V , we have
f(pj) /∈ Z.
Now let f : [C, (pj)j∈J ]→ Y be a stable map inM(U,P, β)µ,V . Let s : C → Cst
be the stabilization of the pointed domain curve, and let E be the exceptional locus.
By Lemma 3.9, there exists a subset B′ ⊂ B such that we can write E = ⊔j∈B\B′ Ej ,
where each Ej is irreducible and contains exactly two special points: a node of C
and the marked point pj; moreover, Cst can be identified with the closure of C \ E
in C. For each j ∈ B \B′, let p′j := Ej ∩ Cst; we have f(p′j) ∈ Z. For each j ∈ B′,
let p′j := pj.
Let β′ be the curve class f∗[Cst] ∈ NE(Y ). Then the stable map
f |Cst : [Cst, (p′j)]→ Y
belongs to Msd(U,P′, β′)µ,V . By the choice of V ⊂ Y , for every j ∈ B \ B′,
we have f(p′j) /∈ Z, which contradicts f(p′j) ∈ Z above. So the marked points
p′j, j ∈ B \B′ cannot exist. In other words, we have B = B′, and the stabilization
map s : C → Cst is an isomorphism, completing the proof. 
Lemma 3.11. Given i ∈ I, there is a Zariski dense open subset V ⊂ Y such that
M(U,P, β)µ,V ⊂Msm(U,P, β)µ,
where the subscript V denotes the preimage of V by the evaluation map evi.
Proof. This is a combination of Lemmas 3.10 and 3.8. 
Proposition 3.12. Let Z ⊂ M0,n be a Zariski closed subvariety (possibly Z =
M0,n). Given i ∈ I, there is a Zariski dense open subset O ⊂ Z × Y such that the
following hold:
(1) The preimage of O by the map
Φi : M(U,P, β)→M0,n × Y
is contained inMsm(U,P, β).
(2) The map Φi is representable (i.e. non-stacky) and finite étale over O.
Proof. Suppose (1) fails. ThenM(U,P, β)Z \Msm(U,P, β)→ Z × Y is dominant,
and thus its image contains a dense open subset W ⊂ Z × Y . So for any closed
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point µ ∈ piZ(W ) ⊂ Z, M(U,P, β)µ \ Msm(U,P, β) → µ × Y dominant. This
contradicts Lemma 3.11.
SinceMsm(U,P, β) ⊂Msd(U,P, β) are varieties, Φi is representable over O by
(1). Moreover, by Lemma 3.7(i), we deduce that Φi is étale over O. Hence, up to
further shrinking O, the map Φi becomes finite étale over O. 
4. Nodal metric trees
In this section, we set up the terminology regarding nodal metric trees. Nodal
metric trees arise naturally as convex hull of points in a nodal non-archimedean
analytic curves.
Definition 4.1. A metric tree Γ consists of a finite (combinatorial) tree together
with an extended metric on its topological realization such that each edge is modeled
on an interval [0, l] for l ∈ (0,+∞]. An endpoint v of an edge e of Γ is called
an infinite endpoint if any neighborhood of v in e has infinite length, otherwise
it is called a finite endpoint. A vertex v of Γ is called an infinite vertex if it is
an infinite endpoint of an edge incident to it, otherwise it is called a finite vertex.
A topological edge of Γ is a simple path in Γ whose interior does not contain any
vertex of valency greater than 2, and whose endpoints are vertices of valency not
equal to 2. A topological edge incident to a 1-valent vertex is also called the leg
incident to the vertex.
Definition 4.2. A metric tree Γ is called nodal if it satisfies the following condition:
if v is an infinite endpoint of an edge e, then v is at most 2-valent, and v is an
infinite endpoint of each edge attached to v. A node of a nodal metric tree is a
2-valent infinite vertex. A nodal metric tree is called irreducible if it contains no
node. An irreducible component of a nodal metric tree Γ is a maximal irreducible
subtree of Γ.
Definition 4.3. A nodal metric tree with Γ is called stable if none of its irreducible
components is isomorphic to [−∞,+∞] (as extended metric space).
Let J be a finite set of cardinality n.
Definition 4.4. A nodal metric tree with n legs (indexed by J) consists of a nodal
metric tree Γ with 1-valent vertices (vj)j∈J , such that there are no other 1-valent
vertices. It is called extended if every vj is infinite.
Definition 4.5. Two nodal metric trees with n legs (indexed by J) are considered
equivalent if they become isomorphic after some subdivisions of edges, (or equiv-
alently if they are isomorphic as extended metric spaces preserving the labeling
of 1-valent vertices). A nodal metric tree with n legs is called simple if it does
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not contain any finite 2-valent vertex, in other words, it contains the least vertices
among all equivalent ones. For any F ⊂ J , let NTFJ = NTFn denote the set of
simple stable nodal metric trees with n legs (indexed by J) whose finite 1-valent
vertices are indexed by F . We will drop the superscript F when F = ∅.
Construction 4.6. Fix F ⊂ J . Let T = [Γ, (vj)j∈J ] ∈ NTFJ . For any positive real
number , let U(T, ) be the subset of NTFJ consisting of simple stable nodal metric
trees with n legs [Γ′, (v′j)j∈J ] satisfying the following conditions:
(1) There is a continuous map c : Γ′ → Γ contracting a subset of topological
edges of Γ′, sending each v′j to vj, and each node of Γ′ to a node of Γ.
(2) The sum of lengths of all edges in Γ′ contracted by c is less than .
(3) For each edge e of Γ, let e′ be the edge of Γ′ such that c(e′) = e. If e has
finite length, then the difference between the lengths of e and e′ is less than
. If e has infinite length, then the length of e′ is greater than 1/.
Let U(T, ) be a base of open neighborhoods of T in NTFJ . This gives a topology
on NTFJ .
Remark 4.7. The notion of extended nodal metric tree with n legs is equivalent to
the notion of n-pointed genus 0 extended tropical curves in the sense of Abramovich-
Caporaso-Payne [1]. Moreover, our moduli space NT∅n is homeomorphic to the
moduli space M trop0,n of n-pointed genus 0 extended tropical curves considered in
loc. cit..
5. Walls, spines and tropical curves
In this section, we introduce several combinatorial notions: twigs, walls, spines
and tropical curves. Their formal definitions are somewhat tricky and technical.
The goal is to capture enough combinatorial features from the tropicalizations of
analytic curves in our log Calabi-Yau variety (see Proposition 5.16).
Definition 5.1. A pointed tree in MR consists of a nodal metric tree Γ, a set
of different 1-valent vertices (vj)j∈J called marked points, and a continuous map
h : Γ→MR satisfying the following conditions:
(1) The preimage h−1(∂MR) is a subset of infinite 1-valent vertices.
(2) The map h is Z-affine in the following sense: for each finite vertex v of Γ
and each edge e incident to v, the restriction h|e◦ : e◦ →MR is affine with
integer derivative w(v,e) ∈M , defined via the unit tangent vector pointing
from v to e. We call w(v,e) the weight vector of the edge e at v.
Definition 5.2. Two pointed trees in MR are considered equivalent if they become
isomorphic after some subdivisions of edges. A pointed tree in MR is called simple
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if it contains the least vertices among all equivalent ones. Given any pointed tree
T in MR, by removing redundant 2-valent vertices in the domain of T , we obtain
the unique simple representative in the equivalence class of T .
Definition 5.3. The combinatorial type of a pointed tree T = [Γ, (vj)j∈J , h] consists
of the following data:
(1) The underlying combinatorial tree of Γ, remembering the marked points
and the nodes.
(2) For each vertex v of Γ, the open cell of MR containing h(v) (recall that MR
has the structure of an extended simplicial cone complex, see Notation 2.4).
(3) For each vertex v of Γ and each edge e incident to v, the weight vector
w(v,e) ∈M .
Definition 5.4. The embedding Σt ↪→ RIDt≥0 induces an embeddingM ↪→ ZIDt≥0 . Let
|·| denote the function on ZIDt≥0 given by the sum of every coordinate. It induces a
piecewise linear function on M , denoted again by |·|, via the embedding M ↪→ ZIDt≥0 .
We call it the norm of vectors in M .
Definition 5.5. A twig in MR is a pointed tree [Γ, (r, u1, . . . , um), h] in MR for
some positive integer m, satisfying the following conditions:
(1) The vertex r is a 1-valent finite vertex called root; the vertices u1, . . . , um
are different 1-valent infinite vertices. These are the only 1-valent vertices
of Γ.
(2) We have h−1(∂MR) = {u1, . . . , um}.
(3) The image h({u1, . . . , um}) is contained in Etropt ⊂ ∂MR, see Notation 2.6.
(4) (Balancing condition) The Z-affine map h is balanced at every vertex of Γ
of valency greater than 1 (where for a node, being balanced means that the
two incident edges are contracted).
Given a twig T = [Γ, (r, u1, . . . , um), h], for i = 1, . . . ,m, let ei be the edge of Γ
incident to ui, and let u′i be the other endpoint of ei. We define the degree deg T
to be the sum ∑mi=1|wu′i(ei)|. Let e be the edge incident to r. We call the weight
vector w(r,e) the monomial of the twig, and −w(r,e) the direction of the twig.
Remark 5.6. Since Γ is a tree, the number of vertices of valency greater than 2
in Γ is less than or equal to m. Since m is less than or equal deg T , we deduce
that the number of vertices of valency greater than 2 in Γ is less than or equal
to deg T . Consequently, by the balancing condition, given A ∈ N, there are only
finitely many combinatorial types of twigs of degree at most A.
Definition 5.7. A wall inMR is a pair (w, v) consisting of a closed convex rational
polyhedral cone w ⊂MR of codimension at least one, and a nonzero vector v ∈M
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such that w− v ⊂ w. We call v the monomial of the wall, and −v is the direction
of the wall.
Construction 5.8. Let Et ⊂ Yt and Etropt ⊂ ∂MR be as in Notation 2.6. For
every closed polyhedral cell σ ⊂ Etropt ⊂ ∂MR, define
wσ :=
{
x ∈MR
∣∣∣∣ ∃v ∈M, lim
λ→+∞
x+ λv ∈ σ
}
,
Vσ :=
{
v ∈M
∣∣∣∣ ∃x ∈MR, lim
λ→+∞
x+ λv ∈ σ
}
.
By Lemma 2.5(2), Et does not contain any stratum of Dt, so Etropt does not contain
any stratum of ∂MR. Hence every wσ has codimension at least one. Moreover, as
Et is constant over k, σ is conical in the cell of ∂MR containing σ, hence wσ is
conical in MR.
For any A ∈ N, let
W 0A :=
{
(wσ, v)
∣∣∣ σ closed cell in Etropt , v ∈ Vσ, |v| ≤ A } .
Construction 5.9. For A ∈ N, we construct W nA by induction on n. As-
sume we already have W nA. Then W n+1A contains all the walls in W nA together
with the following new walls: for every two walls (not necessarily different)
(w1, v1), (w2, v2) ∈ W nA, we add a wall (w, v) ∈ W n+1A by setting v := v1 + v2
and w := {x− λv | x ∈ w1 ∩w2, λ ∈ R≥0 }.
Let WallA be the union of w ⊂ MR over all (w, v) ∈ WAA . By Remark 5.6, for
any twig in MR of degree at most A, its image in MR lies in WallA.
We deduce by induction that WallA is a finite conical rational polyhedral subset
of MR of codimension at least one.
Fix a finite set J of cardinality n ≥ 2. Fix P := (Pj)j∈J with Pj ∈ M . Let
J = B unionsq I be as in (3.1). Fix F ⊂ J and A ∈ N.
Definition 5.10. A spine in MR of type PF with respect to WallA3 is a pointed
tree [Γ, (vj)j∈J , h] in MR satisfying the following conditions:
(1) The vertices vj, j ∈ J are the only 1-valent vertices of Γ. The weight vector
of the edge incident to vj (pointing outwards) is Pj . For each j ∈ J , vj is a
finite vertex if and only if j ∈ F .
(2) The domain Γ is stable in the sense of Definition 4.3.
(3) The preimage h−1(∂MR) is equal to { vj | j ∈ B \ F }.
(4) (Bending condition) For every vertex v of valency greater than 1, if s :=
−∑e3v w(v,e) is nonzero, we call v a bending vertex, and we require that
h(v) ∈WallA and s lies in the tangent cone of WallA at h(v).
3We will omit “with respect to WallA” when A is clear from the context.
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When F = ∅, we will drop the superscript F from the notation PF ; in this case the
spine is called extended. Let SP(MR,PF ) denote the set of simple (see Definition 5.2)
spines in MR of type PF with respect to WallA.
Remark 5.11. It follows from the bending condition that for each i ∈ I, if h(vi) /∈
WallA, then h is constant on the leg incident to vi.
Definition 5.12. A spine [Γ, (vj)j∈J , h] in MR of type PF with respect to WallA
is called transverse if it satisfies the following conditions:
(1) h(Γ) ∩ MR is transverse to WallA, in particular, it does not meet any
(d− 2)-dimensional strata of WallA, and h(Γ) ∩ Etropt = ∅.
(2) Every vertex of Γ whose image lies in WallA is 2-valent.
(3) For every j ∈ F , the image h(vj) does not lie in the codimension-one
skeleton of Σt.
(4) For every j ∈ F , let ej denote the edge of Γ incident to vj. Then the ray
starting from h(vj) in the direction of −w(vj ,ej) is transverse to WallA.
Let SPtr(MR,PF ) ⊂ SP(MR,PF ) denote the subset consisting of transverse spines.
Remark 5.13. In the context of Definition 5.12, let ΓB be the convex hull of (vj)j∈B
in Γ and r : Γ → ΓB the retraction map. Then by Remark 5.11, Condition (2)
implies that h : Γ→MR factors through r.
Definition 5.14. A tropical curve in MR of type P is a pointed tree [Γ, (vj)j∈J , h]
in MR satisfying the following conditions:
(1) The vertices (vj)j∈J are all infinite 1-valent vertices. The weight vector of
the edge incident to vj (pointing outwards) is Pj.
(2) The domain Γ is stable in the sense of Definition 4.3.
(3) h(Γ \ (vj)j∈J) ∩ ∂MR is contained in Etropt ⊂ ∂MR.
(4) (Balancing condition) For every vertex v such that h(v) ∈ MR, we have∑
e3v w(v,e) = 0.
Given a tropical curve T = [Γ, (vj)j∈J , h], its degree deg(T ) is by definition the sum
of norms of weights of edges incident to all the marked points. Let Γs denote the
convex hull of all the marked points in Γ. The restriction of h to the closure of a
connected component of Γ \ Γs is called a twig of T . It is a twig in MR in the sense
of Definition 5.5. We denote by degtwig(T ) the sum of degrees of all twigs of T .
Let TC(MR,P) denote the set of simple tropical curves in MR of type P.
Lemma 5.15. Let T = [Γ, (vj)j∈J , h] ∈ TC(MR,P) be a tropical curve whose twigs
have degrees at most A. Then
Sp(T ) := [Γs, (vj)j∈J , h|Γs ]
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is an extended spine in MR of type P with respect to WallA, i.e. it belongs to
SP(MR,P). We call it the extended spine associated to T .
Proof. Let Λ be a twig of T . As its degree is at most A, the image of Λ is contained
in WallA. This implies the bending condition (see Definition 5.10 Condition (4)) for
Sp(T ) to be an extended spine in MR with respect to WallA. The other conditions
are obvious to check. 
Proposition 5.16. Let [C, (pj)j∈J , f : C → Y an] be a stable map inMsm(Uan,P, β)
as in Notations 3.3, 3.4. Consider the composition f : C → (Y \ Y idt)an → Y ant .
Let Γ ⊂ C be the convex hull of f−1(Dant ) ∪ {pj}j∈J . Let Γs ⊂ Γ be the convex
hull of the marked points. Let h := (τ ◦ f)|Γ, where τ : (Y \ Y idt)an → MR as in
Notation 2.6. Then
Trop(f) := [Γ, (pj)j∈J , h] ∈ TC(MR,P),
which we call the tropical curve associated to f . We have
deg Trop(f) = pi∗β ·Dt,
degtwig Trop(f) = β · E˜,
where E˜ := pi∗(Dt)−D as a Cartier divisor on Y . Assume A ≥ β · E˜, then
Sp(f) := [Γs, (pj)j∈J , h|Γs ] ∈ SP(MR,P),
which we call the spine associated to f .
Proof. By taking a semistable model for f : C → Y ant , there exists a nodal metric
tree Γ′ ⊂ C containing Γ such that τ ◦f : C →MR factors through C τC−→ Γ′ h
′−→MR,
where τC is the retraction map (see [18, §5]). By [4, Theorem 6.14], h′ is balanced
at every vertex of Γ′. Hence
[Γ′, (pj)j∈J , h′] ∈ TC(MR,P).
Let T be a connected component of Γ′ \ Γ. If h′|T is not constant, then by the
balancing condition, h′(T )∩ ∂MR 6= ∅; thus T ∩ f−1(Dant ) 6= ∅; this contradicts the
choice of T . Therefore h′ is constant on Γ′ \ Γ. Then the balancing of h′ implies
the balancing of h, so
[Γ, (pj)j∈J , h] ∈ TC(MR,P).
By Definition 5.4, we have deg Trop(f) = f ∗[C] ·Dt = pi∗β ·Dt. Note that the
degree contributed by all pj is equal to β ·D. By the projection formula, we have
deg Trop(f) = pi∗β ·Dt = β · pi∗Dt. Hence we obtain
degtwig Trop(f) = β · pi∗Dt − β ·D = β · E˜.
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Finally, under the assumption that A ≥ β · E˜, we conclude from Lemma 5.15
that
[Γs, (pj)j∈J , h|Γs ] ∈ SP(MR,P).

Remark 5.17. In general, both Trop(f) and Sp(f) depends on the choice of the
embedding TM ⊂ U . However, in the case of skeletal curves, Sp(f) is in fact
independent of the choice (see Section 9).
Definition 5.18. Tropical curves and spines arising from Trop(f) and Sp(f) as
in Proposition 5.16 are called realizable.
Definition 5.19. Motivated by Proposition 5.16, we say that A ∈ N is big with
respect to β ∈ NE(Y ) if A ≥ β · E˜.
The data P = (Pj)j∈J , β ∈ NE(Y ) and A ∈ N restrict each other as shown in
the following two lemmas:
Lemma 5.20. Given P = (Pj)j∈J , there exists A ∈ N such that for any β ∈ NE(Y ),
f ∈Msm(Uan,P, β), we have deg Trop(f) ≤ A. Hence there are only finitely many
combinatorial types of Trop(f) and Sp(f) for such f .
Proof. It follows from Lemma 3.6 and Proposition 5.16. 
Lemma 5.21. Given A ∈ N, the following hold:
(1) There are at most finitely many β ∈ NE(Y ) such that there exists P and
[C, (pj)j∈J , f ] ∈Msm(Uan,P, β) with deg Trop(f) ≤ A.
(2) Given P, there are at most finitely many β ∈ NE(Y ) such that there exists
[C, (pj)j∈J , f ] ∈Msm(Uan,P, β) with degtwig Trop(f) ≤ A.
Proof. Since deg Trop(f) is equal to degtwig Trop(f) plus the sum of norm of
every component of P, we see that (1) implies (2). For (1), let [C, (pj)j∈J , f ] ∈
Msm(Uan,P, β) with deg Trop(f) ≤ A. By Proposition 5.16, we have β · pi∗(Dt) =
deg Trop(f) ≤ A. By the definition ofMsm(Uan,P, β), f(C) has no components
contained in the Cartier divisor pi∗(Dt). Thus the intersection number between
β and every irreducible component of pi∗(Dt) is non-negative and bounded by A.
Note the support of pi∗(Dt) is Y \ TM . We have an exact sequence of Chow groups
CH1(Y \ TM) −→ CH1(Y ) −→ CH1(TM) −→ 0.
Since CH1(TM ) ' 0, we have a surjection CH1(Y \ TM ) CH1(Y ). Therefore, the
irreducible components of pi∗(Dt) generate N1(Y ). We conclude that there are at
most finitely many such β. 
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Construction 5.22. Let T = [Γ, (vj)j∈J , h] be in TC(MR,P) (resp. SPtr(MR,PF )).
For any positive real number , any finite open covering {Wk}k∈K of MR, let
U
(
T, , {Wk}k∈K
)
be the subset of TC(MR,P) (resp. SPtr(MR,PF )) consisting of
[Γ′, (v′j)j∈J , h′] satisfying the following conditions:
(1) There is a continuous map c : Γ′ → Γ contracting a subset of topological
edges of Γ′, sending each v′j to vj, and each node of Γ′ to a node of Γ.
(2) The sum of length of all edges in Γ′ contracted by c is less than .
(3) For each edge e of Γ, let e′ be the edge of Γ′ such that c(e′) = e. If e has
finite length, then the difference between the lengths of e and e′ is less than
. If e has infinite length, then the length of e′ is greater than 1/.
(4) For each vertex v′ of Γ′, if h(c(v′)) ∈ Wk (for some Wk in the covering),
then h′(v′) ∈ Wk.
(5) For each edge e′ of Γ′ not contracted by c, the derivative of h on c(e′) is
equal to the derivative of h′ on e′.
Let U
(
T, , {Wk}k∈K
)
be a base of open neighborhoods of T . This gives a topology
on TC(MR,P) (resp. SPtr(MR,PF )).
Remark 5.23. The same construction will not give a good topology on the whole
SP(MR,PF ); for example the map Sp: TC(MR,P) → SP(MR,PF ) will not be
continuous in general. But it is enough to work with the topology on the transverse
locus.
Proposition 5.24. (1) The topologies on TC(MR,P) and SPtr(MR,PF ) are
Hausdorff.
(2) The map
Sp: TC(MR,P)→ SP(MR,P)
taking associated spine is continuous over SPtr(MR,P).
(3) Let TCtr(MR,P) := Sp−1(SPtr(MR,P)). Then TCtr(MR,P) ⊂ TC(MR,P)
is open.
(4) Let Ti be a sequence in TCtr(MR,P). Suppose it converges in TC(MR,P)
with limit T∞ ∈ TC(MR,P). Moreover, suppose that Sp(Ti) converges in
SPtr(MR,P) with limit S∞. Then T∞ is also transverse.
(5) Let V ⊂ SPtr(MR,P) be a relatively compact subset. Then the closure
Sp−1(V ) ⊂ TC(MR,P) is contained in TCtr(MR,P).
Proof. For (1), it suffices to show that the limit of any sequence is unique. By
Definitions 5.10(2) and 5.14(2), the domain nodal metric tree of the limit is uniquely
determined by the sequence. Then the Z-affine map from the domain tree to MR
is also uniquely determined by the sequence. This shows (1). Statements (3) and
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(2) are easy consequences of Construction 5.22. For (4), it suffices to show that
Sp(T∞) = S∞. Since the composition
TC(MR,P)
Sp−−→ SP(MR,P) dom−−−→ NTn
is continuous, we have
(dom ◦ Sp)(T∞) = lim(dom ◦ Sp)(Ti) = dom(lim Sp(Ti)) = dom(S∞).
Hence the domains of Sp(T∞) and S∞ are identified. Then by Construction 5.22(4-
5), the Z-affine maps from the domain to MR are also identified. This proves (4).
Statement (5) follows from (4). 
6. Rigidity and transversality of spines
In this section, we prove two properties of spines: the rigidity in Proposition 6.1
and the transversality in Proposition 6.3. Although the underlying geometric ideas
are simple, the formal proofs are a bit lengthy. So first-time readers are advised to
skip the proofs.
Proposition 6.1. Let SPtr(MR,PF ) be as in Definition 5.12. Let u := vi for some
i ∈ F ∪ I. Let
Ψu := (dom, evu) : SPtr(MR,PF ) −→ NTFJ ×MR.
Let S ∈ SPtr(MR,PF ). Then for a sufficiently small neighborhood VS of S in
SPtr(MR,PF ), the restriction of Ψu to VS is a homeomorphism onto its image and
is open.
Proof. We introduce a notational convention: when there is no ambiguity, for an
object X, we denote by VX a sufficiently small neighborhood of X in the natural
moduli space (depending on the context) containing X.
Write S = [Γ, (vj)j∈J , h]. Let Γmarked be Γ together with the marked points.
Let e be a topological edge of Γ. By the stability condition, e contains at most
one node. If e contains a node, let x be the node of e; otherwise, let x be a
point in the interior of e which is not a bending point. We cut Γ at x and obtain
Γ = Γ1 qx Γ2. Assume u belongs to Γ2. Let Γimarked (i = 1, 2) be Γi together with
the marked points inherited from Γmarked plus the marked point x. Let hi := h|Γi
and Si := [Γimarked, hi]. Let p : G→ VΓmarked be the restriction of the universal nodal
metric tree to VΓmarked , a sufficiently small neighborhood of Γmarked in NTFJ .
Now we define a continuous section r of p with value x at Γmarked as follows:
By Construction 4.6, for any [Γ′, (v′j)j∈J ] in VΓmarked, we have a continuous map
c : Γ′ → Γ contracting a subset of edges of Γ′ and sending every v′i to vi. Let e′ ⊂ Γ′
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be the unique topological edge with c(e′) = e. We define the section by picking a
point x′ ∈ e′ as follows:
(1) If x is a node, then e′ has either finite length or contains exactly 1 node. In
the first case, let x′ be the midpoint of e′; in the second case, let x′ be the
node of e′.
(2) If x is not a node, we distinguish two cases:
(a) If e has infinite length, since e does not contain a node, e must contain
an infinite 1-valent vertex, which is a marked point. So this marked
point remains in e′ as an infinite 1-valent vertex. Let w and w′ be
respectively the finite endpoint of e and e′. Let x′ ∈ e′ such that the
two segments [w, e] and [w′, e′] have the same lengths.
(b) If e has finite length, than e′ also has finite length. We let x′ be the
point of e′ that divides e′ by the same ratio as the point x divides e.
Up to shrinking the neighborhoods, we have a natural map
VΓ1marked × VΓ2marked −→ VΓmarked
given by gluing at the marked point x. It admits a section s induced by the section
r of p constructed above.
Let VS1 ×MR VS2 be the fiber product of the two evaluation maps at x. Similarly,
up to shrinking the neighborhoods, we have a natural gluing map
VS1 ×MR VS2 −→ VS
which admits a section t induced by the section r of p.
Up to further shrinking, we obtain a pullback diagram
VS1 ×MR VS2 VΓ1marked × VΓ2marked × Vh(u)
VS VΓmarked × Vh(u).
Ψ˜u:=(dom1,dom2,evu)
s
Ψu=(dom,evu)
t
Therefore, in order to show that Ψu|VS is a homeomorphism, it suffices to show that
the upper horizontal map Ψ˜u is a homeomorphism. Suppose that Proposition 6.1
holds for the spines S1 and S2, then to up shrinking the neighborhoods, we have
homeomorphisms
VS1
(dom1,evx)−−−−−−→ VΓ1marked × Vh(x),
VS2
(dom2,evx)−−−−−−→ VΓ2marked × Vh(x),
VS2
(dom2,evu)−−−−−−→ VΓ2marked × Vh(u).
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This implies that the map Ψ˜u is a homeomorphism.
Now by cutting the spine S sufficiently many times, we are reduced to prove the
proposition in the following 2 special cases:
(1) The spine S exactly 1 bending vertex, and the type PF has |F | = |B| = 2
and I = ∅.
(2) The spine S has no bending vertex.
In the first case, we have VΓmarked ⊂ R naturally given by the length of Γ. By
Definition 5.12(1), a small deformation of S has the same combinatorial type as S,
with the bending vertex mapping to the same (d − 1)-dimensional cell of WallA.
So the proposition holds in this case. In the second case, as there are no bending
vertices, any small deformation of S is uniquely determined continuously by a
small deformation of Γmarked and a small deformation of h(u) in MR. Hence the
proposition holds in this case too. The proof is now complete. 
Lemma 6.2. Let W ⊂ M be a finite subset. There exists a finite set H of
hyperplanes in MR passing through 0 such that the following hold:
(1) Every (d− 1)-dimensional cell of WallA is contained in a hyperplane in H.
(2) For every cell σ of WallA of dimension less than (d− 1), every point x ∈ σ,
every vector w ∈ W , the ray starting from x in the direction of w is contained
in a hyperplane in H.
Proof. It follows from the finiteness of the number of cells in WallA and the finiteness
of W . 
Proposition 6.3. Let SP(MR,PF ) be as in Definition 5.10. Let u := vi for
some i ∈ F ∪ I. Let N be a natural number, and W ⊂ M a finite subset. Let
SP(MR,PF , N,W ) ⊂ SP(MR,PF ) be the subset consisting of spines such that the
number of bending vertices is bounded by N , and all the weight vectors belong to
W . Let
Ψu := (dom, evu) : SP(MR,PF , N,W ) −→ NTFJ ×MR.
Then there exists a lower dimensional finite polyhedral subset Z ⊂ NTFJ ×MR such
that all the spines in Ψ−1u (Zc) are transverse.
Proof. We temporarily enlarge WallA by adding all the hyperplanes in Lemma 6.2.
Then Condition (1) in Definition 5.12 of transversality implies automatically
Condition (4), so we can ignore Condition (4) for the proof. Now it follows from
Conditions (1) and (3) that the proposition holds when |J | = 2. For |J | > 2, we can
first restrict to the open subset ∆0 ⊂ NTFJ where no vertex has valency greater than
3, and so can further restrict to any open subset ∆ ⊂ ∆0 where the combinatorial
type of the domain is fixed. Let E1, . . . , Em be the topological edges of the domain.
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It follows from Definition 5.12 Condition (2) that a spine in SP(MR,PF , N,W )∆
is transverse if and only if the restriction to each Ek is transverse.
For each k = 1, . . . ,m, let vk1 , vk2 be the 2 endpoints of Ek. Let P k1 , P k2 ∈M be
respectively the weight vector (pointing outwards) of the edge incident to vk1 , vk2 .
Let Pk := (P k1 , P k2 ). Let F k := { j | vkj is finite }. In the case where |F k| = 1, we
consider the map
Ψk : SP
(
MR, (Pk)F
k
, N,W
)
−→MR
taking evaluation at the finite endpoint. Then we have a lower dimensional
polyhedral subset Zk ⊂MR such that the preimage Ψ−1k (Zck) consists of transverse
spines. In the case where |F k| = 2, the lengths of all such Ek give the modulus of
domain of the total spine in ∆ ⊂ NTFJ . We consider the maps
Ψk : SP
(
MR, (Pk)F
k
, N,W
)
−→ NTFk2 ×MR,
Ψ′k : SP
(
MR, (Pk)F
k
, N,W
)
−→ NTFk2 ×MR
taking domain, and evaluation at vk1 and vk2 respectively. We have lower dimensional
polyhedral subsets Zk and Z ′k of NTF
k
2 ×MR such that the preimages Ψ−1k (Zck)
and Ψ′−1k (Z ′ck ) consist of transverse spines. Then by Proposition 6.1, for any lower
dimensional polyhedral subset Z ′′ of NTFk2 ×MR, Ψk
(
Ψ′−1k (Z ′′)
)
and Ψ′k
(
Ψ−1k (Z ′′)
)
are contained in a lower dimensional polyhedral subset of NTFk2 ×MR. Hence
the lower dimensional polyhedral subsets defined with respect to evaluation at
various 3-valent vertices of the domain of the total spine can be transported to
lower dimensional polyhedral subsets defined with respect to evaluation at the
marked point u. Therefore, we obtain a lower dimensional finite polyhedral subset
Z ⊂ NTFJ ×MR such that all the spines in the preimage Ψ−1u (Zc) as in the statement
of the proposition are transverse. 
7. Toric case and continuity
In Proposition 7.2, we look at the moduli spaces introduced before in the
special case where (Y,D) is toric. In Proposition 7.4, we prove the continuity of
tropicalization. Such continuity in general is a nontrivial theorem (cf. [38, §8]).
Nevertheless, in the context of this paper, we are able to deduce it easily from
Proposition 7.2, thus providing a self-contained proof.
Lemma 7.1. Let Y be a d-dimensional smooth projective toric variety with cochar-
acter lattice M . Let D be the toric boundary, and {Di}i∈ID the set of irreducible
components of D. Let ZID → M send each basis element ei to the first lattice
point on the ray corresponding to Di. Let N1(Y ) denote the group of numerical
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equivalence classes of 1-cycles. Let N1(Y )→ ZID be given by intersection numbers
with every Di. Then we have a short exact sequence
0→ N1(Y )→ ZID →M → 0.
Proof. We refer to [11, §3.4]. 
Proposition 7.2. Notations as in Sections 3 and 5, we consider the case where
(Y,D) is toric, i.e. pi : (Y,D)→ (Yt, Dt) is an isomorphism. The following hold:
(1) We have
Msm(U,P, β) =Msd(U,P, β) =M(U,P, β).
(2) We have
SPtr(MR,P) = SP(MR,P).
(3) The following are equivalent for any tuple P = (Pj)j∈J ∈MJ :
(a) ∑Pj = 0 ∈M .
(b) SP(MR,P) 6= ∅.
(c) There exists β ∈ NE(Y ) compatible with P as in Remark 3.5. (If such
β exists, it is unique.)
(4) Assume the equivalent conditions in (3) hold and let β be compatible with
P. For any i ∈ I, consider the commutative diagram
M(U,P, β) M0,n × U
SP(MR,P) M
trop
0,n ×MR.
Φi
Sp ρ
Φti
The following hold:
(a) The top horizontal map Φi is an open immersion; and it is an isomor-
phism overM0,n × U .
(b) The bottom horizontal map Φti is an open immersion; and it is an
isomorphism over M trop0,n ×MR.
(c) The left vertical map Sp is a continuous map.
Proof. Since pi : (Y,D) → (Yt, Dt) is an isomorphism, we have E = ∅, Y idt = ∅
and W = Y , notation as in Section 2. Moreover, the logarithmic tangent bundle
TY (− logD) is trivial. Therefore, all the conditions in Notation 3.3 are empty
conditions. So the first equality in (1) holds.
Since there is no non-constant invertible functions on A1k, for any map f : P1k → Y
whose image is not contained in D, the preimage f−1(D) contains at least 2
points. Therefore, every irreducible component of the domain of any stable map
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inM(U,P, β) must contain at least three special points. This implies the second
equality in (1).
Note W = Y = Yt, so Et = ∅ and Etropt = ∅ as in Notation 2.6, hence WallA = ∅
for any A ∈ N by Construction 5.9. This implies (2). (3) follows from Lemma 7.1
and the balancing condition.
Now let us prove (4a). By (1) and Lemma 3.7(i), the top horizontal map Φi is
étale. So it suffices to prove that it is a bijection on k-rational points overM0,n×U
after passing to an algebraic closure of the base field k.
Note that for any k-variety X, we have
Hom(X,TM) ' HomGroup(M,O(X)∗).
So given any k-point x ∈ X, we have a canonical isomorphism
Hom(X,TM) ' HomGroup(M,O(X)∗/k∗)× TM(k),
where the second factor is given by evaluation of the map X → TM at x ∈ X.
Now let C = P1k \ {p1, . . . , pn} with pi pairwise distinct. We have a canonical
isomorphism
O(C)∗/k∗ ∼−−→
{
(z1, . . . , zn) ∈ Zn
∣∣∣ ∑ zi = 0 }
given by valuation at the punctures. Thus Hom(M,O∗(C)/k∗) is canonically
identified with the set of tuples P = (Pj)j∈J satisfying
∑
Pj = 0. The bijection,
and thus Statement (4a), follow.
Since WallA = ∅, all spines in SP(MR,P) are everywhere balanced. The balancing
condition implies that Φti is set-theoretically injective, and it is a bijection over
M trop0,n ×MR. So Statement (4b) follows from Proposition 6.1. Finally, Statement
(4c) follows from the commutative diagram, the previous two statements, and the
continuity of the right vertical map ρ. 
Remark 7.3. A nice compactification via logarithmic stable maps of the open
immersion in (4a) is given in Ranganathan [34], which also implies (4c).
Proposition 7.4. The tropicalization map
Trop: Msm(Uan,P, β)→ TC(MR,P)
in Proposition 5.16 is continuous. Let A ∈ N be big with respect to β (see Defini-
tion 5.19). Then the composite map
Sp: Msm(Uan,P, β)→ TC(MR,P)→ SP(MR,P)
taking spines is continuous over SPtr(MR,P), the locus of transverse spines. More-
over Sp−1(SPtr(MR,P)) ⊂Msm(Uan,P, β) is open.
THE FROBENIUS STRUCTURE THEOREM 37
Proof. Let f : [C, (pj)j∈J ] → Y be the universal stable map overMsm(Uan,P, β).
By Notation 3.3 Condition (3), (pi ◦ f)−1(Dt) is finite étale overMsm(Uan,P, β).
Therefore, there exists a finite étale coveringM′ →Msm(Uan,P, β) such that for
the pullback family f ′ : C ′ → Y , the preimage (pi ◦ f ′)−1(Dt) is a trivial covering of
M′. By adding (pi◦f ′)−1(Dt) as extra marked points on C ′, the spaceM′ embeds as
a Zariski open into the moduli spaceM(T anM ,P′, pi∗β) for someP′ ⊃ P. So we obtain
a continuous tropicalization map Trop′ : M′ → TC(MR,P) by Proposition 7.2(4c),
because in the toric case the spine is equal to the whole tropical curve. Since
M′ →Msm(Uan,P, β) is a proper map of topological spaces and its composition
with Trop: Msm(Uan,P, β)→ TC(MR,P) is equal to the map Trop′, we conclude
that the map Trop is also continuous.
The remaining statements follow from Proposition 5.24. 
8. Curve classes
In this section we study the classes of curves mapping into our log Calabi-Yau
variety. One useful statement is the positivity of curve class, see Proposition 8.5.
This will lead to Proposition 15.8, which is the key to extending the mirror family
to larger toric partial compactifications than SpecR = TV(Nef(Y )), the toric
variety associated to the nef cone. Such extension will be used in the proof of
non-degeneracy in Section 19, and is analogous to Viterbo restriction in symplectic
cohomology (see [37]). The second part of this section gives a tropical formula for
computing curves classes, see Proposition 8.11.
We follow the setting of Section 2, and assume k has nontrivial discrete valuation.
Let k◦ denote the ring of integers of k and k˜ the residue field. Recall that Y is
constant over k, i.e. it is isomorphic to the pullback of some Y0 over k0, where k0
has trivial valuation. Let Yk◦ be the base change from Y0 to Spec k◦, and Ŷk◦ the
formal completion along the special fiber.
Definition 8.1 (from [39, Definition 5.10]). Given a compact quasi-smooth strictly
k-analytic curve C and a morphism f : C → Y an. Up to passing to a finite base
field extension, we can choose a strictly semistable4 formal model C of C over k◦
such that f : C → Y an extends to a morphism f : C → Ŷk◦ . Let Cprs denote the
union of proper irreducible components of the special fiber Cs of C. We define the
class of the map f to be [f ] := fs∗[Cprs ] ∈ NE(Y ). Since two different choices of
the model C can always be dominated by another model, we see that the class is
well-defined.
4When k has discrete valuation, a semistable formal scheme over k◦ is always assumed to be
regular.
38 SEAN KEEL AND TONY YUE YU
Lemma 8.2. Let C be a compact quasi-smooth strictly k-analytic curve and f : C →
Y an a map with image not contained in Dan. Let C be a strictly semistable model
of C such that the map f : C → Y an extends to f : C→ Ŷk◦ and (C, f−1(D̂k◦)) is a
formal strictly semistable pair. Let Γ := Σ(C, f−1(D̂k◦)) be the associated extended
skeleton and h : Γ→ Σ(Y,D) the piecewise linear map induced by f (see [18]). Assume
the following:
(1) h(Γ) ∩ Σ(d−2)(Y,D) = ∅, where d denotes the dimension of Y .
(2) V := h−1
(
Σ(d−1)(Y,D)
)
⊂ Γ is a finite set containing only 2-valent vertices of Γ.
Let v be a vertex in V , and e an edge incident to v. Let σ be the codimension one
cone of Σ(Y,D) containing h(v). Let ωσ be a primitive integer volume form on σ,
w(v,e) the derivative of h at v along e, and dv the lattice length of ωσ ∧ w(v,e). Let
Cvs be the irreducible component of Cs corresponding to v. Let Zv be the stratum of
D corresponding to σ. Then the order of [Zv] in fs∗[Cvs ] is equal to dv. In particular,
dv does not depend on the choice of e. Summing over all v ∈ V , we obtain
(8.3) [f ] = fs∗[Cprs ] =
∑
v∈V
fs∗[Cvs ] =
∑
v∈V
dv[Zv] ∈ NE(Y ).
Proof. Let v′ be the other endpoint of e. Up to an admissible blowup of C, we
can assume that h(e) lies in the interior of a d-dimensional cell σ′. Then σ is a
face of σ′. Let p be the node of Cs corresponding to e, and y the 0-stratum of Dan
corresponding to σ′. Recall that C is strictly semistable and D ⊂ Y is snc. So we
can choose standard normal crossing formal coordinates of C around p and of Y an
around y. Writing f in these coordinates, and using the description of invertible
functions on an annulus (see [8, Lemma 9.7.1.1]), we deduce that the order of [Zv]
in fs∗[Cvs ] is equal to dv. Summing over all v ∈ V , we obtain (8.3). 
Lemma 8.4. Let Z be a compact strictly k-analytic space, C a compact quasi-
smooth strictly k-analytic curve, and f : C → Z a morphism with a formal model
f : C → Z where C is strictly semistable. Let F be a Cartier divisor on Z with
generic fiber F and O(F) the associated line bundle. Let Cprs (resp. Cnprs ) denote
the union of proper (resp. non-proper) components of the central fiber Cs. Assume
that fs(Cnprs ) is disjoint from the support of F, and that f(C) is not contained in
the support of F , so that f−1(F ) ⊂ C is a Cartier divisor. We have
deg
(
fs∗[Cprs ] · O(F)|Zs
)
= deg(f−1(F )).
Proof. Since f(C) is not contained in suppF , we have G := f−1(F) as Cartier
divisor on C. Decompose G = Gver + Ghor where Gver is supported on Cs and
Ghor = Gη. Both Gver and Ghor are Cartier as C is regular.
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By assumption Cnprs ∩ suppG = ∅. So deg(Cs ·Gver) is well-defined. Since Cs ⊂ C
is a principle Cartier divisor, deg(Cs ·Gver) = 0. Thus
deg
(
fs∗[Cprs ] · O(F)|Zs
)
= deg(Cprs ·G) = deg(Cs ·G) = deg
(
Cs · (Gver +Ghor)
)
= deg(Cs ·Ghor) = deg(Ghor|C) = deg(f−1(F )),
where the first equality is by projection formula for varieties over the residue field
k˜, and the second equality is because Cnprs ∩ suppG = ∅. 
Proposition 8.5. Let C be a compact quasi-smooth strictly k-analytic curve and
f : C → Y an a morphism. Let F ⊂ Y be a Cartier divisor containing no essential
boundary strata, i.e. those of Dess. Assume (τ ◦ f)(∂C) does not meet the codimen-
sion one skeleton of Σt, and f(C) is not contained in the support of F an, so that
f−1(F an) is a Cartier divisor on C. Let [f ] be as in Definition 8.1. We have
[f ] · F = deg(f−1(F an)).
If moreover F is effective, then
[f ] · F ≥ 0
with equality if and only if f(C) is disjoint from F an.
Proof. Consider the constant model (Ŷk◦ , D̂k◦) of (Y,D) over k◦. The assumption
on the tropicalization implies that f(Cnprs ) is contained in the union of zero strata
of the special fiber D
k˜
, and thus disjoint from the support of F. Now we apply
Lemma 8.4. 
Lemma 8.6. Let p : Y → Y ′ be a birational morphism, and E the set of exceptional
divisors. We have a split short exact sequence
0 ZE N1(Y ) N1(Y ′) 0.
p∗
p∗
Hence, by duality, the map
N1(Y ) −→ N1(Y ′)⊕ ZE,
given by pushforward p∗ : N1(Y )→ N1(Y ′) and intersection with every exceptional
divisor, is an isomorphism.
Proof. We refer to [12, Example 1.8.1]. 
Remark 8.7. We recall that p∗ : N∗(Y )→ N∗(Y ′) is well-defined for any rational
map p : Y 99K Y ′ between normal projective varieties with Y smooth, namely
f∗ ◦ g∗ for any g : Y˜ → Y proper birational morphism with f := p ◦ g regular, (this
is independent of the resolution). Similarly we have p∗ well-defined when Y ′ is
smooth.
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Lemma 8.8. In the context of Proposition 8.5, let p : Y 99K Y ′ be a birational
map which is an open embedding outside suppF . Assume f(C) ∩ suppF an = ∅.
Consider the composition f : C → (Y \ suppF )an → Y ′an. We have p∗[f ] = [f ′]
and p∗[f ′] = [f ].
Proof. By projection formula and passing to a resolution it is enough to prove
the lemma when p is regular. We have p∗[f ] = [f ′] by definition of the class. By
Proposition 8.5, we have [f ] · E = 0 for all p-exceptional divisor E. Therefore, it
follows from Lemma 8.6 that [f ] = p∗p∗[f ] = p∗[f ′]. 
For the toric variety (Yt, Dt), formula (8.3) can be encoded via an N1(Yt)R-valued
piecewise-linear function on Σt.
Definition 8.9. By [13, Lemma 1.14], there is a Σt-piecewise-linear function
ϕ : MR → N1(Yt,R) whose kink (aka bending parameter) along each codimension
one cone σ ⊂ Σt is the class of the corresponding 1-stratum. Given any Z-affine
map l : [−∞,+∞] ⊃ [a, b]→MR with l((a, b)) ⊂MR, let
δl := d(ϕ ◦ l)b − d(ϕ ◦ l)a ∈ NE(Yt).
If a = −∞, then d(ϕ ◦ l)a means lima′→−∞ d(ϕ ◦ l)a′ ; similarly when b = +∞. Let
δl := pi∗δl ∈ NE(Y ), called the curve class associated to l. Given any n-pointed
tree [Γ, (vj), h] in MR as in Definition 5.1, we define δh to be the sum of δl over
every domain of affineness l of h, called the curve class associated to h.
Remark 8.10. Assume that l(a) lies in an open cell σ◦a ⊂ Σt such that the linear
span of σa contains the derivative dla, and that the same holds for l(b) with open
cell σ◦b . Let Star(σ◦a) and Star(σ◦b ) be respectively the open stars of σ◦a and σ◦b .
Then δl is invariant under any parallel perturbation as long as l(a) stays in Star(σ◦a)
and l(b) stays in Star(σ◦b ).
Proposition 8.11. Let C be a compact quasi-smooth strictly k-analytic curve
and f : C → Y an a map with image contained in W an, but not in Dan (W as
in Lemma 2.5). Assume pi ◦ f : C → Y ant tropicalizes to h : Γ → MR satisfying
Lemma 8.2 Conditions (1-2). Then we have [f ] = δh ∈ NE(Y ).
Proof. This follows from Lemmas 8.2 and 8.8. 
9. Skeletal curves
The main result of this section is Theorem 9.19, an equivalence of different
characterizations of skeletal curves. Lemmas 9.1-9.5 studies essential skeletons
when the analytic space comes from a formal semistable pair (we refer to [18] for
the basics of such pairs). Proposition 9.8 studies product of skeletons, a main
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ingredient in the proof of Theorem 9.19. Lemmas 9.21-9.24 apply skeletal curve
theory to the moduli spaces of the previous sections. Proposition 9.26 identifies
the essential skeleton ofM0,n with the moduli space of tropical curves. Readers
unfamiliar with non-archimedean geometry can skip the technical lemmas on first
time reading.
Let k be any non-archimedean field (not necessarily discretely valued), k◦ its ring
of integers, and k◦◦ ⊂ k◦ the maximal ideal. Let X be a quasi-smooth k-analytic
space of pure dimension d. For any positive integer l, let K⊗lX := (∧dΩX)⊗l, the
pluricanonical bundle. Let ‖·‖ denote the geometric Kähler seminorm on K⊗lX
constructed by Temkin ([35, 6.3.15]). For any ω ∈ Γ(K⊗lX ), we obtain an upper
semicontinuous function5 ‖ω‖ : X → R≥0.
We denote by Sk(ω) ⊂ X the maximum locus of ‖ω‖ (possibly empty), and call
it the skeleton of X associated to the pluricanonical form ω.
Lemma 9.1. Let S be the affine formal scheme over k◦ given by
Spf
(
k◦ 〈s00, . . . , s0m0〉 /(s00 · · · s0m′0−a0)×· · ·×Spf k
◦ 〈sn0 , . . . , snmn〉 /(sn0 · · · snm′n−an)
)
for some n ≥ 0, and 0 ≤ m′i ≤ mi, ai ∈ k◦◦ \ 0, for i = 0, . . . , n. Let U be an affine
formal scheme and α : U→ S an étale map. Let
h :=
n∏
i=0
mi∏
j=m′i+1
sij.
Let F ⊂ U be the Cartier divisor given by h, and U := Uη \ Fη. Let
e :=
(
n∧
i=0
mi∧
j=1
dsij
sij
)⊗l
.
Let ψ ∈ Γ(OUη), and ω := ψe ∈ Γ(K⊗lU ). Let M be the maximum of the norm ‖ω‖
over U . Then for any point u ∈ U , the following are equivalent:
(1) u ∈ Sk(ω);
(2) u ∈ Σ(U,F) ⊂ U and |ψ| attains a maximum (over Uη) at u that is equal to
M , where Σ(U,F) denotes the skeleton associated to the product of formal
strictly semistable pairs (see [18]).
Moreover, the two functions ‖ω‖ and |ψ| are equal when restricted to the skeleton
Σ(U,F) ⊂ U , and Sk(ω) is a union of faces of Σ(U,F).
Proof. First we claim that ‖e(u)‖ ≤ 1 over U and the equality holds if and only if
u ∈ Σ(U,F). By [35, Lemma 8.2.2], this holds when α is identity. In general, for
5When k has discrete valuation, up to a constant factor, ‖ω‖ coincides with the weight function
of Mustata and Nicaise ([31], see also Kontsevich-Soibelman [26]) by [35, Theorem 8.3.3].
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every u ∈ U , the complete residue field extension H(u)/H(αη(u)) is unramified by
[7, Lemma 1.6], hence it is universally spectral by [35, Corollary 6.3.8]. Then it
follows from [35, Theorem 6.3.11] that ‖e(u)‖ = ‖e(αη(u))‖ for all u ∈ U . This
shows the claim.
Since ‖ω(u)‖ = |ψ(u)| · ‖e(u)‖, we deduce that the two functions ‖ω‖ and |ψ|
are equal when restricted to the skeleton Σ(U,F) ⊂ U . Furthermore, note that the
maximum of |ψ(u)| is attained in the Shilov boundary of Uη which is contained in
Σ(U,F), so the claim above implies the equivalence in the lemma.
Now for the last statement of the lemma, it suffices to prove that the maximum
locus of |ψ| is a union of faces of Σ(U,F). This follows from exactly the same
argument in last paragraph of the proof of [35, Theorem 8.2.4]. 
Lemma 9.2. Let (X,H) be a formal strictly semistable pair and X := Xη \Hη. Let
ω ∈ Γ(K⊗lX ) with at worst simple poles along Hη. Then the essential skeleton Sk(w)
is a union of faces of Σ(X,H). Consequently, Sk(w) consists of only monomial
points (i.e. points where the Abhyankar inequality is an equality); in particular
Sk(ω) is contained in any Zariski dense open subset X.
Proof. Working Zariski locally on X, this follows from Lemma 9.1. 
Remark 9.3. Lemma 9.2 is an analog of [35, Theorem 8.2.4] and [31, Theorem 4.5.5]
for formal strictly semistable pairs.
Notation 9.4. In the setting of Lemma 9.2, we denote by Sk(ωX) the closure of
Sk(ωX) in X := Xη.
Lemma 9.5. In the setting of Lemma 9.2, assume k has discrete valuation and
X is regular. Let Iv be the set of irreducible components of Xs, and Ih the set of
irreducible components of H. We have a natural embedding Σ(X,H) ⊂ RIvunionsqIh≥0 . For
i ∈ Iv unionsq Ih, let Di denote the corresponding component of Xs ∪ H, and ordDi(ω)
the order of zero of ω along Di. Let Ψ be the linear function on RI
v∪Ih such that
the value of Ψ at the unit vector in the i-th direction is ordDi(ω) + 1. Assume the
Zariski closure of the zeros of ω does not contain any strata of Xs ∪ H. Then the
essential skeleton Sk(ω) is equal to the minimum locus of the function Ψ|Σ(X,H).
Proof. Working Zariski locally on X, this follows from Lemmas 9.1 and 16.2(2). (In
terms of exposition, Lemma 16.2 fits better in Section 16.) 
Remark 9.6. In Lemma 9.5, if H = ∅, then the condition on the zeros of ω is not
necessary (see Lemma 16.2(1)).
Lemma 9.7. Let f : Y → X be a residually tame quasi-étale map of quasi-smooth
k-analytic spaces of pure dimension d. Let ω ∈ Γ(K⊗lX ). We have
Sk(f ∗ω) = f−1(Sk(ω)) ⊂ Y.
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Proof. By [35, Theorem 6.3.11], we have ‖f ∗ω‖ = ‖ω‖◦f . Therefore, the maximum
locus of ‖f ∗ω‖ is equal to the preimage of the maximum locus of ‖ω‖ by f . 
Proposition 9.8. Let (X,F), (Y,G) be two formal strictly semistable pairs. As-
sume all the strata of Xs∪F and Ys∪G are geometrically connected. Let X := Xη\Fη,
Y := Yη \Gη. Let ωX ∈ Γ(K⊗lX ), ωY ∈ Γ(K⊗lY ), having at worst simple poles along
Fη and Gη respectively. Let Z := X × Y , and pX : Z → X, pY : Z → Y the
projection maps. Let ωZ := p∗XωX ∧ p∗Y ωY . The following hold:
(1) We have a commutative diagram
Sk(ωZ) Sk(ωX)× Sk(ωY )
Z X × Y |X| × |Y |
∼
∼
where the upper horizontal map is a piecewise-linear homeomorphism, and
|X|, |Y | denote respectively the underlying topological spaces of the k-analytic
spaces.
(2) Let X := Xη, Y := Yη and Z := (X×Y)η. Then the commutative diagram
above extends to
Sk(ωZ) Sk(ωX)× Sk(ωY )
Z X × Y |X| × |Y |.
∼
∼
(3) For x ∈ X, let Zx := p−1X (x), and ωZx the restriction of ωZ to Zx. We have
a commutative diagram
Sk(ωZx) Sk(ωY )
Zx Y.
∼
(4) Let z ∈ Z be a point, and put x := pX(z), y := pY (z). The following are
equivalent:
(a) z ∈ Sk(ωZ);
(b) x ∈ Sk(ωX) and z ∈ Sk(ωZx).
Proof. Working Zariski locally, we can assume there exists an étale map
α : X→ S := Spf
(
k◦ 〈s0, . . . , sm〉 /(s0 · · · sm′ − a)
)
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for some 0 ≤ m′ ≤ m and a ∈ k◦◦ \ 0, such that every irreducible component of F
is given by α∗(sj) for some j > m′; and similarly an étale map
β : Y→ T := Spf
(
k◦ 〈t0, . . . , tn〉 /(t0 · · · tn′ − b)
)
for some 0 ≤ n′ ≤ n and b ∈ k◦◦ \ 0, such that every irreducible component of G is
given by β∗(tj) for some j > n′.
Let e :=
(
ds1
s1
∧ · · · ∧ dsm
sm
)⊗l
, f :=
(
dt1
t1
∧ · · · ∧ dtn
tn
)⊗l
. Write ωX = ψXe for some
ψX ∈ Γ(OX), and ωY = ψY f for some ψY ∈ Γ(OY ). Put ψZ := p∗XψX ∧ p∗Y ψY . Let
ψZx be the pullback of ψZ to Zx. Since Zx = p−1X (x), we have Zx ' Y ⊗̂H(x). Let
Y′ := Y⊗̂H(x)◦, G′ := G⊗̂H(x)◦. We have Y′η \G′η ' Zx.
Since all the strata of Xs ∪ F and Ys ∪ G are assumed to be geometrically
connected, by the explicit formula for the embedding of skeletons in polyannuli, and
the fact that the maps α : X→ S and β : Y→ T are étale, we obtain commutative
diagrams
Σ(Z,H) Σ(X,F)× Σ(Y,G)
Z X × Y |X| × |Y |,
∼
∼
Σ(Z,H) Σ(X,F)× Σ(Y,G)
Z X × Y |X| × |Y |,
∼
∼
Σ(Y′,G′) Σ(Y,G)
Zx Y.
∼
Hence, by Lemma 9.1, we deduce Statements (1-3) in the proposition.
Next we turn to Statement (4). Let MX be the maximum of ‖ωX‖ over X, and
MY the maximum of ‖ωY ‖ over Y . Since ωX and ωY have at worst simple poles
along Fη and Gη respectively, the maximums MX and MY exist by Lemma 9.1.
Moreover, we have |ψX | ≤MX , |ψY | ≤MY , and |ψZ | ≤MX ·MY . By Lemma 9.1,
the condition that z ∈ Sk(ωZ) is equivalent to the following condition:
(∗) z ∈ Σ(Z,H) and |ψZ | attains its maximum MX ·MY at the point z.
This is moreover equivalent to the following condition:
x ∈ Σ(X,F), z ∈ Σ(Y′,G′) ⊂ Zx, |ψX | attains its maximum MX(∗∗)
at the point x, and |ψZx | attains its maximum MY at the point z.
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By Lemma 9.1 again, the above condition is furthermore equivalent to the condition
that x ∈ Sk(ωX) and z ∈ Sk(ωZx), completing the proof. 
Remark 9.9. When k has discrete valuation, Proposition 9.8(1) was proved via
logarithmic geometry by Brown and Mazzon [9].
Notation 9.10. Let k be any non-archimedean field of residue characteristic
zero. Let U be a connected smooth log Calabi-Yau k-variety with volume form
ω, U ⊂ Y an snc6 compactification, D := Y \ U and Dess the union of irreducible
components of D where ω has a pole. Fix C a proper rational nodal k-analytic
curve, pj ∈ Csm(k) and mj ∈ N (including 0) for a finite set J , where Csm ⊂ C
denotes the smooth part of C. Denote by B the set of pj with mj > 0. Fix an
irreducible component Dj ⊂ Dess for every mj > 0. Fix β ∈ NE(Y ). Let H be the
subspace of Hom(C, Y an) consisting of maps f : C → Y an of class β such that for
each mj > 0, pj maps to D◦j and f−1(D) =
∑
mjpj. Let V denote the analytic
log tangent bundle (TY (− logD))an. Let Hsm denote the Zariski open locus of H
where f ∗V is trivial.
Let C◦ := Csm \ (pj)j∈J , C := C × Hsm, C ◦ := C◦ × Hsm, pH : C → Hsm,
pC : C → C the projection maps, and e : C → Y an the universal map. Let
Φ := (pC , e) : C → C × Y an.
Lemma 9.11. The space Hsm is smooth. The map Φ|C ◦ : C ◦ → C◦ × Uan is étale.
For any x ∈ C(k) \B, the evaluation map evx : Hsm → Uan is étale. Moreover, we
have pH∗(e∗V ) ' THsm.
Proof. As all the spaces involved are the analytification of analogously defined
k-varieties, the smoothness and étaleness follow from Lemma 3.7. Since the
Zariski tangent space at any point f ∈ H is given by H0(C, f ∗V an), we obtain
p∗(e∗V an) ' THsm . 
Consider the sequence of natural maps:
H0(Y,KY (D)) ' H0(Y an,∧nV ∨) −→ H0(C , e∗(∧nV ∨)) ∼−−→
H0(C ,Hom(∧ne∗V,OC )) ∼−−→ Hom(∧ne∗V,OC ) ∼−−→
Hom(p∗ ∧n e∗V,OHsm) ∼−−→ H0(Hsm, KHsm).
Let ωH ∈ H0(Hsm, KHsm) be the image of ω under the composition of the maps
above.
6By snc, we assume in particular that all the strata are geometrically connected.
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Lemma 9.12. For any 1-form α on C◦, we have p∗Cα ∧ e∗ω = p∗Cα ∧ p∗ωH .
For any x ∈ C(k)\B, consider the evaluation map evx : H → Uan. The following
hold:
(1) ev−1x (Sk(U)) ⊂ Hsm.
(2) ev∗x(ω)|Hsm = ωH ; in particular, the left hand side is independent of the
choice of x, and ωH is a log volume form on Hsm.
(3) ev−1x (Sk(U)) = Sk(ωH); in particular, the left hand side is independent of
the choice of x.
Proof. For the first paragraph, we can check this after base field extension so may
assume k is algebraically closed. Then it is enough to check the equality at every
k-rational point (c, f) ∈ C◦ ×Hsm. It suffices to check that e∗ω and p∗ωH agree
on the horizontal (with respect to pH) tangent space TfH ⊂ T(c,f)C . Note the
derivative d(e) restricted to this subspace is the restriction map
TfH ' H0(C, f ∗V ) −→ (f ∗V )c = Vf(c) = TY an,f(c).
Let v ∈ ∧nTfH ' H0(C,∧nf ∗V ). We have a commutative diagram
H0(C,∧nf ∗V )×H0(Y an,∧nV ∨) H0(C,∧nf ∗V )×H0(C,∧nf ∗V ∨) H0(C,OC)
∧nVf(c) × ∧nV ∨f(c) OY an,f(c) OC,c ' k.∼
The value of (v, ω) under the composition of the upper horizontal maps and
the right vertical map is equal to (p∗ωH)(v); and the value of (v, ω) under the
composition of the left vertical map (restriction map) and the lower horizontal
maps is equal to (e∗ω)(v). Hence the commutativity of the diagram gives the
equality (e∗ω)(v) = (p∗ωH)(v), completing the proof.
Next we consider the second paragraph: (1) follows from Lemmas 3.8 and 9.2.
For (2), we view x as a section x : Hsm → C = C ×Hsm. Note the image of the
derivative d(x) is in the horizontal tangent subspace. So by the above, we obtain
ev∗x(ω)|Hsm = x∗(e∗ω) = ωH . Finally (1) and (2) imply (3), by Lemma 9.7. 
Definition 9.13 (Essential skeleton). For any non-archimedean field k of charac-
teristic zero, any smooth k-algebraic variety X, we define
Sk(X) := Sk(Xan) :=
⋃
ω∈H0(Y,KY (D)⊗l)\0
l∈N>0
Sk(ω) ⊂ Xan
for an snc compactification U ⊂ Y , D := Y \ U . Note the vector subspace
H0(Y,KY (D)⊗l) ⊂ H0(U,K⊗lU ), and thus the definition above, is independent of
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the compactification. When Y is given, we denote by Sk(X) the closure of Sk(X)
in Y an.
Remark 9.14. The essential skeleton was first proposed by Kontsevich-Soibelman
[26] for projective Calabi-Yau varieties over the Laurent power series field C((t)).
Generalizations were later studied by Nicaise-Mustata [32], Brown-Mazzon [9] and
Mauri-Mazzon-Stevenson [30].
Now we continue the setting of Notation 9.10.
Lemma 9.15. Let Γ ⊂ C be the convex hull of C \ C◦, and let Γ◦ := Γ ∩ C◦. We
have
(9.16) Sk(C◦) =
⋃
ω∈H0(C,KC(C\C◦))\0
Sk(ω) = Γ◦ ⊂ C◦.
Moreover, when Sk(C◦) 6= ∅, there exists ω ∈ H0(KC(C \ C◦)) such that Sk(C◦) =
Sk(ω).
Proof. By reasoning over every irreducible component of C, we can assume C is
irreducible. If |J | = 0 or 1, H0(C,KC(∪pj)) = 0, so Sk(C◦) = Γ◦ = ∅. Now assume
|J | ≥ 2. For i 6= j ∈ J , let ωi,j be the unique section of H0(C,KC(pi ∪ pj)) having
poles with residues 1,−1 at pi, pj and no zeros. Then the tensor products of ωi,j
generate H0(C,KC(∪pi)⊗l) for all l ∈ N>0. Hence
Sk(C◦) =
⋃
i 6=j∈J
Sk(ωi,j) ⊂ C◦,
in particular, the first equality of (9.16) holds.
Let [pi, pj] denote the path in C connecting pi and pj, and let Γi,j := [pi, pj] \
{pi, pj}. Choose a coordinate on C such that pi = 0, pj =∞. Then we obtain a
strictly semistable pair (P1k◦ , 0 +∞) whose associated skeleton is Γi,j ⊂ C \ {0,∞}.
Hence Lemma 9.5 implies that Sk(ωi,j) = Γi,j. (Note the discrete valuation
assumption of Lemma 9.5 is harmless here because (P1k◦ , 0 +∞) is constant over
k◦ and we can also choose ωi,j to be constant over k◦.) Taking union, we prove the
second equality of (9.16).
For the last statement, it suffices to take a general linear combination of ωi,j . 
Lemma 9.17. Let f ∈ H and Cf the fiber of C×H → H over f . Let f : Cf → Y an
denote the restriction of the universal map C ×H → Y an. For any x ∈ Cf , the
following are equivalent:
(1) x ∈ Φ−1(Sk(C◦ × Uan)).
(2) f ∈ Sk(ωH) ⊂ Hsm and x ∈ Sk(C◦f ).
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Proof. By Lemmas 9.7 and 9.12, we have
Φ−1(Sk(C◦ × Uan)) = Φ−1
( ⋃
α∈H0(C,KC(C\C◦))
Sk(α ∧ ω)
)
=
⋃
α∈H0(C,KC(C\C◦))
Sk
(
Φ∗(α ∧ ω)
)
=
⋃
α∈H0(C,KC(C\C◦))
Sk(p∗Cα ∧ e∗ω)
=
⋃
α∈H0(C,KC(C\C◦))
Sk(p∗Cα ∧ p∗HωH).
(9.18)
Note from Lemma 9.15, here it is sufficient to consider log volume forms instead of
all log pluricanonical forms. So we conclude from Proposition 9.8(4). 
Theorem 9.19. Notation as in Lemma 9.17. Let g : Cf → C × Y an denote the
product of Cf → C and f : Cf → Y an. The following are equivalent:
(1) f ∈ Sk(ωH) ⊂ Hsm.
(2) For some x ∈ C(k) ⊂ Cf , f(x) ∈ Sk(U).
(3) For every x ∈ C(k) ⊂ Cf , f(x) ∈ Sk(U).
(4) g−1(Sk(C◦ × Uan)) = Sk(C◦f ).
(5) g−1(Sk(C◦ × Uan)) 6= ∅.
Assume these equivalent conditions hold, let Γ(k) ⊂ Cf be the convex hull of
C(k) ⊂ Cf ; then f(Γ(k)) ⊂ Sk(U).
Proof. For any x ∈ C(k) \ B ⊂ Cf , let evx : H → Uan be the evaluation map.
We have f(x) = evx(f). So the equivalences between the first three statements
follow from Lemma 9.12(3). The equivalences between (1), (4) and (5) follow from
Lemma 9.17. The last claim follows from (4) because we are free to add extra
k-rational points to C as marked points in addition to (pj)j∈J . 
Remark 9.20. Note that in Notation 9.10, H does not change if we add or drop
marked points pi 6∈ B. Thus Theorem 9.19 Condition (5) holds for one choice of
marked points containing B, if and only if it holds for B.
Recall from Definition 1.12 that f : Cf → Y an satisfying the equivalent conditions
in Theorem 9.19 is called a skeletal curve. Below are the sources of skeletal curves
in the context of this paper.
Lemma 9.21. Notation as in Notation 3.4. The following hold:
(1) For any µ ∈Man0,n, Φ−1i (Sk(µ×k Uan)) ∩M(Uan,P, β)µ consist of skeletal
curves.
(2) ISk := Φ−1i (Sk(M0,n)× Sk(U)) ∩M(Uan,P, β) consist of skeletal curves.
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Proof. (1) is immediate from the definition of skeletal curve. (1) implies (2) by
Proposition 9.8(4). 
Lemma 9.22. Notation as in Lemma 9.21. The following hold:
(1) Assume [C, (pj)j∈J , f ] ∈ M(Uan,P, β)µ is skeletal. Then it belongs to
Msm(Uan,P, β); in particular, we have ISk ⊂Msm(Uan,P, β). Moreover,
for any closed subvariety G ⊂ Y not containing any irreducible component
of Dess, the pullback f−1(Gan) is a finite set of points without multiplicities
and disjoint from the nodes of C; and for any closed subvariety Z ⊂ Y of
codimension at least 2, the image f(C) does not meet Zan.
(2) Φi is representable (i.e. non-stacky) and étale over a neighborhood of ISk.
(3) For any open stratum S ⊂M0,n, the map Φ−1i (Sk(S ×U))→ Sk(S ×U) is
proper, open and set-theoretically finite (i.e. having finite fibers).
(4) Φi|ISk : ISk→ Sk(M0,n)× Sk(U) is open and set-theoretically finite.
Proof. (1) follows from Lemmas 9.2, 3.10 and 3.8. (3) follows from Proposition 3.12
and Lemma 9.2. (2) follows from (1) and Lemma 3.7(i). For (4), the finiteness
claim follows from (3), and the openness claim follows from (2). 
Lemma 9.23. Notation as in Lemma 9.21. Let (f : [C, (p1, . . . , pn)]→ Y an) ∈ ISk.
Let Γ (resp. ΓB) denote the convex hull in C of the all the marked points (resp.
all the marked points from B). Then f |Γ : Γ → Sk(U) ⊂ Y an factors through the
retraction Γ→ ΓB.
Proof. When Sp(f) is transverse, the statement follows from Remark 5.13. By
Lemma 9.22(4), Φi|ISk : ISk→ Sk(M0,n)× Sk(U) is open. Thus by Proposition 6.3,
the statement holds for a dense subset of f ∈ ISk. Now the result follows by
continuity. 
The following lemma is the key to the proof of Proposition 10.5.
Lemma 9.24. Notation as in Theorem 9.19. Let f : Cf → Y an be a map in
Sk(ωH) ⊂ H. So the image f(Sk(C◦f )) is contained in Sk(Uan). Let f trop : Sk(C◦)
→ Sk(Uan) denote the restriction of f to Sk(C◦f ) composed with the identification
Sk(C◦) ' Sk(C◦f ). Let ∆ ⊂ Sk(C◦ × Uan) ' Sk(C◦) × Sk(Uan) be the graph of
f trop. Fix A ∈ N big with respect to β (see Definition 5.19). Assume that under
the identification Sk(Uan) ' MR, after extension to the closure of Sk(C◦), f trop
gives a transverse spine in MR with respect to WallA. Then Sk(C◦f ) ⊂ Φ−1(∆) is a
connected component.
Proof. Using (9.18), it follows from Proposition 9.8 that Sk(C◦f ) is equal to the
fiber of Φ−1(Sk(C◦ × Uan)) over f ∈ Sk(ωH). So Sk(C◦f ) ⊂ Φ−1(∆) is closed. Now
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let us prove that it is open. Suppose the contrary. Let α : [0, ) → Φ−1(∆) be
a continuous path with α(0) ∈ Sk(C◦f ), and α(t) /∈ Sk(C◦f ) for t ∈ (0, ). For
t ∈ [0, ), denote α(t) = (qt, ft) ∈ Sk(C◦)× Sk(ωH), and f tropt : Sk(C◦)→ Sk(Uan)
the restriction of ft to Sk(C◦ft) composed with the identification Sk(C◦) ' Sk(C◦ft).
Since α(t) ∈ Φ−1(∆), we have
(9.25) f tropt (qt) = f trop0 (qt).
By Propositions 5.24(3) and 7.4, up to shrinking , t 7→ f tropt gives rise to a
continuous path of transverse spines in MR with fixed domain. Now it follows
equation (9.25) and Proposition 6.1 that f tropt = f trop0 for all t ∈ [0, ). Then for
any fixed q ∈ Sk(C◦), { (q, ft) | t ∈ [0, ) } lies in a single fiber Φ−1(q, f trop0 (q)) of
Φ. This contradicts the quasi-finiteness of Φ|C ◦ in Lemma 9.11, completing the
proof. 
The next proposition studies the essential skeleton ofM0,n. Let u : M0,n+1 →
M0,n be the forgetful map. It gives the universal curve overM0,n. Let p1, . . . , pn
be the universal sections of u, and let C0,n ⊂ M0,n+1 be the complement of the
union of the universal sections.
Proposition 9.26. The following hold:
(1) Sk(M0,n) = Σ(M0,n, ∂M0,n) ⊂Man0,n.
(2) Sk(M0,n) ' NT∅n 'M trop0,n , (see Remark 4.7).
(3) A point x ∈ Man0,n+1 lies in Sk(M0,n+1) if and only if uan(x) ∈ Sk(M0,n)
and x ∈ Sk(C◦uan(x)), where C◦uan(x) denotes the fiber of uan : C0,n → Man0,n
over uan(x).
Proof. By [22], the sheaf KM0,n(∂M0,n) (which is denoted by κ in loc. cit.) is
very ample. Hence by Lemma 9.5, we have Sk(M0,n) = Σ(M0,n, ∂M0,n) ⊂Man0,n.
Taking closure, we obtain (1). We have Σ(M0,n, ∂M0,n) 'M trop0,n by [1, Theorem
1.2.1(1)]. So (1) implies (2).
Now we consider (3). Using the inductive description of strata of ∂M0,n as
products of variousM0,m for m < n, it suffices to prove (3) for Sk instead of Sk.
By [22, 2.8], there is a nice set of generators of H0
(
KM0,n+1(∂M0,n+1)
)
as follows.
For each pair i 6= j ∈ {0, . . . , n}, there is a canonical u-relative log 1-form ωi,j
uniquely characterized by the property that its restriction to each fiber has residues
1,−1 at pi, pj, and has no zeros, and no other poles. The ωi,j generate Ku(P ) at
every point, where P denotes the sum of the universal sections; moreover their
restriction to any fiber of u generate the log volume forms on the fiber. Then one
obtains a generating set of log volume forms onM0,n+1 by wedging the ωi,j with
u∗(γ) for γ inductively constructed log volume forms on M0,n. Let Ci,j0,n ⊂ C0.n
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be the complement of pi ∪ pj. There is a trivialization Ci,j0,n ' M0,n × Gm, such
that ωi,j is pulled back from the Gm factor. Since Ci,j0,n andM0,n+1 are birational,
Sk(ωi,j ∧ pi∗(γ)) ⊂Man0,n+1 is the same whether we compute usingM0,n+1 or Ci,j0,n.
Now the result follows from Proposition 9.8(4). 
10. Naive counts and the symmetry theorem
Here we give the details regarding Section 1.3. We also prove for transverse
spines the independence of the associated naive count on the choice of the marked
point at which we evaluate, see Theorem 10.12. This is a generalization of the
symmetry theorem in [39, §6]. Our proof is different from that of loc. cit., and
gives a stronger statement.
We follow the setting of Section 2.
Definition 10.1. A spine in Sk(U) consists of a stable nodal metric tree Γ, a
set of n different 1-valent vertices (vj)j∈J , and a continuous map h : Γ → Sk(U)
satisfying the following conditions:
(1) The vertices vj are the only 1-valent vertices of Γ.
(2) The preimage h−1(∂ Sk(U)) is a subset of (vj)j∈J .
(3) The map h is piecewise Z-affine, i.e. each edge of Γ maps into a cone of
Σ(Y,Dess) with integer derivative.
We denote
F := { j | vj is finite } ,
B := { j | h is not constant near vj } ,
I := { j | h is constant near vj } .
The spine is called extended if F = ∅. For each j, let Pj be the derivative of h at
vj (pointing outwards). Let P := (Pj)j∈J . If j ∈ I, we have Pj = 0. If j ∈ B \ F ,
Pj can be identified with a point in Sk(U,Z).
We will define the count of analytic curves in Uan associated to any given
spine S = [Γ, (vj)j∈J , h] in Sk(U) and any curve class γ ∈ NE(Y ). We proceed
under several different assumptions on S. We will always assume |B| ≥ 2. For
Constructions 10.2 and 10.3, we assume |I| ≥ 1 and fix i ∈ I.
Construction 10.2. First we assume S is extended. Let
Φi := (st, evi) : M(Uan,P, γ) −→Man0,n × Uan
be as in Notation 3.4. By Proposition 9.26, Γ gives a point Γ ∈ Sk(M0,n) ⊂Man0,n.
By Lemmas 9.22 and 9.21, Φ−1i (Γ, h(vi)) is finite, and consists of skeletal curves.
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Let Fi(S, γ) be the subspace of Φ−1i (Γ, h(vi)) consisting of maps whose spine is
equal to S. We define Ni(S, γ) := length(Fi(S, γ)).
Construction 10.3. Now we drop the assumption that S is extended. For each j ∈
F , we glue a copy of lj := [0, v̂j := +∞] to Γ, along 0 and vj. We extend h affinely
to the new leg lj via the identification Sk(U) 'MR. Let δj ∈ NE(Y ) be the curve
class associated to the new leg (see Definition 8.9). Let Ŝ = [Γ̂, (v̂j)j∈J , ĥ] denote
the resulting extended spine. Let γ̂ := γ +∑j∈F δj . We apply Construction 10.2 to
Ŝ and γ̂, and obtain Fi(Ŝ, γ̂). Let Fi(S, γ) ⊂ Fi(Ŝ, γ̂) be the subspace consisting
of stable maps [Ĉ, (pj)j∈J , f ] satisfying the toric tail condition: let r : Ĉ → Γ̂
be the canonical retraction; for each j ∈ F , let T∗j := r−1(lj \ v̂j); then we have
f(T∗j) ⊂ T anM . We define Ni(S, γ) := length(Fi(S, γ)), the count of analytic curves
(with boundaries) in Uan of spine S and class γ (evaluating at i).
The counts in the toric case are particularly simple:
Lemma 10.4. Assume (Y,D) is toric and S satisfies Lemma 8.2 Conditions (1-2).
Then Ni(S, γ) = 1 if S has no bending vertices and γ = δh of Definition 8.9;
Ni(S, γ) = 0 otherwise.
Proof. This follows from Propositions 7.2 and 8.11. 
Proposition 10.5. Assume that under the identification Sk(U) ' MR, S is a
transverse spine with respect to WallA for some A ∈ N big with respect to γ. Let
w ∈ Γ \ { vj | j ∈ B \ F } away from the nodes. We glue [0, w = +∞] to Γ along 0
and w, extend h constantly on the new leg, and obtain a new spine which we denote
by Sw. Then the count Nw(Sw, γ) is independent of the choice of w ∈ Γ.
Definition 10.6. In virtue of Proposition 10.5, we define N(S, γ) := Nw(Sw, γ)
(for any choice of w).
For the proof of Proposition 10.5, we start with a simple lemma in point-set
topology.
Definition 10.7. Let p : M → V be a continuous map between Hausdorff topolog-
ical spaces. A proper extension of p consists of an open embedding M ⊂M , with
M Hausdorff, and a proper map p : M → V such that p|M = p.
Lemma 10.8. Let p : M → V be a continuous map between Hausdorff spaces
that admits a proper extension. Let R ⊂ V be a closed, locally compact subset
and R˜ ⊂ MR a union of connected components such that p : R˜ → R is proper.
Then there is an open subset R ⊂ W ⊂ V , and a union of connected components
W˜ ⊂MW such that p : W˜ → W is proper, and W˜ ∩MR = R˜.
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Proof. LetM ⊂M and p : M → V be a proper extension of p. The problem is local
on R ⊂ V , so we can assume R, and thus R˜, are compact. Using this compactness
we can find open neighborhoods A ⊃ R˜ and B ⊃MR \ R˜ with A∩B = ∅. Then it
suffices to set W := p((A ∪B)c), and W˜ := MW ∩ A. 
Lemma 10.9. Let
Φi := (st, evi) : M(Uan,P, β) −→Man0,n × Uan
be as in Notation 3.4. Let R ⊂ Sk(M0,n × U) be any closed connected subset, and
R˜ ⊂ Φ−1i (R) any union of connected components. Then R˜ Φi−−→ R is (topologically)
finite and open, and its (analytic) degree over any point r ∈ R is independent of
the choice of r.
Proof. By Proposition 3.12, Φi is representable and finite étale over a Zariski dense
open subset O ⊂ Man0,n × Uan. By Lemma 9.2, Sk(M0,n × U) ⊂ O. Hence by
Lemma 10.9, there is a connected neighborhood W of R contained in O and a
union of connected components W˜ ⊂ Φ−1i (W ) such that W˜ ∩ Φ−1i (R) = R˜. Note
the restriction W˜ Φi−−→ W is finite étale. This implies the lemma. 
Lemma 10.10. In the context of Construction 10.3, we have γ · E˜ = γ̂ · E˜, E˜ as
in Proposition 5.16. Consequently, for A ∈ N, if A is big with respect to γ, then A
is also big with respect to γ̂.
Proof. For every j ∈ F , we have δj · E˜ = 0, by Definition 8.9. So the lemma
follows. 
Proof of Proposition 10.5. By deformation invariance (see Corollary 11.2, whose
proof is independent of this theorem), we can assume Γ is irreducible. Let Ŝ =
[Γ̂, (v̂j)j∈J , ĥ] be the extension of S, and γ̂ := γ +
∑
δi as in Construction 10.3. Let
Γ̂◦ := Γ̂ \ {v̂1, . . . , v̂n} and ĥ◦ := ĥ|Γ◦ . The graph ∆ of ĥ◦ is naturally embedded in
M trop0,n+1 ×MR ' Sk(M0,n+1 × U). Let P′ := (P1, . . . , Pn, 0), and
Φ := (st, evw) : M(Uan,P′, γ̂)→Man0,n+1 × Uan.
Let G ⊂ Φ−1(∆) be the subspace consisting of stable maps [(C, (p1, . . . , pn, w), f ]
such that
(1) forgetting the marked point w, the associated spine is Ŝ;
(2) the toric tail condition (as in Construction 10.3) is satisfied.
By Lemma 10.10, A is also big with respect to γ̂. So we can apply Lemma 9.24,
and deduce that the underlying topological space of G is a disjoint union of copies
of Γ̂◦. By definition, Nw(Sw, γ̂) is the degree of G Φ−−→ ∆ over (w, h(w)) ∈ ∆; hence
it is independent of the choice of w by the following Lemma 10.9. 
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Lemma 10.11. Assume n ≥ 4. Let i, k ∈ I, i 6= k. Let P′ := P \ Pk. Let
V ⊂ M0,n be the subspace consisting of pointed stable curves [C, (pj)j∈J ] which
remains stable after forgetting the marked point pk. Then V is open and the
following is a pullback diagram
Msd(U,P, β)V V × U
Msd(U,P′, β) M0,n−1 × U
Φi
Φi
where the vertical maps forget the marked point pk.
Proof. The lemma holds because we are simply forgetting an interior marked
point. 
Theorem 10.12. Notation as in Construction 10.3. Let ΓB ⊂ Γ be the convex hull
of the B-type marked points. If Ni(S, γ) 6= 0 then h factors through the canonical
retraction r : Γ→ ΓB.
Now assume h factors through this retraction, and let SB be the restriction of
S to ΓB. Assume furthermore that SB is a transverse spine with respect to WallA
for some A ∈ N big with respect to γ. Then Ni(S, γ) = N(SB, γ). In particular
Ni(S, γ) is independent of the choice of i ∈ I.
Proof. The first paragraph follows from Lemma 9.23. The second paragraph follows
from Lemma 10.11 and Proposition 10.5. 
11. Deformation invariance
In this section, we prove the deformation invariance of naive counts associated
to transverse extended spines, see Theorem 11.1.
Fix β ∈ NE(Y ) and A ∈ N big with respect to β. Let S = [Γ, (vj)j∈J , h] be a
transverse extended spine in MR of type P with respect to WallA (see Definitions
5.10 and 5.12). Fix i ∈ I.
Let
Msm(Uan,P, β) ⊂Msd(Uan,P, β) ⊂M(Uan,P, β) ⊂M(Y an,P, β),
and
Φi := (st, evi) : M(Y an,P, β)→Man0,n × Y an
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be as in Notation 3.4. We refer to Section 5 for the notations for moduli spaces of
spines and tropical curves. Consider the commutative diagram
Msm(Uan,P, β) Man0,n × Uan
SP(MR,P) M trop0,n ×MR,
Φi
Sp ρ
Φtropi
where Φtropi takes the domain nodal metric tree and evaluation at the i-th marked
point.
Theorem 11.1. There exists an open connected neighborhood VS of S and a
connected Zariski open subset R ⊂ ρ−1(Φtropi (VS)) such that
(1) R intersects every fiber of the projection ρ−1(Φtropi (VS))→Man0,n,
(2) MVS ,R := Msm(Uan,P, β)VS ,R is a union of connected components of
M(Y an,P, β)R.
The restriction
MVS ,R Φi−−→ R
is finite étale, whose degree is equal to the count Ni(S, β) of Construction 10.2.
Hence Ni(S, β) is deformation invariant among transverse spines.
Corollary 11.2. By deformation invariance, the count Ni(S, β) does not change
when we vary the lengths of the edges of Γ on which h is constant.
We decompose the proof of Theorem 11.1 into a sequence of lemmas below.
Lemma 11.3. There exists a connected open neighborhood S ∈ V 0S ⊂ SPtr(MR,P)
satisfying the following conditions:
(1) The restriction of Φtropi to V 0S is a homeomorphism onto its image, and is
open. In particular
V 0
S
:= Φtropi (V 0S ) ⊂M trop0,n ×MR
is open.
(2) TC(MR,P)V 0S ⊂ TC(MR,P)V 0S is a union of connected components.
Proof. Condition (1) is a special case of Proposition 6.1. The subset TC(MR,P)V 0S ⊂
TC(MR,P)V 0
S
is open by Proposition 5.24(2,3). Up to shrinking V 0S , the clo-
sure of TC(MR,P)V 0S in TC(MR,P)V 0S is contained in TC
tr(MR,P)V 0
S
by Propo-
sition 5.24(5), so it is enough to show that TCtr(MR,P)V 0S ⊂ TC
tr(MR,P)V 0
S
is
a union of connected components. By Proposition 5.24(2), it is enough to show
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that V 0S ⊂ SPtr(MR,P)V 0
S
is a union of connected components. This holds by
Propositions 6.1 and 5.24(1). 
Construction 11.4. Let VS be a connected open neighborhood of S that is
relatively compact in V 0S , and VS := Φ
trop
i (VS).
Lemma 11.5. The spaceMsm(Uan,P, β)VS is a union of connected components
ofMsm(Uan,P, β)V
S
.
Proof. By Proposition 7.4 and Lemma 11.3. 
Lemma 11.6. Let ϕ be a map from a k-analytic closed unit disk ∆ toM(Y an,P, β)V
S
.
assume ϕ(∆ \ 0) ⊂Msm(Uan,P, β)VS . Then ϕ(0) ∈M(Uan,P, β)VS .
Proof. Let [C/∆, (pj)j∈J , f : C → Y an)] be the stable map over ∆ given by ϕ. Let
σ : [C, (pj)j∈J ]→ [C, (pj)j∈J ] be the stabilization of the domain curves.
For each i ∈ B, the family C → ∆ near the section pi is isomorphic to the trivial
family P1k ×∆→ ∆ near the zero section. For any positive real number , let ∆
denote the k-analytic closed disk of radius . Then for  sufficiently small, the
trivial family ∆ × ∆ → ∆ gives a family of disks in C → ∆, which we denote
by Di → ∆. We denote by D◦i → ∆ the associated family of open disks. Let
B := C \ ⋃i∈B D◦i . Let Di := σ−1(Di), B := σ−1(B).
For any point δ ∈ ∆, we will use the subscript δ to denote the fiber of various
objects over δ ∈ ∆. Let τt : Y ant →MR be as in Notation 2.4, and τ : (Y \Y idt)an →
MR as in Notation 2.6.
Claim 11.7. Up to shrinking ∆, there exists a compact subset K ⊂MR such that
f(∂Di,δ) ∈ τ−1t (K) ⊂ T anM ⊂ Uan, for all δ ∈ ∆.
Proof. By Lemma 11.3 and Construction 11.4, the composite map
∆ \ 0 ϕ−−→Msm(Uan,P, β)VS Sp−−→ VS
has a unique extension to ϕ : ∆ → V S ⊂ V 0S . For every δ ∈ ∆, write ϕ(δ) =
[Γδ, (vj,δ)j∈J , hδ] ∈ V S; let Csδ denote the convex hull of the points {pj,δ}j∈J in Cδ.
For δ 6= 0, since [Cδ, (pj,δ)] is stable, [Γδ, (vj,δ)j∈J ] is identified with [Csδ, (pj,δ)]. Then
by the continuity of
M(Y an,P, β) st−−→M0,n −→M trop0,n ,
they are also identified for δ = 0.
Thus for every δ ∈ ∆, we have a retraction map r : Cδ → Γδ. Let bi,δ :=
r(∂Di,δ) ∈ Γδ. By construction, bi,0 ∈ Γ0 is a point close to vi,0 but different
from vi,0, so h0(bi,0) ∈ MR. By the continuity of ϕ : ∆ → V S, up to shrinking
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∆, there exists a compact subset K ⊂ MR containing hδ(bi,δ) for all δ ∈ ∆. For
all δ ∈ ∆ \ 0, by the definition of Sp, we have (τ ◦ f)(∂Di,δ) = hδ(bi,δ), hence
f(∂Di,δ) ∈ τ−1(K) = τ−1t (K). Since τt is proper, τ−1t (K) ⊂ T anM is compact. Now
by the continuity of f , we obtain f(∂Di,0) ⊂ τ−1t (K) as well. 
Claim 11.8. f(B0) is disjoint from Dan ⊂ Y an.
Proof. By Claim 11.7, up to shrinking ∆, there exists a compact subset K ⊂MR
such that f(∂B0) ∈ τ−1t (K) ⊂ T anM ⊂ Uan, for all δ ∈ ∆. Let α : Uan → Rn≥0 be
the proper continuous map in Lemma 2.7. Then α(τ−1t (K)) ⊂ Rn≥0 is compact, so
it is contained in [0, N ]n ⊂ Rn≥0 for some positive number N . By the maximum
modulus principle, for any δ ∈ ∆ \ 0, (α ◦ f)(Bδ) is contained in [0, N ]n, so f(Bδ)
is contained in α−1([0, N ]n) ⊂ Uan. The properness of α implies that α−1([0, N ]n)
is compact. So we conclude by the continuity of f that f(B0) is contained in
α−1([0, N ]n) ⊂ Uan. 
Claim 11.9. Di,0 has no bubbles.
Proof. We use the notations in the proof of Claim 11.7. Since h0 is transverse, up to
shrinking , we can assume that h0([bi,0, pi,0]) ⊂MR is disjoint from WallA ∪Etropt .
So up to shrinking ∆, by the continuity of ϕ, we can pick a compact convex
polyhedral subset V ⊂MR \ (WallA ∪Etropt ) containing all hδ([bi,δ, pi,δ]).
Since V ∩ Etropt = ∅, by Notation 2.6 we have V˜ := τ−1t (V ) ⊂ W an. Since
V ∩WallA = ∅, for all δ ∈ ∆ \ 0, we have (τ ◦ f)(Di,δ) = hδ([bi,δ, pi,δ]) ⊂ V , and
thus f(Di,δ) ⊂ V˜ . By the continuity of f and the compactness of V˜ , the same
inclusion holds for δ = 0. Up to shrinking V , we can assume V˜ to be affinoid, then
f0 : Di,0 → V˜ contracts all possible bubbles. Since pi is the only marked point in
Di,0, the stability condition for f0 implies that Di,0 cannot have any bubbles. 
Claims 11.8 and 11.9 imply that f−10 (Dan) is supported on a finite set. Since
ϕ(∆ \ 0) ⊂ Msm(Uan,P, β)VS , the latter is in particular nonempty, thus β is
compatible with P by Remark 3.5. As deg f−10 (Dan) = β ·D, we deduce that for
every i ∈ B, f0(pi,0) ∈ (D◦i )an and f−10 (Dan) =
∑
i∈Bmipi,0; in other words, we
have ϕ(0) ∈M(Uan,P, β)V
S
. 
Lemma 11.10. Let X be a connected strict k-analytic space, and Z ( X a Zariski
closed subspace. For any closed point z ∈ Z, there is a finite base field extension
k ⊂ k′ and a map ϕ from a k′-analytic closed unit disk ∆ to X such that ϕ(0) = z
and ϕ−1(Z) = 0.
Proof. Since every rigid point in any smooth k-analytic curve has a neighborhood
isomorphic to a closed unit disk, it suffices to find a smooth k-analytic curve C,
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a closed point c ∈ C and a map ϕ : C → X such that ϕ(c) = z and ϕ−1(Z) is
0-dimensional. Then it suffices to find any curve C ⊂ X passing through z ∈ Z
such that C ∩ Z is 0-dimensional, because we can take normalization afterwards.
We may assume X is affinoid. Let X ′ be an irreducible component of X such
that X ′ \Z 6= ∅. Replacing X by X ′, Z by Z ∩X ′, we may assume X is irreducible.
By Noether normalization, we have a finite and surjective map pi from X to a
closed unit polydisk Dn. The image pi(Z) is then a closed analytic subspace of Dn
of dimension less than n. So there is a line L in Dn passing through pi(z) such that
L ∩ pi(Z) is 0-dimensional. Now take C := L×Dn X, we see that C passes through
z ∈ Z and C ∩ Z is 0-dimensional, completing the proof. 
Proof of Theorem 11.1. By Lemma 11.5,
Msm(Uan,P, β)VS ⊂M(Y an,P, β)VS
is Zariski open. By Lemmas 11.6 and 11.10, the Zariski closure ofMsm(Uan,P, β)VS
inM(Y an,P, β)V
S
lies inM(Uan,P, β)V
S
. We denote this Zariski closure byMVS .
SinceM(Y an,P, β) is proper, we deduce that the restriction
MVS Φi−−→ ρ−1(VS)
is proper. So
R := ρ−1(VS) \ Φi
(
MVS \Msm(Uan,P, β)
)
is a Zariski open in ρ−1(VS). We have
(11.11) Φ−1i (R) ∩MVS ⊂Msm(Uan,P, β).
Hence the Zariski closure ofMVS ,R :=Msm(Uan,P, β)VS ,R inM(Y an,P, β)R lies
inMsm(Uan,P, β)R. We conclude thatMVS ,R is a union of connected components
ofM(Y an,P, β)R. This shows Theorem 11.1(1). Moreover, Lemma 3.11 implies
that R intersects every fiber of the projection ρ−1(VS) → Man0,n. This shows
Theorem 11.1(2).
By (11.11) and Lemma 3.7(i), the restriction
MVS ,R Φi−−→ R
is étale. Combining with the properness above, we deduce that it is finite étale.
Finally, to compare with Construction 10.2, we have (Γ, h(vi)) ∈ R by Lemma 9.2.
So the degree of the finite étale map above is equal to Ni(S, β) of Construction 10.2.
Therefore Ni(S, β) is deformation invariant among transverse spines. 
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12. Toric tail condition in families
In this section, we study toric tail condition in families, and prove that it cut
out connected components in the moduli spaces of analytic stable maps under two
different transversality assumptions, see Proposition 12.4 and 12.5. Then we deduce
a generalization of the deformation invariance of the previous section, including
also truncated (i.e. non-extended) spines, see Theorem 12.9.
We follow Notations 3.2 and 3.4, fix P, β, and A ∈ N big with respect to β. We
assume |I| ≥ 1, and pick s ∈ I and e ∈ B, which will mean respectively the start
and the end of a tail.
Notation 12.1. Let Θ ⊂ NTB∪{s} be the subspace of nodal metric trees whose
s-leg and e-leg are incident to a single 3-valent vertex. LetMsm(Uan,P, β)Θ be
the preimage of Θ by the composite map
Msm(Uan,P, β) dom−−→Man0,n −→ NTn −→ NTB∪{s},
where the last arrow forgets all the legs in I \ s.
Given [(C, (pj)j∈J , f ] ∈ Msm(Uan,P, β)Θ, let Trop(f) = [Γ, (pj)j∈J , h] be as in
Proposition 5.16, Γ′ ⊂ Γ the convex hull of { pj | j ∈ B } ∪ ps, C r−→ Γ r
′−→ Γ′ the
retraction maps, [ps, pe] ⊂ Γ′ the path connecting ps and pe, ∆ := r′−1([ps, pe]) ⊂ Γ,
T := r−1(∆′) ⊂ C, and T∗ := T \ {pe}. The definition of Θ implies that T ⊂ C is a
closed disk, and T∗ does not contain any pj for j ∈ B. Let ps ∈ Γ′ denote the root
of the ps-leg of Γ′, and L := r′−1([ps, ps]).
Definition 12.2. Let Msmtail(Uan,P, β)Θ ⊂ Msm(Uan,P, β)Θ be the subspace of
stable maps such that f(T∗) ⊂ T anM .
Lemma 12.3. For f ∈Msm(Uan,P, β)Θ, the following are equivalent:
(1) f(T∗) ⊂ T anM .
(2) f(T) ⊂ W an, (W as in Lemma 2.5).
(3) f(T) ∩ Ean = ∅.
(4) h|∆ factors through the retraction ∆→ [ps, pe].
Proof. By Notations 12.1 and 3.3, we always have f(T∗) ⊂ Uan and f(pe) ∈
(Dess ∩W )an. Hence the equivalences between (1-3) follow from Lemma 2.5(3).
The equivalence between (1) and (4) follows from the balancing condition. 
Proposition 12.4. Let N ⊂Msm(Uan,P, β)Θ be any subspace. Then
N ∩Msmtail(Uan,P, β)Θ ⊂ N
is open. If furthermore h(ps) /∈WallA for all f ∈ N , then the inclusion above is a
union of connected components.
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Proof. Since Lemma 12.3(2) is an open condition, we deduce the openness of the
inclusion.
Next we prove the closedness under the assumption that h(ps) /∈WallA for all
f ∈ N . Let f ∈ N be the limit of a net (fλ)λ∈Λ in N ∩Msmtail(Uan,P, β)Θ. In order
to show f ∈Msmtail(Uan,P, β)Θ, it suffices to prove that f satisfies Lemma 12.3(4).
Suppose the contrary, then there is a twig (in the sense of Definition 5.5) attached
to [ps, pe]. By the continuity of tropicalization (see Proposition 7.4), the twig is
necessarily attached at the point ps. So h(ps) ∈WallA.
For any λ ∈ Λ, we denote Trop(fλ) = [Γλ, (pj,λ)j∈J , hλ] and ps,λ as in No-
tation 12.1. By Lemma 12.3(4), hλ(ps,λ) = hλ(ps,λ). Hence h(ps) = h(ps) by
continuity. Recall h(ps) ∈WallA shown above, we deduce that h(ps) ∈WallA. This
contradicts the assumption that h(ps) /∈WallA, completing the proof. 
For skeletal curves we have a stronger connected component statement. Fix
i ∈ I, and let ISk be the preimage of Sk(M0,n)× Sk(U) by the map
Φi = (dom, evi) : Msm(Uan,P, β)→Man0,n × Uan.
Proposition 12.5. Let N ⊂Msm(Uan,P, β)Θ∩ ISk be an open subspace such that
for all f ∈ N , if h(ps) ∈ d for some polyhedral cell d ⊂WallA, then the linear span
of d contains Pe. In this case, N ∩Msmtail(Uan,P, β) ⊂ N is a union of connected
components.
Proof. The openness follows from Proposition 12.4. For the proof of closedness, let
f ∈ N be a point in the closure. By Lemma 9.22(4), the restriction of Φi to N is
open, so the restriction of Φi to N ∩Msmtail(Uan,P, β) is also open. Thus by Propo-
sition 6.3, we can find a net (fλ)λ∈Λ in N ∩Msmtail(Uan,P, β) converging to f such
that Trop(fλ) ∈ TCtr(MR,P) for all λ. We denote Trop(fλ) = [Γλ, (pj,λ)j∈J , hλ],
∆λ and ps,λ as in Notation 12.1. Note Trop(fλ) ∈ TCtr(MR,P) implies that
hλ(ps,λ) /∈WallA.
Let [Γ̂λ, (pj,λ)j∈B∪{s}, ĥλ] be the tropicalization of fλ after forgetting the marked
points in I \ s. Let σλ be the topological edge of Γ̂ containing ps,λ which does not
intersect [ps,λ, pe,λ] \ {ps,λ} (see Figure 2). The uniqueness of such a topological
edge follows from the definition of Θ in Notation 12.1, and the fact that ĥλ(ps,λ) =
hλ(ps,λ) /∈WallA.
Claim 12.6. There exist  > 0 and λ0 ∈ Λ such that for all λ > λ0, h−1λ (WallA)
has distance (in the metric of Γλ) at least  from ps,λ.
Proof. For any λ ∈ Λ, since fλ ∈ N ∩Msmtail(Uan,P, β), by Lemma 12.3(4), hλ|∆λ
factors through the retraction ∆λ → [ps,λ, pe,λ], and hλ is affine on [ps,λ, pe,λ] with
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pe,λ
ps,λ
σλ d
Figure 2. A example of the image of Trop(fλ) in MR.
derivative Pe. Then by the balancing condition, hλ is affine on σλ ∪ [ps,λ, pe,λ] with
derivative Pe.
Recall our assumption on N that for any polyhedral cell d ⊂WallA containing
h(ps), the linear span of d contains Pe. As hλ(ps,λ) /∈ WallA, we deduce that
hλ
(
σλ ∪ [ps,λ, pe,λ]
)
does not meet any such d. Hence the distance in question can
be computed using only cells of WallA that do not contain h(ps). So the claim
follows from continuity (see Proposition 7.4). 
It follows from Claim 12.6 and continuity (see Proposition 7.4) that h−1(WallA)
has distance at least  from ps. Suppose to the contrary that f /∈Msmtail(Uan,P, β),
then there is a twig (in the sense of Definition 5.5) attached to [ps, pe]. By the
continuity of tropicalization (see Proposition 7.4), the twig is necessarily attached
at the point ps. So h(ps) ∈WallA, contradicting the statement about the distance,
completing the proof. 
Our next goal is Theorem 12.9. We follow the setting of Construction 10.3. We
begin by adding more internal legs to Ŝ.
Construction 12.7. For each j ∈ F , we glue a copy of [0, sj := +∞] to Γ̂, along 0
and vj. We extend ĥ constantly along the new legs. Let S = [Γ, (vj)j∈J , h] denote
the resulting spine, where J := J unionsqF = J unionsq (j′)j∈F , vj := v̂j for j ∈ J , and vj′ := sj
for j ∈ F . Then we have the associated F ,B, I and P as in Definition 10.1. We
have two injective maps
s : F → I, j 7→ j′
e : F → B, j 7→ j
Note that for each j ∈ F , the s(j)-leg and the e(j)-leg of Γ are incident to a single
3-valent vertex.
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Construction 12.8. Let Θ ⊂ NTJ be the subspace of nodal metric trees whose
s(j)-leg and e(j)-leg are incident to a single 3-valent vertex for each j ∈ F . Given
[C, (pj)j∈J , f ] ∈Msm(Uan,P, β)Θ, let Γs be the convex hull of all the marked points
and r : C → Γs the retraction map. For each j ∈ F , let [ps(j), pe(j)] ⊂ Γs be the
path connecting ps(j) and pe(j); let Tj := r−1([ps(j), pe(j)]) and T∗j := Tj \{pe(j)}. Let
Msmtail(Uan,P, β)Θ ⊂ Msm(Uan,P, β)Θ be the subspace of stable maps such that
f(T∗j) ⊂ T anM for every j ∈ F .
Let γ, γ̂ ∈ NE(Y ) be as in Construction 10.3. Fix A ∈ N big with respect to
γ, and assume S is transverse with respect to WallA. Then by construction S is
also transverse with respect to WallA. Apply Theorem 11.1 to S and γ̂, we obtain
an open connected neighborhood VS of S and a connected Zariski open subset
R ⊂ ρ−1(Φtropi (VS)) such that the restriction
MV
S
,R :=Msm(Uan,P, γ̂)V
S
,R
Φi−−→ R
is finite étale. Up to shrinking VS, we can assume that VS is contained in the
preimage of Θ by the map SP(MR,P) → NTJ taking domains. Let MtailVS ,R :=
MV
S
,R ∩Msmtail(Uan,P, β)Θ. Then by Proposition 12.4,MtailV
S
,R ⊂MVS ,R is a union
of connected components. Hence the restriction
MtailV
S
,R
Φi−−→ R
is finite étale. Combining with Proposition 10.5, we have proved the following:
Theorem 12.9. The count N(S, γ) in Definition 10.6 is deformation invariant
among transverse spines.
Below is an application of Proposition 12.5 that we will use in the proof of
Theorem 21.9.
Proposition 12.10. Notations as in Definition 5.10. Fix i ∈ I, γ ∈ NE(Y ) and
A ∈ N big with respect to γ. Consider
Ψi := (dom, evi) : SP(MR,PF ) −→ NTFJ ×MR.
For each j ∈ F , we fix an open cell σ◦j ⊂ Σt. Let Q ⊂ NTFJ ×MR be a connected sub-
set such that the following hold for every spine S = [Γ, (vj)j∈J , h] ∈ SP(MR,PF )Q
(1) For each j ∈ F , the image h(vj) lies in the open star of σ◦j , and the
linear span of σj contains the vector Pj. (This ensures that the curve class
γ̂ := γ+∑j∈F δj in Construction 10.3 is independent of S by Remark 8.10.)
(2) For each j ∈ F , if h(vj) ∈ d for some polyhedral cell d ⊂ WallA then the
linear span of d in MR contains the vector Pj.
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Then ∑
S∈SP(MR,PF )q
N(S, γ)
is independent of q ∈ Q.
Proof. Construction 12.7 gives a commutative diagram
SP(MR,PF ) NTFJ ×MR
SP(MR,P) NTJ ×MR.
Ψi=(dom,evi)
o
Ψi=(dom,evi)
Let Q˜ be the image of Q under
NTFJ ×MR ∼−→ NTJ ×MR ∼−→ Sk(M0,J)× Sk(U) ↪→Man0,J × Uan.
Consider
Φi = (dom, evi) : Msm(Uan,P, γ̂) −→Man0,J × Uan.
LetMsmtail(Uan,P, γ̂)Q˜ ⊂ Msm(Uan,P, γ̂)Q˜ be as in Construction 12.8. By Propo-
sition 12.5, this is a union of connected components. By Construction 10.3, the
degree of
Msmtail(Uan,P, γ̂)q Φi−−→ q
is equal to ∑
S∈SP(MR,PF )q
N(S, γ).
Therefore, we can conclude the proof by Lemma 10.9. 
13. Gluing formula
In this section, we prove a gluing formula for gluing two spines inside the edges
(Theorem 13.2), and a gluing formula for concatenating two spines (Theorem 13.4).
The latter is an analog of [40, Theorem 1.2] in the present context.
Lemma 13.1. Let Si = [Γi, (vij)j∈Ji , hi], i = 1, 2 be two spines in Sk(U), as in
Definition 10.1. Suppose we have infinite 1-valent vertices wi ∈ Γi with h1(w1) =
h2(w2) ∈ Sk(U). Let S = [∆, (w1, w2, w)] ∈ M trop0,3 be the unique element, i.e. the
metric tree
[0, w1 = +∞] unionsq0 [0, w2 = +∞] unionsq0 [0, w = +∞].
Let Γ be obtained by gluing ∆ to Γ1 unionsq Γ2 at the wi points, and let h : Γ→ Sk(U) be
obtained from h1 unionsq h2 by extending constantly over ∆. Let
S :=
[
Γ,
(
(v1j )j∈J1 \ {w1}
)
unionsq
(
(v2j )j∈J2 \ {w2}
)
unionsq {w}, h
]
.
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For any curve class γ ∈ NE(Y ), we have
Nw(S, γ) =
∑
γ1+γ2=γ
Nw1(S1, γ1) ·Nw2(S2, γ2).
Proof. Let Fw(S, γ) and Fwi(Si, γi) be as in Construction 10.3. We make a suffi-
ciently big base field extension k ⊂ k′ so that the spaces Fw(S, γ) and Fwi(Si, γi)
split into disjoint unions of k′-rational points. For any [f : C → Y an] ∈ Fw(S, γ),
let C∆ be the irreducible component of C corresponding to ∆. Since h(∆) ∈ Sk(U),
we have f(C∆) ⊂ Uan. Since U is affine, f is necessarily constant on C∆. Therefore,
we obtain a set-theoretic decomposition
Fw(S, γ) =
⊔
γ1+γ2=γ
Fw1(S1, γ1)× Fw2(S2, γ2).
The lemma follows by taking cardinality of the sets. 
Theorem 13.2. Let A ∈ N and γ ∈ NE(Y ). Let Si = [Γi, (vij)j∈Ji , hi], i = 1, 2 be
two spines in MR transverse respect to WallA. Let pi ∈ Γi be points in the interiors
of edges such that h1(p1) = h2(p2) ∈ MR \WallA. Let S be the spine obtained by
gluing Si at pi. Assume that for any decomposition γ = γ1 + γ2, γi ∈ NE(Y ), A is
big respect to both γi. Then we have
N(S, γ) =
∑
γ1+γ2=γ
N(S1, γ1) ·N(S2, γ2).
Proof. Let Γ be the domain of S, and let Γ′ be the gluing of Γ and [0, w = +∞]
along p1 = p2 and 0. We extend h constantly over the new leg and let S ′ be the
resulting spine. For i = 1, 2, let Γi be the gluing of Γi and [0, wi = +∞] along
pi and 0. Let ∆ be as in Lemma 13.1. Let Γ be the gluing of ∆ and Γ1 unionsq Γ2
along wi. Let h : Γ→MR be obtained from h1 unionsq h2 by extending constantly over
the new parts. Let S be the resulting spine. Note that we can deform S into S ′
by shrinking the two new topological edges with nodes, and all the spines during
deformation are transverse with respect to WallA. Hence by Corollary 11.2, we
have Nw(S ′, γ) = Nw(S, γ). By Lemma 13.1, we have
Nw(S, γ) =
∑
γ1+γ2=γ
Nw1(S
1
, γ1) ·Nw2(S2, γ2).
By Definition 10.6, we have N(S, γ) = Nw(S ′, γ) and N(Si, γi) = Nwi(S
i
, γi) for
i = 1, 2. Combining all the equalities above, we achieve the proof. 
Lemma 13.3. Let γ ∈ NE(Y ) and A ∈ N big with respect to γ. Let Σd−1t ⊂ Σt be
the codimension-one skeleton of the fan Σt. Let S = [Γ, (vj)j∈J , h] be a spine in
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MR without bending vertices, and whose image is disjoint from WallA ∪Σd−1t . Then
N(S, γ) =
1 if γ = 0,0 otherwise.
Proof. Let B, I, F be as in Definition 5.10. By Theorem 10.12, we can assume
|I| ≥ 1; fix any i ∈ I, and we have N(S, γ) = Ni(S, γ). Let Ŝ = [Γ̂, (v̂j)j∈J , ĥ] and
Fi(S, γ) be as in Construction 10.3. Then for any f ∈ Fi(S, γ), we have Sp(f) = Ŝ.
Since h(Γ) is disjoint from WallA, there are no twigs of Trop(f) along Γ; moreover,
by the toric tail condition and Lemma 12.3(4), there are no twigs along Γ̂ \ Γ.
So Trop(f) = Sp(f) = Ŝ, which implies that f has image in W an ⊂ Y an (as in
Lemma 2.5). Since W an is also contained in Y ant , we deduce that the space Fi(S, γ)
for (Y,D) is isomorphic to the space Fi(S, pi∗γ) for (Yt, Dt). Now we conclude from
Lemma 10.4. 
Theorem 13.4. Let A ∈ N and γ ∈ NE(Y ). Let Si = [Γi, (vij)j∈Ji , hi], i = 1, 2 be
two spines in MR transverse respect to WallA. Let pi ∈ Γi be a finite 1-valent vertex,
and ei the edge incident to pi. Assume h1(p1) = h2(p2) and w(p1,e1) +w(p2,e2) = 0. So
we can concatenate S1 and S2 at the vertices v1 and v2, and form a transverse spine
which we denote by S. Moreover, assume that for any decomposition γ = γ1 + γ2,
γi ∈ NE(Y ), A is big respect to both γi. Then we have
N(S, γ) =
∑
γ1+γ2=γ
N(S1, γ1) ·N(S2, γ2).
Proof. We first make a small straight extension of Si at vi to Ŝi. This does
not change the counts by Theorem 12.9. Let Ŝ be the gluing of Ŝi at pi. By
Theorem 13.2, we have
(13.5) N(Ŝ, γ) =
∑
γ1+γ2=γ
N(Ŝ1, γ1) ·N(Ŝ2, γ2) = ∑
γ1+γ2=γ
N(S1, γ1) ·N(S2, γ2).
Note that Ŝ can also be viewed as the gluing of S with a small straight segment L.
Hence by Theorem 13.2 again, we have
(13.6) N(Ŝ, γ) =
∑
β1+β2=γ
N(Ŝ, β1) ·N(L, β2).
By Lemma 13.3,
N(L, β2) =
1 if β
2 = 0,
0 otherwise.
Hence equation (13.6) implies
N(Ŝ, γ) = N(S, γ).
Combining with equation (13.5), we achieve the proof. 
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14. Tail condition with varying torus
In this section, we will vary the embedding of the algebraic torus TM ⊂ U ,
and prove that the counts of transverse spines are independent of the choice of
embedding, see Theorem 14.2. This implies in particular that our mirror algebra A
is independent of the choice of torus, see Proposition 14.4.
Let S = [Γ, (vj)j∈J , h] be a spine in Sk(U) as in Definition 10.1, and γ ∈ NE(Y ).
Assume |I| ≥ 1 and fix i ∈ I. Suppose for each j ∈ F , we are given a Zariski open
split algebraic torus Tj ⊂ U with cocharacter lattice Mj . Denote T := (Tj)j∈F . We
can generalize Construction 10.3 by requiring individual toric tail condition for
each j ∈ F as follows:
Construction 14.1. For each j ∈ F , we glue a copy of lj := [0, v̂j := +∞] to
Γ, along 0 and vj. We extend h affinely to the new leg lj via the identification
Sk(U) 'Mj,R. Let δj ∈ NE(Y ) be the curve class associated to the new leg. Let
Ŝ = [Γ̂, (v̂j)j∈J , ĥ] denote the resulting extended spine, and γ̂ := γ +
∑
j∈F δj. We
apply Construction 10.2 to Ŝ and γ̂, and obtain Fi(Ŝ, γ̂). Let Fi(ST , γ) ⊂ Fi(Ŝ, γ̂)
be the subspace consisting of stable maps [C, (pj)j∈J , f ] satisfying the toric tail
condition with respect to T : let r : C → Γ̂ be the canonical retraction; for each
j ∈ F , let T∗j := r−1(lj \ v̂j); then we have f(T∗j) ⊂ T anj . We define Ni(ST , γ) :=
length(Fi(ST , γ)). We say that A ∈ N is big with respect to (ST , γ) if it is big with
respect to γ̂ := γ +∑ δj.
Given A ∈ N, for each Tj ⊂ U , Construction 5.9 gives a polyhedral subset
WalljA ⊂MR. We enlarge WallA by adding all WalljA. Then Proposition 10.5 carries
over for counts satisfying the toric tail condition with respect to T . So we can define
N(ST , γ) without specifying i ∈ I as in Definition 10.6. Moreover, Theorems 12.9
and 13.2 carry over without change.
Theorem 14.2. Let S = [Γ, (vj)j∈J , h] be a spine in Sk(U) as in Definition 10.1,
γ ∈ NE(Y ), and A ∈ N. Let T and T ′ be two sets of choices of tori for every
j ∈ F . We enlarge WallA by adding the walls induced by all the tori in T and T ′.
Assume S is transverse with respect to WallA, and A is big with respect to both
(ST , γ) and (ST ′ , γ). Then N(ST , γ) = N(ST ′ , γ).
Proof. It suffices to prove the case where T and T ′ differ at a single j ∈ F . Denote
v := vj . Pick a small interval [w, v] ⊂ Γ whose image is disjoint from WallA. Let L
be the restriction [w, v] h−−→ Sk(U). Let LT be L together with the choice of tori
that assign Tj to both w and v. Let LT ′ be L together with the choice of tori that
assign Tj to w, and T ′j to v. Pick any x ∈ (w, v). Observe
ST unionsqx LT ′ = ST ′ unionsqx LT ,
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where unionsqx means gluing at x. By Theorem 13.2 (extended to Construction 14.1),
we obtain
(14.3)
∑
β+δ=γ
N(ST , β) ·N(LT ′ , δ) =
∑
β+δ=γ
N(ST ′ , β) ·N(LT , δ).
Lemma 13.3 implies that
N(LT , δ) =
1 if δ = 0,0 otherwise.
By [40, Prop. 6.5], Lemma 13.3 also implies that
N(LT ′ , δ) =
1 if δ = 0,0 otherwise.
Substituting into equation (14.3), we achieve the proof. 
Proposition 14.4. The structure constants χ(P1, . . . , Pn, Q, γ), and thus the mul-
tiplication rule on the mirror algebra, is independent of the choice of torus TM ⊂ U .
Proof. By the definition, the structure constant is a count of spines with finite
vertex q mapping to a (fixed) point of VQ. By Proposition 6.3 we can pick this
fixed point so that all the spines are transverse. Now apply Theorem 14.2. 
Remark 14.5. Proposition 14.4 can also be deduced from the non-degeneracy of
the Frobenius pairing in Theorem 1.2.
15. Structure constants and associativity
In this section, we prove the associativity of the multiplication rule in (1.4),
see Theorem 15.11. As explained in Remark 1.9, first we need to interpret each
structure constant as the degree of a finite étale map over a larger base containing
the point Q˜ ∈ (M0,n+2 × U)an, see Lemma 15.3.
We follow the notations of Section 1.1, assuming Y = Y˜ . We consider M trop0,n+2,
where we label the marked points p1, . . . , pn, z, s. Let VM ⊂M trop0,n+2 be the subset
consisting of metric trees whose z-leg and s-leg are incident to a single 3-valent
vertex.
Fix A ∈ N big with respect to γ. Let Σ′t be a simplicial conical subdivision of Σt
induced by WallA, i.e. we ask that every cell of WallA is a union of cells of Σ′t. Let
VQ be the union of open cells in Σ′t whose closure contains Q. (Note that VQ = MR
if Q = 0.)
Let
(15.1) Φ := (dom, evs) : H(PZ , β) −→M0,n+2 × U
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be as in Section 1.1. Let H(PZ , β)anVM×VQ be the preimage by Φ
an of
VM × VQ ⊂M trop0,n+2 ×MR ' Sk(M0,n+2 × U) ⊂ (M0,n+2 × U)an.
Given any stable map [C, (p1, . . . , pn, z, s), f ] ∈ H(PZ , β)an, let Γ be the convex
hull of all the marked points, r : C → Γ the retraction, T := r−1([z, s]) ⊂ C, and
D := r−1(Γ \ z-leg). The stable map f is said to satisfy the toric tail condition if
f(T \ z) ⊂ T anM .
Let N (P1, . . . , Pn, Q, γ) ⊂ H(PZ , β)anVM×VQ be the subspace consisting of stable
maps satisfying the toric tail condition. By Proposition 12.5, the inclusion above
is a union of connected components. Hence by Lemma 10.9, the degree of the
restriction
(15.2) N (P1, . . . , Pn, Q, γ) Φ
an−−−→ VM × VQ
is well-defined.
Lemma 15.3. The degree of (15.2) is equal to the structure constant χ(P1, . . . , Pn,
Q, γ).
Proof. The fiber of the map (15.2) at Q˜ is exactly the space F in Section 1.1, so
the lemma follows. 
Lemma 15.4. If Q=0, we have χ(P1, . . . , Pn, Q, γ) = η(P1, . . . , Pn, γ), η as in
Definition 1.1.
Proof. Pick any (µ, b) ∈ VM×MR such that b /∈WallA. Let [C, (p1, . . . , pn, z, s), f ] ∈
H(PZ , β)anµ,b. Denote Sp(f) = [Γ, (p1, . . . , pn, z, s), h]. By Lemma 9.23, h is constant
on the z-leg and the s-leg of Γ. Since h(s) = b /∈ WallA, there are no twigs of
Trop(f) along the z-leg nor the s-leg. So f satisfies the toric tail condition by
Lemma 12.3. In other words, we have shown that
N (P1, . . . , Pn, 0, γ)µ,b = H(PZ , β)anµ,b.
The length of the left hand side is χ(P1, . . . , Pn, 0, γ), while the length of the right
hand side is η(P1, . . . , Pn, γ), completing the proof. 
Definition 15.5. For any f ∈ N (P1, . . . , Pn, Q, γ), we call the restriction
f |D : [D, (p1, . . . , pn, s)] −→ Y an
a structure disk responsible for the structure constant χ(P1, . . . , Pn, Q, γ).
Lemma 15.6. If Φan(f) is a general rational point in VM × VQ, then f is defined
over a field with discrete valuation. In this case, the class of the structure disk
above in the sense of Definition 8.1 is equal to γ ∈ NE(Y ).
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Proof. If Φan(f) is a rational point in VM×VQ ⊂ Y an, since Y an is defined over a field
with discrete (possibly trivial) valuation (see Section 2), the complete residue field of
Φan(f) has discrete valuation. Thus by Lemma 9.22(2), f is defined over a field with
discrete valuation. Recall from Section 1.1 that δ = β − γ ∈ NE(Y ) is the class of
the closure g : P1 → Y of any general translation of the one-parameter subgroup in
TM given by Q ∈M . Denote Sp(f) = [Γ, (p1, . . . , pn, z, s), h]. Let l : [0,+∞]→MR
be the restriction of h to the z-leg of Γ, and let l¯ : [−∞,+∞]→MR be its affine
extension. Let δl, δl¯ ∈ NE(Y ) the curve classes associated to l and l¯ respectively as
in Definition 8.9. Since l(0) ∈ VQ, l¯([−∞, 0]) does not meet any codimension-one
cone of Σt. Hence δl = δl¯. Up to translating the map g, we may assume that g
tropicalizes to l¯. By Proposition 8.11, we have [g] = δl¯ and [f |T] = δl. Combining
with [f ] = β = γ + δ and δl = δl¯, we deduce that [f |D] = γ. 
Lemma 15.7. Let D◦ := D \ {p1, . . . , pn}. If Φan(f) is a general rational point in
VM × VQ, then the following are equivalent:
(1) f(D) ⊂ W an (W as in Lemma 2.5), and (τ ◦f)(D◦) lies in an open maximal
cone of Σt.
(2) The class [f |D] = 0 ∈ NE(Y ).
Proof. Assume (1). We have [pi ◦ f |D] = 0 ∈ NE(Yt) by Definition 8.1. Hence
[f |D] = pi∗[pi ◦ f |D] = 0 ∈ NE(Y ) by Lemma 8.8.
Now assume (2). By Lemmas 9.22(1) and 8.4, we have f(D) ⊂ W an. Moreover,
[pi ◦ f |D] = pi∗[f |D] = 0 ∈ NE(Yt). So (τ ◦ f)(D◦) lies in an open maximal cone of
Σt by Lemma 8.2. 
Proposition 15.8. Let F ⊂ Y be an effective Cartier divisor containing no 0-
stratum of Dess. Let
f |D : [D, (p1, . . . , pn, s)] −→ Y an
be a structure disk responsible for χ(P1, . . . , Pn, Q, γ) such that Φan(f) is a general
rational point in VM × VQ. We have γ · F = deg(F an|D). In particular, γ · F ≥ 0,
with equality if and only if f(D) is disjoint from F an.
Proof. By Lemma 9.22(1), f(D) is not contained in the support of F an. Hence we
conclude from Lemma 15.6 and Proposition 8.5. 
Lemma 15.9. Say PZ = (P1, . . . , Pn, Z) is indexed by J := {1, . . . , n + 1}, and
let F = {n + 1} ⊂ J . Fix [Γ, (p1, . . . , pn, z, s)] ∈ VM and b ∈ VQ. Let s be the
finite endpoint of the s-leg of Γ. Let Γ ⊂ Γ be the convex hull of p1, . . . , pn, s. Let
SP(MR,PFZ) be as in Definition 5.10. Consider
Ψs := (dom, evn+1) : SP(MR,PFZ) −→ NTFJ ×MR.
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Let SP(MR,PFZ)Γ,b be the fiber over (Γ, b) ∈ NTFJ ×MR. We have
χ(P1, . . . , Pn, Q, γ) =
∑
S∈SP(MR,PFZ )Γ,b
N(S, γ).
Proof. Let P ′Z := (P1, . . . , Pn, Z, 0) indexed by J ′ = {0, . . . , n+ 2}. Consider
Ψs := (dom, evn+2) : SP(MR,P′Z) −→ NTJ ′ ×MR.
Let SP(MR,P′Z)Γ,b be the fiber over (Γ, b) ∈ NTJ ′ ×MR. Let SP(MR,P′Z)tailΓ,b ⊂
SP(MR,P′Z)Γ,b be the subspace consisting of [Γ′, (p′1, . . . , p′n, z′, s′), h′] such that h′
is constant on the s′-leg and affine on the z′-leg with derivative Z. We have a
natural bijection of finite sets
(15.10) SP(MR,P′Z)tailΓ,b
∼−−→ SP(MR,PFZ)Γ,b
by forgetting the s-leg and the z-leg.
Let H(PZ , β)anΓ,b be the fiber of Φan in (15.1) at
(Γ, b) ∈ VM × VQ ⊂M trop0,n+2 ×MR ' Sk(M0,n+2 × U) ⊂ (M0,n+2 × U)an.
It is finite by Lemma 9.22(4). By Lemmas 9.23 and 12.3, the map
Sp: H(PZ , β)anΓ,b −→ SP(MR,P′Z)Γ,b
has image in SP(MR,P′Z)tailΓ,b . Hence by the bijection (15.10), we have a decomposi-
tion
H(PZ , β)anΓ,b =
⊔
S∈SP(MR,P′Z)tailΓ,b
H(PZ , β)anΓ,b,S =
⊔
S∈SP(MR,PFZ )Γ,b
H(PZ , β)anΓ,b,S.
By Lemma 15.3, the length of H(PZ , β)anΓ,b is equal to χ(P1, . . . , Pn, Q, γ). By
Construction 10.3, for each S ∈ SP(MR,PFZ)Γ,b, the length of H(PZ , β)anΓ,b,S is equal
to N(S, γ). Hence we achieve the proof. 
With the preparations above, we are ready to prove the associativity of the
multiplication rule.
Theorem 15.11. The multiplication rule in (1.4) is commutative and associative.
The construction of χ(P1, . . . , Pn, Q, γ) is symmetric with respect to Pi, so the
commutativity is obvious. For associativity, let us prove the following equality
(15.12) (θP1 · θP2) · θP3 = θP1 · θP2 · θP3 for all P1, P2, P3 ∈ Sk(U,Z).
The same argument will show that
θP1 · θP2 · θP3 = θP1 · (θP2 · θP3),
THE FROBENIUS STRUCTURE THEOREM 71
and more generally, the product θP1 ·θP2 · · · θPn can be computed by adding arbitrary
parenthesis.
Write
(θP1 · θP2) · θP3 =
( ∑
R∈M
∑
η∈NE(Y )
χ(P1, P2, R, η)zηθR
)
· θP3
=
∑
R,Q∈M
∑
η,φ∈NE(Y )
χ(P1, P2, R, η)zη χ(R,P3, Q, φ)zφθQ,
and
θP1 · θP2 · θP3 =
∑
Q∈M
∑
γ∈NE(Y )
χ(P1, P2, P3, Q, γ)zγθQ.
So equation (15.12) is equivalent to the following equality for every Q ∈ M and
γ ∈ NE(Y ),
(15.13)
∑
R∈M
∑
η+φ=γ
χ(P1, P2, R, η) · χ(R,P3, Q, φ) = χ(P1, P2, P3, Q, γ).
Construction 15.14. Let δQ ∈ NE(Y ) be the class of the closure of any general
translation of the one-parameter subgroup in TM given by Q ∈ M . Let A0 :=
pi∗(γ + δQ) ·Dt. By the balancing condition, there exists N ∈ N and a finite subset
W ⊂M such that for any tropical curve [Γ, (p1, p2, p3, z, s), h] in MR with degree
A0, the weight vectors of all edges of Γ belong to W , and the number of bending
vertices on the associated spine Γs is at most N . Fix A ∈ N big with respect to
γi for any decomposition γ = γ1 + γ2 with γi ∈ NE(Y ). Up to a toric blowup of
(Y,D), we can assume every w ∈ W \ 0 lies in a 1-dimensional cone of Σt.
Assumption 15.15. From now on to the end of this section, all the spines in MR
we will consider are with respect to WallA, and required to satisfy the following
conditions:
(1) The number of bending vertices is bounded by N ;
(2) The weight vectors of all the edges belong to the finite subset W ⊂M .
Let Σ′t be a simplicial conical subdivision of Σt induced by WallA. For each
R ∈M , let VR be the union of open cells in Σ′t whose closure contains R.
Lemma 15.16. Given c ∈MR \WallA, there exists a positive real number λ having
the following property:
Let [L, (v1, v2), h] be any spine in MR satisfying the following conditions:
(1) Assumption 15.15;
(2) v1, v2 are finite vertices;
(3) transverse with respect to WallA;
(4) h(v1) = c;
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(5) the length of L is greater than or equal to λ.
Let e2 be the edge of L incident to v2, and R := −w(v2,e2). Then h(v2) ∈ VR ⊂MR.
Proof. Assumption 15.15 implies that there are only finitely many combinatorial
types of such spines. By transversality, either h is constant, or its derivative is
nowhere zero. If h is constant, then h(v2) = h(v1) = c and R = 0; so we always
have h(v2) ∈ VR = MR. Now assume h is immersed. Once we fix the combinatorial
type, since the image h(v1) = c is fixed, when we increase the length of L, we are
only increasing the length of the domain of affineness of L containing v2. Hence
by increasing λ, we can push the image h(v2) as far as we want, until we have
h(v2) ∈ VR ⊂MR. 
Construction 15.17. We define three metric trees [Γ, (p1, p2, p3, v)], [H, (p1, p2, u)]
and [F, (u, p3, v)] as in Figure 3. The dots indicate infinite legs. The length of each
finite edge is given next to the edge. We choose the letters H and F to suggest
head and foot, when we cut Γ at u.
p1 p1p2 p2
p3 p3
u u u
v v
1 1
1 1
λ λ
Figure 3. Metric trees Γ, H and F .
Construction 15.18. Fix b ∈ VQ. Let SPΓ denote the set of spines in MR
with domain Γ, outgoing weight vectors P1, P2, P3,−Q at the vertices p1, p2, p3, v
respectively, and sending v to b. For each R ∈M , let SPF,R denote the set of spines
in MR with domain F , outgoing weight vectors R,P3,−Q at the vertices u, p3, v
respectively, and sending v to b. For each R ∈M and a ∈ VR, let SPH,R,a denote
the set of spines in MR with domain H, outgoing weight vectors P1, P2,−R at the
vertices p1, p2, u respectively, and sending u to a. Under Assumption 15.15, the
three sets above are all finite.
Let
Pairs :=
{
(f, h)
∣∣∣ f ∈ SPF,R, h ∈ SPH,R,f(u) for some R ∈M } .
We have obvious inverse bijections
Cut: SPΓ → Pairs, Glue: Pairs→ SPΓ
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given by cutting and gluing at u.
Since these sets are finite, the following lemma follows from Proposition 6.3.
Lemma 15.19. For general choice of b ∈ VQ and λ > 0, all spines in SPΓ and
Pairs are transverse with respect to WallA.
Now we assume b ∈ VQ general and let c := b+Q ∈ MR. Apply Lemma 15.16
and obtain λ > 0. We increase λ if necessary to make it general in the sense of
Lemma 15.19.
Lemma 15.20. For every R ∈M , φ, η ∈ NE(Y ) and a ∈ VR, we have the following
equalities
(1) χ(P1, P2, P3, Q, γ) =
∑
g∈SPΓ N(g, γ).
(2) χ(P1, P2, R, η) =
∑
h∈SPH,R,a N(h, η).
(3) χ(R,P3, Q, φ) =
∑
f∈SPF,R N(f, φ).
Proof. (1) and (2) follow directly from Lemma 15.9. Now we consider (3). For
each [F, (u, p3, v), f ] ∈ SPF,R, we glue a copy of e := [0, uˆ = +∞] to F along 0 and
u, extend f affinely to e, and denote the resulting spine by f ′. By Lemma 15.16,
f ′(e \ uˆ) ⊂ VR; in particular, f ′(e) ∩WallA = ∅. Therefore, in Construction 10.3,
the toric tail condition at u is automatically satisfied, by Lemma 12.3. Moreover,
f ′(e \ uˆ) ⊂ VR implies that the curve class associated to f ′|e is 0. Hence we have
N(f, φ) = N(f ′, φ). Therefore (3) also follows Lemma 15.9. 
Proof of equation (15.13). We have
χ(P1, P2, P3, Q, γ) =
∑
g∈SPΓ
N(g, γ)
=
∑
g∈SPΓ
∑
φ+η=γ
N(Cut(g)f , φ) ·N(Cut(g)h, η)
=
∑
(f,h)∈Pairs
∑
φ+η=γ
N(f, φ) ·N(h, η)
=
∑
R∈M
∑
f∈SPF,R
∑
h∈SPH,R,f(u)
∑
φ+η=γ
N(f, φ) ·N(h, η)
=
∑
R∈M
∑
f∈SPF,R
∑
φ
( ∑
φ+η=γ
∑
h∈SPH,R,f(u)
N(h, η)
)
N(f, φ)
=
∑
R∈M
∑
φ
∑
f∈SPF,R
( ∑
φ+η=γ
χ(P1, P2, R, η)
)
N(f, φ)
=
∑
R∈M
∑
φ
( ∑
φ+η=γ
∑
f∈SPF,R
N(f, φ)
)
χ(P1, P2, R, η)
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=
∑
R∈M
∑
φ+η=γ
χ(P1, P2, R, η) · χ(R,P3, Q, φ)
where the first equality is by Lemma 15.20, the second by Theorem 13.4 (the
gluing formula), the third by the Cut,Glue bijection, the fourth by the definition
of Pairs, the fifth by reorganizing the sum, the sixth by Lemma 15.20, the seventh
by reorganizing the sum, and the last by Lemma 15.20. 
16. Convexity and finiteness
In this section, we prove the convexity property for structure disks, see Theo-
rem 16.8. Then we deduce that the two sums in the multiplication rule (1.4) are
finite sums, see Corollary 16.12. We assume throughout this section that k has
nontrivial discrete valuation.
Construction 16.1. Let (X,H) be a formal strictly semistable pair, X := Xη \Hη,
Σ(X,H) ⊂ X the associated skeleton, and τ : X → Σ(X,H) the retraction map.
Let F be a Cartier divisor on X. It is locally given by a rational function f up to
multiplication by invertible functions. So val f is a well-defined continuous R-valued
function on Xη \ suppFη, which we denote by valF. Let Ftrop := (valF)|Σ(X,H),
which we call the tropicalization of F. Since Σ(X,H) is disjoint from any closed
analytic subspace of Xη, (in particular suppFη), Ftrop is well-defined everywhere.
Lemma 16.2. In the setting of Construction 16.1, let Iv be the set of irreducible
components of Xs, and Ih the set of irreducible components of H. We have a natural
embedding Σ(X,H) ⊂ RIvunionsqIh≥0 . Let Ψ be the linear function on RIvunionsqIh such that the
value of Ψ at the unit vector in the i-th direction is equal to the order of zero of F
along Di, the corresponding component of Xs ∪ H. The following hold:
(1) If F is effective, then
Ftrop ≥ Ψ|Σ(X,H).
Moreover, they are equal at the vertex of Σ(X,H) corresponding to every
irreducible component of Xs.
(2) Let F′ be the Zariski closure in X of the restriction Fη|X . If suppF′ does
not contain any strata of Xs ∪ H, then
Ftrop = Ψ|Σ(X,H).
Proof. Write Σ := Σ(X,H) to simplify notation. Working Zariski locally on X, we
may assume X = Spf A and that there exists an étale map
α : X→ Spf
(
k◦ 〈x0, . . . , xd〉 /(x0 · · ·xr −$)
)
,
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for some 0 ≤ r ≤ d and $ a uniformizer of k, such that every irreducible component
D of H is defined by α∗(xj) for some j > r. The Cartier divisor F is assumed
effective in (1). For (2), by writing F as the difference of two effective divisors, we
can also assume it to be effective. Then F is given by some f ∈ A. Let ψ ∈ A
be given by a monomial in x0, . . . , xd such that it has the same order of zero as
f along Di for every i ∈ Iv unionsq Ih. Then ψtrop = Ψ|Σ. Write f = ψg with g ∈ A.
By [7, Proposition 1.4], the spectral seminorm of g is at most 1; in other words,
|g(x)| ≤ 1 for all x ∈ Xη. Hence
Ftrop = f trop = ψtrop + gtrop ≥ ψtrop = Ψ|Σ.
Moreover, let C be any irreducible component of Xs, s ∈ C its generic point
and v ∈ Σ the corresponding vertex. Let r : Xη → Xs be the reduction map. We
have r−1(s) = {v} by the construction of the embedding Σ ⊂ Xη. Since g is not
zero on C, we have g˜(s) 6= 0. Since s = r(v), we deduce that |g(v)| = 1, and thus
Ftrop(v) = Ψ|Σ(v).
Now assume that suppF′ does not contain any strata of Xs ∪ H. Then the zeros
of g does not contain any strata of Xs ∪ H. Let σ be any open cell of Σ, S ⊂ Xs
the corresponding closed strata, and s the generic point of S. We have σ ⊂ r−1(s)
by the construction of Σ ⊂ Xη. Since g is not zero on S, we have g˜(s) 6= 0. Hence
|g(x)| = 1 for any x ∈ r−1(s), in particular for any x ∈ σ. This shows (2). 
Lemma 16.3. Let C be a strictly semistable formal scheme over k◦ whose generic
fiber C := Cη is an analytic domain in (P1k)an with at least 2 boundary points. Let
S ⊂ C be the convex hull of ∂C. Let F ⊂ C be a Cartier divisor and Ftrop : S → R
its tropicalization. Decompose F = Fver + Fhor where Fver is supported on Cs and
Fhor = Fη. Let Cprs (resp. Cnprs ) denote the union of proper (resp. non-proper)
irreducible components of Cs. Assume suppFhor ∩ Cnprs = ∅. Then we have
(16.4)
∑
v∈∂C
−dvFtrop = F · Cprs − deg(F|C),
where dvFtrop denotes the derivative of Ftrop at v in the direction of the unique edge
incident to v.
Proof. Up to a finite base field extension and a modification of C, we can assume
suppFhor does not contain any node of Cs. Suppose there is a component of Cprs
that is a (−1)-curve. We can blow it down and replace F by its pushforward
without changing either side of equation (16.4). So we can assume there is no such
(−1)-curve, thus S equals the skeleton ΣC ⊂ C associated to C. Let V pr be the set
of vertices of ΣC minus ∂C. For v ∈ V pr, write Cvs the corresponding component
of Cprs . Up to a modification of C, we can assume V pr is nonempty. So we can
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decompose ∑
v∈∂C
−dvFtrop =
∑
v∈V pr
∑
e3v
dveF
trop,
where dveFtrop denotes the derivative of Ftrop at v in the direction of e. We can
also decompose
Fver · Cprs =
∑
v∈V pr
Fver · Cvs .
Fix v ∈ V pr. Let E0 := Cvs, and E1, . . . , En the irreducible components of Cs
intersecting E0 at a point. Since the intersection number E0 · Cs = 0, we deduce
that E20 = −n. Let ai be the order of Ei in Fver for i = 0, . . . , n. By Lemma 16.2,
we have∑
e3v
dveF
trop =
n∑
i=1
(ai−a0) =
n∑
i=1
ai−a0n =
n∑
i=1
aiEi·E0+a0E0·E0 = Fver·E0 = Fver·Cvs .
Summing over v ∈ V pr, we obtain∑
v∈∂C
−dvFtrop =
∑
v∈V pr
∑
e3v
dveF
trop = Fver · Cprs .
By the assumption that suppFhor ∩ Cnprs = ∅, we have
deg(F|C) = Fhor · Cprs .
Hence ∑
v∈∂C
−dvFtrop = Fver · Cprs = (F− Fhor) · Cprs = F · Cprs − deg(F|C),
completing the proof. 
Now we follow the notations in Section 2. Let F be a divisor on Y that is constant
over k. We take constant formal model (Ŷk◦ , D̂k◦) for (Y,D) and F̂k◦ for F over the
ring of integers k◦, apply Construction 16.1, and obtain valF : (U \ suppF )an → R
and F trop : Σ(Y,D) → R. The restriction of F trop to Σt ' Σess(Y,D) ⊂ Σ(Y,D) will also
be denoted by F trop.
Definition 16.5. Let (Y ′, D′) be a toric blowup of (Y,D) such that suppF |U does
not contain any strata of D. Let ΣF be the subdivision of Σ(Y,D) induced by the
toric blowup, and ΣFt the subdivision of Σt induced by ΣF . By Lemma 16.2, F trop
is linear on every closed cone of ΣF and ΣFt . Let (ΣFt )d−1 denote the union of
codimension-one cells in ΣFt .
Lemma 16.6. Let C ⊂ (P1k)an be a compact strictly k-analytic domain with at least
2 boundary points, S ⊂ C the convex hull of ∂C, F a divisor on Y constant over k,
and f : C → Uan a morphism whose image is not contained in (suppF )an. Assume
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(τ ◦ f)(∂C) is disjoint from (ΣFt )d−1 ⊂ Σt. Let φ be the restriction of (valF ◦ f) to
S. We have ∑
v∈∂C
−dvφ = F · [f ]− deg(F an|C).
As a result, if F is nef and −F |U is effective, the sum on the left hand side is
non-negative.
Proof. Up to a finite base field extension, we can choose a strictly semistable formal
model C of C such that the map f : C → Uan ⊂ Y an extends to f : C → Ŷk◦ . Let
F := f−1F̂k◦ . Decompose F = Fver + Fhor as in Lemma 16.3. The assumption
that (τ ◦ f)(∂C) does not meet (ΣFt )d−1 implies that suppFhor ∩ Cnprs 6= ∅. So by
Lemma 16.3, we have ∑
v∈∂C
−dvFtrop = F · Cprs − deg(F|C).
By Definition 8.1, the right hand side is equal to F · [f ]− deg(F an|C). Note that
Ftrop = φ, so the equality above implies the lemma. 
Remark 16.7. This lemma realizes the hope of [15, 8.13], and proves the broken-line
convexity conjecture of [15, 8.12] in our setting.
Theorem 16.8. Let F be a divisor on Y . Let VM , VQ be as in Section 15, ΣFt as
in Definition 16.5, and V FQ the intersection of VQ with the union of open cells in
ΣFt whose closure contains Q. Let
f |D : [D, (p1, . . . , pn, s)] −→ Y an
be a structure disk responsible for χ(P1, . . . , Pn, Q, γ) as in Definition 15.5 such
that Φan(f) is a general rational point in VM ×V FQ . Let D◦ := D\{p1, . . . , pn}. The
following hold:
(1) We have
(16.9)
∑
F trop(Pi)− F trop(Q) = F · γ − deg(F an|D◦).
(2) Assume F is nef and −F |U is effective. Then
(16.10) F trop(Q) ≤∑F trop(Pi).
(3) Assume F is ample and −F |U is effective. Then (16.10) is an equality, if
and only if f(D) ⊂ W an, (W as in Lemma 2.5), and (τ ◦ f)(D◦) lies in an
open maximal cone of Σt.
Proof of Theorem 16.8. Let b := ∂D, Γ ⊂ D the convex hull of {p1, . . . , pn, b},
r : D → Γ the retraction map, and h := τ ◦ f |Γ : Γ → Σt. For i = 1, . . . , n, let
p′i ∈ Γ be a rational point close to but not equal to pi. Let Γ′ ⊂ Γ be the convex
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hull of p′1, . . . , p′n, b, and D′ := r−1(Γ′). By Lemmas 9.21 and 9.2, f(Γ′) is disjoint
from (suppF )an ⊂ Y an. Let φ := (valF ◦ f)|Γ′ . We choose p′i sufficiently close to
pi so that
deg(F an|D◦) = deg(F an|D′),
and that for each Pi 6= 0, the image h(p′i) is contained in a closed top-dimensional
cell of ΣFt containing Pi. Note that h has outgoing derivative Pi at p′i. Therefore,
by Lemma 16.2, we obtain
−dp′iφ = F trop(Pi).
Furthermore, by the toric tail condition (see Lemma 12.3(4)), h has ingoing
derivative Q at b, and h(b) = (τ ◦ f)(q) ∈ V FQ . So Lemma 16.2 also implies
dbφ = F trop(Q).
Since Φan(f) is a general point in VM × VQ, by Proposition 6.3, (τ ◦ f)(∂D′) will
not meet the codimension-one skeleton (ΣFt )d−1 of ΣFt . So we can apply Lemma 16.6
to f |D′ : D′ → Uan, and obtain∑
v∈∂D′
−dvφ = F · [f |D′ ]− deg(F an|D′),
where [f |D′ ] = γ by Lemma 15.6. Combining all the equalities above, we obtain
equation (16.9).
When F is nef and −F |U is effective, we have
F · γ − deg(F an|D◦) ≥ 0.
Hence, equation (16.9) implies inequality (16.10). If moreover F is ample, (16.10)
is an equality if and only if γ = 0, so we conclude by Lemma 15.7. 
Proposition 16.11. For fixed P1, . . . , Pn ∈ Sk(U,Z), there are at most finitely
many pairs (Q, γ), Q ∈ Sk(U,Z), γ ∈ NE(Y ) such that χ(P1, . . . , Pn, Q, γ) 6= 0.
Proof. By Lemma 2.7, there exist regular functions x1, . . . , xl on U such that for
any c ∈ R, the set
{ b ∈ Sk(U) | |xi(b)| ≤ c, i = 1, . . . , l }
is bounded; in particular, the subset of integer points inside is finite. If χ(P1, . . . , Pn,
Q, γ) 6= 0, by Theorem 16.8(2), for i = 1, . . . , l, we have
|xi(Q)| ≤
∑|xi(Pi)|.
Thus given P1, . . . , Pn, there are at most finitely many Q such that χ(P1, . . . , Pn, Q,
γ) 6= 0 for some γ ∈ NE(Y ).
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Now let F be an ample divisor on U with −F |U effective (see Lemma 2.8). If
χ(P1, . . . , Pn, Q, γ) 6= 0, by Theorem 16.8(1), we have
F · γ = ∑F trop(Pi)− F trop(Q) + deg(F an|D◦) ≤∑F trop(Pi)− F trop(Q).
Therefore, given P1, . . . , Pn, Q, we see that F · γ is bounded, so there are at most
finitely many γ such that χ(P1, . . . , Pn, Q, γ) 6= 0.
Combining the two paragraphs above, we conclude the proof. 
Corollary 16.12. The two sums in the multiplication rule (1.4) are finite sums.
Therefore, combining Theorem 15.11, the multiplication rule makes A into a com-
mutative associative R-algebra.
Proposition 16.13. Let m ⊂ R be the maximal monomial ideal (i.e. generated by
all zγ, γ ∈ NE(Y ) \ 0). Then A⊗R R/m is isomorphic to the Stanley-Reisner ring
for the fan Σt; in other words, modulo m, θP1 · θP2 = θP1+P2 if P1, P2 lie in a same
cone of Σt, and θP1 · θP2 = 0 otherwise.
Proof. Note zγ 6∈ m if and only if γ = 0. In this case the contributing structure discs
are described by Lemma 15.7, and hence the structure constants can be computed
as in the toric case by Lemma 10.4, from which we conclude the proof. 
17. Torus action and finite generation
In this section, we describe a natural torus action on the mirror algebra (see
Theorem 17.2). Using the torus action, we prove that the mirror algebra is finitely
generated (see Theorem 17.8).
We follow the setting of Section 2. We have an embedding
Sk(U,Z) ' Σess(Y,D)(Z) ⊂ Σ(Y,D)(Z) ⊂ ZID = Hom(ID,Z)
which we denote by w. We also denote by w the map
w : N1(Y ) −→ ZID , γ 7−→ (γ ·Di)i∈ID .
Let TD := Spec(Z[ZID ]) be the split torus with character group ZID . Then
w : N1(Y ) −→ ZID induces a canonical homomorphism TD → TN1(Y ), and thus an
action of TD on Spec(R) = SpecZ[NE(Y )].
Lemma 17.1. Assume χ(P1, . . . , Pn, Q, γ) 6= 0. Then
w(Q) + w(γ) =
n∑
j=1
w(Pj).
Proof. For each irreducible component F ⊂ D, let wF denote the corresponding
component of w. Over Sk(U,Z), we have wF = F trop; over N1(Y ), we have
wF (γ) = F · γ. So we conclude from Theorem 16.8(1). 
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Note the mirror algebra A, as an abelian group, is free with basis zγθP , for
(γ, P ) ∈ NE(Y )× Sk(U,Z). Lemma 17.1 implies the following theorem:
Theorem 17.2. Let TD act diagonally on the mirror algebra A (viewed as a free
abelian group) with weight w(P ) + w(γ) on the basis vector zγθP . This gives an
equivariant action of TD on Spec(A)→ Spec(R).
Definition 17.3. Let DC(Y ) ⊂ NE(Y ) (the notation stands for disk classes) be
the submonoid generated by the curve classes of all structure disks, called the
monoid of definition. Let RDC := Z[DC(Y )] ⊂ Z[NE(Y )] = R, and
ADC := R(Sk(U,Z))DC :=
⊕
P∈Sk(U,Z)
RDC · θP ,
the free RDC-module with basis Sk(U,Z). We endow ADC with an RDC-algebra
structure using the same structure constants as in (1.4). We have naturally
A ' ADC ⊗RDC R.
Lemma 17.4. Assume there exists an ample divisor F on Y such that −F |U
is effective and contains no essential boundary strata (i.e. those of Dess). Given
z ∈ ZID , there are only finitely many γ ∈ DC(Y ) such that w(γ) = z.
Proof. Write F = F |U + FD. By Proposition 8.5, for any γ ∈ DC(Y ), we have
F · γ = FD · γ + F |U · γ ≤ FD · γ.
Note FD · γ is determined by w(γ) ∈ ZID . Therefore, by the ampleness of F , there
are only finitely many γ ∈ DC(Y ) with given w(γ) = z. 
The following lemma is an analog of the Krull intersection theorem.
Lemma 17.5. Let m ⊂ RDC be the maximal monomial ideal. Then ⋂i>0 mi = 0.
Consequently, for any free RDC-module A, we have ∩i>0miA = 0.
Proof. The equality ⋂i>0 mi = 0 is equivalent to the statement that given any
γ ∈ DC(Y ), there exists an integer N(γ) such that if γ = γ1 + · · ·+γn for n > N(γ)
with γi ∈ DC(Y ), then γj = 0 for some j. This is true for any submonoid of NE(Y ),
by intersecting with an ample class on Y . 
Lemma 17.6. Assume there exists an ample divisor F on Y such that −F |U
is effective and contains no essential boundary strata. If a set of θP generates
A⊗R R/m, it also generates A as an R-algebra.
Proof. By Definition 17.3, it suffices to prove the theorem for RDC and ADC. Hence
in the proof, in order to simplify notations, we will temporarily write R := RDC
and A := ADC.
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Let g ∈ H0(U,OU) such that g has a pole at every irreducible component of
D, and −G the associated principle Cartier divisor. Then Gtrop : Sk(U) → R is
strictly positive away from 0. Consider the filtration on A with A≤n having basis
θP , Gtrop(P ) ≤ n. By Theorem 16.8(2), we have A≤m · A≤n ⊂ A≤m+n.
Let Θ ⊂ { θP | P ∈ Sk(U,Z) } be a subset which generates A ⊗R R/m. Let
A′ ⊂ A be the sub-R-algebra generated by Θ. We have
A = A′ + mA.
Iterating the equality above, we obtain
(17.7) A = A′ + miA, for all i > 0.
By Theorem 17.2, A is a ZID -graded ring. Then A′ is also a ZID -graded ring.
Write A = ⊕z∈ZID Az and A′ = ⊕z∈ZID A′z. The filtration A≤n is compatible
with the ZID-grading, i.e. A≤n ⊂ A is also ZID-graded. The same holds for A′.
So in order to show that A = A′, it suffices to show that Az,≤n = A′z,≤n for every
z ∈ ZID and n ≥ 0.
Now fix z and n. Equation (17.7) implies that for all i > 0 we have
Az,≤n = A′z,≤n + miA ∩ Az,≤n.
Since Gtrop : Sk(U)→ R is proper, by Lemma 17.4, the set{
(P, γ) ∈ Sk(U,Z)×DC(Y )
∣∣∣ Gtrop(P ) ≤ n, w(P ) + w(γ) = z }
is finite. In other words, Az,≤n is finitely generated as abelian group. Therefore,
Lemma 17.5 implies (miA) ∩ Az,≤n = 0 for i sufficiently large. We conclude that
Az,≤n = A′z,≤n for all z ∈ ZID and n ≥ 0, completing the proof. 
Theorem 17.8. The mirror algebra A is a finitely generated R-algebra.
Proof. Let (Y˜ , D˜) be another snc compactification of U with a regular map p : Y˜ →
Y . Let R˜ := Z[NE(Y˜ )], and let A˜ be the mirror R˜-algebra constructed from the pair
(Y˜ , D˜). We have a natural surjection R˜  R induced by p∗ : NE(Y˜ )  NE(Y ).
This gives an R-algebra isomorphism A˜⊗
R˜
R
∼−→ A by Proposition 18.3(1) (whose
proof does not rely on this section). Therefore, if A˜ is finitely generated as R˜-
algebra, then A is finitely generated as R-algebra. Thus, for the purpose of proving
finite generation, we are free to make blowups outside U . Let F be an ample
divisor on Y with −F |U effective (see Lemma 2.8). Up to a toric blowup, we
can assume −F |U contains no essential boundary strata. The ampleness of F
can also be preserved under the toric blowup by adding a small multiple of the
exceptional divisors. Recall that the R-algebra A⊗R R/m is finitely generated by
Proposition 16.13. Hence we conclude the proof by Lemma 17.6. 
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18. Change of snc compactification
In this section, we show that the mirror algebra remains essentially the same while
we change the snc compactification U ⊂ Y . We make it precise in Proposition 18.1
in the case when the change of snc compactification does not involve essential
boundary strata, and then in Proposition 18.3 for the general case.
Proposition 18.1. Let U ⊂ Y˜ be another snc compactification, together with
a regular map p : Y˜ → Y . Then p∗ : N1(Y˜ ) → N1(Y ) induces a surjection
p∗ : DC(Y˜ ) → DC(Y ). If the exceptional locus of p is disjoint from the essen-
tial boundary strata of Y˜ , then the pullback map p∗ : N1(Y )→ N1(Y˜ ) restricts to
an isomorphism of monoids DC(Y ) ' DC(Y˜ ), with inverse p∗, and this induces an
isomorphism ADC ' A˜DC.
Proof. For any [f : C → Y an] ∈ M(Uan,P, β) as in Notation 3.4, f−1(Uan) =:
C◦ ⊂ C is a Zariski dense open, so we have a rational map C ⊃ C◦ → Y˜ an. This is
regular (true for any rational map from a curve to a proper variety), and so gives a
canonical lift f˜ : C → Y˜ an. Hence the surjectivity of p∗ : DC(Y˜ )→ DC(Y ) follows.
Next let F ⊂ Y˜ be the exceptional locus of p, and assume this contains no
essential boundary strata. By Lemmas 3.7(ii) and 9.22(1), the structure disks for
Y˜ are disjoint from F an, and the structure disks for Y are disjoint from p(F )an.
Hence the structure disks for Y˜ are canonically identified with those of Y via p.
Now we conclude by Lemma 8.8. 
Now we will drop the assumption on the exceptional locus of p. Here is the
simple heuristic idea: The increase in the number of parameters is the relative
Picard number of p : Y˜ → Y , which is the number of exceptional divisors. But
the mirror algebra for (Y˜ , D˜) is equivariant for the T D˜-action, so the increase in
parameters is balanced by the increase in automorphisms. Let us make this precise.
Notation 18.2. When NE(Y )R is rational polyhedral, so is its dual Nef(Y ). In
this case, the associated toric variety TV(Nef(Y )) is given by Spec(Z[NE(Y )]. In
general, we just define TV(Nef(Y )) := Spec(Z[NE(Y )], which is an equivariant
partial compactification of TN1(Y ) := Spec(Z[N1(Y )].
Let E be the set of exceptional divisors of p : Y˜ → Y , and K the kernel of
p∗ : N1(Y˜ ) → N1(Y ). By Lemma 8.6, we have K ' ZE. Let TE := Spec(Z[ZE]).
Let UNef(Y ) ⊂ TV(Nef(Y˜ )) denote the open subset associated to the embedding
Nef(Y ) ⊂ Nef(Y˜ ). We have inclusions
TV(Nef(Y )) ↪−→ TV(Nef(Y ))× TE ∼−−→ UNef(Y ) ↪−→ TV(Nef(Y˜ ))
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induced by the maps of monoids
NE(Y )←− NE(Y )⊕ ZE ∼←−− NE(Y˜ ) +K ←−↩ NE(Y˜ ),
where the middle isomorphism follows from Lemma 8.6.
For the compactification (Y˜ , D˜), we have w˜ : Sk(U,Z)→ ZID˜ and w˜ : N1(Y˜ )→
ZID˜ as in the beginning of Section 17. Let wE be the composition of w˜ with the
projection
ZID˜ = Hom(I
D˜
,Z) −→ Hom(E,Z) = ZE = χ(TE).
We denote R := Z[NE(Y )] and R˜ := Z[NE(Y˜ )]. Let A˜ be the mirror R˜-algebra
constructed from the pair (Y˜ , D˜), and V˜ := Spec(A˜)→ Spec R˜, the mirror family.
Proposition 18.3. (1) Let R˜  R be the natural surjection induced by p∗ :
NE(Y˜ )  NE(Y ). This gives an R-algebra isomorphism A˜ ⊗
R˜
R
∼−→ A,
sending θP to θP for each P ∈ Sk(U,Z). In terms of spaces, this gives an
isomorphism
V˜|TV(Nef(Y )) ' V .
(2) The T D˜-action on V˜ gives an isomorphism
ι : V × TE ∼−−→ V˜|UNef(Y ) .
This induces an isomorphism of rings
A⊗Z Z[ZE] ∼←−− A˜⊗R˜ Z[NE(Y˜ ) +K]
which sends zγ · θP to zp∗(γ) · θP ⊗ xwE(P )+wE(γ).
(3) Let piV : V×TE → V denote the projection, and ρ := piV ◦ ι−1 : V˜|UNef(Y ) → V.
For each n ≥ 2, let 〈, . . . ,〉n be the R-multilinear map for (Y,D) defined
above Theorem 1.2, and 〈, . . . ,〉∼n the R˜-multilinear map for (Y˜ , D˜). Then
for all a1, . . . , an ∈ A, we have
ρ∗(〈a1, . . . , an〉n) = 〈ρ∗a1, . . . , ρ∗an〉∼n ,
where the right hand side is extended over Z[NE(Y˜ ) +K] by multilinearity.
Proof. For (1), it suffices to show that
(18.4)
∑
p∗γ˜=γ
χ˜(P1, . . . , Pn, Q, γ˜) = χ(P1, . . . , Pn, Q, γ)
for all P1, . . . , Pn, Q ∈ Sk(U,Z) and γ ∈ NE(Y ). Let δ˜ and δ be respectively the
classes of the tails. We have p∗δ˜ = δ. By Lemma 8.6 and Remark 3.5, there
is a unique γ˜ ∈ NE(Y˜ ) such that γ˜ + δ˜ is compatible with (P1, . . . , Pn,−Q) and
p∗(γ˜ + δ˜) = γ + δ. For this γ˜, the moduli space of structure disks responsible for
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χ˜(P1, . . . , Pn, Q, γ˜) is isomorphic to the moduli space of structure disks responsible
for χ(P1, . . . , Pn, Q, γ). Hence we obtain equation (18.4).
Statement (2) follows from the equivariant T D˜-action of V˜ (see Theorem 17.2).
For (3), we abbreviate A˜⊗
R˜
Z[NE(Y˜ ) +K] by A˜[K]; note this is a localization,
inverting all monomials zγ for γ ∈ K. Since ρ∗ : A→ A˜[K] is a morphism of rings,
for all a1, . . . , an ∈ A, we have
(18.5) ρ∗(a1 · · · an) = ρ∗a1 · · · ρ∗an.
For each element a ∈ A˜[K], write
a =
∑
P∈Sk(U,Z)
CoeffθP (a) · θP .
Equation (18.5) implies
(18.6) Coeffθ0 ρ∗(a1 · · · an) = Coeffθ0(ρ∗a · · · ρ∗an).
Since wE(0) = 0, by the formula in statement (2), we have ρ∗θ0 = θ0; hence
Coeffθ0 ρ∗(a1 · · · an) = ρ∗Coeffθ0(a1 · · · an).
By Lemma 15.4, we have
Coeffθ0(a1 · · · an) = 〈a1, . . . , an〉n ,
Coeffθ0(ρ∗a1 · · · ρ∗an) = 〈ρ∗a1, . . . , ρ∗an〉∼n .
Therefore, statement (3) follows from equation (18.6). 
Remark 18.7. Given any compactification U ⊂ Z with Z projective and normal,
we define AZ := AY˜ ⊗RY˜ RZ , and DC(Z) := pi∗(DC(Y˜ )) ⊂ NE(Z), for any snc
compactification U ⊂ Y˜ (satisfying Assumption 2.3) with pi : Y˜ → Z regular. In
view of Propositions 18.1 and 18.3(1), we see that they are independent of the
choice of U ⊂ Y˜ .
Remark 18.8. Our mirror algebra AY depends on the compactification U ⊂ Y .
However, we can define AU := AY ⊗RY Z, where RY → Z sends each zγ to 1 (this
corresponds to the fiber of the mirror family over the identity point of TN1(Y )). By
Proposition 18.3(1), AU is independent of the choice of U ⊂ Y .
19. Non-degeneracy of the trace map
In this section, we prove the non-degeneracy of the trace map (see Theo-
rem 1.2(1)).
Let V ⊂ U be an affine Zariski open subset which itself contains an algebraic torus
(note this in particular implies V is log Calabi-Yau). Note any compactification
of U also compactifies V . Let DC(V ⊂ Y ) be the monoid of definition for V (see
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Definition 17.3) and ADC(V ⊂ Y ) the mirror algebra for V over Z[DC(V ⊂ Y )].
By Remark 18.7, they make sense even though V ⊂ Y need not be an snc
compactification.
Proposition 19.1. Assume Z := U \ V contains no essential boundary strata.
Then the following hold:
(1) Each irreducible component of Z has non-negative intersection with each
element of DC(U ⊂ Y ). The intersection is zero if and only if any associated
structure disk D→ Y an factors through (Zc)an ⊂ Y an, and thus is a structure
disk for V ⊂ Y .
(2) We have Z⊥ ∩DC(U ⊂ Y ) = DC(V ⊂ Y ).
(3) Let IZ ⊂ R be the monoidal ideal generated by disk classes with positive
intersection with Z. We have Z[DC(U ⊂ Y )]/IZ ' Z[DC(V ⊂ Y )].
(4) The isomorphism above induces
ADC(U ⊂ Y )⊗Z[DC(U⊂Y )] Z[DC(V ⊂ Y )] ' ADC(V ⊂ Y ).
Proof. (1) follows from Proposition 15.8. This implies (2), and (2) implies (3). As
for (4), modulo IZ , the only structure disks which contribute are those whose class
has zero intersection with Z. By Proposition 15.8, these are exactly the structure
disks for V ⊂ Y ; this implies (4). 
For each n ≥ 2, let 〈, . . . ,〉n be the R-multilinear map for (Y,D) defined above
Theorem 1.2. Since 〈a1, . . . , an, θ0〉n+1 = 〈a1, . . . , an〉n, for the property of non-
degeneracy, it suffices to consider the case n = 2. So we now restrict to n = 2 and
drop the subscript n from the notation.
Lemma 19.2. Let U ⊂ Y˜ be another projective snc compactification such that
p : Y˜ → Y is regular. Then the non-degeneracy of the R˜-bilinear map 〈,〉∼ for
(Y˜ , D˜) implies the non-degeneracy of the R-bilinear map 〈,〉 for (Y,D).
Proof. Assume 〈,〉∼ is non-degenerate. Then for any a ∈ A, there exists P ∈
Sk(U,Z) such that 〈θP , ρ∗a〉∼ 6= 0, (ρ as in Proposition 18.3(3)). By Proposi-
tion 18.3(2-3), we obtain
ρ∗ 〈θP , a〉 = 〈ρ∗θP , ρ∗a〉∼ = z−wE(P ) 〈θP , ρ∗a〉∼ .
Hence 〈θP , a〉 6= 0. Therefore, the pairing 〈,〉 is non-degenerate, completing the
proof. 
For the proof of non-degeneracy, we will consider the mirror algebra over various
monoidal coefficient rings. For any map of monoids DC := DC(U ⊂ Y )→ P , we
write AP := ADC(U ⊂ Y )⊗Z[DC]Z[P ]. We say that AP is non-degenerate if the
induced Z[P ]-bilinear pairing 〈,〉 on AP (as free Z[P ]-module) is non-degenerate.
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Lemma 19.3. The following hold:
(1) Given maps of monoids DC→ P1, DC→ P2 and P1 → P2, if P1 → P2 is
injective and AP2 is non-degenerate, then AP1 is non-degenerate.
(2) Given a map of monoids DC → P such that P ⊂ P gp, then AP is non-
degenerate if and only if AP gp is non-degenerate.
(3) If U is a split algebraic torus, then AP is non-degenerate for any map of
monoids DC→ P .
Proof. For (1), given a ∈ AP1 , we have a commutative diagram
AP1 Hom(AP1 ,Z[P1]) '
∏
q∈Sk(U,Z) Z[P1]
AP2 Hom(AP2 ,Z[P2]) '
∏
q∈Sk(U,Z) Z[P2].
a→〈a,·〉
a→〈a,·〉
If P1 → P2 is injective, then so are both vertical maps. Hence (1) follows. For
any a, b ∈ AP gp and p ∈ P gp, we have 〈zpa, b〉 = zp 〈a, b〉 = 〈a, zpb〉, from which
(2) follows. For (3), if U ' TM , M being the cocharacter lattice, then for any
a, b ∈ Sk(U,Z) ' M , by Lemma 10.4, we have θa · θb = zp(a,b)θa+b for some
p(a, b) ∈ P , where the addition a+ b is computed in M . Thus 〈θa, θb〉 = zp(a,b)δa,−b,
so the non-degeneracy is clear. 
By Lemma 19.2, for the purpose of proving the non-degeneracy, we are free
to replace (Y,D) by any toric blowup, so we can assume Z := U \ TM contains
no essential boundary strata. Let Z1, . . . , Zn ⊂ Z be the divisorial irreducible
components. By Proposition 19.1, we have
ADC ⊗Z[DC] Z[〈Z1, . . . , Zn〉⊥ ∩DC] ' ADC(TM ⊂ Y ),
where ⊥ denotes the orthogonal complement inN1(Y ). Tensoring with Z[〈Z1, . . . , Zn〉⊥]
over Z[〈Z1, . . . , Zn〉⊥ ∩DC] ' Z[DC(TM ⊂ Y )], we obtain
ADC ⊗Z[DC] Z[〈Z1, . . . , Zn〉⊥] ' ADC(TM ⊂ Y )×Z[DC(TM⊂Y )] Z[〈Z1, . . . , Zn〉⊥].
By Lemma 19.3(3), the right hand side is non-degenerate, hence so is the left hand
side.
Now we prove by decreasing induction on i that ADC⊗Z[DC]Z[〈Z1, . . . , Zi〉⊥] is non-
degenerate, where we interpret the i = 0 case to be ADC⊗Z[DC]Z[N1(Y )]. By Lemma
19.3(2), non-degeneracy for N1(Y ) implies it for any Q ⊂ N1(Y ) that generates
N1(Y ) as a group, e.g. Q = NE(Y ). So it remains to establish the inductive
step. Assume ADC ⊗Z[DC] Z[〈Z1, . . . , Zi〉⊥] is non-degenerate. If Zi is trivial on
〈Z1, . . . , Zi−1〉⊥, there is nothing to prove. Otherwise P := 〈Z1, . . . , Zi−1〉⊥ ∩{Zi ≥
0} generates 〈Z1, . . . , Zi−1〉⊥ as a group; so by Lemma 19.3(2), it is enough to prove
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non-degeneracy of AP . Let Q := 〈Z1, . . . , Zi〉⊥. Note there is a natural surjection
Z[P ]  Z[Q], and the kernel, generated by the monomials zc with Zi · c > 0, is
principal, which is generated by such a monomial with Zi · c minimal.
Take 0 6= a = ∑ rP θP ∈ AP , with rP ∈ Z[P ]. We argue that 〈a, ·〉 6= 0. By the
discussion above, the kernel of AP  AQ is (zc) · AP . Thus we can write a = fb
for some 0 6= f ∈ (zc) ⊂ Z[P ], and
0 6= b ∈ AQ ' AP/((zc) · AP ).
We have 〈a, ·〉 = f 〈b, ·〉. Since AP is Z[P ]-torsion free, in order to show that
〈a, ·〉 6= 0, its enough to show 〈b, ·〉 6= 0. As 〈b, ·〉 6= 0 by induction, we deduce that
〈b, ·〉 6= 0. This completes the proof of non-degeneracy.
20. Geometry of the mirror family
In this section, we study the geometry of the fibers of the mirror family X :=
SpecA→ SpecR over Q, see Proposition 20.2. This implies Theorem 1.2(4) in the
introduction.
By Proposition 18.3, we are free to choose any different snc compactification
U ⊂ Y . So by Lemma 20.3 we can assume D supports an effective ample divisor
F . By Lemma 16.2, F trop : Sk(U)→ R is strictly positive away from 0. Then we
can construct a natural compactification of the mirror family as follows.
Consider the filtration on A with A≤n having basis θP , F trop(P ) ≤ n. By
Theorem 16.8(2), we have A≤m · A≤n ⊂ A≤m+n. Let A˜ ⊂ A[T ] be the associated
N-graded R-algebra, having basis T n · θP with F trop(P ) ≤ n. Let X := Proj(A˜)→
Spec(R), called the compactified mirror family. The function T = T · θ0 gives a
canonical section T ∈ H0(X ,O(1)). Let Z := Proj(A˜/(TA˜)) ⊂ X be the associated
zero scheme. Since A˜/(TA˜) is a free R-module with basis T F trop(P ) · θP , the family
Z → Spec(R) is also flat. There is a canonical identification A ' A˜(T ), where the
right hand side denotes the subring of degree zero elements in the localization at
(T ). This gives X \ Z ' X .
Lemma 20.1. Let m ⊂ R be the maximal monomial ideal (i.e. generated by
all zγ, γ ∈ NE(Y )). Then A˜/(mA˜) is isomorphic to the graded Stanley-Reisner
ring associated to the polyhedral complex {F trop ≤ 1} ∩ Σt, that is, we apply
the description of Stanley-Reisner ring in Proposition 16.13 to the cone over
{F trop ≤ 1} ∩ Σt.
Proof. It follows from Proposition 16.13. 
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Proposition 20.2. Let (XQ,ZQ) → Spec(RQ) denote the base change of the
compactified mirror family to Q ⊃ Z. For any fiber (X,Z) of this family, the
following hold:
(1) X is Cohen-Macaulay, Z ⊂ X is reduced, (X,Z) is semi-log canonical, and
KX + Z is trivial.
(2) X := X \ Z is affine of the same dimension as U , Gorenstein, semi-log
canonical and K-trivial.
Moreover, the generic fiber X is normal and (X,Z) is log canonical. The generic
fiber X is log canonical and log Calabi-Yau.
Proof. Let s ∈ SpecRQ be the point associated to the maximal monomial ideal.
Observe that the equivariant TD-action on X = Spec(A)→ SpecR of Theorem 17.2
extends also to the compactified mirror family X → SpecR. By [11, p. 38 Claims
1-2], the ample Cartier divisor F determines a one-parameter subgroup Gm ⊂ TD
that pushes any point of Spec(RQ) towards the 0-stratum, i.e. the point s. The
closure of the orbit of this one-parameter subgroup gives a map A1 → Spec(RQ)
sending 0 7→ s. We pullback the compactified mirror family to A1 and prove
properties (1-2) for the pullback family. By [15, Lemma 8.42]7, we see that the two
properties are open. So by the Gm-action, it is enough to prove these properties
for the central fiber Xs. Using the explicit description of Xs in Lemma 20.1, we
deduce these properties from [3, Theorem 1.2.14] and [25, Definition-Lemma 5.10]
(see [19, Lemma 11.1] for a more general statement).
Next we prove the statement concerning the generic fiber. Recall that log
canonical is equivalent to normal plus semi-log canonical, so it is enough to prove
that the generic fiber is normal. As the locus of normal fibers is open, it suffices to
exhibit a single normal fiber. Hence by Proposition 19.1, we reduce to the case
U = TM . In this case, by Lemma 10.4, every fiber over TN1(Y ) ⊂ Spec(R) is a
projective toric variety (associated to the rational polytope {F trop ≤ 1}), which is
in particular normal, completing the proof. 
Lemma 20.3. Let U ⊂ Y be a compactification of an affine variety over a field
of characteristic zero. Then there is a proper birational map Y˜ → Y which is an
isomorphism over U , such that U ⊂ Y˜ is an snc compactification, and that the
boundary Y˜ \ U supports an ample effective divisor.
Proof. By assumption we have a closed embedding U ⊂ An. Taking closure in the
projective space Pn gives a compactification U ⊂ Z with boundary the support of
an ample Cartier divisor A. By the resolution of singularities (see [24, Theorems
7In that lemma the central fiber is assumed normal, but the result extends, with the same
proof, to the present Cohen-Macaulay case.
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3.26-3.27]), we can make U ⊂ Z snc, and Z 99K Y regular, by an iterated sequence
of blowups with centers in the complement of U . If F ⊂ Z is an ample effective
divisor with support U c, then so is pi−1(F )− E, for E the exceptional divisor, and
 sufficiently small. 
21. Scattering diagram via infinitesimal analytic cylinders
In this section, we give a direct geometric construction of a scattering diagram
on the skeleton Sk(U) by counting infinitesimal analytic cylinders (see Section 1.4
for a summary). This differs and generalizes the combinatorial construction of
scattering diagrams in [13, 15]. It will be the key to connecting our mirror
algebra to cluster algebras in the next section. The main results here are the
wall-crossing homomorphism (Theorem 21.9), existence of wall-crossing function
(Proposition 21.13), finite polyhedral approximation (Proposition 21.17), theta
function consistency (Proposition 21.21) and Kontsevich-Soibelman consistency
(Proposition 21.35).
21.1. Construction. Let TM ⊂ U ⊂ Y be as in Section 2, and N := Hom(M,Z).
Definition 21.1. Given n ∈ N \ 0, we say that a point x ∈ n⊥ ⊂MR is generic if
it does not lie in any other rational hyperplanes passing through 0.
Definition 21.2. Given n ∈ N \ 0, x ∈ n⊥ ⊂ MR generic, v, w ∈ M \ n⊥,
let h : I := [−, ] → MR be the continuous map, affine over [−, 0] and [0, ],
with h(0) = x, dh(−) = −v, dh() = −w. Given α ∈ NE(Y ), choose A ∈ N
big with respect to α. Shrink  so that h(I) does not meet WallA except at x.
We obtain a spine V x,v,w := [I, (−, ), h] in MR as in Definition 5.10. Define
N(Vx,v,w, α) := N(V x,v,w, α) as in Definition 10.6. It is independent of  for 
sufficiently small.
Lemma 21.3. If N(Vx,v,w, α) 6= 0, then w − v ∈ n⊥.
Proof. If w − v 6= 0, then the tropical curve associated to any analytic curve
contributing to N(V x,v,w, α) has twigs attached to 0 ∈ I. So x = h(0) lies in WallA.
Since x is generic, if x ∈ σ for some open cell σ ⊂WallA, then σ is of codimension
1 in MR, and σ is contained in n⊥; in particular the monomial of any twig starting
from x lies in n⊥. Since w− v is the sum of the monomials of all twigs attached to
0 ∈ I, we conclude that w − v ∈ n⊥. 
Definition 21.4. Given n ∈ N \ 0, x ∈ n⊥ ⊂ MR generic and v ∈ M with
〈n, v〉 > 0, we define the following wall-crossing transformation, the formal sum:
(21.5) Ψx,n(zv) :=
∑
w∈M, 〈n,w〉>0
α∈NE(Y )
N(Vx,v,w, α)zαzw.
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We show first that this converges in a natural adic topology. Fix a strictly
convex toric monoid Q ⊂ N1(Y ) containing NE(Y ). Let Q1 := Q \ 0. For k ≥ 1,
let Qk ⊂ Q1 be the set of elements which are sums of k elements in Q1. Let
I ⊂ Z[Q⊕M ] be the maximal monoid ideal, i.e. the ideal generated by monomials
z(q,m), q ∈ Q1, m ∈M . Let R̂ be the I-adic completion of Z[Q⊕M ].
Lemma 21.6. Given k > 0, there are at most finitely many pairs (m,n) ∈M ×N
satisfying the following:
(1) m ∈ n⊥ \ 0;
(2) n is primitive;
(3) N(Vx,v,v+m, α) 6= 0 for some x ∈ n⊥ generic, v ∈M \ n⊥ and α ∈ Q \Qk.
Moreover, there exists A ∈ N, such that for any N(Vx,v,v+m, α) 6= 0 as above,
x ∈WallA and n⊥ is the span of a polyhedral cell in WallA.
Proof. We consider the twigs attached to the tropical curves associated to the
analytic curves contributing toN(Vx,v,v+m, α). SinceQ\Qk is finite, by Lemma 10.10
and Proposition 5.16, the degrees of such twigs are bounded by some A ∈ N. So by
Remark 5.6, there are only finitely many combinatorial types for such twigs. This
bounds m. Furthermore, by Construction 5.9, WallA contains only finitely many
cells, and the image of any twig of degree bounded by A is contained in WallA. In
particular, N(Vx,v,v+m, α) 6= 0 implies that x ∈WallA. Since x ∈ n⊥ is generic, we
deduce that n⊥ is the span of a polyhedral cell in WallA. This also bounds n. 
Lemma 21.7. Given k > 0, there are at most finitely many n ∈ N \ 0 primitive
such that Ψx,n(zv) 6= zv modulo Ik for some generic x ∈ n⊥ and v ∈M \n⊥. Given
k > 0, n ∈ N \ 0, x ∈ n⊥ ⊂ MR generic, and v ∈ M with 〈n, v〉 > 0, there are at
most finitely many w with N(Vx,v,w, α) 6= 0 for some α ∈ Q \Qk. Hence the formal
sum Ψx,n(zv) in (21.5) lies in R̂.
Proof. It follows directly from Lemma 21.6. 
Definition 21.8. Given n ∈ N \0, x ∈ n⊥ ⊂MR generic, and v ∈M with 〈n, v〉 ≥
0. If 〈n, v〉 > 0, let Ψx,n(zv) be as in (21.5). If 〈n, v〉 = 0, let Ψx,n(zv) = zv. And
we further extend to Ψx,n : Z[NE(Y )⊕M〈n,·〉≥0]→ R̂ by linearity over Z[NE(Y )].
Theorem 21.9. The map Ψx,n is a ring homomorphism.
Proof. We pick m1,m2 ∈M〈n,·〉≥0 and show Ψx,n(zm1+m2) = Ψx,n(zm1) ·Ψx,n(zm2).
It is obvious when both are in n⊥, so we may assume 〈n,m1〉 > 0 and 〈n,m2〉 ≥ 0.
It is enough to fix k and prove the equality modulo Ik. Let A be as in Lemma 21.6.
Now we fix e ∈ M and prove the equality of the ze coefficients (as elements of
Z[NE(Y )]).
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Let Γ0 be a metric tree with three 1-valent vertices v1, v2, v3, one 3-valent vertex
z, and all edges having a same length . Let w be the midpoint of [z, v3], and glue
[0, v4 := +∞] to Γ0, along 0 and w. We denote the resulting metric tree by Γ.
Let P = (m1,m2,−e, 0), J = {1, 2, 3, 4}, I = {4}, F = B = {1, 2, 3}. Let
γ : [−δ, δ] → MR be a linear segment such that Im γ ∩WallA = ∅, γ(0) + 2e = x
and 〈n, γ(t) + 2e〉 · t < 0 for t 6= 0.
Let SP(MR,PF )Γ ⊂ SP(MR,PF ) be the subset of spines with domain Γ. Let
ev : SP(MR,PF )Γ →MR be evaluation at v4. By Remark 5.11, if [Γ, (v1, . . . , v4), h] ∈
SP(MR,PF )Γ with h(v4) ∈ Im γ, then h is constant on the leg incident to v4; in
particular h(v4) = h(w). If x ∈WallA, let σ be the open cell of WallA containing x;
otherwise let σ := ∅. Shrinking  and δ, we may assume the image of any spine in
ev−1(Im γ) does not meet WallA \σ. For t ∈ [−δ, δ], let SPγ(t) := ev−1(γ(t)). Apply
Proposition 12.10 to {Γ} × Im γ ⊂ NTFJ ×MR, we obtain:
Claim 21.10. ∑
S∈SPγ(t)
N(S, α)
is independent of t.
Note the following combinatorial observation:
Claim 21.11 (see Figure 4). For t ∈ [−δ, 0], SPγ(t) is a singleton, which we denote
by S. For t ∈ (0, δ], SPγ(t) is in bijection with decompositions of b := e− (m1 +m2)
into b1 + b2 with b1, b2 ∈ n⊥ ⊂M ; in this case, we denote the elements of SPγ(t) by
Sb1,b2 via the bijection.
σ σ
v1
v2
v3
v1
v2 v3
Figure 4. Left is an example of S; right is an example of Sb1,b2 .
For any t ∈ [−δ, 0), by cutting S at a point in [z, v3] ⊂ Γ very close to z,
using the gluing formula (Theorem 13.4), Lemma 10.4 and deformation invariance
(Theorem 12.9), we see that N(S, α) gives the coefficient of zαze in Ψx,n(zm1+m2).
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For any t ∈ (0, δ], we cut Sb1,b2 at two points: one point in [v1, z] ⊂ Γ very close
to z, another point in [v2, z] ⊂ Γ very close to z. Applying the gluing formula,
Lemma 10.4 and deformation invariance again, we see that∑
b1+b2=b
N(Sb1,b2 , α)
is exactly the coefficient of zαze in Ψx,n(zm1)Ψx,n(zm2). So we conclude the proof
by Claim 21.10. 
Now we will use Theorem 21.9 to further extend the domain of the wall-crossing
transformation Ψx,n.
Lemma 21.12. Given n ∈ N primitive, x ∈ n⊥ ⊂ MR generic, and v ∈ M with
〈n, v〉 = 1. Write
Ψx,n(zv) = zvfx,n,v
with fx,n,v ∈ R̂. The function fx,n,v does not depend on v. Moreover, fx,n,v =
fx,−n,−v. So we can denote fx := fx,n,v for any choice of n ∈ N primitive with
x ∈ n⊥ and any v ∈ M with 〈n, v〉 = 1, which we will refer to as wall-crossing
function. For any k > 0, there are at most finitely many primitive n ∈ N such that
fx 6= 1 modulo Ik for some generic x ∈ n⊥.
Proof. Say we have v1, v2 with 〈n, v1〉 = 〈n, v2〉 = 1. Then m := v1 − v2 ∈ n⊥. By
Theorem 21.9, we have Ψx,n(zv1) = Ψx,n(zv2+m) = zmΨx,n(zv2). Hence
zv1fx,n,v1 = Ψx,n(zv1) = zmΨx,n(zv2) = zmzv2fx,n,v2 = zv1fx,n,v2 ,
which gives fx,n,v1 = fx,n,v2 .
Next we compare fx,n,v with fx,−n,−v. Take α ∈ NE(Y ) andm ∈ n⊥, and consider
the coefficient of zαzm. The coefficient in question for fx,n,v is N(Vx,v,v+m, α), which
by fx,n,v−m = fx,n,v is also N(Vx,v−m,v, α). Note N(Vx,v−m,v, α) = N(Vx,−v,−v+m, α),
where the latter is defined as in Definition 21.2 by replacing n with −n, which is
exactly the zαzm coefficient of fx,−n,−v. This shows the equality fx,n,v = fx,−n,−v.
The last assertion follows from Lemma 21.7. 
Proposition 21.13. For any v ∈M with 〈n, v〉 ≥ 0, we have
(21.14) Ψx,n(zv) = zv · f 〈n,v〉x .
Consequently, the counts N(Vx,v,w) in Definition 21.2 depends only on 〈n, v〉 and
w − v.
Proof. The case 〈n, v〉 = 0 follows directly from Definition 21.8. Now assume
〈n, v〉 6= 0. Write v = 〈n, v〉 v0 +m with 〈n, v0〉 = 1 and m ∈ n⊥. We conclude by
Theorem 21.9 and Lemma 21.12. 
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Definition 21.15. By Proposition 21.13, we can extend the map Ψx,n of Defini-
tion 21.8 to an automorphism of the fraction field Frac(R̂).
Remark 21.16. This may not give an automorphism of R̂ because fx need not be
invertible in R̂. It will become invertible when we set all the curve classes to 0 in
Section 21.3.
Proposition 21.17. For any k > 0, there is a finite set of pairs Dk = {(d, fd)},
where d is a closed codimension-one rational convex cone in MR, and fd ∈ Z[Q⊕
M ]/Ik, such that the union of all d is the closure of the set of x (generic in some
n⊥) with fx 6= 1 modulo Ik, and that for any x ∈ d generic, we have fd = fx modulo
Ik.
Proof. Choose A as in Lemma 21.6 and let {d} be the union of (d− 1)-dimensional
closed polyhedral cells of WallA. It follows from Lemma 21.6 that the union of all
such d contains the closure of the set of generic x with fx 6= 1 modulo Ik. Moreover,
note that for any generic x ∈ d, the spine V x,v,w of Definition 21.2 is transverse with
respect to WallA for  sufficiently small. Then it follows from Theorem 12.9 that
any two generic points in a given d have the same fx, so we conclude the proof. 
Definition 21.18. We denote
D :=
{
(x, fx)
∣∣∣ x ∈ n⊥ ⊂MR generic for some n ∈ N \ 0 } ,
and call it the scattering diagram associated to U ⊂ Y with respect to TM . In view
of Proposition 21.17, we call Dk a k-th order approximation of D.
21.2. Consistency. Here we show that our scattering diagram D is theta function
consistent, see Proposition 21.21.
Definition 21.19. Given x ∈ MR generic and m ∈ M , let SPx,m,e be the set of
spines in MR with domain [−∞, 0] such that −∞ maps to ∂MR with derivative
−m and 0 maps to x with derivative −e. we define the local theta function θx,m to
be the formal sum
θx,m :=
∑
e∈M, S∈SPx,m,e
α∈NE(Y )
N(S, α)zαze.
Proposition 21.20. We have θx,m ∈ R̂.
Proof. It suffices to prove that for any k > 0, there are only finitely many e ∈M
such that N(S, α) 6= 0 for some S ∈ SPx,m,e and α ∈ Q \Qk. Since Q \Qk is finite,
by Lemma 10.10 and Proposition 5.16, there exists A ∈ N such that for any stable
map f contributing to some N(S, α) with α ∈ Q\Qk, we have degtwig Trop(f) ≤ A.
By Remark 5.6, there are only finitely many combinatorial types of twigs with
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degree bounded by A. Therefore, since m is fixed, there are only finitely many
combinatorial types of Trop(f), where f is any stable map contributing to N(S, α)
for some e ∈ M , S ∈ SPx,m,e and α ∈ Q \ Qk. Consequently, there are only
finitely many e ∈M and S ∈ SPx,m,e such that N(S, α) 6= 0 for some α ∈ Q \Qk,
completing the proof. 
Proposition 21.21. The scattering diagram D is theta function consistent in the
following sense: Given any k > 0 and (d, fd) ∈ Dk, choose n ∈ N with d ⊂ n⊥,
and let a, b ∈MR be two general points near a general point x ∈ d with 〈n, a〉 > 0,
〈n, b〉 < 0. Write θa,m = θa,m,+ + θa,m,0 + θa,m,− and θb,m = θb,m,+ + θb,m,0 + θb,m,−,
where we gather monomials ze according to the sign of the pairing 〈n, e〉, e.g.,
θa,m,+ :=
∑
e∈M, 〈n,e〉>0
S∈SPa,m,e, α∈NE(Y )
N(S, α)zαze.
The following hold modulo Ik:
Ψx,n(θa,m,+) = θb,m,+,(21.22)
Ψx,−n(θb,m,−) = θa,m,−,(21.23)
Ψx,n(θa,m,0) = θb,m,0,(21.24)
Ψx,−n(θb,m,0) = θa,m,0.(21.25)
Proof. For (21.22), we have
Ψx,n(θa,m,+) = Ψx,n
 ∑
e∈M, 〈n,e〉>0
S∈SPa,m,e, α∈NE(Y )
N(S, α)zαze

=
∑
e∈M, 〈n,e〉>0
S∈SPa,m,e, α∈NE(Y )
N(S, α)zα
∑
w∈M, 〈n,w〉>0
β∈NE(Y )
N(Vx,e,w, β)zβzw
=
∑
w∈M, 〈n,w〉>0
S′∈SPb,m,w, γ∈NE(Y )
N(S ′, γ)zγzw
= θb,m,+,
where the third equality above follows from Theorem 13.4 and Theorem 12.9 by
gluing S and V x,e,w at a after a small deformation of the latter for alignment.
Equation (21.23) follows from (21.22) by replacing n with −n.
Equations (21.24) and (21.25) follow from Proposition 12.10. 
21.3. Setting the curve classes to 0. Our construction of the wall-crossing
transformations and the scattering diagram depends on the compactification U ⊂ Y
via the usage of curve classes in NE(Y ). We can remove this dependence by
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setting all the curve classes to 0. But for the adic convergence of wall-crossing
transformations, we need to impose a condition on the bend of infinitesimal analytic
cylinders.
Let P ⊂M be a strictly convex toric monoid, P1 := P \0, J ⊂ Z[P ] the monomial
ideal associated to P1, and Pk ⊂ P1 the subset of elements which are sums of k
elements of P1. Let L̂0 be the J-adic completion of Z[P ] and L̂ := L̂0 ⊗Z[P ] Z[M ].
Let R̂ be as in Section 21.1, and R̂P ⊂ R̂ the closure of Z[Q⊕ P ] inside R̂.
From now on until the end of this section, we assume the following:
Assumption 21.26. For any N(Vx,v,w, α) 6= 0, the bend w − v ∈ P .
Remark 21.27. Assumption 21.26 implies that the wall-crossing function fx (as in
Lemma 21.12) lies in the subring R̂P ⊂ R̂.
Lemma 21.28. Given v ∈ M and k > 0, there are at most finitely many α ∈
NE(Y ) such that N(Vx,v,w, α) 6= 0 for some x,w with w − v ∈ P \ Pk.
Proof. Let A be the sum of norm (see Definition 5.4) of every vector in P \ Pk.
Let f be a stable map contributing to N(Vx,v,w, α) 6= 0. Then w − v is the sum of
monomials of all twigs of Trop(f). So by the balancing condition, if w− v ∈ P \Pk,
we have degtwig Trop(f) ≤ A; moreover, as there are only finitely many possibilities
for w − v and v is fixed, there are only finitely many possibilities for w. Hence we
conclude from Lemma 5.21(2). 
Lemma 21.29. For any k > 0, the image of the wall-crossing function fx in
R̂P/(Jk) is a polynomial, i.e. it lies in the image of the inclusion Z[Q ⊕ P ] ↪→
R̂P/(Jk).
Proof. This follows from Lemma 21.28. 
Lemma 21.30. Fix x ∈MR generic and m ∈M , let
θx,m =
∑
e∈M, S∈SPx,m,e
α∈NE(Y )
N(S, α)zαze.
be the local theta function as in Definition 21.19. For any k > 0, there are at most
finitely many α ∈ NE(Y ) such that N(S, α) 6= 0 for some e ∈M with e−m ∈ P \Pk
and S ∈ SPx,m,e. Consequently, the local theta function θx,m, viewed as element of
zm(R̂P/(Jk)), lies in the image of the inclusion zm(Z[Q⊕ P ]) ↪→ zm(R̂P/(Jk)).
Proof. The proof parallels that of Lemma 21.28. 
Definition 21.31. Fix k > 0. For any x generic in some hyperplane n⊥, let
fx,k ∈ Z[P ]/Jk be the image of fx under the map induced by the projection
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Q⊕ P → P , i.e. setting zα = 1 for all α ∈ Q. This is well-defined by Lemma 21.29.
Now there is a unique fx ∈ L̂0 ⊂ L̂ such that fx = fx,k modulo Jk for all k.
Similarly, for the local theta function θx,m, by Lemma 21.30, we define θx,m,k ∈
zm(Z[P ]/Jk) and θx,m ∈ zm(L̂0) ⊂ L̂.
We denote
DU :=
{
(x, fx)
∣∣∣ x ∈ n⊥ ⊂MR generic for some n ∈ N \ 0 } ,
and call it the scattering diagram associated to U with respect to TM .
For every (d, fd) ∈ Dk in Proposition 21.17, we have fd ∈ Z[Q ⊕ P ]/(Jk) by
Lemma 21.29, and we define f d ∈ Z[P ]/Jk by projection. We denote DU,k :=
{ (d, f d) | (d, fd) ∈ Dk }, and call it a k-th order approximation of DU .
Proposition 21.32. The function fx ∈ L̂0 is invertible in L̂, in other words,
fx = 1 modulo J . Consequently, replacing fx with fx in the formula (21.14), we
obtain an automorphism Ψx,n of L̂.
Proof. Let g be any stable map contributing to fx modulo J , in other words, g
contributes to some N(Vx,v,v, α) 6= 0. By Assumption 21.26, Trop(g) does not have
any twigs. It follows that g has image in W an ⊂ Y an, W as in Lemma 2.5. Hence
by Lemma 10.4, there is a unique α such that N(Vx,v,v, α) 6= 0, and for this α
we have N(Vx,v,v, α) = 1. Therefore, we have fx = 1 modulo J , completing the
proof. 
Lemma 21.33. For any x ∈ MR generic and m ∈ M , we have θx,m = zm(1 + η)
for some η ∈ J .
Proof. This follows from Assumption 21.26 just as in the proof of Proposition 21.32.

Proposition 21.34. The scattering diagram DU is theta function consistent in
the following sense: Given any k > 0 and (d, fd) ∈ Dk, choose n ∈ N with d ⊂ n⊥,
and let a, b ∈MR be two general points near a general point x ∈ d with 〈n, a〉 > 0,
〈n, b〉 < 0. We have the following equalities in zm(Z[P ]/Jk)
Ψx,n(θa,m) = θb,m,
Ψx,−n(θb,m) = θa,m.
Proof. This follows from Proposition 21.21 and Lemmas 21.29 and 21.30, via the
quotient induced by the projection Q⊕ P → P . 
Proposition 21.35. The scattering diagram DU is consistent in sense of Kontsevich-
Soibelman, i.e. for any general loop l : [0, 1]→MR with l(0) = l(1), the composition
Ψ of wall-crossing automorphisms Ψx,n along l is the identity on L̂.
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Proof. Denote y := l(0) = l(1). By Proposition 21.34, we have Ψ(θy,m) = θy,m for
all m ∈M . By Lemma 21.33, the subring of L̂ generated by all θy,m is J-adically
dense. So Ψ is identity on L̂. 
22. Cluster case: comparison with Gross-Hacking-Keel-Kontsevich
In this section, we compare our mirror algebra with the canonical algebra of
Gross-Hacking-Keel-Kontsevich [15] in the case of cluster varieties, for both the
A-cluster case (Theorem 22.28) and the X-cluster case (Corollary 22.29). We refer
to the final remarks in Section 1.4 for implications of the comparison.
Notation 22.1. Let M be a lattice and 〈,〉 an integer valued non-degenerate
skew-symmetric form on M . Fix S ⊂M \ 0 a finite set of elements such that for
every e ∈ S, 〈e, ·〉 ∈M∗ is primitive (in particular, nonzero); moreover, we assume
the submonoid P ⊂M generated by S is strictly convex.
Let Σ be the (incomplete) fan in MR consisting of rays R≥0e for all e ∈ S.
Let TV(Σ) be the associated toric variety. For every e ∈ S, let De ⊂ TV(Σ)
be the corresponding toric boundary divisor. Fix λe ∈ k∗ for each e ∈ S. Note
that 〈e, ·〉 vanishes on e, so gives an element in the dual of M/(Ze), hence the
equation z〈e,·〉 + λe = 0 gives a subvariety Ze ⊂ De (note De is isomorphic to
the algebraic torus TM/(Ze) and Ze is a coset for the codimension-one subtorus
ker z〈e,·〉 : De → Gm). Let U ′ → TV(Σ) be the blowup along the (disjoint) union of
all Ze, e ∈ S. Let ∂U ′ be the strict transform of the toric boundary, U ′ ⊂ U ′ the
complement of ∂U ′, and U := Spec(H0(U ′,OU ′)).
Assumption 22.2. We assume the following:
(1) H0(U ′,OU ′) is finitely generated;
(2) The natural map U ′ → U is an isomorphism outside of closed subsets (of
domain and range) of codimension at least two;
(3) The induced map TM → U is an open immersion.
(4) U is smooth.
Note that (1), (2) and (4) imply that U is log Calabi-Yau.
Remark 22.3. In our application later in Section 22.2, U will be the spectrum of an
upper A-cluster algebra, 〈,〉 will be assumed unimodular, S ′ will be a seed (i.e. a
basis of M), S ⊂ S ′ will be the set of unfrozen basis elements, and U ′ will be a
toric model determined by the seed, as in [14, 3.4].
22.1. C-twigs and C-walls. Here we introduce a more restrictive notion of twigs
and walls than in Section 5, that is better adapted to the case of cluster varieties.
We will call them C-twigs and C-walls, where “C” is short for “cluster”.
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Construction 22.4. Following Notation 22.1, we construct a partial compactifica-
tionMSR ofMR as follows: We add more cells to the fan Σ to make it into a complete
fan Σ′. Let Σ′ denote the compactified fan associated to Σ′ (as in Notation 2.4).
For every e ∈ S, let σe ⊂ Σ′ denote the open cell of ∂Σ′ perpendicular to R≥0e.
Note σe is isomorphic to (M/(Ze))R. Define
MSR := MR ∪
⋃
e∈S
σe, ∂M
S
R := MSR \MR.
Note they are independent of the choice of Σ′.
For every e ∈ S, let ηe ⊂ σe be the limit of the hyperplane e⊥ ⊂ MR in σe.
We have a canonical retraction ρt : TV(Σ)an → MSR , which induces a retraction
ρ : U ′an →MSR . For every e ∈ S, we have ρt(De) = σe and ρt(Ze) = ηe.
Definition 22.5. A C-twig consists of a nodal metric tree Γ, a set of 1-valent
vertices (r, u1, . . . , um), and a Z-affine map h : Γ → MSR (see Definition 5.1(2))
satisfying the following conditions:
(1) The vertex r is a 1-valent finite vertex called root; the vertices u1, . . . , um
are different 1-valent infinite vertices. These are the only 1-valent vertices
of Γ.
(2) We have h−1(∂MSR ) = {u1, . . . , um}.
(3) For j = 1, . . . ,m, let lj denote the leg incident to uj ; then lj \ uj maps into
a hyperplane e⊥ ⊂MR for some e ∈ S, with outward weight vector ke for
some positive integer k.
(4) (Balancing condition) The Z-affine map h is balanced at every vertex of Γ
of valency greater than 1.
For every edge e of Γ, let e˜ denote e minus its possible infinite endpoint. Let er be
the edge of Γ incident to the root r. We call the weight vector w(r,er) the monomial
of the C-twig, and −w(r,er) the direction of the C-twig.
Lemma 22.6. Let [Γ, (r, u1, . . . , um), h] be a C-twig in MR. For every edge e of
Γ, let we denote the weight vector of e at the endpoint closer to the root. We have
we ∈ P \ 0 and h(e˜) ⊂ w⊥e . In particular, h is an immersion and Γ is irreducible.
Proof. It follows from Definition 22.5(3) that the claim holds for all the legs of
Γ. Hence by induction (from the legs towards the root), it suffices to prove the
following: for any finite vertex v of Γ, let e1, . . . , el, f denote the edges incident to
v where f is the edge closer to r; if the statement holds for all e1, . . . , el, then it
also holds for f . So let us suppose wei ∈ P \ 0 and h(e˜i) ⊂ w⊥ei for all i. Since v is
the intersection of all e˜i, we get h(v) ∈ w⊥ei for all i. By the balancing condition,
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we have wf =
∑
wei . We obtain wf ∈ P \ 0 and h(v) ∈ w⊥f . We deduce that
h(f) ⊂ h(v)− R≥0 · wf ⊂ w⊥f ,
completing the proof. 
Lemma 22.7. Let [Γ, (r, u1, . . . , um), h] be a C-twig in MR. For every edge e of
Γ, we say that f(e˜) ⊂ MR is generic if it is contained in at most one rational
hyperplane passing through 0. Let er be the edge incident to r. If h(er) is generic,
then h(e) is generic for every edge e of Γ. In particular, this holds when h(r) is
generic (in the same sense as above).
Proof. This follows from the following more general lemma. 
Lemma 22.8. Let [Γ, (r, t), h] be a pointed tree in MR where Γ consists of only
three vertices r, s, t, an edge e connecting r, s, and another edge f connecting s, t.
Let we be the weight vector of e at r, and wf the weight vector of f at s. Assume
h(e) ⊂ w⊥e , h(f) ⊂ w⊥f , and h(e) ⊂ MR is generic (in the same sense as in
Lemma 22.7). Then h(f) ⊂MR is also generic.
Proof. Suppose to the contrary that h(f) is not generic. Then there is a ∈M such
that h(f) ⊂ (wf , a)⊥ with rank(wf , a) = 2. Since wf is the direction of h(f), we
note that (wf , a) is isotropic with respect to the skew-symmetric form.
Observe that
(22.9) h(e) ⊂ h(s) + Rwe ⊂ h(e) ∩ h(f) + Rwe ⊂ (we, wf , a)⊥ + Rwe.
Since h(e) is generic, (we, wf , a) has rank at most 2. As (wf , a) has rank 2, we
deduce that (we, wf , a) has rank 2, and we is a linear combination of wf and a.
As (wf , a) is isotropic, we obtain we ∈ (we, wf , a)⊥. Then (22.9) implies that
h(e) ⊂ (we, wf , a)⊥, contradicting the genericity assumption on h(e). 
Definition 22.10. A C-wall in MR is a pair (d, n) where n ∈ P \ 0 and d ⊂ n⊥ is
a closed convex rational polyhedral cone. We call a C-wall (d, n) incoming if n ∈ d;
otherwise we call it outgoing. We call n the monomial of the C-wall, and −n the
direction of the C-wall.
Remark 22.11. The notation of C-wall is more restrictive than the walls we con-
sidered in Construction 5.9; in particular, the support of a C-wall determines its
monomial up to an integer multiple. This more restrictive notation is well-adapted
to the cluster case by Lemmas 22.15 and 22.16. It helps us identify the incoming
walls in Lemma 22.25, and control the monomials in the scattering functions in
Lemma 22.19.
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Definition 22.12. For any n ∈ P , we define its degree d(n) to be the largest
integer k such that n = n1 + · · ·+ nk with every ni ∈ P \ 0.
Construction 22.13. For any positive integer d, we define in the following a
collection Wd of C-walls whose monomial has degree at most d. For each e ∈ S, let
Pe ⊂ P denote the submonoid generated by e. Let W 0d be the collection of C-walls
of form (e⊥, n) with n ∈ Pe \ 0 and d(n) ≤ d. We call these the initial C-walls of
Wd. Having defined W 0d ⊂ W 1d · · · ⊂ W td, we define W t+1d as follows:
Let (d1, n1), (d2, n2) ∈ W td and assume either:
(1) 〈n1, n2〉 6= 0, or
(2) n1 and n2 are parallel (or equivalently, n⊥1 = n⊥2 ).
In both cases we define
d1 + d2 := d1 ∩ d2 − R≥0(n1 + n2),
(d1, n1) + (d2, n2) := (d1 + d2, n1 + n2).
It is easy to check that (d1, n1) + (d2, n2) is a C-wall. Let W t+1d be obtained by
adding to W td all such sums whose monomials have degree at most d. It follows
from the definition of degree that W td becomes constant for sufficiently large t. We
let Wd be this constant set (which is thus the union of W td over all t ∈ N).
Lemma 22.14. The incoming C-walls of Wd are exactly the initial C-walls, i.e.
those in W 0d .
Proof. Let (d1, n1) and (d2, n2) be any two C-walls inWd. Assume (d1, n1)+(d2, n2)
is incoming. In order to prove the lemma, it suffices to prove that both (d1, n1) and
(d2, n2) are incoming. Suppose first we are in case (2). Then d1 + d2 = d1 ∩ d2. So
n1 + n2 ∈ d1 + d2 if and only if ni ∈ di, i = 1, 2. Hence both C-walls are incoming.
Next suppose we are in case (1). Since (d1, n1) + (d2, n2) is incoming, we
have n1 + n2 = x − λ(n1 + n2) for some x ∈ d1 ∩ d2 and λ ∈ R≥0. Then
(1 + λ)(n1 + n2) = x ∈ (n1, n2)⊥. This implies 〈n1, n2〉 = 0, a contradiction (so in
fact sums of walls in case (1) never produce incoming walls). This completes the
proof. 
Lemma 22.15. Let [Γ, (r, u1, . . . , um), h] be a C-twig in MR whose monomial has
degree bounded by d. Let er be the edge incident to the root r. If h(er) ⊂ MR is
generic, then for every edge e of Γ, there exists a C-wall (d, n) ∈ Wd such that
h(e˜) ⊂ d, with derivative (pointing away from r) equal to n.
Proof. It follows from Definition 22.5(3) that the claim holds for all the infinite legs
of Γ. Hence by induction (from the legs towards the root), it suffices to prove the
following: for any finite vertex v of Γ, let e1, . . . , el, f denote the edges incident to v
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where f is the edge closer to r; if the statement holds for all e1, . . . , el, then it also
holds for f . So let us assume that for j = 1, . . . , l, there exists a wall (dj, nj) ∈ Wd
such that h(e˜j) ⊂ dj, with derivative (pointing away from r) equal to nj. Now it
suffices to show that the sum
(d, n) := (d1, n1) + · · ·+ (dl, nl)
makes sense; in other words, if we add successively from left to right, at each step,
we are in the two allowed cases of Construction 22.13. Then it will follow from the
balancing condition that h(f) ⊂ d, with derivative (point away from r) equal to n.
For j = 1, . . . , l − 1, let sj := n1 + · · · + nj. It remains to check that either
〈sj, nj+1〉 6= 0, or s⊥j = n⊥j+1. By Lemma 22.6, we have h(e˜i) ⊂ n⊥i for all i, hence
h(v) ∈ n⊥i for all i. Suppose 〈sj, nj+1〉 = 0, then we obtain h(e˜j+1) ⊂ (sj, nj+1)⊥.
As h(f) ⊂ MR is generic, by Lemma 22.8, h(e˜j+1) is also generic, so s⊥j = n⊥j+1,
completing the proof. 
Lemma 22.16. Choose any snc compactification U ⊂ Y satisfying Assumption 2.3
with respect to TM ⊂ U . Let [C, (pj)j∈J , f : C → Y an] be a skeletal curve in
M(Uan,P, β). Then the twigs of Trop(f) are C-twigs. (By Lemma 9.22(1), f
belongs toMsm(Uan,P, β), so Trop(f) is well-defined by Proposition 5.16.)
Proof. We follow Notation 22.1. Let Z ⊂ Y be the locus where Y 99K U ′ fails to
be an isomorphism. Since U 99K U ′ is an isomorphism outside codimension two,
after replacing Y by a toric blowup and adding to Σ extra rays (without changing
S), we can assume that Z ∩ (U ∪Dess) has codimension at least two. We have a
commutative diagram
(Y \ Z)an MR
U ′ MSR ,
τ
ρ
where the upper arrow is defined as in Notation 2.6, and the lower arrow as in
Construction 22.4.
By Lemma 9.22(1), the image f(C) ⊂ Y an is disjoint from Zan, thus we obtain a
map g : C → U ′. The commutative diagram above identifies Trop(f) with Trop(g).
Let [Γ, (r, u1, . . . , um), h] be a twig of Trop(g). The fact that it is also a twig of
Trop(f) implies all the conditions in Definition 22.5 except Condition (3). So it
remains to verity Condition (3). Let b : U ′ → TV(Σ) denote the blowup map. For
each j = 1, . . . ,m, we have g(uj) /∈ ∂U ′, and (b ◦ g)(uj) ∈ TV(Σ) lies in the toric
boundary. Therefore, there exists e ∈ S such that (b ◦ g)(uj) ∈ Ze ⊂ De. Recall
from Construction 22.4 that ρt(Ze) = ηe, where ηe is the limit of the hyperplane
e⊥ ⊂MR in σe. So we have h(uj) = (ρ ◦ g)(uj) = (ρt ◦ b ◦ g)(uj) ∈ ηe ⊂MSR . Then
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the leg lj \ uj must map into the hyperplane e⊥ ⊂ MR with nonzero derivative
parallel to e, completing the proof. 
Lemma 22.17. For any n ∈ N \ 0, x ∈ n⊥ generic, v, w ∈M , if N(Vx,v,w, α) 6= 0,
then we have
(1) w − v ∈ P \ 0,
(2) w − v is parallel (up to sign) to n.
Proof. Let f be a stable map contributing to N(Vx,v,w, α). Then w − v is equal
to the sum of monomials of all twigs of Trop(f). By Lemma 22.16, every twig of
Trop(f) is a C-twig. So it follows from Lemma 22.6 that w − v ∈ P \ 0. Moreover,
it follows from Lemma 22.15 that the monomial of every twig of Trop(f) is parallel
(up to sign) to n. Hence w − v is parallel (up to sign) to n. 
Construction 22.18. By Lemma 22.17(1), Assumption 21.26 is satisfied. So
Section 21.3 applies here, in other words, we can set curve classes to 0 and obtain
a consistent scattering diagram DU as well as its finite-order approximations DU,k
as in Definition 21.31.
Lemma 22.19. For any (x, fx) ∈ DU with x ∈ n⊥ and fx 6= 1, there exists
n0 ∈ P \ 0, such that x ∈ n⊥0 , and fx has the form 1 +
∑∞
k=1 ckz
kn0 ∈ L̂0 ⊂ L̂.
Proof. This follows from Proposition 21.32 and Lemma 22.17. 
22.2. Comparison theorem. In this subsection, we compare the scattering di-
agram DU of Construction 22.18 with the one in [15], and then we deduce the
comparison theorem of the mirror algebras.
Notation 22.20. Let M be a lattice together with an integer valued skew-
symmetric form 〈,〉. Let S ′ be a basis of N called seed, and S ⊂ S ′ a subset.
This constitutes a seed for a skew-symmetric cluster algebra of geometric type.
The subset S corresponds to the unfrozen variables, while S ′ \ S corresponds to
the frozen variables. Let A be the associated Fock-Goncharov A-cluster variety
(see [10]). Let Aup := Γ(A,OA), the upper cluster algebra. Let P ⊂M denote the
strictly convex submonoid generated by S.
Assumption 22.21. We assume the following
(1) The skew-symmetric form 〈,〉 is unimodular.
(2) The upper cluster algebra Aup is finitely generated.
(3) Spec(Aup) is smooth.
Although (1) does not hold in general, it does hold in the principle coefficient case.
We will deduce our results for more general cluster algebras from the principle
coefficient case. We assume (1) for the following reasons:
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(1) Unimodular implies non-degeneracy, which guarantees that the all mutation
equivalent seeds are coprime (see [5, Definition 1.4, Proposition 1.8]).
(2) We need non-degeneracy in order to apply Section 22.1.
(3) Unimodular allows us to identify M with its dual N := M∗, so as to have
compatible notations with [15, §1].
We construct U ′ ⊂ U ′ and U as in Notation 22.1 where we set λe = 1 for all
e ∈ S.
Lemma 22.22. The canonical map A → Spec(Aup) is an open immersion. The
varieties A, Spec(Aup) and U ′ are isomorphic outside codimension two. So they
have the same algebras of global functions; in particular, we have U ' Spec(Aup).
Thus Assumption 22.21 implies Assumption 22.2.
Proof. The canonical map A → Spec(Aup) is an open immersion by [14, Theorem
3.14]. As the two varieties have the same algebras of global functions by construction,
the complement ofA ⊂ Spec(Γ(A,OA)) is of codimension at least two. The varieties
A and U ′ are isomorphic outside codimension two by [14, Theorem 3.9(2)]. 
Remark 22.23. Thanks to Lemma 22.22, readers unfamiliar with cluster algebras
can take Γ(U ′,OU ′) as definition of the upper cluster algebra. Note that U ′ has
the simple blowup description, while A requires gluing of infinitely many tori via
cluster mutations.
Remark 22.24. As we will be comparing with [15], let us make a few remarks
concerning the terminology of scattering diagram.
(1) For every k > 0, we have a canonical set-theoretic inclusion ιk : Z[P ]/Jk ↪→
Z[P ] via the basis of monomials. Under this inclusion, our finite-order
scattering diagramDU,k is a scattering diagram in the sense of [15, Definition
1.6, Remark 1.5]. On the other hand, our scattering diagram DU does not
fit [15, Definition 1.6]. This is not problematic because it suffices to work
at finite orders. Although it is possible to introduce an additional infinite
polyhedral structure to make our DU fit [15, Definition 1.6], it is artificial
to do so.
(2) The notion of wall in a scattering diagram of [15] includes the attached
scattering function, which differs from our notions of wall (Definition 5.7)
and C-wall (Definition 22.10). Given a wall (d, gd) in a scattering diagram,
assume d ⊂ n⊥ with n ∈ P \0, and fd = 1+∑∞k=1 ckzkn ∈ L̂0 ⊂ L̂; we obtain
a C-wall (d, n). Note that (d, gd) is incoming in the sense of [15, Definition
1.11] if and only if (d, n) is incoming in the sense of Definition 22.10.
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Let Dinit be the initial scattering diagram that consists of walls (e⊥, 1 + ze) for
all e ∈ S. Let DGHKK ⊃ Dinit be the consistent scattering diagram produced by
the Kontsevich-Soibelman algorithm from Dinit as in [15, Thereom 1.12].
Lemma 22.25. For every k > 0, the incoming walls in DU,k are exactly the walls
in Dinit.
Proof. Let (d, fd) be an incoming wall in DU,k. By Lemma 22.14, there exists a
unique e ∈ S such that d ⊂ e⊥. Now it suffices to prove that for any x ∈ e⊥ generic,
we have fx = 1 + ze, where (x, fx) ∈ DU as in Construction 22.18. So we compute
N(Vx,v,w, α) as in Definition 21.2. Let [C, (p1, p2, p3), f : C → Y an] be a stable map
contributing to N(Vx,v,w, α), with f(p1), f(p2) ∈ Dan and f(p3) ∈ Uan.
Claim 22.26. The image of any twig T of Trop(f) in MR is contained in x+R≥0e.
By Lemma 22.16, T is a C-twig. Hence by Lemma 22.15, the monomial of T
is a multiple of e. Recall that S is a partial basis of M . Then by Definition 22.5
Conditions (3) and (4), the derivative of every edge of T must be a multiple of e.
So the claim holds.
Let Σe be the (incomplete) fan in MR consisting of the single ray R≥0e ⊂ MR,
and let TV(Σe) be the associated toric variety. Let De ⊂ TV(Σe) be the toric
boundary, and Ze ⊂ De the subvariety given by the z〈e,·〉 + 1 = 0. Let U e be the
blowup of TV(Σe) along Ze, ∂U e the strict transform of the toric boundary, and
Ue ⊂ U e the complement of ∂U e. Let U ′ be as in Notation 22.1. Then Ue ⊂ U ′ is
exactly the complement of all exceptional divisors except the one corresponding to
e.
Let d be the rank of the latticeM . WriteM ' Z×Z×Zd−2 such that e = (1, 0, 0)
and that the projection of v to the factor Zd−2 is zero. Since w − v is equal to
the sum of monomials of all twigs of Trop(f), w − v is necessarily a multiple of e.
Hence the projection of w to the factor Zd−2 is also zero.
The decomposition of M induces a decomposition
TV(Σe) ' A1 ×Gm ×Gd−2m .
Choose coordinates so that Ze ⊂ TV(Σe) is given by (0,−1)×Gd−2m . Then U e is
isomorphic to the blowup Bl(0,−1)(A1 ×Gm)×Gd−2m . Let x be a general rigid point
of Bl(0,−1)(A1 ×Gm)an, and y a general rigid point of (Gd−2m )an.
Since U and U ′ are isomorphic outside codimension two, by Lemma 9.22(1), we
can assume f(C\{p1, p2}) ⊂ (U ′)an. Now Claim 22.26 implies that f(C\{p1, p2}) ⊂
Uane . If we ask furthermore that f(p3) = (x, y) ∈ Uane , then the image f(C \{p1, p2})
will lie completely in the slice Bl(0,−1)(A1 ×Gm)an × {y} ⊂ Uane . Therefore, we can
reduce the computation of N(Vx,v,w, α) to the two-dimensional case considered in
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[39, §7]. We conclude from Theorem 7.1 and Remark 7.2 in loc. cit. that fx = 1+ze,
completing the proof. 
Theorem 22.27. The scattering diagrams DU and DGHKK are equivalent in the
sense of [15, Definition 1.8].
Proof. For every k > 0, let DGHKK,k be the k-th order approximation of DGHKK,
which is a scattering diagram for the Lie algebra g≤k as in [15, Construction
C.1]. By Lemma 22.25, the scattering diagrams DU,k and DGHKK,k have the same
incoming walls. Applying [15, Theorem 1.12] for the Lie algebra g≤k, we see that
DU,k and DGHKK,k are equivalent. Hence DU and DGHKK are equivalent. 
Theorem 22.28. Let A and U = Spec(Aup) be as in Notation 22.20. Let A∨ be
the Fock-Goncharov dual, and let can(A∨) be as in [15, Theorem 0.3]. Let AU be
our mirror algebra as in Remark 18.8. The following hold:
(1) The (combinatorially defined) structure constants of [15, Theorem 0.3(1)]
are equal to our (geometrically defined) structure constants. Hence they give
can(A∨) an algebra structure, equal to our mirror algebra AU .
(2) The mirror algebra can(A∨) ' AU , together with its theta function basis,
is independent of the cluster structure; it is canonically determined by the
variety U .
Proof. Theorem 22.27 gives the equivalence of scattering diagrams. Thus by theta
function consistency (Proposition 21.34), the coefficients of monomials attached to
broken lines in [15, §3] are exactly the counts in Definition 21.19 (after setting all
curve classes to 0). Since the structure constants can be equivalently defined using
broken lines (see [15, 6.2]), we conclude that the canonical map between can(A∨)
and AU (by identifying their bases as abelian groups) is an isomorphism of algebras.
Statement (2) follows from (1) and Proposition 14.4. 
Corollary 22.29. Let X be a Fock-Goncharov skew-symmetric X-cluster variety
(possibly with frozen variables). Assume
(1) H0(X ,OX ) is finitely generated.
(2) U := Spec(H0(X,OX )) is smooth.
(3) The canonical map X → U is an open immersion.
Let X ∨ be the Fock-Goncharov dual, and let can(X ∨) be as in [15, Theorem 0.3].
Let AU be our mirror algebra as in Remark 18.8. The following hold:
(1) The (combinatorially defined) structure constants of [15, Theorem 0.3(1)]
are equal to our (geometrically defined) structure constants. Hence they give
can(X ∨) an algebra structure, equal to our mirror algebra AU .
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(2) The mirror algebra can(X ∨) ' AU , together with its theta function basis,
is independent of the cluster structure; it is canonically determined by the
variety U .
Proof. We follow the notation of [14, §2]. We have the TN -principal bundle Aprin →
X . Note U \X has codimension at least two, so this extends canonically to a bundle
V → U . Note Aprin ⊂ V is an open immersion with complement of codimension
at least two, and V ' Spec(H0(Aprin,O)) is affine. So Theorem 22.28 applies to
Aprin. The results for X follow by taking TN invariants. 
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