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Abstract
We consider the limit points for algebraic connectivity—i.e., those real numbers r such that
r is the limit of a sequence of distinct numbers, each of which is the algebraic connectivity
of some graph. We prove that each nonnegative real number is a limit point for algebraic
connectivity, and characterize the limit points for algebraic connectivity of trees.
© 2002 Published by Elsevier Inc.
1. Introduction and preliminaries
Given a graph G on n vertices, its Laplacian matrix, L say, can be written as
L = D − A, where A is the (0,1) adjacency matrix for G and D is the diagonal matrix
of vertex degrees. It is straightforward to show that L is a symmetric, positive semi-
definite M-matrix, with the all ones vector, 1, as a null vector. It turns out that G
is connected if and only if the second smallest eigenvalue of L is positive, and that
eigenvalue is known as the algebraic connectivity of G, which we denote throughout
by α(G). An early result of Fiedler [4] asserts that for a graph G on n vertices,
α(G)  n, with equality holding if and only if G is the complete graph, Kn. There
is a large body of work on algebraic connectivity for graphs: [4,5] are fundamental
works, while [8] provides a survey and an extensive list of references.
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Following a definition in [9], we say that a real number r is a limit point for
algebraic connectivity if there is a sequence of graphs Gn such that α(Gn) converges
to r, and α(Gn) /= α(Gm) whenever n /= m. In the special case that each Gn is a tree,
we say that r is a limit point for algebraic connectivity of trees. Ming’s paper [9]
discusses some of the properties of the set of limit points for algebraic connectivity,
and finds the two largest limit points for algebraic connectivity of trees.
Motivated by that paper, we show in Section 2 that any nonnegative real number
is a limit point for algebraic connectivity, while in Section 3 we characterize the limit
points for algebraic connectivity of trees in terms of Perron values of certain positive
matrices. We rely on a technique for discussing algebraic connectivity for connected
graphs which has been developed in [3,6,7]. We now give a brief summary of that
technique.
Consider a connected graph G with Laplacian matrix L. Recall that a vertex v
of G is a cutpoint if G\v, the graph obtained by deleting v and all edges incident
with it, is disconnected. For a cutpoint v, the connected components of G\v, say
C1, . . . , Ck , are called the components of G at v, and for each Ci , the bottleneck
matrix for Ci is the inverse of the principal submatrix of L on the rows and columns
which correspond to the vertices of Ci . The bottleneck matrix for such a Ci , say Bi ,
has all positive entries (since it is the inverse of an irreducible M-matrix) and so it
has a Perron value; throughout we denote the Perron value of a square matrix M with
positive entries by ρ(M). We say that a component Cj at v is a Perron component at
v if ρ(Bj ) = max{ρ(Bi) | i = 1, . . . , k}. We note that there may be more than one
Perron component at v, and indeed that case is of particular utility in the sequel. The
following result, proven in [6], deals with that situation.
Proposition 1.1. Let G be a connected graph with a cutpoint v. Suppose that there
are two or more Perron components at v, and let B be the bottleneck matrix for one
of those Perron components. Then α(G) = 1/ρ(B).
In the case that our graph is a tree T, then the components of T at a cutpoint v
are called branches, and following [7], we use the term Perron branch at v rather
than Perron component. The bottleneck matrix B for a branch at v has a particularly
simple form: the entry bij is equal to the number of edges in T which are on both
the path from vertex i to vertex v and the path from vertex j to vertex v (see [7]). In
particular, each entry of B is at least 1, so that B dominates (entrywise) the all ones
matrix J.
There has been a good deal of work on algebraic connectivity for trees, and in
particular, Fiedler [5] provides the following useful classification: a tree T with La-
placian matrix L is said to be type I if some nontrivial eigenvector of L corresponding
to α(T ) has a zero entry, while T is type II if every nontrivial eigenvector of L corres-
ponding to α(T ) has no zero entries. This classification can also be reformulated
in terms of Perron branches, and the following result summarizes some relevant
information contained in [7].
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Proposition 1.2
(i) T is a type I tree if and only if there is a vertex v of T at which there are two
or more Perron branches. In that instance, α(T ) = 1/ρ(B), where B is the
bottleneck matrix for some Perron branch at v.
(ii) T is a type I tree if and only if there is a pair of adjacent vertices v and w in
T such that the unique Perron branch at v is the branch containing w, and the
unique Perron branch at w is the branch containing v. In that instance, letting
B1 and B2 denote the bottleneck matrices for the Perron branches at v and w,
respectively, ∃! γ ∈ (0, 1) such that
α(T ) = 1/ρ(B1 − γ J ) = 1/ρ(B2 − (1 − γ )J ).
Throughout this paper, we will use basic facts and terminology from graph
theory and from the theory of nonnegative matrices. We refer the reader to [2] for
background on the former and to [1] for background on the latter.
2. Algebraic connectivity is dense in [0,∞)
We begin with a discussion of limit points for algebraic connectivity in [0, 1].
Theorem 2.1. For each r ∈ [0, 1], there is a sequence of graphs Gn, each with a
cutpoint, such that α(Gn) /= α(Gm) for n /= m, and where α(Gn) converges mono-
tonically to r.
Proof. First we consider the case that r > 0, and we write r as r = 1/(1 + x). Select
a sequence of rational numbers pn/qn such that (i) the sequence pn/qn is strictly
decreasing with limit x, and (ii) the sequence qn diverges to ∞. (Note that the fraction
pn/qn may not be in lowest terms.)
Next, given p, q ∈ N, consider the graph G(p, q) on 2(p + q) + 1 vertices which
is constructed as follows: there is a cutpoint v at which there are two isomorphic
components, each on p + q vertices; in each component, v is adjacent to q vertices,
say u1, . . . , uq , while the remaining vertices, say w1, . . . , wp, are adjacent to each
of u1, . . . , uq . The Laplacian matrix for G(p, q) is given by
L =


qI −J 0 0 0
−J (p + 1)I 0 0 −1
0 0 qI −J 0
0 0 −J (p + 1)I −1
0T −1T 0T −1T 2q

 .
Evidently in G(p, q) there are two Perron components at v, and so by Proposition
1.1, α(G(p, q)) is given by the reciprocal of the Perron value of the bottleneck matrix
of one of the (Perron) components at v. That bottleneck matrix B is the inverse of
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qI −J
−J (p + 1)I
]
,
where the first diagonal block is p × p and the second diagonal block is q × q. It
now follows that
B =


(
1
q
)
(I + J )
(
1
q
)
J(
1
q
)
J
(
1
p+1
) (
I +
(
p
q
)
J
)

 ;
since each block of B has constant row sums, we find that the Perron value of B
coincides with that of the matrix[
(p + 1)/q 1
p/q 1
]
.
Since the Perron value of a positive matrix is bounded below by its minimum row
sum and above by its maximum row sum, we find that 1 + (p/q)  ρ(B)  1 +
(p + 1)/q. Hence
1
1 + (p + 1)/q  α(G(p, q)) 
1
1 + (p/q) .
Now we let Gn = G(pn, qn); since the Perron value of a positive matrix is strictly
increasing in each of its entries, we see that α(Gn) is a strictly increasing sequence.
Further, since
1
1 + (pn + 1)/qn  α(Gn) 
1
1 + (pn/qn)
and since qn → ∞, we have
lim
n→∞α(Gn) =
1
1 + x = r.
Finally, we note that if r = 0, an analogous argument shows that α(G(n, 1)) is a
strictly decreasing sequence which converges to 0. 
Recall that for graphs G and H on m and n vertices respectively, the join of G
and H, G ∨ H, is the graph on m + n vertices formed from the union of G and H
by adding in each edge between a vertex of G and a vertex of H. It follows readily
that α(G ∨ H) = min{α(G) + n, α(H) + m}. Picking up on an idea in [9], the next
result uses the join to extend Theorem 2.1.
Corollory 2.2. Each nonnegative real number is a limit point for algebraic connecti-
vity.
Proof. Suppose that s  0, let i = s and let r = s − i. From Theorem 2.1, there
is a sequence of graphs Gn such that α(Gn) converges in a strictly monotonic fashion
to r. Now let Hn = Gn ∨ Ki for each n ∈ N. It follows that α(Hn) = α(Gn) + i for
each n, and so α(Hn) converges in a strictly monotonic fashion to s. 
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3. Limit points for algebraic connectivity of trees
Since we now know that any nonnegative number is a limit point for algebraic
connectivity, it is reasonable to focus on limit points for algebraic connectivity for
certain subclasses of graphs. Motivated by [9], we consider the set of all limit points
for algebraic connectivity of trees, and denote that set by τ . Evidently 0 ∈ τ , since,
for instance, a result in [4] asserts that the path on n vertices Pn has algebraic con-
nectivity 2(1 − cos(/n)), which decreases down to the limit 0. In what follows, we
focus on the positive elements of τ .
Theorem 3.1. Suppose that r is a positive number. Then r ∈ τ if and only if r =
1/ρ(B), where B is the bottleneck matrix for a branch on at least two vertices.
Proof. Suppose that r ∈ τ , so that there is a sequence of trees Tn such that α(Tn) /=
α(Tm) whenever n /= m, and where α(Tn) converges to r . We claim that the sequence
Tn can contain only a finite number of type I trees. To see the claim, suppose to
the contrary that there is an infinite subsequence Tnj of type I trees. This yields a
corresponding sequence of bottleneck matrices Bnj such that α(Tnj ) = 1/ρ(Bnj )
for each j . Now for each l ∈ N, there is just a finite number of bottleneck matrices
for branches on at most l vertices. It follows that some further subsequence of Bnj ,
say Bnji, have orders knji which are strictly increasing and unbounded. From Corol-
lary 5.1 of [7], we find that for a bottleneck matrix B for a branch on k vertices,
ρ(B)  (k + 1 + √k2 + 2k − 3)/2, from which it follows that ρ(Bnji ) diverges to∞, contrary to our hypothesis that r is positive.
Thus we conclude that the sequence Tn can include only a finite number of type I
trees. Henceforth we assume without loss of generality that each Tn is a type II tree.
Thus by Proposition 1.2, we see that for each n ∈ N, we have the following scenario:
(i) There is a pair of bottleneck matrices B1(n) and B2(n) corresponding to Perron
branches at adjacent vertices of Tn; we denote the orders of these matrices by
k1(n) and k2(n), respectively, and without loss of generality we take k1(n) 
k2(n).
(ii) k1(n) + k2(n) = k(n), the number of vertices in Tn, and k1(n)  2 for each n.
(iii) There is a scalar γn ∈ (0, 1) such that ρ(B1(n) − γnJ ) = ρ(B2(n) − (1 − γn)
J ) = 1/α(Tn).
As in our discussion above, we find that if both k1(n) and k2(n) are unbounded se-
quences, then r = 0, contrary to our hypothesis. We conclude that k1(n) is a bounded
sequence, so that there are only finitely many choices for B1(n). One such choice is
taken on infinitely many times, so passing to subsequences if necessary, we assume
henceforth that B1(n) is a single fixed bottleneck matrix B of order k1 for all n.
According to (iii) above, we have 1/α(Tn) = ρ(B − γnJ ) = ρ(B2(n) − (1 − γn)J )
for each n. Since γn is a bounded sequence, it has a convergent subsequence, so
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passing to such a subsequence if necessary, we also assume henceforth that γn is
convergent.
Let limn→∞ γn = l. If l > 0, then for all sufficiently large n, we have ρ(B2(n) −
(1 − γn)J )  ρ(γnJ ) > ρ((l/2)J ) = (l/2)k2(n) = (l/2)(k(n) − k1). Since k(n) is
an unbounded sequence, we find that ρ(B2(n) − (1 − γn)J ) diverges to ∞, contrary
to our hypothesis that r > 0. We conclude then that limn→∞ γn = 0, so that r =
limn→∞ 1/ρ(B − γnJ ) = 1/ρ(B), as desired.
Finally, let B be the bottleneck matrix for a branch on at least two vertices, say
at vertex v. For each n ∈ N, form a tree Tn by appending n pendant vertices at v. It
follows from Proposition 1.2 that for each n, there is a scalar γn ∈ (0, 1) such that
1/α(Tn) = ρ(B − γnJ ) = ρ
([
I + J 1
1T 1
]
− (1 − γn)J
)
.
In particular,
ρ
([
I + J 1
1T 1
]
− (1 − γn)J
)
is a bounded sequence, and we conclude as above γn must converge to 0. Thus the
sequence α(Tn) = 1/ρ(B − γnJ ) converges to 1/ρ(B), so that 1/ρ(B) ∈ τ . 
Corollory 3.2. Let AT = {α(T )|T is a tree}. Then AT ∪ {0} is a closed set.
Proof. The set of accumulation points for AT ∪ {0} is τ . If r > 0 and r ∈ τ , then
by Theorem 3.1, we have r = 1/ρ(B) for some bottleneck matrix B for a branch on
at least two vertices. Suppose that B corresponds to the branch C, rooted at a vertex
v. Construct a tree T by rooting two copies of C at v; by Proposition 1.2, T is a
type I tree and α(T ) = 1/ρ(B), so that r ∈ AT . Thus AT ∪ {0} contains each of its
accumulation points, and so is a closed set. 
We conclude with an example which recovers two of the main results in [9], which
uses other methods to find the largest two elements of τ .
Example 3.3. Here we find the four largest elements of τ , which is equivalent
to finding the four smallest Perron values for bottleneck matrices for branches on
at least two vertices. Note that the only branches which do not contain a path on
three vertices are the stars. It follows from Corollary 5.1 of [7] that the Perron
value corresponding to a star on k vertices is (k + 1 + √k2 + 2k − 3)/2, while the
Perron value for the path on three vertices is 1/(2(1 − cos(/7))). We find that
(k + 1 + √k2 + 2k − 3)/2  1/(2(1 − cos(/7))) only for k = 2, 3, 4. From our
characterization of the entries in the bottleneck matrix for a branch, we see that if one
branch contains another as a subgraph, then the corresponding Perron value of the
former dominates that of the latter. Consequently, the four smallest Perron values for
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bottleneck matrices of branches correspond to the stars on 2, 3, and 4 vertices, and
the path on 3 vertices. It now follows that the four largest elements of τ are (in
descending order): (3 − √5)/2, 2 − √3, (5 − √21)/2 and 2(1 − cos(/7)).
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