Over the past few decades, the Processor-Sharing (PS) discipline has attracted a great deal of attention in the queueing literature. While the PS paradigm emerged in the sixties as an idealization of round-robin scheduling in timeshared computer systems, it has recently captured renewed interest as a useful concept for modeling the flow-level performance of bandwidth-sharing protocols in communication networks. In contrast to the simple geometric queue length distribution, the sojourn time lacks such a nice closed-form characterization, even for exponential service requirements. In case of heavy-tailed service requirements however, there exists a simple asymptotic equivalence between the sojourn time and the service requirement distribution, which is commonly referred to as a reduced service rate approximation. In the present survey paper, we give an overview of several methods that have been developed to obtain such an asymptotic equivalence under various distributional assumptions. We outline the differences and similarities between the various approaches, discuss some connections, and present necessary and sufficient conditions for an asymptotic equivalence to hold. We also consider the generalization of the reduced service rate approximation to several extensions of the M/G/1 PS queue. In addition, we identify a relationship between the reduced service rate approximation and S. Borst ( ) CWI, a queue length distribution with a geometrically decaying tail, and extend it to so-called bandwidth-sharing networks. The state-of-the-art with regard to sojourn time asymptotics in PS queues with light-tailed service requirements is also briefly described. Last, we reflect on some possible avenues for further research.
Introduction
Over the past few decades, the Processor-Sharing (PS) discipline has gained a prominent role in queueing theory. In a PS system, the total service rate is equally shared among all users present. Thus, when there are n ≥ 1 users present, each of them receives service at rate 1/n. Originally, the PS paradigm emerged as an idealization of round-robin scheduling mechanisms in time-shared computer systems [34, 35] . In recent years, the PS discipline has attracted renewed interest as a convenient abstraction for modeling the flow-level performance of bandwidth-sharing protocols in packet-switched communication networks [29, 37, 42, 43] .
From a practical point of view, one of the most appealing properties of fair-sharing strategies such as PS is that they prevent large jobs from hogging the server, and thus avoid that small jobs get stuck behind large ones. As a result, fairsharing strategies are particularly suitable for dealing with the negative impact of high variability in job sizes. These features are reflected in the basic theoretical properties of the PS discipline. In particular, in case of Poisson arrivals, the stationary queue length distribution is known to have a simple geometric distribution that only depends on the service requirement distribution through its mean, and not through any higher-order statistics [52, 53] . Because of Little's law, the insensitivity of the queue length distribution translates into insensitivity of the mean sojourn time. In addition, the conditional mean sojourn time is known to be proportional to the actual service requirement of a user [34, 35, 53] , embodying a certain fairness principle.
Besides the mean sojourn time, the distribution of the sojourn time also constitutes a highly relevant performance measure. In contrast to the simple geometric distribution of the queue length however, the sojourn time distribution does not have any simple characterization. Initiated by Kleinrock's analysis of the M/M/1 PS queue [34, 35] , many studies in the literature have focused on the analysis of the sojourn time conditioned on the service requirement. Extensions to generally distributed service requirements, multiple servers, and more general sharing disciplines were pursued in [20, 52, 53] . However, determining the sojourn time distribution in PS queues turned out to be a rather challenging problem. For the M/M/1 PS queue, Coffman et al. [19] first derived a closedform expression for the LST of the sojourn time distribution conditioned on the service requirement and the number of customers seen upon arrival. Sengupta & Jagerman [54] found an alternative expression for the LST of the distribution of the sojourn time conditioned only on the number of customers seen upon arrival. Building on [19] , Morrison [40] established an expression for the distribution function of the sojourn time. For results on the sojourn time distribution in M/G/1 PS queues, we refer to the survey papers [55, 56] .
The sojourn time distribution in G/M/1 PS queues has received less attention in the literature. Ramaswami [51] characterized the LST of the sojourn time distribution by a differential equation and determined the first two moments of the distribution. Jagerman & Sengupta [30] gave explicit expressions for the LST, and derived a heavy-traffic limit distribution under proper scaling, showing that, in the limit, the sojourn time is distributed as the product of two independent exponentially distributed random variables. The sojourn time in the 'repair' node (with PS discipline) of the machinerepairman model was examined by Mitra [38] . Extensions to multiple customer classes, both in the moderate and in the heavy-traffic regime, were considered by Mitra & Morrison [39, 41] .
As mentioned above, fair-sharing strategies as modeled by the PS discipline are particularly attractive for alleviating the negative impact of high variability in job sizes. This capability is especially critical as traffic measurements indicate that file transfers in the Internet and document sizes on Web servers show extreme variability and commonly exhibit heavy-tailed characteristics [21] . These findings have triggered a strong interest in the delay characteristics of PS queues with heavy-tailed service requirements. In view of the poor tractability, even for exponential service requirements, most of the studies have focused on an asymptotic characterization of the tail distribution. Using different techniques and under various distributional assumptions, several papers have established the following asymptotic equivalence:
where B denotes a generic service requirement, V denotes a generic sojourn time, and ∼ denotes that the ratio of both sides converges to 1 as x tends to ∞. The asymptotic equivalence (1) was first proved by Zwart & Boxma [59] , assuming Poisson arrivals and regularly varying service requirements. Under practically the same conditions (allowing for intermediately regularly varying service distributions), a probabilistic proof was given by Núñez-Queija [43, 44] allowing for scenarios with random service interruptions and other service disciplines. An important extension to the class of subexponential concave distribution functions was provided by Jelenković & Momčilović [32] by means of a sample-path proof technique. Notably, they showed that the result does not hold for subexponential distribution functions that are not square-root insensitive. For regularly varying distributions, Guillemin et al. [28] demonstrated that the asymptotic equivalence continues to hold for several model extensions including admission control and impatience. The asymptotic equivalence (1) may be heuristically explained as follows. Consider a tagged customer with a large service requirement. The sojourn time V of the tagged customer consists of its own service requirement B plus the amount of service provided to other customers during its sojourn time. Because of the PS discipline, virtually all the work that arrives over the course of its sojourn time must also be served during its sojourn time. Thus, the amount of service provided to other customers over the course of its sojourn time will be roughly ρV , so that V ≈ B + ρV , or equivalently, V ≈ B/ (1 − ρ) . In particular, B > (1 − ρ)x "implies" that V > x. Put differently, the mean service rate received by the tagged customer is approximately 1 − ρ. Hence, the asymptotic equivalence (1) is sometimes called a reduced service rate approximation, in analogy with the term reduced load equivalence that is often used to refer to similar types of results for workload asymptotics. Observe that the asymptotic equivalence indirectly shows that the above Springer scenario is in fact the only plausible way for a long sojourn time to occur, i.e., with overwhelming probability a long sojourn time is due to a large service requirement of the customer itself.
In the present paper, we give an overview of the abovementioned methods that have been devised to obtain sojourn time asymptotics under various distributional assumptions. We describe the differences and similarities between the various approaches and present some new results and insights. We also consider the generalization of the reduced service rate approximation to several extensions of the M/G/1 PS queue, with features such as (i) time-varying or statedependent service rates; (ii) multi-class versions such as Discriminatory Processor Sharing queues; (iii) renewal arrival processes. In addition, we identify a relationship between the reduced service rate approximation and a queue length distribution with a geometric tail, and extend it to socalled monotone PS networks and networks with balanced fairness.
The remainder of the paper is organized as follows. In Section 2 we review four different methods that have been developed to derive sojourn time asymptotics in PS queues with heavy-tailed service requirements. In Section 3 we establish general necessary and sufficient conditions for the asymptotic equivalence (1) to hold. As we will show, these conditions provide a unifying framework connecting some of the methods described in Section 2. We then proceed to discuss several extensions to models with a varying service rate and multi-class settings in Section 4. In Section 5 we turn the attention to models with Discriminatory (nonegalitarian) Processor Sharing (DPS), which involve major difficulties and require fundamentally different proof techniques. In Section 6 we demonstrate an intimate relationship between the asymptotic equivalence (1) and a geometrically bounded queue length, which is illustrated in the context of a DPS system. Section 7 then examines the existence of a reduced service rate approximation for the sojourn time in bandwidth-sharing networks. In Section 8 we briefly discuss the state-of-the-art with regard to sojourn time asymptotics for PS queues with light-tailed service requirements, which turn out to be considerably more delicate than their heavy-tailed counterparts. In Section 9 we make some concluding remarks and sketch possible directions for further research.
Methods
In this section we review various methods that have been developed to derive sojourn time asymptotics in PS queues with heavy-tailed service requirements. Before we do so, we first provide some background on heavy-tailed distri-butions. A random variable X , or its distribution function, is called long-tailed (X ∈ L) if P{X > x} ∼ P{X > x − y} as x → ∞ for any y > 0. Here, and in the remainder of the paper, we write f (
for any a > 0. The function L(·) is called slowly varying. We set R = ∪ α R α , and note that R ⊆ S ⊆ L. A minor extension of the class R is the class of intermediately regularly varying distributions, denoted by IR. We have
This definition is far from natural, but interchanging the limits w.r.t. and x is sometimes exactly what is required in technical proofs. A more natural description of IR is due to
All definitions and classes given here are standard; further background on heavy-tailed distributions can be found in the monograph of Embrechts et al. [24] . Other classes of distributions which are not considered to be standard are introduced when necessary.
Tauberian approach
The asymptotic equivalence (1) was first established by Zwart & Boxma [59] for the case of a single-server PS queue with Poisson arrivals and regularly varying service requirements. Zwart [57] used a similar method to derive the sojourn time asymptotics in a multi-class M/G/1 PS queue, see Theorem 4.2 below. Theorem 2.1. (Zwart & Boxma [59] ) Let ν > 1 be non-integer and L(·) be a slowly varying function.
Note that the asymptotic equivalence (1) immediately follows from the above theorem.
We now present a brief outline of the proof of Theorem 2.1. The approach relies on a Tauberian theorem which relates the behavior of a distribution function at infinity to the behavior of its Laplace Stieltjes Transform (LST) near the origin. To be specific, let X be a random variable with distribution function F(·), F(x) := P{X < x}, first n moments
The next lemma links the behavior of 1 − F(x) for x → ∞ to the behavior of φ(s) for s ↓ 0. It provides a systematic recipe that reduces the derivation of the tail behavior of the sojourn time distribution to the characterization of the behavior of its LST around zero. 
The above lemma was originally established in [6] for the case C > 0. The case C = 0 is treated in [17] . The more complicated case when ν is integer is covered in [7] .
In the analysis of sojourn times in the M/G/1 PS queue, the conditional sojourn time V (τ ) of a customer with service requirement τ has played a central role. Various expressions have been obtained for its LST v(s, τ ) := E{e −sV (τ ) } using different techniques. Note that the LST of the unconditional sojourn time distribution readily follows as v(s) = ∞ τ =0 v(s, τ )dB(τ ). The derivation in [59] starts from the expression obtained by Ott [48] :
and Re r > 0. In order to apply Lemma 2.2, Zwart & Boxma rewrite the above expression in a more manageable powerseries form:
where α 0 (τ ) = 1, α 1 (τ ) := τ/(1 − ρ), and for k ≥ 2,
representing the k-fold convolution of the waiting-time distribution in the M/G/1 queue with the same traffic characteristics but with the First-Come First-Served discipline. The above situation is quite characteristic, in the sense that the analysis of the behavior of the LST around zero is highly problem-specific and far from straightforward in general. Also, the Tauberian approach is inherently restricted to models where the LST is available in the first place, and may not apply in case of minor modifications, even when these do not alter the qualitative characteristics of the system.
As a by-product of the derivation, Zwart & Boxma obtain the asymptotic behavior of the conditional moments of the sojourn time:
which is of independent interest and in fact useful in the alternative proof method discussed in Section 2.3.
Sample-path large-deviations approach
Jelenković & Momčilović [32] devised a proof technique which enabled the extension of the asymptotic equivalence (1) to the class SC of so-called subexponential concave distribution functions. A non-negative random variable X , or its distribution function, belongs to the class SC if its haz- 
Then
The condition (3) is not very restrictive since it is satisfied as long as x 1+δ P{B > x} is eventually monotonically decreasing for some δ > 0. The condition α < 1/2 is essential. In fact, Jelenković & Momčilović [32] 
Loosely speaking, the asymptotic relation (1) only holds when the service requirement distribution has a tail heavier than e − √ x , and does not extend to the entire class of subexponential functions. The criticality of α = 1/2 may be informally explained from the Central Limit Theorem (CLT). The reduced service rate equivalence entails that the fluctuations in the amount of work arriving during the sojourn time average out, which requires that α < 1/2. This is related to work on sampling at subexponential times in [3, 27] . In particular, the above statement implies for the busy period P that P{B > x} = o(P{P > x/(1 − ρ)}) as x → ∞, if P{B > x} = e −x α , α > 1/2, as had been shown before in [3] .
The proof of Theorem 2.3 is quite appealing but technical. It relies on a powerful large deviations bound for sums of random variables in SC, which is also developed in [32] . Instead, we provide a short outline of a simpler proof provided in [32] for the special case of intermediate regular variation with E{B α } < ∞ for some α > 1, which avoids some minor technical conditions in [44, 59] . [32] ) Let the service requirement distribution be intermediately regularly varying with E{B α } < ∞ for some α > 1. Then
The proof of Theorem 2.4 consists of lower and upper bounds which asymptotically coincide. The proof in fact closely follows the heuristic arguments sketched in the introduction. Let B 0 and V 0 be the service requirement and the sojourn time, respectively, of a tagged customer arriving at time t = 0. Let B i and T i denote the service requirement and the arrival time of the i-th customer arriving after time t = 0.
Let L(0) be the number of customers in the system just before time t = 0, and let B r l denote the remaining service requirement of the l-th customer at time 0. We use the sample-path representation (4) with N (0, t) denoting the number of customers arriving during the time interval (0, t), and R 0 (t) representing the remaining service requirement of the tagged customer at time t. The above representation gives the following (sample-path) lower and upper bounds for the sojourn time:
Lower bound: For any δ > 0,
with
where, for any y > 0 and c > ρ, we define W c
These two bounds provide the necessary ingredients for the proof of Theorem 2.4.
Proof of Theorem 2.4 (Lower bound) From (5) we obtain
Because of the law of large numbers, P{U ρ−δ > x} → 0 as x → ∞ and as observed in [32] ,
As demonstrated in [32] ,
Letting δ, ↓ 0 and using that B is intermediately regularly varying then completes the proof.
Probabilistic approach using the conditional sojourn time
Núñez-Queija [44] developed a probabilistic proof technique based on properties of the sojourn time conditional on the customer's service requirement. The approach allowed an extension of the asymptotic equivalence (1) to the case of intermediately regularly varying service requirements. A convenient property of any intermediately regularly varying distribution function F(·) is the existence of ζ ∈ (0, ∞), η ∈ (0, 1) and
This property states that asymptotically F(·) is bounded from below by a regularly varying function with index ζ . We may also write
The main result in Núñez-Queija [44] provides sufficient conditions in terms of the conditional sojourn time for an asymptotic equivalence of the form (1) to hold. The result facilitated a proof of the tail equivalence for other service disciplines as well, including FBPS (Foreground-Background Processor Sharing; also known as Least Attained Service first) and SRPT (Shortest Remaining Service Time first), as well as PS queues with an unreliable server [43, 44] .
For the formulation of the theorem, V (τ ) can be thought of as a stochastic process for which we are interested in the tail distribution at a random stopping time τ = B. (A similar starting point is taken in the approach discussed in Section 2.4.) When applied to sojourn times in the M/G/1 PS queue, it is not difficult to check that, until departure, the rate at which service is received is independent of the customer's service requirement. As a further remark, the third condition in the theorem is trivially satisfied by the conditional sojourn times in many queueing models.
Let the process V (τ ) be independent of B and satisfy the following three conditions:
(ii) There exist κ > ζ and δ > 0 such that
Remark. Notice that, in the theorem, we imposed separate conditions on B and V (·). For the application that we have in mind, any distributional condition on B also affects the statistical properties of the process V (τ ), since the latter are partly determined by other customers' service requirements. However, for the proof of the theorem, the relation between B and V (τ ) is not used. Therefore, the theorem also applies to a scenario where the customer for which we study its sojourn time, may have a different service requirement distribution than all other customers.
To prove (1) it suffices to check the conditions of Theorem 2.5 with γ = 1 − ρ. In [43, 44] it was shown that for PS, FBPS, SRPT and PS with random service interruptions, the conditions can be verified by using the Chebyshev-Markov inequality
For the M/G/1 PS queue, the first condition follows from the well-known fact that the mean conditional sojourn time is proportional to the service requirement, with constant of proportionality 1/(1 − ρ). The second condition is ensured by the Chebyshev-Markov inequality and the asymptotic behavior of the conditional moments in (2) . The third condition follows from an elementary sample-path argument.
Like the approach described in Section 2.2, the proof of Theorem 2.5 involves asymptotic lower and upper bounds which asymptotically coincide. In the context of the M/G/1 PS queue, the bounds correspond to the intuitive insight mentioned in the introduction that a long sojourn time is caused by a large service requirement of the customer itself. For the upper bound, write
Under the conditions of Theorem 2.5, the first term on the right-hand side is asymptotically negligible compared to the second. Under the same conditions, it can be shown that
The proof is completed by letting ↓ 0 and using B ∈ IR. Springer 2.4. Probabilistic approach using the attained-service process
Guillemin et al. [28] constructed a proof framework that is closely related to the technique described in Section 2.3, which allowed the extension of the asymptotic equivalence (1) to models with features such as admission control and impatience. Their approach is based on the quantity
which equals the amount of service received during the time interval [0, x] by a tagged customer arriving at time t = 0.
Here, N (t) denotes the number of other customers in the system at time t. Notice that R(·) and the conditional sojourn time V (·) are intimately related through R(V (τ )) ≡ τ . The main result in [28] is stated in the next theorem.
Theorem 2.6. (Guillemin et al. [28] ) Let the service requirement distribution be regularly varying of index ν > 1. Suppose that the following two conditions are satisfied:
This theorem has recently been applied in Nuyens et al. [45] to derive the tail behavior of the sojourn time in GI/GI/1 queues for a class of service disciplines that includes SRPT and FBPS.
The reader may notice the strong similarity between Theorems 2.5 and 2.6. A similar remark as below Theorem 2.5 applies in this case: when considering to sojourn times in queues, any assumption regarding the service requirements B also affects the process R(x). Like the method in [44] , the above theorem is not restricted to the M/G/1 PS queue but extends to various other settings, and was in fact developed with that goal in mind. Note that although the first condition in Theorem 2.5 is very weak, V (τ )/τ must converge to 1/γ in probability by the second condition. The flexibility in choosing M in (ii) makes Theorem 2.6 sometimes easy to apply. For example, that condition trivially holds in PS queues with an upper bound on the number of customers. The counterpart in Theorem 2.5 poses restrictions on any deviation from the mean, but does so for a fixed service requirement τ which makes that method convenient when information is available about the conditional sojourn times. Instead of comparing the pro's and con's of the two methods, we aim at a unifying discussion in Section 3.
Using Theorem 2.6, the asymptotic equivalence (1) is obtained by taking γ = 1 − ρ and checking conditions (i) and (ii). For the M/G/1 PS queue it is shown in [28] that, if a < 1 − ρ and (1 − ρ)/a is not an integer, then
The intuition behind this result is that the long-term service rate equals (1 − ρ)/( + 1) if there are additional permanent customers in the system. For the service rate to drop below a, one needs (a) large customers to be in the system simultaneously for O(x) time.
At this stage we omit the proof details as presented in [28] . Instead, we choose this framework for our discussion in the next section, and in doing so provide a shorter proof of Theorem 2.6 (see Proposition 3.3).
Conditions for tail equivalence
In this section, we review conditions under which the tail equivalence
holds, as x → ∞, for some γ > 0. The discussion in this section is motivated by the studies [44] and [28] , which were reviewed in Subsections 2.3 and 2.4, respectively. For our purpose, we choose the framework of [28] . It is important to again draw the attention to the remarks below Theorems 2.5 and 2.6: We impose separate conditions on B and R(x). This corresponds to a situation where the customer, for which we study the sojourn time, may have a service requirement distribution that is different from that of all other customers. The sojourn time of a customer with service time τ is
In what follows, we use both V (τ ) and its inverse R(x). Note that these two processes are independent of B, and that
We further assume that the first condition of Theorem 2.6 is satisfied, which we restate for convenience:
We call γ the long-term service rate. Since the R(x)-process in most queueing systems has a regenerative structure, Assumption 3.1 is not very restrictive in that context. However natural, it is not a necessary condition for (9) to hold, as the following example shows.
Then, by Breiman's theorem [18] ,
Assumption 3.1 is also far from sufficient. The goal of this section is to explore what kind of additional conditions on the distribution of B and the process R(x), x ≥ 0 (or equivalently V (τ ), τ > 0) need to be imposed such that (9) holds.
In Subsection 3.1, we first focus on a weaker form of (9). In particular, we consider conditions under which P{V > x} is at least as large as P{B > γ x} (as x → ∞). This also leads to necessary conditions for (9) to hold. In Subsection 3.2 we describe two sets of conditions which ensure (9).
Lower bounds and necessary conditions
From Assumption 3.1 it follows that there exists a function
always exists, the convergence of σ (x)/x → 0 can be arbitrarily slow. Note that, if R(x) were to satisfy a CLT, then one could take σ (x) = √ x. (This situation is discussed in more detail below.)
A key tool in this subsection is the following simple lower bound.
This lower bound and the above considerations yield the following result. 
We see that
which can take any value between 0 and 1.
We now relax the condition in Proposition 3.1 regarding the distribution of B, while imposing additional conditions on R(x). As in [33] , we call B square-root insensitive if
Note that all distributions in IR are square-root insensitive. It will also be convenient to define the following class of distributions, which have lighter tails than square-root insen-
If P{B > x} = e −x β , then B is square-root insensitive for β < 1/2, and B is moderately heavy-tailed for 1/2 < β < 1. These two concepts play a key role in the second result in this subsection, which gives asymptotic lower bounds for P{V > x}, assuming that the R(·)-process satisfies a CLT. The proposition implies that, if B is moderately heavytailed, then (9) does not hold (V has a heavier tail than B/γ ), which agrees with [32] .
The value of the lim inf on the right-hand side is ∞ for any u < 0 if B is moderately heavy-tailed, and is 1 for any u whenever B is square-root insensitive. Thus, in that case we get
The proof now follows by letting u → ∞.
Sufficient conditions
We now turn our attention to conditions which ensure (9) . As noted earlier, since B is independent of V (·), the problem can be seen as sampling the stochastic process V (·) at a random time B. In the probability literature, this problem has been considered in many different settings. This is a restrictive assumption, and examples of processes for V (·) have been considered which allow for more general distributions of B, see e.g. [3, 27, 33] . However, the classes of processes one can take for V (·) in these papers do not seem to apply to PS queues. Essentially, the large deviations of the process V (·) are assumed to be on a scale which differs significantly from that of B. A notable exception is the treatment of the M/G/1 PS queue by Jelenković & Momčilović [32] , who show that (9) holds for a large class of square-root insensitive distributions, as reviewed in Subsection 2.2. However, their analysis is based on an exact representation of the sojourn time V , which is specific to the standard M/G/1 PS queue. If Assumptions 3.1 and 3.2 are satisfied, then it is possible to give a sufficient condition for (9) which is close to necessary. 
then (9) does not hold.
Proof:
We start by proving the first part of the proposition, which is a simplification of the proof of Theorem 1 in [28] . Note first that the asymptotic lower bound is satisfied (cf. Proposition 3.1). To get an upper bound, write for δ > 0,
Denote the three terms on the right-hand side by I, II and III. Term I is less than P{B > (γ − δ)x}. To bound the second term, simply note that
This is of order o(P{B > x}), since by Assumption 3.1,
We conclude that lim sup
The first term converges to 1 as δ ↓ 0, by the defining property of IR. The second term converges to 0 as ↓ 0 by (10) . We conclude that (9) indeed holds.
To prove the second statement, note that
and note that II ≥ 0. Consequently, using the law of large numbers (Assumption 3.1), we obtain for any δ > 0 and any ∈ (0, γ ) that
We can now let δ ↓ 0 to conclude that
which proves the second part of the theorem after taking ↓ 0.
The above discussion indicates that whether or not the probability P{ x > B > R(x)} can be bounded in the sense of (10) and (11) , is crucial for the asymptotic equivalence (1) to be valid. Note that the event { x > B > R(x)} corresponds to the simultaneous occurrence of a large sojourn time and small service requirement; this needs to be sufficiently unlikely in order for the tail equivalence to hold. In practice, the double limit condition (10) may not be convenient. We discuss two cases where this condition can be replaced by a simpler one.
and assume that there exist κ > α, δ > 0, and a function
for τ ≤ x. Then it can be checked that (10) is satisfied. In fact, this parallels the approach in Subsection 2.3 (cf. Equation (7)). In the current setting, however, we have already discarded the probability P{R(
for large x, because of Assumption 3.1. Therefore, we do not need to verify (12) for all < γ and all τ > 0, as was the case in Subsection 2.3.
Condition (12) is especially convenient when information is available regarding the centered moments of V (τ ). As we saw in Subsection 2.3, this allows an extension of the asymptotic relation to other disciplines and modifications of the standard M/G/1 PS queue as well.
i.e., assume that there exists some > 0 such that
This assumption is used in Guillemin et al. [28] , and was originally motivated by an application to the M/G/1 PS queue with the additional feature that at most N customers are admitted into the system. In this case R(x) ≥ x/N and (13) is simply satisfied by taking = 1/N .
In [28] , condition (13) was shown to hold in the ordinary M/G/1 PS queue, in PS queues with impatience, and in single-class PS queues with state-dependent service rates. In the next section we extend the latter case to PS networks. As a final remark in this section, note that neither of the conditions (12) and (13) implies the other. Which condition is the most convenient to check, depends on the specific model situation. Sometimes neither of the two is easy to check, and one must resort to a different approach; see also Subsection 5.2.
Extensions
In the previous sections we reviewed various methods that have been developed to derive sojourn time asymptotics in single-server PS queues with Poisson arrivals and heavytailed service requirements. As mentioned earlier, some of the methods and results in fact extend to a broader class of models. In the present section, we will discuss several such extensions.
Systems with varying service rate
Consider an M/G/1 PS queue where the total available service rate varies over time according to a stationary ergodic process {C(t), t ∈ R}, taking values in some set C. For stability, we assume ρ < c := E{C(0)} where, as before, ρ is the load of the queue (i.e., the arrival rate times the mean service requirement). Models with a time-varying service rate play a particularly crucial role in analyzing the performance of elastic traffic in an integrated system, sharing the bandwidth with higher-priority streaming traffic, see for instance [22, 43] . Because of specific performance requirements, streaming traffic typically receives a certain degree of priority. Elastic traffic then fairly shares the remaining capacity. From the perspective of elastic traffic, we can view the system as a PS queue with varying capacity. Three classes of models can be distinguished:
r If the streaming traffic receives strict priority, then the process {C(t), t ∈ R} will be completely exogenous and independent of the stochastic behavior of the elastic traffic (see for example Chapter 5 of [43] ).
r For general sharing policies, there may be a complex interaction, as in [4, 14, 43] for example. r A special situation, where the process {C(t), t ∈ R} depends on the traffic processes only and is not affected by any exogenous factors at all, arises when the service rate C(t) varies with the number of customers N (t) at time t as in [4, 28] . Springer We again suppose that Assumption 3.1 is satisfied, i.e., R(x)/x → γ a.s. for x → ∞ and γ > 0. If the process {C(t), t ∈ R} does not depend on the traffic processes (the first bullet above) and no customers are denied access to the system, then the 'reduced service rate' is γ = c − ρ. This value may be higher if the presence of a permanent customer causes the available service rate to increase above the longterm average c, as is the case in [4] . Note that, in such a scenario, the dynamics of C(t) change with the presence of the tagged user for which we determine the sojourn time.
In general, let C * (t) denote the service process if we place a permanent user in the system, that shares in the capacity just as any other user, but never completes service. Note that the sojourn time of a tagged user in the original system has the same distribution as the time it takes the permanent user in the modified system to receive an amount of service equal to the tagged customer's service requirement. Assuming C * (t) is stationary and ergodic, we may write γ = E{C * (0)} − ρ.
Remark. Suppose new customers may be blocked from the system, for example to ensure a minimum service rate per user at times when C(t) is low. Then the above relation can be further generalized to γ = E{C * (0)} − ρ * , where ρ * is the load of customers that are admitted into the system with a permanent user, see for example [43] . Note that ρ * does not involve the service requirement of the permanent customer. For clarity, we assume in the sequel that no user is denied access, i.e., ρ * = ρ.
Define c min := inf{c ∈ C}. It is readily verified that the amount of service received by each customer is bounded from below, sample-path wise, by that in a PS queue with constant service rate c min . Thus, if the latter queue is stable, i.e., ρ < c min , then Condition (ii) of Theorem 2.6 can be seen to be satisfied for M = 2/(c min − ρ). This implies the following result, regardless of the further statistical characteristics of the process {C(t), t ∈ R}. The model in [14] falls in this category. 
, then a large sojourn time may be likely to occur due to a long period with a low service rate and not necessarily as a result of a large service requirement of a customer itself. Thus, a minimal assumption for the asymptotic tail equivalence to prevail is that P{Z − > x} = o(P{B > x}) and P{Z + > x} = o(P{B > x}). It was first proven in [43] that the latter assumption is in fact also sufficient in case {C(t), t ∈ R} is an independent On-Off process, i.e., C = {0, 1}, with exponentially distributed On-periods. The result in [4] belongs to this category as well.
Multi-class systems
Consider an M k /G k /1 PS queue which is offered traffic from K classes. Class-k customers arrive as a Poisson process of rate λ k , and have generic service requirements B k . Note that the system may equivalently be interpreted as a standard single-class PS queue with total arrival rate
where the generic service requirement is distributed as B k with probability λ k /λ. Thus, if we consider the sojourn time of an arbitrary customer, then the asymptotic tail equivalence will hold if the conditions of Theorems 2.3, 2.5 or 2.6 are satisfied. However, if we consider the sojourn time of a customer of a specific class, then the situation is different. Note that each class in isolation may be viewed as a PS queue with timevarying service rate as discussed above, but in this case that point of view does not seem particularly useful in deriving tail asymptotics. Using a similar method as outlined in Subsection 2.1, Zwart [57] shows that if the service requirement distribution of a particular class is regularly varying, then the asymptotic tail equivalence holds for that class, irrespective of the service requirement distributions of the other classes. [57] ). Consider the M/G/1 PS queue with multiple classes and total traffic load ρ. Suppose E{B α k } < ∞ for some α > 1 and all classes k. If B i ∈ R ν for some class i and some non-integer number ν > 1, then
Theorem 4.2 (Zwart
where V i denotes the steady-state sojourn time of class-i customers.
In particular, this result applies when some of the other classes have service requirement distributions that are much heavier, and in that sense the result suggests that a class is not significantly affected by other classes.
However, it is crucial that the service requirement of the class under consideration itself is regularly varying. An intriguing question is what occurs if the service requirement distribution of the class under consideration itself is light-tailed, but some of the other classes have heavy-tailed service requirements. In [15] a system is considered with K = 2 traffic classes. Class one has service requirements with distribution
with q 1 (x) a regularly varying function and η 1 > 0. Thus, service requirements of class 1 have a lighter tail than any distribution in R. For class 2 it is assumed that B 2 ∈ R ν 2 , for some ν 2 > 1. If the number of customers is limited to a maximum value of M > 0, it is shown that, for large x, P{V 1 > x} behaves as P{B 1 > x/M} times a regularly varying function, as is shown in the next theorem. In Subsection 8.3 we give an intuitive explanation for this result. 
where ρ 2 = λ 2 E{B 2 }, and B r 2 represents the residual service requirement of class 2, so that B r 2 ∈ R ν 2 −1 .
In particular, the above result implies that if B 1 is exponentially distributed, then the sojourn time has an exponentially bounded tail as well. However, in the absence of any admission control (i.e., M = ∞) it is demonstrated in the same paper that the sojourn time distribution has a heavier tail, and in fact it will be subexponential even if B 1 is exponentially distributed. where r 1 = η 1 /(1 + η 1 ) and c 0 = (1 − r 1 )(ν 2 − 1)/(η 1 μ 1 ),
In the multi-class systems discussed above all customers are treated equally, irrespective of their class. The negative impact of other customer types on the quality of service seen by a particular class can be reduced by giving the latter preferential treatment. A natural service differentiation mechanism is to assign different shares to customers of the various classes. This amounts to Discriminatory Processor Sharing, where each class-i customer receives a portion w i /( K k=1 w k n k ) of the total service rate when the number of customers of class k is n k , for all k = 1, 2, . . . , K . The positive constants w k (chosen a priori) determine the level of differentiation between the various classes. Observe that the heuristic explanation provided below (1) does not rely on the shares of all customers being equal. This suggests that the asymptotic tail equivalence should hold for any given class with sufficiently heavy-tailed service requirements. As it turns out however, all the methods discussed so far rely in one way or the other on the fact that the total service rate is shared in an egalitarian manner. In the next section we describe two approaches that have been developed to overcome that limitation. As a by-product, these approaches also allow an extension of the tail equivalence to non-Poisson arrivals.
Discriminatory processor sharing queues
As illustrated in the previous section, some of the methods and results described in Section 2 extend beyond the setting of a standard single-class PS queue to a considerably wider set of models with time-varying service rates and several customer classes. However, all the methods presented so far rely on the assumption that the total service rate is shared in an egalitarian manner, and do not easily extend to Discriminatory Processor Sharing (DPS) models, where the total service rate is shared among customers in proportion to class-dependent weight factors. Note that DPS shows some resemblance with the Generalized Processor-Sharing (GPS) discipline (or Generalized Head-Of-the-Line (HOL) PS), where the service rate is also shared in accordance with class-dependent weight factors. In GPS, the rate is not divided however among all customers present, but distributed across (non-empty) classes (e.g. the customers at the headof-the-line of the various classes), irrespective of the actual number of customers present.
The analysis of the DPS discipline is extremely difficult compared to that of the ordinary egalitarian PS discipline, as the relative paucity of results suggests. For a comprehensive survey on results for DPS models in the literature, we refer to [1] in this special issue. Most notably, the simple geometric queue length distribution for the standard PS discipline does not have any counterpart for DPS. In addition, there do not seem to be manageable transform results available for the sojourn time distribution. This circumstance considerably complicates the derivation of tail asymptotics, since the methods presented in Section 2 rely either on transform techniques or probabilistic approaches that exploit knowledge of the queue length distribution. The derivation of tail asymptotics for DPS thus requires a fundamentally different approach to circumvent these difficulties. We now describe two approaches from [16, 47] that partially fulfill these requirements, but involve additional distributional assumptions. In particular, we assume that customers arrive as a renewal process with mean interarrival time 1/λ, and that an arriving customer is of class i with probability p i . Let B i be the service requirement of a class-i customer, and let B be a random variable with distribution
representing the service requirement of an arbitrary customer. The main result in [16, 47] is stated in the following theorem. We also refer to Theorems 6.1 and 7.2 for sufficient conditions under which the tail equivalence under DPS extends to classes with a lighter service requirement distribution than B. 
Note that the above theorem involves the assumption that B i and B are regularly varying of index ν > 2, which in particular means that the service requirements have finite variance. While the assumption that B i is regularly varying is natural (though possibly not strictly necessary), the intuitive explanation mentioned above suggests that the additional assumptions that ν > 2 and that B is regularly varying of the same index, may not be essential for the result to hold: we conjecture that the tail equivalence continues to hold without the latter two assumptions, i.e., applies for any class i with a regularly varying service requirement distribution.
Workload-based method
The proof method in [16] involves lower and upper bounds which asymptotically coincide. The lower bound proceeds along similar lines as in [28, 44] for the ordinary PS queue. The upper bound however entails quite different arguments, which may be outlined as follows. Let V 0 be the sojourn time of a tagged customer arriving at time 0. First, the probability of interest is split into three terms by considering the amount of time P r since the busy period containing time 0 started, and the total number of 'large' customers arriving during that period, where a customer is considered to be 'large' if its service requirement exceeds x for some constant > 0, independent of x. Specifically,
and N >u (−t, 0) denoting the total number of customers with a service requirement larger than u arriving during the time interval [−t, 0]. Next, each of the three terms I, II, III is considered separately.
Since B is regularly varying of index ν, P is regularly varying of index ν as well (according to Lemma 5.3.1 in Zwart [58] ). Hence, P r is regularly varying of index ν − 1. So there exists a slowly varying function l(·) so that P{P r > x α } = l(x)x α (1−ν) . If we assume ν > 2, and take α := −(ν + δ)/(1 − ν), then δ > 0 can be chosen sufficiently small so that α < ν, and
Using the Elementary Renewal Theorem, it may be shown that
Also, P{N > x (−x α , 0) = k} = o(1) for all k = 1, . . . , L. Finally, using sample-path arguments and Theorem 2 from Jelenković [31] , it may be shown that for any δ > 0 there exists an > 0 such that
is a coefficient that depends on the specific values of the DPS weights, with i the class index of the tagged customer.
The proof is then completed by letting δ ↓ 0 and using the fact that B is regularly varying.
Stochastic mean-value method
The proof method in [47] also involves lower and upper bounds which asymptotically coincide. The lower bound is identical to that in [16] , but the upper bound proceeds along a different path based on the stochastic mean-value theorem, see for instance Corollary 1.4 on p. 171 of Asmussen [2] . Specifically, the stochastic mean-value theorem is used to rewrite the probability of interest in terms of the expected fraction of class-i customers with sojourn time larger than x arriving during a busy period:
where I {A} denotes the indicator function of the event A, and the event j ∈ T i indicates whether or not the j-th customer arriving during the busy period belongs to class i. Denote by N the number of customers that arrive during a busy period of length P. Let B ( j) be the service requirement of the j-th customer arriving during the busy period and let V ( j) be its sojourn time. The variable A(y) denotes the set of customers with service requirement larger than y that arrive during the busy period, i.e., A(y) := { j ∈ {1, . . . , N } : B ( j) > y}, and N >y indicates the cardinality of this set. The above expression may then be divided into several terms by observing that V ( j) > x for some j ∈ {1, . . . , N } implies that P > x, and conditioning on the number of 'large' customers that arrive during the busy period, where as before a customer is said to be 'large' when its service requirement exceeds x, for some constant > 0 independent of x:
Consider each of the above terms separately. We start with the dominant term II 1 , and then proceed to show that all others can be asymptotically neglected. Clearly, II 1 ≤ E{I {P>x} } = P{P > x}, and Theorem 5.3.1 in Zwart [58] implies
Turning to the term II 2 , it may be shown that
By definition of A( x), we have II 0 = 0. In conclusion, o(1) ). Next, we show that the terms I k , k = 0, 1, 2, asymptotically vanish as well. The sojourn time of customers that arrive to a system with at most k large customers is smaller than the sojourn time of these same customers entering a system with k permanent customers. Define N ≤ x,k as the number of customers arriving during a busy period in a system with k permanent customers and all service requirements truncated at level x. Denote by V ( j) ≤ x,k and V ≤ x,k the sojourn times of the j-th customer and an arbitrary customer entering this system, respectively. With these random variables, the above assertion may be formalized as follows:
Let W ≤ x,k (0 − ) be the amount of work in the system just before the tagged customer arrives, and let W c ≤y := sup t≥0 [A ≤y (0, t) − ct] be the stationary amount of work in a Springer system with constant service rate c where all service requirements are truncated at level y. Using sample-path arguments, it may be shown that
with f DPS the coefficient defined earlier.
Both of the above probabilities are o(P{B > x}) and hence o(
It remains to prove that the term III is asymptotically negligible. Applying Hölder's inequality, we may write
The proof is then completed by establishing that
The assumption ν > 2 is required for the proof (though probably not necessary for the final result to hold) because otherwise the probability P{N > x ≥ 3} is not sufficiently small. The reason is that when 1 < ν < 2 the most likely scenario for the event of interest to occur no longer involves the arrival of three or more large customers with service requirements of the order O(x). A more likely scenario consists of the arrival of an extremely large customer with a service requirement of the order O(x ν ), after which it is virtually certain that several other customers will arrive with service requirements of the order O(x). For further details we refer to [47] .
Relation with geometric queue length distribution
In this section we identify an intimate relationship between the asymptotic tail equivalence (1) and a geometrically bounded queue length distribution. We illustrate this connection in the context of a DPS system for which the tail equivalence has only been established under restrictive distributional assumptions, as described in the previous section.
Using the methods in [11] , it can actually be shown that the vector of remaining service requirements in a DPS system can be bounded from above sample-path wise by that in an ordinary PS system with a lower service rate. Specifically, the state vector in a DPS system with K classes with weights w 1 , . . . , w K is bounded from above by that in an ordinary PS system with service rate s(w 1 , . . . , w K ) := min k=1,...,K w k / max l=1,...,K w l . It then follows that the queue length distribution in the original DPS system is geometrically bounded provided ρ < s(w 1 , . . . , w K ). This relationship thus provides a novel proof of the tail equivalence for a DPS system which involves additional assumptions on the load and weight parameters, but holds for any class with a regularly varying service requirement distribution (not just the "heaviest" one), and no longer requires the restrictive assumption of finite variance. See also Theorem 7.2 for yet another sufficient set of assumptions under which the tail equivalence under DPS is preserved.
Let N be the total number of customers in the DPS system under consideration.
Proof: The proof relies on lower and upper bounds which asymptotically coincide. As noted in the previous section, a lower bound may be established along similar lines as in [28, 44] for the ordinary PS queue. To obtain a matching upper bound, let us focus on a tagged customer of a particular class, say class 1, and write ν := ν 1 . Let B 0 and V 0 be the service requirement and sojourn time of the tagged customer, respectively.
Using a similar sample-path representation as in (4), it may be shown that
with N := K k=1 L k (0). We may write
Using (14), term I may be estimated by (1)).
Using (15) , term II may be bounded by
for any m, η > 0 and η + 1 − 2ν < −ν for η sufficiently small, and thus II = o(P{B 0 > x}).
In order to control term III, note that
for m sufficiently large.
Observe that the above proof does not use any knowledge of the remaining service requirements of individual customers. Instead, it exploits the fact that their contribution to the sojourn time of the tagged customer is simultaneously bounded by the total workload and the total number of customers times the service requirement of the tagged customer, as captured by inequalities (14) and (15) , respectively. This observation also played a key role in the proof of tail equivalence in a PS queue with random service interruptions in [43, Chapter 5] . When information on the remaining service requirements is available, the proof may be simplified.
Bandwidth-sharing networks
In this section we consider a class of bandwidth-sharing models that has attracted much attention recently. We adopt in particular the framework of Bonald & Proutière [11] . Suppose there are K classes of customers which arrive according to Poisson processes of rate λ i , and have service requirements B i , i = 1, . . . , K . As before, the service requirement of a customer from an arbitrary class is denoted by B which, with probability λ i /(
The state of the system with x i customers of classes i = 1, . . . , K , is denoted by the vector x := (x 1 , . . . , x K ). Throughout the section, we use the notation |x| := x 1 + x 2 + . . . + x K . The service rate allocated to class i in state x is supposed to be given by a function φ i (x), and each customer of class i receives an equal share φ i (x)/x i whenever x i > 0. Let V i be the generic sojourn time of a class-i customer. Since Assumption 3.1 is satisfied as long as the network is stable, it is natural to conjecture that if B i ∈ IR, then there exists a constant γ i such that
The main result of this section establishes this asymptotic relation under a particular assumption on the allocation function φ. This extends the result of Theorem 3 in [28] where the single-class case was considered.
Assumption 7.1. The allocation function satisfies
for some integer k ≥ 0 and constants c i , i = 1, 2, . . . , K .
If the above assumption is satisfied, then we may in fact take c i = 1, for all i, without loss of generality. To see this, note that for any constants c i > 0, i = 1, 2, . . . , K , we can consider the following equivalent "normalized" system in terms of the queue length processes and the sojourn times of individual customers. The normalization consists in scaling all service requirements of class i by c i , that is, we take B i = B i /c i as the service requirements in the normalized system. In order to preserve the queue length dynamics and sojourn times of customers, we scale the allocation function correspondingly: φ i (x) = φ i (x)/c i . Clearly, we then have φ i (x) ≥ x i /(|x| + k). Note that in the normalized system the loads are given by ρ i := ρ i /c i . We will show later (see the discussion preceding Theorem 7.2 below) that the additional restriction imposed in the next theorem is, in general, not necessary for (16) to hold. Note further that the constant γ i is not determined by the theorem. For the special case of DPS and so called balanced networks we will determine the constant in closed form.
Theorem 7.1. Assume that the bandwidth-sharing network is stable, that B i ∈ R ν , ν > 1, and that E{B 1+η } < ∞ for some η > 0. Suppose further that Assumption 7.1 is satisfied and that
then (16) holds for some constant γ i .
Proof:
The proof is based on that of Theorem 3 in [28] where the result was proved for the single-class case. The approach is similar to the stochastic-comparison method in [11] . By Assumption 3.1 and the law of large numbers for regenerative processes, it suffices to show that (13) holds, where R(x) := R i (x) stands for the attained-service process of an arbitrary customer of class i and B is distributed as the service requirement of an arbitrary customer. The key element in the proof is to bound sojourn times in the original queue from above by sojourn times in a multi-class M/G/1 PS queue with k permanent customers. Recall that we may assume that the service requirements and the allocation functions are normalized such that c j = 1 for all classes j.
To reflect this normalization in the notation, we denote the service requirements, the allocation functions and the individual traffic loads in the normalized system by B j , φ j (x) and ρ j , respectively. Note that ρ c := ρ 1 + ρ 2 + . . . + ρ K can be seen as the total traffic load in the normalized system. Let us compare the normalized system with a (multi-class) M/G/1 PS queue with k permanent customers. This queue is fed with the same arrivals and service requirements as the normalized system. The condition ρ c < 1 ensures stability of this queue. Assumption 7.1 implies φ i (x) ≥ x i /(|x| + k). A straightforward sample-path comparison shows that, at all times, all customers receive at least as much service in the normalized system as in the reference PS queue with k permanent customers. Denoting the attained-service process of a class-i customer in the normalized queue by R i (x) = R i (x)/c i , we have
Here, R k (x) is the attained-service process in the PS queue with k permanent customers (which is independent of the class since all customers receive equal service shares). We conclude that, for any > 0,
By the decomposition of conditional sojourn times established in Van den Berg & Boxma [5] , we have ( d = denotes equality in distribution)
where all terms are independent of each other and V 0 i ( x) is distributed as the conditional sojourn time in an ordinary M/G/1 PS queue with service requirement x. Consequently,
Thus, it is sufficient to verify condition (13) for the ordinary M/G/1 PS queue. Since E{B 1+η } < ∞, we may apply Lemma 3 of [28] which ensures that
An example of a system that satisfies Assumption 7.1 is the DPS model discussed in Section 5:
with c i := w i / max{w 1 , w 2 , . . . , w K }. Therefore, Theorem 7.1 also shows that under the more restrictive "stability" assumption (17) the result of Theorem 5.1 is true as well for classes whose service requirement distributions have lighter tails than B. Note the similarity with Theorem 6.1. It is worth emphasizing that, in this case, the constant γ i is simply equal to 1 − ρ, independent of the class index i. This classindependence of large sojourn times under DPS is proved in the following theorem; see [1] for a related discussion. 
Suppose further that B i ∈ R ν , ν > 1 and E{B 1+η } < ∞ for some η > 0. Then
Proof: By Theorem 7.1 it remains to be shown that γ i = 1 − ρ for all i. Note that the DPS system with one permanent customer is stable and regenerative. Thus, for any class, irrespective of the weight, it must be that
Balanced networks
Theorem 7.1 establishes the asymptotic tail equivalence, but does not provide closed-form expressions for condition (17) and the constants γ i . These can be determined explicitly for the class of balanced networks, which we describe next, following the discussion in [11] . Let e i be the unit vector with value 1 in the i-th component and 0 in all other components. The PS network is called balanced if
for all i, j and x. Define the balance function (x) by
If (18) holds, and if
then the PS network is stable, and the distribution of the steady-state population vector X has distribution
C is the usual normalization constant. In what follows, we are interested in the sojourn time of a class-i customer. As before, we consider a PS network with one permanent classi customer. The attained service process of the permanent customer is identical to that of an arbitrary class-i customer (until departure). Let X i (t) be the state vector at time t in the PS network with the permanent class-i customer. The state descriptor X i (t) does not include the permanent customer. It is easy to see that this network is balanced as well, with balance function (x) = (x + e i ). The service rate r i (t) received by the tagged customer at time t is
The process X i (t) remains stable, and is also regenerative. Denoting the associated attained-service process with R i (x) = x t=0 r i (t)dt, we conclude that R i (x)/x converges to a limit γ i given by
Example 7.4. Proportional fairness
We now consider a proportional fair network as a particular example of a balanced multi-class PS network. For more examples in the single-class setting, such as the M/G/s PS queue, we refer to Section 4 of [28] . Suppose there are three classes of flows indexed by 0, 1, and 2, and that the bandwidth allocation functions are given by
For this particular network, this allocation is called proportional fair, see e.g. Bonald & Massoulié [8] . Taking c i = 1 for i = 0, 1, 2 and k = 0, Theorem 7.1 yields that, if ρ 0 + ρ 1 + ρ 2 < 1, then
for i = 0, 1, 2. In [8] , the constants γ i , also known as the flow throughput, have been computed. They are given by γ i = 1 − ρ 0 − ρ i for i = 1, 2, and
Note that the condition ρ 0 + ρ 1 + ρ 2 < 1 is quite strong, even more so for larger networks: In a linear network with L > 2 nodes, the corresponding condition is ρ 0 + ρ 1 + . . . + ρ L < 1 which may be highly restrictive for large values of L. Therefore, an interesting direction for further research is to relax this condition while preserving the validity of (9).
Light-tailed service requirements
Except for the two-class system discussed in Subsection 4.2, we have concentrated on PS models where the service requirements are heavy-tailed. Since the analysis of queueing models with heavy tails has a relatively short history, one would expect that the theory for sojourn time asymptotics for light-tailed service requirements would be at least as developed. This is far from true however, and sojourn time asymptotics in the light-tailed case are in fact far more difficult to obtain than in the heavy-tailed case. The results known to the authors are reviewed in this section. Borst et al. [12] recently obtained the result by showing that
with W ROS the waiting time in the M/M/1 queue with random order of service. The asymptotic behavior of P{W ROS > x} was established by Flatto [26] . Flatto's proof builds upon an integral representation for P{W ROS > x}, and an application of the Laplace method, which is made possible after a number of ingenious transformations. It is rather striking that Flatto's results were already published (without proof) in 1946 by Pollaczek [50] .
The M/D/1 PS queue
A further case where the tail behavior of P{V > x} is known, is the M/D/1 PS queue. Egorova et al. [23] recently showed that
with γ d the unique positive real solution of
The proof in [23] exploits a geometric random sum representation for V . This representation is also valid for the conditional sojourn time V (τ ) for customers with service requirement τ in the M/G/1 PS queue; the extension of (19) in this direction is forthcoming. It is remarkable that the asymptotic behavior of P{V > x} is completely different from that in the M/M/1 case. In the next subsection we elaborate further on this.
General distributions and discussion
The above results suggest that it is harder to derive exact asymptotics when the interarrival times and service requirements have a general distribution with moment generating functions A (s) and B (s), respectively. Mandjes & Zwart [36] considered the problem of finding logarithmic asymptotics for P{V > x}. Under the assumption that E{e exp{B} } = ∞ for all > 0, it is shown that
with γ g = sup s≥0 [s − (s)], and (s) = − ← A ( 1 B (s) ). A further assumption made in [36] is that (s * ) = 1 for some s * > 0, and that B (s) < ∞ in a neighborhood of s * .
If both A and B are exponentially distributed, then γ g indeed reduces to γ m as defined in Subsection 8.1. However, when B is deterministic, γ d is different from the corresponding value of γ g in (20) . This shows that the tail of B must be "heavy enough" for (20) to hold, although the condition E{e exp{B} } = ∞ for all > 0, may be too strong.
To explain these different asymptotics, note that in general, three different types of events may contribute to a long sojourn time: (i) the tagged customer has a long service requirement; (ii) the number of customers in the system at time 0 is exceptionally large; and (iii) the input in the system during the sojourn time of the tagged customer is larger than usual. If the service requirements are heavy-tailed, then event (i) is primarily responsible for the occurrence of a long sojourn time. Using large-deviations theory, it is shown in [36] that event (iii) determines the logarithmic asymptotics (20) . Specifically, the input rate after time 0 increases from ρ to 1. This behavior is very similar to that of the busy period, for which the same logarithmic asymptotic behavior has been shown to hold, see Palmowski & Rolski [49] and Nuyens & Zwart [46] .
If the service requirements are deterministic, then changing the drift from ρ to 1 does not suffice. The analysis in [23] shows that long sojourn times then occur due to a combination of events (ii) and (iii). In particular, it is shown that the number of customers seen upon arrival by a customer with sojourn time larger than x, is of the order x.
The two-class system considered in [15] , which we discussed in Section 4.2, is an example where a long sojourn time is caused by a combination of effects (i) and (ii). In Theorem 4.3 the various factors on the right-hand side of the asymptotic relation have a clear interpretation. The factor P{B 1 > x M } corresponds to a sufficiently large service requirement of the customer itself. The second factor (1−ρ)ρ M−1 2 1−ρ M+1 entails the probability that the system occupancy is nearly saturated upon arrival of the class-1 customer. This probability, in fact, corresponds to there being sufficiently many class-2 customers in the system. This is because of the effect embodied by the third factor P{B r 2 > x M } M−1 : each of the customers present should stay longer than an amount of time x. For class-2 customers this is quite probable, as their remaining service requirement distribution is regularly varying, but for class-1 customers (with light-tailed service requirements) such a scenario is highly unlikely.
Concluding remarks and suggestions for further research
We have surveyed several methods for deriving sojourn time asymptotics in PS queues with heavy-tailed service requirements. In particular, we have established general necessary and sufficient conditions for a reduced service rate approximation to hold, and identified a strong relationship between such an asymptotic equivalence and a geometrically bounded queue length distribution. In addition, we have briefly discussed the case of light-tailed service requirements, which turns out to exhibit a drastically different and substantially more complicated large-deviations behavior. Based on the existing results, several fascinating topics for further research present themselves. First of all, it would be interesting to develop a deeper understanding of the relationship between a reduced service rate approximation and a geometrically bounded queue length distribution. A second promising yet challenging direction would be to further explore the intriguing case of non-egalitarian (Discriminatory) PS and extensions to PS networks. For DPS we have established the asymptotic equivalence between the tails of the service requirement and sojourn time distributions under various assumptions in Theorems 5.1, 6.1 and 7.2. Like for PS networks, however, a full understanding of necessary conditions is yet to be developed. A related subject that seems to deserve study, is a comparison of the sojourn time asymptotics for PS with alternative service disciplines. As a final topic, the study of PS queues with light-tailed service requirements is very much worth pursuing.
