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1. INTRODUCTION AND MISE-EN-S&NE 
In electrical network theory a resistive network with n + 1 terminals may 
be defined by the consistent system of linear equations 
i = Yv, (1.1) 
where the elements of the (11 + 1) x 1 vector i are the currents entering the 
nodes of the resistive network, while the elements of the (n + 1) X 1 vector 
v are the associated voltages measured on the terminals. In (1.1) the 
(n + 1) X (n + 1) indefinite admittance matrix 
y = I YJ (1.2) 
is symmetric with 
n+ 1 
Y/H, = Yc,,I, = -&, for all p # y , Yp,’ = c g,,, (I.3 
p=l 
P + ‘1 
where gpq is the physical conductance connected between terminals p and q 
of the network, measured in siemens (mhos). The adjective “indefinite” is 
used here to mean “singular.” 
The (n + 1) X (n + 1) symmetric indefinite admittance matrix Y is dou- 
hle-centered, i.e., all the rows and columns sum to zero; this follows directly 
from Kirchhoffs current law in that the sum of the currents is always zero 
and so e’i = e’Yv = 0 for any voltage vector v. Here, and throughout, we 
use 
e = (l,l,...,l)’ (14 
for the vector with each element equal to 1. A square double-centered matrix 
Y, not necessarily symmetric, is singular and equicofactor, i.e., all its first 
cofactors are equal; cf. Sharpe and Spain (196(I), Sharpe and Styan (1965). 
We call the common value of these first cofactors the network determinant 
and denote it by ynrt, and so the adjugate matrix of Y is given by 
adj Y = y,,,tee’. (1.5) 
Whenever all the physical conductances gl,<, are nonnegative, it follows 
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from (1.3) that all the on-diagonal elements of Y are positive and all the 
off-diagonal elements are nonpositive: we will refer to a matrix with elements 
satisfying this sign pattern as being hyperdominant. It follows at once from 
Gerschgorin’s theorem (see e.g. Marcus and Mint 1992, p. 146) that such a 
matrix Y is positive semidefinite. Of course, a positive semidefinite matrix 
need not be hyperdominant. 
We assume that the network is connected, and so the (n + 1) X (n + 1) 
indefinite admittance matrix Y has nullity I (and hence rank n), and so when 
Y is positive semidefinite it follows that the network determinant ynet > 0. 
We may write any solution v to the consistent system of linear equations 
(1.1) in the form 
v = Gi (l-6) 
where the generalized inverse G of the indefinite admittance matrix Y 
satisfies the first Moore-Penrose equation: 
YGY = Y; (1.7) 
see, e.g., Styan (1983). It was shown by Sharpe and Styan (1965) that a 
generalized inverse G of a double-centered (not necessarily symmetric) 
matrix Y with nullity 1 satisfying (1.7) must have the form 
G=Y++ae’+eb (1.8) 
for some vectors a and b, where Yf denotes the Moore-Penrose inverse. 
When Y is symmetric, so is Y+, and then a generalized inverse G of Y is 
symmetric if and only if a = b, i.e., 
G = Yf+ ae’ + ea’ (1.9) 
for some vector a. As noted by Sharpe and Styan (1965), the Moore-Penrose 
inverse is the unique double-centered generalized inverse of Y. 
Motivated by Campbell (1922) and by Youla (1959) we consider the 
(n + 1) X (n + 1) symmetric matrix 
z = {-$(pq)}, (1.10) 
where r( pq) is the positive open-circuit resistance measured in ohms be- 
tween terminals p and q when all other terminals are open circuited. We call 
such a matrix zero-axial, since all the on-diagonal elements of Z are zero. 
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Youla (1959) and Sh, rp a e and Styan (1965) showed that this zero-axial 
matrix Z is a generalized inverse of the indefinite admittance matrix Y. Since 
all symmetric generalized inverses of the indefinite admittance matrix Y are 
of the form (1.9) for some vector a, it follows at once that the generalized 
inverse Z defined by (1.10) which we call the Campbell-Youla inverse, may 
be written as 
Z = Y+- f(de’ + ed’), (1.11) 
where the trace vector d is the (n + 1) X 1 vector of the diagonal elements 
of the Moore-Penrose inverse Y+, 
d = diag(Y+). (1.12) 
The formula (1.11) was announced in Subak-Sharpe (1992); see also Fiedler 
(1993, 1995). The Campbell-Youla inverse Z is therefore the unique symmet- 
ric zero-axial generalized inverse of the indefinite admittance matrix Y. As we 
shall see just after (1.22) b e ow, 1 the off-diagonal elements of Z must all be 
(strictly) negative: in the electrical context this means that the open-circuit 
resistances are all (strictly) positive. 
Following Subak-Sharpe (1991) (see also Fiedler, 1993, 1995) we define 
the vector w of terminal weight numbers from the projector 
Yz=I++we’, (1.13) 
and we note immediately that 
e’w = -2, (1.14) 
i.e., the terminal weight numbers add up to -2. There are no units of 
measurement associated with these terminal weight numbers, since multipli- 
cation of the matrix Y by a scalar leaves them invariant. Substituting (1.11) 
into (1.13) and postmultiplying by e yields 
2 
w= -Yd--e 
n-t1 . 
Premultiplying (1.14) by Z and using (1.11) and (1.13) gives 
(1.15) 
Zw = i(d’Yd + 4J)e = iD2e, (1.16) 
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say, where the trace man d of the Moore-Penrose inverse Y’ is defined to 
be 
1 1 
n+le’d = n+l trY+= Z. 
From (1.11) we see that 
(fj= 
-e’Ze c p<q’(Pd 
(n + 1)’ (fr + Q2 ’ 
(1.17) 
(1.18) 
where r( pq) is the open-circuit resistance defined in (1.10). 
We define the network diameter D in (1.16) to be the positive square root 
of 
d’Yd+4z=D2 (1.19) 
measured in ohms; cf. Subak-Sharpe (1991). To see that (1.19) is positive, i.e., 
that the network diameter D is well defined, we recall that Y is positive 
semidefinite and so d’ Yd > 0 and d = (n + l)- ’ trY+ > 0. We also con- 
sider the network radius R = +D, and so 
R’=+d’Yd+6~d>O, ( 1.20) 
with R2 = d if and only if all the elements of d are equal (cf. Theorem 2.4 
below). 
We may combine Equations (1.131, (1.14), and (1.161, together with the 
property that Y is double-centered, as the following distance-geometric 
bordered-matrix equation (cf. Subak-Sharpe, 1989, 1990, 1991; Fiedler, 1993, 
1995): 
(“,’ w,‘)(E :;,) = (e” :iz)( “,’ -;) = -21,+,. (1.21) 
We may consider the (strictly positive) open-circuit resistance r(pq) = 
-23,, as the square of the distance between terminals p and 4 (cf. 
Subak-Sharpe, 1989, 1990), in the sense that there exist n + 1 vectors 
xi,. . . > x, 
Ibr, - x$, 
1, each n x 1, such that the open-circuit resistances r(pq) = 
p,q = I,..., n + 1. The matrix -22 may then be called a 
distance matrix (cf. Blumenthal, 1970); Sharpe and Styan (1965) called -22 
the “Campbell matrix,” whereas Fiedler (1993) calls such a matrix the 
“Menger matrix”; cf. Menger (1928). 
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A result due to Schoenberg (1935) states that a symmetric zero-axial 
matrix A with positive elements is such a distance matrix if and only if its 
double-centered counterpart CAC is nonpositive definite, where the center- 
ing matrix 
1 
C=I- - ee’ 
n+1 * 
Using (1.11) and the double-centeredness and positive semidefiniteness of 
Y+, we see immediately that C( - 2Z)C = -Y+ and so is negative semidefi- 
nite; we note that this conclusion depends only on the positive semidefinite- 
ness (and double-centeredness) of Y and is valid even if such a matrix Y is not 
hyperdominant, i.e., the off-diagonal elements of such a matrix Y need not all 
be nonpositive. It is interesting to note that the positiveness of the elements 
of -22 also depends only on the positive semidefiniteness (and double- 
centeredness and nullity) of Y and not on its being hyperdominant, since 
-2zij = (ej - ejYY+(e, - ej) > 0 for all i #j, as the null space of Y, and 
equivalently of its Moore-Penrose inverse Y +, is spanned by e. Here e, is the 
(n + 1) X 1 vector with 1 in the ith position and 0 elsewhere. 
The bordered distance matrix in (1.21), 
say, is called the metric matrix; cf. Sharpe (1967) Moore and Sharpe (1968). 
It follows at once from (1.21) that the Campbell-Youla inverse Z is equal to 
the inverse of the Schur complement of D2 in the inverse bordered Menger 
matrix B-l, i.e., 
z = {B-~/D~}-~ qy_ zg)'; ( 1.24) 
cf. (2.12) below. 
Fiedler (1993) using an analogue of (1.21) in a geometric study of the 
Laplacian matrix of a weighted graph, constructs a vector 9,, (analogous to 
our terminal weight vector w) and a scalar 9,,a (analogous to the square D2 of 
our network diameter); he interprets 9,, as the center of a certain simplex in 
barycentric coordinates and 9oo as the squared diameter of its circumsphere. 
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Our objective in this paper is to present several new inequalities associ- 
ated with the Campbell-Youla inverse Z, the vector w of terminal weight 
numbers, and the network diameter D and radius R. Our emphasis here is 
on matrix-theoretic methods. In a companion paper (Drury, Styan and 
Subak-Sharpe, 1994a), we present some graph-theoretic representations and 
deduce several further inequalities and equalities. Geometric interpretations 
are given by Fiedler (1993), and a survey of Laplacian matrices has recently 
been given by Merris (1994). 
We prove here (see Theorems 2.1 and 2.2 below) that the eigenvalues of 
any symmetric generalized inverse G as given by (1.91, and hence also the 
eigenvalues of the Campbell-Youla inverse Z (cf. Fiedler, 19931, interlace the 
nonzero, necessarily positive eigenvalues of the Moore-Penrose inverse Y+; 
we also show (Theorem 2.3) that the square of the network radius R is the 
absolute vahie of the product of all th e eigenvalues of Y and Z. In addition, 
we establish an interesting new inequality string involving the network radius 
R, the trace mean (I, and the spectral radius p of Z. We introduce the notion 
of a uniform network when all the terminal weight numbers are equal, and 
obtain several characterizations. 
In our companion paper (Drury, Styan, and Subak-Sharpe, 1994a), we 
establish the inequality string for terminal weight numbers 
-l<wk<n-2, k=1,2 ,..., n+l, ( 1.25) 
which we have been unable to prove by matrix-theoretic methods alone. The 
inequality (1.25) seems to depend (maybe critically) on the admittance Y 
being hyperdominant, rather than “just” positive semidefinite. 
In a further paper (Drury, Styan and Subak-Sharpe, 1994b), we obtain 
the following result, which is of interest in electrical network theory: 
THEOREM 1. For every positive resistance network of n + 1 terminals, 
the open-circuit resistance r( py) measured between terminals p and q must 
satisfy 
r( pq) G D’, p,q=1,2 ) . . . )  n-tl. (1.26) 
Equality holrls in (1.26) if and only if th e resistance network forms a linear 
tree with tip nodes p and q and the terminal weight numbers satisfy 
wI’ = w’l = - 1 and wk = 0 for all k # p, q. 
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2. RESULTS 
We saw in Section 1 that the (II + 1) X (n + 1) symmetric indefinite-ad- 
mittance matrix Y is double-centered (all rows and columns summing to zero) 
and positive semidefinite with nullity 1 and rank n. The eigenvalues of the 
matrix Y may therefore be denoted as follows: 
A, > A, > ... > A,, > A,,+, = 0. (2.1) 
As observed earlier [see (I.Y)], a symmetric generalized inverse H of the 
symmetric indefinite admittance matrix Y must have the form 
H = Y’+ ae' + ea' (2.2) 
for some (n + 1) X 1 vector a. 
THEOREM 2.1. For any vector a the eigenvalues of the symmetric 
generalized inverse H de$ned by (2.2) in er ace t 1 those of the Moore-Penrose 
inverse Y+, and therefore at least n of the n + 1 eigenvalues of H must he 
positive. 
Proof. Let 
p, > & > .** a P,, 2 6, + I (2.3) 
denote the eigenvalues of H, which therefore depend on the vector a chosen 
in the generalized inverse H in (2.2). It suffices to prove that 
where A,, A,, . . . , A,, are defined in (2.1). Let P denote an (rr + I) X (n + 1) 
orthogonal matrix that diagonalizes Y with 
P’YP= 2 ;. 
i 1 
(2.5) 
where the diagonal elements of the )I X n diagonal matrix A are the positive 
eigenvalues A,, A,, . . . , A,,, and so A is positive definite. Hence 
p'y+p= "oil ; ) 
i 1 
(2.6) 
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and so 
P’HP = 
A-’ 
dXalQ 
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(2.7) 
where P = (Q, e/ m), with Q’e = 0. Since the eigenvalues of P’HP 
coincide with those of H, it is clear from (2.7) that the eigenvalues of H 
interlace the eigenvalues (diagonal elements) of A-’ (see e.g. Horn and 
Johnson, 1991, p. 2191, and (2.4) follows. n 
The smallest eigenvalue P,, + , of a symmetric generalized inverse H may 
therefore be positive, negative, or zero; its sign is 
sign( /3,,+,) = sign(detH) = sign(detP’HP) = sign{P’HP/A-I}, (2.8) 
where (P’HP/A ‘} d enotes the Schur complement of A-’ in P’HP. The 
first equality in (2.8) holds because the determinant of H is the product of its 
eigenvalues Pi > & > .a. > p,, > &+ , and n of these are positive; the 
last equality in (2.8) h o s Id b ecause A is positive definite and the determinant 
is multiplicative on the Schur complement; see, e.g., Styan (1985, p. 41). 
Hence the smallest eigenvalue &+ , of H has the same sign as 
{P’HP/A-i} = 2 e’a - (n + I)dQ( A-') -iQ’a = 2e’a - (n + 1)a’Ya; 
(2.9) 
in (2.9) we note the spectral decomposition Q AQ’ = Y. 
Thus P,, + 1 = 0 if and only if the vector a satisfies 2e’a = (n + l)a’Ya, 
and then H is a reflexive inverse of Y, i.e., HYH = H and rankH = 
rankY = n. 
If we choose a = -d/2, where d is the trace vector of the diagonal 
elements of the Moore-Penrose inverse Y+ [cf. (1.12)], then the generalized 
inverse H becomes the Campbell-Youla inverse Z introduced in (1.11). The 
Schur complement (2.9) then becomes 
[pfZp/A-‘} = -e’d - n + 1 4 d’Yd = -(n + l)(+d’Yd f c?) 
= -(n + l)R2 < 0, (2.10) 
where R is the network radius introduced in (1.20). 
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We have therefore established the following theorem: 
THEOREM 2.2. The Campbell-Youla inverse Z defined by (1.11) has a 
single negative eigenvalue with absolute value equal to its spectral radius; all 
the other eigenvalues of Z are positive. Moreover, the eigenvalues of Z 
interlace the reciprocals of the nonzero, necessarily positive eigenvalues of the 
indefinite admittance matrix Y. 
We see, therefore, that the Campbell-Youla inverse Z has n positive 
eigenvalues and one negative eigenvalue, and that these n positive eigenval- 
ues are all strictly less than the absolute value of the single negative 
eigenvalue, which is its spectral radius. This result also follows from the fact 
that Z is zero-axial and so its trace and hence the sum of its eigenvalues is 
zero. 
It is easy to see that if Z, is the Campbell-Youla inverse Z with the scalar 
k added to every element, then Z, = Z + kee’ is a generalized inverse of Y 
for every k; and Z, is positive definite whenever k > R”, and positive 
semidefinite (with nullity 1) whenever k = R”. 
As we have already noted, the determinant is multiplicative on the Schur 
complement, and so [cf. (2.IO)] 
det Z = det P’ZP = det{P’ZP/A-‘} det A- ’ = -(n + 1) R2 jQ t. 
I 
(2.11) 
Since the eigenvalues of Z are either positive or negative, it follows that Z is 
nonsingular; cf. Subak-Sharpe (1991). From the formula (1.13) for the 
projector YZ it follows that Z -’ = Y + $we’Z-‘, since w = iD2Z-‘e [cf. 
(1.1611, and so 
z-1 =y- - 
D” 
and thus 
4 1 
e’Z_’ e=--__=-_ 
D2 R2 . 
(2.12) 
(2.13) 
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We noted that all the first cofactors of Y are equal [cf. (IS)], and we call this 
common value the network determinant Y,,,. The sum of all the n X n 
principal minors of the (n + 1) X (n + 1) matrix Y equals the product of the 
n nonzero eigenvalues, and so 
(2.14) 
Hence: 
THEOREM 2.3. Let Ynet denote the network determinant (cf. (1.5)), and 
let R = fD denote the network radius with D the network diameter; cf. (1.18) 
and (1.20). Then 
1 
R2 = aD2 = -Y”,,detZ = -- 
e’Z-‘e 
= -&fi AJ,, (2.15) 
i=l 
where A, > *** > A, are the n nonzero eigenvalues of the (n + 1) x (n + 1) 
matrix Y, and 
Yl 2 72 2 *** > y”+l = -P (2.16) 
are the eigenvalues of the Campbell-Youla inverse Z. 
Motivated by (1.17), we will call 
(2.17) 
the spectral mean of the Campbell-Youla inverse Z. In (1.20) we saw that 
R2 2 2, the trace mean, with equality if and only if all the elements of the 
trace vector d are equal. We now show that the spectral mean p always lies in 
the closed interval between R2 and c?, and that p = R2 if and only if p = d 
if and only if all the elements of the trace vector d are equal. 
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THEOREM 2.4. The network radius R, the spectral mean 3, and the trace 
m.ean d satisfy the inequality string 
R” 2 j5 > ct. (2.18) 
Equality holds on the left of (2.18) ifand only ifequality holds on the right of 
(2.18) if and only if all th J L e ements of the trace vector d are equal, and then 1 
this common value is eyual to R’. 
Proof. The Rayleigh quotient is always bounded below by the smallest 
eigenvalue (see, e.g., Horn and Johnson, 1991, p. 2181, and so, using (2.15), 
1 e’Z_‘e 1 1 
- 
R’(n + 1) 
=--a-=-- 
nfl 
(2.19) 
Xl + 1 P’ 
which establishes the first inequality in (2.18). Proceeding similarly with e’ze, 
we note that 
e’Ze 
-(n + l)J= - )1 + 1 a Y,,+1 = -(n + l)P> (2.20) 
and the second equality in (2.18) is established. Equality holds on the left of 
(2.18) if and only if equality holds throughout (2.19), and this happens if and 
only if e is an eigenvector of Z- ’ , since l/y,, + I is a simple eigenvalue. 
Equality holds on the right of (2.18) ‘f 1 and only if equality holds throughout 
(2.20), and this happens if and only if e is an eigenvector of Z, since y,,+ 1 is a 
simple eigenvalue. But e is an eigenvector of Z-’ if and only if e is an 
eigenvector of Z, and so equality holds on the left of (2.18) if and only if 
equality holds on the right of (2.18), and then equality holds throughout 
(2.18) and all the elements of the trace vector d are equal; cf. (1.20). n 
Frown (2.18) and (1.18) [cf. also (2.20)] it follows at once that 
- - e’Ze c 
d = 
J’<‘,r( p9) = 
(n + 1)” (PI + 1)” 
< R”, (2.21) 
where t( p9) is the open-circuit resistance defined in (1.10). 
It is straightforward to show that equality holds on the right of (2.21) and 
on the left/on the right throughout (2.18) if and only if all the terminal 
weight members are equal; we call such networks unifo;form and explore their 
properties in some detail in the next section. 
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We begin with the following definition: 
DEFINITION 3.1. A resistive network with n + 1 terminals is said to be 
uniform whenever the terminal weight numbers are all equal, i.e., 
w 1 =uj2= . . . =U)n+l_ (3.1) 
Since the terminal weights numbers sum to -2, it follows at once that a 
network is uniform if and only if 
2 
w1 = w2 = . . . = w,+i = -- n+ 1’ (3.2) 
From (1.15) we recall that 
2 
w= -Yd- -e 
n+1 ’ (3.3) 
and so the elements of the trace vector d of diagonal elements of the 
Moore-Penrose inverse Y+ are all equal if and only if the network is uniform. 
From the proof of Theorem 2.4 we know that the network is uniform if 
and only if the row sums of Z, or equivalently of Z-‘, are all equal. From 
(1.16) we recall that 
w = iD’Z-le 
2 (3.4 
and so the elements of w are all equal if and only if all the row sums of Z-’ 
are equal, and so if and only if the network is uniform. 
We summarize these (and some other) characterizations for a network to 
be uniform in the following theorem. 
THEOREM 3.1. A resistioe network with n + 1 terminals is unifbn, i.e., 
w 1 =w2= *** = w, + , , whenever any one of the following conditions holds, 
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and then they all hold: 
R2 = ,3, 
p = 6, 
R2 = 6, 
ch,(z) = ch,(Y+), i = 1, 
d = diag(Y+) a e, 
Ze a e, 
Z-‘e a e, 
ZY=YZ, 
Z - Y+a ee’, 
(3.5) 
(3.6) 
(3.7) 
n, (3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
n+l fl+1 
C gtlr(tl) = 0.. = C g,,n+lr(t,n + l), (3.14) 
t=1 t=1 
z= - e’Ze c = 
(n + 1)” 
P<C( p9) = R2 
(n+ly ’ 
(3.15) 
where chi(*) denotes the ith largest eigenualue, a elementwise proportional- 
ity, g,, the physical conductance defined in (1.3), and r( ~9) the open-circuit 
resistance defined in (1.10). And then 
2 
w1 = w2 = . . . = w,+l = -- n+ 1’ 
(3.16) 
R2 = jj = 2, 
d = diag(Y+) = R’e, 
(3.17) 
(3.18) 
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Z = Y'- R2ee’, (3.19) 
Ze = -(n + l)R’e, z-le = _ 
R2(n + 1) e’ 
(3.20) 
n+ 1 1, + 1 
(3.21) 
The conditions (3.51, (3.6) (3.7), and (3.17) follow from (2.18) in Theorem 
2.4, while (3.14) and (3.21) follow from the formula [cf. (26) in Subak-Sharpe 
0991)l 
n+l 
2 + w,5 = c !l!ww~ s = l,...,n + 1. (3.22) 
t=1 
In (3.22) the product g,,r(ts) may be considered as the normalized conduc- 
tance weight on terminal s due to terminal t. An alternative formula for 
(3.22), based on graph-theoretic considerations, is provided by (2.4) in Drury, 
Styan, and Subak-Sharpe (I994b). 
These conditions unfortunately tell us very little about the hyperdominant 
indefinite-admittance matrix Y per se that would yield a uniform network: all 
we know “directly” is that all the diagonal elements of the Moore-Penrose 
inverse Y+ must be equal, and then this common value is the square of the 
network radius R. 
For a network with n > 4, however, there appears to be no “easy” 
characterization of the defining hyperdominant indefinite-admittance matrix 
Y of order n + 1 2 3. Indeed, with n = 4, consider the five-terminal uni- 
form resistive network with underlying 5 X 5 hyperdominant indefinite ad- 
mittance matrix (with exact entries in siemens) 
1 33.38 -3.67 - 7.02 - 10.22 - 12.47 \ 
-3.67 37.28 -3.07 -21.27 - 7.27 
Y = lo-” x - 7.02 -3.07 34.58 - 6.37 -16.12 , (3.23) 
- IO.22 -21.27 -6.37 38.18 - 0.32 
\ -12.47 - 7.27 - 16.12 -0.32 36.18 / 
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which has 15 distinct elements (the maximal number for a 5 X 5 symmetric 
matrix); the exact Moore-Penrose inverse 
’ 8 -3 -2 -2 -1 
Y+=E -2 3 -3 8 -3 8 -3 1 -3 0 
-2 1 -3 8 -4 
\-1 -3 0 -4 8 
(3.24) 
has all its diagonal elements equal, and so the network is uniform. We 
observe that (3.24) is not hyperdominant (and so the Moore-Penrose inverse 
of a hyperdominant matrix is not necessarily hyperdominant). 
For n = 2 and n = 3, however, the (n + 1) X (n + 1) hyperdominant 
indefinite-admittance matrix Y must, as we will show, have all its diagonal 
elements equal. As we just saw, this is not necessary when n = 4. 
With n = 2, the 3 X 3 indefinite-admittance matrix Y must also have all 
its off-diagonal elements equal, and the Moore-Penrose inverse Y+ is there- 
fore always hyperdominant. As we shall see, we may then write 
for some (arbitrary) o > 0 (since Y is positive semidefinite), and so 
y+= L 
9a 
and hence 
2 -1 -1 
-1 2 -1 
-1 -1 2 
2 
(YE - 
gR” ’ 
2 * 
R”=--, 
9, 
(3.27) 
where R is the network radius. With IZ = 2, therefore, the 3 x 3 indefinite- 
admittance matrix Y must have all diagonal elements equal and all its 
(3.26) 
off-diagonal elements equal whenever the network is uniform, and then the 
diagonal elements of Y are all equal to 4/(9R2), and the off-diagonal 
elements are all equal to - 2/(9R'). Furthermore, in a uniform network with 
three terminals the Moore-Penrose inverse Y+ of the 3 X 3 hyperdominant 
matrix Y must be hyperdominant. We call a resistive network hyperuniform 
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whenever the underlying indefinite admittance matrix has the pattern (3.25), 
i.e., all diagonal elements equal and all off-diagonal elements equal. 
To prove that with n = 2 a uniform network must be hypenmiform, we 
assume without loss of generality, that all the diagonal elements of Y+ are 
equal to x + y > 0 (since Y + is positive semidefinite and double-centered 
with nullity l), with the (1,2) and (1,3) elements equal to --x and -y, 
respectively. We may then write 
1 
r+2 J --x’ -Y 
y+= -x X+2 J -z ; 
I 
(3.28) 
-y -_= r+y 
since Y + is double-centered, it follows at once that z = y = x and so Y+ 
must have the form (3.26) with 
2 
2x = R” = g > 0, (3.29) 
and so the 3 X 3 indefinite-admittance matrix Y has the form (3.25) with 
(Y = 2/(YR”). 
With 11 = 3, however, a uniform network need not be hyperuniform, but 
the 4 X 4 indefinite-admittance matrix Y must, as we will show, have all 
diagonal elements equal, while the off diagonal elements must follow a 
certain pattern as follows: 
(n+h+c - a -b 
-c 1; 
a + 1~ + c -a 
. (3.30) 
- (1 a+b+c 
Y= - 0 a+b+c 
-h 
--c It, 
We note that the conductances are equal in pairs, i.e., g,, = g,, = a, 
KlX = g,, = b, and g,, = g,, = c; it can also be shown, from (1.161, that the 
open-circuit resistances are similarly equal in pairs, i.e., r(l2) = r(34), 
r(13) = r(24), and r(14) = r(23). 
The four-terminal resistive network corresnonding to the indefinite admit- 
tance matrix Y in (3.30) is illustrated in Fig&e 1. 
CJ 
The Moore-Penrose inverse of (3.30) is 
‘x+y+ .z --x -Y -z 
--x r+ly+z _- y+= .U -Y 
-Y -_= N+y+z --.y 
\ -_= -Y --x ?;+y+z 
\ 
) (3.31) 
I 
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i 
t 
FIG. 1. Four-terminal Imiform resistive network corresponding to (3.30). 
where 
1 1 
i 
1 1 
x=- -+--- 
8 n+h (I + L i b+c ’ 
1 1 
y=- ( 
1 1 
- - 8 a + 17 
-+- 
0 + C b+c i ’ 
(3.32) 
=-i 1 -- 1 +- 1 - 1 
8 (I + !I (1 + c +h+c’ i 
and so 
m+y+^=R’=l ( 1 1 1 -+- 8 a+h +- aft 1 b+c . (3.33) 
The nonzero eigenvalues of Y are 2(a + b), 2(a + cl, and 2(b + cl. If, 
therefore, the indefinite-admittance matrix Y has the pattern (3.301, then the 
network is uniform and the square of the network radius is readily computed 
by (3.33). 
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To prove all this, we may assume, without loss of generality, that all the 
diagonal elements of Y+ are equal to x + y + 2 > 0 (since Y+ ’ is positive 
semidefinite and double-centered with nullity l), with the (1,2), (1,3), and 
(1,4) elements equal to --x, -y, and -2, respectively. We may then write 
L+y+z --x -Y -2 1 
y+= -x x+y+z --u -V 
-Y -U x+y+z 
(3.34) 
-W 
\ 
-2 -V --w x+y+z 
for some u, u, and w. Since Y+ is double-centered, it follows at once that 
u+u=y+z, u+w=x+z, v + w = x + y, (3.35) 
and thus u = Z, v = y, and w = x, and (3.35) becomes (3.31). Since Y+ has 
nullity 1, it follows that 
x+yzo, x+zzo, y+z#O, (3.36) 
the nonzero eigenvalues of Y+ being 2(x + y), 2(x + z), and 2( y + z), 
Therefore Y has the form (3.30) with 
1 1 
( 
1 1 
a=- -+--- 
8 x+y X+Z i y+z ’ 
1 
-+--- 
Y+z 
(3.37) 
1 
_+-__ 
Y+z 
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We note from (3.30) that Y is hyperdominant provided a, b, and c are all 
nonnegative. However, when b = c > 0 and a > 3b > 0, 
(3.38) 
and Y’ is not hyperdominant, since its (1,2) element is then --x > 0. 
4. OPEN PROBLEMS 
There remain several interesting open problems. For example: 
(1) How can one characterize those (n + 1) X (n + 1) indefinite-admit- 
tance (i.e., symmetric hyperdominant double-centered with nullity 1) matri- 
ces Y with n + 1 > 5 for which all the diagonal elements of the Moore- 
Penrose inverse Y+ are all equal (i.e., the network is uniform)? 
(2) How can one characterize those indefinite-admittance matrices Y for 
which the Moore-Penrose inverse Yt is hyperdominant? 
(3) Is computing the variance of the diagonal elements of the Moore- 
Penrose inverse Y+ the “best” way of deciding whether or not an indefinite- 
admittance matrix Y defines a uniform network? 
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Note added in proof. The authors are very grateful to Russell Merris for 
drawing their attention to related results in the paper entitled “Resistance 
distance” by D. J. Klein & M. Randic [J ournal of Mathematical Chemistry 
12:81-95 (1993)]. 
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