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The Bernstein–Durrmeyer operator with respect to arbitrary measure is a modification of
the classical Bernstein operator for functions from the corresponding weighted Lq-spaces
on a simplex in Rd. As a first step in studying convergence of this operator, we consider
uniform convergence. We prove that uniform convergence holds for all continuous
functions if and only if the measure is strictly positive on the simplex. As a consequence,
strict positivity of the measure is sufficient for convergence in the weighted Lq-spaces.
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1. Introduction
The purpose of this paper is to study convergence of the Bernstein–Durrmeyer operator – a positive summation-integral
polynomial operator for real functions of several variables – associated with a measure that only needs to satisfy some very
general conditions. As a first step in studying convergence of this operator, we consider uniform convergence.We determine
necessary and sufficient conditions on the measure so that uniform convergence holds for every continuous function. I am
not aware of any results of this kind in the literature. Despite existing extensive literature on summation-integral operators,
mostly specific measures have been studied earlier.
We start with some notation. Let
Sd := x = (x1, . . . , xd) ∈ Rd : 0 ≤ x1, . . . , xd ≤ 1, 0 ≤ x1 + · · · + xd ≤ 1
denote the standard simplex in Rd. We denote by ∂Sd the boundary of the simplex Sd. We will also use barycentric
coordinates on the simplex which we denote by the boldface symbol
x = (x0, x1, . . . , xd), x0 := 1− x1 − · · · − xd.
We will use standard multi-index notation such as
xα := xα00 xα11 · · · xαdd and
α
n
:=
α0
n
,
α1
n
, . . . ,
αd
n

for x = (x0, x1, . . . , xd), α = (α0, α1, . . . , αd) ∈ Rd+1, n ∈ N. Functions defined on Sd are understood as functions of a
point that can be given alternatively in Cartesian or in barycentric coordinates.
The Bernstein basis polynomials of degree n ∈ N on the simplex are defined by
Bα(x) :=
 n
α

xα = n!
α0!α1! · · ·αd! (1− x1 − · · · − xd)
α0 xα11 · · · xαdd ,
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with α = (α0, α1, . . . , αd), where α0, α1, . . . , αd are non-negative integers and |α| := α0 + α1 + · · · + αd = n. Here, and
in similar expressions later, 00 means 1. The Bernstein basis polynomials are non-negative on Sd, and
|α|=n
Bα(x) = 1.
The polynomials {Bα}|α|=n constitute a basis of the space Pdn of real algebraic polynomials in d variables of total degree at
most n.
The Bernstein basis polynomials are used in the following well-known construction. Let C(Sd) denote the space of
continuous bounded functions on Sd with the norm
∥f ∥C(Sd) := max
x∈Sd
|f (x)|.
Definition 1. The Bernstein operator Bn : C(Sd)→ Pdn, n ∈ N, is defined by the formula
Bn f :=

|α|=n
f
α
n

Bα. (1)
This is a linear positive operator that reproduces linear functions. We have
lim
n→∞ ∥f − Bn f ∥C(Sd) = 0 (2)
for every f ∈ C(Sd). The operator Bn was introduced by Bernstein [7] in the one-dimensional case in 1912 in order to give
a constructive proof of the Weierstraß Approximation Theorem. A classical reference on the Bernstein operator (1) is the
book [13] by Lorentz. Operator (1) and a great number of its generalizations and modifications were studied in hundreds of
papers.
Here, we consider the following related operator.
Definition 2 ([2]). Let ρ be a non-negative bounded Borel measure on Sd such that
supp(ρ) \ ∂Sd ≠ ∅. (3)
The Bernstein–Durrmeyer operator with respect to the measure ρ is defined for f ∈ C(Sd) or f ∈ Lq(Sd, ρ), 1 ≤ q < ∞, by
the formula
Mn,ρ f :=

|α|=n

Sd f Bα dρ
Sd Bα dρ
Bα, n ∈ N. (4)
Here, the spaces Lq(Sd, ρ), 1 ≤ q < ∞, are defined in the standard way as spaces of (equivalence classes) of real-valued
functions f for which |f |q is integrable with respect to ρ with the norm
∥f ∥Lq(Sd,ρ) :=

Sd
|f (x)|q dρ(x)
1/q
.
Condition (3) guarantees that

Sd Bα dρ > 0 for all Bernstein basis polynomials Bα .
The operator Mn,ρ is linear and positive, and it reproduces constant functions. It generalizes the well-known
Bernstein–Durrmeyer operators with respect to Jacobi weight
dρ(x) = (1− x1 − · · · − xd)µ0 xµ11 · · · xµdd dx, x ∈ Sd,
where µ0, µ1, . . . , µd > −1. This is a modification of the classical Bernstein operator (1) for integrable functions. In the
one-dimensional unweighted case, i.e., for dρ = dx, it was introduced by Durrmeyer [11] and, independently, by Lupaş [14]
and first studied in detail by Derriennic [8]. It was extended to Jacobi weights by Păltănea [15] and studied by Berens and
Xu [6]. Themultidimensional case was dealt with, e.g., in [9,10].Mn,ρ with respect to Jacobi weights is very well studied, and
its approximation behavior is well understood. It can be also considered as a summationmethod for Jacobi series. For details
and further references, see the papers mentioned above and [3]. In particular, Ditzian’s paper [10] gives a good overview
over properties of the multivariate Bernstein–Durrmeyer operator with respect to Jacobi weights.
A more general operator than the Bernstein–Durrmeyer operator with respect to Jacobi weights was considered by
Păltănea. In his book [16, Section 5.2] he studied univariate Bernstein–Durrmeyer operators of the form (4) with respect
to the weight
dρ(x) = xα (1− x)β h(x) dx, x ∈ [0, 1],
where h ∈ C([0, 1]), h(t) > 0 for all t ∈ [0, 1], α, β > −1.
The generalization (4) with an arbitrary measure ρ was shortly mentioned by Berens and Xu [6] but not studied. To our
knowledge, [2] is the first paper where operators (4) in full generality were systematically investigated. Our motivation to
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study operators (4) with respect to arbitrary measures comes from learning theory; Jetter and Zhou [12] have applied the
univariate Bernstein–Durrmeyer operators of type (4) to bias-variance estimates for support vector machine classifiers.
In this application, ρ is the unknown distribution, and we do not know anything about it except, for example, certain
smoothness conditions.
On the other hand, operators Mn,ρ might also be useful to be able to approximate functions f with singularities of
prescribed type on the boundary or inside the simplex. In this case the measure ρ must be chosen such that f belongs
to the corresponding weighted space Lq(Sd, ρ)with some 1 ≤ q <∞.
In [2] we posed a question to find conditions on the measure ρ that would guarantee convergence of operators (4) to the
function f . In this paper we consider convergence in the space C(Sd). Our main result is the following statement that gives
a necessary and sufficient condition on ρ such thatMn,ρ f uniformly converges to f for every function f ∈ C(Sd).
Recall that a measure ρ on Sd is called strictly positive if ρ(A ∩ Sd) > 0 for every open set A ⊂ Rd such that A ∩ Sd ≠ ∅.
This is equivalent to the fact that supp(ρ) = Sd (e.g., [18, Chapter 15, Section 13]).
Theorem 1. Let ρ be a non-negative bounded Borel measure on Sd, let (3) be satisfied, and let Mn,ρ denote the
Bernstein–Durrmeyer operator with respect to the measure ρ as defined in (4). Then
lim
n→∞ ∥f −Mn,ρ f ∥C(Sd) = 0 for every f ∈ C(S
d)
if and only if ρ is strictly positive on Sd.
To our knowledge, this is a first result of such a general type. Most of results on Bernstein type operators depend on a
parametric form of the weight since explicit expressions or asymptotic, e.g., for moments or in differentiation formulas are
used in proofs. In addition, multidimensional results are quite rare.
2. Proof of the theorem
It is easy to see that strict positivity is necessary for the convergence. Indeed, suppose that there is an open set A ⊂ Rd
such that A ∩ Sd ≠ ∅ and ρ(A ∩ Sd) = 0. Then for every continuous function f such that f (x) = 0 for x ∈ Sd \ A we have
Mn,ρ f = 0, so that convergence cannot hold. Thus, the nontrivial part of Theorem 1 is to prove that strict positivity of ρ is
sufficient for convergence.
Now suppose that ρ is strictly positive, and f ∈ C(Sd). The operatorMn,ρ can be written in the form
Mn,ρ f =

|α|=n
cα(f , ρ) Bα
with
cα(f , ρ) :=

Sd f Bα dρ
Sd Bα dρ
.
To prove convergence, we compareMn,ρ f with Bn f and use (2). It is easy to see that the following statement holds.
Lemma 1. Let f ∈ C(Sd). If
lim
n→∞max|α|=n
cα(f , ρ)− f αn  = 0, (5)
then
lim
n→∞ ∥f −Mn,ρ f ∥C(Sd) = 0.
Proof. For every x ∈ Sd we have
|(Mn,ρ f )(x)− f (x)| ≤ |(Mn,ρ f )(x)− (Bn f )(x)| + |(Bn f )(x)− f (x)|
≤

|α|=n
cα(f , ρ)− f αn  Bα(x)+ ∥f − Bn f ∥C(Sd)
≤ max
|α|=n
cα(f,ρ)− f αn + ∥f − Bn f ∥C(Sd) → 0, n →∞,
when (5) is fulfilled, and the convergence is uniform with respect to x ∈ Sd. 
Obviously,
cα(f , ρ) =

Sd f Pα dρ
Sd Pα dρ
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Fig. 1. The six triangles Sπ , π ∈ Π2 , in the two-dimensional case.
Fig. 2. Example: the sets Uπ1
 1
3 ,
1
5
 ; 14  and Vπ1  13 , 15  ; 116  in the two-dimensional case.
with
Pα := xα.
It is easy to see that Pα (and Bα) achieves its maximum on Sd at x = αn =

α0
n ,
α1
n , . . . ,
αd
n

. We denote a := αn ∈ Sd. LetΠd
denote the set of all permutations of the set {d, . . . , 1, 0}. We divide Sd into (d+ 1)! parts
Sπ := {a = (a0, a1, . . . , ad) ∈ Sd : aπ(d) ≤ aπ(d−1) ≤ · · · ≤ aπ(1) ≤ aπ(0)}, π ∈ Πd,
see Fig. 1 for an example.
For η > 0, a ∈ Sd, and π ∈ Πd, we introduce the following sets: the d-dimensional open cube
Uπ (a; η) := {x ∈ Rd : aπ(d) − η < xπ(d) < aπ(d) + η, . . . , aπ(1) − η < xπ(1) < aπ(1) + η}
and the d-dimensional closed simplex
Vπ (a; η) := {x ∈ Rd : aπ(d) ≤ xπ(d) ≤ aπ(d) + η, . . . , aπ(1) ≤ xπ(1) ≤ aπ(1) + η,
aπ(d) + · · · + aπ(1) ≤ xπ(d) + · · · + xπ(1) ≤ aπ(d) + · · · + aπ(1) + η},
see Fig. 2 for an example. Note that if a ∈ Sπ and η ≤ 1d+1 then Vπ (a; η) ⊆ Sd. To prove it, suppose, without loss of generality,
that a ∈ Sπ1 , where π1 = (d, d− 1, . . . , 1, 0). In this case 0 ≤ ad ≤ ad−1 ≤ · · · ≤ a1 ≤ a0 = 1− ad − ad−1 − · · · − a1 ≤ 1.
For k = 1, . . . , dwe have ak ≤ a0 ≤ 1− k ak, and thus
ak ≤ 1k+ 1 , k = 1, . . . , d, if a ∈ Sπ1 . (6)
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Consequently, 0 ≤ ak + η ≤ 1k+1 + 1d+1 ≤ 12 + 12 = 1. Moreover, a1 + · · · + ad ≤ d a0 = d − d (a1 + · · · + ad), so that
a1 + · · · + ad ≤ dd+1 . In particular,
a0 ≥ 1d+ 1 if a ∈ Sπ1 . (7)
Thus, 0 ≤ a1 + · · · + ad + η ≤ dd+1 + 1d+1 = 1. It follows that if x ∈ Vπ (a; η), then 0 ≤ xk ≤ 1, k = 0, 1, . . . , d, and thus
x ∈ Sd.
Pick ε > 0. Since f ∈ C(Sd), f is uniformly continuous, and thus there exists δ˜ > 0 such that
x, y ∈ Sd, ∥x− y∥∞ < δ˜ H⇒ |f (x)− f (y)| < ε.
Here, ∥x− y∥∞ := max1≤i≤d |xi − yi| is the ℓ∞-norm on the space Rd. Note that if x ∈ Uπ (a; η) then ∥x− a∥∞ < d η. Thus,
x, a ∈ Sd, x ∈ Uπ

a; δ˜
d

H⇒ |f (x)− f (a)| < ε.
Take
δ := min

δ˜
d
,
1
d+ 1 ,
1
6

.
Finally, denoteM := ∥f ∥C(Sd).
We will show that strict positivity of ρ implies (5) in Lemma 1. The idea of the following estimate is influenced by the
solution of Problem 199 in Part 2 of [17].
Take α with |α| = n and π ∈ Πd such that a = αn ∈ Sπ . Then we write
|cα(f , ρ)− f (a)| ≤

Sd |f (x)− f (a)| Pα(x) dρ(x)
Sd Pα(x) dρ(x)
≤ ε

Sd∩Uπ (a;δ) Pα(x) dρ(x)+ 2M

Sd\Uπ (a;δ) Pα(x) dρ(x)
Sd Pα(x) dρ(x)
≤ ε

Sd∩Uπ (a;δ) Pα(x) dρ(x)+ 2M

Sd\Uπ (a;δ) Pα(x) dρ(x)
Sd∩Uπ (a;δ) Pα(x) dρ(x)
≤ ε + 2M

Sd\Uπ (a;δ) Pα(x) dρ(x)
Vπ (a;δ2) Pα(x) dρ(x)
≤ ε + 2M max

Pα(x) : x ∈ Sd \ Uπ (a; δ)

ρ(Sd)
min

Pα(x) : x ∈ Vπ (a; δ2)

ρ

Vπ (a; δ2)
 .
To finish the proof of the theorem, we will need the following two lemmas.
Lemma 2. Let ρ be a strictly positive bounded Borel measure on Sd. Then for each η > 0 and π ∈ Πd we have
inf
a∈Sπ
ρ(Vπ (a; η)) > 0. (8)
Lemma 3. Let 0 < η ≤ min  1d+1 , 16. There is a constant 0 < C(η, d) < 1 that depends only on η and the dimension d such
that for all π ∈ Πd and all a ∈ Sπ we have
max

Pa(x) : x ∈ Sd \ Uπ (a; η)

min

Pa(x) : x ∈ Vπ (a; η2)
 < C(η, d) < 1. (9)
Lemmas 2 and 3 will be proved in the next section. The proof of the theorem can be finished as follows. It follows from
Lemma 2 that
R(δ, ρ) := min
π∈Πd
inf
a∈Sπ
ρ(Vπ (a; δ2)) > 0.
Using Lemma 3 with a = αn we get
|cα(f , ρ)− f (a)| ≤ ε + 2M ρ(S
d)
R(δ, ρ)
C(δ, d)n.
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Letting n go to infinity, we obtain
lim sup
n→∞
max
|α|=n
|cα(f , ρ)− f (a)| ≤ ε.
Since ε > 0 is arbitrary, it follows that
lim
n→∞max|α|=n
|cα(f , ρ)− f (a)| = 0,
which is (5). 
3. Proof of Lemmas 2 and 3
Lemma 2 is a consequence of compactness of the simplex Sd and of the strict positivity of the measure ρ.
Proof of Lemma 2. Without loss of generality, we consider π = π1 = (d, d − 1, . . . , 1, 0). If η ≤ 1d+1 then, as we have
mentioned above, Vπ (a; η) ⊆ Sd. Take N such that 1N ≤ η2d , and cover the simplex Sd with d-dimensional cubes with side
length 1N starting with the origin:
Sd ⊆

0≤|β|≤N−1
Iβ ,
Iβ :=

β1
N
,
β1 + 1
N

×

β2
N
,
β2 + 1
N

× · · · ×

βd
N
,
βd + 1
N

.
It follows from the strict positivity of ρ that min0≤|β|≤N−1 ρ(Iβ ∩ Sd) > 0. On the other hand, each of the sets Vπ1(a; η), a ∈
Sπ1 , contains at least one of the cubes Iβ , 0 ≤ |β| ≤ N − 1. Indeed, the set Vπ1(a; η), a = (a0, a1, . . . , ad), contains the cube
a1, a1 + ηd
× a2, a2 + ηd × · · · × ad, ad + ηd , and the latter cube contains at least one of the cubes Iβ , 0 ≤ |β| ≤ N − 1.
It follows that
ρ(Vπ1(a; η)) ≥ min0≤|β|≤N−1 ρ(Iβ ∩ S
d) > 0
for all a ∈ Sπ1 , which proves (8) in the case when η ≤ 1d+1 . For η > 1d+1 the statement follows from the fact that
ρ(Vπ (a; η)) ≥ ρ

Vπ

a; 1d+1

. 
In the rest of this section we will deal with the proof of Lemma 3. In the next two lemmas we calculate values of the
maximum and the minimum that appear in (9).
Lemma 4. Let 0 < η ≤ 16 , π ∈ Πd, and a ∈ Sπ . Then
max

Pa(x) : x ∈ Sd \ Uπ (a; η)
 = (aπ(1) + η)aπ(1) (1− aπ(1) − η)1−aπ(1)
a
aπ(1)
π(1) (1− aπ(1))1−aπ(1)
aa.
Proof. Without loss of generality, we consider again the case of π = π1 = (d, d− 1, . . . , 1, 0). In this case
Uπ1(a; η) = (a1 − η, a1 + η)× · · · × (ad − η, ad + η).
The proof of Lemma 4 will be done in several tedious but quite elementary steps. I will give a full detailed proof so that the
reader can really understand it.
Step 1: The univariate case. In this case we can prove the statement even for 0 < η ≤ 12 . We want to determine
max

xa1 (1− x)1−a1 : x ∈ [0, 1] \ (a1 − η, a1 + η)

,
where 0 ≤ a1 ≤ 12 according to (6).
The function Pa(x) = xa1 (1− x)1−a1 achieves its maximum at the point x = a1, is increasing in [0, a1] and decreasing in
[a1, 1]. Let us first consider the case 0 < η < a1; see Fig. 3. In this case,
max {Pa(x) : x ∈ [0, 1] \ (a1 − η, a1 + η)} = max {Pa(a1 − η), Pa(a1 + η)} .
We will show that Pa(a1 + η) ≥ Pa(a1 − η), i.e.,
(a1 + η)a1(1− a1 − η)1−a1 ≥ (a1 − η)a1(1− a1 + η)1−a1 , (10)
or, equivalently,
1− a1 − η
1− a1 + η
1−a1
≥

a1 − η
a1 + η
a1
.
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Fig. 3. One-dimensional case: 0 < η < a1 ≤ 12 .
Fig. 4. One-dimensional case: 0 < a1 < η ≤ 12 .
Recall that 0 ≤ a1 ≤ 12 and 12 ≤ 1− a1 ≤ 1. To prove this inequality, we will show that the function
ϕη(u) :=

u− η
u+ η
u
with fixed η, 0 < η ≤ 12 , is increasing in u for u > η. Consider ddu lnϕη(u) = 2uηu2−η2 − ln

u+η
u−η

=: ψη(u). We need to show
that ψη(u) > 0 for u > η. Indeed, limu→+∞ ψη(u) = 0 and ddu ψη(u) = − 4η
3
(u2−η2)2 < 0. Consequently,
d
du lnϕη(u) > 0 for
u > η, and thus ϕη(u) is increasing and inequality (10) holds. Thus, we have proved that if 0 < η < a1 ≤ 12 , then
max {Pa(x) : x ∈ [0, 1] \ (a1 − η, a1 + η)} = Pa(a1 + η) = (a1 + η)a1(1− a1 − η)1−a1 . (11)
In the remaining case, when 0 ≤ a1 ≤ η ≤ 12 , formula (11) is obvious; see Fig. 4.
Step 2: The multivariate case. The function Pa(x) = (1− x1− · · ·− xd)a0 xa11 · · · xadd achieves its maximum on Sd at x = a. Our
aim is to determine max

Pa(x) : x ∈ Sd \ Uπ1(a; η)

.
Step 2a: The maximum is attained on the boundary of Uπ1(a; η), i.e.,
max

Pa(x) : x ∈ Sd \ Uπ1(a; η)
 = max Pa(x) : x ∈ ∂Uπ1(a; η) ∩ Sd . (12)
Let y ∈ Sd \ Uπ1(a; η), where Uπ1(a; η) denotes the closure of the set Uπ1(a; η). We will show that
max

Pa(x) : x ∈ Sd \ Uπ1(a; η)

cannot be attained at y. We want to construct a point z ∈ Sd \ Uπ1(a; η) such that
Pa(z) > Pa(y).
Since y ≠ a, there is k ∈ {1, . . . , d} such that yk ≠ ak. Without loss of generality, suppose that y1 ≠ a1. Pa can be written
in the form
Pa(x) = xa11 (1− x1)1−a1

x2
1− x1
a2
· · ·

xd
1− x1
ad 
1− x2
1− x1 − · · · −
xd
1− x1
a0
. (13)
Note that x1 ∈ [0, 1] and

x2
1−x1 , . . . ,
xd
1−x1

∈ Sd−1. The first factor xa11 (1 − x1)1−a1 is constant along every hyperplane of
the form x1 = c1 and is maximal at the hyperplane x1 = a1 passing through the point a. The second factor is constant on
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Fig. 5. Two-dimensional case: moving along the line ℓ.
every line of the form
xi
1− x1 = ci, i = 2, . . . , d, (14)
and is maximal at the line of the form (14) passing through the point a.
Now consider the line ℓ of the form (14) passing through the point y, i.e., with ci = yi1−y1 , i = 2, . . . , d. Since Uπ1(a; η)
is convex, the set ℓ ∩ ∂Uπ1(a; η) ∩ Sd consists of at most two points. If there is a point u ∈ ℓ ∩ ∂Uπ1(a; η) ∩ Sd such that u1
lies in the interval with the endpoints y1 and a1, take z = u. Otherwise, take z = (a1, c2 (1− a1), . . . , cd (1− a1)) ∈ ℓ; see
Fig. 5 for examples. With this choice of z, we have za11 (1− z1)1−a1 > ya11 (1− y1)1−a1 , and, thus,
Pa(z) = za11 (1− z1)1−a1 ca22 · · · cadd (1− c2 − · · · − cd)a0
> ya11 (1− y1)1−a1 ca22 · · · cadd (1− c2 − · · · − cd)a0 = Pa(y).
This proves (12). Thus, we need to find max

Pa(x) : x ∈ ∂Uπ1(a; η) ∩ Sd

.
Step 2b:We determine the maximum on each face of the cube Uπ1(a; η).
The set ∂Uπ1(a; η) consists of parts of hyperplanes with equations xi = ai ± η, i = 1, . . . , d. We will determine the
maximum on the face
x ∈ ∂Uπ1(a; η) ∩ Sd, x1 = a1 + η
 ;
other faces can be considered similarly. Using (13) and taking into account that a2 + · · · + ad + a0 = 1− a1, we find that
max

Pa(x) : x ∈ ∂Uπ1(a; η) ∩ Sd, x1 = a1 + η

≤ (a1 + η)a1 (1− a1 − η)1−a1 max{ca22 · · · cadd (1− c2 − · · · − cd)a0 : (c2, . . . , cd) ∈ Sd−1}
= (a1 + η)a1 (1− a1 − η)1−a1

a2
1− a1
a2
· · ·

ad
1− a1
ad 
1− a2
1− a1 − · · · −
ad
1− a1
a0
= (a1 + η)
a1 (1− a1 − η)1−a1
aa11 (1− a1)1−a1
aa = Pa(A+1 ),
where
A+1 :=

a1 + η; 1− a1 − η1− a1 a2, . . . ,
1− a1 − η
1− a1 ad

.
Now we will show that A+1 ∈ ∂Uπ1(a; η) ∩ Sd. Since 0 < η ≤ 16 and 0 ≤ a1 ≤ 12 (see (6) for the latter inequality), we see
that
0 < a1 + η < 1
and
0 ≤ 1− a1 − η
1− a1 ai < ai ≤ 1, i = 2, . . . , d.
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Moreover,
0 ≤ (a1 + η)+ 1− a1 − η1− a1 a2 + · · · +
1− a1 − η
1− a1 ad
= (a1 + η)+ 1− a1 − η1− a1 (1− a1 − a0)
≤ (a1 + η)+ 1− a1 − η1− a1 (1− a1) = 1.
Thus, A+1 ∈ Sd. To prove that A+1 ∈ ∂Uπ1(a; η), we need to show that 1−a1−η1−a1 ai ∈ [ai − η; ai + η], i = 2, . . . , d. We have
already noticed that 1−a1−η1−a1 ai < ai. On the other hand,
ai − 1− a1 − η1− a1 ai = ai
η
1− a1 ≤ η;
the latter inequality follows from a1 + ai ≤ |a| = 1. Thus,
max

Pa(x) : x ∈ ∂Uπ1(a; η) ∩ Sd, x1 = a1 + η
 = Pa(A+1 ).
Step 2c:We compare the maxima on different faces. The statement of the lemma is that the maximum is attained at the point
A+1 . First note that
max

Pa(x) : x ∈ ∂Uπ1(a; η) ∩ Sd, x1 = a1 ± η
 = Pa(A+1 ).
Indeed, the ‘‘opposite’’ side of the cube Uπ1(a; η) can lie outside Sd, but even if {x ∈ ∂Uπ1(a; η) ∩ Sd, x1 = a1 − η} ≠ ∅, we
have
max

Pa(x) : x ∈ ∂Uπ1(a; η) ∩ Sd, x1 = a1 − η

≤ (a1 − η)a1 (1− a1 + η)1−a1 max{ca22 · · · cadd (1− c2 − · · · − cd)a0 : (c2, . . . , cd) ∈ Sd−1}
≤ (a1 + η)a1 (1− a1 − η)1−a1 max{ca22 · · · cadd (1− c2 − · · · − cd)a0 : (c2, . . . , cd) ∈ Sd−1}
= (a1 + η)
a1 (1− a1 − η)1−a1
aa11 (1− a1)1−a1
aa;
for the second inequality see (10).
It remains to compare the values
max

Pa(x) : x ∈ ∂Uπ1(a; η) ∩ Sd, xi = ai ± η
 = (ai + η)ai (1− ai − η)1−ai
aaii (1− ai)1−ai
aa, i = 1, . . . , d.
We want to show that
(ai + η)ai (1− ai − η)1−ai
aaii (1− ai)1−ai
≤ (a1 + η)
a1 (1− a1 − η)1−a1
aa11 (1− a1)1−a1
, i = 2, . . . , d,
or, equivalently,
(ai + η)ai (1− ai − η)1−ai
(a1 + η)a1 (1− a1 − η)1−a1 ≤
aaii (1− ai)1−ai
aa11 (1− a1)1−a1
, i = 2, . . . , d.
Denote
gi(η) := (ai + η)
ai (1− ai − η)1−ai
(a1 + η)a1 (1− a1 − η)1−a1 , i = 2, . . . , d.
It is sufficient to prove that gi(η) ≤ gi(0), 0 < η ≤ 16 . For that we show that gi(η) is non-increasing with respect to η for
0 < η ≤ 16 . Since
d
dη
ln gi(η) = −η

1
(ai + η) (1− ai − η) −
1
(a1 + η) (1− a1 − η)

,
we need to show that
(ai + η) (1− ai − η) ≤ (a1 + η) (1− a1 − η).
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Since ai ≤ a1, the last inequality is equivalent to
η ≤ 1− (ai + a1)
2
. (15)
Since ai ≤ a1 ≤ a0 = 1 − (a1 + · · · + ad) ≤ 1 − (a1 + ai), we have a1 + ai ≤ 2(1 − (a1 + ai)), and a1 + ai ≤ 23 . Thus,
inequality (15) is fulfilled for all i = 2, . . . , d due to the condition η ≤ 16 , and the proof of the lemma is completed. 
In the next lemma we will determine the value of the minimum in the numerator of (9).
Lemma 5. Let 0 < η ≤ 1d+1 , π ∈ Πd, and a ∈ Sπ . Then
min {Pa(x) : x ∈ Vπ (a; η)} = (aπ(d) + η)
aπ(d) (aπ(0) − η)aπ(0)
a
aπ(d)
π(d) a
aπ(0)
π(0)
aa. (16)
Proof.
Step 1: The univariate case. In the one-dimensional case, formula (16) means that
min

xa1 (1− x)1−a1 : x ∈ [a1, a1 + η]
 = (a1 + η)a1 (1− a1 − η)1−a1 ,
which is obvious since Pa is decreasing in [a1, a1 + η].
Step 2: The multivariate case. Now let us consider the multidimensional case. Again, without loss of generality, we consider
the case of π = π1 = (d, d− 1, . . . , 1, 0). Recall that in this case ad ≤ ad−1 ≤ · · · ≤ a1 ≤ a0.
Step 2a: The minimum is attained at one of the vertices of Vπ1(a; η). Let A0 := (a1, . . . , ad), Ai := (a1, . . . , ai−1, ai +
η, ai+1, . . . , ad), i = 1, . . . , d, denote the vertices of the simplex Vπ1(a; η). First we show that the minimum is attained
at one of the points Ai, i = 1, . . . , d.
If x lies in the interior of Vπ1(a; η), then, as can be easily seen, the minimum cannot be attained at x. Indeed, if
a1 = a2 = · · · = ad = 0, then Pa(x) = 1 − x1 − · · · − xd, and the minimum is attained at the face of Vπ1(a; η) with
x1 + · · · + xd = a1 + · · · + ad + η.
Otherwise, there is i ∈ {1, . . . , d} such that ai ≠ 0. Without loss of generality, suppose that a1 ≠ 0. One can find an
interval of the form [x − (t, 0, . . . , 0), x + (t, 0, . . . , 0)] ⊂ Vπ1(a; η) with some t > 0. On the other hand, the partial
derivative
∂ Pa(x)
∂ x1
= Pa(x)
x1(1− x1 − · · · − xd) (a1 (1− x2 − · · · − xd)− (a1 + a0) x1)
is a positive function multiplied by a linear function decreasing in x1. Thus, the minimum of Pa on the interval [x −
(t, 0, . . . , 0), x+ (t, 0, . . . , 0)] is attained at one of the boundary points. This shows that min Pa(x) : x ∈ Vπ1(a; η) cannot
be attained at x and, thus, must be attained at the boundary of Vπ1(a; η).
The boundary of Vπ1(a; η) consists of simplices that can be described as follows. For every set of indices I ⊂{0, 1, . . . , d}, I ≠ {0, 1, . . . , d}, the simplex
FI := {x ∈ Vπ1(a; η) : xj = aj, j ∈ I ∩ {1, . . . , d}; x0 = a0 − η if 0 ∈ I}
is a face of Vπ1(a; η) of dimension dI = d − #I . Let FI be such a face of dimension dI > 0, and x lies in the dI-dimensional
interior of FI . If ai = 0 for all i ∉ I , then the restriction Pa|FI is a constant function. Otherwise, min

Pa(x) : x ∈ Vπ1(a; η)

cannot be attained at x. To see this, we consider barycentric coordinates and write Pa(x) = xa11 · · · xadd xa00 with x1 + · · · +
xd+ x0 = 1. Since #I ≤ d− 1, there are at least two different indicesm, k ∉ I , and we can pick them such that ak ≠ 0. Then
the restriction Pa on FI can be written in the form
Pa|FI (x) = xakk

1− xk −

j≠k,m
xj
am 
j≠k,m
x
aj
j , x ∈ FI .
Thus,
∂ Pa|FI (x)
∂ xk
= Pa|FI (x)
xk

1− xk − 
j≠k,m
xj
 ak 1− 
j≠k,m
xj

− (ak + am) xk

,
that is, again, a positive function multiplied by a linear function decreasing in xk. A similar argument as in the case of the
entire Vπ1(a; η) shows that min

Pa|FI (x) : x ∈ FI

cannot be attained at x.
It follows from the consideration above that min

Pa(x) : x ∈ Vπ1(a; η)

is attained at faces of dimension 0, that is, at the
vertices Ai.
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Step 2b:We compare the values at different vertices. Clearly, the minimum cannot be attained at A0, since this is the point of
the global maximum. Thus, it must be one of the vertices Ai, i = 1, . . . , d.
The statement of the lemma is that the minimum is attained at the point Ad. Thus, we now need to show that
min{Pa(Ai) : i = 1, . . . , d} = Pa(Ad).
In fact, we even have
Pa(Ai) ≤ Pa(Aj), i < j.
Indeed, the latter inequality is equivalent to
(ai + η)ai
aaii
≤ (aj + η)
aj
a
aj
j
,
and, further, to the well-known and easily verifiable inequality
1+ η
ai
ai
≤

1+ η
aj
aj
, ai ≤ aj.
This proves the lemma. 
Proof of Lemma 3. Let 0 < η ≤ min  1d+1 , 16. According to Lemmas 4 and 5, we need to show that
(aπ(1) + η)aπ(1) (1− aπ(1) − η)1−aπ(1) aaπ(d)π(d) aaπ(0)π(0)
a
aπ(1)
π(1) (1− aπ(1))1−aπ(1) (aπ(d) + η2)aπ(d) (aπ(0) − η2)aπ(0)
< C(η, d) < 1
uniformly in a ∈ Sd. Without loss of generality, we consider again the case of π = π1 = (d, d− 1, . . . , 1, 0). Denote
Φ(ad, a1, a0; η) := (a1 + η)
a1 (1− a1 − η)1−a1 aadd aa00
aa11 (1− a1)1−a1 (ad + η2)ad (a0 − η2)a0
.
Here, 0 ≤ ad ≤ a1 ≤ a0 ≤ 1. We want to show thatΦ(ad, a1, a0; η) < C(η, d) < 1.
First we show that Φ(ad, a1, a0; η) < 1 for every fixed 0 ≤ ad ≤ a1 ≤ a0 ≤ 1, 0 < η ≤ min
 1
d+1 ,
1
6

. Obviously,
Φ(ad, a1, a0; 0) = 1. It suffices to show that ∂∂η lnΦ(ad, a1, a0; η) < 0. We have
∂
∂η
lnΦ(ad, a1, a0; η) = −η
(a1 + η) (1− a1 − η) (ad + η2) (a0 − η2) f1(ad, a1, a0; η)
with
f1(ad, a1, a0; η) := (ad + η2) (a0 − η2)− 2η2 (a0 + ad) (a1 + η) (1− a1 − η).
We want to show that f1(ad, a1, a0; η) > 0. First, note that
(a1 + η) (1− a1 − η) ≤ max{z (1− z) : z ∈ R} = 14 .
Thus,
f1(ad, a1, a0; η) ≥ (ad + η2) (a0 − η2)− 12 η
2 (a0 + ad) =: f2(ad, a0; η).
f2(ad, a0; η) is a linear function of ad. The coefficient of ad is equal to a0 − 32 η2. Thus, f2(ad, a0; η) is increasing with respect
to ad if η2 < 23a0, and in this case
f2(ad, a0; η) ≥ f2(0, a0; η) = η2

1
2
a0 − η2

.
It follows that f2(ad, a0; η) > 0 ifη2 < 12a0. Since a0 ≥ 1d+1 , see (7), the latter inequality is fulfilled for 0 < η ≤ min
 1
d+1 ,
1
6

.
Thus, we have proved that ∂
∂η
lnΦ(ad, a1, a0; η) < 0, and, consequently, Φ(ad, a1, a0; η) < 1 for all fixed ad, a1, a0 and
0 < η ≤ min  1d+1 , 16. Note that the proof also works for d = 1, where ad = a1 = 1 − a0, and for d = 2, where
ad + a1 + a0 = 1.
Now consider Φ(ad, a1, a0; η) as a function of a ∈ Sπ1 with fixed η, 0 < η ≤ min
 1
d+1 ,
1
6

. Since Φ(ad, a1, a0; η) is a
continuous function, it attains its maximum on the compact set Sπ1 at a certain point a
∗(η) ∈ Sπ1 . Thus,
Φ(ad, a1, a0; η) ≤ Φ(a∗d(η), a∗1(η), a∗0(η); η) =: C(η, d), a ∈ Sπ1 ,
and it follows from the consideration above that C(η, d) < 1. 
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4. Convergence in weighted Lq-spaces
Strict positivity of the measure ρ is also a sufficient condition for convergence in the weighted spaces Lq(Sd, ρ), 1 ≤
q <∞. The operatorMn,ρ is a positive linear operator; therefore, according to a Korovkin type theorem (e.g., Corollary 8.8
in [1]), it is sufficient to show convergence for the d+ 2 test functions: 1, xi, i = 1, . . . , d, anddi=1 x2i . Now, the function 1
is reproduced byMn,ρ , and for the remaining test functions xi, i = 1, . . . , d, anddi=1 x2i convergence in Lq(Sd, ρ) follows
from the stronger uniform convergence. Thus, we obtain the following statement.
Theorem 2. Let ρ be a non-negative bounded Borel measure on Sd, let (3) be satisfied, and let Mn,ρ denote the
Bernstein–Durrmeyer operator with respect to the measure ρ as defined in (4). Let 1 ≤ q < ∞. If ρ is strictly positive on
Sd, then
lim
n→∞ ∥f −Mn,ρ f ∥Lq(Sd,ρ) = 0 for every f ∈ L
q(Sd, ρ).
Note that, since Mn,ρ is a positive linear contraction, it is in fact enough to consider only d + 1 test functions: 1 and
xi, i = 1, . . . , d. For the corresponding statements in the case ofweighted L1-spaces, see Theorem4 in [4] and the discussion
after it; information concerning the case of Lq-spaces can be found in [5] (see Corollary 1 and the discussion after it).
5. Some open problems
As already mentioned in the introduction, the full description of uniform convergence of the operator is the first step in
understanding its approximation properties. The natural domain ofMn,ρ is Lq(Sd, ρ)with 1 ≤ q <∞. Theorem 2 states that
strict positivity is a sufficient condition for convergence in Lq(Sd, ρ) spaces, but I expect that this condition can be relaxed.
Thus, one open problem is to describeweaker conditions on themeasure ρ that guarantee convergence in Lq(Sd, ρ) for every
f ∈ Lq(Sd, ρ), 1 ≤ q <∞.
A related question is to study convergence of Mn,ρ in the case when ρ is not strictly positive. Numerical experiments
show that one can expect convergence at least in the interior of the support of the measure. Thus, a natural open problem
is to investigate convergence (pointwise, uniform, or weighted Lq) on the support of the measure and its subsets.
A further natural question is about rates of convergence. The method used in the paper, obviously, does not lead to
estimates for rates of convergence. In [2], Jetter and the author obtained estimates for rates of convergence for the so-called
Jacobi-like measures, i.e., for absolutely continuous measures ρ of the form
dρ(x) = w(x) dx
such that
a xν00 x
ν1
1 · · · xνdd ≤ w(x) ≤ A xµ00 xµ11 · · · xµdd , x ∈ Sd,
with some ν = (ν0, ν1, . . . , νd), µ = (µ0, µ1, . . . , µd), where νi, µi > −1, i = 0, 1, . . . , d, and 0 < a, A <∞, in the case
when |ν| − |µ| < 1. The estimates obtained in [2] depend on the exponents ν and µ. In the general case, one can expect
that rates of convergence would depend on properties of the measure. An interesting problem in this context is to describe
classes of measures such that estimates for rates of convergence could be obtained and to understand what properties of
the measure affect rates of convergence.
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