Interference management and supporting quality of service (QoS) requirements are the main challenges for the spectral resource allocation in Orthogonal Frequency Division Multiple Access (OFDMA) small cells networks. In this paper, we propose an algorithm for assigning Physical Resource Block (PRB) with QoS constraints to eliminate interference among femtocells. We formulate our resource allocation scheme as an optimization problem where interference among femtocells is entirely avoided and multiple QoS for different services are supported. The proposed optimization problem imposes the fairness among different femtocells and maximizes the PRB efficiency. However, this problem is NP-complete, and thus, we offer a greedy algorithm for solving the problem.
I. INTRODUCTION
Mobile applications demanding high-quality communications have enormously extended in recent years. Small cells have emerged as a promising technology regarding to coverage and capacity issues in wireless systems, which can significantly improve the efficiency of frequency reuse and spectrum sharing. The femtocells network is introduced as a promising candidate in the next-generation wireless system to improve the radio resource reuse efficiency.
Femto architecture is composed of Femtocell User Equipment (FUE), femtocell eNodeBs, and a Femtocell Management System (FMS). The femtocell eNodeBs can cover dead zones and reduce traffic loads from macrocells. Owing to the large amount of traffic which is handled by them, the capacity of macrocells can be enhanced in cellular networks. In addition, femtocells provide better signal power due to the short distance between transmitter and receiver. Moreover, they improve service reliability of macrocells' users. Besides, reduction the network's costs and providing better coverage are other advantages of using femtocells.
Despite the mentioned advantages, exploiting of femtocells has challenges. The main challenge is allocation of radio resources to prevent interference among femtocells or among femtocells and macrocells [1] . Employing predefined maps for allocation of resources is inefficient because of the random deployment of femtocells in these networks. Therefore, self-organization approaches are the key to achieve an efficient resource allocation scheme. The main goals of the resource allocation processes are eliminating interferences and optimizing the capacity of the network. There are two types of interference in the heterogeneous cellular networks [2] , i.e., co-tier and cross-tier interferences. In two-tier networks which contain macrocells and femtocells, co-tier interference occurs among different femtocells and cross-tier interference occurs among femtocells and macrocells. We focus on the handling of the co-tier interference in this paper.
Several methods have been proposed to allocate spectral resources among femtocells. The presented methods in [3] , [4] and [5] have allocated fixed sub-channels to the femtocells.
The efficiency of these methods is low, since channels condition and users' traffic are timevarying. The Distributed Random Access (DRA) scheme has been proposed by Sundaresan and Rangarajan [3] . This scheme need to iteratively hash resources of each femtocell. If there are more neighboring femtocells, hash collision occurs more often. When hash collision occurs, the DRA uses h iterations to find the reallocated resources. The Fractional Frequency Reuse (FFR) scheme has been proposed in [6] . This method divides the coverage area of a macrocell in to 4 sections, a central area and 3 border areas. Besides, it divides the spectral resources in to 4 categories. Then, it offers a map that indicates in every area which categories of resources are permissible for macrocells to be used and which categories are allowable for the femtocells. In [6] , it has been assumed that the boundaries between the regions are fixed.
However, a mechanism has been proposed in [7] to determine the boundaries with the goal of increasing the network capacity. Moreover, an innovative model has been proposed in [8] for dividing the macrocell coverage area which is called Dynamic Fractional Frequency Reuse (DFFR) scheme. It has assumed two distinct models for femtocells and macrocells spectral resource allocation such that the radius of the central region is different in two models.
Another group of proposed methods are cognitive models. Attar et al. [9] have proposed using cognitive base stations. These base stations can sense their environment to manage the interference. In [10] , a resource allocation scheme has been proposed for Orthogonal Frequency Division Multiple Access (OFDMA)-based cognitive femtocells. The target of this scheme is to maximize the total capacity of all femtocell users under given Quality-ofService (QoS) and co-tier/cross-tier interference constraints with imperfect channel sensing.
In cognitive methods, when the femtocell is sensing the whole wireless resources, it cannot receive and transmit data. In addition, the cognitive methods face hidden terminal problem.
The power control resource allocation schemes are known as cost effective methods. These methods increase network efficiency by minimizing interference and reducing the network power consumption. The transmission power has been adjusted to reduce the interference in the proposed methods in [11] and [12] . The study in [13] has presented the joint Physical
Resource Block (PRB) and power allocation task for the two-tier femtocell network in a selforganizing manner, with the concern to minimizing the effect of interference and maximizing the energy efficiency. In [14] , authors have considered a joint sub-channel allocation and power control problem for OFDMA femtocell networks. In [15] , authors have investigated the energy-efficient resource allocation in OFDMA-based cognitive radio networks, where they have tried to maximize the system energy efficiency. Besides, beam-forming methods are effective techniques that can be used to eliminate interferences. A dynamic selection of predefined antenna patterns to reduce interferences has been suggested in [16] . Another group of spectral resource allocation methods are the cluster-based algorithms. For example, in [17] some of femtocells have been chosen as the cluster heads. In this approach resource allocation process has been done by the cluster head in every cluster. In [18] an interferenceseparation clustering-based scheme has been proposed to divide the massive small cells into smaller groups with different priorities. The QoS-based Femtocell Resource Allocation (Q-FCRA) has been proposed in [19] as a joint resource allocation and admission control method with considering QoS requirements. The Game-Theory-based resource allocation schemes have been proposed, recently. In [20] , authors have developed a hierarchical gamebased on the Stackelberg model to address the resource allocation in heterogeneous relay networks. In [21] , authors have investigated the joint up link sub-channel and power allocation problem in cognitive small cells by using cooperative Nash bargaining game theory, where the cross-tier interference mitigation and fairness in terms of minimum rate requirement have been considered. In [22] , author have proposed an evolutionary game theory (EGT)-based distributed resource allocation scheme among self-organizing small cells. Moreover, the Dynamic Frequency Planning (DFP) has been suggested in [23] to reduce interference by reusing available sub-channels in OFDMA networks. In addition, the interference matrix has been defined and used in [24] , [25] and [26] for resource allocation. Authors in [24] have proposed the Resource Allocation Femtocell to Femtocell (RAFF) scheme to maximize the resource reuse factor in every cluster. The resource allocation process has been performed by the FMS in this scheme. In order to improve the performance of RAFF method, our proposed scheme exploits two new defined interference matrices for resource allocation.
In this paper, we propose a new spectral resource allocation scheme in OFDMA-based femtocells networks. The first objective of this scheme is avoiding the co-tier interference completely. We exploit two neighboring matrices in this scheme to avoid interference. The second objective of our algorithm is improving the spectral efficiency through serving more users by using the same amount of PRBs. Furthermore, the third goal of the resource allocation scheme is guarantee of the QoS requirements of different services. To achieve these goals, we present our resource allocation scheme as a multi-step optimization problem. The presented problem is NP-complete. Hence, we propose a greedy algorithm to solve this optimization problem. This greedy algorithm provides a high PRB efficiency via assigning every PRB to the largest possible group of femtocells which do not interfere according to the neighboring matrices. Besides, our method considers QoS of different services for resource allocation.
Moreover, it provides a better performance in terms of network throughput and rejection ratio in comparison to the Game-Theory-based and cluster-based methods. The mentioned Game-Theory-based and cluster-based methods have improved the network throughput by over 20%−40% in comparison with DRA [3] and DFRR [8] methods. However, our proposed scheme provides better improvement according to obtained results.
Thus, the key contributions of the paper can be summarized as follows:
• We propose a scheme for spectral resource allocation among femtocells based on two defined interference matrices. We formulate this mechanism as a multi-step optimization problem. Based on this scheme the resources efficiency is improved, and more FUEs can be served within the same amount of resources and some of PRBs can be reused.
• In this scheme, the co-tier interference can be avoided entirely and also the QoS requirements are guaranteed.
• The presented optimization problem is NP-complete and to avoid the exponential complexity, we proposed a greedy algorithm for solving this problem. The greedy algorithm provides the QoS requirements by assigning spectral resources based on QoS Class Identifier (QCI) numbers. Besides, our scheme attempts to maximize spectral efficiency via reallocating PRBs to the femtocells which do not interfere.
• We analyze the complexity of our proposed scheme for spectral resource allocation among femtocells. Simulation results show although the complexity of our algorithm is more than some schemes, our method improves the network throughput and the rejection rate of services.
The rest of this paper is organized as follows. In Section II, we propose the system model and our assumptions. In Section III, we formulate the spectral resource allocation scheme as a multi steps optimization problem with considering interference avoidance via constraints.
We offer a greedy algorithm in Section IV to solve the mentioned optimization problem. We analyze the complexity of our greedy algorithm for spectral resource allocation in Section V.
Besides, simulation results for evaluating the proposed algorithm are presented in this Section.
Finally, Section VI concludes this paper.
II. SYSTEM MODEL
We assume a cellular network with femtocells deployed in the indoor areas, such as home or office. Femtocells are deployed in random places and they are clustered. Members of a cluster are connected to a controller. Clustering itself is an important problem to study, however, in our model we evaluate performance of the proposed method in each cluster. Thus, we assumed the clusters are given via an independent process such as proposed method in [18] . We assume the neighboring femtocells belong to the same operator, and thus, they could be the cause of a heavy interference for each other. Moreover, we consider femtocells in different clusters do not interfere to each other by exploiting different resources for boundary femtocells. Furthermore, we assume that femtocells and macrocells use two disjoint groups of resources and they do not interfere. Besides, we assume that the signal powers of femtocells are equal, and thus, the coverage areas of them are identical. In our proposed scheme, the FMS is employed to allocate spectral resources in the downlink direction to avoid interference among femtocells by using global information about network condition. Hence, our proposed scheme is centralized. The spectral resource allocation scheme is done by the FMS with cooperation of self-organized network elements. The Home Base Stations (HBS) assist the FMS by reporting their neighbors and their users channel condition. We define two types of messages carrying information about neighbors of femtocells. The difference of these messages is on their broadcasting ranges.
Femtocells transmit the first type of neighbor-information message with a power quadruple as much as their regular power to overcome the hidden terminal problem. For path loss model, the transmitted power, i.e., P t and the received power, i.e., P r are related as
where d is the distance between transmitter and receiver and n = 2 for free space. Since, the femtocells are deployed in indoor places, we approximate the path loss coefficient in our scenarios as free space path loss coefficient, i.e., n = 2 [27] . Hence, for receiving the signal of femtocells in a distance twice their coverage zone, they transmit the first order message with a power quadruple of their regular power. Neighbor femtocells respond to this message in a fixed period of time. The femtocell collects feedback messages to discover its first type neighbor list. After this step, femtocells transmit the second type of neighbor information message with their regular power. Neighbor femtocells respond to this message in a fixed period of time again. The femtocell collects feedback messages to discover its second type neighbor list. Femtocells need to update their neighbor information after a fixed period of time to consider the network variations.
The conventional radio resource management methods usually consider the achievable rate without QoS constraints. In our proposed scheme, the QoS constraints are satisfied by assigning the required PRBs. Note that the PRB is the smallest element which is assigned by the base station scheduler to users. The size of a PRB is 0.5 ms in the time domain and 180 KHz in the frequency domain (see, e.g., [28] ). We consider nine different QoS with different requirements. QCIs are different in terms of guaranteed packet delay budget, priority, packet error loss rate and type of service. Table I describes requirements of QCIs as defined in 3GPP specifications [29] . In Guarantee Bit Rate (GBR) categories, the required bandwidth is reserved, and thus, the number of allocated PRBs should be equal to the requested PRBs. Real time traffics such as voice and video belong to this category [30] . QCIs 1 -4 are categorized as GBR. The remaining QCIs 5 -9 are non-GBR, which accept insufficient PRBs. Best effort services such as Email, file downloading and Internet browsing belong to this category.
It is assumed femtocells work based on OFDMA technology. Thus, the number of required PRB are determined based on data rates which are predefined in 3GPP LTE specifications. The channel condition affects on the rate of users in PRBs. Channel condition is described by
Channel Quality Indicator (CQI) numbers. There are 16 different levels of CQI in 3GPP-LTE [29] . The standard uses different modulations and codings for different CQIs [31] .
More advanced modulations and simpler codings are exploited in higher CQI levels due to better channel conditions. On the other hand, more complex codings and simpler modulation schemes are exploited in lower CQI levels for overcoming the bad channel conditions, and thus, spectrum efficiency in these CQIs is low.
III. PROBLEM MODELING OF RESOURCE ALLOCATION
In this section, we define an optimization problem aims to maximize the PRBs spectral efficiency by allocating resources to different cells under the constraints of QCI requirements and spectrum utilization. Moreover, the allocation method should avoid co-channel interferences. To model the problem, we define femtocells of a cluster as graphs G 1 (V, L 1 ) and
, where V represents the set of femtocells. Moreover, L 1 is the set of first order interfered links among neighboring femtocells and L 2 is the set of second order interfered links among neighboring femtocells. The L 1 and L 2 links are determined based on the first and second type of neighbor information messages, respectively. It can easily be verified that
. . , f Me } be the set of femtocells in cluster e and U (f m ) = {u m1 , u m2 , . . . , u mNm } be the set of users in femtocell f m , where the number of femtocells in cluster e is |V e | = M e and the number of users in femtocell f m is |U (f m )| = N m . Let the first order interference link a ij between femtocells f i and f j be defined by
The first interference matrix A is formed by the a ij arrays. Furthermore, let the second order interference link b ij between femtocells f i and f j be defined by
The second interference matrix B is formed by the b ij arrays. We consider a resource frame with t time slots and f sub carriers. In addition, P = {P 1 , P 2 , · · · , P Q } is defined the set of PRBs in every frame. The number of PRBs per frame is denoted as |P | = t × f = Q. For describing the assignment of the PRB P q , we define the following indicator:
Thus, we can show allocated resources to femtocell m by:
Moreover, we define the first allocation matrix as the following matrix:
where (·) T is the transpose operation and m-th column of the matrix X shows the allocated resources to femtocell m. In addition, the PRB achievable rate is defined for every femtocell according to its SINR in each PRB as
where r mq is the achievable rate of femtocell m in PRB q. Although we need to know the accessible rate of each user in each PRB for the purpose of resource allocation, we use the eNodeB channel condition in each PRB to assign PRBs among different femtocells. Then, for resource allocation inside each femtocell, the channel conditions of users are considered.
Therefore, we can describe the achievable rate of femtocells of the cluster by
where (·) T is the transpose operation. The rate requirement of every femtocell is sum of rate requirements of its users. Since the QoS of different QCIs are different, we should separate rate requirements of different QCIs. Thus, we define the rate requirement of the femtocell m in the QCI x as
where r xn is the rate requirement of the user u mn of femtocell f m within the QCI x. In our proposed scheme, the QoS constraints are satisfied by assigning the required PRBs. Since QCIs 1-4 are GBR services, we should provide the PRBs requirement of these classes of service at first, and then, assign the PRBs to other classes of service. Thus, we define two distinct coefficients for every femtocell which describe their rate requirements in terms of GBR and non-GBR classes of service, i.e.,
Our objective is maximizing the PRBs efficiency and providing sufficient resources for different femtocells. Our priority in resource allocation is GBR services. Thus, first we assign resources to femtocells according to their GBR services. Hence, the femtocells contribution to take spectral resources is determined based on their GBR services. In this process, we consider the spectrum efficiency by assigning the most optimal PRB to the femtocell which is the selected candidate for resource allocation. Therefore, we can formulate our problem in the first step as
subject to:
where X is defined as (5) . When the phrase inside the summation in (10) is minimized, the resources are assigned to the femtocells with higher contributions. This provides fairness among femtocells. When femtocells have equal contributions, PRBs are assigned to the femtocells with higher QCIs. This maximizes the spectral resource efficiency. The expression in (11) shows that when two femtocells interfere with each other, they cannot use common resources. When the requirements of GBR services are provided, we assign resources to the femtocells according to their non-GBR services in the second step. Thus, in this stage the femtocells contributions to take resources are determined based on their non-GBR services to consider fairness among them. We can formulate our problem in the second step by:
where G is defined as
subject to the constraint stated in (11) . Note that X opt is the optimum solution of (10).
After allocating all of resources to different femtocells according to their requirements, we sometimes need more resources to provide residual requirements. In this case, we repeat the defined optimization problem in (10) based on the second order interference matrix. Two different scenarios can be occurred in this situation for neighboring cells. In the first scenario, the user of one femtocell is in the common area and it is affected by the interference of another cell. Thus, the second femtocell should not reuse allocated resources to the user of the first femtocell which is located in the common area. In the second scenario, there is no user in the common region. Thus, femtocells can reuse resources of each other without causing inter-cell interference. To understand whether there is a user of other femtocells in the common area or not, the femtocells cooperate with their neighbors. For this purpose, every femtocell receives feedbacks from its users, periodically, in every resource allocation period. The eNodeBs use the control channels to transmit the feedbacks to each other. If the CQI level of a user is low in a main PRB, the femtocell sends a message to its neighboring femtocells to stop assigning this PRB to their users. Thus, the interfering neighbors stop using this PRB and assign a new PRB to their users in the next resource allocation period. Therefore, we can formulate the third step of our resource allocation scheme as the following optimization problem:
where Z is the allocation matrix of reserved PRBs and β y shows the part of requirements of non-GBR services which are not satisfied in the second step.
where z ik is the element of i-th row and k-th column of matrix Z and
Note that coefficients a ij and b ij in the expression in (16) have been defined in (1) and (2). The first constraint in (15) means resources which have been assigned in the two previous steps, can be reallocated to a special group of femtocells. These femtocells have been identified as the cause of interference based on the first order interference matrix, however, they are not the cause of interference according to the second order interference matrix. The second constraint in (15) expresses that resources should not be used by two distinct femtocells in the third step when these femtocells are the cause of interference for each other according to the first order interference matrix. Solving the described optimization problems in (10)-(16) incurs huge computational complexities. These problems are Integer Linear Programing (ILP), and thus, they are NP-complete problems. Finding their general optimal solution often requires brute-force search and suffers from huge computational complexity. The system parameters such as the huge number of traffic requests, available PRBs, and number of femtocells make the problem more complex. Therefore, we propose a suboptimal solution through a greedy method in the next section.
IV. PROPOSED GREEDY APPROACH FOR RESOURCE ALLOCATION AMONG FEMTOCELLS
In this section, we propose a greedy algorithm as a suboptimal solution for the resource allocation problem. We consider that the resource allocation scheme is operated by the FMS with the cooperation of the self-organizing Home Base Stations. These eNodeBs scan the air interface for discovering their neighbors. When users send a request for a connection to a femtocell, the femtocell processes and delivers this information to the FMS. The user's request contains the QCI of the traffic and the QoS requirements according to the LTE specifications, such as GBR, data rate, delay, and the requested number of PRBs. When the FMS receives a request for a connection, it is put in the serving queue with the first-in-first-out buffers.
The waiting time of every request is constantly checked to satisfy the delay constraint of the QCI. If the waiting time becomes higher than the time constraint, the request will be dropped.
Otherwise, the request is served by the resource allocation scheme which is described by the flowchart in Fig. 1 . conditions. When a reserved PRB is assigned to a femtocell, the femtocell should consider that using this PRB can interfere to the main PRBs of its second order neighbors. Thus, the femtocells should assign every reserved resource to the user that is far enough from the interfering femtocell. The femtocells can check condition of their users in effect of the second order neighbors by using the feedbacks of users in every PRB. The reserved PRBs which can be used by femtocells are called available reserved PRBs. If all of the main and available reserved resources cannot satisfy requirements of GBR and non-GBR connections, the FMS puts the residual requests of connections in the queue to be waited until the next resource allocation period. The resource allocation process is more formally described by the pseudo code in Algorithm I.
V. SIMULATION AND NUMERICAL RESULTS

A. Complexity Analysis
In this section, we compare the complexity of our proposed method for resource allocation among femtocells with some former schemes. Our method aims to allocate every PRB to the best femtocell according to 1) the PRB efficiency, 2) the balance between the provided PRBs for femtocells and their PRB requirements. It requires to identify the priority of femtocells to use PRBs based on the efficiency of using each PRB in every femtocell and also the difference between the required and provided resources for every femtocell. If M represents the number of femtocells, and Q indicates the number of PRBs, M log M operations are needed to identify the priority of femtocells to use PRBs. Therefore, QM log M operations are needed for assigning all of the PRBs. Moreover, after finding the best femtocell for allocating each PRB, M − 1 operations are required to find the femtocells which can use this PRB simultaneously. Thus, the number of operations for this process is Q(M − 1). In addition, for comparison between each row of the first and second order interference matrices, to identify the reserved PRBs QM operations are needed. Furthermore, to discover the number of the reserved PRBs for each femtocell, QM operations are required. Then, we should find the best femtocell for every reserved PRB among a small group of femtocells which can use the mentioned reserved PRB. The parameter M represents number of members of this group, Algorithm I: Resource Allocation Algorithm Form first and second interferences matrices Calculate α m and β m for every femtocell based on (9) while (all of GBR services are not served) w = argmin m (α m − r m ) Select PRB v → PRB v is the best main PRB can be assigned to femtocell w r w = r w + r wv Assign PRB v to other femtocells which are not adjacent based on first order interference matrix We assume the number of these femtocells is K r k = r k + r kv → k = 1, ..., K end while while (all of non-GBR services are not served)
while (there is empty main PRBs based on first order interference matrix and based on assigned PRBs) w = argmin m (β m − r m ) Select PRB v → PRB v is the best main PRB can be assigned to femtocell w r w = r w + r wv Assign PRB v to other femtocells which are not adjacent based on first order interference matrix We assume the number of these femtocells is K r k = r k + r kw → k = 1, ..., K end while w = argmin m (β m − r m ) Determine reserved PRBs according to the difference between first and second order interferences matrices Select the best reserved PRB based on users report for femtocell w Assign this PRB to the user of femtocell w r w = r w + r wv Check CQI of the user which uses this PRB as a main PRB end while that M < M . Thus, the total number of operations is approximated as QM log M + 2QM + Q(M − 1) + Q M log M and the order of complexity of our algorithm is O(QM log M ). The complexities of some former schemes are summarized in Table II , and the number of their required operations is compared in Fig. 2 . It can be observed that our proposed greedy method needs less operations than the DFP and DFFR methods. On the other hand, our proposed method always needs more operations than the DRA and RAFF algorithms. Despite of more complexity, our approach achieves throughput improvement in comparison to the DRA and RAFF methods. We investigate this improvement in the next subsection.
B. Simulation Scenario
We evaluate the performance of our proposed method by the system parameters which are listed in Table III . We model mobility of the users in the femtocells coverage area by a random waypoint model [32] , which is a straightforward stochastic model describes the mobility of a mobile network node in a two dimensional area. We generate traffics corresponding to different applications in the mobile networks. The ratio of every QCI is in accordance with the application statistics. The arrival rates are assumed to have Poisson distribution. In addition, users' channel conditions due to their mobility are variable. We use a lognormal distribution 
where n is path loss coefficient and X σ is the variance of the shadowing effect. We ignore the fading effect because of its fast variations, since we cannot track it in the resource allocation process. We assume the path loss coefficient of 2. Besides, since the users are in the indoor environment, we consider the shadowing effect as a random variable with a zero mean normal distribution with variance of 8 [33] .
C. Definition of Density parameter and Simulation Results
In this subsection, we compare the performance of our proposed greedy method with other schemes in different scenarios for evaluating its better performance. We simulate different scenarios with various densities of femtocells. The interference among femtocells is stronger in denser scenarios. We define the density parameter of femtocells as
where a ij has been defined in (1) . This coefficient shows the average number of neighbors for femtocells. Thus, the larger value of this parameter means that the network is denser. Fig. 3 (a) shows the average throughput of every femtocell in the different scenarios. This figure reflects the higher performance of our proposed greedy method in comparison to the RAFF, DFRR and DRA methods in denser scenarios. When the average number of neighbors of femtocells is lower than 1, the assigned PRBs are not limited by the interference and resources are still sufficient to provide services. Hence, the average throughputs of the proposed method and other methods are similar in these cases, approximately. However, when the average number of neighbors is sufficiently more than 1, the efficiency of our greedy algorithm is more than other methods and it is close to optimal solution of optimization problems in (10) The average throughput of our method is close to the optimal solution. In addition, Fig. 3 (b) shows the Jain's fairness index of different schemes for diverse values of density parameter,
i.e., T . It can be concluded that our proposed scheme provides a better performance in terms of fairness among users in different scenarios. Fig. 4 (a) shows the average rejection ratio of services versus number of PRBs. We can conclude the proposed scheme has lower rejection ratio for the same number of PRBs. Moreover, the rejection ratio reduces by increasing the number of PRBs. In addition, Fig. 4 (b) shows the average rejection ratio of services versus network density. It can be observed the proposed scheme provides lower rejection ratio in comparison with other schemes. The proposed scheme has more remarkable efficiency in denser scenario in terms of the rejection ratio.
Next, in the simulation scenario the density parameter, i.e., T is assumed 4. The other simulation parameters are determined based on Table III . The rejection ratios of the connec- tions of nine QCIs are displayed in Fig. 5 (a) . In comparison to the DRA, DFFR and RAFF approaches, the proposed scheme keeps the rejection ratios of the GBR connections zero and the rejection ratios of the non-GBR connections under 3%. This outstanding improvement is contributed by the fact that the proposed scheme provides all of requirements of the GBR services by the main PRBs. Moreover, it attempts to provide requirements of the other services by residual of the main PRBs and the reserved PRBs. The average delays of nine QCIs are shown in Fig. 5 (b) . The proposed greedy scheme keeps the average delays of different QCIs under the delay constraints. The average delays in proposed greedy scheme are lower than the DRA method. Moreover, the average delays of GBR services in proposed scheme are lower than the DFFR and RAFF schemes. However, the delays of some non-GBR services in the proposed method are higher than the DFFR and RAFF schemes due to the priority of our resource allocation process for GBR services. It is worth noting that although the average delays of our proposed scheme are higher in some non-GBR services in comparison to the DFFR and RAFF, but the rejection rates of our method is lower. Furthermore, Fig. 6 shows the average rates of network in a hypothetical scenario. In this scenario, we assume buffers of all of users are full and we use the DRA, DFFR, RAFF methods and our greedy method to assign PRBs to different QCI connections. The results show that our method can support higher data rates for all of QCIs in comparison to the other methods. Besides, the throughput of our scheme is close to the optimal solution. The proposed scheme achieves 50% -75% improvement in the average data rate in comparison to the RAFF, DFFR and DRA methods.
Moreover, the difference of the optimal solution and performance of our greedy method is lower than 7% in all of QCIs.
VI. CONCLUSION
To mitigate interference among femtocells and achieving the high PRB efficiency in femtocell networks, in this paper we have proposed an efficient resource management algorithm.
Allocating resources were not predefined and resources have been allocated according to QoS considerations dynamically. Our proposed scheme has improved the spectrum efficiency and has eliminated interferences by using of two interferences matrices. Besides, our method has satisfied QoS requirements of different QCIs. Also, it has concluded that our proposed scheme provides a better performance in terms of fairness in different scenarios. Simulation results have shown that our algorithm achieved 30%-50% improvement in the average throughput of femtocells. Furthermore, the rejection ratios of all QCIs have been below 3% in this proposed method. We can extend out proposed resource allocation scheme for the networks contain LTE and WiFi coexistence in the future. Some concepts of this paper such as interferences matrices can be useful for these networks, too. In these networks WiFi access points will play the role of the femtocells eNodeBs.
