Abstract. We investigate the solvability of polynomial equations on the Calgebra of arithmetic functions g : N → C.
Introduction
Let A be the set of all arithmetic functions g : N → C under point-wise addition and scalar multiplication [5] . The null element is the null function. The Dirichlet convolution * : A × A → A is defined by (g * h)(n) = n 1 n 2 =n g(n 1 )g(n 2 ) ∀n ∈ N .
Then A is considered as a C-algebra under linear operations and the Dirichlet convolution.
Let r ∈ R and A r be the complex Banach algebra of arithmetic functions g ∈ A endowed with the norm 
then there exists a uniquely determined solution g ∈ A of the equation
We refer the reader to papers of Carroll and Gioia [2] , Cohen [3] , Dehaye [4] , Glöckner, Lucht and Porubský [5] , Haukkanen [6] , Porubský [8] and Subbarao [9] for more details and known results about arithmetic convolution equations. Theorem 1.1 is proved in [5] by using a deep result from the theory of topological vector spaces: the implicit function theorem in a version of Biller [1, Theorem 7.2] . The main purpose of this note is to present an elementary proof of Theorem 1.1. But we also extend it to any ρ ∈ R along with finding a lower bound r 0 for the number r and with estimating from above the norm g r 0 of the solution g. At the end of this note, we also solve a simple quadratic convolution equation to apply our general result.
Finally, I thank ProfessorŠtefan Porubský for stimulating discussions during the preparation of this note. I am also grateful to the referee for valuable comments and suggestions which substantially improved the paper.
Main results
Let z 0 be a simple zero of (1.1). As in [5] , we start from (1.2) with g(1) = z 0 , which has the form (2.1)
Next, we rewrite (2.1) as
Since f (g(1)) = 0, we can solve (2.2) to get the solution g ∈ A of (1.
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Hence for m ≥ 3 we obtain
Recalling g(1) = z 0 and setting
we obtain
If there are x 0 > 0 and r ≥ ρ such that
From (2.5) we derive
Since P (0) = P (0) = 0 and P (z) ≥ 0 for z ≥ 0, we can easily check that for d ≥ 2 there are positive constants M 0 and x 0 such that
Then conditions (2.4) and (2.5) hold with these positive constants M 0 and x 0 of (2.7) for any r ≥ r 0 where r 0 is given by (2.8)
Here we set log 0 = −∞. We note
Summarizing, we obtain the following result. To proceed with the investigation of (1.2), we need the following definition. 
If d = 1 and a 1 , a 0 ∈ A ρ for some ρ ∈ R, then P (z) = 0 and
where we suppose that a 1 is not a constant coefficient, because the constant coefficient case is trivial. So (2.6) becomes
, 
is defined by (2.9). Second case:
Note that r = ρ in (2.13) can also be derived as follows:
be the Dirichlet series for the complex variable s ∈ C with Re ≥ ρ.
Hence [7] implies that a
Summarizing, we arrive at the following result. More general systems of convolution equations are studied in [5] , which need not be polynomial. But since computations like the above seem to be rather awkward for such systems, we omit them in this note. We give a rather simple example in the next section.
Quadratic equations
In this section, we study the quadratic equation
We also suppose that a is not a constant coefficient, because the constant coefficient case is trivial. Since a(1) = 1 = 0, we can use Theorem 2.1 and Remark 2.1 for (3.1). An interesting discussion on the solvability of (3.1) and the more general polynomial equations g * d = a, a ∈ A, is given in [5] . For any ρ > 1 we compute
Also using Remark 2.1 we get
So (2.7) gives
and by (2.8) we can take any r 0 such that
Hence according to (3.2) we take
Now fixing a ∞ ≥ 1 and varying ρ > 1, we intend to find the smallest value of r 0 in (3.3). We consider two cases: First case: a ∞ ≥ 2. Then it holds that
Consequently, (3.3) possesses the form
It is easy to verify that Since again for a general a ∞ the explicit formula for the global minimum of (3.4) is ugly and long, we do not present it here. We concentrate on the case a ∞ = 1. Then (3.4) becomes (3.5) r 0 = ρ for ρ ≥ 2 , F 1 (ρ) = ρ − log(ρ−1) log 2 for 1 < ρ ≤ 2 .
We can easily check that the piecewise smooth function in (3.5) has a unique global minimum 2 on (1, ∞) at ρ 0 = 2. Summarizing from Theorem 2.1 and Remark 2.1 we obtain the following result.
Corollary 3.1. Let a be a nonconstant coefficient. If a ∞ = 1 then the only two solutions g ± ∈ A of (3.1) with g ± (1) = ±1, respectively, belong to A 2 and g ± 2 ≤ 2. If a ∞ = 10, then g ± ∈ A r 0 and g ± r 0 ≤ 2 for r 0 . = 6.22562.
