Abstract-There are several programming paradigms that help programmers write efficient and verifiable code for distributed environments. These solutions, however, often lack proper support for local parallelism. In this article we try to improve existing solutions for providing a distributed, highly parallel framework that is easy to program. We propose an extension to the active object programming model which optimizes the local performance of applications by harnessing the full computing power of multi-core CPUs. The need for explicit locking mechanisms is reduced by the addition of metainformation to the methods in the source code. This paper describes this language-independent meta-information, and the way we intend to use it for parallelizing execution inside an active object.
I. INTRODUCTION
Even though there are several frameworks that are widely used in relation with distributed applications (OpenMP, RPC, Java RMI), these deal only with communication transparency, and do not hide all details of the distributed nature of the application. As a result, programmers have to deal with several low level aspects such as remote object registry setup and communication channel management. This gave rise to a new generation of frameworks that make all aspects of object distribution transparent to the user. Such high-level programming models with strong properties turned out to be crucial for programming safe large-scale applications.
Some of these frameworks are based on the actor paradigm ( [1] , [2] , [3] ). Actors are entities that are defined by their behavior and that communicate strictly by message passing, therefore are decoupled completely from each other [3] , [4] . This model has been quite successful in several domains of distributed programming [5] . Active objects are inspired by actors, but they are closer to object oriented paradigms [6] , [7] , [8] . They are parts of a design pattern that decouples method execution from method invocation [9] . The main goal of active objects is to achieve global concurrency with the help of asynchronous communication and internal scheduling mechanisms for request handling.
Active objects, just as actors, are mono-threaded entities and therefore suffer from the same limitations regarding local parallelism. Taking into consideration the widespread popularity of multi-core processors and the trend of increasing the number of cores, any framework that does not fully utilize the multithreading capacities of multi-core architectures will seem deprecated. On the other hand, it is rather hard to deal both with the application logic and with the clearly orthogonal task of concurrent synchronization at the same time. Even if concurrent code is supposed to improve the performance of an application, if it is unwisely written it can introduce race-conditions, which make development and testing difficult [10] , [11] .
Our approach consists in extending the active object paradigm to support multi-threading of active objects while decoupling the logic flow from synchronization. We provide the user with a solution in which parallelism is transparent, just as the distributed nature of the application. The principles of multi-active objects can also be applied to all the actor-like frameworks, which could then benefit from a better support for local parallelism. One crucial requirement we impose ourselves is to keep the programming language easy to use for programmers who are not necessarily expert in concurrent programming. We thus decided to allow the programmer to annotate methods corresponding to entry points of the active object with information regarding parallelism. We use this information to run several method executions in parallel. Annotations should be simple enough so that the programmer gives only high-level information, that we can use to "schedule" the parallel execution of several threads. This paper presents:
• A set of annotations to provide multi-threading for active objects, while keeping backward compatibility with standard active objects, • A way to use those annotations to synchronize multithreading inside active objects, • An evaluation of our solution, intended at showing that it is adequate, i.e.: it is easy to use and has good performances.
This paper is organized as follows. In Section 2 we present the Active Objects and the ProActive framework, its strengths, and its shortcomings. Section 3 describes our parallel and distributed solution. In Section 4 we present an application illustrating our approach. Section 5 is a short presentation of related works. Section 6 concludes the paper.
II. BACKGROUND AND OBJECTIVES
All languages based on principles inspired from actors suffer from the same limitation concerning local parallelism. Indeed, actors are very efficient and very easy to program when it comes to distribution: actors abstract away the notion of distribution, remote communications occur in the form of messages, which are enqueued and treated by the receiver. This way different computing entities are strongly decoupled and synchronization only concerns the reception of messages. As a result, the programmer does not have to deal with data race-conditions. Unfortunately, when it comes to local parallelism, this programming model is far from being efficient because it entails a lot of data copy between actors while direct memory access would be faster. Some of the actor-like paradigms can be tweaked such that local activities are multi-threaded, but in that case, the programmer loses the benefits of a well-designed programming model, and has to face complex synchronizations and data race-conditions. Having a programming model that would mix the easiness of programming provided by actor-like languages with efficiency of local parallelism would be a great contribution to the domain of distributed and parallel computing.
ASP [12] is an object calculus inspired from an actorlike paradigm. It relies on asynchronous, future based communication between remote processes. Using a future [6] , [13] as a placeholder for the result the caller can carry on executing after performing a call, as long as it does not need the actual result value. In ASP's Active Object model each active object maps to a single thread of execution and has an internal queue for handling requests (Figure 1 ). When a request arrives, it is put into the object's queue and at the same time a future is created on the caller side. When a request has been served the active object replaces the future at the caller's side with the result of the call. In ASP no data can be shared between active objects directly, and as a consequence, parameters of remote method calls are deepcopied before transmission. At a given moment there could be several requests arriving simultaneously to active objects, however, concurrency is limited to the request queue of each object. Therefore the programmer is relieved from writing code that deals with synchronization, i.e. there is no need for definition of mutual exclusion areas, or usage of locks and other synchronization mechanisms. This strict programming model of ASP, which is based on sequential activities not sharing memory, helps in verifying the correct behavior of programs using formal methods [14] .
ProActive is a distributed programming framework that implements ASP calculus in the Java programming language. It is a clean and straightforward implementation of the above presented model with a nice support for largescale distribution (e.g. on Grids and Clouds), this is the reason why we chose it as the basis for our implementation. In addition, it provides object migration and has a built-in fault tolerance mechanism.
Unfortunately some applications are very difficult to write in ProActive's underlying model. For example, having reentrant code in a pure sequential active object model is impossible. The problem with re-entrant calls is that once an active object is waiting for itself (indirectly) to produce a result, a deadlock occurs. To overcome these limitations, developers usually have to bypass the rules imposed by the model, making several features of the framework, like migration, unusable. Even more importantly such programs cannot rely anymore on verification tools that depend on the strict adherence to the programming model. Our solution seeks to obliterate the need for the circumvention of "ASP/ProActive rules". More precisely, we suggest to evolve the programming paradigm such that more programs can be expressed and higher efficiency can be achieved. The new programming rules are to be restrictive enough to enable the verification of program behavior by formal methods, and the design of new mechanisms for dealing with distributed objects (migration, fault-tolerance, etc.).
III. PROPOSAL
The simplest solution for achieving multi-threaded active objects would be to immediately serve each request inside a new thread. Unfortunately, this solution is not adequate. Firstly, we would end up with unwanted concurrency, which introduces harmful data races and is difficult to program. Secondly, this breaks some of the basic properties of ASP, like the consistency between request arrival and serving order.
Another relatively simple solution, inspired by how web servers work, would be to use one thread per caller. This seems a good idea at first, because it combines parallel execution with apparently unchanged active object behavior when viewed by the "clients". Unfortunately, it is unsuitable
(a) Groups and rules for practical use in the general case, because this approach is adapted to stateless web servers, and cannot be used to implement stateful active objects. Since these active objects interact by altering the state of each other, either the data has to be duplicated, or one has to face unforeseen data race-conditions. In order to create a truly useful multi-active object model, we decided to reason in terms of request compatibility. Compatibility of two requests means that running them in parallel either a) does not result in any data concurrency, or b) is expected by the programmer (i.e. he/she manages his/herself the data concurrency). In the second case it is supposed that the data in question will be protected in the code (with locks, mutual exclusion blocks, etc.). Since static analysis is out of the scope of this paper, we trust the programmer to define the compatibility rules among methods correctly. These rules can be thought of as contracts between the programmer and the runtime environment, in which the programmer allows the framework to run several methods in parallel. Whenever the programmer specifies that parallelism is harmful, he/she can rely on the runtime environment for assuring the safety of execution. In essence, the runtime will provide as much parallelism as possible, unless the programmer has stated otherwise.
A. Annotations
Method compatibility could be expressed in many different ways. We chose an approach where the programmer explicitly states the compatibility between methods, and the mutual exclusion is then deduced. Although being somehow similar to the use of the synchronized keyword in Java, it has more semantic flexibility. While the synchronized keyword is used to restrict parallelism between several methods, our approach allows for both a restrictive and permissive reasoning.
Obviously, pairwise compatibility relations for a high number of methods could easily become too complex to declare and to maintain. Therefore, we introduce the notion of groups to express compatibility relations on sets of methods rather than on individual methods. A group gathers methods that perform a similar task, thus manipulate the same data. Unless specified otherwise, methods inside a group are mutually incompatible. These groups not only have the goal of reducing the amount of added meta-data, but also help in the logical structuring of an application, since methods working on the same data set can be most probably collected into the same group. To specify which groups can run concurrently, a set of compatibility rules is given by the programmer.
To create the groups and to specify rules, the programmer will use annotations inside the source code placed at the beginning of classes. A group is defined by its name, that acts as an identifier used in compatibility rules. If the methods contained in the group can be executed in parallel, its optional selfCompatible property can be set to true. Rules define sets of groups that are all compatible with each other. In the example shown in Figure 2a we create two groups and define their relationship as follows:
• Methods which are members of FooGroup can run concurrently because they are self compatible.
• Methods in BarGroup are mutually exclusive.
• Any method from FooGroup can run concurrently with a method from BarGroup. The membership to a group is specified using an annotation written directly before a method (Figure 2b ).
An advantage of using these annotations is that the amount of work needed to define rules does not depend on the size of a class, but only on the number of groups. If the complexity of performing this operation would grow exponentially with the number of exposed methods, this approach would not be practical in real-world applications.
Safely executing a multi-threaded active object then consist in serving a request in parallel with the others if no incompatible request is currently being served, to prevent race-conditions.
A potential drawback of the annotation-based approach is that, since meta-data is contained inside the Java classes, once they are compiled it can not be changed, and it is not possible to modify the compatibility of methods at runtime. This limitation can be addressed using scheduling policies presented below.
B. Multi-active scheduling
In the previous section we introduced the idea of compatibility annotations for active objects. We will proceed by presenting how this information can be used in the context of the ProActive framework to enable multi-threaded local execution. In the ProActive framework each active object has to implement a method called runActivity that constitutes its life-thread. Most of the time this method is provided by the ProActive framework, and does not have to be implemented by the programmer. Since active objects can execute only a single request at a time, the default policy is to handle requests in a first-in-first-out manner. Figure 3a shows the runActivity method provided by ProActive by default. The serve method takes a request as parameter and executes it in the context of the caller's thread. As a result, the service loop will return only when the request is served. This way (assuming that removeFirst() blocks if the queue is empty), there is no need for more logic inside the loop. To be able to serve several requests in parallel, a mechanism is needed to move their execution to secondary threads, started from the main loop. We introduce parallelServe, a non blocking method which will execute a request using a different thread. Figure 3b shows a new version of the runActivity method which executes requests concurrently if they are compatible. A list of currently executing requests is maintained (activeRequests) and the first request in the request queue is checked for compatibility, and served, if possible.
In the actual implementation this loop is hidden from the user inside the scheduling 1 class. The scheduler is a policy based one and it provides two predefined policies (or strategies): multi-active and FIFO. The first aims at starting as many requests in parallel as possible, while maintaining the relative order of their arrival at serving time. The second strategy exists for compatibility purposes, and can be used to reproduce the classic single-active behavior. Besides these two predefined policies we also expose a complete API which the programmers can use to write customized policies, e.g. one which limits the maximum number of parallel threads inside an active object.
The Scheduling API can be split into two parts. One that deals with method compatibility and one that exposes the internal state of the scheduler. The first contains methods for verifying the compatibility of two (or more) requests or method names. The second gives access to the request queue and the set of already executing requests inside the active 1 note that the term "scheduling/scheduler" is used in this paper to mean: "definition of a multi-threading service policy" and is not directly related to the vast research area related to the design of efficient schedulers for distributed computing.
object. To simplify the policy-writing, a policy is defined as a function, which takes as input the compatibility information and the scheduler state, and produces as an answer the list of requests that can be started right away. The internal state of the scheduler is guaranteed not to change while executing a policy, so the code of the policy does not have to deal with synchronization.
C. Ensuring backward compatibility
The design of the extension for the framework was done with backward compatibility in mind. This is why, in case there is no compatibility information added to a method, it will be considered incompatible with all the other methods. This maps exactly to the behavior of the current version of the ProActive framework. It also protects from accidental, unwanted parallelism, making the internal parallelization of an already existing application much easier -it can be done incrementally, by adding meta-information to more and more methods.
IV. EXPERIMENT A. Parallel and Distributed SCC search algorithm
To verify that our proposed model is practical for realistic algorithms, we chose to implement a strongly connected component 2 (SCC) search algorithm, described in [15] . This algorithm exhibits a high degree of parallelism and relies on recursive calls. It is thus difficult to implement it without heavy modifications in a single-threaded framework. The main purpose of this experiment was to show that, with our proposed extension, implementing such an algorithm can be done without changing its underlying logic.
The implemented algorithm searches for strongly connected components in graphs using a divide-and-conquer approach ( Figure 6 ). To find such sub-graphs, the algorithm will start from arbitrary vertices (pivots) and calculate the biggest strongly connected component containing the pivot vertex. After this, the search will continue on the remaining parts of the graph in parallel. The marking step is very important in this algorithm and consists in finding all the vertices reachable from a given vertex in the graph, if it is a forward marking, or all vertices that can reach the given one, if it is a backward marking. The first @DefineGroups({ @Group(name="Forward", selfCompatible=true), @Group(name="Backward", selfCompatible=true) }) @DefineRules({ @Compatible({ "Backward", "Forward" }) }) public class GraphWorker implements RunActive{ @MemberOf("Forward") public Set<Integer> markForward( ... ) {...} @MemberOf("Backward") public Set<Integer> markBackward( ... ) {...} ...} Figure 4 . Annotated code from the worker source of local parallelism we exploited is the fact that forward and backward marking can be performed in parallel without conflicting with each other. In addition, marking steps started at different branches of the algorithm can execute in parallel, yielding even higher levels of local parallelism.
Another source of parallelism is that the graph is distributed among several workers. Each worker "owns" only a part of the original graph and has references to its neighbors. In case a SCC is not completely contained in the owned subgraph of a worker, the marking procedure will propagate to neighboring workers. This way, a worker can be involved at the same time in several marking operations, started at different nodes, and at different branches of the main algorithm. In our implementation, the workers are multiactive objects. A central coordinator uses their exposed methods for graph loading and starting the marking operation.
Taking the previous observations into account, we have annotated the Java code of the workers as shown in Figure 4 . Two groups, Forward and Backward, are created and the methods performing the marking (markForward and markBackward) are added to the corresponding one. This allows a worker to execute concurrently these methods. The groups are selfCompatible because it is possible to execute multiple markings of different origin.
B. Performance
The experiments were carried out on the Grid5000 3 platform, on nodes equipped with two Intel Xeon E5520 or Intel Xeon E5420 quad-core processors, running at 2.27GHz, respectively 2.5GHz. The nodes were connected via Gigabit Ethernet connections.
First, we have measured the number of requests simultaneously executing on a worker (Figure 5a ) while processing a graph of size 10000 with 25 strongly connected components. As expected, at several times during execution, local parallelism was quite high (41 simultaneously served requests). During another set of experiments, to show that the overall performance of the application is satisfactory, we have run our application for different sizes of graphs having 10, approximately equally sized SCCs, for three different number of workers (10, 20 and 50). The results depicted in Figure 5b show that a higher number of workers yields a better overall performance on large enough graphs. As usual, the ratio of computation/communication explains the shape of the graph. For small graphs, the local processing time is much lower than the communication time, leading to low performance when the number of workers is too high. This is expected because the algorithm was not optimized, as our purpose was to limit the modification of the sequential code. Above 500 thousand nodes, 10 workers are not sufficient and the speedup obtained by adding workers is relatively good.
This experiment has shown that it is possible to harness both distributed and local parallelism with multi-active objects in large-size experiments, without modifying the core of the underlying algorithm. We consider beneficial the fact that algorithms, which until now would have been very complicated to program using a single-threaded active object based framework, such as ProActive, can be implemented quite efficiently using multi-active objects.
V. RELATED WORK
We compare our work with the most relevant approaches, which harness concurrency or distribution by providing highlevel constructs. We particularly focus on languages that rely on active objects, or code parallelization based on annotations in the source code.
X10 [16] is a programming language under development that adopts a fairly new model, called partitioned global address space (PGAS). In this model, computations are performed in multiple places (possibly on various computational units) simultaneously. Data in one place is accessible remotely, and is not movable once created. Computations inside places are locally synchronous, but inter-place activities are asynchronous. This decouples places and ensures global parallelism. While this model seems fundamentally different from ours, the possibilities provided by the two are comparable. Places can host multiple activities, resulting in a similar service to what multi-active objects offer. One thing that the language does not ensure, is encapsulation, which even though might be costly in terms of performance, is known to ease the development of applications [17] . We try to allow for both worlds at the same time: offering powerful local concurrency, while ensuring strong encapsulation of each multi-active object.
AmbientTalk [18] implements the ambient-oriented programming paradigm, which brings a novel approach to mobile network based applications. At its core however (similarly to [4] , [6] , [7] ) it relies on active objects. These are called AmbientTalk actors, and are single-threaded. As a consequence, they have all the drawbacks (except the re-entrance problem) of single-active objects we presented throughout the paper. Considering the similarity between AmbientTalk actors and ProActive active objects, adapting our approach to the AmbientTalk framework seems particularly easy.
The Creol [7] language also advocates the active object paradigm as the model of distributed computation and it features futures with some form of multi-active objects. Distribution principles in Creol are quite similar to ASP and ProActive. However, Creol [7] handles multi-threading much differently from us. First, in Creol, only one thread is active at any time, which prevents race-conditions but does not allow local parallelism inside an active object. In Creol, similarly to our solution, the granularity of the thread creation is the request service (the handling of a remote method invocation), but one thread is created for each request that is to be served. Moreover, the programmer has to handle threads explicitly, placing waiting points in his code to let other threads run. Even though the two programming models have several similarities, and ideas developed in one could be used in the other, our approach features much greater transparency. In our opinion, this simplifies greatly the programming.
JAC [19] is an extension of Java that introduces a higher level of concurrency and separates thread synchronization from application logic in a declarative fashion. JAC relies on a custom precompiler and declarative annotations, in form of Javadoc comments placed before method headers. These annotations show several similarities with our approach, and it could be possible to express our multi-active objects in JAC. However, even for "simulating" the simplest active objects, the added annotations will become very complex. In our opinion multi-active objects offer a simpler annotation system and a higher synchronization logic encapsulation for the programmer. On the other hand, JAC's inheritance model is well defined, and useful for our annotations also.
JPPAL [20] is an annotation language for parallel programming. It is inspired by the semantics of OpenMP and implemented as a library of aspects in AspectJ which ensure instruction-level parallelism. [20] argue that performance is close to the one obtained with Java threads while their approach requires much less programming effort. Although, the original code has to be refactored (method headers and return types), and in our opinion this is an undesirable property, as in some ways it removes transparency.
JConqurr [21] aims at similar goals as JPPAL, but it is a programming IDE that generates parallel source code, based on directives placed in the code. The main issue with this approach is that debugging is particularly hard, as the sequential and parallel version of code can be quite different.
Pluggable parallelization [22] is a solution for Java that takes after an other well-known library for parallelism: MPI. Code is plugged into the original source with the help of C++-like templates. Even though this solution is most suitable for SPMD applications, it is possible to create non-SPMD ones with the help of remote objects and asynchronous method calls. This concept is promising in terms of performance and separation of concerns, but in our opinion, its template system is rather complex and unusual in Java.
While the previous ( [20] , [21] , [22] ) deal with instruction level parallelism, PAL [23] targets method level parallelization, in Java. It relies on code annotations to ensure load-time local and distributed parallelization. To prevent data-races, it does not allow for parallel methods to access class fields. Unfortunately, this restriction can be costly in terms of performance due to data-copying overhead, and in terms of code clearness, due to forced modifications in the application logic. This section showed several works which improve the classical active object paradigm, or provide metainformation-based parallelism. Unfortunately, none of them quite succeeded in providing a model that is easy to program and has a high-level of abstraction.
VI. CONCLUSION
In this paper we have presented a way to extend active objects to offer support for local parallelism and reentrant calls. Based on the use of annotations to indicate the possibility of methods to run in parallel, our approach reduces the need for explicit locking. It brings a high degree of parallelism, is extensible, and compatible with legacy active objects. On the programmer side, the complexity is minimal: only some simple compatibility annotations have to be added inside the code. We have also proposed an API which can be used to implement custom scheduling policies to improve the performance of an application.
A graph search algorithm has been implemented for testing, which proves the ease of use of our proposal. Starting from the standard algorithm, only a few modifications were required to obtain a distributed version featuring high levels of local parallelism. This version was then easily deployed to a cluster of 50 nodes.
We are now interested in a policy which allows a request to be served not only if it is the first in the queue but also if the requests placed before it in the queue are compatible with it. This policy will ensure maximum possible parallelism inside the active object while, at the same time, maintaining causality relationship among the results that would exist in the sequential active objects. In the future we want to prove the correctness of this policy and experiment with it.
